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Abstract 
Antenna arrays offer significant benefits for modern wireless communication systems 
but they remain difficult and expensive to produce.  One of the impediments of utilising 
them is to maintain knowledge of the precise amplitude and phase relationships between 
the elements of the array, which are sensitive to errors particularly when each element 
of the array is connected to its own transceiver.  These errors arise from multiple 
sources such as manufacturing errors, mutual coupling between the elements, thermal 
effects, component aging and element location errors. The calibration problem of 
antenna arrays is primarily the identification of the amplitude and phase mismatch, and 
then using this information for correction.   
This thesis will present a novel measurement-based calibration approach, which uses a 
fixed structure allowing each element of the array to be measured. The measurement 
structure is based around multiple sensors, which are interleaved with the elements of 
the array to provide a scalable structure that provides multiple measurement paths to 
almost all of the elements of the array. This structure is utilised by comparison based 
calibration algorithms, so that each element of the array can be calibrated while 
mitigating the impact of the additional measurement hardware on the calibration 
accuracy.  The calibration was proven in the investigation of the experimental test-bed, 
which represented a typical telecommunications basestation. Calibration accuracies of 
±0.5dB and 5
o
 were achieved for all but one amplitude outlier of 0.55dB. The 
performance is only limited by the quality of the coupler design.  This calibration 
approach has also been demonstrated for wideband signal calibration. 
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1 Chapter 1 
Introduction 
Antennas when combined in groups or arrays can offer many advantages such as the 
ability to create directional radiation patterns. They do this by directing the gain in a 
particular direction and reducing it in others. This offers advantages over single antenna 
implementations. The individual antenna elements work together to create a directional 
radiation pattern, such as the one shown in figure 1-1. This figure shows the cross 
section of directional radiation pattern of an ideal 4 by 4 array of omnidirectional 
antennas and consists of a main and aft lobe; these are the large lobes pointing to 0
o
 and 
180
o
 in this polar plot. They are termed the main and aft lobes because they contain the 
most radiation power in any single lobe. The radiation pattern also contains four 
sidelobes, which are the four smaller lobes. These are created by the nulls in the 
radiation pattern in particular pointing directions. This means that the whole coverage 
provided by the antenna array is not one continuous sector but it is separated into 
sections with varying radiation power. This provides the ability to spatially filter the 
radio environment. By using its low and high gain regions spatial filtering can be done 
by utilising the electronic steering of the radiation pattern.  
Antenna arrays are an improvement over a single antenna element as they provide 
capacity increases because they are capable of spatially filtering the radio environment, 
therefore determining the location of the users in the radio link. This improvement in 
the use of the radio link provides the optimization needed for the ever increasing 
demands put upon such applications as mobile telephony. On the other hand, the 
implementations of antenna arrays have been to date exceedingly impractical. For 
antenna arrays to operate at their full potential an active array is used, where each 
element needs to know its amplitude and phase relationships. 
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figure 1-1: Cross Section of the Ideal Radiation Pattern of a 4 by 4 Planar Antenna Array. 
This ensures that when changes in these amplitude and phase relationships are applied 
then the radiation pattern points in the desired direction and with the correct shape. 
Therefore, significant alterations in these relationships will degrade the radiation pattern 
in its pointing direction, main lobe shape and width, and also the sidelobe sizes and 
locations. These changes in the radiation pattern mean that the advantages that antenna 
arrays offer are reduced or removed entirely in such a way as to worsen their 
performance when compared to that of a single antenna element. This has made their 
implementation impractical and has led to the calibration problem, which is the problem 
of calibrating the antenna arrays so that they offer the potential performance 
optimization. 
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figure 1-2: Alcatel Lucent 9116WBS Antenna Array, which contains four fixed 12 element linear 
arrays that are controlled seperately to create a 4 element active array. 
Antenna arrays are currently being deployed in WiMax systems in Ireland. The first 
such operational system was in National University of Maynooth in 2007, using Alcatel 
Lucent’s 9116 WBS which has an operating frequency of 2.3 – 2.5 GHz. This system is 
shown in figure 1-2 and 1-3 and uses four linear arrays together to create a four element 
controllable linear array for Mulitiple Input Multiple Output transmission and 
beamforming capabilities, which will be discussed in more detail in later chapters. This 
is done by having four linear arrays of 12 elements that have a fixed radiation pattern. 
Each of these fixed arrays have a single controllable input and are consider to be a 
single controllable element of a four element linear array. Currently there is another 
such system in operation in Dublin City University and they are being rolled out by 
Imagine Communication Group for telephony and mobile broadband applications. 
 
figure 1-3: Close Up of Antenna Elements of Alcatel Lucent 9116WBS Antenna Array. 
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1.1 Research Area 
Antenna arrays are a solution to the capacity problem in mobile wireless 
communication systems. There is a need to overcome their implementation issues. The 
problem that arrises due to the need to calibrate antenna arrays is an impediment to their 
use in practical systems. This thesis proposes to present a calibration approach that will 
match the amplitude and phase relationships within the array. This is a complex 
problem due to the large quantity of error sources that affect antenna arrays, this is 
intended to be overcome with a calibration approach that will provide dynamic 
calibration for ever changing radio environments. This approach will be implementable 
in a practical system.  
1.2 The Outline of this Dissertation 
This thesis will continue in Chapter 2 with a discussion of antenna arrays, the ways in 
which they are implemented, the functionality each of these implementations offer and 
the different types of array structures that are used. This is followed by a discussion of 
the possible error sources that affect them. Then the calibration problem is presented, 
followed by an analysis of the possible solutions to it, in Chapter 3. 
Chapter 4 presents the proposed calibration approach taken by this dissertation in detail, 
highlighting the advantages and proposed methods of overcoming scalability and 
accuracy issues. The algorithms that were developed for this calibration techniques are 
then discussed. Their advantages and limitations are discussed in terms of their 
predicted performance in Chapter 5.  
The accuracy of the algorithmic simulations is tested in Chapter 6. This is done on two 
test-beds, which are 2 by 4 and 4 by 4 array sizes. The effectiveness of the calibration is 
presented here for narrowband and wideband operations. This dissertation finishes with 
a brief summary and conclusions, followed by the mention of possible future work in 
Chapter 7.  
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2 Chapter 2 
Antenna Arrays and Their Properties 
2.1 Introduction 
After the brief discussion presented in the previous chapter of antennas, it has been 
mentioned that the optimization of the radio link that antenna arrays offer to cellular 
systems is significant when it is considered in terms of market demand. As was briefly 
mentioned in the previous chapter, there are implementation issues associated with 
antenna arrays. Before the calibration approach that is proposed by this thesis is shown 
in more detail, this chapter will present the properties and issues associated with 
antenna arrays to put this work in context. It does this by first looking at the origins of 
antenna arrays. This history is followed by a more detailed description of various 
antenna types and their application groups. These application groups dictate the 
performance and complexity of the antenna array. This is important, as it will be the 
deciding factor in the performance and challenges of their implementation. Achieving 
these requirements will be determined by the structure of the array. Each of these 
contributing factors to the performance and effectiveness of antenna arrays will be 
covered in this chapter. Finally, some of the capabilities of antenna arrays will be 
discussed in more detail in order to display the significance of antenna arrays in a 
clearer light and portray their importance. 
2.2 A Brief History of Adaptive Antenna Arrays 
Antenna arrays are not a new concept; their origins can be traced back through the 
research into magnetism, light and electricity. These three areas of research and their 
interdependency have led to the development of wireless communication and the 
understanding of the challenges of optimising the radio environment. A brief history of 
antenna arrays will be presented here, firstly to show their development through the 
years and secondly to show that though they have a rich history, there are still 
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significant challenges that need to be overcome to make sure that their potential can be 
fully realised. 
Antenna arrays have their origins in the area of antennas and wireless communication 
research. It makes sense to mention a few of milestones of that research such as the 
advances in understanding of electromagnetics achieved by Maxwell, and in the 
research and the subsequent manipulation of his equations by Hertz and Heaviside. The 
greater understanding of the mechanism for wireless communication led to the first 
systems, such as those by Loomis and Marconi [1]. Though these systems do not 
resemble the current wireless communication systems, they did pave the way for them. 
This is not a comprehensive history of the origins of wireless communication, simply a 
starting point for the discussion of the origins of antenna arrays. They are considered to 
have originated in the time between 1923 and 1926, based on the research published at 
the time by Friis [2], which presents the use of an antenna array in short wave radio, and 
mention of them by Marconi [3], when discussing the properties of directional antennas. 
Another group of researchers were experimenting with antenna arrays around this time 
and showed their directional properties [4]. These works were significant in the area of 
antenna array research, but their true significance was not fully realised at the time. This 
is clearly seen from Friis et al who published a work much later in 1937 [5], which 
highlights the steering of the directional antenna arrays. Thus, some of the potential of 
antenna arrays were discovered with this discovery of directionality.  
The understanding of the potential of a technology does not led to the ability to 
implement it. As was mentioned in the previous chapter, one of the advantages of 
antenna arrays is the steering ability. This ability is dependent upon the amplitude and 
phase relationships between the elements of the array. The steering of the radiation 
pattern is controlled by the phase relationships between the elements and requires a 
progressive shift across the array to create the steering of the array. These progressive 
phase shifts were however not available to provide matched phase shifts. The first 
scanning array called the Wullenweber array [1, 6], was not developed until the second 
world war by the Germans.  
From the first scanning array, others were developed. These achieved the phase shifts in 
the radial signals using switched sets of transmission lines of various lengths to steer the 
array. This changed with the use of microwave phase shifters in the 1950s by Button 
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[7]. This made the implementation of antenna arrays significantly easier by providing a 
means of applying phase shifts for the steering of the array’s radiation pattern. This does 
not solve the implementation and adaptability issues, which will more clearly be seen 
from the analysis of the approaches taken to the calibration problem in the next chapter.  
The same year, 1950, Van Atta first coined the phrase ‘Adaptive Arrays’ for a self-
phasing array. This was an array that retransmits the signal it receives in the direction 
from which it receives it. This presents a method of implementing an adaptable antenna 
array, but it is limited to a relay action. This signified progress in the use of antenna 
arrays and the possibilities of optimization of the radio environment using antenna 
arrays. An adaptive receiving array was developed by Widrow [8, 9], which was also 
called an ‘adaptive array’. With these advances in antenna arrays’ adaptability, there 
were also advances in the technology that make up the antenna array, such as Barrett’s 
development of Microwave Printed Circuits (MPC), which had the effect of making the 
implementation much more feasible. This was further enhanced by Barrett’s realisation 
of the link between flattened coaxial cabling and that of low frequency printed circuit 
boards, between the years of 1949 and 1951 [1, 10]. 
These implementation advancements made the creation of antenna arrays smaller and 
drove research into the optimization of the radio environment using antenna arrays. This 
led to Howell’s development of the analogue sidelobe canceller in the 1960s, and later 
to Applebaum’s [11] development of the use of the signal to noise ratio (SNR) as a cost 
criterion for the optimisation of the radio environment in 1966. This was further 
developed by using the self optimising algorithm that had previously been used for 
filters, the least mean squares (LMS) algorithm in 1967 [9, 12].  
The limitations of antenna arrays are more clearly seen when scalability is considered. 
The size of the array is limited by the implementation structures: as the number of 
elements in the array increases so does the complexity of implementing them. The 
matching of the amplitude and phase relationships gets more complicated as the number 
of elements rises. The implementation issue can be simplified by splitting the array into 
smaller arrays, but it does not eliminate the implementation issues completely. This 
investigation of the practical implementation issue was followed by research into other 
questions about practical implementations. Such were the Widrow et al [13] 
investigation into the trade off between the speed of adaptability and the quality of SNR 
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optimization in 1976 and Baker and Chow’s investigation of the effect of sampling jitter 
on an adaptable array in 1978 [14]. These investigations highlight the severity of the 
implementation issues and the diverse sources of these errors. 
Though the research into the implementation issues of antenna arrays became more 
prominent in the area, it did not constitute all of the research in the area into the 
optimization of the use of antenna arrays. In 1983, Gabriel [15, 16] presented a method 
of overcoming Lord Rayleigh’s optical aperture resolution criteria in distinguishing two 
sources in close proximity, which have since been termed as superresolution methods. 
This was the forerunner of the subsequently widely used Direction of Arrival (DOA) 
approaches used in adaptive antenna systems to more fully utilise the radio environment 
[17-19]. 
Some of the implementation issues have been touched on in this discussion of the 
history of the investigation of the antenna array. The matching of the amplitude and 
phase relationships has not been addressed in any great detail in this discussion. It will 
be covered in much more detail in the next chapter. The points and capabilities of 
antenna arrays discussed. So far generally assume ideal arrays or at least idealised 
amplitude and phase matching for the array. This assumption is what makes these 
capabilities possible. Therefore when implemented upon a practical system, the 
capabilities that optimise the radio environment will not work as effectively or even at 
all in a practical implementation.    
2.3 Antenna Arrays Implementations 
There are two main types of array implementations that have many applications. These 
are passive and active arrays. The difference between the two implementations lies in 
the components that make up the array, the control over the elements and the 
capabilities.  
Passive arrays use the same transceiver element to feed all of the elements of the array. 
This means that each element is fed with the same signals. The connections between the 
elements and the transceiver will dictate the kind of matching between them. The 
amplitude and phase relationships between the elements control the radiation pattern. If, 
for example in a broadside linear array, all of the elements are equally matched then the 
radiation pattern will be pointing normal to the array. When a progressive phase shift is 
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added to the element’s relationship the radiation pattern will be steered proportional to 
the shift. By using a passive array, these relationships are fixed as the elements of the 
array are fed by passive structures. The advantage of such a structure is that the 
relationships are fixed and a simple implementation for antenna arrays. 
The advantage of the passive arrays is also their greatest disadvantage. By having a 
simple fixed implementation all of the control over the radiation pattern is lost. With 
this loss of control, the ability to optimise the radio link is also lost. Therefore active 
arrays offer more advantages over passive ones. Active arrays consist of individual 
transceivers for each element of the array. This means that the amplitude and phase 
relationships of the array can be controlled giving the ability to adapt the radiation 
pattern to the scenario. By having individual transceiver elements, the matching of the 
antenna array becomes much more complex as each element has its own amplitude and 
phase errors due to the active components. The active components will also react 
differently to environmental conditions.  
Each of the implementations has its own advantages and disadvantages. These led to the 
different levels of functionality in their use. 
2.3.1 Functionality of Antenna Arrays 
Variations of the implementations will be considered here based on their functionality 
in order to further understand antenna arrays, their implementations and their 
capabilities. The antenna array’s intelligence in terms of the capabilities is based upon 
its choice of implementation. The distinction between the implementations is best 
considered in terms of their functionality. The levels of adaptability are grouped into 
three main types of functionality, which are: 
• Switched Beam Arrays 
• Direction Finding or Dynamically Phased Arrays 
• Adaptive or Optimum Combining Arrays 
2.3.1.1 Switched Beam Arrays 
Switched Beam (SB) Arrays are an example of a passive implementation. It uses a set 
of fixed feeder paths that create a set of predefined beams in the radiation environment. 
The appropriate beam is selected generally based upon maximum SNR or signal 
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strength of the desired signal. Switched beam array implementation is the simplest kind. 
This passive array then uses different length cabling to create the different radiation 
patterns. By steering the radiation pattern using these predefined beam selection, the 
interference seen by the array can be limited in all but the pointing direction. The array 
can be slowly adjusted due to the angle of arrival (AOA) of the desired signal and can 
also use the same beam for transmit and receive [20-22]. Its advantages therefore 
include simplicity, the fact that it is computationally comparatively inexpensive and its 
ability to null interferers from all but the look direction of the array. There are however 
disadvantages to this approach including the inability to null out interferers close to the 
look direction, the inability to change the predefined pointing directions and the 
inability to adapt to a fast changing environment. 
2.3.1.2 Direction finding or Dynamically Phased Arrays 
Direction finding or dynamically phased arrays (DF) is an active array implementation. 
It estimates the direction of arrival (DOA) of the desired signal and steers the array 
accordingly. It is limited to line of sight (LOS) as it performs under the pretext that the 
AOA is that of the angle of incidence (AOI) of the signal. The difference between these 
two angles is that the angle of arrival is the angle at which the signal arrives at the 
antenna array, whereas the angle of incidence is the angle at which the signal would 
make with the array if it were to reach the array directly from the actual location of the 
signal source regardless of the obstacles between the two. By taking the AOA as the 
AOI, it means that the system assumes that the signal source is in the direction at which 
the signal arrives at the array. When it transmits to the source, it points in the direction 
at which the signal arrives at the array. Thus it can be considered to be a retrodirective 
implementation [21]. This kind of antenna array cannot be implemented using a passive 
array, as that would limit the control that the system would have over its radiation 
pattern manipulation. Hence the use of an active array or some combination of the two 
that is specifically designed for the system. By using an active array, this 
implementation has the ability to adapt the radiation pattern to the DOA of the desired 
signals. Its comparative computational expense, when compared to a switched beam 
implementation, is less than the adaptive array implementation, which will be discussed 
in the next section. This implementation does have disadvantages, which include its 
inability to null out interferers close to the look direction of the array, and the fact that 
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in a rich multipath environment its operation will be disrupted due to its assumption that 
AOA and AOI are the same. 
2.3.1.3 Adaptive Arrays 
Adaptive arrays (AA) are the final type of implementation considered and it is another 
active array one. It presents an antenna array whose radiation pattern is fully adaptable. 
It calculates the DOA of the desired signals and the interference sources. This 
information can be used to null out the interference sources. Adaptive arrays are capable 
of nulling out up to M-1 interferers, where M is the number of elements in the array. In 
conjunction with the ability to selectively null out interferers, adaptive arrays have the 
ability to operate in non-line of sight (NLOS) and multipath environments, unlike the 
direction finding or switched beam antenna arrays implementations.  
The adaptive arrays operation is too complex to be implemented using a passive antenna 
array, and therefore needs an active array. This adaptive array implementation is most 
suited to utilise the multiple input multiple output (MIMO) capabilities. This is due to 
the control over the radiation pattern that is offered by the individual transceiver 
connected to the antenna elements. Thus significant performance gains can be achieved 
in a rich multipath environment [22]. Another capability of this implementation is 
fading mitigation. This is possible by identifying and locating the interferers, as the 
multipath duplicates of a signal can act as interference depending upon the operation of 
a system.  
The advantages of the adaptive array implementation include the ability to balance the 
nulling of interferers with the ability to receive the desired sources. They have the 
ability to implement full MIMO operation and therefore the ability to operate in a rich 
multipath environment. These advantages are balanced by disadvantages, which include 
the computational cost associated with these operations and the complexity of the 
implementation, i.e. the active array hardware and the required processing abilities. 
2.3.2 Antenna Arrays Implementations Summary 
Each of these implementations has its own advantages and disadvantages and thus the 
application is generally the deciding factor in the choice. However it is clear that the 
greatest advantage is to be gained from the use of the active array implementation and 
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also the greatest complexity as well. So the rest of this dissertation, active arrays will be 
considered, unless otherwise stated. 
2.4 Antenna Array Structures 
As the implementation type of the antenna array decides the intelligence, the structure 
of the antenna array dictates the radiation pattern. Though the weighting of the array can 
alter the radiation pattern generated by the array structure, it cannot completely 
overcome some of the fundamental properties of the array structure. For the purpose of 
simplicity and understanding, uniform antenna array structures will be considered here 
to clearly display the properties of each array structure created by the interdependence 
of the antenna elements. There are three main structures: 
• Linear Arrays 
• Planar Arrays 
• Circular Arrays 
Before discussing the array structures, the radiative principles of antenna arrays need to 
be considered as they affect all of the afore-mentioned array structures. Antenna arrays, 
regardless of structure, create directive patterns using the constructive and destructive 
interactions of antenna elements in close proximity. The contribution of each element is 
important as the radiation pattern and the interactions between the elements control the 
total radiation pattern. Thus the selection of antenna element will have considerable 
effect. For example the ratio of heat loss to radiative power needs to be low [23], or the 
scattering due to the proximity of the elements needs to be low [24]. The radiative 
pattern of an antenna array system can be mathematically predicted by calculating the 
power flow through each element and the summation in a sphere where the array is at 
the centre [23]. These interactions are dictated by, [25]: 
1. The geometry of the array 
2. The inter-element spacing 
3. The amplitude of the input excitation 
4. The phase of the input excitation 
5. The relative patterns of the elements 
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For simplicity in the discussion of these structures, the radiative elements will be taken 
as omnidirectional point sources. This considerably reduces the complexity of the 
mathematics to aid with the comprehension of the structural relationships. The 
discussion of array structures will also start with linear arrays, as they are the simplest 
of all antenna array structures. 
2.4.1 Linear Arrays 
Consider a two element linear array where each of the elements is excited by the same 
amplitude Eo and phase !, with ideal omnidirectional point source antenna elements and 
inter-element spacing of d [26], as shown in figure 2-1. By presenting a mathematical 
representation of an array in this form, with the idealised antenna elements with 
omnidirectional radiative fields, the array factor is calculated, as it will describe the 
structure of the array, and the effects of the different structural effects of that array on 
the radiation pattern for the simplest antenna model. Pattern multiplication is then used 
to create the complete radiation pattern, by multiplying the array factor by the isolated 
radiation pattern of an antenna element [27]. Thus various radiation patterns are 
generated from different structures and antenna elements. From this point on, the 
radiation pattern that is discussed will be the radiation pattern of an omnidirectional 
point source array. This is the simplest element radiation pattern. It is equivalent to the 
array factor, as the ideal omnidirectional point source’s radiation pattern is equivalent to 
a sphere of equal power radiance, and thus equal to one in the pattern multiplication 
approach. 
 
 
figure 2-1: A two element linear array with inter-element spacing of d and progressive phase shift 
to create a radiative pattern which will point in ! direction. 
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The array factor or group pattern is independent of antenna element types, and is 
dependent only on the array geometry, inter-element spacing and the phase difference of 
the elements of the array [25, 27]. The array factor of the afore-mentioned two element 
linear array with equally excited elements can be represented as 
 (2.1) 
where   
Eo is the electric field of each element of the array, assumes uniform elements, 
d is the inter-element spacing, 
$ is the wavelength,  
! is the pointing direction.  
For the equally phased elements the pointing direction will be normal to the plane of the 
array, and from this it is easy to see that the pointing direction of the array can be 
altered by changing the phase relations between the elements, as previously mentioned 
in chapter 1. By adding progressive phase shifts between elements, the pointing of the 
direction of the array can be altered to any angle within the 180
o
 azimuth of the array 
axis, as shown in figure 2-1 and figure 2-2. The progressive phase shift between 
elements that creates the steered radiation pattern can be calculated from the following 
equation (1.2), sourced from [8]. 
 
 
Figure 2-2: An N element linear array with inter-element spacing of d and a progressive phase shift 
that steers the radiation pattern in the ! direction. 
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where % is the progressive phase shift of each element. 
The array factor of the radiation pattern with this progressive phase shift becomes 
 (2.3) 
where  
These equations can be extended to an N element linear array, where the first element is 
at the origin. As the array of elements are assumed to be omnidirectional antenna whose 
normalised radiation patterns are Eo = 1. 
 (2.4) 
This equation can be converted into a more useable format, by normalising it.  
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where N is the total number of elements in the array, N = n x n. 
As has previously been mentioned, every antenna array creates a radiation pattern and 
these vary due to the array’s geometry, the inputs and implementation errors. Therefore 
the easiest method of comparison of each array is to compare their radiation patterns.  
This is done through a set of figures of merit upon which the radiation pattern is 
described and evaluated. These figures of merits are as follows, and are shown in figure 
2-3. 
1. Directivity 
2. Main Beam’s Pointing Direction 
3. Main Beamwidth 
4. Nulls  - Location and Depth 
5. Sidelobes – Location and Height 
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Figure 2-3: An ideal radiation pattern of a four element linear array, showing the normal pointing 
direction of the main beam, the beamwidth, the nulls and the sidelobes on either side of the main 
beam of the radiation pattern. 
Directivity is a measure of the increased gain in a particular direction of that radiation 
pattern compared to that of a single omnidirectional antenna element’s radiation pattern. 
As it is based on the radiation pattern, it is subject to the same contributing factors as 
the radiation pattern, and therefore will be different for each array structure. It can be 
theoretically predicted for a linear array by eqn. (2.6). The equation is courtesy of 
Balanis [25]. This text was a significant source of equations and expertise for the 
section. 
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where  
 L is the overall length of the array. 
The main beam pointing direction, which is also know as the pointing direction of the 
array, is of course the direction in which the main beam is pointing, and therefore the 
direction of the maximum power in the radiation pattern. For an ideal linear array it can 
be estimated by: 
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where m =0,1,2,… which are the number of maxima in the radiation pattern, i.e. the 
main and aft lobes. 
4 Element 
Linear 
Array 
Sidelobes 
Beamwidth 
Nulls 
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The number of lobes, main and sidelobes, generated by an antenna array is proportional 
to the number of elements in the array, the array structure, the type of antennas used and 
the element spacing of the array. 
The main beamwidth of the radiation pattern is the range of angles between the half 
power points either side of the main beam. They dictate the width of the main beam and 
therefore the coverage. This 3 dB beamwidth depends primarily on the length of the 
array. The bandwidth and steer ability can be increased by the use of a non-equispaced 
array [28]. The beamwidth of a linear array can be estimated by: 
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where  
The nulls of the radiation pattern are the zeros in the pattern, where the radiation pattern 
exerts no power. However this is just the theoretical idea of nulls: in practice the nulls 
are never quite zeros and a measure of their depths is essential to estimate their 
effectiveness. For an ideal linear array, their locations can be estimated by equation 
(2.9) and their depth is the amount of power in the radiation pattern in that direction. 
! 
"
n
= cos
#1
±
n
null
N
$
d
% 
& 
' 
( 
) 
*  (2.9) 
where nnull = 1, 2, 3, …, which is the nulls or minima of the radiation pattern. 
The sidelobes of the radiation patterns, like each of its other features, are present in both 
transmit and receive operations of the array. However they are much easier to consider 
in terms of the gain of the radiation pattern. They can be considered as the other 
maxima of the radiation pattern. They are located in the area surrounding the main 
beam. The significance is that they point power in directions other then the desired 
pointing direction. Sidelobes are not always considered detrimental to the operation of 
the system, as they allow for the spatial filtering and frequency reuse that has previously 
been mentioned. However, since this is often not the case, most of the implementations 
want to completely eliminate sidelobes. Where this is not possible, then the sidelobe 
levels are made as low as possible [25, 29]. Sidelobe levels are primarily dependent 
upon the number of elements in the array and have less to do with the inter-element 
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spacing unless it exceeds 2! [28]. The location of the sidelobes, again for an ideal linear 
array, can be estimated by equation (2.10) and the height of the sidelobes is the height 
of that radiation pattern in that location. 
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where s = 1, 2, 3, …, which are the sidelobes or minor lobe maxima of the radiation 
pattern. 
From this analysis and prediction of their figures of merit, it is clear to see that the 
advantages of linear arrays are their simplicity and scalability. However these 
advantages are balanced by their disadvantages: the array is only able to steer in the 
azimuth plane; its performance is scan dependent; and the practical implementation 
issues. Scan dependence is where the radiation pattern features alter depending upon the 
steering angle of the array. 
2.4.2 Planar Arrays 
Planar arrays are the extension of linear arrays to create a two dimensional structure, by 
using linear arrays to create the rows and columns, this can be seen in Figure 2-4. The 
array factor of planar arrays is simply a sum of the linear arrays that create the rows and 
columns, and can be written as an N x M planar array. 
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where   
Enm is the excitation coefficient of each element in the planar array 
 dx is the inter-element spacing along each of the rows, parallel to the x-axis 
 dy is the inter-element spacing along each of the columns, parallel to the y-axis 
 %x is the progressive phase shift along the rows of the planar array 
 %y is the progressive phase shift along the columns of the planar array. 
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This equation can be converted as before to a more usable format, by normalising it.  
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where  
  
The same radiation pattern figure of merits applies to the radiation pattern of a planar 
array. The main difference between these parameters is the method of their theoretical 
estimation. There are two dimensions in which the pattern can be steered. As the planar 
arrays are an extension of the linear array, so they are the extension of their theoretical 
predictions of the figures of merits of the array. So starting with the directivity of a 
planar array which can be predicted for an ideal omnidirectional one by: 
! 
D
o
=
4" AF #
o
,$
o( )[ ] AF #o,$o( )
*[ ]
max
AF #,$( )[ ] AF #,$( )[ ]
*
sin# d# d$
0
"
%
0
2"
%
 
(2.13) 
 20 
 
Figure 2-4: A planar array of N by M array, with inter-element spacing parallel to the x - axis is dx 
and the inter-element spacing parallel to the y-axis is dy a progressive phase shift in the rows of "! 
and the progressive phase shift of "# in the columns to point the radiation pattern in the (!, #) 
direction. 
The next figure of merit is the main beam pointing direction, which can be predicted for 
the linear array by equation (2.7) for both the azimuth and elevation angles of the planar 
array. This use of linear array equations works for other planar array radiation pattern 
figures of merit. These are the nulls by equation (2.9) and the sidelobes from equation 
(2.10). The beamwidth of the planar array is an extension to the linear array equation 
(2.8) to create the following equation. 
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where &hx is the half-power beamwidth of a broadside linear array along x – axis 
 &hy is the half-power beamwidth of a broadside linear array along y – axis. 
As the planar array is the extension of the linear array, it increases their complexity. 
Planar arrays do not have the linear array’s advantages of simplicity. They are easy to 
scale as the elements can be added along either axis. This advantage is joined by the 
ability to scan the array in both the azimuth and elevation planes. These advantages are 
balanced by the scan dependent performance and the susceptibility of the array to 
practical implementation issues.  
 21 
2.4.3 Circular Arrays 
Circular arrays are different from the other two previously described array structures. 
The difference is that the array is based around a circle of antenna elements, with a 
radius of a, where each element is equidistant from the centre of the circle and each 
other, as shown in figure 2-5. The difference in this structure equates to very different 
radiation properties. This is more clearly seen from the array factor, and a discussion of 
the effects of the elements of the array. The array’s radiation pattern predicted for an 
ideal array can be calculated by: 
! 
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where  
!n is the phase excitation of the n
th
 element of the array 
 En is the amplitude excitation of the n
th
 element of the array. 
Again the same radiation pattern figures of merit apply to the circular array, however 
due to the difference in the array structure the theoretical estimation is different. As 
before the directivity of a circular array is simply a comparison of the directivity of the 
circular array’s radiation pattern compared to that of an omnidirectional antenna’s one. 
For the other figure of merits they are estimated by the next series of equations. 
 
Figure 2-5: An eight element circular array of radius a. 
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Due to the symmetry of the circular array the maxima of the radiation pattern that they 
create can be predicted by the following equation. That is to say that the main beam’s 
pointing direction and the sidelobe locations can be estimated by a single equation [30]. 
! 
"m =
1
M
(p# +$ot)  (2.16) 
where 2M is the number of peaks in the radiation pattern, 
 !o is the desired angular frequency, 
 p = 0, 1, 2, … , 2M – 1. 
On the other hand, due to the symmetry of circular arrays, the nulls can be predicted by 
the following equation. as it estimates the minima of the radiation pattern [30]. 
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The advantages of circular arrays are different from these of linear and planar arrays as 
the structure of the array has different properties. Due to the symmetry of the array and 
their structure, its radiation pattern can be steered over 360
o
 [31]. As the radiation 
pattern of linear and planar arrays are scan dependent, the difference with circular arrays 
is that it is scan independent, i.e. the beamwidths, pointing direction and sidelobe levels 
shape and size are all unaffected by the steer angle of the array [32, 33]. The 
disadvantages are the lack of scalability of circular arrays and the effects of 
implementation issues. The scalability issue is more pronounced in circular arrays as the 
number of connections to a central point and the increase in the radius of the circle to 
accommodate the increased number of elements limits them.  
2.5 Capabilities of Antenna Arrays 
As previously discussed there are three main capabilities of antenna arrays, which are 
beamforming, DOA estimation and MIMO operation, though the capabilities are not 
limited to these. These capabilities are dependent upon the principles of antenna arrays 
and now that they have been presented, these can be considered. The explanations will 
be brief, as they are individually significant areas of research. These presentations are to 
give a flavour and appreciation of the possibilities of antenna arrays to more fully 
explain the importance of calibrating the array.   
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2.5.1 Beamforming 
Beamforming is the capability to adapt the radiation pattern of the array to a particular 
scenario. It depends upon the weighting of the elements of the array. The beamforming 
depends upon the intelligence of the array, so for example for a dumb implementation 
of an antenna array, the switched beam implementation sets up fixed radiation patterns 
that are switched between. This is done using fixed feeder paths setup in matrices so 
that that can create multiple radiation patterns [34, 35]. These fixed feeder paths will be 
presented in more detail in the next chapter. However there are other forms of 
beamforming and they require higher intelligence implementation, such as direction 
finding and adaptive array. These more intelligent beamforming approaches are 
polynomial, algorithmic and evolutionary optimisations approaches. Each of these types 
of beamforming requires control of the weights of the array, and then they apply their 
particular methodology to the alteration of the radiation pattern to a specific scenario. 
This intelligence ranges from altering the radiation pattern so that the sidelobes close to 
the main beam are reduced and their power is redistributed to the sidelobes further away 
so that the signals close to the desired pointing directions are reduced further, such as in 
the Taylor beamformer [36-38], to the evolutionary optimization techniques which use 
optimization techniques to optimize the antenna weights for the particular scenario, 
such as the particle swarm algorithm or simulated annealing approach [39-50]. So for 
all of these beamforming approaches it is clear that the control and accuracy of the 
weights of the array are important. Therefore they are still susceptable to the 
implementation issues of antenna arrays. 
2.5.2 Direction of Arrival  
The direction of arrival capability uses the spatial filtering of the antenna array to 
calculate the DOA. Locating sources in the radio environment requires the ability to 
adaptively change the weights of the array and therefore the radiation pattern. This 
requires some intelligence in the antenna array implementation, so the antenna array 
needs to either be a direction finding or an adaptive array. DOA capability enables the 
array to know the steering direction of users and interferers. This provides the 
intelligence of the implementation. The calculation of this DOA for all the desired users 
is a challenge in a rich radio environment, with all of the other operators and users in an 
urban environment. This provides the need for adaptive nulling, which is where the 
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weights are adjusted with the look direction of the radiation pattern constant in order to 
null out jammers [51, 52].  
As with beamformers, the DOA capabilities have many approaches with various levels 
of intelligence and approaches. There are two main DOA approaches, spectral 
estimation and parametric estimation techniques and the DOA performance varies based 
on the choice.  
The spectral estimation techniques use the spectral environment to determine the local 
maxima, and these maxima are taken as the DOA of the signals for both the desired 
users and interferers [53]. These types of techniques vary significantly based on the 
approach, ranging from maximum likelihood method (MLM) [53] to eigenstructure 
based superresolution approaches such as multiple signal classification (MUSIC) [54] 
and estimation of signal parameters via rotational invariance techniques (ESPRIT) [18].  
Parametric DOA methods are based on data models and multidimensional searches to 
find the DOA of the desired signals. These approaches are sometimes preferable to 
spectral DOA methods, particularly in the case of coherent signals. The intelligence of 
the parametric approaches will also dictate the performance of the DOA, as it will be 
based upon the method of data models, the assumptions associated with them and the 
multidimensional searches used. These searches are chosen based on the model detail 
and the intelligence of the system. This can be shown in the examples of deterministic 
maximum likelihood or the stochastic maximum likelihood search techniques [55]. 
2.5.3 Multiple Input Multiple Output 
The MIMO capabilities of antenna arrays require the most intelligent implementations. 
Thus they require an active array implementation to turn the multipath environment into 
a benefit. It can increase the theoretical capacity of the system by the number of 
controllable channels [56, 57]. The MIMO techniques allow the DOA and the direction 
of departure (DOD) to be measured. This makes them comparable to the adaptive 
antenna array as these are the same difference as the AOI and AOA [58]. However the 
motivation for the use of MIMO capabilities is the increased capacity, increased 
diversity and interference suppression [59]. These capabilities are dependent upon the 
knowledge of the spatial-temporal characteristics of the propagation channel and are 
dependent upon the propagation parameter estimations by high resolution algorithms 
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such as space altering generalised expectations (SAGE) [58]. This is all possible 
because of the use of active antenna array that achieves very high spectral efficiency in 
high scattering environment. The electromagnetic environment is decorrelated to create 
many parallel subchannels, which is based on the degree of decorrelation and the 
number of antennas [60]. This combined with the orthogonal frequency division 
multiplexing (OFDM) system allows wideband transmission achieve a several-fold 
increase in data rates and spectral efficiencies [61]. Each of these requires a significant 
knowledge of the propagation channels created by the multipath environment and active 
antenna array. This information dictates the performance of the MIMO capabilities.  
The propagation channel can be described by the channel state information (CSI). When 
the full CSI is known, eigenvector steering can be used to utilise the fill capacity 
potential of each MIMO channel. The throughput can be further maximised by the 
optimal power allocation by water filling techniques [62]. However when only partial 
CSI is available, a maximum likelihood is used at the transmitter to optimise the 
performance. This leads to a computationally expensive approach, with suboptimum 
performance due to the lack of information [62], whereas in the presence of interferers 
the capacity of the system is decreased due to the traditional additive Gaussian noise of 
the channels. Approaches have been developed to achieve the capacity of the system as 
if the system was without interference, such as an approach called Dirty Paper Coding 
Technique [59]. 
2.5.4 Other Capabilities 
Though the above are the main capabilities of antenna arrays, these are not their only 
ones. Others include such capabilities as super directivity; array thinning and signal 
separation to name but a few.  
Super directivity is a capability that is solely dependent on the number of elements in 
the array. It increases the directivity of the array by adding elements to the array, while 
not increasing its length. This is done by reducing the inter-element spacing [63]. The 
advantage of superdirectivity is to create a radiation pattern with more gain pointing in 
one direction, thus increasing the size of the main lobe and decreasing the size of the 
sidelobes. 
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Array thinning is the opposite of super directivity. It takes a large array and removes 
elements from the array to make non-uniform inter-element spacing. This can create 
radiation patterns with low sidelobes or desired directivity. However, this capability can 
require a considerable amount of design to achieve the desired radiation pattern [44, 
64]. 
Finally, signal separation is a capability of antenna arrays that enable them to separate 
super imposed signals, though this requires knowledge of the signal sources, and 
requires the use of an estimation maximization (EM) algorithm that uses a ML search 
technique [51, 65, 66]. This is a useful capability, though it requires significant 
knowledge of the system to utilise it. 
2.6 Summary 
This chapter has presented antenna arrays in the context of their history from the origins 
in Maxwell’s equations and their development in military applications, to their 
development to scanning arrays. This description shows the progress of their 
development, providing context for antenna arrays. This is followed by a discussion of 
antenna array implementations. Passive arrays are much simpler and easier to 
implement than active arrays. They offer fixed solutions to the matching of the 
amplitude and phase relationships of the array. The active arrays allow much greater 
control over the radiation pattern as they offer dynamic control over the amplitude and 
phase relationships of the array. The various implementations are discussed in terms of 
the capabilities. This description shows that passive arrays are the least intelligent or 
dumb approach as it uses a switched beam approach to adaptation, whereas active arrays 
provide much more intelligent implementations as they offer the greater performance 
capabilities, such as the ability to implement a MIMO system. 
The next chapter will build on this understanding of antenna arrays and their capabilities 
to present the effects of manufacturing imperfections and non-ideal effects on antenna 
array performance. These effects are a significant impediment to achieving high 
performance antenna arrays and particularly active antenna arrays. Array calibration can 
be used to correct for these imperfections and thus is of critical interest.  The next 
chapter will present the various approaches taken to this challenging task and discusses 
their capabilities and drawbacks. 
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3 Chapter 3 
Errors, The Calibration Problem and Possible Solutions 
3.1 Introduction 
Different aspects dictate antenna array performance. The array’s dependence upon its 
implementation and structure were covered in the previous chapter. This chapter will 
extend to consider the effect of error sources. This creates a calibration problem for the 
array, which needs to be solved. This chapter follows this by comparing the solutions 
previously taken to this problem. 
3.2 Sources of Errors 
The counterpoint to the advantages of antenna arrays is their difficulty of 
implementation and the resulting deviations from the ideal system. These imperfections 
severely degrade the performance of the array as they directly affect the radiation 
pattern. These imperfections stem from many sources, and are significantly worse in 
active antenna arrays as active arrays are more complex and have more sources of 
possible errors. The sources of these errors are diffuse, and arise from hardware, 
software and environmental effects - as shown in Table 3-1 [67-81]: 
Table 3-1: The Sources of Errors for Antenna Arrays 
Path lengths  
Mutual coupling 
Element Failures Structural effects 
Element position errors 
Temperature 
Humidity 
Environmental 
effects 
Wind effects 
Finite manufacturing tolerances 
Component Aging  
Quantisation 
Component 
effects 
Finite linear operating region 
Interference  
Target position 
Spectral overlap 
Channel effects 
Atmospheric effects 
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Each of these sources of error will affect different aspects of the arrays: some will affect 
the amplitude and phase relationships and others the communication channel. The 
distinction is important as the antenna array can deal with communication channel 
errors, such as ones highlighted in the channel effects section of the table. This is 
particularly true when the array is being used within a MIMO application. For the 
remainder of this dissertation the sources of errors that focus on are the ones that have 
an effect on the radiation pattern and arise from mismatches in the amplitude and phase 
relationships between elements of the array. 
Before considering the individual error mechanisms, the impact of mismatch amplitude 
and phase errors will be presented in terms of the impact on the radiation pattern of an 
ideal array. This will be illustrated by taking a single example of a series of simulated 
radiation patterns for an omnidirectional 4 by 4 planar array for differing degrees of 
mismatch error. A Gaussian distribution of errors were created based on a stated 
standard deviation , where the errors are ideal plus the individual elements errors and 
the maximum, minimum and mean errors of each array are also presented in table 3-2. 
The next set of figures, figure 3-1, show a series of cross sections of these radiation 
patterns, ranging from an ideal array in figure 3-1(a) to the radiation pattern of an array 
with a standard deviation of errors in the amplitude and phase relationships of ± 5dB 
and ± 20
o
, figure 3-1(e). These radiation patterns show the degradation of the 
performance as the size of the errors increases. This is more clearly seen from the range 
of errors in the figures of merit of the radiation pattern presented in table 3-2. This table 
shows that for small errors, ± 0.5dB and ± 3
o
, the radiation pattern is affected, as shown 
in figure 3-1(b). The sidelobe are no longer symmetrical. The beam pointing is off by ± 
0.36
o
. The beam widths have been altered. The nulls are no longer as deep as they are 
suppose to be. The location of the nulls and sidelobes are altered. As these amplitude  
Table 3-2: The Ranges of Errors in the Radiation Pattern Figures of Merit for the Increasing 
Standard Deviation Errors in the Amplitude and Phase Relationships. 
 
Error Ranges ±0.5dB and ±3
o ±1dB and ±5o ±1.5dB and ±7o ±5dB and ± 20o 
Max Element Errors 1.2dB and 10.3o 1.3dB and 10.7o 2.3dB and 20.4o 17.9dB and 60.7o 
Mean Element Errors 0.6dB and 2.4o 0.5dB and 5.4o 0.9dB and 6.8o 4.8dB and 24.3o 
Min Element Errors 0.04dB and 0.14o 0.07dB and 0.23o 0.12dB and 0.44o 0.62dB and 1.3o 
Beampoint ±0.36o ±0.72o ±0.72o ±44.64o 
Beamwidth 2.16o 1.08o 1.08o 9.72o 
Null Depth 0.353 -> 0.0741 0.0157 -> 0.0945 0.01812 -> 0.21413 0.05129 -> 0.596 
Null Location 4.68o -> -9.72o 4.68o-> -9.72o 3.24o -> -9.72o 120.36o -> -180o 
Sidelobe Height 0.0279 -> 0.1218 0.0428 -> 0.09079 0.0247 ->-0.0263 0.3278 -> 0.6778 
Sidelobe Location ±3.96o ±2.16o ±6.12o ±77.52o 
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
figure 3-1: Cross section of the radiation pattern produced by a 4 by 4 planar array with various 
imbalances in the amplitude and phase relationships, (a) ideal array, (b)  an array with amplitude 
imbalances with a standard deviation of ± 0.5dB and phase of ± 3
o
, (c) an array with amplitude 
imbalances with a standard deviation of ± 1dB and phase of ± 5
o
, (d) an array with amplitude 
imbalances with a standard deviation of ± 1.5dB and phase of ± 7
o
, and (e) an array with amplitude 
imbalances with a standard deviation of ± 5dB and phase of ± 20
0 
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and phase imbalances increase so do the effects upon the figures of merit. Some error 
ranges remain the same and some marginally improve for these single incidences of 
each case. However there is an overall decline in the radiation patterns as the amplitude 
and phase imbalances increase, through ± 1dB and 5
o 
as shown in figure 3-1(c) and ± 
1.5dB and 7
o
 as shown in figure 3-1(d). This is culminated in the final cross section 
figure, figure 3-1(e), which shows a nearly unrecognisable radiation pattern with large 
errors in all of the figures of merit in the radiation pattern. 
It is clear from the comparison of the radiation patterns figures of merits, that as the 
amplitude and phase relationship imbalances increase so does the distortion of the 
radiation pattern. This is however a comparison of single examples of these scenarios 
and show the effect of the imbalances. These effects upon the radiation pattern led to the 
consideration of the effect on the performance. The issue was considered in the EU 
ACTS program and the Technology in Smart Antennas for Universal Advance Mobile 
Infrastructure (TSUMAMI I and II) projects, where a variety of calibration approaches 
were explored. The TSUNAMI projects investigated the impact varying degrees of 
radiation pattern distortion would have on the system’s performance. It highlighted that 
a change in the maximum null depth from -60dB to -30dB would result in 
approximately a 40% reduction in the capacity. While with beam pointing errors that 
range between , there is a corresponding 12% reduction in capacity. When this 
error was increased to  range, the percentage capacity reduction would increase to 
28% [82-84]. These figures are however another example to give a clearer impact of the 
amplitude and phase errors and an idea of their consequences. They are highlighted here 
as an indicator as opposed to an in depth analysis for each application. The sensitivity 
will be dictated by the application. So for example, a switched beam application as 
discussed in the previous chapter will be significantly less sensitive to errors than for a 
full MIMO application also discussed in the previous chapter. 
These amplitude and phase relationship imbalances affect the radiation pattern and 
consequently the capacity and capabilities of the array. Therefore the effects need to be 
reduced or known in order to remove the detrimental effects. The calibration problem of 
the array is how the errors and imbalances can be removed. The implementation issues 
can be grouped into smaller groups of calibration issues, which are: 
• Errors in Amplitude and Phase Relationships 
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• Position Errors  
• Grating Lobes 
• Mutual Coupling 
• Array Blindness 
• Printed Antenna Materials Effects 
 
3.2.1 Errors in Amplitude and Phase Relationships 
Errors in the amplitude and phase relationships of the array are one of the most 
detrimental implementation issues. The sources of amplitude and phase errors are 
various: 
• Feeder Path Length Variations 
• Manufacturing Tolerances 
• Component Aging 
• Thermal Effects 
• Quantisation Errors 
• Scattering  
• Mutual Coupling  
These error sources may appear diffuse. However, the problem is that they are 
cumulative and in some cases such as quantization errors, also interdependent, further 
complicating their impact on array behaviour. These errors will effect the system in 
both time and frequency [85]. From the description of the calibration problem, the 
degradation of the radiation problem starts with relatively small amplitude and phase 
errors. As the errors increase, so do the alterations of the radiation pattern. As these 
sources of these errors are cumulative, they can mount up rapidly. 
Feeder path length variations are primarily a construction problem and can be perceived 
to have an easy solution. However this leads to a precision machined solution. This is an 
adequate solution for a passive array implementation. It is much less attractive for a 
MIMO approach. The significance of the feeder path variations comes from the 
construction of large arrays and the frequency. All arrays need to have feeder paths that 
are the same for each element. As the array size increases the feeder paths become more 
complex to achieve this goal. This can led to longer cables then necessary due to the 
structure of the array. As the elements further away will have longer cables then those 
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closer. To maintain the same length criteria, the nearer elements have the same length 
cables as the ones further away. Therefore they need to be looped or complexly routed 
to achieve this. This requires an added level of design. The matching of this cabling will 
also suffer from the manufacturing tolerance, thermal effects and element matching 
error sources due to the cumulative effects of the system. As the frequency increases, 
the wavelength of the signal decreases, which has the effect of shortening the length of 
cable that will result in a given phase error, which demands that the cable length be a 
fractions of millimetre accurate.  
The manufacturing tolerances effect on the implementation of antenna arrays, it will 
impact the feeder path lengths. This is due to the nature of this error source. It comes 
from the realisation that no two manufactured components have identical properties. 
This leads to variations between any two components, due to the manufacturing 
process, the materials or even the precision of the assembly. Their significance comes 
from the cumulative effect. Consider a MIMO implementation, where each element has 
its own independent transceiver connected by its individual feeder cable connected to 
each element. Each transceiver is made up of components. Each component will have 
its own finite manufacturing tolerance. The combined error will be the some function of 
each component in the transceiver, and each will have its own manufacturing tolerance. 
Each feeder path and the antenna element will also have its own manufacturing 
tolerance. Therefore each baseband to radiation power path will have its own 
manufacturing tolerance. As the system increases in complexity, so does the 
contribution of the manufacturing tolerance effect on it. These manufacturing tolerance 
error sources do not only have a self-cumulative effect. They also experience a 
cumulative effect from the feeder path length variations, as previously mentioned, and 
also from component aging, thermal effects and element matching that will have 
contributing effects on the manufacturing tolerance errors.  
Component aging can be considered as a sub-source of errors or a contributing source 
when considering manufacturing tolerances. It will have the same characterisation as the 
manufacturing tolerances, namely that they will be different for each component of the 
array. They will also be self-cumulative like the manufacturing tolerance errors. The 
difference is that the error is due to the degradation of a component due to the aging and 
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workload of that part. Component aging can thus be exacerbated by such error sources 
as thermal effects. 
The effect of temperature can be as significant as each component will have a reaction 
to temperature changes. These can be severe depending upon the application and 
location. The principle motivational application outlined in the first chapter is a mobile 
telephony basestation, which have been used in all sorts of climates. Temperature 
ranges can be high or low and change significantly from day to night These sorts of 
extremes need to be considered when considering temperature effects on the amplitude 
and phase relationships between the elements of the arrays. The other consideration is 
complexity and implementation, as the more complex the setup the more sensitive it is 
to temperature differences. Again consider the active array implementation with the 
individual transceiver elements. Each of these transceiver elements will have a power 
amplifier (PA) and each of these PAs will dissipate heat. Depending upon the structure, 
the location and cooling of the array could cause temperature variations between 
sections of the array. As previously stated, temperature variations have significant 
impact on other error sources. 
Quantization is another source of errors. It will affect systems that utilise a digital 
infrastructure. It will have a significant impact upon the antenna array, as it will affect 
several aspects of the system. For an antenna array that is fed by a digital baseband 
signal, there will be a quantization error associated with the input signal. This error will 
feed into the transceiver elements and feeder paths. Each of these components will 
affect this signal with their own individual errors due to the other error sources. For an 
antenna array that has a feedback structure that is provided digitally, this adds more 
quantization errors as the feedback signal will be affected by quantization. The feedback 
structure will create a loop. Where the input signal is affected by a quantization error, 
this signal is then fed into the transceiver element and feeder path. These each add 
errors to the signal. This signal is sent back through a feedback path. This will also add 
it own errors. This feedback signal is then quantized to convert it into the digital 
domain. Thus it is affected by the quantization error on the input and output of the 
system. The quantization is effected by all of the cumulative errors along each of the 
paths, i.e. the through path and the feedback one.  
 34 
3.2.2 Position Errors 
Position errors can come from manufacturing tolerances in the antenna array or an 
application such as sonar where the structure of the array is altered by external forces 
such as being towed in water. However the result is the same; the inter-element spacing 
of the array is changed. Though so far only uniform arrays have been considered, that 
does not mean the non-uniform arrays do not have benefits, as by altering the inter-
element spacing of an array the radiation pattern can be altered. Non-uniform arrays 
need to be carefully designed to achieve the desired performance. However when a non-
uniform array is created from position errors, the radiation pattern alterations are not 
always advantageous. They are generally considered to have detrimental effects on the 
directivity, main lobe, sidelobes and nulls of the array. This alteration of the radiation 
pattern will therefore have an impact on the capabilities of the array and the amplitude 
and phase relationships required for the array’s operation.  
3.2.3 Grating Lobes 
Grating lobes are additional lobes as large as the main lobe in an undesired direction. 
They are created by large element spacing or subarray spacing. Grating lobes can be 
theoretically predicted for linear array using the following equation. 
! 
sin"p # sin "o( ) +
$%
dx
 (3.1) 
where  
dx is the element spacing,  
' is the grating lobe number,  
$ is the wavelength of the array and  
!' is the angle of the grating lobe.  
As the generation of grating lobes is solely dependent upon the inter-element spacing of 
the array, it can be overcome by having smaller inter-element spacing [86]. Therefore it 
is helpful to determine the maximum spacing allowed before grating lobes become an 
issue of concern. This maximum spacing is defined as the spacing where the grating 
lobe is on the horizon of the radiation pattern, for the desired frequency of operation. 
This maximum spacing can be defined for linear array in the following equation [25, 
87]. 
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3.2.4 Mutual Coupling 
Due to the close proximity of the radiative elements in the antenna array, there are 
electromagnetic interactions between the elements. This alters the radiative properties of 
the array. These interactions are called mutual coupling and are generally limited to an 
element’s nearest neighbour and second nearest neighbour [86, 88-96], as shown in 
figure 3-2. This coupled energy alters the radiation pattern generated by the antenna 
array in transmit operation, by altering the individual antenna element patterns in such a 
way that it degrades the radiation pattern [85, 86, 92, 94, 97-132].  As the mutual 
coupling alters the radiation pattern, this will have an impact on the efficiency of the 
antenna array [104, 133-135] and a corresponding impact on the capacity [116, 122, 
124, 136-138]. These distortions in the element patterns can also be attributed to the 
alteration in the resonant frequency and resonant impedance of the elements of the array 
[139].  
Due to the dependence on the proximity of radiative elements, it can be shown that 
mutual coupling is inversely proportional to the inter-element spacing. Mutual coupling 
is not solely based upon this, it has other contributing factors such as the antenna type, 
antenna matching, array geometry, the surrounding environment, polarization and scan 
angle. While on the other hand, it is insensitive to other implementation parameters such 
as height from the ground plane [86, 88, 92, 99, 112, 113, 124, 127, 130, 136, 140-147]. 
Mutual coupling is a severe problem in antenna arrays and has a considerable number of 
contributing factors. Its contributing factors include the proximity problem. The 
elements of the antenna arrays interact, creating the directional patterns, but backward 
interactions between the elements degrade this performance. The inter-element spacing 
of an array is therefore significant as it dictates the quantity of mutual coupling. As the 
spacing is increased, the mutual coupling will decrease. There is a certain point beyond 
 36 
             
figure 3-2: Mutual Coupling Interactions. 
which mutual coupling can be discounted completely. This point is when the inter-
element spacing is 1.2 ! or above [148]. There is however a corresponding lower bound 
to mutual coupling, which is where mutual coupling cannot be eliminated without a 
compensation approach. This lower bound is generally taken to be 0.5 ! [149], though 
this does not mean that mutual coupling is not present. This dependence on inter-
element spacing for the generation or elimination of mutual coupling is more severe in 
planar arrays as the central elements of the array are surrounded on all sides [92].  
The next determining condition for mutual coupling is the distortion of the impedance 
and therefore the gain of each element of the array, which is determined by the source 
fed to an array element. The realisable gain of an antenna element is determined from its 
directionality and the return loss incurred due to the impedance matching [149]. 
Considering the general interaction between the elements, low gain antennas have their 
gain increased by their mutual coupling interactions, whereas high gain ones iare 
decreased by it. The significance of this is that the elements’ radiation patterns are no 
longer proportional to their input sources [150]. This can in some cases remove the 
advantages of antenna arrays altogether [127, 149].  
The gain and impedance are further altered by mutual coupling at different scan angles. 
There are differing opinions on the extent of this variation. The gain variation due to 
scan angle can be put down to the gain variation in the radiation pattern at different 
angles. The impedance varies due to the impedance matching, which is identical at 
broadside but becomes mismatched off broadside scan angles. Impedance variation has 
an impact on gain variations and hence the discord [99, 100, 112, 113, 151, 152]. 
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Another aspect, is that mutual coupling interactions are reduced by increasing the inter-
element spacing, whose maximum spacing is dictated by the generation of grating 
lobes. This has the effect of decreasing the achievable scan range and thus the 
performance of the array [99, 113, 149, 152-157].  
Thus far considering the contributing factors of mutual coupling and their impact, it is 
easy to say that it has a significant effect on the arrays performance. The next 
contributing factor that needs to be considered is the array size. Contrary to intuition, as 
the size of the array increases the impact of mutual coupling decreases. This is because 
the elements at the centre see the same or similar electromagnetic environment. The 
reason for this similarity is the symmetry of the elements at the centre of the array. 
Therefore the patterns generated by the elements at the centre of the array are all the 
same or extremely similar, and can be called the embedded element pattern of the array 
[86, 89, 149]. The elements at the edge of the array are however not encompassed by 
this embedded element pattern, as they do not see the symmetry of the centre elements. 
So each element sees a different electromagnetic environment. This implies that the 
impact of mutual coupling is significantly more detrimental in a small array then in a 
large array due to the relative number of edge elements compared to the total number of 
elements [91, 92, 95, 116, 118, 121, 158-161]. So when a large array is combined with 
large inter-element spacing, i.e. between !/2 and !, mutual coupling is sometimes 
omitted due to the relatively small number of edge elements and the overall effect of the 
mutual coupling being uniform [162, 163]. It is however important to consider that the 
reasoning behind using large arrays is to achieve low sidelobes and or high gain. These 
two characteristics of an antennas radiation pattern are very sensitive to errors and 
mutual coupling is another error source. Therefore for most cases, mutual coupling 
cannot be discounted, even in large arrays [120]. 
The mutual coupling effects considered so far are backward mutual coupling where the 
effects are concentrated in the array [93, 116, 140]. Another mutual coupling effect is 
the forward coupling or platform effects. This is where the interactions between the 
elements cause a scattering effect caused by antenna elements, antenna mounting and 
nearby structures. This effect can be removed or mitigated by the choice of antenna 
elements and array mounting such as in conical minimum scattering antennas [85, 93, 
116, 122, 135, 140, 164-168]. This separation of mutual coupling effects can also be 
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considered by their location, such as the area in which the array radiates as the 
scattering or forward mutual coupling region and the area which contains the elements 
and the feed network as the backward mutual coupling region [169]. 
After considering the effect of scattering and its mitigation by a choice of antenna, 
another characteristic should be considered and that is polarization. As mutual coupling 
alters the polarisation between elements when the array is uniformly polarised. This 
non-uniform polarisation increases the mutual coupling distortion on the array. So it 
creates a self-perpetuating problem. On the other hand, mutual coupling can be reduced 
between elements that are orthogonally polarized [112, 133]. 
As mutual coupling affects the radiation pattern of the array, it has effects on the 
capabilities of the array. It will of course have a detrimental effect on most of the 
capabilities, particularly beamforming. However in the case of MIMO there has been 
research done that mutual coupling will increase the capacity of a MIMO system 
because of its effect on the correlation of the communication channels. However there 
are inter-element space criteria for this enhancement due to mutual coupling [124, 138, 
170, 171]. Although mutual coupling is a significant source of errors when considering 
antenna arrays, in some cases its presence may be used to enhance the system. 
3.2.5 Array Blindness 
Array blindness is actually a mutual coupling affect, but is considered separately as it is 
present in printed antenna arrays and has different effects and preventative measures. 
Array blindness is where a zero or null is created in the radiation pattern in a certain 
direction or angle. Though this is a mutual coupling effect, it has been tied to surface 
waves or leaky waves, which is where the surface waves are bound into the dielectric 
slab so that no real power enters or leaves the array structure, and the energy is stored in 
the surface waves [102, 133, 172-178]. This surface wave will resonate so as to cancel 
out the radiative energy of the array in a particular direction [179]. This effect is 
generally associated with printed antenna arrays as all of the elements are connected via 
the dielectric slab and ground plane used in such structures. This provides a medium for 
the surface waves to propagate [180]. This can be considered as a non-radiative or 
inductive coupling between printed antenna with inter-element spacing of less the ! 
[139]. As it is a dielectric of the printed array effect, the substrate parameters such as 
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length, width, separation, substrate thickness, dielectric constant and permittivity are 
factors that affect the array blindness angle. These are much more significant factors in 
the creating of a blind spot compared to the particular antenna types [181-183]. The 
array blindness can be linked to the impedance of each element and therefore the angle 
of blindness can be predicted by the reflection coefficient: it is unity or close to it at the 
blind spot [184]. The mutual coupling that causes the blind spot created in the array, 
effects the resonant frequency and the resonant input impedance of the patch antenna 
[139].  
3.2.6 Printed Antenna Materials Effects 
This is the final structural source of errors to be considered, as it is clear from the 
potential sources of errors, that careful design of the array is essential and an 
understanding of all of the possible error sources and the cumulative effects. Besides the 
contribution that permittivity and substrate thickness have in creating array blindness,  
they also have an effect upon the radiation pattern of the array. The permittivity of the 
substrate has the effect of reducing the efficiency of the antenna elements as it 
increases. Both permittivity and substrate thickness have a distorting effect upon the 
radiation pattern, as they effect the number of lobes and the null positions of the array 
[183]. Though it should be noted that by reducing the permittivity of the dielectric and 
increasing the substrate height the radiative power will be increased [185]. 
3.2.7 Summary of Sources of Errors 
The sources of errors are diffuse. They have significant impact upon the operation of 
antenna arrays. This is because they alter the radiation pattern. The sources of error are 
so significantly varied that there is no single intuitive approach to solve them. The 
errors come from feeder path length variations, manufacturing tolerances, component 
aging, thermal effects, quantisation errors, element matching, scattering, mutual 
coupling, position errors, array blindness, grating lobes and printed antenna errors. 
Some of these errors can be removed using design techniques. Others require a single 
compensation, while dynamic error sources require constant monitoring and 
compensation.  
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3.3 The Calibration Problem 
The sources of errors that effect the antenna array were presented in the last section. 
These errors are what require a calibration solution. This is because each of the error 
sources affects the radiation pattern and therefore the performance and capabilities of 
the array. Small changes in the radiation pattern, such as beam pointing direction has a 
large impact upon the capacity of the array. The error sources range from amplitude and 
phase matching, mutual coupling, position errors, array blindness, grating lobes and 
printed circuit effects. These errors come from the many sources and some have 
contradictory solutions.  
The calibration problem is the problem of calibrating an antenna array. The errors need 
to be removed or their effects neutralised but the calibration problem is how this can be 
done. The calibration problem presents a series of questions that need to be tackled. 
Does the problem need to be tackled by a measurement approach or by a model based 
approach? What are the advantages of these and what are their disadvantages? How 
does the implementation and functionality affect the approaches taken to the problem? 
How do the type of errors impact upon the calibration problem? 
As has been mentioned there are design techniques that can remove some of the errors, 
though some of these may be contradictory. These design techniques are considered 
alternative solutions that need to be balanced.  A calibration solutions uses some aspect 
or property of the antenna arrays to correct the performance of the array, whether it’s a 
once off measurement approach or a continual external reference signal comparison. 
3.4 Solutions to the Problem 
It is clear that calibration is an important step in the realisation of adaptive array 
systems that achieve their full potential. As with the sources of calibration errors, the 
approaches taken to solving this problem have taken many forms. They can be divided 
into calibration solutions and alternative solutions. Calibration solutions range from 
measurement based approaches to where reference signals are used for tackling the 
calibration problem. Alternative solutions take a design route using structural 
approaches to minimise errors or calibration-at-manufacture. Finally, targeted 
calibration is where a specific calibration error source is taken and calibrated out. 
Though these calibration groupings seem to have distinct differences, there is 
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considerable overlap. The grouping is done simply to present the alternative approaches 
taken to calibration in a meaningful and structured manner. 
3.4.1 Calibration Solutions 
These approaches are designated as such because they offer an ability to measure or 
compare an aspect of the array. This means that they can tackle both static and dynamic 
sources of errors. The first such calibration solution is the measurement based 
approachs. 
3.4.1.1 Measurement based Calibration Approaches 
The measurement approach to calibration is a structural based approach to calibration, 
which relies on the creation of measurement paths. These measurement paths are 
implemented based upon a measurement point and feedback structure they provide. The 
method of utilising these structures will be dictated by the effectiveness of the 
calibration. There are many different methods of calibration that utilise measurement 
structure approaches. The next set of techniques is presented to show the range of 
approaches and their advantages and disadvantages. 
3.4.1.1.1 Auto Calibration Measurement Approach 
The auto-calibration measurement structure is designed specifically for circular arrays 
and CDMA signals. It utilises directional couplers to create feedback paths. It places 
two directional couplers, one for receive calibration and another for transmit, as shown 
in figure 3-3. The directional couplers are placed between the antenna and the duplex 
that connects transmit and receive circuitry. The feedback structure is provided by 
transmit and receive circuitry. This is utilised in two steps. The first of these is the 
receive calibration, where the transmitter is used, then the signal is converted to the 
receiver’s carrier frequency and fed back to the receiver circuitry. By these means the 
receiver’s errors are measured. Then the transmitter is used again to transmit and again 
converted to the receiver’s carrier frequency after the receiver’s errors are taken into 
account, and the signal is then converted back to the transmitters’ carrier frequency. 
Thus the transmitter errors are measured [186, 187]. 
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figure 3-3: Auto Calibration Measurement Approach. 
This approach to calibration works for both transmit and receive operation of the array 
however, it does not consider the errors inherent in their measurement structure. As this 
is designed for a circular array, it makes it hard to scale. This approach could of course 
be adapted to any array structure but the infrastructure would be very complex. This is 
because the array structures that are easiest to scale, such as the linear array and planar 
arrays have closely packed elements. These elements need to be fed by paths of the 
same length. As more elements are added to the array, the more complex this matching 
becomes. This does not overcome the consideration of the measurement path errors. 
3.4.1.1.2 Blind Calibration Measurement Approach 
The blind calibration measurement structure is another measurement structure that can 
calibrate both transmit and receive paths and also take the measurement point directly 
behind that of the antenna. The difference in the two structures is that instead of each 
element at its measurement point using a directional coupler, the calibration is achieved 
simultaneously for all elements of the array in two steps, the receive calibration and 
transmit calibration. Both receive and transmit calibration use the calibration element, 
which consists of a combiner and a calibration receiver as shown in figure 3-4. Firstly to 
the receive calibration, the signal received at each of the antennas are fed to both the 
receiver elements of the array and to the calibration element. In the calibration element 
they are combined to create a reference signal. This reference signal is then compared to 
the output of the receiver elements at each element of the array. Then these weights are 
tuned by this comparison to achieve receive calibration. The transmit calibration is 
achieved by taking the outputs of the transmitter elements and feeding then into the 
calibration element where they are combined, this combined signal   
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figure 3-4: Blind Calibration Measurement Approach. 
is then compared to the desired output of the array with the measured one, to achieve 
transmit calibration [188]. 
This calibration structure cuts down on the hardware when compared to the auto-
calibration measurement structure, by cutting down on the number of directional 
couplers connected to each element, thus reducing the effect of the measurement 
structure on the systems operation. The structure however does not consider the 
measurement errors contributed by the measurement structure and also does not 
consider scalability. The measurement element is considered to be ideal and will of 
course be subject to all of the same sources of errors as the rest of the elements of the 
array. The scalability of the array is limited by the number of connections that can be 
provided by the combiner in the calibration element and also by the assumption that the 
feeder paths between the directional coupler on each element are exactly the same 
length. This may require a fixed feeder path solution to keep them the same. However 
this approach has been extended to calculate the channel delays as its receive calibration 
is based upon external sources [189]. This is of particular significance in MIMO 
applications. 
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figure 3-5: Coherent Adaptive Antenna Array Diversity Measurement Approach. 
 
3.4.1.1.3 Coherent Adaptive Antenna Array Diversity 
The coherent adaptive antenna array diversity  (CAAAD) system is a receive only 
calibration approach. It implements a measurement structure similar to that of the auto-
calibration approach, that is to say that each element is measured individually. However 
it also has similarities with the blind calibration approach, as each of these individual 
measurements is controlled by a single adaptive weight controller, as shown in figure 
3-5. This measurement structure is utilised for DOA estimation, by comparing the 
whole array’s RAKE receiver outputs to calibrate the receiver. This however again does 
not consider the errors contributed by the measurement devices and the scalability of the 
array. It in fact highlights the differences of the two previous approaches as it adds 
individual measurement devices which have their own individual errors and these are 
controlled by a single adaptive weight controller and led to a single RAKE receiver 
which mean that path lengths need to be considered in the measurement structure [190]. 
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3.4.1.1.4 Multiple Channel Calibration Measurement Structure 
The measurement point is behind the antenna element, and is created by two directional 
couplers similar to the auto calibration measurement approach, as shown in figure 3-3. 
The significance of this measurement point is that the closer to the antenna element it 
can get, the more that is included in the calibration. As the further the antenna is away 
from the antenna, the more error sources that won’t be measured and therefore will not 
be calibrated out. This approach uses two directional couplers. The calibration is done 
in two steps similar to the previous approaches. Connecting a RF probe at the receiver 
carrier frequency does the receiver calibration, and this is simultaneously injected into 
the receivers of the array via a power splitter. These signals are then measured by the 
receiver paths of the transceiver elements, thus the errors are measured in the baseband I 
and Q. The transmitter calibration is then simultaneously achieved by connecting all of 
the measurement points combined using a power combiner and measured via a 
calibration receiver element. This approach achieves both transmit and receive 
calibration, but it again suffers from the problem of not accounting for the receiver 
calibration element being a source of error or the RF probe being one. This does not 
account for the scalability issue of the connections of the receiver and transmitter 
calibration hardware, which will limit the number of possible array sizes and structures 
that can be achieved [191]. 
3.4.1.1.5 Vector Based Measurement Structure 
In this section, two different vector based measurement structures are considered. They 
are both however capable of receive calibration only. The first structure uses a single 
receive calibration data signal that feeds to the element of the array via a power divider 
or switch setup and directional couplers. The two setups presented here use either a 
power divider or a switch to feed the receiver elements of the array. This leads to two 
types of calibration [192]. The significance of this choice lies in its ability to calibrate 
the array during operation or whether it requires a separate time slot. The systems so far 
have required a time slot for calibration as all the elements are calibrated 
simultaneously. This calibration approach is a vector based approach as for the array a 
vector response is taken in snapshots and these are used to calculate the calibration 
coefficients of the array in conjunction with the array correlations [192], as shown in 
figure 3-6. 
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figure 3-6: Vector Based Measurement Approach. 
The second vector based measurement structure uses a vector modulator that calibrates 
the array by calculating the control voltage versus amplitude and phases for each 
element of the array. This is done using a measurement structure that has a switch 
behind the antenna element, which switches between the element and a calibration 
signal point [193-195]. 
These approaches do not consider the contribution of the feed structure of the array and 
also the scalability. The second approach does not present an applicable structure for 
inserting calibration signals into the elements of the array whether they are separate 
sources or a single source, this will present a problem. 
3.4.1.1.6 Automatic Calibration Method using a Transmitting Signal 
All the measurement structures so far have been based on directional couplers. The 
automatic calibration method using a transmitting signal (ACTS) is a measurement 
structure that uses switches. Instead of a duplexer that generally connects the transmitter 
and receiver circuitry to the antenna, a switch is used. This creates a connection between 
the transmitter of a reference element to the receiver circuitry of the other elements as 
shown in figure 3-7. The receiver circuitry of the reference element can be connected to 
the transmitter circuitry of the other elements of the array. This provides a measurement 
structure using the internal circuitry of the array [196-198]. 
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figure 3-7: ACTS Recieve Calibration Measurement Approach. 
This structure requires a feed structure for the connections between the elements of the 
array. This calibration approach does not take this into account in the calibration 
structure as a source of error and scalability problem.  
3.4.1.1.7 Technology in Smart Antennas for Universal Advance Mobile 
Infrastructure 
The technology in smart antennas for universal advance mobile infrastructure 
(TSUNAMI) is a smart antenna system that can perform ray-tracing operations. Its 
development was split into two projects. TSUNAMI (I) was developed to investigate 
the space-division multiple access (SDMA) technique for a wireless communication 
system, in order to exploit the capacity enhancement, coverage extension, the ability to 
support higher data rates and to support hierarchical cell structure [199]. TSUNAMI (II) 
was an extension of this investigation to the application to future generations of mobile 
communication systems. This project aims to utilise the advantages of antenna arrays 
for mobile communications, such as the enhanced capacity to support user traffic, to 
provide low hardware costs, to provide flexibility to offer the variety of services 
required - all this while providing a good quality of service (QoS). 
It has a measurement structure which connects a central calibration control unit via 
directional couplers and multiplexer, as shown in figure 3-8. The structure is used for 
both transmit and receiver calibration. Receive calibration is achieved by using a vacant 
timeslot to insert a carrier wave (CW) tone injection, as a reference signal. The 
correction factors of the array can be calculated by taking samples of the base band 
signal and RF signals, to achieve calibration [82, 200-208]. 
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figure 3-8: TSUNAMI (II) Measurement Approach. 
This approach does not account for the measurement device or reference signal as a 
source of errors. It also does not consider the impact of scalability on the central 
calibration unit.  
3.4.1.2 Reference Signal Based Calibration 
The use of reference sources has been previously mentioned in this dissertation. They 
were used to calibrate out position errors in antenna arrays. However this is not the only 
area of calibration that reference signals can be used in; they are used in significant 
areas of research into the calibration problem. Their use can generally be considered in 
two main categories, the use of internal array elements as the reference sources and the 
use of external ones. These groups are not rigid and there are combinations of the two 
groups. 
3.4.1.2.1 Internal Elements as Reference Sources for Calibration 
The use of internal elements of the array as calibration elements is a complete 
calibration approach, as it includes the antenna elements in the calibration. The 
calibration elements in the array are considered to be passive elements of the array, as 
they are not connected to a transceiver element. They are interspersed throughout the 
array. The elements of the array are grouped based on their nearest calibration element. 
The calibration elements are relatively few, approximately 1% of the total number of 
elements [209]. This type of calibration was designed for large arrays, such as 10,000 
elements. There are several different approaches taken to utilising these internal  
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figure 3-9: Simultaneous Transmit and Receive Calibration of Phase Toggling Calibration. 
calibration elements such as the Square Kilometre Array (SKA), which uses a multi-
element phase toggling (MEP) method. The multi-element phase toggling approach to 
calibration requires the array to be able to simultaneously transmit and receive within 
the array, which is to say that the calibration element transmits a signal that is received 
by the elements to the calibration and vice versa. This is shown in figure 3-9. 
The calibration is split into two sections, off line calibration and online calibration. The 
off line calibration consists of calculation of the difference between the transmitted test 
signal and the output of each element of the array to the test signal and the incident 
plane wave as shown in figure 3-9. The second section of calibration is the online 
calibration, and for this implementation it consists of calculating the amplitude and 
phase variations due to the test signal. This calibration is achieved by using the phase 
toggling approach. The phase toggling approach uses a training pulse with a selected 
pulse repetition frequency (PRF) to enable the elements to be calibrated from the 
reference source, as the elements of the SKA implementation are not separate 
transceiver elements and are fed by a coupled transmitter line [210]. Due to the 
communal feed, there is a need to isolate the element under test, and toggling the pulse-
to-pulse signal by 180
o
 does this. This technique is extended to calibrate multiple 
elements simultaneous by exploiting the Fourier properties of the beamformer. This is 
that each element has a different phase setting so that the calibrated elements can be 
separated in the frequency domain, based on the phase properties of the time delay unit 
(TDU) of the implementation. The advantages of this technique are that the interference 
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signals are all collected in the bin 0 of the Fast Fourier spectrum and that the average 
amplitude and phase estimated can be calculated using the properties of the TDUs of the 
array. The phase shifters of the array can then be calibrated to an accuracy of half a 
degree [211-215].    
This calibration approach requires a significant infrastructure to achieve the calibration 
of the array and the technique requires the elements of the array to be simultaneously 
fed. This leads to a less adaptable system and limits the operation of any potential 
implementation. This structure is inherently complex and costly and this will limit the 
scalability of the array. 
3.4.1.2.2 External Reference Sources for Calibration 
External reference sources are used extensively in array calibration. They have been 
presented in conjunction with array shape calibration and DOA calibration. The use of 
external sources is not limited to these incidences. To more fully present their use in 
calibration they have been grouped into three main categories. There is significant 
overlap between the groups, but they are used to add some structure to the variety of 
approaches. These groups are: 
• Antenna Measurement Techniques 
• Near Field Reference Sources 
• Far Field Reference Sources 
3.4.1.2.2.1 Antenna Measurement Techniques 
Antenna measurement techniques characterise the radiation pattern of the array under 
test. Therefore the array can be calibrated to optimise the radiation pattern. These 
measurement processes are once off calibration approaches and are generally performed 
after construction or manufacture of the array. The reason behind this is that the 
measurement setups use specialised systems and locations. For instance for antennas or 
antenna arrays, a common practice is to use test ranges to characterise the radiation 
pattern. There are three types of test ranges, which are: 
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• Far Field Test Ranges 
• Near Field Test Ranges 
• Compact Test Ranges 
Each of these ranges has its advantages and disadvantages, but in term of array 
calibration, each of them represent a once off calibration. Therefore they present an 
incomplete solution to the calibration problem. 
Other measurement techniques include the use of field aperture probes (FAP) to 
measure the individual amplitude and phase of each element of the array. These 
measurements are usually taken in the reactive near field region of the array elements, 
so therefore right in front of each element. Then these near field measurements are 
converted to far field measurements using a Fast Fourier transform method [216, 217]. 
This near field measurement in once off calibration is attractive as it requires less space 
to implement. However as antenna arrays are steerable, it is important to consider the 
array at different azimuth and elevation angles. Therefore specialised measurement 
structures have been developed where the FAP is placed on a Perspex rotational arm, so 
that the radiation pattern can be more fully measured [217]. Other approaches taken to 
this 3D measurement of the radiation pattern employ multiple FAPs within an anechoic 
chamber [218]. Each of these approaches can be either near or far field depending upon 
the frequency of operation. 
The significance of these measurement techniques is their ability to measure the 
radiation pattern and therefore fully characterise the performance of the array. Due to 
the required measurement equipment and locations used, dynamic calibration would be 
impractical. However, it is also important to note the limitations of any practical 
measurement technique, as with any practical system it has its own sources of errors. 
Although due to the stationary nature of the measurement equipment, they can be 
measured themselves, it is important to be aware of them. Here are some of the main 
sources of errors [219]: 
 
 
 52 
• Mechanical Setup 
o Device Under Test Position 
o Measurement Devices 
o Measurement Device Positions 
o Cable Variations 
• Stray Signals 
• Electrical Inaccuracies 
• Thermal Effects 
• Leakage and Cross Talk 
3.4.1.2.2.2 Near Field External Reference Source 
The use of near field sources or probes that are either attached to or located near to the 
array have largely been associated with auto-calibration algorithms. These have been 
widely used as measurements can be transformed into far field measurements, though 
this does require a complete near field scan [220-222]. However these approaches are 
angularly dependent, so that the probe does not interfere with the array operation. 
Typically, they are placed at angles greater then 80
o
 off broadside [71, 223]. These 
errors offer the problem of angular dependence, which offers a reference signal with a 
particular angular property. This can have an effect on calibration if it is not known.  
When such probes are used to calibrate the array, they can be located in the far field of 
the antenna elements but it is within the near field of the antenna array. There is also 
sometimes more then one probe to overcome the angular dependence of the calibration 
results [224, 225].  
An example of the use of calibration probes is the beamforming systems presented by 
Lier et al [81] which utilises the beamformer structure to implement calibration of the 
array. This is done by using a near field source or probe which allows the ability for 
both receiver and transmitter calibration, by the use of orthogonal codes to control the 
amplitude and phase of the array elements. This calibration cannot be performed during 
operation, as the communication signal distorts the measurement. This calibration 
approach does not depend upon the size of the array. 
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3.4.1.2.2.3 Far Field External Reference Source  
Far field external reference sources are particularly prevalent in deep space and satellite 
applications as then can be operated from the ground [226, 227]. There are several 
methods for utilising these far field calibration sources for applications, such as splitting 
the array into subarrays so that the phase can be interpolated based on the subarray 
separation. Separate subarrays are used to continuously observe the phase of the 
reference [227] or to use the UMIST chirp sounder DOA estimator [228] for receive 
calibration. However for transmit calibration, the probes can be attached to the array in 
the elements far field for millimetre wave frequency of operations [225]. 
As has been mentioned, those external approaches to calibration are complete 
calibration ones, which just means that all aspects of the system are included, but this 
means that the external signal sources are required, and leads to expensive test 
equipment. This generally does not consider the signal source as an error source.  
3.4.2 Alternative Solutions 
These approaches utilise a structural or design approach to remove the errors, instead of 
having to compensate for them. The calibration approaches that have been presented so 
far have used a combination of the structural and compensation techniques to achieve 
calibration. So there is some overlap between the two types of approaches to the 
problem.  
3.4.2.1 Structural Approaches 
These approaches use structural design to remove the errors from the antenna arrays. It 
can be perceived to mean additional and complex hardware. This need not be the case; it 
strictly refers to those approaches that considered error sources when designing the 
system and exploit some property of the hardware, such as fixed feeder paths, phase 
lock loops and measurement structures. 
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3.4.2.1.1 Fixed Feeder Paths 
Fixed feeder path are a structural approach whose main focus in to create fixed radiation 
patterns or a collection of fixed radiation patterns, which creates a switched beam 
implementation. These structures have particular implementations as the amplitude and 
phase relationships need to be exact to generate the switched beam radiation patterns. 
This however is of limited adaptability and needs to be designed specifically for a given 
scenario. There are two widely used feed structures: the Butler matrix and the Blass 
matrix. The principle difference between these two approaches is their method of 
creating the fixed feeder paths. The Butler matrix uses a combination of fixed phase 
shifters and directional couplers to feed the array [34, 35, 229-231]. The Blass matrix, 
on the other hand, is a time delay feeder approach, which utilises only directional 
couplers to achieve the switching between radiation patterns [35, 232]. 
3.4.2.1.2 Phase Lock Loop Approaches 
The phase progression of antenna arrays for beam steering can be achieved by 
implementing phase shifters [233, 234]. This can also be a means of correction. This is 
done by the locking phenomena of oscillators in the phase shifters. This is implemented 
by applying an external signal to the oscillator at the same frequency. The oscillator will 
match it’s phase to that of the inserted external reference signal, this is know as the 
‘pull-in’ effect. This ‘pull-in’ effect can be modelled by Adler’s equations [235]. This 
locking technique is also utilised by phase lock loops (PLL), which consist of phase 
detector (PD), voltage control oscillator (VCO) and loop filter (LP). The phase locking 
property of the oscillators does not mean that the phase errors are completely removed, 
as steady state phase errors and fluctuation errors are both present. When the phase 
errors are too large, the phase shifters will not lock to the inserted signal [236]. This 
property gives a focusing or calibration method to the array. This approach can be used 
on both receive and transmit array operations [237, 238]. There are a significant number 
of approaches taken to implementation and the differences depend upon the injection of 
the reference signals such as: 
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• Unilateral Injection Locking [234], which is where a single reference signal is 
used: such setups include:  
o Conventional Feed [234],  
o Cascade-Coupled Scanning Array [234], 
o Phase Reversal Switch Setup [239], 
• Bilateral Injection Locking or Mutual Synchronization Methods [234], which is 
where two reference signals are used, and such setups include: 
o Inter-Injection Locking [234, 240-242], 
o Edge Detuning [234, 242, 243]. 
However the accuracy of these approaches is dependent upon the reference signal and 
feed structure of the system, not to mention the individual phase shifters. As these are 
active components, they will suffer from manufacturing tolerances, component aging 
and thermal effects to mention a few. Another consideration of this approach is that the 
amplitude relationships are ignored, and this is ill considered as the amplitude 
relationships have an impact on the radiation pattern of the array. 
3.4.2.2 Approaches utilizing the Capabilities and Properties of the 
Array 
As the removal of the error effects from the array is a prerequisite for its operation, it is 
intuitive to use the capabilities of the array to tackle the errors. This can be achieved by 
either removing the effect of the errors or by making the capability insensitive to them. 
3.4.2.2.1 Beamforming Approaches 
Beamforming approaches range from fixed paths to algorithms. The fixed path 
approaches to beamforming, matches the path lengths. These are used to match the 
amplitude and phase relation between the elements of the array. However this limits the 
operation of the system, as it would be a switched beam operation.  
Beamforming approaches that have recognized the impact of array errors have taken 
both approaches to the matter. They try to make the beamformer insensitive to the errors 
such as using algorithms with constraints. This can be done by an iterative beamforming 
approach that compensates for the errors over time [244]. Alternatively limitations are 
put on the array itself, the adaptability of the hardware or by the beamformer approach 
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to conserve some desirable property. The constrained beamformers do not always 
provide the optimum solution; but they do optimise the scenario. Constraints placed on 
the beamformer to maintain a desired property of the radiation pattern are added to the 
beamformer so that it will be robust in the presence of array errors, signal errors and 
inaccurate estimates. The importance of this is that the degradation of the beamformers’ 
performance is significant in the presence of any one of these errors, not to mention in 
the presence of all three [245]. These constraints can be created by using a single or 
multiple point. Single point ones are added to control a particular property of the 
radiation pattern, i.e. that the main beam is not reduced regardless of interferers 
locations. Multi-point ones are used to optimize the whole radiation pattern to a 
particular desirable pattern, i.e. such as broadening the main beam [48, 246, 247]. 
Some examples of the use of constraints in beamformer approaches are linearly 
constrained minimum variance (LCMV) beamformer, generalised sidelobe canceller 
(GSC) and constrained LMS. The linearly constrained minimum variance (LCMV) 
beamformer uses constraints to direct the radiation pattern in a particular direction and 
minimise the pattern everywhere else. The generalised sidelobe canceller (GSC) has 
constraints that are adapted into the formulation of the radiation pattern, so that the 
radiation pattern is optimized to reduce the sidelobes. Finally constrained LMS is a 
constrained from of the LMS algorithm, whose constraints are chosen depending on the 
criteria of the radiation pattern in particular scenarios [244, 246, 248-250].  
3.4.2.2.2 Direction of Arrival Calibration Approaches 
The DOA approaches are sensitive to small amplitude and phase imbalances in the 
antenna array elements [55, 251]. The errors have the effect of merging two spectral 
peaks which makes them indistinguishable [251]. The compensation of these errors can 
be done by a manipulation of the DOA approaches, for example the use of the 
covariance matrix of a linear array to estimate the DOA and the amplitude and phase 
errors [252]. Eigenvalue decomposition of the covariance matrix of the array can be 
used to estimate the amplitude and phase errors as well as the DOA of sources, which is 
not limited to linear arrays [253]. Predistortion can be used such as that used in the 
Capon beamformer to make it more robust to the element errors as the beamformer 
optimization is being corrupted by such errors [254].  
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Another approach to calibration using a DOA estimation approach is to calibrate out an 
implementation issue such as mutual coupling by using the extended noise subspace 
fitting (NSF) method, which is a DOA estimator that is extended to compensate for 
mutual coupling by creating a coupling matrix [255]. 
3.4.2.2.3 Multiple Input and Multiple Output Calibration Approaches 
This seems to be a very limited area of research as the MIMO capabilities are very 
demanding. They are extremely sensitive to errors in the amplitude and phase 
relationships. To achieve the operation the array needs to be calibrated. That has 
generally been achieved by anechoic chamber and channel sounding [58, 61, 256, 257]. 
3.4.2.3 Targeted Approaches to Specific Error Sources 
Discussion of the separate sources of potential errors for antenna arrays was the 
approach taken to present the scale of the problem. It is a logical approach to take 
specific source of errors. As previously mentioned some of the sources of errors are 
structural, so in most cases these are discounted with the assumption of careful 
consideration of their properties in the design stage. One such source of errors is the 
grating lobes of the array; by the correct choice of inter-element spacing it can be 
considered eliminated. Others may not need to be calibrated out, such as mutual 
coupling, for MIMO applications. However as the most significant contribution to the 
calibration problem is matching the amplitude and phase relationships of the array, it is 
touched on by most calibration approaches, it will not be discussed as a single targeted 
calibration approach, but will be discussed throughout the other targeted techniques. So 
considering this the first calibration method that targets a particular errors source will 
start with mutual coupling.  
3.4.2.3.1 Mutual Coupling Approach 
As mutual coupling is a significant challenge that affects the operation of antenna 
arrays, and therefore it has a large area of research associated with it. There are two 
major techniques taken to compensate for mutual coupling effects: one is to measure or 
model the effect of mutual coupling and the other is to use structural design approaches 
to eliminate the interactions that cause it. 
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3.4.2.3.1.1 Measurement and Modelling Approaches to Mutual Coupling Errors 
These approaches are used to measure or anticipate the mutual coupling effects in the 
antenna array. As these effects stem from the interactions of the radiation patterns of the 
array, these approaches require specialised hardware or highly detailed models that fully 
encompass all the interaction properties of the array.  
3.4.2.3.1.1.1  Measurement Approaches 
Starting with the measurement approaches, there are many techniques to accomplish 
this measurement. There are approaches that use anechoic chambers or measurement 
test fields that can accomplish the measurement. The aim of this measurement is to 
identify the discontinuities that cause mutual coupling effects [258]. The other 
measurement approaches also include the calculation methods such as: 
• Numerical Electromagnetics Code (NEC) [259-261] 
• Transmission Line Matrix (TLM) [262-267] 
• Aperture Modelling [268] 
• The Reactive Theorem [269].  
• Reflection Coefficient (() [105] 
These approaches can be considered exorbitantly expensive computationally or due to 
the complexity of the radiative field close to the elements and the close proximity of the 
antenna elements [23]. This is not even considering that these measurements are once 
offs and do not take into account any changes in the radiation pattern. 
3.4.2.3.1.1.2 Modelling Approaches 
Pattern Synthesis can be used to compensate for mutual coupling by coming up with a 
model for the radiation pattern, and therefore to predict the interaction between the 
elements [270]. Most pattern synthesis methods do not consider mutual coupling, such 
as the standard Chebyshev and Taylor methods. Therefore ways of adapting the pattern 
synthesis methods to account for mutual coupling are needed. Such include the use of 
characteristic modes, array modes, point matching or Madsen Technique [141, 271].  
Pattern synthesis techniques can be altered to account for mutual coupling by using 
them in conjunction with active element patterns, which can predict the gain of the array 
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at a particular scan angle. An active element pattern requires that the radiation pattern of 
each element needs to be calculated. As a way to reduce this computational expense a 
hybrid active element pattern approach can be used. This means that instead of using an 
active element pattern for each element of the array, just two active element patterns are 
used for an array of any size. One of the active element patterns is to represent the inner 
elements and the other is to represent the edge elements of the array [89, 97, 121, 123, 
152, 272, 273]. 
3.4.2.3.1.1.3 Matrix Compensation 
The matrix compensation uses information about the mutual coupling interactions to 
create a coupling matrix, which is then applied inversely to the weighting vector of the 
array to mitigate the effect of mutual coupling on the array operation. The effectiveness 
of the mitigation depends upon the method of calculation of the mutual coupling 
interactions, i.e. from the measurement of the radiation pattern or pattern synthesis 
approach. 
Matrix compensation can be extended to compensate for amplitude and phase errors in 
the antenna elements of the array, using several different approaches to calculating 
them, which include simulated annealing, iterative techniques and Woodward based 
technique for blind calibration, and MOM matrix compensation [85, 274-281]. The 
coupling matrix has been used to remove the effect of mutual coupling in DOA 
estimations, however it has been shown that in some cases of mutual coupling the 
coupling matrix is not always completely effective [116, 282, 283]. 
3.4.2.3.1.2 Structural Alteration Approach to Mutual Coupling Errors 
As mutual coupling is caused by the interaction between the radiative elements of the 
array, therefore the intuitive approach to mitigating the mutual coupling effects is to 
alter the structure of the array to reduce or remove these effects. Such structural 
alterations used to compensate for mutual coupling effects are:  
• Array structures, 
• Radiative elements, 
• Feed networks, 
• Dummy columns or elements, 
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• Non-uniform sized antenna elements, 
• Non-uniformly spaced arrays. 
The choice of array structure of the array is an important choice as highlighted by the 
previous chapter. When considering the choice of structure and the impact mutual 
coupling will have on it, circular arrays are the best choice, as circular arrays use phase 
modes and spherical modes that exploit the symmetry of the array to reduce mutual 
coupling effects [116, 132, 166, 284, 285]. However if these properties are not utilised 
the effect of mutual coupling will be more severe than in linear arrays [93].  
Whereas the choices of radiative element is a key deciding factor in the interactions 
between the elements because it dictates the quantity of mutual coupling in the array. It 
is possible to choose array elements that will reduce the mutual coupling such as 
minimum scattering (MS) antennas [24, 145, 160, 168, 286-292], electronically small 
resonant antennas [165] and active impedance elements [293]. 
Another structural approach taken to tackle the mutual coupling in an antenna array is 
that of feed networks, such as those taken to beamforming. The feed networks used for 
mutual coupling are lossless ones, where the feed network that is based upon power 
orthogonality used to compensate for mutual coupling [91, 111, 119, 127, 142, 155, 
164, 294]. Another is the compensation coupling feed networks, which reduce reflection 
coefficients, such as a " type network, which will reduce the nearest neighbours effects 
but not the effect of elements further away [128, 129, 155, 295]. 
The next structural approach that can be taken to reduce the mutual coupling is to add 
dummy elements into the array. This creates a uniform radiative environment for each 
element of the array. Therefore the each element sees the same mutual coupling. This 
increases the number of elements in the array, but it raises the cost of the array and 
therefore makes this approach less attractive [111, 296]. 
Another structural approach taken to mitigate mutual coupling effects is that of non-
uniform sized antenna elements. The effect of non-uniform sized array can reduce the 
amount of signal coupled between the two elements, if there is a large size ratio between 
the elements [150]. 
 61 
Finally, non-uniformly spaced arrays are used to mitigate the effects of mutual coupling 
by altering the inter-element spacing. The significance of this is that increasing the 
inter-element spacing will reduce mutual coupling, whereas reducing it will increase 
mutual coupling effects. So to utilise non-uniform element spacing, a complex design 
process needs to be undertaken to achieve the reduction in mutual coupling while 
maintaining the radiation pattern [28, 162].  
3.4.2.3.2 Approaches to Remove the Position Errors 
The removal of position errors in an array is of importance as these errors led to 
degradation in the radiation pattern and the capabilities of the array. The calibration of 
these position errors is known as array shape calibration, which in turn is the general 
name give to three classifications of array element position error calibration capabilities. 
These classifications are array shape calibration, array orientation calibration and the 
array position calibration. Array shape calibration is defined as the locating of the 
element positions of the array relative to a reference element position. Array orientation 
calibration is the ability to define the rotation of the array relative to the x-axis of the 
coordinate system. Finally the array position calibration is the ability to define the exact 
coordinates of the array elements [297-301]. 
External calibration techniques have a variety of different approaches that are 
distinguished by the type of calibration sources. The two ways of specifying the type of 
calibration sources by the location of the source, i.e. in the near field or the far field of 
the array, or the type of signals used by the sources, i.e. switched signals, spectrally or 
temporally disjointed signals or non-disjointed signals. Near field sources are used 
under the assumption that they are far from the array. First, consider the location of the 
source whether they are in the near field or far field of the array or whether they are in a 
known or unknown location. Near and far field sources have varying effects on the 
performance of the array shape calibration. Far field sources can effectively calibrate 
the array shape and orientation of the array, but not the array position. These 
calibrations can be achieved only if at least one of the far field sources’ location is 
known. Linear arrays cannot however have their array shape calibrated using far field 
sources, as the intersection of lines are used for this calibration and in the presence of 
small measurement errors the parallel nature of the array will experience large 
calibration errors [302]. 
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For near field sources one can calibrate the array shape, array orientation and the array 
positions using two near field sources in known locations along with a sufficient 
number of sources that can be made up of sources in unknown locations. The required 
number of sources when using near-field sources can be specified: for a four element 
array a minimum of five sources is needed, for a five element array a minimum of four 
sources is needed and finally for an array with six or more elements needs a minimum 
of three sources to calibrate the array shape. The reduction in the number of sources as 
the array size increases is a general rule and will depend upon the type of sources and 
their location. The significance of this criterion is that it makes it capable of calibrating 
a linear array. The benefits of both types of location of sources can be taken advantage 
of by having both far field and near field sources [302-305]. 
Next consider the types of signals used for calibration. These signals are switched, 
spectrally or temporally disjointed and non-disjointed. There are several approaches, 
which use these sources to overcome signal recognition issues. The use of switched 
signals is so that they can easily be recognised due to their timing sequence of these 
signals. This recognition can be used with an eigenstructure method to calculate out the 
position errors and the phase errors of the array [304]. 
The use of disjointed sources is so that the different calibration sources can be 
recognised by their difference in frequency or timing and so used to calibrate out the 
position errors. For example, this can be done by using the disjointed sources with 
unknown locations along with carry-on or internal reference elements to act as a 
coordinate system. This has the ability to calibrate out the position errors and the 
amplitude and phase errors of the array using an eigenstructure approach [306].  
Finally the use of non-disjointed sources has the advantage of not having the stringent 
requirements of the two previous cases. It is therefore easier to implement an example 
of an approach using these types of sources such as the previously mentioned ML 
approach [297-300, 303]. 
Other calibration approaches take an array design approach to the calibration. Firstly 
there is the use of internal references that generate the calibration signals [307, 308], the 
use of a rigid frame to mount the sources so that they are precisely known and 
synchronised [309] and finally mechanical scanning of the array is used for calibration 
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of the array shape [310]. Another method is inspired by the constant modulus algorithm, 
which uses the external sources outlined above [311].  
These external sources can be used to calibrate the amplitude and phase imbalances in 
the elements of the array. This can be done using all of the above array shape calibration 
along with the correct processing which will allow the measurement and identification 
of the errors. 
3.4.2.4 Approaches to Remove Array Blindness 
Array blindness, though a mutual coupling effect, was considered as a separate 
implementation issue as it has different compensation approaches from mutual 
coupling. These approaches vary significantly in their attempts to eliminate or mitigate 
these effects. The first of them is to use subarrays, though this will limit scan range 
[312]. Another approach is to extend the bandwidth of printed antennas by the loading 
of varactor diodes to mitigate the effect of array blindness [313]. By using non-uniform 
arrays the surface waves which cause array blindness are disrupted; randomising 
techniques are used to generate the non-uniformity that will disrupt the coherent and 
incoherent culmination that cause the blind spots [314-318]. Finally, parasitic elements 
can be used in conjunction with the subarrays to eliminate the scan blindness in the 
printed antenna arrays, though it reduces beam efficiency due to the increased cell size 
[319]. 
This shows that the array blindness elimination techniques have different drawbacks. 
The effect of array blindness is of reduced concern in arrays with a small finite numbers 
of elements. So, it is important to note that even though the significance of the mutual 
coupling effect reduces as the size of the array increases, array blindness becomes more 
significant [320]. 
3.5 Discussion 
The approaches taken to calibrate out these effects are as numerous as the sources of 
errors as is shown in the comparison presented in Table 3-3 and Table 3-4. 
Measurement structures can be used to calibrate the antenna array; two of the 
distinguishing features are the measurement point and measurement structure. There are 
multiple measurement structure approaches, generally based upon a measurement point 
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directly behind the antenna elements. The significance of this measurement point is that 
it is the point closest to the antenna so that all of the hardware up to this point is 
included in the calibration. These measurement points are fed back to a central 
measurement device. These structures provide a means of measuring all of the elements 
of the array. It is important to note that these structural approaches are limited in 
scalability due to the central measurement structure. This means that there is a need for 
a well-designed feed structure to provide this, such as the fixed feeder paths. The 
measurement structure is also a source of errors, particularly as it requires active 
components.  They are therefore as vulnerable as the normal signal paths thus 
introducing a similar set of errors with similar effects.  This increases the complexity 
and cost of any practical solution. 
Reference signals are also used to calibrate the imbalances in the amplitude and phase 
relationships. These require a known source to generate a reference signal that can be 
used to calibrate the array. These approaches range from internal reference elements to 
external reference signals. The uses of these sources require the system to be able to 
transmit and receive simultaneously and a time slot in which to calibrate the array. 
These techniques are used to calibrate not only the amplitude and phase errors but also 
the element position errors. This approach provides a full calibration technique, which 
is to say it covers the whole antenna array, including the antenna elements. The 
drawback of such an approach is the requirement of external hardware, known reference 
signals and calibration time slots. There is another set of reference source calibrations 
that occur at manufacture.  These measure the antenna performance in some way, such 
as with an anechoic change or an antenna measurement test range. These are again 
complete calibration techniques; however, they are subject to the same limitations of 
other reference source techniques, and cannot provide in-situ calibration. 
Modelling based calibration has been used for amplitude and phase imbalances, mutual 
coupling and grating lobes, while providing a scalable approach to the calibration 
problem. This modelling approach to calibration only offers a once off calibration and 
requires considerable computational power and its performance depends upon the 
assumptions made by the model. 
Each of these four approaches were compared with the concept of an ideal calibration 
approach in table 3-3. This ideal approach has the ability to calibrate out amplitude and 
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phase imbalances, position errors, mutual coupling and grating lobes. This is done while 
providing dynamic and accurate calibration using a scalable and low cost system. When 
the other approaches are compared with this concept, it is clear that their capabilities are 
balanced by performance. For example the measurement structure approaches are 
capable of calibrating out amplitude and phase imbalances while providing dynamic 
calibration, however using a structure that is not scalable. Whereas measurement 
approaches are capable of calibrating out amplitude and phase imbalances, mutual 
coupling, position errors and grating lobes, while providing accurate and scalable 
calibration. However these approaches do not offer dynamic calibration.  
Table 3-3: Strengths and Weaknesses of the Different Calibration Approaches and the Error 
Sources they Calibrate. 
Approaches Uses Advantages Disadvantages 
Amplitude and Phase 
Imbalances 
Mutual Coupling 
Accurate 
Calibration 
Extra Hardware 
Position Errors 
Measurement 
Grating Lobes 
Scalable Once Off Calibration 
Not Scalable 
Additional Hardware 
Measurement 
Structure 
Amplitude and Phase 
Imbalances 
Dynamic 
Calibration 
Does not Consider the 
Measurement Device 
as a Source of Errors 
Amplitude and Phase 
Imbalances 
Once Off Calibration 
Mutual Coupling 
Significant 
Computational Power 
Modelling 
Grating Lobes 
Scalable 
Performance Depends 
Upon Assumptions 
Additional Hardware 
Amplitude and Phase 
Imbalances 
Does not Consider the 
Reference Source as a 
Source of Errors 
Effected by Multipath 
Environment 
Reference Signal 
Position Errors 
Dynamic 
Calibration 
Can Have Limited 
Scalability 
Amplitude and Phase 
Imbalances 
Dynamic 
Calibration 
Position Errors 
Accurate 
Calibration 
Mutual Coupling Scalable 
Ideal Calibration 
Grating Lobes Low Cost 
None 
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Table 3-4 presents the structural approaches. These start with the simplest, the active 
elements and dummy elements which both are used to mitigate the impact of mutual 
coupling by effecting that inter-element interactions. They both do not provide dynamic 
calibration. However, adding dummy elements into the array can limit the scan range 
and also increases the array size. The next of the calibration approaches is that of the 
phase lock loop. It provides dynamic calibration, though it is limited to phase shifter 
implementations. These have limited operational abilities and a non-scalable approach 
to calibration. 
The beamforming approaches can be split into two types of approaches, structural and 
algorithmic ones. The distinction between these approaches is a fundamental one: the 
correction achieved by a structural approach is a static approach where the feed network 
of the array is designed to create predefined radiation patterns. This tackles the 
amplitude and phase imbalances by designing the feed network to create fixed 
amplitude and phase interactions. On the other hand, the algorithmic approaches taken 
to this is based upon a search criteria to generate the weights for the array. These search 
Table 3-4: Strengths and Weaknesses of the Different Structural Approaches and the Error 
Sources they Calibrate. 
Active 
Elements 
Mutual Coupling Simple 
Does Not Offer 
Dynamic Calibration 
Does Not Offer 
Dynamic Calibration 
Limits Scan Range 
Dummy 
Elements 
Mutual Coupling Simple 
Increases the Size of 
the Array 
Accuracy 
Calibration 
Limits Operation 
Not Scalable 
Fixed Feeder 
Paths 
Amplitude and Phase 
Imbalances 
Simplicity Does Not Offer 
Dynamic Calibration 
Limits Operation 
Not Scalable 
Phase Lock 
Loop 
Amplitude and Phase 
Imbalances 
Dynamic 
Calibration 
Additional Hardware 
Not Scalable 
Additional Hardware 
Measurement 
Structure 
Amplitude and Phase 
Imbalances 
Dynamic 
Calibration 
Does not Consider the 
Measurement Device 
as a Source of Errors 
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algorithms utilise constraints upon the searches in an effort to make the system less 
sensitive to errors. 
3.6 Summary 
The calibration problem is an impediment to the implementation of antenna arrays for 
practical wireless communication systems. There are numerous sources of errors that 
cause the calibration problem ranging from structural effects to channel effects, as 
clearly laid out in table 1. The most significant of these are the amplitude and phase 
imbalances as these relationships are affected by most of the other sources of errors, 
such as path lengths variations, manufacturing tolerances, component aging and thermal 
effects to name but a few. These errors have a significant effect on the performance of 
the antenna array as they affect the interactions of the elements’ radiation patterns. This 
was clearly shown by the comparison of the radiation patterns with progressively larger 
standard deviation of the amplitude and phase errors associated with the array. The 
approaches taken to the calibration of these errors are numerous. They range from 
structural based solutions to calibration of the array. The discussion of the advantages 
and disadvantages of the solutions taken to removing the effect of these errors 
highlighted that measurement structure approaches provide a means to measure the 
array and calibrate the array dynamically, though they do not provide ideal calibration 
solution. Thus combining structural and algorithmic approaches, which is the most 
effective. They are however not without their limitations, which are scalability and 
accuracy issues due to not considering the measurement structure as a potential source 
of errors. 
The next chapter will present the calibration approach taken by this dissertation, which 
is a measurement structure approach that proposes to overcome the scalability and 
accuracy issues identified in this chapter. It will cover the motivation for the approach, 
the principles of the concept and the methodology it will employ.  
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4 Chapter 4 
The Crux of the Matter 
4.1 Introduction  
Mismatch of elements and feeder paths within an antenna array is a problem that 
severely affects the radiation pattern. Even small variations in the location and shape of 
the radiation pattern can have a significant impact upon performance. These distortions 
in the radiation pattern are directly related to the amplitude and phase relationships 
between the elements of the array. Therefore to have an array that provides efficient 
performance, these relationships need to be known, as has been highlighted by the 
previous chapters. 
In practical systems, this is a challenging criterion as antenna arrays can operate at high 
frequencies so that small distortions in path lengths, mutual coupling, finite 
manufacturing tolerances, component aging, and thermal effects will have significant 
effects. These errors are both static and dynamic. Active antenna arrays are significantly 
more vulnerable to these errors than passive networks.  However if we can develop a 
calibration methodology that allows for correction of these effects in an active array, 
then we will be rewarded with enhanced and adaptive performance when compared to 
passive systems.   This chapter will present a technique which achieves the necessary 
performance yet does so in a manner that is low-cost, flexible is its application to 
different antenna array implementations, i.e. array size, operating frequency and 
modulation scheme, and robust to manufacturing imperfections.  
4.2 Principles of the Calibration Approach 
The aim of this thesis is to develop an approach to calibrate antenna arrays. An active 
array was chosen because it gives the most potential reward and also gives rise to the 
greatest engineering challenges. The aim is not unique but its approach and 
implementation are. To present it to it full advantage, it will be put in context of other 
solutions presented in the previous chapter. 
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The variety of approaches taken to the problem range from structural to algorithmic 
ones. These can be classified as either internal or external techniques. The significance 
of this choice affects the internal system architecture, the required system equipment, 
the cost of the system, and the inclusion of possible error sources and thus the 
effectiveness of the approach. This means that considerable care needs to be taken when 
considering the implications of this choice. From the discussion of the calibration 
approaches in Chapter 3, the most effective approaches employed a combination of 
structural and algorithmic means of calibration. However, these approaches are still 
classed as external and internal types of calibration. 
For the external source based calibration approach, which can be considered a radiative 
calibration system, there is a need for external hardware to calibrate the antenna array. 
This radiative calibration method permits the inclusion of error sources, such as 
environmental effect and propagation effects. With, internal calibration approaches or 
non-radiative calibration systems, internal hardware is used to create a feedback path. 
The advantages of each of these approaches are balanced by their limitations and 
challenges. 
This leads to a further choice of implementation styles. Due to the previously stated 
criteria, the requirement is for a practical solution. This favours the internal calibration 
approach as it will limit the hardware profile by not utilising external calibration 
equipment and also makes it self contained. This also has the effect of removing the 
possible error sources from calibration path such as propagation effects, i.e. scattering 
and multipath propagation. However this does not imply that the internal approach is 
ideal. These systems suffer from scalability and accuracy issues associated with 
measurement errors.  
Measurement approaches, presented in the previous chapter, are dependent upon the 
point at which the measurement is taken, the sensor used and the structure which feeds 
it back. Due to the single sensor used and the need for machined paths to create the 
structure, these approaches are therefore limited by their scalability and vulnerability to 
manufacturing errors.  This limits the accuracy that can be achieved in realisable 
systems. 
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These limitations are interdependent. These systems are not scalable as the 
measurement path to each signal need to be exactly the same length or they will 
introduce significant measurement errors, similar to the feeder paths in antenna arrays. 
Active arrays create a more challenging calibration problem as previously stated and 
therefore the impact of measurement errors only exaggerates this problem. It makes it 
harder to scale: as the number of elements increases so does the number of paths. The 
complexity of the measurement paths can become prohibitively complex and the paths 
need to be individually designed for each array size.  
This challenge in scalability is due to the need to limit measurement errors, as increases 
in these errors led to a reduction in the calibration accuracy, unless they are accounted 
for. Unknown errors in calibration will be returned as errors in the correction, thus 
inducing additional errors in the signal paths.  Thus, an unexpected measurement error 
can cause a significant detrimental impact. Therefore, as the measurement errors 
increase, the calibration accuracy decreases and the viable size of the array is reduced. 
Thus, the measurement errors are of high significance in these calibration approaches 
and they need to be accounted for. It is important to consider their sources, some of 
which are: 
• Feeder Path Length Variations 
• Measurement Point Errors 
o Passive Devices 
! Directional Couplers 
! Passive Switches 
o Active Devices 
! LNA Switches 
• Feedback Mechanism 
o Digital Feedback 
! Quantization 
o Analogue Feedback 
! Mixer Errors 
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4.3 Concept 
The rich background in antenna array calibration has led to a broad understanding of the 
system and the capabilities of the possible solutions. Measurement based methods, 
which provide a mix of structural and algorithmic approaches to the calibration 
problem, have been the most effective. They provide dynamic calibration that can be 
implemented with limited additional equipment. However, they do not meet all the 
criteria. A new measurement approach was created to solve this. 
The concept behind the thesis is to create a scalable approach that is practical; the 
concept of this solution is to use multiple measurement devices or sensors to calibrate 
the array. The sensors are connected to a small number of elements, and then the 
elements are connected to multiple sensors. The group of elements being covered by 
each sensor deliberately overlaps with the groups belonging to other sensors.  This 
overlapping or redundancy in the system offers a means of calibrating the array without 
the need for precision sensors or communication between these sensors. For the 
purposes of this discussion, a precision sensor is one with an accuracy of 14 to 16 bit or 
capable of receiving signals as low as -130dB. The types of sensors that this thesis 
considered were of the order of 10 to 12 bit accuracy and received signal levels of   
-80dB. This is by virtue of the unique redundancy incorporated into the measurement 
structure. The concept also allows the utilisation of practical transceiver elements and 
does not require precision reference elements for calibration. This is unique and 
immensely valuable.  This approach will allow the use of off-the-shelf components and 
techniques for designing the measurement and feedback network without impacting on 
calibration performance.  This will significantly reduce the difficulty and cost of 
producing a calibrated antenna array.   
4.4 Measurement Structure 
The calibration approach taken by this dissertation is a measurement-based approach, as 
it provides an internal method that can be used for dynamic calibration. The approach 
taken adds novel aspects in its measurement structure. The approach uses multiple 
measurement devices and elements connected to multiple measurement devices as 
mentioned in the previous sections overcome the limitations of other measurement-
based approaches. This measurement concept allows for a scalable dynamic calibration 
approach to be implemented in practice. 
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Figure 4-1: Eight Element Circular Array with Distributed Transceiver Elements and a Central 
Measurement Device. 
The architecture employed to actualise the concept is based upon the array structures 
presented in chapter 2. The most scalable antenna array structure is the planar array. It 
offers the greatest control of the radiation pattern, as the larger the array the thinner the 
beamwidth of the main lobe and the smaller the sidelobes, making the array more 
directional, while the increased number of elements creates a greater number of control 
parameters which can manipulate the radiation pattern. Planar arrays use this ability to 
steer the array in both the azimuth and elevation angles. This is a significant advantage 
over linear arrays, which only provide radiation pattern control in the azimuth angles, 
and increases the directionality of the radiation pattern by increasing the size of the 
array in the azimuth. Circular arrays have the directional control comparable to the 
planar array, but to increase the number of elements led to impractically large arrays. 
These array structures highlight the balance between complexity and capabilities. They 
are used to create the new measurement structure by combining the advantages of 
planar arrays, namely their scalability and directionality, with the advantages of circular 
arrays such as the equidistance from central measurement structures. By blending these 
two structures, the advantages are combined and the limitations are overcome, 
providing a scalable measurement structure.  
The advantages of planar arrays are balanced by the challenge of implementing a 
measurement path structure, as the number of elements in the array can be large and the 
elements are closely spaced. This leads to a complex measurement path structure to 
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create matched path lengths. Linear arrays are simpler to implement, as can be seen 
from the measurement structure approaches presented in Chapter 3. However, for 
measurement structure implementation, circular arrays are the simplest and most 
elegant, as they are based around a central point, where each element is equidistant from 
this point, as can be seen in figure 4-1. However, as previously mentioned, circular 
arrays are the hardest to scale because as the number of elements increases, the size of 
the array needs to increase to maintain element separation. Also, the number of 
elements increases the connections to the central measurement element become 
impractical, as shown in figure 4-2. 
To realise the concept proposed by this dissertation, the advantages of planar and 
circular arrays are combined to create a measurement structure that is easily scalable for 
a planar antenna array upon which calibration can be implemented. This was achieved 
by considering a small circular array, as shown in Figure 4-3(a). This circular array 
consists of four elements equidistant from each other and from the centre of the array, at 
which is the central measurement sensor. This circular array can be equated to a 2 by 2 
planar as each of the elements is equidistant, if the planar array included a sensor at its 
centre, as shown in Figure 4-3(b). This equivalence is the key to the scalability of the 
array and measurement structure. 
 
 
Figure 4-2: Sixteen Element Circular Array with Distributed Transceiver Elements and a Central 
Measurement Device. 
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(a)  (b) 
Figure 4-3: The Equivalent of (a) a Four Element Distributed Transceiver Element Circular Array 
with a Central Measurement Device and (b) a 2 by 2 Distributed Transceiver Element Planar 
Array with a Central Measurement Device. 
This 2 by 2 array is used as a single tile for the creation of the multiple measurement 
sensors for the structure. When multiple tiles are connected together it creates an array 
with multiple measurement sensors in a structure where every element is equidistant 
from a sensor and in most cases multiple ones. Two tiles are overlaid to create a 2 by 3 
array; the tiles use two common elements per overlapping tile, thereby using two 
common elements in total. This overlapping can be seen in Figure 4-4. This creates an 
array of measurement devices within the antenna array. For a n x n antenna array, there 
is a (n-1) x (n-1) array of measurement sensors. This creates a scalable measurement 
structure. 
A distinguishing feature of this measurement structure is that of a scalable structure 
which provides multiple measurement paths for array elements, with equi-spaced sensor 
elements between equi-spaced array elements. The use of such a fixed measurement 
structure provides the ability to implement dynamic calibration, while not requiring any 
external hardware. The next important feature is that each of the sensors is that they do 
not need to communicate with each other. They are not required to be precision sensors. 
This is possible because of the overlapping sensor groups.  Each sensor needs only be 
accurate in terms of its own group of array elements (similar to circular array 
calibration).  The overlapping allows for correction of sensor mismatch as the multiple 
sensing of common elements allows us to move to a relative-measurement framework 
rather than an objective measurement.  This additional sensing, and the redundant 
information, can also be utilised by the calibration algorithms and methodology to  
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Figure 4-4: Four Element Circular Arrays Tiled to create a 2 by 3 Planar Array. 
minimise the impact of mismatch errors in the feedback network.  This greatly relaxes 
our design constraints. The overall impact is that this unique structure provides scalable 
dynamic calibration for planar arrays that does not require precision sensors as reference 
elements. 
The calibration method has been described in the context of transmit-calibration where 
signals are being transmitted by the array.  Transmit calibration is easiest to understand.  
However the architecture is symmetrical and can also be used for receive calibration.  
This requires the sensed elements to transmit a reference signal (modulated or not). 
Then the normal receiver systems are used to measure amplitude and phase.  This is a 
normal feature of any modern receiver system.  The remainder of this thesis will 
continue to focus on transmit calibration for clarity. Receive calibration is possible with 
this measurement structure by replacing the measurement sensor with a reference signal 
source.  
4.5 Benefits of Overlapping Sensing 
The measurement structure presented in this thesis provides additional measurements 
beyond the required minimum, yielding redundant information.  This occurs due to the 
overlapping tiles where each antenna is connected to multiple sensors. This structure 
provides nearly four times as many measurements then is absolutely necessary.   
This redundant information can be used by the calibration algorithms to remove array 
element errors, sensor element errors and to mitigate for other measurement structure 
errors. The immediate benefits are three-fold.  The most significant benefit is that the 
array measurement network and the sensor elements do not need to be precise or 
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matched to the other sensing elements.  The redundant information benefits the network 
in different ways, which will be explained in detail later in the thesis.  The second 
benefit is that each of the 2 by 2 tiles is locally calibrated to a common point.  Thus the 
sensor feeds back measurement information based on relative errors within the tile.  
However as the tiles are overlaid, it is possible to generate a composite understanding of 
how each relative error corresponds to the aggregate error of the array.  This relaxes the 
sensor performance requirements from an absolute measurement specification to just 
requiring a local relative measurement. This greatly simplifies the sensing challenge.   
The third benefit of the overlapping tiles is that it is possible to get multiple perspectives 
on the error in each antenna element from the perspective of different sensors – both 
close to the element and those not directly connected to it.  In that context it is possible 
to select some of these perspectives to allow us to combine them in such a way that the 
coupler errors are combined in parallel. As these errors are Gaussian in nature, 
combining multiple such errors together can be averaged to reduce the aggregate error. 
The benefits and capabilities offered by the additional information will be explained in 
more detail as each of the key elements of the calibration system is presented in the 
following sections. 
4.6 Coupler 
The measurement feedback structure is a key section of the calibration approach; there 
are implementation aspects that need to be considered in order for the concept to work 
as it is intended. The measurement structure presents the idea of multiple measurement 
sensors interlaced between the elements of the array that connect to multiple elements. 
To achieve such a structure, the connections need to have limited interference with the 
through paths from the transceiver element to the antenna elements. They need to 
provide four paths with equal signal levels. Therefore, they need to be symmetrical 
around the array elements. A similar set of criteria are placed upon the connections to 
the measurement sensors. These connections need to be symmetrical across the whole 
array so that each element of the array is equidistant from each of the sensors it is 
connected to. 
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figure 4-5: Schematic Representation of the Six-Port Directional Coupler. 
These points were touched upon in the description of the measurement structure, but the 
proposed solution was not. The requirements for the structure are very constraining and 
required the design of a novel directional coupler as the measurement infrastructure as 
there is a need of four connections to each element of the array and four connections for 
each sensor element. 
The directional coupler was chosen as it provides the means of siphoning of a portion of 
the signal while not affecting the integrity of the through path. Due to the symmetry that 
needs to be achieved, three line couplers in a six-port edge coupled structure were used 
to create the four required symmetrical connections to the array or sensor elements.  
This design approach was taken as the quantity and quality of the signals that flow 
along these paths are important, as well as the paths lengths. The design of the six port 
directional coupler consists of three-line edge couplers arranged in such a way as to 
create four connections to the sensors of array elements that carry symmetrical signal 
loads. The first of these edge couplers is located along the through path between the 
transceiver (Port A) and the antenna element (Port B) upon the array element, which can 
be seen in figure 4-5. This creates two paths that carry equal portions of the signals; 
these paths feed the other two edge couplers to create the four connections (Port C – 
Port F) to the array elements. 
 
 78 
 
figure 4-6: Two Six-Port Couplers used in Series to Create the Connectivity Between the Antenna 
Array Elements and Sensor Elements. 
The six-port coupler structure provides one half of the required connectivity. The 
couplers are used in series to create the connectivity between the antenna elements and 
sensors, as shown in figure 4-6. The connection to the sensor element is shown to be 
terminated in a 50# load. This is not always the case, this load will depend upon the 
antennas used and the directional couplers matching to those antennas. The advantage 
of these symmetrical couplers provides the fixed match path length required for the 
construction of the measurement structure while ensuring the limited interference with 
the through path signal which means that the performance of the antenna array will be 
affected as little as possible. Finally, the three line edge couplers provide the four 
required connections while maintaining symmetrical signal levels, which will be 
required to perform the calibration. The flow of the signals is facilitated by the 
combination of two coupler networks.  This is shown in the measurement structure 
shown schematically in figure 4-6, where the interconnections between the array and 
sensor elements and the interconnectivity between the tiles can be seen (second antenna 
element and coupler network shown in gray). 
The combination of these six port couplers creates the measurement structure while 
establishing the ability to interconnect the tiles that gave rise to the scalable 
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figure 4-7: Schematic of the Directional Coupler Measurement Structure for a 2 by 2 Antenna 
Array. 
  
measurement structure. This can be more clearly seen in the linking of the six port 
structures to provide the interconnectivity for the multiple sensors connected to multiple 
elements and the ability to scale the structure in a tiled manor by the measurement 
structure. This can be seen from the two by two array directional coupler schematic 
shown in figure 4-7. This novel directional coupler implementation creates the means of 
creating the measurement structure that is a unique scalable calibration solution 
presented in this thesis and is described in more detail in section 6.2. 
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4.7 Measurement Device 
The next major component is the measurement device or sensor, as it will dictate the 
capabilities of the calibration approach, since it will control what the calibration 
algorithm sees.  For a calibration system that requires detection of complex modulated 
signals, an appropriate measurement device is required such as a full receiver. For the 
calibration of RF sinusoidal signals a much less complex measurement device is 
required to measure the amplitude and phase of the sinusoid. For a CDMA or WCDMA 
system, to be able to perform calibration requires a CDMA or WCDMA receiver, as 
appropriate. The application of the antenna array will dictate the choice of measurement 
device. The advantage of this measurement structure is that by simply replacing the 
sensors in the measurement structure, this calibration structure can be applied to a 
variety of communication systems. This means that the overall structure of the 
calibration will remain the same; the appropriate measurement device will just be 
slotted in.  
The measurement device will also dictate the severity of array errors that the system 
will be capable of tackling. To clarify what is meant by this, consider a system that is 
capable of providing phase errors of greater then one wavelength, i.e. very high 
frequency applications where small variations in feeder path length led to large phase 
errors. The measurement device then requires the ability to measure the phase variations 
over multiple wavelengths. This might require two stages of measurement of the phase. 
So let us say the first stage gives a rough approximation of phase, i.e. that the signal is 
greater then 360
o
 out of phase and less then 720
o
 out of phase. Then the second stage 
pinpoints the actual phase error between 360
o
 and 720
o
. This is not a concern in 
sinusoidal signals, however for modulated signals this could be an issue. The capability 
of the measurement sensor will dictate what range of phase errors can be measured. 
The other aspects of the measurement structure reduce the demand upon the sensor 
elements, such as to achieve calibration the sensors do not need to be precision ones and 
they do not need to communicate with each other. The advantages arise from the 
redundancy created in the array by the multiple measurement sensors. The structure of 
the measurement approach allows this, as it creates multiple connections between the 
sensors and the elements. This redundancy in the structure offers the additional 
information, which means that the errors associated with each of the sensors due to 
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feeder length variations, manufacturing tolerances and component variations can be 
removed. The redundancy in this measurement structure offers the ability to remove 
these errors and this means that there is no need for precision sensors. This is based 
upon the assumption that all of these errors will effect the measurements of each 
element in the same way. However if the errors are vary between measurements of two 
different elements, they will still effect the calibration of the array. This simplifies the 
hardware requirements. This ability to use redundancy in the structure to remove the 
measurement device errors from the calibration also means that there is no need to 
communicate between the sensors. This comes from the multiple connections to the 
elements of the array. By removing the need for communication between the sensors of 
the measurement structure means that the structure does not need to be complicated by 
an additional inter sensor communication network. The sensors do however connect 
back to a control unit, which manages the calibration and utilised the measurements, 
this control unit does not need to synchronise or calibrate then sensors to each other. 
These advantages are significant for the practical implementation of the measurement 
structure that will create a scalable, dynamic calibration approach that does not require 
precision sensors or communication between the sensors. This offers significant 
practical and implementation advantages. 
4.8 Calibration Algorithms 
The last major component in this novel measurement based approach is the set of 
calibration algorithms developed specifically for this structure. They use the feedback 
created by the multiple measurement devices or sensors connected to the directional 
coupler measurement structure. The calibration algorithms manipulate the 
measurements offered by the structure in such a way that the calibration can be accurate 
while utilising all of the advantages and novel approaches that have been presented in 
previous sections. The approach takes imperfect measurements and constructs a high 
quality composite result. 
The algorithms utilise the non-radiative calibration paths to calibrate the array. A single 
such calibration path is on figure 4-8. This path shows the components included in the 
measurement path and each of these components is an error source. From the 
transceiver element, the through path, the directional coupler, which connects the sensor  
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Figure 4-8: A Single Calibration or Measurement Path. 
to the array element, and finally the measurement sensor are all sources of errors. The 
errors come from the effects that also have an impact upon antenna arrays, namely 
manufacturing tolerances, path length variations, component aging and thermal effects. 
These error sources will affect each of the components along the measurement paths. 
The components along each calibration path effect the measurements and therefore the 
calibration. This redundancy provides the means for the calibration algorithms to 
remove the errors due to the transceiver and sensor components and to mitigate the 
impact of the directional coupler errors. 
The consideration of these measurement errors is a significant advantage of this 
approach, it facilitates the use of independent transceiver elements throughout the array 
as their errors can be removed. This allows these transceivers elements to be used as 
reference elements for calibration by virtue of this redundancy. The consideration of the 
measurement errors means that these advantages are possible, making the approach 
practical to implement. 
The variety of calibration algorithms that have been developed for the measurement 
structure show the properties of the calibration approach, which will be discussed in 
more detail in the next chapter. The properties that they portray are the ability to remove 
the measurement errors from the sensors and to reduce the impact of the errors 
associated with the directional couplers from the manipulation of the multiple 
measurements. This is possible while maintaining the ability to use independent sensors 
and transceiver elements. Another advantage to this is that there is not a requirement for 
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communication or precision elements. Whereas other approaches use a single sensor 
element, so therefore communication was not required. 
 
4.9 Effectiveness of the Calibration Approach 
The principles of this calibration approach have been discussed in terms of their 
practical implementation, and their motivation and calibration errors. So for a more 
visual understanding of this calibration approach its effectiveness is considered through 
a set of simulations of 4 by 4 planar array radiation patterns. The simulation presented 
will be a single incidence of an ideal, an uncalibrated and a predicted radiation pattern 
of a calibrated 4 by 4 array based upon results from the system. This gives a graphical 
representation of the effectiveness of calibration and an understanding of the 
significance of the calibration problem. A more detailed analysis of the performance of 
the calibration approach will be shown in Chapter 6, which follows an analysis of the 
various calibration algorithms developed for this calibration structure, presented in 
Chapter 5. 
 
 
4.9.1 Ideal 4 by 4 Radiation Pattern 
The radiation pattern of a 4 by 4 ideal array is shown in figure 4-9 from the 3D graph 
and a set of ! and # planes. This shows that the main and aft beams are symmetrical 
and the two sets of sidelobes for each are clearly visible and separated by deep nulls. 
This is presented in several formats to show the symmetrical lobe nature of the ideal 
pattern. 
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(e) 
figure 4-9: Simulated Radiation Pattern of an Ideal 4 by 4 Planar Array, a) 3D plot of the Radiation 
Pattern, b) Polar plot of the Phi Cross-Section of the Radiation Pattern, c) Polar Plot of the Theta 
Cross-Section of the Radiation Pattern, d) Phi Cross-Section of the Radiation Pattern and e) Theta 
Cross-Section of the Radiation Pattern. 
4.9.2 Uncalibrated 4 by 4 Radiation Pattern 
The ideal pattern shows a symmetrical lobe nature of the radiation pattern. An 
uncalibrated array will distort this symmetry by the imbalances between its amplitude 
and phase relationships in the array. This is seen in figure 4-10 where the radiation 
pattern of an array was generated from randomly picked phase mismatch between 0 and 
360 degrees and a 3 dB amplitude mismatch, the maximum, minimum and mean errors 
on an array elements are shown in table 4-10.  The figure clearly shows the distortion of 
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the main and aft lobes in their shape and location. The sidelobes are also distorted, 
where they merge together and their shape and location has also been altered. The nulls 
of the pattern are also degraded. All of this combines to make an unrecognisable 
radiation pattern. 
Table 4-1: Uncalibrated Array Element Errors which Generate the Radiation Pattern in figure 4-
10. 
Uncalibrated Array Element Errors Amplitude Phase 
Maximum 5.4dB 163.2
o 
Minimum 0.2dB 1.3
o 
Mean 2.2dB 70.7
o 
 
4.9.3 Calibrated 4 by 4 Radiation Pattern 
Figure 4-11 displays the radiation pattern for a calibrated 4 by 4 array. This array is 
calibrated by the Dual Path calibration algorithm, which will be covered in much more 
detail in the next chapter, where the algorithm is used to calibrate a model of a practical 
antenna array. The radiation pattern that it produces is much easier to equate with the 
ideal radiation pattern, where the main and aft lobe are symmetrical. The sidelobes are 
clearly visible though a little larger or smaller then the ideal as the sidelobes of the 
radiation pattern is very sensitive to any array errors. The null depths that separate the 
sidelobes are shallower then the ideal but still clearly separate the sidelobes from the 
main and aft beams. When compared to the uncalibrated version, it is clear that the 
calibration algorithm shows vast improvement over an uncalibrated system.  It will be 
shown in the next chapter that this approach achieves sufficiently good performance for 
use in a commercial system. 
These results represent a single simulated example of the impact of this calibration 
approach to give an idea of the effectiveness of this approach. The next chapter will 
present a much more in-depth representation of the calibration algorithms that were 
designed for this measurement structure, presenting the manipulation of the algorithms 
of the structure to calibrate the array. 
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(e) 
figure 4-10: Simulated Radiation Pattern of an Uncalibrated 4 by 4 Planar Array, a) 3D plot of the 
Radiation Pattern, b) Polar plot of the Phi Cross-Section of the Radiation Pattern, c) Polar Plot of 
the Theta Cross-Section of the Radiation Pattern, d) Phi Cross-Section of the Radiation Pattern 
and e) Theta Cross-Section of the Radiation Pattern. 
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(c) 
figure 4-11: Simulated Radiation Pattern of an Dual Path Calibrated 4 by 4 Planar Array, a) 3D 
plot of the Radiation Pattern, b) Polar plot of the Phi Cross-Section of the Radiation Pattern, c) 
Polar Plot of the Theta Cross-Section of the Radiation Pattern, d) Phi Cross-Section of the 
Radiation Pattern which is compared with the Ideal Radiation Pattern and e) Theta Cross-Section 
of the Radiation Pattern which is compared with the Ideal Radiation Pattern. 
4.10 Summary 
This calibration approach is based upon a measurement structure, which has been 
developed to be scalable and allow a dynamic calibration system that does not require 
any external hardware. This approach utilises a novel measurement structure based upon 
overlapping tiles of four element circular arrays to create a scalable planar array. The 
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structure uses a unique six-port coupler to provide the required symmetrical 
connectivity for the calibration and to scalably link the measurement tiles. 
This structure has the ability to provide calibration for any communication system by 
the appropriate choice of measurement sensor. By utilising the built-in redundancy of 
this structure, the sensors do not need to communicate with each other or need to have 
matched performance. Algorithms can take advantage of this multiple sensing so that 
enhanced performance and robustness to errors can be achieved.   
The next chapter will present in detail a number of calibration algorithms that have been 
developed specifically for this measurement structure to show the capabilities of the 
system, the properties of the structure and the significance of the choice of calibration 
algorithms. 
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5 Chapter 5 
The Algorithmic Investigation 
5.1 Introduction 
The measurement based calibration approach taken by this dissertation has been 
outlined in the previous chapter. As was pointed out the measurement structure needs to 
be utilised by an algorithmic-based calibration approach to fully realise the potential of 
the system. The measurement structure provides a means of scalable and non-radiative 
calibration. However, due to the multiple measurement devices, the algorithmic-based 
calibration approach needs to be designed specifically for the structure and to minimise 
the potential of the structure and the measurement devices as possible sources of 
calibration errors. This chapter will present a range of such calibration algorithms to 
show various effective approaches applied to this measurement structure. The 
calibration algorithms range from simple measure and correct principles through to 
inter-element comparison calibration and onto more complex optimization approaches. 
These algorithms are compared based upon simulated predictions of their performance 
to identify the viable candidates for experimental testing.  
5.2 Calibration Algorithms 
The calibration algorithms utilise the non-radiative measurement structure that provides 
multiple measurement paths. This provides a scalable structure, but with multiple 
measurement paths and measurement devices or sensors. There are multiple sources of 
measurement errors contributing to the inaccuracy of the calibration. Therefore, the 
algorithms are important in mitigating these effects upon the calibration. To illustrate 
the significance of the calibration algorithms, a series of algorithms are presented and 
developed specifically to utilise the structure to its full extent. These calibration 
approaches are designed to utilise the measurement structure in different ways and are 
grouped into four categories, which are: 
• Error Comparison Algorithm 
• Reference Element Algorithms 
• Optimization Algorithms 
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• Multipath Algorithms 
5.2.1 Error Comparison Algorithm 
The error comparison algorithm is a calibration approach that measures the elements of 
the array and then compares the measurements. This is the simplest calibration 
algorithm, and is also called the measure and correct algorithm. It is the simplest 
algorithm because it does not consider the measurement structure as a source of errors. 
The reason it is included in this discussion of the development of calibration algorithms 
is that it provides insight into the measurement structure and the significance of 
including it as a source of errors for the calibration accuracy. 
5.2.1.1 Procedure 
The measure and correct procedure is simple, as has previously been mentioned.  It 
measures each element of the array by only one of their measurement sensors. As the 
elements of the array are connected to multiple measurement sensors, as shown in 
Figure 5-1, the selection of which sensor to use is purely arbitrary.  For discussion, it 
was decided to measure the elements using the sensor below and to the left, when there 
is a choice. These measurements are taken and averaged over the whole array. This 
average is then used as the reference measurement for the array and the each individual 
element’s measurement is compared to it and that comparison is then used to calibrate 
the element. This calibrates all of the elements of the array to a single value.  
 
Figure 5-1: Multiple Measurement Paths (in pink) Provided by the Measurement Structure. 
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Figure 5-2: A Single Calibration or Measurement Path. 
5.2.1.2 Simulation Results 
Before a discussion of the simulation results can take place the simulation methodology 
must be presented. The simulations of the algorithmic performance are based upon a 
model of the antenna array upon which the calibration algorithms are implemented. The 
antenna array is modelled using component blocks, which are randomly generated based 
upon a mean value and normal distribution of errors with a standard deviation; these are 
presented in Table 5-1, which was derived from experimental measurements described 
in chapter 6 in section 6.2.3.  For simplicity, the antenna array is modelled by a 
transmitter array, so each measurement path contains an input signal, a transmitter 
block, a coupler path and a sensor element, which is more clearly seen in Figure 5-2. 
These component blocks are varied randomly based upon the mean value (µ) and 
standard deviation (") from Table 5-1 to give each array a unique value. Once the non-
ideal array is defined the algorithm is applied to this model to calibrate the array. Each 
set of present simulation results is a result formed from 10,000 of these calibrated 
arrays.  
Now that the principles of the simulations have been presented, the simulation results 
for the measure and correct calibration algorithm will be discussed. As is clear from the 
description of the algorithm, it does not consider the structure of the array and therefore 
is does not consider the measurement structure as a source of errors. Therefore when 
considering the performance of the measure and correct algorithm, the distribution of  
Table 5-1: Component Block Imbalances. 
Component(i,j) µ(i,j) Amp "(i,j) Amp µ(i,j) # "(i,j) # 
Tx S21 50dB 3dB 10
o 
5
o 
Sensor S21 60dB 6dB 85
o 
5
o 
Coupler S21 20.3295dB 0.3295dB 90.197
o 
1.1175
o 
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(a) 
 
(b) 
figure 5-3: The Probability Density Function of the Calibration Errors for the Measure and 
Correct Calibration Algorithm compared with Uncalibrated Errors for 10,000 Omnidirectional 4 
by 4 Planar Arrays, (a) Amplitude and (b) Phase. 
calibration errors for a single array size is considered. This is shown in figure 5-3, and it 
is the distribution of an omnidirectional 4 by 4 planar array. 
This distribution shows a large standard deviation of errors.  This is made up of the 
contributing factors of the multiple measurement device errors, the transceiver element 
and the measurement structure errors in the averaged signal of the reference signal that 
are included into the calibration of each element of the array. This can more clearly be 
seen from the theoretical prediction of the accuracy of the calibration algorithm, which 
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is derived in Appendix A, and presented by the next equation, which theoretically 
predicts the errors that impact upon the calibration of each element of the array. 
! 
"A = N # 2( )" S + N # 2( )"TRx + N #1( )"Coupler + N #1( )" Sensor " S +"TRx +"Coupler( )  (5.1) 
where "A is the standard deviation of the array, 
"S is the standard deviation of the input signal, 
"TRx is the standard deviation of the transceiver component block, 
"Senor is the standard deviation of the measurement sensor component block, 
"Coupler is the standard deviation of the directional coupler path that makes the 
measurement paths, 
and N is the number of elements in the array, N = n x n. 
As can be seen from the theoretical prediction, the element errors are not reduced by the 
size of the array, as they are the same for each element of the array regardless of size. 
Therefore the standard deviation error of the whole array will decrease as the size of the 
array increases as there is more cancellation of the random errors.  This can be seen 
from the predicted simulated performance of the measure and correct algorithm as the 
size of the array increases as shown in figure 5-4, the bounding effect in these graphs is 
an averaging effect. Omnidirectional antennas are used they have uniform radiation 
patterns and is an ideal antenna. 
5.2.1.3 Summary 
The measure and correct calibration algorithm is very ineffectual as it does not consider 
the structure of the antenna array and the possible sources of errors it can introduce. So 
that the calibration errors incorporate the errors introduced from the measurement 
structure. These errors show that the measurement structure is not considered as a 
source of errors, which can be seen here is a significant impediment to the calibration 
accuracy of the algorithm.  This approach does not utilise the additional information 
that arises from the overlapping tiles and multiple measurements.  This highlights some 
of the issues that the other algorithms will endeavour to overcome by using the features 
of our measurement network. 
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(a) 
 
   (a)      (b) 
figure 5-4: Comparison of the standard deviation of square omnidirectional planar arras as the size 
of the array increases, (a) amplitude and (b) phase. 
5.2.2 Reference Element Algorithms 
The reference element calibration algorithms take a different approach to the calibration 
of the array, as they select an element in the array to use as a reference and then each of 
the remaining elements of the array are calibrated to this reference element. This 
approach has the benefit of considering the measurement structure, taking multiple 
measurements and using them to calibrate the array. The choice of the reference element 
is significant in these approaches as it will dictate the quantity of calibration errors that 
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are included in the elements on the array. To show this effect, two different reference 
element comparison based algorithms are considered here; these are: 
• Top Left Reference Element Calibration Algorithm, 
• Shortest Path Calibration Algorithm. 
5.2.2.1 Top Left Reference Element Calibration Algorithm 
As previously mentioned, these reference element based calibration techniques are 
comparison based approaches, that is to say that a reference element is chosen and its 
measurements are then compared to the measurements of its nearest neighbours. Then 
these nearest neighbours are assigned as intermediate reference elements and the 
calibration is extended to the whole array. 
5.2.2.1.1 Procedure 
The top left reference algorithm chooses the reference element in the top left corner of 
the array. The reference element is then measured only by the measurement sensor 
connected to it. The same sensor is then used to measure the other elements connected 
to it, as shown in figure 5-5. These measurements are then compared to the 
measurement of the reference element. Correction factors are calculated in order to 
match all the array elements to that of the reference element, where each elements 
amplitude and phase are modified to calibrate them using this corrections factor, which 
is an amplitude and phase values used to correct the input signals of the transceivers. 
 
figure 5-5: The first step in the comparison based approach used to calibrate the reference element 
based algorithm. 
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figure 5-6: The second step in the comparison based approach used to calibrate the reference 
element based algorithm. 
These intermediate reference elements are then used to calibrate the next set of 
elements. This is achieved by measuring the intermediate reference element from 
another measurement sensor and then measuring the elements connected to that sensor 
and comparing those measurements, as shown in figure 5-6.  The intermediate reference 
element is defined as the top-left element for the new tile.  This element has been 
calibrated in the previous iteration. 
These local comparisons of the measurements are the key to the propagation of the 
calibration through the elements of the array. Each new intermediate reference point has 
been previously calibrated and thus enables the local calibration of the new tile. The 
local comparisons allow any error contributed by the sensor to each measurement is not 
included in the correction factor.   
This approach is superior to the “measure and correct” approach as it avoids the errors 
arising from mismatch between the measurement sensors, by using comparisons.  At 
each stage the correction is calculated relative the top-left element of the tile.  When the 
top-left element is an intermediate reference, then the newly correct elements will be 
matched not only to the top-left element but also to the elements calibrated in all 
previous tiles.  In this manner, the relative measurement means that measurement sensor 
errors are avoided. 
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A detailed analysis of the error mechanisms is presented in Appendix B and the 
expected error is shown below.  From this, it can be seen that measurement device error 
is no longer contributing but coupler errors still persist. Thus showing that the accuracy 
is dependent upon the coupler performance. 
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where "A is the standard deviation of the calibration error of the whole array, 
           N is the total number of element in the array, N = n x n, 
          and n x n is the total number of element in the square array. 
5.2.2.1.2 Simulation Results 
To demonstrate performance, the top left reference calibration algorithm’s performance 
is compared to that of the “measure and correct” approach to show the improvement in 
performance.  The difference will be due to the avoidance of sensor errors.  The 
superior performance can be seen by comparing the distribution of the errors of the 
measure and correct algorithm with that of the top left reference one, for simulation of 
the 10,000 omnidirectional 4 by 4 planar arrays, as seen in (b) 
figure 5-7. 
The difference in the spread of the distribution shows the significance of including the 
measurement sensor in the consideration of the calibration techniques effectiveness. The 
top left reference algorithm removes the measurement sensors as a source of errors but 
the other source of errors from the measurement structure is that of coupler path errors, 
and it is clear from the theoretical prediction of the accuracy of the algorithm that as the 
size of the array increases so does the number of coupler paths used to calibrate the 
array.  Therefore as the array size increases, the standard deviation of the errors also 
increases, as shown in figure 5-8, unlike the measure and correct algorithm. 
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(a) 
 
(b) 
figure 5-7: The Comparison between the Probability Density Function of the Calibration 
Performance of the Top Left Reference and the Measure and Correct Calibration Algorithms for 
10,000 omnidirectional 4 by 4 Planar Arrays, (a) Amplitude and (b) Phase. 
5.2.2.1.3 Summary 
This top left reference calibration algorithm takes into account the measurement 
structure, but due to the location of the reference element, there are a considerable 
number of coupler paths included in the calibration. The array can have significant 
calibration error due to the number of coupler paths included in the calibration, as 
predicted by equation (1.2). 
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(a) 
 
(b) 
figure 5-8: Comparison of the Standard Deviation of the Calibration Errors for the Measure and 
Correct and Top Left Reference Calibration Algorithms of Square Omnidirectional Planar Arrays 
as the Size of the Array Increases, (a) Amplitude and (b) Phase. 
5.2.2.2 Shortest Path Calibration Algorithm 
The choice of the reference element’s location is important, as shown by the top left 
reference calibration algorithm, as the comparison based algorithm’s accuracy is 
apparent by the number of coupler paths taken to the elements of the array from the 
reference element. The optimum reference element location would therefore be the 
centre of the array. The choice of paths through the array is also significant as it will 
dictate the number of coupler paths contributing to the calibration accuracy. 
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figure 5-9: The First Step in the Comparison based Approach used to Calibrate the Shortest Path 
Reference Based Algorithm. 
5.2.2.2.1 Procedure  
As mentioned, the shortest path calibration algorithm selects a reference element located 
at the centre of the array. When the array does not have a single central element, the 
element is chosen to be the top left element of the central quartet. This is an arbitrary 
selection but chosen thus to be consistent. From this the reference element is measured 
by the sensors connected to it. Then this sensor measures the nearest neighbours and the 
comparisons are done using the same measurement sensors, this is more clearly seen in 
figure 5-9. 
These elements are then calibrated based upon these comparisons. The elements are 
then selected to be intermediate reference elements. These intermediate references are 
then used to calibrate the elements further out, by the shortest path to each element. This 
is shown in more clearly in figure 5-10, where the next circle of elements is shown (in 
blue). 
These comparisons are, as before, the basis of the propagation of the calibration.  From 
the location of the reference element, the number of couplers between the starting 
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element and the element being calibrated is reduced. Therefore the accuracy of the 
calibration is improved. This is predicted by the following equations, which are derived 
in Appendix C, which again highlight that the accuracy of this calibration approach is 
solely limited by the coupler performance. 
When n is even: 
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5.2.2.2.2 Simulation Results 
As these reference algorithms are dependent upon the number of coupler paths included 
in the calibration of each element of the array, the choice of reference element location 
is very significant in the accuracy of the resulting calibration. To more fully see this, the 
distribution of calibration errors of the shortest path algorithm is compared with that of 
the top left reference element’s distribution for a 4 by 4 omnidirectional planar array, in 
figure 5-11; this shows the improvement offered by the relocation of the reference 
element and the choice of calibration path taken to each element. These figures show 
the improvement in both the amplitude and phase calibration errors. Therefore, the 
reduction in the number of coupler paths taken through the array has an impact upon the 
calibration accuracy in these comparison based calibration approaches. This is also 
reinforced when the standard deviation of the calibration errors is considered for both 
algorithms as the size of the array increases, as shown in figure 5-12. 
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figure 5-10: The Second (Blue) and Third (Red) Steps in the Calibration based Approach used to 
Calibrate the Shortest Path Reference Based Algorithm.  
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(a) 
 
(b) 
figure 5-11: The Comparison between the Probability Density Function of the Calibration Errors 
for the Top Left Reference and the Shortest Path Calibration Algorithms for 10,000 
omnidirectional 4 by 4 Planar Arrays, (a) Amplitude and (b) Phase. 
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(a) 
 
(b) 
figure 5-12: Comparison of the Standard Deviation of the Calibration Errors for the Top Left 
Reference and Shortest Path Calibration Algorithms of Square Omnidirectional Planar Arrays as 
the Size of the Array Increases, (a) Amplitude and (b) Phase. 
 
5.2.2.2.3 Summary 
The shortest path algorithm was designed to utilise the comparison based approach to 
calibration that was presented with the top left reference algorithm using a reference 
element was the subsequent intermediate reference elements to calibrate the whole array 
by utilising the multiple measurement paths provided by the measurement structure. It 
however attempts to overcome the top left reference algorithms dependence upon the 
number of directional coupler paths included in the calibration of the elements of the 
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array by moving the reference element to the centre of the array, and then taking the 
path with the least number of couplers to each element of the array. This does not 
eliminate the dependency of these algorithms upon the coupler structure but it does 
reduce its impact upon the individual elements of the array – particularly for larger 
arrays.  This can be seen from the improved calibration accuracy achieved by these 
alterations to the top left reference algorithm.  
5.2.3 Optimization Algorithms 
The previous calibration algorithms, “measure and correct”, top left reference and 
shortest path reference, only use a subset of the available measurement paths that exist 
within the measurement network. These unused paths are most visible for the shortest 
paths, in figure 5-13.   The objective was to utilise optimisation algorithms, developed 
in other areas, to give a heuristic method of utilising these redundant, un-used paths.  
The optimisation approach that was adopted for this calibration technique was that of 
simulated annealing, due to its global optimisation approach. There was a concern that 
this simulated annealing approach could get caught in a local maximum that would be 
disastrous for overall array performance.  Simulated annealing was found to be 
ineffectual as it had no knowledge of the measurement structure and therefore was as 
susceptible to the measurement structure errors as the “measure and correct” calibration 
algorithm. Due to the approach taken to implement the simulated annealing algorithm, 
the elements at the edge of the array are much more affected by these errors, so a 
reduced simulated annealing approach was used to try and combat this, though this was 
of limited success.  The following sections detail the implementation of these two 
approaches and discuss the challenges faced by an unguided optimisation approach. 
5.2.3.1 Simulated Annealing Calibration Algorithm 
A tolerance-based approach was taken to implement the simulated annealing, thus 
making the evaluation criteria of the algorithm hard to implement as the measurement 
structure will distort any criteria based upon it. The measurement structure does not 
allow access to the antenna feed point, as this point is connected to the measurement 
structure and is highlighted in the discussion of an alternative measurement structure. It 
is therefore a source of errors as the measurements will be distorted by the contribution 
of the measurement structure. For the purposes of exploring this approach, the criterion 
for success was selected as the variation in the transmitter block estimation. Where the 
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transmitter block estimation is the algorithm’s estimation of the contribution of the 
transmitter upon the output signal. This was chosen as the criteria for success as the 
optimum measurement of success would have been the signal at the connection between 
the transceiver and the antenna. This is however not possible as the measurement device 
adds its own errors to this signal.   
5.2.3.1.1 Procedure 
The simulated annealing approach is based upon the idea that if the component values 
are known then the input signal could be corrected for the variations that affect the 
output and not the rest of the variations along the calibration path. This is done by using 
the multiple measurements for each antenna element provided by the structure of the 
array. This process will be described for the transmit calibration for greater ease of  
 
 
figure 5-13: The Redundant Paths, which are highlighted in red, in the Measurement Structure in 
the Shortest Path Implementation. 
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figure 5-14: The Four Measurements taken by a Single Measurement Sensor. 
understanding. These measurements correspond to the component blocks of the 
calibration paths whose value vary around the mean value with a normal distribution 
with a known standard deviation. The calibration begins by measuring the whole array, 
which can clearly be seen by the four measurements represented in the 2 by 2 array in 
figure 5-14. The measurements taken for the array are split into groups of four, these 
groups based upon the measurement sensor that took the measurements. These 
measurements are a function of the proximate coupler, sensor and transmitter 
contributions to the input signals. These measurements are then compared to the mean 
transmitter block, input signal, sensor block and coupler block contribution, with one 
standard deviation variation from their means. Any values that lie outside this 
distribution is classed as an outlier and removed from the comparison as it would throw 
off the prediction. The remaining error measurements, without the outliers, are averaged 
and are used to estimate the reference blocks variations from its mean.  
The second phase is to estimate the transmitter block. This is possible due to the 
multiple measurements taken by the multiple sensors connected to the transceiver 
elements of the array. These are more clearly seen in figure 5-15. Therefore the function 
equivalent of the first step is to measure each transmitter by the four neighbouring 
sensor elements. These measurements are corrected for the sensor block values of each 
individual sensor element made in the first stage. These vary due to the different coupler 
paths taken away with again the sensor error’s inferred value taken as a known quantity. 
Based on this assumption, the resultant error signals are a function of the coupler 
variation due to the different coupler paths and the common transceiver element alone.  
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figure 5-15: The Four Measurements taken of a Single Transceiver Element, by Four Measurement 
Sensors. 
By extrapolating the transmitter error by using the same process of discarding outliers 
and averaging the coupler variations may be calculated. These coupler variations are 
then removed from the measurements by averaging. This average is taken to be the 
common elements transmitter and signal variation values. Thus the variation due to only 
the contributing error factors to the array output are used to calibrate the array. This 
iterative process is repeated until the transmitter block estimation is ± 5% of the last 
estimation. This was chosen as the cut off criteria as the output of the array is accessible 
to the calibration approach. 
5.2.3.1.2 Simulation Results 
This optimization approach was not successful. It made faulty assumptions about the 
impact of the measurement structure upon the measurement signals. These compounded 
assumptions led to an ineffectual calibration approach since the iterative process spread 
the errors through the array rather than eliminating them. At each successive iteration, 
the dependency of the weighting error signal spread in successive concentric circle of 
array elements surrounding the reference. Consider element (2, 3) in figure 5-16, where 
after each iteration, a circle of elements represent the errors associated with element 
(2,¸3). As the figure shows, the contributing errors increase as the iterations increase, 
but in reduced amounts, thus improving calibration as well as sources of errors. This is 
more clearly seen in figure 5-18, which show the standard deviation of the calibration 
error for the 4 by 4 array for each iteration. As it is a heuristic algorithm, it shows the 
improvement as the number of iterations increases. This shows that the algorithm starts  
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figure 5-16: The Concentric Circles of Errors Distributions of Element (2, 3) as the Simulated 
Annealing Progresses Through its Iterations. 
off well, but due to an inability to access the output of the array the cut off criteria does 
not terminate the calibration algorithm at its optimum performance.  
As each of the previous calibration algorithms have firstly been considered in terms of 
their distribution of errors for an omnidirectional 4 by 4 planar array, this algorithm will 
be no different. For perspective, however, it will be compared to the shortest path 
algorithm to show its ineffectiveness and also with the measure and correct approach to 
show its improvement by considering the measurement structure as a source of errors, 
as shown in figure 5-17. 
As it is clear to see from figure 5-17, the simulated annealing approach is not the most 
effective calibration approach but it does have the interesting property of improving its 
calibration accuracy as the size of the array increases. This is due to the consecutive 
errors being spread further through the array. Therefore for larger arrays this means the 
errors can be spread further. This can be seen by the comparison of the simulated 
annealing simulation of the standard deviation of the calibration errors as the size of the 
array increases. This is again compared to the shortest path to show that even though the 
calibration accuracy improves it is still not a good calibration algorithm. 
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(a) 
 
(b) 
figure 5-17: The Comparison between the Probability Density Function of the Calibration Errors 
for the Measure and Correct, Shortest Path and Simulated Annealing Calibration Algorithms for 
10,000 Omnidirectional 4 by 4 Planar Arrays, (a) Amplitude and (b) Phase. 
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(a) 
 
(b) 
figure 5-18: The Standard Deviation of the Simulated Annealing Calibration Errors as the number 
of Iterations increases, (a) Amplitude and (b) Phase. 
As this heuristic approach to calibration is iterative it is important to consider its 
effectiveness over the iterations of the algorithm; these are shown in figure 5-18. This 
shows the standard deviation for the amplitude and phase errors of the array as the 
number of iterations increases. This shows that the algorithm starts off well, but due to 
an inability to access the output of the array the cut-off criteria does not exit the 
calibration algorithm at its optimum performance. 
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5.2.3.1.3 Summary 
As can clearly be seen from the comparison of the implementation of the simulated 
annealing approach, this is not an effective calibration algorithm.  Though it considers 
the measurement structure, it requires significant number of assumptions about the 
nature of these errors. This is compounded by the inability of the algorithm to exit at its 
optimum performance. 
There are some interesting behaviours revealed that are related to the array shape: one 
that is that as the size of the array increases, the calibration errors decrease. This is due 
to the nature of calibration errors; they are spread through the array at each iteration of 
the algorithm. A detrimental property of the algorithm is that it bases its calibration on 
the assumption of four measurement paths per element. However, this is not the case for 
the edge elements of the array, which only have one or two sensors connected to them, 
which is more clearly seen in figure 5-20, in the next section. This means that the 
calibration of those elements is significantly worse than the other elements of the array. 
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(a) 
 
(b) 
figure 5-19: Comparison of the Standard Deviation of the Calibration Errors for the Measure and 
Correct, Shortest Path and Simulated Annealing Calibration Algorithms of Square 
Omnidirectional Planar Arrays as the Size of the Array Increases, (a) Amplitude and (b) Phase. 
 114 
 
figure 5-20: The Reduced Number of Measurement Paths Available to the Edge and Corner 
Elements of the Array. 
5.2.3.2 Reduced Simulated Annealing Calibration Algorithm 
As was mentioned above the simulated annealing approach taken to calibration is based  
upon the assumption that each element of the array has four measurement paths. This is 
however not the case for the edge elements of the array which have two on the sides and 
only one at the corners. This is shown more clearly in figure 5-20.  
This has led to the reduced simulated annealing algorithm whose premise is very simply 
to remove these edge elements from the final array. This is an expensive way of 
improving the calibration algorithm as it requires a 5 by 5 array to implement a 4 by 4 
array. This could, however, be used in conjunction with dummy elements to reduce 
mutual coupling effects. However, the reduced simulated annealing calibration 
approach does not improve the performance significantly to make it a viable option for 
calibration. 
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5.2.3.2.1 Procedure 
The procedure for implementing calibration of the reduced simulated annealing is 
simple; for a particular size array, the next larger sized array needs to be chosen so for a 
7 by 7 planar array, an 8 by 8 planar array is needed. When the calibration is performed 
the edge elements of the array are switched off, making them dummy elements. This 
completes the calibration. 
5.2.3.2.2 Simulation Results 
As this algorithm is essentially the simulated annealing algorithm merely edited after 
calibration, it will be compared to the simulated annealing algorithm to show its 
significant improvement over it and with the shortest path algorithm to show how this 
approach’s performance is comparable to that of the comparison based reference 
element approach. As has been shown for the simulated annealing algorithms, the 
contributing errors increase as the iteration increase, but in reduced amounts, thus 
improving calibration as well as sources of errors. This is more clearly seen in figure 
5-21, which shows the standard deviation of the calibration error for 4 by 4 array for 
each iteration. As it is a heuristic algorithm, it shows the improvement as the number of 
iterations increases. Just like in the simulated annealing case, this shows that the 
algorithm starts off well, but due to an inability to access the output of the array the cut 
off criteria does not terminate the calibration algorithm at its optimum performance. 
However what is clear to see is that the performance per iteration is significantly better 
in the reduced simulated annealing algorithm. 
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(a) 
 
(b) 
figure 5-21: The Standard Deviation of the Reduced Simulated Annealing Calibration Errors as the 
number of Iterations increases, (a) Amplitude and (b) Phase. 
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(a) 
 
(b) 
figure 5-22: The Comparison between the Probability Density Function of the Calibration Errors 
for the Simulated Annealing, Reduced Simulated Annealing and Shortest Path Calibration 
Algorithms for 10,000 Omnidirectional 4 by 4 Planar Arrays, (a) Amplitude and (b) Phase. 
This performance improvement is clearly shown in the comparison of the distributions 
of the omnidirectional 4 by 4 planar array calibration errors shown in figure 5-22. The 
performance of the simulated annealing algorithm is so poor that this distorts the 
comparison between the reduced simulated annealing and shortest path calibration 
algorithms. This comparison is more clearly seen in figure 5-23. This shows that the 
reduced simulated annealing algorithm has marginally worse performance for the 
amplitude calibration errors, and in phase calibration errors. However the tails of the 
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(a) 
 
(b) 
 
(c) 
figure 5-23: The Comparison between the Probability Density Function of the Calibration Errors 
for the Reduced Simulated Annealing and Shortest Path Calibration Algorithms for 10,000 
Omnidirectional 4 by 4 Planar Arrays, (a) Amplitude, (b) Phase and (c) Phase Close Up. 
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phase distribution are extremely large. This makes it harder to see the comparable 
performance, so a close up on the curve was plotted to show this more clearly in figure 
5-23(c). This improvement over the simulated annealing approach is due to the 
spreading of the calibration errors throughout the array, and the removal of the ill 
estimated outer ring of elements. 
The understanding of the reduced simulated annealing algorithms performance is 
reinforced by the comparison of the standard deviation of the calibration errors as the 
size of the array increases. The same reduction was seen as the size of the array 
increases as in the case of the simulated annealing algorithm, and the comparable 
performance with the shortest path algorithm’s performance as shown in figure 5-24.  It 
is interesting to note that for larger array sizes, the reduced simulated annealing 
approach becomes competitive to that of the shortest-path technique. 
Though again it is hard to see this clearly due to the poor performance of the simulated 
annealing, it is much more clearly seen in the comparison of the shortest path 
performance and the reduced simulated annealing algorithms. The reason for the sharp 
spike in the graph at the beginning of the graph is due to the array’s size, meaning that 
there are fewer elements for the errors to be spread to as in figure 5-25. 
5.2.3.2.3 Summary 
From this presentation of the reduced simulated annealing algorithm it is clear to see 
that the assumption that each element of the array has four measurement paths has a 
significant impact upon the performance. When the elements with one or two 
measurements paths are removed, the performance improves. However, when compared 
to the best performing algorithm so far the performance is not as good. For large arrays, 
the standard deviation of the error is superior to that of the shortest-path approach; 
however, it has wider tails for the phase error. The phase performance has a greater 
effect upon the radiation pattern than the amplitude errors. Therefore, overall 
performance may not be improved. Though removal of the outer ring of elements yields 
improved performance, the explored optimisation techniques are not recommended for 
use in array calibration. 
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(a) 
 
(b) 
figure 5-24: Comparison of the Standard Deviation of the Calibration Errors for the Shortest Path, 
Simulated Annealing and Reduced Simulated Annealing Calibration Algorithms of Square 
Omnidirectional Planar Arrays as the Size of the Array Increases, (a) Amplitude and (b) Phase. 
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(a) 
 
(b) 
figure 5-25: Comparison of the Standard Deviation of the Calibration Errors for the Shortest Path , 
Simulated Annealing and Reduced Simulated Annealing Calibration Algorithms of Square 
Omnidirectional Planar Arrays as the Size of the Array Increases, (a) Amplitude and (b) Phase. 
5.2.4 Multipath Algorithms 
The relative success of optimization algorithms, at a great cost, led to the investigation 
of other calibration algorithms that would utilise the redundant paths provided by the 
measurement structure to improve the performance of the comparison based reference 
element calibration algorithms. This led to the use of directed selection of multiple 
paths to calibrate each element of the array. These are the multipath calibration and the 
dual path approaches. The latter was seen in the previous chapter. The reasoning behind 
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presenting them in this way was first to use all of the redundant paths to calibrate the 
array. This had limited success in the multipath algorithm as it was comparing 
calibration paths of different lengths to calibrate the array. As the reference element 
calibration algorithms comparison has clearly shown, the number of coupler paths taken 
to calibrate an element is of significance. By comparing multiple paths of different 
lengths the calibration was less then optimum. This led to the creation of the dual path 
calibration algorithm, which takes two paths of exactly the same length to calibrate the 
elements of the array where possible. By comparing two paths of the same length the 
problem encountered by the multipath approach is avoided.  
5.2.4.1 Multipath Calibration Algorithm 
As mentioned above the calibration algorithm was presented as a solution to the 
problem of utilising the array measurement structure while still building upon the 
success of the comparison based upon reference element approaches. The multipath 
algorithm proposed to do this by taking all the multiple paths from a reference element 
to each element of the array. These calibration paths used the comparison-based 
calibration to achieve this, thus building upon the success of the reference element 
calibration approaches.  
5.2.4.1.1 Procedure 
This multipath algorithm selects a reference element in the top left corner of the array. 
This seems counter intuitive as the comparison of the reference element calibration 
algorithms showed that the optimum reference element location is in the centre of the 
array. To overcome this the results will be compared with that of the top left reference 
algorithm to shown that the choice of reference element is comparable. The reason 
behind choosing the top left corner is simply to fully investigate the possibilities of this 
approach as there are more possible paths to the elements further away. After choosing 
a reference element, the first element to be calibrated is chosen and a list of possible 
paths are made and from these paths calibration factors are created for these paths. 
When these are calculated for each element of the array, the generated list of correction 
factors is averaged for each element of the array and the array is thus calibrated. 
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5.2.4.1.2 Simulation Results 
As the reference element was chosen in the top left corner of the array to increase the 
number of possible paths, so the calibration algorithms will be compared to that of the 
top left reference to remove the performance comparison of the reference element 
location. As was previously mentioned, the multipath is less successful then the top left 
reference algorithm, as can be seen from the comparison of the omnidirectional 4 by 4 
planar array calibration distributions, as shown in figure 5-26. 
 
(a) 
 
(b) 
figure 5-26: The Comparison between the Probability Density Function of the Calibration Errors 
for the Top Left Reference and the Multipath Calibration Algorithms for 10,000 Omnidirectional 4 
by 4 Planar Arrays, (a) Amplitude and (b) Phase. 
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(a) 
 
(b) 
figure 5-27: Comparison of the Standard Deviation of the Calibration Errors for the Multipath and 
Top Left Reference Calibration Algorithms of Square Omnidirectional Planar Arrays as the Size of 
the Array Increases, (a) Amplitude and (b) Phase. 
The reason behind the degradation in this performance is the averaging of multiple 
calibration paths of different lengths and therefore more coupler path variations are 
included in the calibration of the individual elements. This is more clearly seen from the 
comparison of the standard deviation of the calibration errors as the size of the array 
increases, which clearly shows the more dramatic increase of the multipath calibration 
algorithms of the standard deviation in comparison to that of the top left reference 
algorithm as shown in figure 5-27. 
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5.2.4.1.3 Summary 
The motivation of the multipath calibration algorithm was to more fully utilise the 
measurement structure in the calibration, while building upon the success of the 
comparison based reference element calibration algorithms. The algorithm had limited 
success at this as it took all of the paths from the reference element to the element to be 
calibrated. This meant averaging calibration path of different lengths, and therefore 
including more coupler errors into the calibration. This has a detrimental effect upon the 
calibration accuracy.  
5.2.4.2 Dual Path Calibration Algorithms 
The lesson learned from the multipath calibration algorithm led to the dual path 
algorithm that was that the comparison of the calibration paths must be of the same 
length in order to mitigate the impact of the coupler errors on the calibration algorithm, 
as shown in figure 5-28. This was presented in the previous chapter. However, for a 
better understanding of the advantages of the dual path calibration algorithm, for 
completeness it needs to be compared with the shortest path, the reduced simulated 
annealing and multipath calibration algorithm’s accuracy. 
 
 
 
figure 5-28: Diagram of the Dual Path Algorithm Paths where two paths are via which element 
(1,3) is calibrated. 
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5.2.4.2.1 Simulation Results 
The dual path algorithm utilises the measurement structure to mitigate the impact of 
coupler errors. It achieves what the multipath algorithm set out to do by taking 
calibration paths of the same length instead of all possible paths. This is more clearly 
seen by comparing the distribution of calibration errors for the omnidirectional 4 by 4 
planar array with the result of the multipath algorithm, as shown in figure 5-29. 
This comparison shows the effectiveness of the dual path algorithm at achieving what 
the multipath algorithm tried to do. However for a better comparison of the calibration 
algorithm’s effectiveness, it was compared with the shortest paths predicted 
performance, which is shown in figure 5-30. Due to the large tails of the reduced 
simulated annealing phase distributions, the comparison is much easier to see in the 
close up on the curve of the phase distribution as shown in figure 5-30 (c). 
These comparisons conclude with the comparison of the standard deviation of the 
calibration errors of these algorithms as the size of the array increases. The first 
comparison shows that again the performance of the multipath algorithm, due to the 
multiple paths of different lengths, does not provide an effective approach, which is 
shown in figure 5-31.  The performance of the dual path algorithm is much easier to see 
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(a) 
 
(b) 
figure 5-29: The Comparison between the Probability Density Function of the Calibration Errors 
for the Multipath, Reduced Simulated Annealing, Shortest Path and Dual Path Calibration 
Algorithms for 10,000 Omnidirectional 4 by 4 Planar Arrays, (a) Amplitude and (b) Phase. 
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(a) 
 
(b) 
 
(c) 
figure 5-30: The Comparison between the Probability Density Function of the Calibration Errors 
for the Reduced Simulated Annealing, Shortest Path and Dual Path Calibration Algorithms for 
10,000 Omnidirectional 4 by 4 Planar Arrays, (a) Amplitude, (b) Phase and (c) Close Up on Phase. 
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(a) 
 
(b) 
figure 5-31: Comparison of the Standard Deviation of the Calibration Errors for the Multipath, 
Shortest Path, Reduced Simulated Annealing and Dual Path Calibration Algorithms of Square 
Omnidirectional Planar Arrays as the Size of the Array Increases, (a) Amplitude and (b) Phase. 
when it is compared to shortest path and reduced simulated annealing comparison 
which shows that over the same number of coupler paths to calibrate each element of 
the array the dual path algorithm is effective in mitigating the coupler error’s impact 
upon the accuracy of the calibration. This is even more clearly seen in the comparison 
between the shortest path and the dual path algorithms standard deviation as the size of 
the array increases, as shown in figure 5-32 where there is approximately a 25% 
improvement for a 10 by 10 array.  
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5.2.4.2.2 Summary 
The aim of the dual path calibration algorithm was to mitigate the impact of the coupler 
errors upon the accuracy of the calibration, by taking two paths to calibrate the elements 
of the array and averaging them. This has been successful; though it will reduce large 
errors it will in turn increase small errors due to the averaging, but will still have an 
overall positive impact upon the calibration accuracy. The improvement in performance 
of the dual path algorithms by its mitigation of the coupler errors highlights that they 
limit the accuracy of the calibration algorithm. 
 
(a) 
 
(b) 
figure 5-32: Comparison of the Standard Deviation of the Calibration Errors for the Reduced 
Simulated Annealing, Shortest Path and  Dual Path Calibration Algorithms of Square 
Omnidirectional Planar Arrays as the Size of the Array Increases, (a) Amplitude and (b) Phase The 
Legend for this figure is the same as that for figure 5-31. 
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5.3 Comparison of Radiation Pattern Figures of Merits 
As was mentioned in chapter 2, the measure of the performance of the antenna array is 
in its radiation pattern.  This was also highlighted in chapter 3 when discussing the 
calibration problem of antenna arrays. The radiation pattern is very sensitive to 
imbalances in the amplitude and phase relationships within the antenna array. So far the 
performances of the calibration algorithms have been measured by the distribution of 
their errors and comparison of their standard deviations as the size of the array 
increases. From these comparisons, it has been clear that the comparison based 
algorithms have been the most effective approach taken and with the use of dual path 
averaging the dependence of the calibration accuracy on the coupler paths is reduced 
and the performance is therefore improved, as shown in figure 5-32. 
This section will present these calibration algorithms in terms of their predicted 
radiation pattern performance to show the effectiveness of the calibration algorithms. 
For this comparison the dual path algorithm is compared with the shortest path one. The 
radiation patterns are generated by Matlab using the beamforming equations of an ideal 
planar array, which is the ideal beamforming equations of two linear arrays oriented 
along different axis and multiplied together [25]. The beamforming equation assumes 
omnidirectional antenna elements. 
 
figure 5-33; The Comparison between the Dual Path and Shortest Path Calibration Algorithms in 
terms of the Probability Density Function of the Distribution of their Beam Pointing Errors. 
 
 132 
! 
AF = e
j n"1( )kdx sin# cos$ +% x
m=1
M
& e j m"1( )kdy sin# cos$ +% y
n=1
N
&  (5.5) 
where sin$ cos# are the 3D radiation pattern of the linear array along the x-axis, 
 sin$ sin# is the 3D radiation pattern of the linear array along the y-axis, 
dx and dy are the element spacing of the linear arrays along the x and y-axis, 
%x and %y are the steering angles of the linear arrays along the x and y-axis. 
This equation can be simplified for our purposes by assuming that each linear array can 
only steer in one direction [321], and therefore the equation reduces to: 
! 
AF = e
j n"1( )kdx sin# +$ x
m=1
M
% e j m"1( )kdy sin# +$ y
n=1
N
%  (5.6) 
The next step is to include the element variations, which can be done by multiplication 
as shown in [322]. 
 
 
 
(5.7) 
where Anm is each element’s amplitude variation, 
 &#nm is each element’s phase variation. 
The beamforming equations (5.6 and 5.7) were used in Matlab to simulate the effect of 
calibration on the radiation patterns of 4 by 4 antenna array. The simulations were set 
up by defining non-ideal arrays and calibrating them, as before. These simulations were 
taken for 10,000 arrays calibrated by dual path and shortest path algorithms. These 
results were analysed based upon the radiation pattern figures of merits and the error 
ranges are presented in Table 5-2. This table shows that the dual path calibration 
algorithm outperforms the shortest path one, though there is not a significant 
improvement in all areas, and some figures of merit are more sensitive to calibration 
errors then others. Starting with the beam pointing error ranges it is clear to see that this 
is the one figure of merit in which the dual path algorithm is significantly superior with 
an error range of 0
o
 to 0.72
o
 when compared to the shortest path’s error range of 0
o
 to 
3.24
o
, which can also be seen in figure 5-33. The error ranges for other figures of merit,  
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figure 5-34: The Comparison between the Dual Path and Shortest Path Calibration Algorithms in 
terms of the Probability Density Function of the Distribution of their Beamwidth Errors. 
such as beamwidth, null and sidelobe locations, are the same. The improvement is seen 
in the average value of the error, which in each case shows the improvement offered by 
the dual path algorithm. This can more clearly be seen by comparing the distribution of 
the errors, as in figure 5-34, figure 5-35 and figure 5-37 respectively. 
Finally the sidelobe height and null depth error ranges show the superiority of the dual 
path algorithm in the error ranges, when their maximum errors and average errors are 
considered, which is also more clearly seen by comparing their distributions in figure 
5-38 and figure 5-39 respectively. 
 
figure 5-35: The Comparison between the Dual Path and Shortest Path Calibration Algorithms in 
terms of the Probability Density Function of the Distribution of their Null Location Errors. 
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Table 5-2: Radiation Pattern Figures of Merit Error Ranges for the Dual Path and Shortest Path 
Calibration Algorithms. 
  Error 
  Max Min Average 
Beam Point Shortest Path 3.24
o 
0
o 
0.138546
o 
 Dual Path 0.72
o 
0
o 
0.11314625
o 
Beamwidth Shortest Path 9.36
o 
7.11x10
-15 o 
1.431429
o 
 Dual Path 9.36
o 
7.11x10
-15 o 
1.239966
o 
Null Depth Shortest Path 0.479444 3.40x10
-22 
0.09771545 
 Dual Path 0.45102 3.40x10
-22 
0.08372433 
Null Location Shortest Path 9.72
o 
0
o 
2.19218
o 
 Dual Path 9.72
o 
0
o 
2.044172
o 
Sidelobe Height Shortest Path 0.588401 2.74x10
-6 
0.07662003 
 Dual Path 0.359956 4.5x10
-8 
0.05724433 
Sidelobe Location Shortest Path 49.68
o 
0
o 
3.2299692
o 
 Dual Path 49.68
o 
0
o 
2.320236
o 
 
 
 
 
figure 5-36: Comparison of the average values of the each of the figure of merits for shortest path 
and dual path algorithm. 
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figure 5-37: The Comparison between the Dual Path and Shortest Path Calibration Algorithms in 
terms of the Probability Density Function of the Distribution of their Sidelobe Location Errors. 
 
figure 5-38: The Comparison between the Dual Path and Shortest Path Calibration Algorithms in 
terms of the Probability Density Function of the Distribution of their Null Depth Errors. 
 
figure 5-39: The Comparison between the Dual Path and Shortest Path Calibration Algorithms in 
terms of the Probability Density Function of the Distribution of their Sidelobe Height Errors. 
 
 136 
 
figure 5-40: The Comparison of the Dual Path and Shortest Path Calibration Algorithms in terms 
of the Cross Section of the Radiation Pattern for the Maximum Beam pointing Errors. 
These results show the improvement of the dual path algorithm over the shortest path in 
terms of the figures of merit. However it does not show the interdependence of these 
figures of merit, which can be seen by comparing the cross section of the radiation, 
plots of the maximum errors versus the ideal radiation pattern. Starting again with the 
beam pointing errors, as shown in figure 5-40, it is hard to see the alteration of the 
radiation pattern due to the beam pointing direction errors for either the shortest path or 
the dual path algorithms. However, what is clear to see from this figure is the alteration 
in the sidelobe levels for the shortest path calibration algorithm. The next figure of merit 
to be considered is the beamwidth, which is shown in figure 5-41. The figure shows the 
 
 
figure 5-41: The Comparison of the Dual Path and Shortest Path Calibration Algorithms in terms 
of the Cross Section of the Radiation Pattern of the Maximum Beamwidth Errors. 
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figure 5-42: The Comparison of the Dual Path and Shortest Path Calibration Algorithms in terms 
of the Cross Section of the Radiation Pattern of the Maximum Null Location Errors.  
maximum beamwidth error for both calibration algorithms. The difference is hard to 
distinguish, but what is clear is the alteration in the sidelobe levels and null depths for 
the shortest path algorithm. The interdependency of the figures of merits does not 
always back up the performance improvement of the dual path algorithm, as is more 
clearly seen in the comparison of the null locations in figure 5-42. This shows the 
alteration in the null locations due to the calibration accuracy of the two algorithms. 
Though again these errors are hard to see, the null depths for the central null in the dual 
path’s radiation pattern are much shallower then either the shortest path or the ideal 
ones. This shows that though the null location errors are lower for the dual path 
algorithm the null depths associated with this radiation pattern are higher. This 
phenomenon is less clearly seen but still present when the sidelobe locations are 
considered.  
The null depths need to be considered first. They are very sensitive to calibration errors, 
which is very clear from figure 5-43. The shallow null depths have distorted the 
radiation pattern immensely as it has removed the separation between the sidelobes and 
the main beams, which gives them the appearance that they have merged together. The 
distinguishing features of the radiation pattern has been muted and the beamwidth has 
also spread. The one consoling factor is that for the worst-case scenario of the null  
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figure 5-43: The Comparison of the Dual Path and Shortest Path Calibration Algorithms in terms 
of the Cross Section of the Radiation Pattern for the Maximum Null Depth Errors. 
depths, the dual path calibration algorithm is slightly less distorted then the shortest 
path. When considering the sidelobe location errors in the radiation pattern as in figure 
5-44, the phenomena where even though the dual path is less distorted in the sidelobe 
location errors, this worst case sidelobe error is associated with a detrimental effect 
upon another figure of merit in the radiation pattern.  
 
 
figure 5-44: The Comparison of the Dual Path and Shortest Path Calibration Algorithms in terms 
of the Cross Section of the Radiation Pattern for the Maximum Sidelobe Location Errors. 
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figure 5-45: The Comparison of the Dual Path and Shortest Path Calibration Algorithms in terms 
of the Cross Section of the Radiation Pattern for the Maximum Sidelobe Height Errors. 
In this case it is both the null depth and the sidelobe level. This affects both of the 
calibration algorithms; however, the dual path calibration algorithm has a slightly 
shallower null depth than that of the shortest path, and lower sidelobe levels, though this 
is sometimes considered to be an advantage. The shortest path calibration algorithm has 
much higher sidelobe levels associated with the sidelobe location errors. Finally, the last 
figure of merit to be considered is the sidelobe height comparison, which can be seen in 
figure 5-45. This shows the interrelation between the sidelobe levels, the null depths and 
the beamwidths, where neither calibration algorithm is unaffected, and each by a 
different figure of merit interaction. These interactions between the figures of merit is 
unsurprising considering they are affected by the same source - the amplitude and phase 
imbalances that are also key parameters dependent on the calibration accuracy of the 
array. 
5.4 Summary 
The consideration of the measurement structure as a source of errors has a significant 
impact upon the achievable calibration accuracy, which was demonstrated in the 
comparison between the top left reference algorithms and the measure and correct error 
comparison approach. The subsequent calibration algorithms took various different 
approaches to this consideration with various degrees of success. The comparison based 
algorithms show that comparing the measurements taken by individual measurement 
sensors removes the impact of the sensors on the calibration. Therefore the accuracy of 
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these algorithms is dependent upon the number of coupler paths taken to calibrate each 
element of the array and making the calibration errors scale with the size. This is 
overcome to a degree by using dual paths and averaging then to reduce the impact of the 
coupler errors and this is successful as the calibration errors do not scale up as quickly. 
The other styles of approaches that were taken were optimization approaches, which 
spread the calibration errors throughout the array with the heuristic approach, which 
meant that the calibration errors reduce as the size of the array increases. However, the 
simulated annealing approach was not successful at any level of calibration due to some 
faulty assumptions it made about the structure of the array. However, the prospect of 
optimisation algorithm, which calibrate an array with the simulated annealing algorithm 
but simply remove the outside ring of elements vastly improved the performance 
compared to the simulated annealing algorithm, but at a significant hardware cost. 
Each of these algorithms were designed specifically for this measurement structure. 
They are unique incidences of this type of algorithms. In other areas, there maybe 
algorithms with similar naming conventions, however, there is not a similar 
measurement structure and therefore there are not similar algorithms. 
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6 Chapter 6 
The Experimental Investigation 
6.1 Introduction 
The principles and algorithmic manipulation of the measurement structure has been 
presented in the previous two chapters. These chapters have made assertions about the 
possibilities and abilities of the calibration approach taken by this dissertation. This 
chapter will test these assertions by presenting the experimental prototypes created to 
prove the concept and feasibility of this system. 
6.2 Measurement Structure 
The calibration approach is based around a scalable measurement structure that utilises 
multiple measurement points as shown in figure 6-1. The uniqueness of the structure is 
the multiple sensor elements connected to multiple common elements to create a 
scalable measurement structure as presented in chapter 4. This is one of the key 
concepts, which facilitates the calibration in this approach. The six port directional 
coupler was developed to create the required connections to create this measurement 
structure. It is created based upon the four element circular array tiles, which are 
overlapped to create a scalable structure. This scalability requires four connections at 
each element and at each sensor device. This required a specially designed feeder 
structure to achieve these connections while providing as little interference to the 
antenna array’s performance as possible, while providing symmetrical signals to each of 
the connections from the array elements. These considerations led to the development of 
the six port directional coupler, which has been described in chapter 4 and shown in 
figure 6-2. The six-port coupler was designed to fill the need for symmetrical 
measurement points and that each of the measurement sensors is equidistant from each 
of the elements that they are connected to. The structure provides the means of 
implementing calibration, as discussed in chapter 4, and it provides a novel directional 
coupler implementation to provide a solution to the connectivity requirements of the 
structure. 
 142 
 
figure 6-1: The Multiple Measurement Structure for a 3 by 3 Array. 
The six-port coupler was designed to fill the connectivity requirements created by the 
novel measurement structure. It had to be designed specifically to have four connections 
that provided symmetrical signals and interfered with the through path of the array 
element as little as possible. These criteria led to the development of this unique 
directional coupler structure. It provides a passive structure where each element is 
equidistant from the sensor element it is connected to. Based upon these requirements, a 
directional coupler approach was taken to the problem. This was because the coupler 
can siphon off a portion of the through path signal without interrupting its’ flow. The 
connectivity requirements led to the choice of the three line edge couplers as they 
provide two connections with equal proportions of the signals. These connections are 
then feed into a second set of three line couplers to create the four symmetrical 
connections required for each element of the array. The initial prototype structure was 
designed in the Institute of Microelectronics and Wireless Systems by Dr. Tim Cooper, 
Dr. Ronan Farrell and Ger Baldwin [323].  The author designed subsequent 
enhancements, adding switching, covered in section 6.2.6. 
This structure was developed to have highly coupled ports. The coupling factors 
between the ports of the measurement board are high. There is -40dB coupling between 
transceiver elements and the sensor ones. This creates > -80dB isolation between 
adjacent elements. These high coupling factors have the advantage of isolating adjacent 
elements from each other, and also reducing the signals so that transmit or receive 
calibration can be achieved. These highly coupled ports are designed to be amplitude 
and phase balanced. This is important as small coupler errors have an impact upon the   
 143 
 
figure 6-2: Schematic Representation of the Six-Port Directional Coupler. 
calibration accuracy of this approach. This has been analysed in the previous chapter 
and a mitigation technique was discussed there also.   
The directional coupler structure was developed in stages where the design was 
perfected through implementation. The initial design was done using the technique 
outlined by Pozar [324] for individual edge couplers. The approach taken to designing 
the three coupled line directional coupler used Pozar’s two-line directional coupler 
analysis in the design process, contrary to common practice. This approach has 
simplified the synthesis process, while providing adequate impedance matching over the 
band of interest, 2.4GHz to 2.5GHz. This impedance matching was achieved even while 
disregarding the other coupling modes of the structure. When considering the input 
impedance matching the six-port coupler achieved this with S11 (Port A) < -20dB. The 
output impedance matching of one of the four coupled ports, Port C, achieved this with 
S33 (Port C) < -13dB at 2.46 GHz. As was mentioned above, the six-port coupler was 
designed to be a high coupling port structure, each three line edge coupler was designed 
to have -10dB coupling factor. The six-port coupler therefore has -20dB coupling factor 
for each of the coupled connector ports, i.e. from port A to port C. 
The operation of this six-port coupler is easier to consider in terms of its connections, as 
shown in figure 6-2. When port A is connected to the measurement sensor, then the 
through path is terminated in a 50# load at port B. This makes port C – F, the coupled 
paths to the connected transceiver elements. These coupled paths consist of two coupler  
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figure 6-3: Schematic of the Directional Coupler Measurement Structure for a 2 by 2 Antenna 
Array. 
paths, which are symmetric around the central through path creating the four required 
connection ports. When the six port coupler is centred around the through path of the 
array element, then the transceiver is connected to port A and the antenna element is 
connected to port B. This makes the coupler paths to Port C through F the paths 
connecting the array element to the measurement sensors. 
The six-port structure is used in series to create the complete connectivity used between 
the array elements and the sensors of the array. This is shown in figure 6-3. This figure 
shows a 2 by 2 array of directional coupler measurement board schematic, where a six-
port coupler surrounds each element of the array. The central sensor element is 
surrounded by another six port coupler, which is connected to each of the four array 
elements. This schematic shows the symmetry of connections, which facilitate the 
addition of elements and additional sensor - in other words, the scalability of the 
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structure. Each of the of the six-port directional couplers provide four connections with 
-20dB coupling factor. Therefore there is a -40dB coupling factor between the elements 
of the array and the sensor elements. This provides theoretically > -80dB isolation 
between adjacent elements of the array, while scaling the signals from transmit to 
receive sensitivity levels. However in practice the isolation achieved ranged from -
49.2dB to -82.6dB. Therefore receive and transmit calibration can be achieved by 
reusing components, so long as these components are frequency compatible. 
6.2.1 Implementation 
This is a passive structure. This means that the coupler paths are fixed. Therefore, the 
symmetrical coupling creates fixed paths of equal length between each element of the 
array and the connected sensors. Each element of the array is equidistant from its 
surrounding elements. This is by virtue of the structure. These paths should ideally be 
perfectly matched but the algorithms discussed in chapter 4 will help minimise the 
effect of any errors. For this experimental system, the couplers were prototyped upon 
FR-4 substrate. This medium-grade substrate was chosen for three reasons. The first of 
which is the cost of the substrate, as its lower cost made it much more attractive for the 
repeated manufacturing iterations that were taken to perfect the performance of the six 
port directional coupler. The second reason was the practicality of choosing a lower 
grade substrate. This will demonstrate that the directional coupler measurement 
structure and partner algorithms can yield excellent performance using FR-4 substrates.  
Performance would be enhanced with higher quality, more controlled substrates. The 
final reason is the ridged structure that the FR-4 provides. The is provided by the FR-4 
thickness; the directional coupler was designed upon a stripline material with substrate 
thickness of 1.6 mm between the stripline copper layers, which are each 35µm thick.  
 
figure 6-4: Cross Section of Directional Coupler Measurement Boards, Stripline Layout. 
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figure 6-5: 2 by 2 Prototype Directional Coupler Measurement Board. 
The cross-section of this is shown in figure 6-4. This results in a ridged board, which 
can be seen in figure 6-5. The advantage of creating a ridged board is that it will be 
robust to wear and tear in the laboratory environment. It will maintain signal path 
integrity throughout the experimental process. It is also capable of providing structural 
support for the prototype, so there will be a fixed, unmoving piece of equipment during 
testing. 
6.2.2 Simulations  
The performance of the directional coupler measurement structure was simulated using 
Agilent’s Advanced Design System (ADS). This was used in conjunction with 
prototyping to create the six port directional coupler and the scalable directional coupler 
board. ADS was used to simulate the performance in stages, such as a single coupled 
path from transceiver to sensor path, which is shown in figure 6-7. This schematic was 
used to predict the coupling factor of this path and thus the performance of the 
measurement paths of the whole array. The performance of this schematic was predicted 
to have the following S parameters for the ports of interest, which are shown in Table 
6-1. These S-parameter shows 0.51dB drop in the through path signal from transceiver 
to antenna, which is a result of the -10dB three line edge coupler along this path. While 
the coupled measurement path has close to the estimated -40dB coupling factor, and 
achieving -38dB. 
Transceiver 
to Antenna 
Through 
Path 
Connection 
Measurement 
Sensor 
Connection 
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Table 6-1: S-Parameters of Interest for a Single Coupled Path for the Directional Coupler 
Measurement Structure. 
Path S-Parameters Values 
Transceiver to Antenna Through Path S78 -0.5137dB 
Input (Transceiver) Impedance Matching S88 -41.27dB 
Output (Antenna) Impedance Matching S77 -42.2945dB 
Output (Measurement) Impedance Matching S10 10 -41.272dB 
Coupled Path (Transceiver to Measurement Device) S10 8 -38.11dB  
 
The simulations presented in Table 6-1 are taken at 2.46GHz, the operating frequency at 
which the board was designed for. The ADS simulations were also used to predict the 
performance over a range of frequencies. This is shown in figure 6-6 and figure 6-8. 
These simulations predict the performance of the single coupled paths from transceiver 
to sensor element, shown in figure 6-7, over 1 GHz range from 2GHz to 3GHz, and 
from 2.4GHz to 2.5GHz respectively. The first figure, figure 6-6, shows a change in the 
coupling factor that ranges from -39.7dB to -38.15dB. This alteration is minor over this 
range, peaking at 2.48GHz, which is slightly off the 2.46GHz designed operational 
frequency.  
 
 
figure 6-6: Coupled Path S-Parameter for the ADS Simulation of the schematic shown in  figure 
6-7, over the frequency range 2GHz to 3GHz. 
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figure 6-8: Coupled Path S-Parameter for the ADS Simulation of the schematic shown in  figure 
6-7, over the frequency range 2.4GHz to 2.5GHz. 
The second figure, figure 6-8, shows the same slow progression in the coupling factor 
over a smaller frequency range. This shows a -38.11dB coupling factor at 2.46GHz 
compared to a peak coupling factor of -38.15dB at 2.48GHz. This shows the small 
alterations in the coupling factors over a range of frequencies. Due to the passive nature 
of the structure, the performance of the couplers will change uniformly over the whole 
array when the operational frequency is altered. This is the advantage of this approach 
even with the narrowband nature of the stripline design. This consistent coupling factor 
achieved by the coupler at different frequencies is possible while preserving the 
essential operational abilities of the measurement structure. 
6.2.3 Prototype  
The directional coupler board was prototyped on an FR-4 substrate. The measurement 
board was developed in stages. The first complete board that was made was a 2 by 2 
array. The principles and techniques for the layout of these boards were used for the 
larger arrays. 
The stripline structure was laid out for PCB (printed circuit board) fabrication in 
CadSoft Eagle Layout Editor, the stripline layer of this layout is shown in figure 6-9. 
Shielding was added during layout because the prototype is to work at high frequencies. 
Therefore the interactions between the couplers became a concern, this is due to the 
close proximity of the couplers. The transmission line length and half wavelength a 
criterion for the antenna array element spacing are small as they are dictated by the high  
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figure 6-9: PCB Layout of 2 by 2 Prototype Directional Coupler Measurement Board. 
frequency of operation. There is little coupling from the end of the coupler lines; the 
shielding was put in place to remove any surface waves. 
The shielding that was used between the couplers were a set of vias arranged in a 
rectangle around the through path couplers for the array elements and the sensor ones. 
These through-hole vias connect the grounded plates above and below the stripline 
couplers creating a shielding box. These shielding vias can be seen in both figure 6-5 
and figure 6-9. 
The 2 by 2 boards were fabricated off site by a PCB fabrication company called 
ECSCircuits. A photo of the finished board is shown in figure 6-5. Two of the 2 by 2 
coupler boards were manufactured. They were tested using a Rohde & Schwarz ZVB20 
Vector Network Analyser (VNA). This performance is presented in the series of tables, 
Table 6-2 to Table 6-5.  These contain the amplitude and phase S-parameter 
measurements of all of the ports of the boards. These measurements led to the 
calculation of the relative errors between each of the measurement paths of the two 2 by 
2 coupler boards. These errors come from the manufacturing tolerances, path length 
variations, coupling factors, connectors and component tolerances. These predictions 
are graphed to show the measured distribution of errors in figure 6-10. These 
distributions show that the manufacturing errors of ±0.4dB amplitude and -2.3
o
 and 
+1.2
o
. These measured distributions of errors have a standard deviation of 0.4dB and 
 151 
1.12
o
. These standard deviations were used in the simulation models used to develop the 
algorithms. 
Table 6-2: The Amplitude Measurements for the First 2 by 2 Directional Coupler Measurement 
Board. 
S11 S22 S12 S21 
Coupled Paths 
dB dB dB dB 
TRx 1 Sensor -30.4 -29.3 -39.4 -39.4 
TRx 2 Sensor -30.3 -26.7 -39.4 -39.4 
TRx 3 Sensor -30.1 -23.8 -39.1 -39 
TRx 4 Sensor -30.4 -27.8 -38.7 -38.6 
 
Table 6-3: The Phase Measurements for the First 2 by 2 Directional Coupler Measurement Board. 
S11 S22 S12 S21 
Coupled Paths 
degrees degrees degrees degrees 
TRx 1 Sensor -62.6 -30.4 -31 -31.3 
TRx 2 Sensor -61.7 -17.4 -31.5 -31.8 
TRx 3 Sensor -63.4 -17.9 -31.6 -31.7 
TRx 4 Sensor -61 -6.3 -33.8 -34.2 
 
Table 6-4: The Amplitude Measurements for the Second 2 by 2 Directional Coupler Measurement 
Board. 
S11 S22 S12 S21 
Coupled Paths 
dB dB dB dB 
TRx 1 Sensor 24.1 -29.7 -38.7 -38.7 
TRx 2 Sensor -26.4 -30.1 -38.5 -38.5 
TRx 3 Sensor -30.9 -30.1 -38 -38 
TRx 4 Sensor -34.1 -30.1 -37.9 -37.9 
Table 6-5: The Phase Measurements for the Second 2 by 2 Directional Coupler Measurement 
Board. 
S11 S22 S12 S21 
Coupled Paths 
degrees degrees degrees degrees 
TRx 1 Sensor -113.9 -54.7 -2.1 -2.2 
TRx 2 Sensor -148.9 -54.6 -2 -1.9 
TRx 3 Sensor -141.2 -54.4 -3.6 -3.5 
TRx 4 Sensor -3.5 -54.4 -3.6 -3.5 
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(a) 
 
(b) 
figure 6-10: The Probability Density Function of the Coupler Errors for the 2 by 2 Directional 
Coupler Measurement Boards. 
6.2.4 Implementation Issue 
The approach used to fabricate larger arrays was to use the scalable connectivity 
provided by the six port coupler and to replicate the required number of tiles. The larger 
arrays that were prototyped were a 2 by 4 and a 4 by 4 boards, which are shown in 
figure 6-11 and figure 6-12.  With the prototyping of the larger boards an 
implementation issue was identified - the larger boards warped. This warping affected 
the boards by bowing the whole board. For the 2 by 4 board, it is only apparent along 
the longest axis of the board, which is to be expected.  The 2 by 2 boards did not exhibit 
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this effect. The 4 by 4 board was effected along both its’ axis. This warping can be seen 
in figure 6-13, which shows the warping of the 2 by 4 board. This shows a side view o 
the board sitting upon a counter top. Each of the connectors should be flat with the 
surface. They are not; the space between the connectors and the counter top is clearly 
visible. 
 
The warping comes from the construction of the directional coupler boards from FR-4 
substrate. These boards are fabricated by sandwiching two layers of FR-4 together to 
create the stripline structure. These two layers react differently to environmental effects. 
As the array size gets larger the differences become more apparent. The warping 
presented in these boards are due to the manufacturing process and laboratory 
environmental conditions and could be corrected through the use of different materials. 
 
 
 
figure 6-11: 2 by 4 Prototype Directional Coupler Measurement Board. 
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figure 6-12: 4 by 4 Prototype Directional Coupler Measurement Board, Unpopulated. 
6.2.4.1 The Effect of the Warping Implementation Issue 
The directional coupler measurement board is a source of measurement errors for the 
calibration approach, such as the errors from the manufacturing tolerances, path length 
variations, coupling factors, connectors and component tolerances, as seen from the 
distribution of errors in the 2 by 2 boards. These errors are understood and have been 
taken into consideration in the calibration of the system by the dual path calibration 
algorithms.  
The warping of the board will alter these errors, as it will alter the symmetry created by 
the coupler by the distortion of the substrate. This means that the stripline tracks will 
also be altered. This has the effect of altering the coupler errors in quantity and size. 
These effects depend upon the degree of warping experienced by a particular board.  
The effect of warping upon the measurement paths will be compared looking at the 
distribution of errors for each of the manufactured prototypes. The first is that of the 2 
by 2 board results plotted against the 2 by 4 board ones where the distribution is 
generated based upon the measurements in tables 6-2 to 6-7, in figure 6-14. These  
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figure 6-13: Side View of the 2 by 4 Prototype Directional Coupler Measurement Board to show the 
Warping. 
figures show the wider distribution for both the amplitude and phase errors. The errors 
show the impact of warping along a single axis on the measurement path errors. From 
the distribution of errors, it is clear to see that a majority of the phase errors are centred 
along the distribution except a few outliers on the tails. The same property can be seen 
in the amplitude distribution to a limited extent. The next comparison is of the 2 by 2, 
2 by 4 and the 4 by 4 boards measurement path errors, which are shown in figure 6-15. 
This comparison shows an improvement in the amplitude errors and a large 
improvement in the phase errors of the 4 by 4 board compared to the 2 by 4 one. These 
results show a wider distribution for the amplitude errors when compared to the 2 by 2 
board results. There is a marginal widening of the distribution of the phase errors when 
they are compared to the 2 by 2 boards. This improvement in performance of the 4 by 4 
measurement errors over the 2 by 4 ones is from the symmetry of warping, as the 4 by 4 
board is warped on both axes. This has led to consistently high path mismatch errors 
rather than large outliers as seen in the 2 by 4 board. This assertion is easier to see by 
looking at the measurements taken from the 2 by 4 and 4 by 4 prototype boards, which 
are presented in Table 6-6, Table 6-7, Table 6-8 and Table 6-9. These tables also 
contain the amplitude and phase measurements of the two 2 by 2 prototypes boards for 
perspective. The results are the errors from the ideal value of -40dB and the measured 
value. 
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(a) 
 
(b) 
figure 6-14: The Comparison of the Probability Density Function of Coupler Errors for the 2 by 2 
and 2 by 4 Directional Coupler Measurement Boards. 
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(a) 
 
(b) 
figure 6-15: The Comparison of the Probability Density Function of Coupler Errors for the 2 by 2, 
2 by 4 and the 4 by 4 Directional Coupler Measurement Boards. 
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Table 6-6: The Amplitude Measurements for the 2 by 4 Directional Coupler Measurement Board. 
S11 S22 S12 S21 
Coupled Paths 
dB dB dB dB 
(1,1) Sensor 1 -29.3 -25.4 -39.2 -39.2 
(2,1) Sensor 1 -29.3 -25.5 -39.7 -39.7 
(2,2) Sensor 1 -29.3 -39.5 -39.7 -39.7 
(1,2) Sensor 1 -29.2 -18.2 -39 -39.1 
      
(1,2) Sensor 2 -25.6 -35.6 -41.2 -41.3 
(2,2) Sensor 2 -25.6 -39.2 -41.4 -41.5 
(2,3) Sensor 2 -25.5 -22.1 -41.3 -41.3 
(1,3) Sensor 2 -25.8 -43 -41.4 -41.4 
      
(1,3) Sensor 3 -29.1 -29.1 -39 -38.9 
(2,3) Sensor 3 -28.8 -21.9 -39.9 -39.8 
(1,4) Sensor 3 -29.5 -20.8 -38.9 -38.8 
(2,4) Sensor 3 -29.4 -25.6 -39 -39.7 
 
 
 
 
Table 6-7: The Phase Measurements for the 2 by 4 Directional Coupler Measurement Board. 
S11 S22 S12 S21 
Coupled Paths 
degrees degrees degrees degrees 
(1,1) Sensor 1 -98.6 4.2 -39.7 -39.5 
(2,1) Sensor 1 -97.6 -17.5 -39.7 -39.7 
(2,2) Sensor 1 -98 -72.3 -40.9 -41.3 
(1,2) Sensor 1 -98.8 -51.5 -44.4 -44.3 
      
(1,2) Sensor 2 -49.5 -25.4 -38.4 -38.3 
(2,2) Sensor 2 -47.8 -78.9 -40.2 -40.3 
(2,3) Sensor 2 -47.5 -18.1 -40 -39.9 
(1,3) Sensor 2 -47 -43.1 -43 -43.1 
      
(1,3) Sensor 3 -61.4 -26.6 -45.1 -45.4 
(2,3) Sensor 3 -63.2 -17.3 -43.3 -43.4 
(1,4) Sensor 3 -57.8 -4.1 -43.6 -43.5 
(2,4) Sensor 3 -58.1 -14.8 -41.6 -41.8 
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Table 6-8: The Amplitude Measurements for the 4 by 4 Directional Coupler Measurement Board. 
S11 S22 S12 S21 
Coupled Paths 
dB dB dB dB 
(4,1) Sensor 3 -18.07 -29.59 -39.62 -39.64 
(3,1) Sensor 3 -18.85 -29.59 -38.84 -38.83 
(3,2) Sensor 3 -17.89 -29.81 -39.15 -39.15 
(4,2) Sensor 3 -18.85 -29.89 -39.66 -39.68 
      
(4,2) Sensor 6 -18.84 -21.97 -39.12 -39.14 
(3,2) Sensor 6 -17.9 -21.97 -39.93 -39.87 
(3,3) Sensor 6 -18.33 -22 -39.96 -39.97 
(4,3) Sensor 6 -17.56 -22 -41.95 -41.98 
      
(4,3) Sensor 9 -17.57 -30.04 -39.92 -39.9 
(3,3) Sensor 9 -18.35 -30.09 -39.04 -39.05 
(3,4) Sensor 9 -19.09 -30.02 -38.92 -38.96 
(4,4) Sensor 9 -18.15 -30.04 -39.61 -39.58 
      
(3,4) Sensor 8 -19.06 -25.08 -39.39 -39.38 
(2,4) Sensor 8 -18.45 -25.16 -39.14 -39.18 
(2,3) Sensor 8 -10.56 -25.12 -38.84 -38.91 
(3,3) Sensor 8 -18.36 -25.13 -39.41 -39.42 
      
(3,3) Sensor 5 -18.37 -21.84 -41.69 -41.66 
(2,3) Sensor 5 -10.56 -21.88 -40.32 -40.38 
(2,2) Sensor 5 -17.98 -21.89 -39.98 -39.95 
(3,2) Sensor 5 -17.99 -21.79 -39.08 -39.1 
      
(3,2) Sensor 2 -17.89 -33.85 -40.07 -40.11 
(3,1) Sensor 2 -18.76 -33.94 -39.99 -40.01 
(2,1) Sensor 2 -19.27 -33.84 -38.42 -38.46 
(2,2) Sensor 2 -17.98 -33.82 -38.73 -38.74 
      
(2,2) Sensor 1 -17.85 -28.64 -39.77 -39.76 
(2,1) Sensor 1 -19.32 -28.71 -39.77 -39.81 
(1,1) Sensor 1 -17.28 -28.69 -39.56 -39.59 
(1,2) Sensor 1 -18.29 -28.71 -39.66 -39.7 
      
(1,2) Sensor 4 -18.3 -21.27 -40.04 -40.07 
(2,2) Sensor 4 -17.88 -21.29 -39.17 -39.14 
(2,3) Sensor 4 -10.52 -21.31 -41.89 -41.94 
(1,3) Sensor 4 -18 -21.27 -39.9 -39.89 
      
(1,3) Sensor 7 -18.02 -33.27 -39.16 -39.19 
(2,3) Sensor 7 -10.54 -33.22 -39.79 -39.89 
(2,4) Sensor 7 -18.82 -33.24 -39.5 -39.52 
(1,4) Sensor 7 -18.05 -33.99 -39.07 -39.07 
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Table 6-9: The Phase Measurements for the 4 by 4 Directional Coupler Measurement Board. 
S11 S22 S12 S21 
Coupled Paths 
degrees Degrees degrees degrees 
(4,1) Sensor 3 -161.78 -105.14 -59.9 -60.7 
(3,1) Sensor 3 -163.41 -104.86 -62.3 -63.2 
(3,2) Sensor 3 -163.14 -107.59 -61.88 -62.5 
(4,2) Sensor 3 -164.75 -107.21 -60.6 -61.5 
      
(4,2) Sensor 6 -164.72 -163.92 -59.6 -60.4 
(3,2) Sensor 6 -163.38 -163.86 -58.4 -59.5 
(3,3) Sensor 6 -163.34 -164.02 -60.9 -61.8 
(4,3) Sensor 6 -165.8 -164.07 -58.4 -59.4 
      
(4,3) Sensor 9 -165.7 -100.92 -59.9 -60.3 
(3,3) Sensor 9 -163.47 -101.43 -60.5 -61.2 
(3,4) Sensor 9 -163.07 -101.43 -61.6 -61.9 
(4,4) Sensor 9 -166.37 -101.93 -60.3 -60.5 
      
(3,4) Sensor 8 -162.68 -118.13 -60.8 -61.9 
(2,4) Sensor 8 -170.4 -118.3 -60.9 -61.9 
(2,3) Sensor 8 -164.65 -118.12 -59.8 -61.5 
(3,3) Sensor 8 -163.11 -118.06 -61.6 -62.7 
      
(3,3) Sensor 5 -162.97 -153.16 -59.9 -60.8 
(2,3) Sensor 5 167.21 -153.29 -62.9 -64.5 
(2,2) Sensor 5 -151.77 -153.49 -62.6 -63.9 
(3,2) Sensor 5 -163.06 -153.51 -59.4 -60.6 
      
(3,2) Sensor 2 -162.93 -141.27 -58.9 -60.2 
(3,1) Sensor 2 177.71 -140.32 -62.6 -63.7 
(2,1) Sensor 2 -174.43 -140.83 -59.3 -60.5 
(2,2) Sensor 2 -151.89 -141.2 -60.3 -61.4 
      
(2,2) Sensor 1 -151.91 -107.15 -60.4 -61.6 
(2,1) Sensor 1 -174.85 -107.56 -60.5 -61.6 
(1,1) Sensor 1 -167.58 -107.85 -59.4 -60.5 
(1,2) Sensor 1 -172.74 -107.43 -61.9 -63.3 
      
(1,2) Sensor 4 -172.9 -147.32 -60.9 -62.1 
(2,2) Sensor 4 -151.54 -147.29 -59.8 -61.9 
(2,3) Sensor 4 167.22 -147.33 -60.2 -61.6 
(1,3) Sensor 4 -161.38 -147.33 -62.32 -63.7 
      
(1,3) Sensor 7 -161.33 -94.78 -60.34 -61.47 
(2,3) Sensor 7 167.1 -95.66 -60.25 -61.53 
(2,4) Sensor 7 -167.73 -95.58 -60.67 -61.73 
(1,4) Sensor 7 -156.93 -96.63 -61.48 -62.74 
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6.2.5 Summary 
This section has presented the unique six-port directional coupler that was designed to 
meet the requirements of the novel multi-sensor measurement structure that is at the 
centre of this dissertations calibration approach. The six-port coupler provides 
symmetrical connectivity. When they are used in series, a scalable measurement 
structure is created. This scalable measurement board was designed, simulated and 
prototyped. The prototypes were made on FR-4 substrate, which give rise to sources of 
measurement errors for the calibration approach. These errors come from manufacturing 
tolerances, path length variations, coupling factors, connectors and component 
tolerances. These will affect every practical implementation. The multiple sensors 
interleaved with the elements of the array allow for the mitigation of the impact of the 
errors upon calibration. Due to the choice of material used for the prototypes, a warping 
issue was introduced for larger array sizes. This warping has an effect upon the board 
errors and will in turn have an effect upon calibration. 
The passive nature of the measurement structure has a disadvantage that will only affect 
systems without a dedicated calibration slot. As the structure is based upon a passive 
coupler, it provides coupler paths feeding into a single point, as shown in figure 6-3. 
This provides a symmetrical circuit. It, however, provides a measurement problem as 
this only allows sequential measurements of the four elements connected to a sensor – 
this requiring sequencing of the transmitters with the remaining transmitters turned off.  
This is due to the inability to selectivity access individual channels in our initial coupler 
design. 
6.2.6 The Switched Directional Coupler Measurement Board 
To resolve this issue, a switched directional coupler was developed. This is an 
alternative to the passive directional coupler measurement structure with added switches 
along the coupler paths so that the antenna array can be calibrated during operation. 
This is easiest to consider in terms of transmit operation. There were several different 
possible approaches considered for the implementation of this switching. The first 
switched implementation is that of switching along the coupler paths to the 
measurement sensor, as shown in schematic form in figure 6-16. 
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figure 6-16: Schematic of a Switched Directional Coupler Measurement Structure for a 2 by 2 
Antenna Array. 
Secondly there was the choice of using a four port switch (SP4T) instead of the six port 
coupler at the measurement port connection, such as shown in figure 6-17. The last 
alternative that was considered was to have the switch as a separate component. This 
would make the coupler paths feed into a separate switch, SP4T, via SMA connectors, 
such as shown in figure 6-18. Each of these approaches had its merits. The switched 
coupler paths are the least invasive approach, though it alters the passive structure of the 
coupled paths by adding switches.  It does maintain the symmetry of the circuit but adds 
another source of measurement errors by adding active components to the structure.  
The single central SP4T switch setup altars the measurement structure considerably by 
introduced an active element and removing the six-port coupler surrounding the sensor 
element. This switching approach maintains the symmetry of the layout. The approach 
uses a surface mounted switch. This will alter the stripline structure and therefore the  
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figure 6-17: Schematic of a Surface Mounted Switched Directional Coupler Measurement 
Structure for a 2 by 2 Antenna Array. 
 
performance of the board will be excessively changed, particularly for the FR4 substrate 
chosen. This made it unsuitable for our prototype. 
The choice of removing the switches from the measurement board altogether would 
alter the structure considerably in a similar manner to the surface mount switch 
approach, as it will remove the six-port coupler surrounding the sensor element.  It uses 
SMA connectors to transfer the stripling structure to the external switch. The external 
switches that were considered included RF MEMs. The splitting of the measurement 
structure was however considered an unattractive option as the space was small and the 
connectivity required proved problematic.  Therefore this approach was discounted. 
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figure 6-18: Schematic of a Switched Directional Coupler Measurement Structure with External 
Switching for a 2 by 2 Antenna Array. 
The last two switching implementations were discounted due to voltage requirements 
and disruption to the stripline structure for the surface mounted switch approach and for 
the space and cost of splitting the measurement structure for the separate switching 
implementation. This leaves the switched coupler paths technique. There were two 
different switching techniques considered for this, the first was surface mounted 
switches and the second was a pin diode approach. The surface mounted switch 
approach was discounted for the same reasons as it was when it was considered for the 
replacement of the measurement port’s six-port coupler. The reason was the surface 
mounted distortion of the signals and coupled paths. 
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figure 6-19: ADS Schematic of a Single Switched Coupled Path in the Measurement Structure. 
This left the pin diode approach, which was to connect a pin diode to the coupler path 
using a via. When the diode is switched on, the signal upon the coupled path is shorted 
to ground. The coupled paths signal would flow unencumbered, when the diode is 
switched off.  
This circuit was designed in Agilent’s ADS to give the greatest isolation when the 
switch was turned on and the least interference in the signal when it was turned off. The 
ADS schematic of the circuit can be seen in figure 6-19. This shows the pin diode 
connected mid way along the diagonal connecting path between the two sets of six port 
couplers, in a single transceiver to measurement port coupler path. The diode is 
modelled as a resistor, in parallel with a capacitor. These are in series with an inductor. 
The rest of the matching circuitry is to model real component values to give the 
simulation much more accuracy, these were provided by Murata’s online database. 
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Table 6-10: S-Parameter of Interest for a Single Switched Coupled Path for the Directional Coupler 
Measurement Structure. 
Path S-Parameters Values 
Transceiver to Antenna Through Path S89 -0.5129dB 
Input (Transceiver) Impedance Matching S99 -44.5dB 
Output (Antenna) Impedance Matching S88 -42.2925dB 
Output (Measurement) Impedance Matching S77 -44.5dB 
Coupled Path (Transceiver to Measurement Device) 
When PIN Diode is switched on 
S79 -76dB  
Coupled Path (Transceiver to Mesurement Device) 
When PIN Diode is switched off 
S79 -38.11dB 
The performance of this circuit is shown in the table of its S-parameters of interest in 
Table 6-10. The coupler path’s parameter S7 9 is presented graphically to give a better 
understanding of the performance of the switched coupled path, in figure 6-20 and 
figure 6-21. These show the narrow band nature of the switching circuit due to the vias 
and matching circuitry. The performance shown over 1 GHz range shows this nature, as 
it presents a deep null of isolation at the frequency of interest, 2.46GHz. The isolation 
ranges from -44dB to -76.5dB over this range. The operation of the switch gives an 
isolation greater then -70dB over a range of 50MHz, from 2.43GHz to 2.48GHz. This 
range has a variation in isolation that ranges from -70dB to -76.5dB, centred at 
2.4553GHz, and is -76dB at 2.46GHz.  
 
figure 6-20: Switched Coupled Path S-Parameter for the ADS Simulation of the schematic shown in 
figure 6-19, over the frequency range 2GHz to 3GHz. 
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figure 6-21: Switched Coupled Path S-Parameter for the ADS Simulation of the schematic shown in 
figure 6-19, over the frequency range 2.4GHz to 2.5GHz. 
Though the predicted performance does not have a wide range of practical 
implementations, the board was laid out to check whether it would be implementable in 
the small confines of the directional coupler measurement board structure. The circuitry 
fit neatly in to the allotted space as can be seen from the PCB layout of the circuit, in 
figure 6-22. 
6.2.6.1 Summary of the Switched Directional Coupler Measurement 
Board 
The analysis of the switched coupler board shows the feasibility of the switching in both 
performance and layout. The ADS simulation showed that the developed switch had a 
narrow band of operation, approximately 50MHz range. This fractional bandwidth is 
useful for many applications, including GSM and UMTS but would need to be widened 
for some schemes, such as IEEE 802.11b.  For these schemes, a wider bandwidth may 
be possible with superior design experience or perhaps a different method of switching 
may be needed. If the distortion due to the disruption of the stripline structure caused by 
a surface mounted switch could be overcome, the surface mounted SP4T approach 
would provide the required switching performance. 
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figure 6-22: PCB Layout of 2 by 2 Prototype Switched Directional Coupler Measurement Board. 
6.3 Experimental Test-bed 
The experimental setup to verify the operation of this measurement based calibration of 
antenna arrays was undertaken in two sections, the first was using a 2 by 4 array to 
verify the operation of the representative experimental setup and the second stage was 
using a 4 by 4 array. The reason for the two stages was for the verification of the 
representative experimental setup. The reason why a representative experimental setup 
was chosen was to have the ability to adjust and increase the errors in the system. 
6.3.1 2 by 4 Experimental Test-Bed 
The experimental setup was split into two sections, the first of which is 2 by 4 array. 
The system was implemented using a representative system. The system replaces the 
transceiver elements of the array with components that have the ability to alter the 
amplitude and phase relationships. This approach was taken as it creates the ability to 
increase the amplitude and phase errors on the array. This would be more complex to 
implement upon a full transceiver system. The amplitude and phase control components 
are implemented using voltage controlled attenuators and phase shifters. An additional 
alteration to the experimental setup is to replace the antenna elements with connections 
to a high speed oscilloscope, Agilent Infiniium 54853A DSO, whose maximum 
frequency is 2.5GHz. This allows ease of measurement and accuracy during testing. 
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6.3.1.1 Implementation of 2 by 4 Test-Bed 
The 2 by 4 test-bed implementation was constructed of voltage controlled units, which 
alter the amplitude and phase relationships between the elements. These components 
contain a voltage controlled attenuator (Mini Circuits RVA-3000) and two voltage 
controlled phase shifters (Mini Circuits JSPHS-2484) to emulate the variations between 
each of the array elements. These components are essential for the operation of the 
experiments as they dictate the level of imbalances between the elements and the 
accuracy with which the calibration can be done. This is because when the calibration is 
done the appropriate voltage will be applied to these components to create a calibrated 
output.  
The experimental system is shown in block diagram format in figure 6-23, which shows 
the transmit operations for calibration. This was chosen as it is the simplest calibration 
to implement, and also it gives more control to the representative system to fully test the 
capabilities of the measurement structure methodology. Receive calibration can also be 
achieved using this structure, if the measurement ports of the directional coupler board 
are connected to transmitters, or representative components, and the transceiver ports of 
the directional coupler board are connected to measurement devices. 
The operation of the 2 by 4 experimental setup that is shown starts with the signal 
generator, (Hewlett Packard Synthesized CW Generator 83712B (10MHz to 20GHz)). 
This feeds the system with an RF sinusoid at 2.46GHz. This sinusoidal signal output is 
then sent to the directional coupler (Mini-Circuits ZABDC20-252H-S+ 800 – 
2500MHz). The through path of this directional coupler feeds the power splitter, 
whereas the coupled path is fed as a reference signal to the measurement device, the 
Vector Volt Meter. 
Following the through path of this experimental setup, the signal flows to the power 
splitter. This signal is then split into eight signals using power splitter (Mini-Circuits 
Power Splitter ZB8PD-4.5+ 2600 – 4200MHz). Each of these signals flow into each 
element’s voltage controlled attenuator and phase shifters, two phase shifters are used 
for each element to achieve 360
o
 of phase control for each element. Each element has its 
own attenuator and phase shifter circuit, which have their own individually controlled 
voltages that are set via the breakout boxes (National Instruments  BNC – 2110) 
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figure 6-23: Block Diagram of the 2 by 4 Experimental Setup. 
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by the LabVIEW Graphical Programming Environment. LabVIEW provides the means 
to digitally setup the experimental test-bed to have individual amplitude and phase 
errors for each element of the array and then to implement the calibration algorithms. 
The control provided by LabVIEW via the breakout boxes is shown by the orange 
inputs to each of the attenuator and phase shifter circuits. 
Once the attenuation and phase shifts have been set for each element of the array, these 
signals are then sent to the element amplifier (Mini-Circuits VNA-25), which are 
included to ensure the signal levels are within the range of the measurement device. 
Finally, the signals are fed to the directional coupler board where the through path is fed 
to the high-speed oscilloscope (Agilent Infiniium 54853A DSO 2.3GHz) for 
measurement. The coupled paths are fed back to LabVIEW to implement calibration, 
via a SP4T switch (Mini-Circuits Switch SP4T ZSWA-4-30DR DC – 3GHz), which 
chooses the measurement port to measure, through to the measurement device. 
For the purposes of measurement, the antenna elements were replaced by connecting the 
outputs of the directional coupler measurement board to a high-speed oscilloscope. This 
2 by 4 representative system is more clearly seen in the block diagram of its setup as 
shown in figure 6-23. The elements not connected to the oscilloscope are terminated in 
50# loads. 
The measurement device that was chosen for this representative system was a Vector 
Volt Meter (VVM) circuit. The reason for this choice is that it represents the operation 
of the receiver by measuring the amplitude and phase of the RF sinusoidal signal. It 
does this by using a pair of logarithmic amplifiers to transfer the RF signals large 
dynamic range to that of a DC voltage small dynamic range. This is provided by Analog 
Devices LF – 2.7GHZ RF/IF Gain and Phase Detector AD8302 that outputs two 
voltages. These are a DC voltage representation of the Amplitude and Phase of the RF 
signal. That is calculated by comparing the measurement signal to the reference signal 
provided by the directional coupler at the start of the experimental setup block diagram, 
figure 6-23.  
The process by which the calibration is achieved by applying voltages to the attenuators 
and phase shifters of each element of the array, in order to create an array with 
amplitude and phase imbalances in the array. The calibration algorithm is then started in  
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figure 6-24: Photograph of the 2 by 4 Experimental Setup. 
LabVIEW, Where each element is measured using the VVM and this measurement is 
used to correct the input voltages for the element being calibrated. At the end of the 
calibration of the whole array, the individual attenuator and phase shifters have different 
voltages which reflect the differences in the calibration paths and components that are 
considered in order to calibrate the array. 
A single AD8302 chip outputs one voltage corresponding to phase. The phase 
measurement voltage is symmetrical around 0
o
, which means that -90
o
 and +90
o
 have 
the same output voltages. To overcome this impediment, two AD8302 chips were used, 
where the RF signal was shifted by 90
o
, so that the second phase voltage would indicate 
in which quadrant the phase is located. Therefore there are four voltage measurements 
outputted by the VVM to LabVIEW, which represent two amplitude and phase 
measurements respectively. The actual 2 by 4 experimental setup is shown in figure 
6-24. 
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6.3.1.2 Calibration Methodology Implemented By NI LabVIEW 
The calibration algorithms were implemented using National Instruments (NI) 
LabVIEW. This was achieved through the feedback structure that starts with the 
directional coupler measurement board which fed back a portion of the transmit signals 
to the VVM, where the RF signal is converted to four DC voltages. These voltages are 
fed back to the PC using the breakout boxes, which are connected to the two NI cards 
needed for this system. The first of these is NI PCI 6253 that provides 2 analog outputs, 
16 analog inputs and 24 digital inputs or outputs. The second card is NI PCI 6723 that 
provides 32 analog outputs. These cards are used to provide output voltages to control 
the attenuator and phase shifter circuits. They also measure the VVM amplitude and 
phase voltages. These boards are utilised by LabVIEW to achieve calibration.  
Each of the algorithms starts off by setting amplitude and phase errors for each element 
of the array. This is achieved using the cluster and subvi (virtual instruments) 
functionality of LabVIEW for the collection and grouping of the parameters. Then each 
of the calibration algorithms are implemented in LabVIEW based upon the 
methodology that was described in Chapter 5. The algorithms are implemented 
sequentially as the prototype directional coupler boards used are the passive ones. There 
is no switching between the coupler paths, they are all measured at once. To achieve 
calibration the algorithms are implemented by sequentially measuring and calibrating 
each element. 
Another aspect to the LabVIEW implementation of the calibration algorithms has to do 
with the actual calibration of each element. The attenuator and phase shifter circuits are 
controlled by two separate voltages, one for the attenuator and the other for the two 
phase shifters. However the voltage to attenuation relationship is not fully linear, and 
this also applies to the voltage to phase shifts relationships. Therefore to find the correct 
calibration voltage a search needs to be implemented. This was done using proportional 
control loop, where depending upon the comparison between the current measurement 
and the measurement of the reference element, the input voltage to the attenuator and 
phase shifter circuit is stepped up or down; this is more clearly seen from the block 
diagram of the calibration control in figure 6-25. Other types of control structures could 
be implemented for this control process, such as PI or PID controllers. 
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figure 6-25: Control Loop Block Diagram. 
Once the appropriate control voltage is found for the attenuator, the process is repeated 
for the phase shifter’s control voltage. This is repeated for both the attenuator and phase 
shifter’s control voltages three more times. The reason for this repetition is that the 
attenuator and phase shifters are interdependent. An alteration to the control voltage of 
the attenuator will cause an alteration in the phase shifter’s output, and vice versa. These 
alterations in the attenuation and phase of the element become less as the alterations are 
smaller, therefore the need to repeat the process several times.  This is a particular 
implementation issue of this experimental test-bed and not a property of the calibration 
approach. A digital beamformer would not suffer from this issue. 
6.3.1.3 Experimental Test-Bed Results 
The 2 by 4 experimental test-bed was designed to test the calibration capabilities of this 
calibration approach. That is to say that the principle of calibration is under test, as well 
as the measurement structure and the algorithms. The algorithms that were implemented 
in the 2 by 4 implementation were the top left reference, shortest path and dual path 
algorithms. The algorithm’s performance was then compared to performance targets of 
±0.5dB and 5
o
 amplitude and phase errors, which are the required performance of 
passive or fixed antenna array implementation for commercial systems [325]. Active 
arrays are required to hit these targets as well. If these targets are exceeded, then this 
will result in better performance of the array. 
The calibration of the experimental test bed for each algorithm starts with applying 
amplitude and phase errors to the array. This is done by applying a voltage to the 
attenuator and another to the two phase shifters. The calibration errors that were applied 
to the 2 by 4 array are shown in Table 6-11. Errors were not applied to element (1,1) as 
for the top left reference case this is the element to which the rest of the array is 
calibrated to. As the elements are centred at the operating phase centre of the device the  
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Table 6-11: Uncalibrated Amplitude and Phase Errors for the 2 by 4 Experimental Test-bed. 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,2) -2.2 104.5 
(2,1) 2.3 -15.5 
(2,2) -1.0 -88.6 
(1,3) -6.0 70.8 
(2,3) 1.1 26.1 
(1,4) -1.6 107.6 
(2,4) -2.9 -90.3 
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figure 6-26: Screen Shot of four Uncalibrated Signals from the 2 by 4 Experimental Test-bed. 
reference element is set to have zero amplitude and phase errors. This allows more 
range for the errors in the other elements. The other elements errors were chosen to 
show the capabilities of this calibration approach, as we are not limited to small errors. 
These errors are shown graphically in figure 6-26, which shows 4 of the eight channels 
in a screen shot taken by the high speed oscilloscope. From this point the calibration 
algorithms can be applied to the uncalibrated array. 
6.3.1.3.1 Top Left Reference Algorithm 
The top left reference calibration algorithm was chosen to be applied to the 
experimental test bed as it is simple to implement and has good performance, being a 
comparison-based approach. This choice was made as it provided a quick verification of 
the performance of the experimental test bed. This algorithm was applied using 
LabVIEW and the algorithms methodology, which was presented in Chapter 5. This 
algorithm calibration performance is presented in figure 6-27, which shows four of the 
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eight elements of the array after calibration. This shows a significant change in the 
signals amplitude and phase relationships when compared to the uncalibrated signal. 
The results are presented in Table 6-12. These results show that the errors range from 
-0.55dB to 0dB and -5.7
o
 to 1.59
o
 for the amplitude and phase relationships. These 
results show that the performance has not hit the desired targets with two outliers in 
both amplitude and phase, where the amplitude outliers are -0.52dB and -0.558dB. The 
phase outliers are -5.14
o
 and -5.76
o
. These results, though they have not achieved the 
desired targets, do compare favourably to the predicted performance, from Matlab 
presented in chapter 5. This comparison is shown in figure 6-28. This shows that the 
measured phase performance has a wider distribution, but that the points are within the  
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figure 6-27: Screen Shot of four of the Calibrated Signals from the 2 by 4 Experimental Test-bed 
Calibrated by the Top Left Reference Calibration Algorithm. 
 
Table 6-12: Top Left Reference Algorithms Calibration Amplitude and Phase Errors for the 2 by 4 
Experimental Test-bed. 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,2) 0 0.44 
(2,1) -0.52 -2.66 
(2,2) -0.47 -1.59 
(1,3) -0.25 -3.10 
(2,3) -0.03 1.59 
(1,4) -0.33 -5.76 
(2,4) -0.55 -5.14 
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(a) 
 
(b) 
figure 6-28: The Simulation Results vs. the Experimental Results for the Top Left Reference 
Calibration Algorithm for a 2 by 4 Array, (a) Amplitude and (b) Phase. 
predicted range of the errors. The amplitude performance shows a significantly 
narrower distribution of errors, thus showing that the actual performance is superior to 
the predicted one. 
This experimental test-bed was implemented using the 2 by 4 directional coupler 
measurement board. This board experiences warping along its longest length. This 
affects the coupler errors experienced by the calibration. As the top left reference 
calibration algorithm does not employ any mitigation techniques these errors directly 
affect the calibration accuracy. These errors can be seen in Table 6-13. The coupler 
 178 
errors are larger then the calibration errors experienced by the array. This is due to the 
sequential nature of the coupler errors, so that errors can cancel each other out. Consider 
the calibration path to element (1,4), this element is calibrated to element (1,3). Element 
(1,3) was calibrated to element (1,2), which was calibrated to the reference element 
(1,1). The chain of these calibration elements contain an absolute maximum amplitude 
error of -1.8925dB and phase error of 7.9667
o
, this creates a calculated error of 
1.1625dB and 6.562
o
 amplitude and phase error experienced by element (1,4). This is 
not the case, the calibration error for element (1,4) is -0.33dB and -5.756
o
. This 
improvement over the predicted cancelation in the coupler errors comes from the 
cancelation of the measurement sensor errors, as it will see some of the coupler error as 
part of the sensor’s error contribution.  
 
6.3.1.3.2 Shortest Path Calibration Algorithm  
The shortest path algorithm was the next to be implemented upon the experimental test-
bed. After the top left reference algorithm, the shortest path is the simplest algorithm. It 
has the advantage of shorter calibration paths to the elements of the array over the top 
left algorithm. This was implemented to show the impact of this shortening. The 
shortest path algorithm presented better performance then the top left algorithm, as 
predicted. This is seen in Table 6-14. The calibration errors range from -0.139dB to 
0.449dB and -5.7
o
 to 3.98
o
 amplitude and phase respectively. These error ranges meet 
the ±0.5dB amplitude error criteria, while having one outlier to the 5
o
 phase error 
criteria at -5.756
o
. The experimental results compare favourably to the theoretical 
predicted performance, as shown in figure 6-29. The amplitude distribution is narrower 
than the predicted results, similar to the top left reference algorithm’s performance. The 
phase distribution comparison shows a wider distribution of errors for the experimental 
results, while showing that the errors remain within the predicted range of errors except 
the outlier at -5.7
o
. 
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Table 6-13: The Amplitude and Phase Errors for Coupler Paths used by the Top Left Reference on 
the 2 by 4 Directional Coupler Measurement Board. 
Top Left Reference 
Calibration Algorithm Coupled Paths 
dB degrees  
(1,1) Sensor 1 0.94 -0.73 
(2,1) Sensor 1 0.28 -1.93 
(2,2) Sensor 1 0.34 0.27 
(1,2) Sensor 1 1.30 2.47 
    
(1,2) Sensor 2 -1.15 7.97 
(2,2) Sensor 2 - - 
(2,3) Sensor 2 -1.37 -1.23 
(1,3) Sensor 2 -1.89 1.97 
    
(1,3) Sensor 3 0.75 -2.23 
(2,3) Sensor 3 - - 
(1,4) Sensor 3 1.22 -4.33 
The shortest path algorithm also experiences the increased coupler errors due to the 
warping of the board, the same as the top left algorithm. The shortest path does not 
implement any mitigation techniques either. The improvement achieved over the top 
left algorithm is due to the shorter paths between the reference element and the rest of 
the elements of the array. This improvement can be seen from the comparisons of the 
calibration results in table 6-15 and table 6-16 for amplitude and phase comparisons 
respectively. This comparison is shown graphically in figure 6-30. This representation 
shows that the amplitude calibration errors for both algorithms have the same 
distributions; however, the top left algorithm has more elements at the tail. The phase 
error distribution shows that that the top left algorithm has a narrower distribution then 
that of the shortest path, even with it having more elements as outliers for the 
performance criteria. This increased distribution is due to warping error along the paths 
as the shortest path is centred at element (1,2) and for it to calibrate the elements of the 
array, it uses paths with consistently higher error, producing fewer elements with tiny 
calibration errors. The coupler path errors used by the shortest path algorithm are shown 
in table 6-17. 
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Table 6-14: Shortest Path Algorithms Calibration Amplitude and Phase Errors for the 2 by 4 
Experimental Test-bed. 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) 0.027 3.99 
(2,1) 0.37 3.1 
(2,2) 0.43 0.18 
(1,3) 0.19 3.99 
(2,3) 0.14 -2.66 
(1,4) -0.14 -5.76 
(2,4) 0.45 -3.09 
 
 
(a) 
 
(b) 
figure 6-29: The Simulation Results vs. the Experimental Results for the Shortest Path Calibration 
Algorithm for a 2 by 4 Array, (a) Amplitude and (b) Phase. 
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Table 6-15: Comparison of Amplitude Calibration Errors of the Top Left Reference Algorithm and 
the Shortest Path Algorithm  for the 2 by 4 Experimental Test-bed. 
Element Top Left (dB) Shortest Path (dB) 
(1,1) 0 0.03 
(1,2) 0 0 
(2,1) -0.53 0.37 
(2,2) -0.47 0.43 
(1,3) -0.25 0.19 
(2,3) -0.03 0.14 
(1,4) -0.33 -0.14 
(2,4) -0.56 0.45 
 
 
 
 
Table 6-16: Comparison of Phase Calibration Errors of the Top Left Reference Algorithm and the 
Shortest Path Algorithm for the 2 by 4 Experimental Test-bed. 
Element Top Left (degrees) Shortest Path (degrees) 
(1,1) 0 3.99 
(1,2) 0.44 0 
(2,1) -2.66 3.1 
(2,2) -1.59 0.18 
(1,3) -3.1 3.99 
(2,3) 1.59 -2.66 
(1,4) -5.76 -5.76 
(2,4) -5.14 -3.1 
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(a) 
 
(b) 
figure 6-30: The Comparison of the Probability Density Functions of the Calibration Errors for the 
Top Left Reference and Shortest Path Algorithms on the 2 by 4 Directional Coupler Measurement 
Boards, (a) Amplitude and (b) Phase.  
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Table 6-17: The Amplitude and Phase Errors for Coupler Paths used by the Shortest Path 
Calibration Algorithms on the 2 by 4 Directional Coupler Measurement Board. 
Shortest Path Calibration 
Algorithm Coupled Paths 
dB degrees 
(1,1) Sensor 1 0.94 -0.73 
(2,1) Sensor 1 0.27 -1.93 
(2,2) Sensor 1 0.33 0.27 
(1,2) Sensor 1 1.31 2.47 
    
(1,2) Sensor 2 -1.15 7.97 
(2,2) Sensor 2 - - 
(2,3) Sensor 2 -1.37 -1.23 
(1,3) Sensor 2 -1.89 1.97 
    
(1,3) Sensor 3 0.75 -2.23 
(2,3) Sensor 3 - - 
(1,4) Sensor 3 1.22 -4.33 
(2,4) Sensor 3 0.42 -2.73 
 
6.3.1.3.3 Dual Path Calibration Algorithm 
The final calibration algorithm that was implemented upon the 2 by 4 experimental 
testbed was the dual path approach. This dual path algorithm that was implemented was 
where the reference element was at element (1,1). The reason behind this choice was 
due to the performance of the shortest path. The dual path algorithm utilises a mitigation 
technique for the coupler errors. However, by implementing it using the reference 
element at (1,2), the calibration would be comparing calibration paths with large errors. 
This would not display the performance of the algorithm to its best advantage.  
The choice of reference location was advantageous as the performance of this 
implementation shows how successful the dual path algorithm is compared to both the 
top left and shortest path algorithms at calibrating the array. This improvement comes 
from the averaging of the two calibration paths to mitigate the coupler errors. This 
performance is shown in Table 6-18. It presents error ranges of -0.55dB to 0.0268dB 
and -2.3
o
 to 0.7
o
 amplitude and phase relationships respectively. These error ranges 
show significant improvement over the top left and shortest path algorithms when using 
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Table 6-18: Dual Path Algorithm Calibration Amplitude and Phase Errors for the 2 by 4 
Experimental Test-bed. 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,2) 0.03 0.44 
(2,1) -0.47 -1.59 
(2,2) -0.56 -1.95 
(1,3) -0.25 -1.33 
(2,3) -0.16 0.70 
(1,4) 0 -2.30 
(2,4) -0.27 -1.95 
 
 
 
Table 6-19: Comparison of Amplitude Calibration Errors of the Top Left Reference, Shortest Path 
and Dual Path Algorithms for the 2 by 4 Experimental Test-bed. 
Element Top Left (dB) Shortest Path (dB) Dual Path (dB) 
(1,1) 0 0.03 0 
(1,2) 0 0 0.03 
(2,1) -0.53 0.37 -0.47 
(2,2) -0.47 0.43 -0.56 
(1,3) -0.25 0.19 -0.25 
(2,3) -0.03 0.14 -0.16 
(1,4) -0.33 -0.14 0 
(2,4) -0.558 0.449 -0.27 
 
paths of the same length as the top left algorithm. The improvement is solely based 
upon the coupler error mitigation technique utilised by the algorithm. The improvement 
over the other algorithms is shown in table 6-19 and table 6-20, and this is shown 
graphically in figure 6-31. These tables show the amplitude and phase errors 
respectively for each of the algorithms. These show improvements from -5.7
o
 phase 
error for element (1,4) for both the top left and shortest path algorithms to  -2.3
o
 for the 
dual path algorithm. However, this improvement is not always the case. The amplitude 
errors were increased for one element where the error was -0.47dB and 0.42dB for the 
top left and shortest path algorithms respectively. This error was increased to -0.55dB 
for the dual path algorithm. 
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Table 6-20: Comparison of Phase Calibration Errors of the Top Left Reference, Shortest Path and 
Dual Path Algorithms for the 2 by 4 Experimental Test-bed. 
Element Top Left (degrees) 
Shortest Path 
(degrees) 
Dual Path 
(degrees) 
(1,1) 0 3.99 0 
(1,2) 0.44 0 0.44 
(2,1) -2.66 3.1 -1.59 
(2,2) -1.59 0.18 -1.95 
(1,3) -3.1 3.99 -1.33 
(2,3) 1.59 -2.66 0.71 
(1,4) -5.76 -5.76 -2.30 
(2,4) -5.14 -3.1 -1.95 
 
(a) 
 
(b) 
figure 6-31: The Comparison of the Probability Density Functions of the Calibration Errors for the 
Top Left Reference, Shortest Path and Dual Path Algorithms on the 2 by 4 Directional Coupler 
Measurement Boards, (a) Amplitude and (b) Phase. 
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(a) 
 
(b) 
figure 6-32: The Simulation Results vs. the Experimental Results for the Dual Path Calibration 
Algorithm for a 2 by 4 Array, (a) Amplitude and (b) Phase. 
The reason why the error was increased was due to the combination of two paths, one 
with a larger error then the one used for the other two algorithms. This increased the 
error due to the averaging process used to mitigate the coupler errors. This error is the 
one outlier to the desired performance error ranges of ±0.5dB and 5
o
, as there are no 
phase outliers. This algorithms experimental performance is finally compared to its 
predicted performance in figure 6-32. This shows that the experimental results have a 
narrower distribution of amplitude errors, similar to the previous two algorithms, which 
indicates the model used to estimate the amplitude errors is too conservative. The phase 
errors have the same distribution as the predicted one. 
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6.3.2 Summary of 2 by 4 Experimental Test-bed  
The aim of the 2 by 4 experimental test-bed was to test the feasibility of the 
representative system. This section showed that the representative system could provide 
successful calibration of the array, that it provides enough control and accuracy to show 
the differences between the algorithms and show the effectiveness of this calibration 
approach. 
This test-bed verified the performance of the top left reference, shortest path and dual 
path algorithms. The performance of each of these algorithms is shown, by comparing 
their predicted results, to give a consistently better amplitude distribution than expected 
from the theoretical results given the measured coupler parameters. However, for the 
top left and shortest path algorithms, their phase distributions were wider compared to 
the simulations, although the errors did not exceed the predicted spread. The dual path 
algorithm, on the other hand, showed a distribution extremely close to the predicted 
one. The experimental results show that the performance of the calibration algorithms 
was generally as predicted from the previous chapter and that the dual path algorithm is 
the best performing one. This is shown with only a single amplitude outlier to the 
±0.5dB criteria.  
The only noteworthy difference from the predicted performance was the shortest path 
distribution of errors, which was wider, then that of the top left reference algorithms’. 
This was due to the warping experienced by the directional coupler measurement board. 
The performance of this algorithm was still better then the top left one, with only a 
single phase outlier to the 5
o
 criteria. This could be overcome by decreasing the coupler 
path errors seen by this element, by reducing the error in the directional coupler or 
choosing a different set of paths to that particular element. This outlier will distort the 
radiation pattern of the array, this may not be a problem though it would depend upon 
the application. 
Another point to observe about the test bed was that there was very little change in a 
calibrated array over time, and the efficiency of the calibration over time. This is 
however an observation in the confines of the laboratory. The second consideration was 
that when the channels that were connected to the oscilloscope or when there was no 
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channels connected to the oscilloscope during calibration, there was no observed 
difference in the calibration accuracy results.  
6.3.3 4 by 4 Experimental Test-bed 
The second test-bed was the 4 by 4 array size. After the success of the 2 by 4 test-bed, 
the array size was extended to the 4 by 4 to more fully look at the calibration approach. 
This extension was chosen as it creates a square array that will be of sufficient size that 
will test the calibration algorithms more fully. Some of the calibration algorithms work 
better over square arrays then rectangular ones, highlighted in the 2 by 4 testbed by the 
significance of path choice through the array during calibration. This is due to the 
symmetry of the square arrays; the calibration algorithms can take advantage of this by 
the choice of reference elements, such as in the shortest path calibration algorithm. This 
led to the choice of the 4 by 4 array.  
6.3.3.1 Implementation of the 4 by 4 Experimental Test-Bed 
The same repeating system was used to create the 4 by 4 test-bed. The same voltage 
controlled units were used for the additional 8 elements. This is shown in the block 
diagram of the 4 by 4 test-bed, in figure 6-33. The system adds 8 additional elements 
and this requires some additional components. This block diagram shows the transmit 
setup for calibration. The reason for this choice is that it was the simplest to implement. 
The receive calibration can be done by swopping the voltage controlled attenuators and 
phase shifter units with the measurement devices and visa versa.  
The representative system is fed by a sinusoidal signal at 2.46GHz. This signal is then 
passed through an amplifier circuit (Mini-Circuits VNA-25). This feeds the directional 
coupler that provides the reference signal for the measurement device. The directional 
coupler through path provides a signal to the power splitters. To accommodate the 
additional signals, a two-tier splitter architecture was employed. It consists of a three-
way splitter (Mini-Circuits Power Splitter 2B3PD- 2400W - S 700 – 2400MHz), which 
splits the signal into two. Each of these signals is passed to an eight-way splitter. These 
provide the required 16 equal signals. The through path of the experimental setup is 
completed with each channel having its own voltage controlled attenuator and phase 
shifter circuit followed by an amplifier. These signals are fed into the transceiver ports  
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figure 6-33: Block Diagram of the 4 by 4 Experimental Setup. 
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of the 4 by 4 directional coupler measurement board. The output of this board is 
measured by the high-speed oscilloscope. 
The feedback path for the 4 by 4 test-bed was created by taking the signals from the 
sensor ports of the directional coupler measurement board and feeding them into a two 
tier switching setup. Each row of measurement signals is fed into a single SP4T switch, 
which chooses between them. Then the output of these three switches is fed into a 
second level SP4T switch, which chooses the row of interest. This is connected to the 
measurement device, VVM. LabVIEW uses the output of this to calibrate the array. The 
actual 4 by 4 test-bed can be seen in the series of photos, in figure 6-34, figure 6-35 and 
figure 6-36. 
 
 
figure 6-34: Side View of 4 by 4 Experimental Test-bed. 
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figure 6-35: Top View of 4 by 4 Experimental Test-bed. 
 
 
 
figure 6-36: End View of the 4 by 4 Experimental Test-bed. 
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6.3.3.2 Experimental Results of 4 by 4 Experimental Test-Bed 
The results of the 2 by 4 test-bed hinted at the significance of the choice of calibration 
paths. This was a motivating factor for the extension of the experimental test-bed. This 
also explains why some of the algorithms perform better upon a square array rather then 
on a rectangular one. The significance of the calibration paths came to light due to the 
effect of warping upon the shortest path calibration algorithm’s performance. This 
highlighted that even though the performance of the shortest path was predicted to be 
superior to that of the top left reference one, the distribution of the calibration errors 
was wider for the shortest path.  
This effect of warping will also severely impact upon the 4 by 4 experimental test-bed. 
This is due to the 4 by 4 directional coupler board experiencing more severe warping 
than presented in the 2 by 4 one.  The warping, a discussed in section 6.2.4, affects the 4 
by 4 board to a greater degree and along both axes. This has an effect upon the coupler 
errors, though in a different way then those in the 2 by 4. Due to the symmetry of the 
warping, the amplitude and phase errors are more consistent, with higher errors in 
general, but fewer outliers. This is particularly true for the amplitude errors. There was a 
mechanical method taken to attempt to correct the warping, which was to apply weight 
to the board over a couple of weeks. This had no noticeable effect upon the warping. 
Due to the impact of these errors, and how they show the significance of the choice of 
calibration path, an investigation of different reference element locations for each of the 
algorithms of interest was necessary. The top left algorithm was implemented using four 
different reference element locations, using the four corners of the array. Whereas the 
shortest path algorithm utilised the four central elements, i.e. (2,2), (2,3), (3,2) and (3,3) 
as reference elements in separate tests. Due to the significance of the calibration 
algorithms’ choice of paths, the dual path algorithm was implemented using eight 
different reference element locations, the top left reference’s reference locations and the 
shortest path’s ones. For completeness, each of these algorithms were implemented 
upon 3 by 3 and 4 by 4 array sizes to show the difference in the size and shape of the 
calibration. 
The extensive and systematic approach taken to the calibration is presented in detail in 
Appendix A with the key results presented here. The results will be presented as a 
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discussion rather then an exhaustive presentation of numerical results. The aim is to 
highlight the significance of the choice of calibration path, and the performance of each 
algorithm in the presence of significant coupler errors. 
6.3.3.2.1 Top Left Reference Algorithm 
The first algorithm implemented upon the 4 by 4 test-bed was the top left reference 
algorithm. This was implemented using four different reference element locations, 
corresponding to the corners of the array, i.e. (1,1), (1,4), (4,1) and (4,4). The results of 
these calibrations varied significantly for both the 3 by 3 and 4 by 4 implementations; 
the 3 by 3 one had different paths for optimum amplitude and phase performance. These 
were the reference elements at (1,1) and (1,4) for the amplitude and phase performance 
of the calibration. This alone shows the significance of the choice of the calibration 
paths. The calibration of the 3 by 3 array when the reference element is located at (1,1) 
achieved calibration errors of -0.22dB to 1.16dB and -8.86
o
 to 6.64
o
 for the amplitude 
and phase respectively; these results are presented in Table 6-21. Theses errors do not 
meet the calibration criteria of ±0.5dB and 5
o
. When compared with the predicted 
performance of the algorithm, as shown in figure 6-37, they do not perform well. This is 
the best performing configuration of the amplitude calibration of the 3 by 3 array. The 
best phase results were achieved by the calibration when the reference element was 
located at (1,4).  
 
Table 6-21: Top Left Reference Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 
array on the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element 
(1,1). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,2) -0.22 -2.66 
(1,3) -0.14 -8.86 
(2,1) 0.14 -2.21 
(2,2) -0.04 -5.31 
(2,3) 1.07 2.21 
(3,1) 1.16 1.77 
(3,2) 1.13 3.1 
(3,3) 1.16 6.64 
 194 
 
(a) 
 
(b) 
figure 6-37: The Comparison of the Probability Density Function of the Calibration Errors of the 
Top Left Reference Algorithm for a 3 by 3 array, where the Reference Element is (1,1), upon the  4 
by 4 Directional Coupler Measurement Board: (a) Amplitude and (b) Phase. 
This achieved calibration error ranges of -0.39dB to 1dB and -6.6
o
 to 6.6
o
 for the 
amplitude and phase respectively. These errors are presented in Table 6-22. These 
results do not meet the criteria of the ±0.5dB and 5
o
 errors. When compared with the 
predicted results they show larger error ranges and distributions, as shown in figure 
6-38. These errors are much higher then the predictions. This continues with the 4 by 4 
array results, which also have two different path choices for amplitude and phase 
performance; a (1,1) reference location for the amplitude performance and (4,4) for the 
phase. The viability of the use of two different references will only depend upon the  
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Table 6-22: Top Left Reference Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 
array on the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element 
(1,4). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,2) -0.10 5.76 
(1,3) -0.10 1.33 
(2,2) -0.80 6.64 
(2,3) 0.39 6.2 
(2,4) 0.16 2.66 
(3,2) -0.44 6.2 
(3,3) 0.13 2.21 
(3,4) -1.02 -6.64 
 
(a) 
 
(b) 
figure 6-38: The Comparison of the Probability Density Function of the Calibration Errors of the 
Top Left Reference Algorithm for a 3 by 3 array, where the Reference Element is (1,4), upon the  4 
by 4 Directional Coupler Measurement Board: (a) Amplitude and (b) Phase. 
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intelligence of the control unit programme. The amplitude performance achieved by the 
4 by 4 implementation was -0.22dB to 2.57dB. This is significantly worse then that of 
the 3 by 3 array. 
 
The phase calibration error range achieved by this was -11.07
o
 to 16.3
o
. These results 
are presented in Table 6-23. When compared to the predicted performance of the 
algorithm these results have larger errors and wider distributions for the phase results. 
The amplitude results show a better comparison, where the distribution is narrower then 
the predicted performance as shown in figure 6-39. The best phase performance of the 
top left reference algorithm implementations on the 4 by 4 array size achieved 
calibration error ranges of -3dB to -1.1dB and -19.48
o
 to 3.98
o
. These results are shown 
in Table 6-24 and compared to their predicted performance in figure 6-40. These results 
show wider distributions and errors then the predictions.   These error ranges exceed the 
criteria of ±0.5dB and 5
o
. 
 
 
Table 6-23: Top Left Reference Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (1, 1). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,2) -0.22 -2.66 
(1,3) -0.14 -8.86 
(1,4) -0.07 -11.07 
(2,1) 0.14 -2.21 
(2,2) -0.04 -5.31 
(2,3) 1.07 2.21 
(2,4) -0.04 -9.3 
(3,1) 1.16 1.77 
(3,2) 1.13 3.1 
(3,3) 1.16 6.64 
(3,4) 1.65 13.73 
(4,1) 1.68 11.07 
(4,2) 1.65 9.74 
(4,3) 2.49 13.73 
(4,4) 2.57 16.38 
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(a) 
 
(b) 
figure 6-39: The Comparison of the Probability Density Function of the Calibration Errors of the 
Top Left Reference Algorithm for a 4 by 4 array, where the Reference Element is (1,1), upon the  4 
by 4 Directional Coupler Measurement Board: (a) Amplitude and (b) Phase. 
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(a) 
 
(b) 
figure 6-40: The Comparison of the Probability Density Function of the Calibration Errors of the 
Top Left Reference Algorithm for a 4 by 4 array, where the Reference Element is (4,4), upon the  4 
by 4 Directional Coupler Measurement Board: (a) Amplitude and (b) Phase. 
Each of the top left reference algorithm implementation presented thus far has been 
presented in terms of their error ranges, comparison with their predicted performance 
and finally with the criteria of ±0.5dB and 5
o
 error ranges. These results did not perform 
well when compared in this way, bar a few exceptions such as the amplitude 
performance of the 4 by 4 implementation.  These results do show the top left 
algorithm’s tendency to increase the calibration errors as the size of the array increases. 
This also shows the significance of the calibration path choice in this calibration,  
 199 
Table 6-24: Top Left Reference Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (4, 4). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -2.04 -8.41 
(1,2) -2.41 -15.94 
(1,3) -0.36 -19.48 
(1,4) -0.91 -7.53 
(2,1) -3.07 -14.17 
(2,2) -2.25 -19.04 
(2,3) -0.80 -11.07 
(2,4) -0.94 -10.18 
(3,1) -0.66 -0.27 
(3,2) -1.53 -14.61 
(3,3) 0.16 -6.2 
(3,4) -0.66 -8.86 
(4,1) 0.03 3.99 
(4,2) -2.33 -16.38 
(4,3) 1.11 -3.99 
 
particularly as this calibration algorithm does not employ any mitigation technique to 
deal with the coupler errors. 
The causes of the high errors presented by this 4 by 4 test-bed implementation have 
several sources, the most significant of which are the coupler errors. They have a larger 
effect on amplitude than phase. However, the coupler errors are consistently high over 
the whole array, with few outliers. These errors are presented in Table 6-25. These 
errors, though increased due to warping, are not large enough to solely explain the 
performance of the 4 by 4 test-bed.  
This experimental test-bed is based upon the use of the voltage controlled attenuator and 
phase shifter circuits. These circuits offer valuable control over the amplitude and phase 
errors that can be introduced to the system for calibration. They are, however, 
interdependent. Therefore, a voltage applied to the attenuator will affect the phase 
shifter’s output. This has the effect of altering the response of the system based upon 
amplitude and phase errors. This property was highlighted in the implementation of the 
LabVIEW calibration, as it requires multiple iterations to calibrate a single element. 
However it also has the impact of altering the calibration of the elements due to higher 
amplitude and phase errors. 
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Table 6-25: The Errors for the 4 by 4 Directional Coupler Measurement Board. 
S12 S21 
Coupled Paths 
dB degrees dB degrees 
(4,1) Sensor 3 0.048 0.696 0.044 0.974 
(3,1) Sensor 3 0.828 -1.704 0.853 -1.526 
(3,2) Sensor 3 0.518 -1.284 0.534 -0.826 
(4,2) Sensor 3 0.008 -0.004 0.004 0.174 
      
(4,2) Sensor 6 0.548 0.996 0.544 1.274 
(3,2) Sensor 6 -0.262 2.196 -0.186 2.174 
(3,3) Sensor 6 -0.292 -0.304 -0.286 -0.126 
(4,3) Sensor 6 -2.282 2.196 -2.296 2.274 
      
(4,3) Sensor 9 -0.252 0.696 -0.216 1.374 
(3,3) Sensor 9 0.628 0.096 0.634 0.474 
(3,4) Sensor 9 0.748 -1.004 0.724 -0.226 
(4,4) Sensor 9 0.058 0.296 0.104 1.174 
      
(3,4) Sensor 8 0.278 -0.204 0.304 -0.226 
(2,4) Sensor 8 0.528 -0.304 0.504 -0.226 
(2,3) Sensor 8 0.828 0.796 0.774 0.174 
(3,3) Sensor 8 0.258 -1.004 0.264 -1.026 
      
(3,3) Sensor 5 -2.022 0.696 -1.976 0.874 
(2,3) Sensor 5 -0.652 -2.304 -0.696 -2.826 
(2,2) Sensor 5 -0.312 -2.004 -0.266 -2.226 
(3,2) Sensor 5 0.588 1.196 0.584 1.074 
      
(3,2) Sensor 2 -0.402 1.696 -0.426 1.474 
(3,1) Sensor 2 -0.322 -2.004 -0.326 -2.026 
(2,1) Sensor 2 1.248 1.296 1.224 1.174 
(2,2) Sensor 2 0.938 0.296 0.944 0.274 
      
(2,2) Sensor 1 -0.102 0.196 -0.076 0.074 
(2,1) Sensor 1 -0.102 0.096 -0.126 0.074 
(1,1) Sensor 1 0.108 1.196 0.094 1.174 
(1,2) Sensor 1 0.008 -1.304 -0.016 -1.626 
      
(1,2) Sensor 4 -0.372 -0.304 -0.386 -0.426 
(2,2) Sensor 4 0.498 0.796 0.544 -0.226 
(2,3) Sensor 4 -2.222 0.396 -2.26 0.074 
(1,3) Sensor 4 -0.232 -1.724 -0.206 -2.026 
      
(1,3) Sensor 7 0.508 0.256 0.494 0.204 
(2,3) Sensor 7 -0.122 0.346 -0.206 0.144 
(2,4) Sensor 7 0.168 -0.074 0.164 -0.056 
(1,4) Sensor 7 0.598 -0.884 0.614 -1.066 
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The final source of errors is due to the signal levels in the system. Due to the addition of 
two tier power splitters and the two tier switching, the levels of the signals feedback to 
the measurement device where significantly lower, even with the addition of the extra 
amplification stage added in right after the signal generator, the signal levels that 
reached the measurement sensor were reduced by nearly 10dB. This, in conjunction 
with a mismatch between the reference signal and the feedback signal levels led to less 
accurate measurements. This signal level difference is an issue of this implementation 
and a measurement sensor issue. It can be over come by an alternative implementation 
but is not an source of errors that can easily be considered in the algorithms calibration. 
Though with sufficient intelligence this could possibly be done. 
Each of these sources of errors, when combined, explain the high errors achieved by the 
top left calibration algorithms. However, they will also affect the other algorithms. 
Therefore the relative performance will be compared, and the significance of the choice 
of the calibration paths taken by the algorithms will be explored.  It should be noted that 
these errors are implementation artefacts from the prototype and are not inherent in the 
methodology or architecture. This does not mean that an alternative implementation 
would not suffer from implementation artefacts, but they will different depending upon 
the particular implementation. 
6.3.3.2.2 Shortest Path Calibration Algorithm 
The shortest path calibration algorithm was implemented upon the 4 by 4 experimental 
test bed utilising it to create 3 by 3 arrays and 4 by 4 ones. These were implemented 
using four difference reference element locations in the centre of the array, i.e. (2,2), 
(2,3), (3,2) and (3,3). These results were then compared, and it was shown that the best 
performing 3 by 3 arrays were different for amplitude and phase. It was the same 
situation for the 4 by 4 array. 
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Table 6-26: Shortest Path Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 array 
on the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element (3,3). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(2,2) -0.84 -10.18 
(2,3) -0.45 2.66 
(2,4) -0.52 -3.54 
(3,2) 0.07 4.43 
(3,4) -0.17 -1.33 
(4,2) -0.38 -2.21 
(4,3) 0.39 8.41 
(4,4) 0.23 5.76 
 
 
(a) 
 
(b) 
figure 6-41: The Comparison of the Probability Density Function of the Calibration Errors of the 
Shortest Path Algorithm for a 3 by 3 array, where the Reference Element is (3,3), upon the  4 by 4 
Directional Coupler Measurement Board: (a) Amplitude and (b) Phase. 
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The presentation of these results starts with the 3 by 3 array that gave the best amplitude 
performance. These results are presented in Table 6-26. These calibration errors range 
from -0.39dB to 1.23dB and -10.2
o
 to 8.4
o
 for amplitude and phase respectively. These 
errors exceed the criteria of ±0.5dB and 5
o
. When compared to the predicted 
performance they show good amplitude matching, as the distribution of the measured 
errors is close to that of the predicted performance. The phase errors show a much wider 
distribution, however, this shows the significance of path choice, and that it does not 
necessarily mean that it will perform in the same way for both amplitude and phase.  
The array with the best phase results are presented in Table 6-27. This table presents 
results that range from -2dB to 2.2dB and -5.7
o
 to 6.2
o
 for amplitude and phase 
respectively. These error ranges exceed the desired criteria. This shows a wide 
distribution for both amplitude and phase. The phase results are much closer to the 
distributions error range then the previous set.  
These performances are affected by the same set of error contributions as the top left. 
By moving the reference location and its choice of calibration paths through the array 
the amplitude error range has been reduced by 0.15dB, from 1.38dB to 1.23dB. The 
phase error ranges have improved by 1.3
o
, from 13.2
o
 to 11.9
o
. These error ranges are 
still high, but they show the improvement in the performance of the best performing 
amplitude and phase results of the 3 by 3 array results between the top left reference and 
shortest path algorithm implementations. 
The same situation can be seen for the 4 by 4 array implementation, whose best-case 
amplitude results are presented in Table 6-28. This shows calibration error ranges for 
the amplitude of -1.1dB to 0.39dB and for the phase of -10.2
o
 to 8.4
o
. These results are 
compared with the predicted performance, as shown in figure 6-43, which show that the 
amplitude performance is much narrower then the predicted performance. The phase 
error comparison is not as favourable. The distribution is wider, but the errors are within 
the error range of the distribution. 
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Table 6-27: Shortest Path Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 array 
on the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element (2, 3). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,2) -1.68 -4.87 
(1,3) -0.63 -0.27 
(1,4) -0.80 -5.76 
(2,2) -2.06 -5.76 
(2,4) 2.22 6.2 
(3,2) -1.5 -0.27 
(3,3) 0.56 1.33 
(3,4) 0.23 6.2 
 
(a) 
 
(b) 
figure 6-42: The Comparison of the Probability Density Function of the Calibration Errors of the 
Shortest Path Algorithm for a 3 by 3 array, where the Reference Element is (2,3), upon the  4 by 4 
Directional Coupler Measurement Board: (a) Amplitude and (b) Phase. 
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Table 6-28: Shortest Path Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (3, 3). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -1.10 -5.31 
(1,2) -0.10 -3.1 
(1,3) -0.62 -5.76 
(1,4) -0.59 -3.1 
(2,1) -0.7 -4.43 
(2,2) -0.84 -10.18 
(2,3) -0.45 2.66 
(2,4) -0.52 -3.54 
(3,1) -0.24 3.1 
(3,2) 0.07 4.43 
(3,4) -0.17 -1.33 
(4,1) -0.38 -0.44 
(4,2) -0.38 -2.21 
(4,3) 0.39 8.41 
(4,4) 0.23 5.76 
 
The best-case phase performance of the 4 by 4 array results is presented in Table 6-29. 
These results range from -2dB to 2.2dB and -5.7
o
 to 9.29
o
 for the amplitude and phase 
errors respectively. These measured errors are compared to the predicted results in 
figure 6-44. This comparison of distributions show that the measured results has wider 
curves. The phase results remain within the error range of the predictions, as do the 
amplitude results.    
These performances of the 4 by 4 array implementation of the shortest path algorithm 
provide larger benefits when compared to that of the top left one. They are effected by 
the same set of error contributions as the top left. The amplitude error range width is 
improved by 1.3dB, from 2.79dB to 1.49dB. The phase one is improved by 8.47
o
, from 
23.46
o
 to 14.99
o
. These improvements are larger then the improvements seen by the 3 
by 3 implementation. They are from the same sources. Shortening the calibration paths 
taken through the array and the choice of the shortest paths between elements have 
created these improvements in performance. These improvements show the choice of 
the calibration paths is important. The different paths chosen for the amplitude and 
phase also highlight the significance of this choice. 
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(a) 
 
(b) 
figure 6-43: The Comparison of the Probability Density Function of the Calibration Errors of the 
Shortest Path Algorithm for a 4 by 4 array, where the Reference Element is (3,3), upon the  4 by 4 
Directional Coupler Measurement Board: (a) Amplitude and (b) Phase. 
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Table 6-29: Shortest Path Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (2, 3). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -1.59 -0.44 
(1,2) -1.68 -4.87 
(1,3) -0.63 -0.27 
(1,4) -0.80 -5.76 
(2,1) -1.87 -3.99 
(2,2) -2.06 -5.76 
(2,4) 2.22 6.2 
(3,1) -1.41 2.66 
(3,2) -1.5 -0.27 
(3,3) 0.56 1.33 
(3,4) 0.23 6.2 
(4,1) -0.97 9.3 
(4,2) -1.97 -3.99 
(4,3) 0.91 5.76 
(4,4) 1.04 7.08 
6.3.3.2.3 Dual Path Calibration Algorithm 
Due to the importance of choosing the calibration path, this algorithm was implemented 
using eight different reference element locations. These were the four used by the top 
left reference algorithms, i.e. (1,1), (1,4), (4,1) and (4,4), and the shortest path reference 
locations, i.e. (2,2), (2,3), (3,2) and (3,3). The results from the calibration 
implementation presented some interesting results. The best performing 3 by 3 
implementation for amplitude results are by using the shortest path reference location of 
(3,3). The best phase performance is achieved using the top left reference location of 
(4,4). This shows how the choice of calibration paths varies from parameter to 
parameter and from path to path. The dual path calibration algorithm uses two paths for 
the calibration of the elements of the array, therefore the choice of path will have a 
greater impact upon the results. 
The best-case amplitude results of the 3 by 3 array, using reference element (3,3) is 
presented in Table 6-30.  The results presented in this table show amplitude error 
ranging from -1.04dB to 0.44dB and phase errors ranging from -10.62
o
 to 7.5
o
. When 
these results were compared to the predicted performance of the algorithm, as shown in 
figure 6-45, it shows a good matching with the amplitude distribution, though slightly 
wider. The phase distribution for this reference element location is significantly wider 
with outlier values. 
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(a) 
 
(b) 
figure 6-44: The Comparison of the Probability Density Function of the Calibration Errors of the 
Shortest Path Algorithm for a 4 by 4 array, where the Reference Element is (2,3), upon the  4 by 4 
Directional Coupler Measurement Board: (a) Amplitude and (b) Phase. 
Table 6-30: Dual Path Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 array on 
the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element (3,3). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(2,2) -1.05 3.99 
(2,3) -0.47 -8.41 
(2,4) -0.47 -6.64 
(3,2) -0.17 2.66 
(3,4) -0.65 4.87 
(4,2) -0.37 -4.43 
(4,3) 0.45 2.21 
(4,4) 0.26 7.53 
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(a) 
 
(b) 
figure 6-45: The Comparison of the Probability Density Function of the Calibration Errors of the 
Dual Path Algorithm for a 3 by 3 array, where the Reference Element is (3,3), upon the  4 by 4 
Directional Coupler Measurement Board: (a) Amplitude and (b) Phase. 
Table 6-31: Dual Path Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 array on 
the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element (2,3). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -2.25 -0.89 
(1,2) -1.86 -3.99 
(1,3) -0.76 -2.21 
(2,1) -1.86 -0.27 
(2,2) -2.01 -6.64 
(3,1) -0.88 3.99 
(3,2) -1.54 1.33 
(3,3) 0 -0.44 
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(a) 
 
(b) 
figure 6-46: The Comparison of the Probability Density Function of the Calibration Errors of the 
Dual Path Algorithm for a 3 by 3 array, where the Reference Element is (2,3), upon the  4 by 4 
Directional Coupler Measurement Boards, (a) Amplitude and (b) Phase. 
The best-case phase performance was achieved using the shortest path reference 
location of (2,3), which is presented in table 6-31. The results achieved an amplitude 
calibration range of -2.24dB to 0dB and a phase one of -6.64
o
 to 3.98
o
.  Though there 
were smaller ranges of errors the overall errors were larger. These errors were compared 
to the predicted results, as shown in figure 6-46. This comparison shows a distribution 
of errors which is larger for both amplitude and phase. The phase errors distribution is 
larger, with one outlier to the predicted error range of the algorithm. 
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The 3 by 3 array implementation of the dual path calibration showed that similar to the 
previous two algorithms, the best-case amplitude and phase performance do not take the 
same reference locations. This algorithm’s performance when compared to that of the 
top left reference algorithm and the shortest path one, does not perform as favourably as 
predicted. The amplitude performance is worse then that of the shortest path one, with a 
error range of 1.48dB compared to the shortest path error range of 1.23dB. The phase 
performance shows that the dual path calibration has superior performance with an 
improvement in the error range from 11.9
o
 for the shortest path to 10.62
o
. 
The 4 by 4 array size results show a slightly different trend. The 3 by 3 array 
performances were for the most part better for the reference elements in one of central 
locations. The 4 by 4 array performance for both amplitude and phase where better for a 
single shortest path location. However, the next best performing reference location for 
both was a top left reference location.  
The best performing dual path calibration algorithm implementation has its reference 
element at (3,2). The results of this calibration are shown in Table 6-32. This shows that 
the calibration error ranges are -1.04dB to 0.44dB and -8.41
o
 to 7.5
o
 for the amplitude 
and phase errors respectively. These measurements were then compared to the predicted 
performance of the dual path calibration algorithm over an array of the same size and 
the comparison is shown in figure 6-47. This comparison shows that the distribution of 
errors for both the amplitude and phase are wider then the predictions. The phase 
distribution has several outliers to the error range predicted by the simulations. The 
amplitude has only one. 
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Table 6-32: Dual Path Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (3, 2). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -0.91 -7.53 
(1,2) -0.95 -4.43 
(1,3) -0.13 -8.86 
(1,4) 0.73 -0.886 
(2,1) -1.25 -10.63 
(2,2) -0.80 -8.41 
(2,3) 0.70 1.33 
(2,4) 0.67 4.43 
(3,1) -0.59 -0.44 
(3,3) 0 -4.43 
(3,4) 1.98 1.33 
(4,1) 0.29 2.21 
(4,2) 0.26 -0.89 
(4,3) 1.09 8.86 
(4,4) 0.86 3.99 
When these results are compared to the other two algorithms, its performance shows an 
improvement in the amplitude performance, from 1.49dB amplitude error range of the 
shortest path algorithms to 1.48dB. The phase performance did not show an 
improvement. it presented an error range of 15.91
o
, whereas the shortest path algorithm 
achieved a phase error range of 14.99
o
. The difference between the algorithms is that the 
dual path algorithm includes a mitigation technique for the coupler errors. Due to the 
warping of the coupler board, all the errors have been increased and are very similar to 
each other. This makes the mitigation technique unable to combat the coupler errors 
effectively. This highlights the limitations of the mitigation technique, however its 
improvement in the performance it achieved in the 2 by 4 array shows the importance of 
the mitigation technique and that they can operate on a system with large error. 
However its failure on the 4 by 4 array test bed show that there is a limit to its operation 
due to the size and type of errors. 
This is in conjunction with the other preciously mentioned implementation issues of the 
4 by 4 experimental test-bed, the signal levels and reference signal matching for the 
measurement device and  the attenuator and phase shifter interdependence. 
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(a) 
 
(b) 
figure 6-47: The Comparison of the Probability Density Function of the Calibration Errors of the 
Dual Path Algorithm for a 4 by 4 array, where the Reference Element is (3,2), upon the  4 by 4 
Directional Coupler Measurement Board: (a) Amplitude and (b) Phase. 
6.3.3.2.4 Path Choice in the Calibration of the 4 by 4 Experimental Test-Bed 
The significance of path choices has been highlighted in the discussion of the 
calibration of the 4 by 4 experimental test-bed. To show the impact of this, the standard 
deviation of each of the 16 set of calibration results were plotted against the standard 
deviation of the coupler path errors that those algorithms would experience. These were 
plotted in four separate groups, the top left reference, the shortest path, and the dual 
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path which uses the top left reference element locations and the dual path that uses the 
shortest path reference elements. These are all plotted with a corresponding line fit to 
show the trends in the calibration accuracy as the coupler errors increase. These results 
are shown in figure 6-48 and figure 6-49.  
The amplitude results, figure 6-48, shows an interesting trend for the top left reference 
and the dual path algorithms that uses its reference element locations, that is as the 
coupler errors increase the calibration accuracy increases. This could be due to the 
longer path lengths offered by this reference element choice. It offers more cancellation 
of the coupler errors. Another aspect of this comparison of these two algorithms is 
lower, the dual path performs worse then that of the top left algorithm, this could be due 
to mitigation of the coupler errors are in fact increasing the calibration errors.  
The shortest path and the dual path algorithm that uses the same reference element 
locations shows that as the coupler errors increase, so does the calibration errors. The 
dual path algorithm presents a similar worse performance at low coupler errors as its top 
left counterpart. However, as the coupler errors increase, the increase in the dual path 
calibration errors are much slower then that of the shortest path one. 
For the phase results, the performance of all of the algorithms worsens as the coupler 
errors increase, as to be expected. When comparing the top left reference algorithm with 
its dual path counterpart, the dual path algorithm calibration errors increase at a faster 
 
figure 6-48: Comparison of the Calibration Amplitude Accuracy of the Top Left, Shortest Path, 
Dual Path with Top Left Reference Locations and Dual Path with Shortest Path Reference 
Locations Algorithms as the Directional Coupler Measurement Board Error Increase. 
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figure 6-49: Comparison of the Calibration Phase Accuracy of the Top Left, Shortest Path, Dual 
Path with Top Left Reference Locations and Dual Path with Shortest Path Reference Locations 
Algorithms as the Directional Coupler Measurement Board Error Increase. 
rate then the top left reference ones as the coupler errors increase. This backs up the 
assertion that the dual path needs differences in the errors to offer an advantage. Errors 
that are correlated will not be mitigated to the same degree.  When the shortest path 
algorithm and its dual part equivalent are compared, the dual path algorithm shows 
consistently higher calibration errors as the coupler error increases. This shows the 
dependence of the differences in the coupler path errors in mitigation performance when 
dealing with large coupler errors. 
These graphs are based upon a single 4 by 4 coupler board and experimental setup. This 
means that four measurements are used for each of the predictions. With more 
information these predictions would be much more accurate. As they are, they are 
useful in highlighting trends in the data. 
6.3.4 Summary of 4 by 4 Experimental Test-bed  
The 4 by 4 experimental test-bed suffered from multiple implementation issues, such as 
warping of the directional coupler measurement board, signal levels and reference 
signal mismatch for the measurement device and the interdependency of the attenuator 
and phase shifters. These are all implementation issues specific to this test-bed and do 
not represent problems in the calibration concept. These issues led to high calibration 
errors.  
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This test-bed did show trends in the calibration approach, that might not have come to 
light had it not suffered from these implementation issues. As predicted the shortest 
path calibration algorithm outperformed the top left reference one, because of its use of 
shorter calibration paths. The dual path algorithm does not always outperform the 
shortest path algorithm. This will depend upon the error environment. An effect of this 
is that the top left reference element locations can perform as well as a shortest path 
one. Therefore the dual path algorithm’s advantage over other algorithms depends upon 
the coupler errors being different between the paths. The trends in the results are 
summerized in Table 6-33 and Table 6-34. These tables show the amplitude and phase  
Table 6-33: Comparison Table of the Amplitude and Phase Error Ranges of the Calibration 
Algorithm Implementations for a 3 by 3 array. 
Algorithm 
Reference 
Element 
Amplitude Range 
(dB) 
Amplitude 
Range 
Width 
(dB) 
Phase Range 
(degrees) 
Phase 
Range 
Width 
(degrees) 
(1,1) -0.22dB$1.16dB 1.38 -8.86
o
$6.64
o
 15.5 Top Left 
Reference (1,4) -0.39dB $ 1dB 1.39 -6.6
o
 $ 6.6
o
 13.2 
(2,3) -2dB $ 2.2dB 4.2 -5.7
o
 $ 6.2
o
 11.9 
Shortest 
Path (3,3) 
-0.84dB $ 
0.39dB 1.23 
-10.2
o
 $ 8.4
o
 
18.6 
Dual Path (2,3) -2.24dB $ 0dB 2.24 -6.64
o
$3.98
o
 10.62 
 (3,3) -1.04dB$0.44dB 1.48 -8.41
o
$7.5
o
 15.91 
  
Table 6-34: Comparison Table of the Amplitude and Phase Error Ranges of the Calibration 
Algorithm Implementations for a 4 by 4 array. 
Algorithm 
Reference 
Element 
Amplitude Range 
(dB) 
Amplitude 
Range 
Width 
(dB) 
Phase Range 
(degrees) 
Phase 
Range 
Width 
(degrees) 
(1,1) -0.22dB$2.57dB 2.79 -11.07
o
$16.3
o
 27.38 Top Left 
Reference (4,4) -3dB $ 1.1dB 4.1 -19.48
o
$3.98
o
 23.46 
(2,3) -2dB $ 2.2dB 4.2 -5.7
o
 $ 9.29
o
 14.99 Shortest 
Path (3,3) -1.1dB $ 0.39dB 1.49 -10.2
o
 $ 8.4
o
 18.6 
Dual Path (4,4) -2.09dB$0.12dB 2.217 -15.94
o
$1.32
o
 17.26 
 (3,3) -1.04dB$0.44dB 1.48 -8.41
o
 $ 7.5
o
 15.91 
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ranges of calibration errors for the 3 by 3 and 4 by 4 array implementations. The 4 by 4 
array implementation shows the dual path’s first and second best performance to show 
the varying  reference locations. 
These trends were analysed when considering the path lengths and coupler errors. This 
showed that the top left algorithm offers the best possiblity of coupler error 
cancellation. The shortest path offers the greatest advantage for avoiding errors by 
choosing the shortest path between the reference element and the rest of the array. The 
dual path algorithm has similar properties in how it chooses the reference element 
locations. When the dual path algorithm chooses reference element locations from the 
top left aglorithm, it offers the greatest possibility of coupler error cancellation. It does 
increase the errors that will be included and the possibilities of increasing the 
cumulative errors with the longer paths. The dual path that employs the shortest path 
algorithms reference element locations has the possibility of avoiding errors by 
choosing the shortest path. It limits its ability to remove more of the coupler errors by 
having more elements directly connected to the reference element and therefore 
reducing the number of possible dual paths. 
6.4 Investigation of Possible Wideband Operation 
The calibration experiments presented so far are narrowband in nature using a single 
sinusoidal signal.  There is significant interest in wideband array calibration.  This is 
more difficult and requires complex digital beamformers.  However preliminary 
exploration using the testbed verify that the methodology being proposed is highly 
suitable to wideband characterisation of antenna arrays. 
The directional coupler has a 50 MHz bandwidth which is relatively narrow.  The RF 
circuitry that was purchased is similarly narrowband. Together, the experiments 
possible were limited to a relatively narrow range of frequencies, but successful array 
characterisation over 50 MHz would still be a significant achievement.   
The methodology and architecture proposed in the earlier chapters is based on the idea 
of relative measurement.  The performance of the coupler and sensing electronics will 
degrade as they move out of their band of operation.   However if they degrade 
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consistently within the 2 by 2 tile, the characterisation of the phase and gain mismatch 
will remain viable and perform to a high degree.   
This was tested by calibrating the 2 by 4 test-bed over a range of frequencies.  This is an 
acceptable approach allowing for an interpolated spectral response to be generated.  
This will allow for a digital filter to be designed with the inverse response in the digital 
beamformer or the baseband.   
The 2 by 4 array size was chosen as it does not experience the high errors experienced 
but the 4 by 4 array. The frequency range of interest was chosen based upon the 
frequency of operation of the components of the test-bed and the test-bed ability to 
perform calibration over the range. This resulted in frequency range of 2.42GHz to 
2.48GHz creating a 50MHz frequency range for this test-bed.  This experiment sets out 
to test the theory of calibration in the presence of graceful degradation of performance 
as we move to a wider band of operation. 
The results of the preliminary experiments were excellent.  The standard deviations of 
amplitude and phase performance of the test-bed are graphed over the frequency range, 
2.42GHz to 2.48GHz, as shown in figure 6-50 and figure 6-51 respectively. This data is  
 
figure 6-50: The Calibration Amplitude Accuracy over the Frequency Range 2.42GHz to 2.48GHz 
on the 2 by 4 Experimental Test-Bed. 
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Table 6-35: Comparison of the effectiveness of the least squares fit line and curve. 
Fit Errors Curve Line 
Maximum 0.104 0.1336 
Minimum 1.8769 x 10
-4 
9.892 x 10
-4 
Mean 0.0414 0.0442 
 
presented as points, and then used to create a least squares fit curve to show a trend in 
this data. For the amplitude results, two least squares approximation were used. The 
comparison of these approximations are presented in table 6-35, which show that the 
curve is the better fit. It shows for both amplitude and phase that the calibration 
performs best at the centre frequency of operation, 2.46GHz. They then start to increase 
as the frequency increase from this centre frequency. The errors slowly curve up as the 
frequency lowers from the centre frequency. The performance accuracy of the 
calibration algorithm degrades from 0.31 dB to 0.35 dB and from 2.5
o
 to 3.5
o
 standard 
deviation errors for gain and phase respectively.  This is a significant achievement over 
a 50 MHz bandwidth, considering the quality of components and the known issues in 
the 2 by 4 testbed coupler network. 
 
figure 6-51: The Calibration Phase Accuracy over the Frequency Range 2.42GHz to 2.48GHz on 
the 2 by 4 Experimental Test-Bed. 
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6.5 Comparison with other Published Techniques 
Thus far the results of this calibration approach have been discussed in terms of the 
performance compared to itself and the industry-provided ±0.5dB and 5
o
 amplitude and 
phase mismatch criteria. This section will discuss the results in terms of the published 
results from some of the other techniques that have been used. Two well-recognised 
techniques from Chapter 3 were discussed - the Automatic Calibration Method using a 
Transmit Signal (ACTS) [197, 198], and the results from the TSUNAMI (II) [207] 
project.  These two examples are representative of the other approaches to calibration 
and give good benchmarks for what is possible. 
The ACTS method of calibration published two sets of calibration results for different 
array structures: the first was for a three element circular array; and the second for a 3 
element linear array. The circular array results reported ±0.05dB and 0.83
o
 for the range 
of remaining amplitude and phase mismatch error. The linear array results increase the 
phase error range to ±3
o
.  Circular arrays are always optimal as they have uniform path 
lengths to each element with their inherent measurement structure and a high quality 
measurement sensor may be used.  The results for the linear array are substantially 
worse as the path lengths to the elements need to be matched using a feed network, 
which would induce new errors. From the 3 element array comparison it is clear to see 
the errors increase significantly. This would only worsen for increased array size.  In 
comparison with the results from our new approach, the circular array is, as to be 
expected, superior to our results.  For the linear array however, the experimental results 
presented from our approach yield significantly better results (even with the warping). 
The TSUNAMI (II) project published a set of results for a linear array that achieved 
±0.04dB and ±0.4
o
 for amplitude and phase calibration accuracy. These results are 
extremely accurate and offer the best published performance. They are achieved by 
using a single precision sensor element and basestation grade circuitry with an external 
transmit signal for calibration. Fewer feedback errors than other published work are 
yielded from this project’s use of expensive basestation-grade components and 
precision components for the path routing.  For receive calibration, the TSUNAMI 
project utilised an additional antenna for external signal generation.   In comparison 
with the results presented in this thesis, the TSUNAMI results are superior.  With 
additional attention to detail and expertise in designing the coupler network, it would be 
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possible to improve the accuracy of this thesis’ approach.  However a distinguishing 
feature is the scalability of our new approach.  The TSUNAMI project still suffers from 
the challenge in routing large numbers of feedback paths to a single reference point.  
Beyond a certain size this is unfeasible. The TSUNAMI project offers no solutions past 
eight elements.   
In conclusion, the methodology presented in this thesis is comparable with the 
published techniques, where the calibration accuracy is traded off for scalability. The 
other published approaches get superior performance but this is at the cost of scalability.  
Our approach delivers scalability and could improve its accuracy with some attention 
paid to the directional coupler design.  There is no architectural impediment to 
achieving this performance. It is primarily limited by the coupler design.  With a better 
coupler design and substrate, performance would improve its accuracy and deliver the 
scalability. 
6.6 Summary 
This chapter has presented an experimental test-bed which was used to test the 
calibration approach proffered by this thesis. The calibration approach showed effective 
calibration and interesting trends in results. This chapter shows the ability of the 
mitigation techniques to reduce the impact of the coupler errors on the calibration 
accuracy.  
The chapter started with a presentation of the measurement structure implementation 
and how the six pirt directional coupler was designed specifically for this project to 
create the unique overlaping measurement structure with the multiple measurement 
sensors. This was implemented upon FR-4 substrate, which achieved approximately 
-39dB coupled paths. The implementation of the directional coupler measurement board 
suffers from warping as the array size increased. This was due to the thickness of the 
substrate used. They were sandwiched together and react differently to the 
environmental effects. These boards are passive in nature and are capable of graceful 
degradation of performance outside of their frequency of operation, while requiring a 
sequential approach to calibration. A switched version of the boards where designed to 
overcome this. It had narrowband performance over 50MHz range, while providing 
good isolation. 
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The experimental investigation of this calibration approach uses the passive directional 
coupler measurement boards in 2 by 4 and 4 by 4 test-beds which prove the calibration 
capabilities of the approach. The 2 by 4 array test-bed showed that the amplitude 
performance of the calibration is better then predicted. The phase performance was not 
as good, but the dual path calibration algorithm performs as well as predicted. It also 
meet the ±0.5dB and 5
o
 criteria for all but one amplitude error for one element.  
The experimental test-bed was extended to create a 4 by 4 array. This array showed 
more clearly the effects of the warping, the impact of the reference signal mismatch and 
signal levels on the measurement device. It also showed the impact of the 
interdependence of the voltage controlled attenuator and phase shifters. All of these 
error sources are implementation issues and will not effect other implementations. 
These errors did not prevent the calibration of the test-bed though they led to high 
calibration errors. This implementation highlights trends in the results, that might not 
have come to light had it not suffered from these implementation issues. The shortest 
path calibration algorithm outperformed the top left reference one as was expected from 
its use of shorter calibration paths. The dual path algorithm does not always outperform 
the shortest path algorithm. This showed a dependence upon the error environment. The 
dual path algorithm’s advantage over other algorithms depends upon the coupler errors 
being different between the paths in order for it to mitigate for them. 
These trends of the results were considered in terms of the path choice and the coupler 
errors of the algorithms. This showed that the top left algorithm overs the most 
possiblity of cancelation. The shortest path offers the greatest advantage for avoiding 
errors by choosing the shortest path between the reference element and the rest of the 
array. The dual path algorithm has similar properties to the other algorithms, when it 
chooses similar reference element locations.  
The investigation of the calibration approach and the experimental test-bed was finally 
used to look at the impact of frequency upon the calibration. This showed that the 
calibration errors increase as the frequency of operation moves away from 2.46GHz. 
These errors were shown over a frequency range of 50MHz; the errors are all within the 
range of 0.2dB to 0.5dB and for the phase results the range is 1
o
 to 4.5
o
. This showed 
that degraded performance in the implementation is not an impediment to high quality 
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calibration. With this understanding, it was demonstrated that wideband calibration 
should be possible, only limited by the components used in our testbed.   
The presentation of experimental results finished with a comparison of experimental 
results with those presented by other published techniques, Auto Calibration Technique, 
ACTS and TSUNAMI (II). The calibration techniques presented by this dissertation 
showed comparable performance to the ACTS approach when compared to the 3 
element linear array. When the relative sizes of the array were considered the ACTS 
approach was limited. Finally the comparison of the TSUNAMI (II) project was 
considered. The results it reported were extremely accurate. This technique uses 
basestation grade circuitry and an external calibration source. While our approach’s 
results were not as accurate, they were achieved on a system that it easily scalable, 
created using low cost components and in the presence of warping effects.  With a better 
experimental system, our results would substantially improve. The coupler solely limits 
the accuracy of this system. 
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7 Chapter 7 
The Conclusion 
7.1 Summary 
This thesis presented a novel approach to the calibration of antenna arrays, with its 
focus being scalability and dynamic calibration. The approach utilises multiple 
measurement sensors to achieve this. Each sensor is connected to multiple array 
elements to create a circular array or tile. These tiles are overlapped, so that most 
elements of the array are connected to multiple sensors. This created redundancy in the 
system, and this is employed by calibration algorithms to remove element and sensor 
errors and mitigate for other sources of errors. The accuracy of this novel approach is 
limited solely by the performance of the measurement structure, as the architecture 
offers no impediment to the accuracy.  
Key points of this thesis are: 
• The calibration approach presented by this research is novel. It utilises a network 
of circular arrays to create a scalable array structure that provides a measurement 
structure. By creating a measurement structure, dynamic calibration can be 
achieved without the need for additional external hardware. 
• Algorithms were specifically developed to exploit the nature of the network of 
circular arrays to calibrate the array. These algorithms remove the element and 
sensor errors from the array and have the capability to mitigate the other sources 
of errors. 
• The network of circular arrays requires symmetrical connectivity for the 
calibration to be effective. A unique directional coupler was developed to create 
this. This provides all the sensors that are connected to an array element with 
equal signals. 
• The experimental test bed was built for purpose for this unique calibration 
approach. It provides the means to fully test the capabilities of the calibration 
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principle, and the means to test further developments in the area of scalable 
measurement structure algorithms. 
• The calibration approach was demonstrated and measured upon a representative 
experimental test-bed. This achieved calibration that met the industrial 
requirement that it provide ±0.5dB and 5
o
 amplitude and phase mismatch 
criterion for all but a single amplitude outlier, 0.55dB. This accuracy is solely 
dependent upon the coupler’s performance. 
Each of these points contributes to the creation of a new paradigm for array 
characterisation and calibration. 
7.2 Conclusions 
This thesis presented a method to calibrate antenna arrays using a scalable approach that 
does not need additional external hardware to provide dynamic calibration. This 
approach is based upon a novel measurement structure with multiple measurement 
sensors that utilised a specially designed six port directional coupler to provide 
connectivity. This provides redundancy of measurement based upon the concept of 
tiling circular arrays to produce large planar array structures. This redundancy was 
exploited by calibration algorithms, which were specifically designed for this 
calibration approach and have the ability to remove the sensor and array element errors 
and mitigated the other measurement structure errors. The calibration methodology 
provides an efficient calibration of antenna arrays in which every aspect of them is 
susceptible to errors, in other words non-ideal implementations, and does not require 
any precision hardware to implement. The accuracy of this approach is solely dependent 
upon the coupler. This was shown on the experimental testbed, which was built for 
purpose but can be further utilised for the development of alternative approaches to the 
calibration problem. The architecture integrates the strengths of circular arrays into 
other array shapes without loss of performance. This provides a general solution to the 
calibration of any array shape, frequency or modulation scheme. 
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7.3 Future Work 
An idea for the further development of this research could include a second iteration of 
the test bed design where special attention is paid to the directional coupler boards and 
component operation. This would be used to verify that improved performance can be 
achieved by this calibration approach using improved equipment. This could then be 
compared to the other published techniques. 
The future avenues of investigation would be wideband applications and switching 
networks. The performance of this calibration approach showed promising results in 
wideband signal calibration. An investigation in to this would led to a significantly 
wider variety of applications for which antenna arrays could be used. The switching 
networks touched upon here showed the possibility to provide calibration during 
operation. This would be beneficial in time sensitive applications. The switching 
network creates the interesting problem of providing wideband switching while 
obtaining high isolation.  
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8 Appendix A 
Measure and Correct Calculation of Calibration Errors 
This appendix is concerned with the effectiveness of the measure and correct calibration 
algorithm. This means that the sources of errors of the measurement path are considered 
and the effectiveness of the measure and correct algorithm in removing these errors is 
analysed. The mechanism of calibration employed is described in Chapter 5. Therefore 
the description will start here with the objective to present the calculation of the 
effectiveness. The measurement path is shown in figure 8-1, showing the transmit 
operation of the measurement path. This shows the source of errors; these are 
represented as contributions to the signal. 
The signal is inputted into the transmitter block, this signal is at a specific frequency 
and level and will vary around this level in both amplitude and phase. This is then added 
to by the transmitters effect on the signal with its own variation in amplitude and phase. 
Then the signal flows through the directional coupler, which adds its own contribution 
in amplitude and phase. Then finally this measurement device measures this signal. It is 
also a source of amplitude and 
 
figure 8-1: Single Transmit Measurement Path showing the Component Blocks and Their 
Contribution as an Error Source. 
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figure 8-2: a 4 by 4 Antenna Array including Element and Measurement Sensor Numbering. 
phase errors. Each of these sources of errors will affect the accuracy of the calibration 
algorithms. It is important to consider how the calibration is performed and in this way 
decipher which errors sources are tackled by the calibration algorithm. 
The measurement and correct calibration algorithm, as mentioned in chapter 5, 
measures each of the elements and then creates an average measurement. This average 
measurement is then used to create the correction factor for each element of the array.  
Then, the array is calibrated using these correction factors. 
The calculation of the effectiveness of the measurement and correct calibration 
algorithm is presented in a series of tables and the equation is created for each element 
of the array to show the trends in the sources of errors. This is then used to create an 
overall equation that estimates the effectiveness of the calibration. The equations to 
describe the sources of errors that will effect the calibration algorithms are created in 
terms of the individual elements; the numbering convention for the elements of the 
array and the measurement sensors are shown in figure 8-2 and the method of 
indentifying the coupler paths connected to an element are shown in figure 8-3. 
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figure 8-3: Coupler Path Identification. 
 
 The first table, Table 8-1, contains the output signal in terms of its contributing 
factors and then the measured signal in those terms for each element. These equations 
were generated manually and used to create equation 5.1. The notation used in the 
following tables are: 
SRC – is the input signal to element located at row, R, and column, C, 
Tx – is the transmitter block’s modelled value, 
"TxR,C – is the element located at row, R, and column, C, transmitter block’s  
variation from the transmitter block modelled value, 
Coup – is the coupler paths’ modelled value, 
"CoupR,C,I – this is the element located at row, R, and column, C, and using the  
coupler path identified by I, coupler path’s variation from the coupler  
paths’ modelled value, 
Ref – is the measurement sensor’s modelled value, 
"RefSN – this is the measurement sensor identified by its identification number  
SN, which are shown in figure 8-2, measurement sensor’s variation from  
the measurement sensor’s modelled value, 
Output – is the signal seen at the antenna point of the element, 
Measurement – is the signal measured by the measurement sensor for the  
element. 
Table 8-1: Output and Measured Signal for Each Element of the Array in terms of the Sources of 
Errors. 
Type Element Equation  
Output (1,1) S11 + Tx + %Tx11 (8.1) 
Measurement (1,1) 
S11 + Tx + %Tx11 + Coup + %Coup11c + Ref + %Ref1(S11 + 
Tx + %Tx11 + Coup + %Coup11c) 
(8.2) 
    
Output (1,2) S12 + Tx + %Tx12 (8.3) 
Measurement (1,2) 
S12 + Tx + %Tx12 + Coup + %Coup12c + Ref + %Ref4(S12 + 
Tx + %Tx12 + Coup + %Coup12c) 
(8.4) 
    
Output (1,3) S13 + Tx + %Tx13 (8.5) 
Measurement (1,3) S13 + Tx + %Tx13 + Coup + %Coup13c + Ref + %Ref7(S13 + (8.6) 
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Tx + %Tx13 + Coup + %Coup13c) 
    
Output (1,4) S14 + Tx + %Tx14 (8.7) 
Measurement (1,4) 
S14 + Tx + %Tx14 + Coup + %Coup14b + Ref + %Ref7(S14 + 
Tx + %Tx14 + Coup + %Coup14b) 
(8.8) 
    
Output (2,1) S21 + Tx + %Tx21 (8.9) 
Measurement (2,1) 
S21 + Tx + %Tx21 + Coup + %Coup21c + Ref + %Ref2(S21 + 
Tx + %Tx21 + Coup + %Coup21c) 
(8.10) 
    
Output (2,2) S22 + Tx + %Tx22 (8.11) 
Measurement (2,2) 
S22 + Tx + %Tx22 + Coup + %Coup22c + Ref + %Ref5(S22 + 
Tx + %Tx22 + Coup + %Coup22c) 
(8.12) 
    
Output (2,3) S23 + Tx + %Tx23 (8.13) 
Measurement (2,3) 
S23 + Tx + %Tx23 + Coup + %Coup23c + Ref + %Ref8(S23 + 
Tx + %Tx23 + Coup + %Coup23c) 
(8.14) 
    
Output (2,4) S24 + Tx + %Tx24 (8.15) 
Measurement (2,4) 
S24 + Tx + %Tx24 + Coup + %Coup24c + Ref + %Ref8(S24 + 
Tx + %Tx24 + Coup + %Coup24c) 
(8.16) 
    
Output (3,1) S31 + Tx + %Tx31 (8.17) 
Measurement (3,1) 
S31 + Tx + %Tx31 + Coup + %Coup31c + Ref + %Ref3(S31 + 
Tx + %Tx31 + Coup + %Coup31c) 
(8.18) 
    
Output (3,2) S32 + Tx + %Tx32 (8.19) 
Measurement (3,2) 
S32 + Tx + %Tx32 + Coup + %Coup32c + Ref + %Ref6(S32 + 
Tx + %Tx32 + Coup + %Coup32c) 
(8.20) 
    
Output (3,3) S33 + Tx + %Tx33 (8.21) 
Measurement (3,3) 
S33 + Tx + %Tx33 + Coup + %Coup33c + Ref + %Ref9(S33 + 
Tx + %Tx33 + Coup + %Coup33c) 
(8.22) 
    
Output (3,4) S34 + Tx + %Tx34 (8.23) 
Measurement (3,4) 
S34 + Tx + %Tx34 + Coup + %Coup34b + Ref + %Ref9(S34 + 
Tx + %Tx34 + Coup + %Coup34b) 
(8.24) 
    
Output (4,1) S41 + Tx + %Tx41 (8.25) 
Measurement (4,1) 
S41 + Tx + %Tx41 + Coup + %Coup41d + Ref + %Ref3(S41 + 
Tx + %Tx41 + Coup + %Coup41d) 
(8.26) 
    
Output (4,2) S42 + Tx + %Tx42 (8.27) 
Measurement (4,2) 
S42 + Tx + %Tx42 + Coup + %Coup42d + Ref + %Ref6(S42 + 
Tx + %Tx42 + Coup + %Coup42d) 
(8.28) 
     
Output (4,3) S43 + Tx + %Tx43 (8.29) 
Measurement (4,3) 
S43 + Tx + %Tx43 + Coup + %Coup43d + Ref + %Ref9(S43 + 
Tx + %Tx43 + Coup + %Coup43d) 
(8.30) 
    
Output (4,4) S44 + Tx + %Tx44 (8.31) 
Measurement (4,4) 
S44 + Tx + %Tx44 + Coup + %Coup44a + Ref + %Ref9(S44 + 
Tx + %Tx44 + Coup + %Coup44a) 
(8.32) 
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The next table, Table 8-2, consists of the total measurement signals, this followed by the 
average of the measurement signal in Table 8-3. This average measurement signal is 
used to compare to each element’s measurement signal, and this comparison is used to 
create the correction factor for each element of the array.  
Table 8-2: The Sum of all Measured Signals. 
Type Element Equation  
Total 
Measurement 
All 
S11  +  S12 + S13 + S14 + S21 + S22 + S23  + S24 + S31 + S32 + 
S33 + S34 + S41 + S42 + S43  + S44 + 16Tx + %Tx11 + %Tx12 + 
%Tx13 + %Tx14 +  %Tx21 + %Tx22 +  %Tx23 + %Tx24 + %Tx31 
+ %Tx32 + %Tx33 + %Tx34 + %Tx41 + %Tx42 + %Tx43 + %Tx44 
+ 16Coup + %Coup11c + %Coup12c + %Coup13c + %Coup14b + 
%Coup21c + %Coup22c + %Coup23c + %Coup24c + %Coup31c + 
%Coup32c  + %Coup33c  + %Coup34b + %Coup41d + %Coup42d 
+ %Coup43d + %Coup44a + 16Ref + %Ref1(S11 + Tx + %Tx11 
+ Coup + %Coup11c) + %Ref4(S12 + Tx + %Tx12 + Coup + 
%Coup12c) + %Ref7(S13 + Tx + %Tx13 + Coup + %Coup13c) + 
%Ref7(S14 + Tx + %Tx14 + Coup + %Coup14b) + %Ref2(S21 + 
Tx + %Tx21 + Coup + %Coup21c) + %Ref5(S22 + Tx + %Tx22 
+ Coup + %Coup22c) + %Ref8(S23 + Tx + %Tx23 + Coup + 
%Coup23c) + %Ref8(S24 + Tx + %Tx24 + Coup + %Coup24c) + 
%Ref3(S31 + Tx + %Tx31 + Coup + %Coup31c) + %Ref6(S32 + 
Tx + %Tx32 + Coup + %Coup32c) + %Ref9(S33 + Tx + %Tx33 
+ Coup + %Coup33c) + %Ref9(S34 + Tx + %Tx34 + Coup + 
%Coup34b) + %Ref3(S41 + Tx + %Tx41 + Coup + %Coup41d) + 
%Ref6(S42 + Tx + %Tx42 + Coup + %Coup42d) + %Ref9(S43 + 
Tx + %Tx43 + Coup + %Coup43d) + %Ref9(S44 + Tx + %Tx44 
+ Coup + %Coup44a) 
(8.33) 
 
Table 8-3: The Average Measured Signal. 
Type Element Equation  
Average All 
(S11  +  S12 + S13 + S14 + S21 + S22 + S23  + S24 + S31 + S32 + 
S33 + S34 + S41 + S42 + S43  + S44 )/16+ Tx +( %Tx11 + %Tx12 
+ %Tx13 + %Tx14 +  %Tx21 + %Tx22 +  %Tx23 + %Tx24 + 
%Tx31 + %Tx32 + %Tx33 + %Tx34 + %Tx41 + %Tx42 + %Tx43 + 
%Tx44)/16+ Coup + (%Coup11c + %Coup12c + %Coup13c + 
%Coup14b + %Coup21c + %Coup22c + %Coup23c + %Coup24c + 
%Coup31c + %Coup32c  + %Coup33c  + %Coup34b + %Coup41d 
+ %Coup42d + %Coup43d + %Coup44a )/16+ Ref + [%Ref1(S11 
+ Tx + %Tx11 + Coup + %Coup11c) + %Ref4(S12 + Tx + 
%Tx12 + Coup + %Coup12c) + %Ref7(S13 + Tx + %Tx13 + 
Coup + %Coup13c) + %Ref7(S14 + Tx + %Tx14 + Coup + 
%Coup14b) + %Ref2(S21 + Tx + %Tx21 + Coup + %Coup21c) + 
%Ref5(S22 + Tx + %Tx22 + Coup + %Coup22c) + %Ref8(S23 + 
Tx + %Tx23 + Coup + %Coup23c) + %Ref8(S24 + Tx + %Tx24 
+ Coup + %Coup24c) + %Ref3(S31 + Tx + %Tx31 + Coup + 
%Coup31c) + %Ref6(S32 + Tx + %Tx32 + Coup + %Coup32c) + 
%Ref9(S33 + Tx + %Tx33 + Coup + %Coup33c) + %Ref9(S34 + 
Tx + %Tx34 + Coup + %Coup34b) + %Ref3(S41 + Tx + %Tx41 
+ Coup + %Coup41d) + %Ref6(S42 + Tx + %Tx42 + Coup + 
%Coup42d) + %Ref9(S43 + Tx + %Tx43 + Coup + %Coup43d) + 
%Ref9(S44 + Tx + %Tx44 + Coup + %Coup44a)]/16 
(8.34) 
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The calculation of each element’s correction factor is shown in Table 8-4. As can be 
seen from these correction factors they have a contribution from each of the error 
sources in the array. 
Table 8-4: Correction Factor for Each Element of the Array in terms of the Sources of Errors. 
Type Element Equation  
Correction 
Factor 
(1,1) 
 – [( S12 + S13 + S14 + S21 + S22 + S23  + S24 + S31 + S32 + S33 
+ S34 + S41 + S42 + S43  + S44 )/16+(%Tx12 + %Tx13 + %Tx14 +  
%Tx21 + %Tx22 +  %Tx23 + %Tx24 + %Tx31 + %Tx32 + %Tx33 + 
%Tx34 + %Tx41 + %Tx42 + %Tx43 + %Tx44)/16+ ( %Coup12c + 
%Coup13c + %Coup14b + %Coup21c + %Coup22c + %Coup23c + 
%Coup24c + %Coup31c + %Coup32c  + %Coup33c  + %Coup34b 
+ %Coup41d + %Coup42d + %Coup43d + %Coup44a )/16 + [ 
%Ref4(S12 + Tx + %Tx12 + Coup + %Coup12c) + %Ref7(S13 + 
Tx + %Tx13 + Coup + %Coup13c) + %Ref7(S14 + Tx + %Tx14 
+ Coup + %Coup14b) + %Ref2(S21 + Tx + %Tx21 + Coup + 
%Coup21c) + %Ref5(S22 + Tx + %Tx22 + Coup + %Coup22c) + 
%Ref8(S23 + Tx + %Tx23 + Coup + %Coup23c) + %Ref8(S24 + 
Tx + %Tx24 + Coup + %Coup24c) + %Ref3(S31 + Tx + %Tx31 
+ Coup + %Coup31c) + %Ref6(S32 + Tx + %Tx32 + Coup + 
%Coup32c) + %Ref9(S33 + Tx + %Tx33 + Coup + %Coup33c) + 
%Ref9(S34 + Tx + %Tx34 + Coup + %Coup34b) + %Ref3(S41 + 
Tx + %Tx41 + Coup + %Coup41d) + %Ref6(S42 + Tx + %Tx42 
+ Coup + %Coup42d) + %Ref9(S43 + Tx + %Tx43 + Coup + 
%Coup43d) + %Ref9(S44 + Tx + %Tx44 + Coup + 
%Coup44a)]/16] 
(8.35) 
    
Correction 
Factor 
(1,2) 
–[(S11  + S13 + S14 + S21 + S22 + S23  + S24 + S31 + S32 + S33 + 
S34 + S41 + S42 + S43  + S44 )/16 +( %Tx11 + %Tx12 + %Tx13 + 
%Tx14 +  %Tx21 + %Tx22 +  %Tx23 + %Tx24 + %Tx31 + %Tx32 
+ %Tx33 + %Tx34 + %Tx41 + %Tx42 + %Tx43 + %Tx44)/16 + 
(%Coup11c + %Coup13c + %Coup14b + %Coup21c + %Coup22c + 
%Coup23c + %Coup24c + %Coup31c + %Coup32c  + %Coup33c  + 
%Coup34b + %Coup41d + %Coup42d + %Coup43d + %Coup44a 
)/16 + [%Ref1(S11 + Tx + %Tx11 + Coup + %Coup11c) + 
%Ref7(S13 + Tx + %Tx13 + Coup + %Coup13c) + %Ref7(S14 + 
Tx + %Tx14 + Coup + %Coup14b) + %Ref2(S21 + Tx + %Tx21 
+ Coup + %Coup21c) + %Ref5(S22 + Tx + %Tx22 + Coup + 
%Coup22c) + %Ref8(S23 + Tx + %Tx23 + Coup + %Coup23c) + 
%Ref8(S24 + Tx + %Tx24 + Coup + %Coup24c) + %Ref3(S31 + 
Tx + %Tx31 + Coup + %Coup31c) + %Ref6(S32 + Tx + %Tx32 
+ Coup + %Coup32c) + %Ref9(S33 + Tx + %Tx33 + Coup + 
%Coup33c) + %Ref9(S34 + Tx + %Tx34 + Coup + %Coup34b) + 
%Ref3(S41 + Tx + %Tx41 + Coup + %Coup41d) + %Ref6(S42 + 
Tx + %Tx42 + Coup + %Coup42d) + %Ref9(S43 + Tx + %Tx43 
+ Coup + %Coup43d) + %Ref9(S44 + Tx + %Tx44 + Coup + 
%Coup44a)]/16] 
(8.36) 
    
Correction 
Factor 
(1,3) 
– [(S11  +  S12 + S14 + S21 + S22 + S23  + S24 + S31 + S32 + S33 
+ S34 + S41 + S42 + S43  + S44 )/16 +( %Tx11 + %Tx12 + %Tx14 
+  %Tx21 + %Tx22 +  %Tx23 + %Tx24 + %Tx31 + %Tx32 + 
%Tx33 + %Tx34 + %Tx41 + %Tx42 + %Tx43 + %Tx44)/16+ 
(%Coup11c + %Coup12c + %Coup14b + %Coup21c + %Coup22c + 
%Coup23c + %Coup24c + %Coup31c + %Coup32c  + %Coup33c  + 
%Coup34b + %Coup41d + %Coup42d + %Coup43d + %Coup44a 
(8.37) 
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)/16 + [%Ref1(S11 + Tx + %Tx11 + Coup + %Coup11c) + 
%Ref4(S12 + Tx + %Tx12 + Coup + %Coup12c) + %Ref7(S14 + 
Tx + %Tx14 + Coup + %Coup14b) + %Ref2(S21 + Tx + %Tx21 
+ Coup + %Coup21c) + %Ref5(S22 + Tx + %Tx22 + Coup + 
%Coup22c) + %Ref8(S23 + Tx + %Tx23 + Coup + %Coup23c) + 
%Ref8(S24 + Tx + %Tx24 + Coup + %Coup24c) + %Ref3(S31 + 
Tx + %Tx31 + Coup + %Coup31c) + %Ref6(S32 + Tx + %Tx32 
+ Coup + %Coup32c) + %Ref9(S33 + Tx + %Tx33 + Coup + 
%Coup33c) + %Ref9(S34 + Tx + %Tx34 + Coup + %Coup34b) + 
%Ref3(S41 + Tx + %Tx41 + Coup + %Coup41d) + %Ref6(S42 + 
Tx + %Tx42 + Coup + %Coup42d) + %Ref9(S43 + Tx + %Tx43 
+ Coup + %Coup43d) + %Ref9(S44 + Tx + %Tx44 + Coup + 
%Coup44a)]/16] 
    
Correction 
Factor 
(1,4) 
– [(S11  +  S12 + S13 + S21 + S22 + S23  + S24 + S31 + S32 + S33 
+ S34 + S41 + S42 + S43  + S44 )/16 +( %Tx11 + %Tx12 + %Tx13 
+  %Tx21 + %Tx22 +  %Tx23 + %Tx24 + %Tx31 + %Tx32 + 
%Tx33 + %Tx34 + %Tx41 + %Tx42 + %Tx43 + %Tx44)/16 + 
(%Coup11c + %Coup12c + %Coup13c + %Coup21c + %Coup22c + 
%Coup23c + %Coup24c + %Coup31c + %Coup32c  + %Coup33c  + 
%Coup34b + %Coup41d + %Coup42d + %Coup43d + %Coup44a 
)/16 + [%Ref1(S11 + Tx + %Tx11 + Coup + %Coup11c) + 
%Ref4(S12 + Tx + %Tx12 + Coup + %Coup12c) + %Ref7(S13 + 
Tx + %Tx13 + Coup + %Coup13c) + %Ref2(S21 + Tx + %Tx21 
+ Coup + %Coup21c) + %Ref5(S22 + Tx + %Tx22 + Coup + 
%Coup22c) + %Ref8(S23 + Tx + %Tx23 + Coup + %Coup23c) + 
%Ref8(S24 + Tx + %Tx24 + Coup + %Coup24c) + %Ref3(S31 + 
Tx + %Tx31 + Coup + %Coup31c) + %Ref6(S32 + Tx + %Tx32 
+ Coup + %Coup32c) + %Ref9(S33 + Tx + %Tx33 + Coup + 
%Coup33c) + %Ref9(S34 + Tx + %Tx34 + Coup + %Coup34b) + 
%Ref3(S41 + Tx + %Tx41 + Coup + %Coup41d) + %Ref6(S42 + 
Tx + %Tx42 + Coup + %Coup42d) + %Ref9(S43 + Tx + %Tx43 
+ Coup + %Coup43d) + %Ref9(S44 + Tx + %Tx44 + Coup + 
%Coup44a)]/16] 
(8.38) 
    
Correction 
Factor 
(2,1) 
- (S11  +  S12 + S13 + S14 + S22 + S23  + S24 + S31 + S32 + S33 + 
S34 + S41 + S42 + S43  + S44 )/16 +( %Tx11 + %Tx12 + %Tx13 + 
%Tx14 + %Tx22 +  %Tx23 + %Tx24 + %Tx31 + %Tx32 + %Tx33 + 
%Tx34 + %Tx41 + %Tx42 + %Tx43 + %Tx44)/16 + (%Coup11c + 
%Coup12c + %Coup13c + %Coup14b + %Coup22c + %Coup23c + 
%Coup24c + %Coup31c + %Coup32c  + %Coup33c  + %Coup34b 
+ %Coup41d + %Coup42d + %Coup43d + %Coup44a )/16 + 
[%Ref1(S11 + Tx + %Tx11 + Coup + %Coup11c) + %Ref4(S12 + 
Tx + %Tx12 + Coup + %Coup12c) + %Ref7(S13 + Tx + %Tx13 
+ Coup + %Coup13c) + %Ref7(S14 + Tx + %Tx14 + Coup + 
%Coup14b) + %Ref5(S22 + Tx + %Tx22 + Coup + %Coup22c) + 
%Ref8(S23 + Tx + %Tx23 + Coup + %Coup23c) + %Ref8(S24 + 
Tx + %Tx24 + Coup + %Coup24c) + %Ref3(S31 + Tx + %Tx31 
+ Coup + %Coup31c) + %Ref6(S32 + Tx + %Tx32 + Coup + 
%Coup32c) + %Ref9(S33 + Tx + %Tx33 + Coup + %Coup33c) + 
%Ref9(S34 + Tx + %Tx34 + Coup + %Coup34b) + %Ref3(S41 + 
Tx + %Tx41 + Coup + %Coup41d) + %Ref6(S42 + Tx + %Tx42 
+ Coup + %Coup42d) + %Ref9(S43 + Tx + %Tx43 + Coup + 
%Coup43d) + %Ref9(S44 + Tx + %Tx44 + Coup + 
%Coup44a)]/16] 
(8.39) 
    
Correction 
Factor 
(2,2) 
– [(S11  +  S12 + S13 + S14 + S21 + S23  + S24 + S31 + S32 + S33 
+ S34 + S41 + S42 + S43  + S44 )/16 +( %Tx11 + %Tx12 + %Tx13 
+ %Tx14 +  %Tx21 +  %Tx23 + %Tx24 + %Tx31 + %Tx32 + 
(8.40) 
 234 
%Tx33 + %Tx34 + %Tx41 + %Tx42 + %Tx43 + %Tx44)/16 + 
(%Coup11c + %Coup12c + %Coup13c + %Coup14b + %Coup21c + 
%Coup23c + %Coup24c + %Coup31c + %Coup32c  + %Coup33c  + 
%Coup34b + %Coup41d + %Coup42d + %Coup43d + %Coup44a 
)/16 + [%Ref1(S11 + Tx + %Tx11 + Coup + %Coup11c) + 
%Ref4(S12 + Tx + %Tx12 + Coup + %Coup12c) + %Ref7(S13 + 
Tx + %Tx13 + Coup + %Coup13c) + %Ref7(S14 + Tx + %Tx14 
+ Coup + %Coup14b) + %Ref2(S21 + Tx + %Tx21 + Coup + 
%Coup21c) + %Ref8(S23 + Tx + %Tx23 + Coup + %Coup23c) + 
%Ref8(S24 + Tx + %Tx24 + Coup + %Coup24c) + %Ref3(S31 + 
Tx + %Tx31 + Coup + %Coup31c) + %Ref6(S32 + Tx + %Tx32 
+ Coup + %Coup32c) + %Ref9(S33 + Tx + %Tx33 + Coup + 
%Coup33c) + %Ref9(S34 + Tx + %Tx34 + Coup + %Coup34b) + 
%Ref3(S41 + Tx + %Tx41 + Coup + %Coup41d) + %Ref6(S42 + 
Tx + %Tx42 + Coup + %Coup42d) + %Ref9(S43 + Tx + %Tx43 
+ Coup + %Coup43d) + %Ref9(S44 + Tx + %Tx44 + Coup + 
%Coup44a)]/16] 
    
Correction 
Factor 
(2,3) 
– [(S11  +  S12 + S13 + S14 + S21 + S22 + S24 + S31 + S32 + S33 
+ S34 + S41 + S42 + S43  + S44 )/16 +( %Tx11 + %Tx12 + %Tx13 
+ %Tx14 +  %Tx21 + %Tx22 + %Tx24 + %Tx31 + %Tx32 + %Tx33 
+ %Tx34 + %Tx41 + %Tx42 + %Tx43 + %Tx44)/16 + (%Coup11c 
+ %Coup12c + %Coup13c + %Coup14b + %Coup21c + %Coup22c 
+ %Coup24c + %Coup31c + %Coup32c  + %Coup33c  + 
%Coup34b + %Coup41d + %Coup42d + %Coup43d + %Coup44a 
)/16 + [%Ref1(S11 + Tx + %Tx11 + Coup + %Coup11c) + 
%Ref4(S12 + Tx + %Tx12 + Coup + %Coup12c) + %Ref7(S13 + 
Tx + %Tx13 + Coup + %Coup13c) + %Ref7(S14 + Tx + %Tx14 
+ Coup + %Coup14b) + %Ref2(S21 + Tx + %Tx21 + Coup + 
%Coup21c) + %Ref5(S22 + Tx + %Tx22 + Coup + %Coup22c) + 
%Ref8(S24 + Tx + %Tx24 + Coup + %Coup24c) + %Ref3(S31 + 
Tx + %Tx31 + Coup + %Coup31c) + %Ref6(S32 + Tx + %Tx32 
+ Coup + %Coup32c) + %Ref9(S33 + Tx + %Tx33 + Coup + 
%Coup33c) + %Ref9(S34 + Tx + %Tx34 + Coup + %Coup34b) + 
%Ref3(S41 + Tx + %Tx41 + Coup + %Coup41d) + %Ref6(S42 + 
Tx + %Tx42 + Coup + %Coup42d) + %Ref9(S43 + Tx + %Tx43 
+ Coup + %Coup43d) + %Ref9(S44 + Tx + %Tx44 + Coup + 
%Coup44a)]/16] 
(8.41) 
    
Correction 
Factor 
(2,4) 
– [(S11  +  S12 + S13 + S14 + S21 + S22 + S23   + S31 + S32 + S33 
+ S34 + S41 + S42 + S43  + S44 )/16 +( %Tx11 + %Tx12 + %Tx13 
+ %Tx14 +  %Tx21 + %Tx22 +  %Tx23 + %Tx31 + %Tx32 + 
%Tx33 + %Tx34 + %Tx41 + %Tx42 + %Tx43 + %Tx44)/16 + 
(%Coup11c + %Coup12c + %Coup13c + %Coup14b + %Coup21c + 
%Coup22c + %Coup23c + %Coup31c + %Coup32c  + %Coup33c  + 
%Coup34b + %Coup41d + %Coup42d + %Coup43d + %Coup44a 
)/16 + [%Ref1(S11 + Tx + %Tx11 + Coup + %Coup11c) + 
%Ref4(S12 + Tx + %Tx12 + Coup + %Coup12c) + %Ref7(S13 + 
Tx + %Tx13 + Coup + %Coup13c) + %Ref7(S14 + Tx + %Tx14 
+ Coup + %Coup14b) + %Ref2(S21 + Tx + %Tx21 + Coup + 
%Coup21c) + %Ref5(S22 + Tx + %Tx22 + Coup + %Coup22c) + 
%Ref8(S23 + Tx + %Tx23 + Coup + %Coup23c) + %Ref3(S31 + 
Tx + %Tx31 + Coup + %Coup31c) + %Ref6(S32 + Tx + %Tx32 
+ Coup + %Coup32c) + %Ref9(S33 + Tx + %Tx33 + Coup + 
%Coup33c) + %Ref9(S34 + Tx + %Tx34 + Coup + %Coup34b) + 
%Ref3(S41 + Tx + %Tx41 + Coup + %Coup41d) + %Ref6(S42 + 
Tx + %Tx42 + Coup + %Coup42d) + %Ref9(S43 + Tx + %Tx43 
+ Coup + %Coup43d) + %Ref9(S44 + Tx + %Tx44 + Coup + 
%Coup44a)]/16] 
(8.42) 
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Correction 
Factor 
(3,1) 
– [(S11  +  S12 + S13 + S14 + S21 + S22 + S23  + S24 + S31 + S32 
+ S33 + S34 + S41 + S42 + S43  + S44 )/16+( %Tx11 + %Tx12 + 
%Tx13 + %Tx14 +  %Tx21 + %Tx22 +  %Tx23 + %Tx24 + %Tx32 
+ %Tx33 + %Tx34 + %Tx41 + %Tx42 + %Tx43 + %Tx44)/16 + 
(%Coup11c + %Coup12c + %Coup13c + %Coup14b + %Coup21c + 
%Coup22c + %Coup23c + %Coup24c + %Coup32c  + %Coup33c  + 
%Coup34b + %Coup41d + %Coup42d + %Coup43d + %Coup44a 
)/16 + [%Ref1(S11 + Tx + %Tx11 + Coup + %Coup11c) + 
%Ref4(S12 + Tx + %Tx12 + Coup + %Coup12c) + %Ref7(S13 + 
Tx + %Tx13 + Coup + %Coup13c) + %Ref7(S14 + Tx + %Tx14 
+ Coup + %Coup14b) + %Ref2(S21 + Tx + %Tx21 + Coup + 
%Coup21c) + %Ref5(S22 + Tx + %Tx22 + Coup + %Coup22c) + 
%Ref8(S23 + Tx + %Tx23 + Coup + %Coup23c) + %Ref8(S24 + 
Tx + %Tx24 + Coup + %Coup24c) + %Ref6(S32 + Tx + %Tx32 
+ Coup + %Coup32c) + %Ref9(S33 + Tx + %Tx33 + Coup + 
%Coup33c) + %Ref9(S34 + Tx + %Tx34 + Coup + %Coup34b) + 
%Ref3(S41 + Tx + %Tx41 + Coup + %Coup41d) + %Ref6(S42 + 
Tx + %Tx42 + Coup + %Coup42d) + %Ref9(S43 + Tx + %Tx43 
+ Coup + %Coup43d) + %Ref9(S44 + Tx + %Tx44 + Coup + 
%Coup44a)]/16] 
(8.43) 
    
Correction 
Factor 
(3,2) 
– [(S11  +  S12 + S13 + S14 + S21 + S22 + S23  + S24 + S31 + S33 
+ S34 + S41 + S42 + S43  + S44 )/16 +( %Tx11 + %Tx12 + %Tx13 
+ %Tx14 +  %Tx21 + %Tx22 +  %Tx23 + %Tx24 + %Tx31 + 
%Tx33 + %Tx34 + %Tx41 + %Tx42 + %Tx43 + %Tx44)/16 + 
(%Coup11c + %Coup12c + %Coup13c + %Coup14b + %Coup21c + 
%Coup22c + %Coup23c + %Coup24c + %Coup31c + %Coup33c  + 
%Coup34b + %Coup41d + %Coup42d + %Coup43d + %Coup44a 
)/16 + [%Ref1(S11 + Tx + %Tx11 + Coup + %Coup11c) + 
%Ref4(S12 + Tx + %Tx12 + Coup + %Coup12c) + %Ref7(S13 + 
Tx + %Tx13 + Coup + %Coup13c) + %Ref7(S14 + Tx + %Tx14 
+ Coup + %Coup14b) + %Ref2(S21 + Tx + %Tx21 + Coup + 
%Coup21c) + %Ref5(S22 + Tx + %Tx22 + Coup + %Coup22c) + 
%Ref8(S23 + Tx + %Tx23 + Coup + %Coup23c) + %Ref8(S24 + 
Tx + %Tx24 + Coup + %Coup24c) + %Ref3(S31 + Tx + %Tx31 
+ Coup + %Coup31c) + %Ref9(S33 + Tx + %Tx33 + Coup + 
%Coup33c) + %Ref9(S34 + Tx + %Tx34 + Coup + %Coup34b) + 
%Ref3(S41 + Tx + %Tx41 + Coup + %Coup41d) + %Ref6(S42 + 
Tx + %Tx42 + Coup + %Coup42d) + %Ref9(S43 + Tx + %Tx43 
+ Coup + %Coup43d) + %Ref9(S44 + Tx + %Tx44 + Coup + 
%Coup44a)]/16] 
(8.44) 
    
Correction 
Factor 
(3,3) 
– [(S11  +  S12 + S13 + S14 + S21 + S22 + S23  + S24 + S31 + S32 
+ S34 + S41 + S42 + S43  + S44 )/16 +( %Tx11 + %Tx12 + %Tx13 
+ %Tx14 +  %Tx21 + %Tx22 +  %Tx23 + %Tx24 + %Tx31 + 
%Tx32 + %Tx34 + %Tx41 + %Tx42 + %Tx43 + %Tx44)/16 + 
(%Coup11c + %Coup12c + %Coup13c + %Coup14b + %Coup21c + 
%Coup22c + %Coup23c + %Coup24c + %Coup31c + %Coup32c + 
%Coup34b + %Coup41d + %Coup42d + %Coup43d + %Coup44a 
)/16+ [%Ref1(S11 + Tx + %Tx11 + Coup + %Coup11c) + 
%Ref4(S12 + Tx + %Tx12 + Coup + %Coup12c) + %Ref7(S13 + 
Tx + %Tx13 + Coup + %Coup13c) + %Ref7(S14 + Tx + %Tx14 
+ Coup + %Coup14b) + %Ref2(S21 + Tx + %Tx21 + Coup + 
%Coup21c) + %Ref5(S22 + Tx + %Tx22 + Coup + %Coup22c) + 
%Ref8(S23 + Tx + %Tx23 + Coup + %Coup23c) + %Ref8(S24 + 
Tx + %Tx24 + Coup + %Coup24c) + %Ref3(S31 + Tx + %Tx31 
+ Coup + %Coup31c) + %Ref6(S32 + Tx + %Tx32 + Coup + 
%Coup32c) + %Ref9(S34 + Tx + %Tx34 + Coup + %Coup34b) + 
(8.45) 
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%Ref3(S41 + Tx + %Tx41 + Coup + %Coup41d) + %Ref6(S42 + 
Tx + %Tx42 + Coup + %Coup42d) + %Ref9(S43 + Tx + %Tx43 
+ Coup + %Coup43d) + %Ref9(S44 + Tx + %Tx44 + Coup + 
%Coup44a)]/16] 
    
Correction 
Factor 
(3,4) 
– [(S11  +  S12 + S13 + S14 + S21 + S22 + S23  + S24 + S31 + S32 
+ S33 + S41 + S42 + S43  + S44 )/16 +( %Tx11 + %Tx12 + %Tx13 
+ %Tx14 +  %Tx21 + %Tx22 +  %Tx23 + %Tx24 + %Tx31 + 
%Tx32 + %Tx33 + %Tx41 + %Tx42 + %Tx43 + %Tx44)/16 + 
(%Coup11c + %Coup12c + %Coup13c + %Coup14b + %Coup21c + 
%Coup22c + %Coup23c + %Coup24c + %Coup31c + %Coup32c  + 
%Coup33c + %Coup41d + %Coup42d + %Coup43d + %Coup44a 
)/16 + [%Ref1(S11 + Tx + %Tx11 + Coup + %Coup11c) + 
%Ref4(S12 + Tx + %Tx12 + Coup + %Coup12c) + %Ref7(S13 + 
Tx + %Tx13 + Coup + %Coup13c) + %Ref7(S14 + Tx + %Tx14 
+ Coup + %Coup14b) + %Ref2(S21 + Tx + %Tx21 + Coup + 
%Coup21c) + %Ref5(S22 + Tx + %Tx22 + Coup + %Coup22c) + 
%Ref8(S23 + Tx + %Tx23 + Coup + %Coup23c) + %Ref8(S24 + 
Tx + %Tx24 + Coup + %Coup24c) + %Ref3(S31 + Tx + %Tx31 
+ Coup + %Coup31c) + %Ref6(S32 + Tx + %Tx32 + Coup + 
%Coup32c) + %Ref9(S33 + Tx + %Tx33 + Coup + %Coup33c) + 
%Ref3(S41 + Tx + %Tx41 + Coup + %Coup41d) + %Ref6(S42 + 
Tx + %Tx42 + Coup + %Coup42d) + %Ref9(S43 + Tx + %Tx43 
+ Coup + %Coup43d) + %Ref9(S44 + Tx + %Tx44 + Coup + 
%Coup44a)]/16] 
(8.46) 
    
Correction 
Factor 
(4,1) 
– [(S11  +  S12 + S13 + S14 + S21 + S22 + S23  + S24 + S31 + S32 
+ S33 + S34 + S42 + S43  + S44 )/16 +( %Tx11 + %Tx12 + %Tx13 
+ %Tx14 +  %Tx21 + %Tx22 +  %Tx23 + %Tx24 + %Tx31 + 
%Tx32 + %Tx33 + %Tx34  + %Tx42 + %Tx43 + %Tx44)/16 + 
(%Coup11c + %Coup12c + %Coup13c + %Coup14b + %Coup21c + 
%Coup22c + %Coup23c + %Coup24c + %Coup31c + %Coup32c  + 
%Coup33c  + %Coup34b + %Coup42d + %Coup43d + %Coup44a 
)/16+ [%Ref1(S11 + Tx + %Tx11 + Coup + %Coup11c) + 
%Ref4(S12 + Tx + %Tx12 + Coup + %Coup12c) + %Ref7(S13 + 
Tx + %Tx13 + Coup + %Coup13c) + %Ref7(S14 + Tx + %Tx14 
+ Coup + %Coup14b) + %Ref2(S21 + Tx + %Tx21 + Coup + 
%Coup21c) + %Ref5(S22 + Tx + %Tx22 + Coup + %Coup22c) + 
%Ref8(S23 + Tx + %Tx23 + Coup + %Coup23c) + %Ref8(S24 + 
Tx + %Tx24 + Coup + %Coup24c) + %Ref3(S31 + Tx + %Tx31 
+ Coup + %Coup31c) + %Ref6(S32 + Tx + %Tx32 + Coup + 
%Coup32c) + %Ref9(S33 + Tx + %Tx33 + Coup + %Coup33c) + 
%Ref9(S34 + Tx + %Tx34 + Coup + %Coup34b) + %Ref6(S42 + 
Tx + %Tx42 + Coup + %Coup42d) + %Ref9(S43 + Tx + %Tx43 
+ Coup + %Coup43d) + %Ref9(S44 + Tx + %Tx44 + Coup + 
%Coup44a)]/16] 
(8.47) 
    
Correction 
Factor 
(4,2) 
– [(S11  +  S12 + S13 + S14 + S21 + S22 + S23  + S24 + S31 + S32 
+ S33 + S34 + S41 + S43  + S44 )/16 +( %Tx11 + %Tx12 + %Tx13 
+ %Tx14 +  %Tx21 + %Tx22 +  %Tx23 + %Tx24 + %Tx31 + 
%Tx32 + %Tx33 + %Tx34 + %Tx41 + %Tx43 + %Tx44)/16 + 
(%Coup11c + %Coup12c + %Coup13c + %Coup14b + %Coup21c + 
%Coup22c + %Coup23c + %Coup24c + %Coup31c + %Coup32c  + 
%Coup33c  + %Coup34b + %Coup41d + %Coup43d + %Coup44a 
)/16 + [%Ref1(S11 + Tx + %Tx11 + Coup + %Coup11c) + 
%Ref4(S12 + Tx + %Tx12 + Coup + %Coup12c) + %Ref7(S13 + 
Tx + %Tx13 + Coup + %Coup13c) + %Ref7(S14 + Tx + %Tx14 
+ Coup + %Coup14b) + %Ref2(S21 + Tx + %Tx21 + Coup + 
%Coup21c) + %Ref5(S22 + Tx + %Tx22 + Coup + %Coup22c) + 
(8.48) 
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%Ref8(S23 + Tx + %Tx23 + Coup + %Coup23c) + %Ref8(S24 + 
Tx + %Tx24 + Coup + %Coup24c) + %Ref3(S31 + Tx + %Tx31 
+ Coup + %Coup31c) + %Ref6(S32 + Tx + %Tx32 + Coup + 
%Coup32c) + %Ref9(S33 + Tx + %Tx33 + Coup + %Coup33c) + 
%Ref9(S34 + Tx + %Tx34 + Coup + %Coup34b) + %Ref3(S41 + 
Tx + %Tx41 + Coup + %Coup41d) + %Ref9(S43 + Tx + %Tx43 
+ Coup + %Coup43d) + %Ref9(S44 + Tx + %Tx44 + Coup + 
%Coup44a)]/16] 
     
Correction 
Factor 
(4,3) 
– [(S11  +  S12 + S13 + S14 + S21 + S22 + S23  + S24 + S31 + S32 
+ S33 + S34 + S41 + S42 + S44 )/16 +( %Tx11 + %Tx12 + %Tx13 
+ %Tx14 +  %Tx21 + %Tx22 +  %Tx23 + %Tx24 + %Tx31 + 
%Tx32 + %Tx33 + %Tx34 + %Tx41 + %Tx42 + %Tx44)/16 + 
(%Coup11c + %Coup12c + %Coup13c + %Coup14b + %Coup21c + 
%Coup22c + %Coup23c + %Coup24c + %Coup31c + %Coup32c  + 
%Coup33c  + %Coup34b + %Coup41d + %Coup42d + %Coup44a 
)/16 + [%Ref1(S11 + Tx + %Tx11 + Coup + %Coup11c) + 
%Ref4(S12 + Tx + %Tx12 + Coup + %Coup12c) + %Ref7(S13 + 
Tx + %Tx13 + Coup + %Coup13c) + %Ref7(S14 + Tx + %Tx14 
+ Coup + %Coup14b) + %Ref2(S21 + Tx + %Tx21 + Coup + 
%Coup21c) + %Ref5(S22 + Tx + %Tx22 + Coup + %Coup22c) + 
%Ref8(S23 + Tx + %Tx23 + Coup + %Coup23c) + %Ref8(S24 + 
Tx + %Tx24 + Coup + %Coup24c) + %Ref3(S31 + Tx + %Tx31 
+ Coup + %Coup31c) + %Ref6(S32 + Tx + %Tx32 + Coup + 
%Coup32c) + %Ref9(S33 + Tx + %Tx33 + Coup + %Coup33c) + 
%Ref9(S34 + Tx + %Tx34 + Coup + %Coup34b) + %Ref3(S41 + 
Tx + %Tx41 + Coup + %Coup41d) + %Ref6(S42 + Tx + %Tx42 
+ Coup + %Coup42d) + %Ref9(S44 + Tx + %Tx44 + Coup + 
%Coup44a)]/16] 
(8.49) 
    
Correction 
Factor 
(4,4) 
[S44 + Tx + %Tx44 + Coup + %Coup44a + Ref + %Ref9(S44 + 
Tx + %Tx44 + Coup + %Coup44a)] – [(S11  +  S12 + S13 + S14 + 
S21 + S22 + S23  + S24 + S31 + S32 + S33 + S34 + S41 + S42 + 
S43)/16 +( %Tx11 + %Tx12 + %Tx13 + %Tx14 +  %Tx21 + %Tx22 
+  %Tx23 + %Tx24 + %Tx31 + %Tx32 + %Tx33 + %Tx34 + %Tx41 
+ %Tx42 + %Tx43)/16+ (%Coup11c + %Coup12c + %Coup13c + 
%Coup14b + %Coup21c + %Coup22c + %Coup23c + %Coup24c + 
%Coup31c + %Coup32c  + %Coup33c  + %Coup34b + %Coup41d 
+ %Coup42d + %Coup43d)/16+ [%Ref1(S11 + Tx + %Tx11 + 
Coup + %Coup11c) + %Ref4(S12 + Tx + %Tx12 + Coup + 
%Coup12c) + %Ref7(S13 + Tx + %Tx13 + Coup + %Coup13c) + 
%Ref7(S14 + Tx + %Tx14 + Coup + %Coup14b) + %Ref2(S21 + 
Tx + %Tx21 + Coup + %Coup21c) + %Ref5(S22 + Tx + %Tx22 
+ Coup + %Coup22c) + %Ref8(S23 + Tx + %Tx23 + Coup + 
%Coup23c) + %Ref8(S24 + Tx + %Tx24 + Coup + %Coup24c) + 
%Ref3(S31 + Tx + %Tx31 + Coup + %Coup31c) + %Ref6(S32 + 
Tx + %Tx32 + Coup + %Coup32c) + %Ref9(S33 + Tx + %Tx33 
+ Coup + %Coup33c) + %Ref9(S34 + Tx + %Tx34 + Coup + 
%Coup34b) + %Ref3(S41 + Tx + %Tx41 + Coup + %Coup41d) + 
%Ref6(S42 + Tx + %Tx42 + Coup + %Coup42d) + %Ref9(S43 + 
Tx + %Tx43 + Coup + %Coup43d)]/16] 
(8.50) 
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From the above tables, it is clear that the effect of calibration is to spread the 
contributing error sources’ effects throughout the array, producing more of a blanket 
effect. When these equations are considered in more general terms, as in considering the 
variation of each component block as its standard deviation, then the equations become 
much simpler; the calibrated signal for each element when the correction factor is taken 
from the output signal. Then the calibration errors for each element is: 
! 
" ele =
N # 2( )" s
N
+
N # 2( )"TRx
N
+
N #1( )"Coupler
N
+
N #1( )" Sensor " S +"TRx +"Coupler( )
N  
(8.51) 
Where 
! 
"
ele
 - the standard deviation of elements of the array  
 - the standard deviation of the input signals  
 
! 
"
TRx
- the standard deviation of the transmitter component 
blocks 
 
 
! 
"Coupler- the standard deviation of the directional coupler  
 
! 
"
Sensor
- the standard deviation of the measurement sensor  
 
It is clear from this equation that not only are the individual elements not calibrated as 
they still contain an input signal with variation, a transmitter component contribution 
with variation and it includes a directional coupler variation dependent on the number of 
the elements in the array. This is extended to the array errors in equation 8.52. 
 
! 
"A = N # 2( )" s + N # 2( )"TRx + N #1( )"Coupler + N #1( )" Sensor " S +"TRx +"Coupler( )
 
(8.52) 
Where 
! 
"
A
- the standard deviation of the array  
 
! 
"
S
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9 Appendix B 
Top Left Reference Calculation of Calibration Errors 
This appendix is concerned with the calculation of the top left reference calibration 
algorithm’s accuracy.  The mechanism of this algorithm is described in Chapter 5,  
based upon the errors associated with each of the calibration paths of the array, as 
shown in figure 8-1. This notation will be used to calculate the calibration accuracy of 
the top left reference algorithm for a 4 by 4 array, as shown in figure 8-2, with the 
coupler path identification as shown in figure 8-3.  The calculation of this algorithm’s 
effectiveness starts with the measurement of the elements, and their comparisons and 
correction factors, as shown in Table 9-1. 
Table 9-1: Calculation of the Correction Factors for Each Element of the 4 by 4 Array. 
Type Element Equation  
Output (1,1) S11 + Tx + %Tx11 (9.1) 
Measurement (1,1) S11 + Tx + %Tx11 + Coup + %Coup11c + Ref + %Ref1 (9.2) 
    
Output (1,2) S12 + Tx + %Tx12 (9.3) 
Measurement (1,2) S12 + Tx + %Tx12 + Coup + %Coup12b + Ref + %Ref1 (9.4) 
Comparison (1,2) 
S12 + Tx + %Tx12 + Coup + %Coup12b + Ref + %Ref1 – [S11 
+ Tx + %Tx11 + Coup + %Coup11c + Ref + %Ref1] 
(9.5) 
Correction 
Factor 
(1,2) 
S12 + %Tx12  + %Coup12b – S11 - %Tx11  - %Coup11c (9.6) 
Calibrated 
Signal 
(1,2) 
 Tx  - %Coup12b – S11 - %Tx11  - %Coup11c (9.7) 
    
Output (1,3) S13 + Tx + %Tx13 (9.8) 
Measurement (1,3) S13 + Tx + %Tx13 + Coup + %Coup13b + Ref + %Ref4 (9.9) 
Comparison (1,3) 
S13 + Tx + %Tx13 + Coup + %Coup13b + Ref + %Ref4 – [Tx   
– S11 - %Tx11  - %Coup11c + Coup + Ref + %Ref4] 
(9.10) 
Correction 
Factor 
(1,3) 
S13 + %Tx13 + %Coup13b  +S11 +%Tx11  + %Coup11c - 
%Coup12b+ %Coup12c 
(9.11) 
Calibrated 
Signal 
(1,3) 
 + Tx  – %Coup13b  -S11 -%Tx11  -%Coup11c + %Coup12b - 
%Coup12c 
(9.12) 
    
Output (1,4) S14 + Tx + %Tx14 (9.13) 
Measurement (1,4) S14 + Tx + %Tx14 + Coup + %Coup14b + Ref + %Ref7  (9.14) 
Comparison (1,4) 
S14 + Tx + %Tx14 + Coup + %Coup14b + Ref + %Ref7 –[ + 
Tx  – %Coup13b  -S11 -%Tx11  -%Coup11c + %Coup12b - 
%Coup12c + S13  + %Tx13 + Coup + %Coup13c + Ref + 
%Ref7] 
(9.15) 
Correction (1,4) S14 + %Tx14 + %Coup14b  + %Coup13b  +S11 +%Tx11  (9.16) 
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Factor +%Coup11c - %Coup12b + %Coup12c + %Coup13c 
Calibration 
Signal 
(1,4) 
+ Tx  – %Coup14b  - %Coup13b  -S11 -%Tx11  -%Coup11c + 
%Coup12b - %Coup12c - %Coup13c 
(9.17) 
    
Output (2,1) S21 + Tx + %Tx21 (9.18) 
Measurement (2,1) S21 + Tx + %Tx21 + Coup + %Coup21c + Ref + %Ref2 (9.19) 
Comparison (2,1) 
S21 + Tx + %Tx21 + Coup + %Coup21d + Ref + %Ref1  - [S11 
+ Tx + %Tx11 + Coup + %Coup11c + Ref + %Ref1] 
(9.20) 
Correction 
Factor 
(2,1) 
S21 + %Tx21+ %Coup21d  - S11 -%Tx11 -%Coup11c  (9.21) 
Calibrated 
Signal 
(2,1) 
Tx – %Coup21d  + S11 +%Tx11 +%Coup11c (9.22) 
    
Output (2,2) S22 + Tx + %Tx22 (9.23) 
Measurement (2,2) S22 + Tx + %Tx22 + Coup + %Coup22a + Ref + %Ref1 (9.24) 
Comparison (2,2) 
S22 + Tx + %Tx22 + Coup + %Coup22a + Ref + %Ref1- [S11 + 
Tx + %Tx11 + Coup + %Coup11c + Ref + %Ref1] 
(9.25) 
Correction 
Factor 
(2,2) 
S22 + %Tx22 + %Coup22a - S11 - %Tx11  - %Coup11c  (9.26) 
Calibrated 
Signal 
(2,2) 
Tx  – %Coup22a - S11 - %Tx11  - %Coup11c (9.27) 
    
Output (2,3) S23 + Tx + %Tx23 (9.28) 
Measurement (2,3) S23 + Tx + %Tx23 + Coup + %Coup23a + Ref + %Ref4 (9.29) 
Comparison (2,3) 
S23 + Tx + %Tx23 + Coup + %Coup23a + Ref + %Ref4 – [Tx   
– S11 - %Tx11  - %Coup11c + Coup + Ref + %Ref4] 
(9.30) 
Correction 
Factor 
(2,3) 
S23 + %Tx23 + %Coup23a +S11 + %Tx11  + %Coup11c (9.31) 
Calibrated 
Signal 
(2,3) 
+ Tx  – %Coup23a -S11 -%Tx11  - %Coup11c (9.32) 
    
Output (2,4) S24 + Tx + %Tx24 (9.33) 
Measurement (2,4) S24 + Tx + %Tx24 + Coup + %Coup24c + Ref + %Ref7  (9.34) 
Comparison (2,4) 
S24 + Tx + %Tx24 + Coup + %Coup24c + Ref + %Ref7 – [+ 
Tx  – %Coup13b  -S11 -%Tx11  -%Coup11c + %Coup12b - 
%Coup12c + S13  + %Tx13 + Coup + %Coup13c + Ref + 
%Ref7] 
(9.35) 
Correction 
Factor 
(2,4) 
S24+ %Tx24+ %Coup24c  + %Coup13b  +S11 +%Tx11  
+%Coup11c - %Coup12b + %Coup12c - S13  +-%Tx13 - 
%Coup13c 
(9.36) 
Calibrated 
Signal 
(2,4) 
Tx - %Coup24c  - %Coup13b  -S11 -%Tx11  -%Coup11c + 
%Coup12b - %Coup12c  + %Coup13c 
(9.37) 
    
Output (3,1) S31 + Tx + %Tx31 (9.38) 
Measurement (3,1) S31 + Tx + %Tx31 + Coup + %Coup31d + Ref + %Ref2 (9.39) 
Comparison (3,1) 
S31 + Tx + %Tx31 + Coup + %Coup31d + Ref + %Ref2 – [Tx 
– %Coup21d  + S11 +%Tx11 +%Coup11c  +Coup + %Coup21c + 
Ref + %Ref2] 
(9.40) 
Correction 
Factor 
(3,1) 
S31 + %Tx31 + %Coup31d + %Coup21d  - S11 -%Tx11 -%Coup11c   
- %Coup21c  
(9.41) 
Calibrated 
Signal 
(3,1) 
Tx  –%Coup31d - %Coup21d  + S11 +%Tx11 +%Coup11c   + 
%Coup21c 
(9.42) 
    
Output (3,2) S32 + Tx + %Tx32 (9.43) 
Measurement (3,2) S32 + Tx + %Tx32 + Coup + %Coup32a + Ref + %Ref2 (9.44) 
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Comparison (3,2) 
S32 + Tx + %Tx32 + Coup + %Coup32a + Ref + %Ref2 – [Tx 
– %Coup21d  + S11 +%Tx11 +%Coup11c  +Coup + %Coup21c + 
Ref + %Ref2] 
(9.45) 
Correction 
Factor 
(3,2) 
S32 + %Tx32  + %Coup32a + %Coup21d  - S11 -%Tx11 -
%Coup11c  - %Coup21c 
(9.46) 
Calibrated 
Signal 
(3,2) 
Tx–%Coup32a - %Coup21d  + S11 +%Tx11 +%Coup11c  + 
%Coup21c 
(9.47) 
    
Output (3,3) S33 + Tx + %Tx33 (9.48) 
Measurement (3,3) S33 + Tx + %Tx33 + Coup + %Coup33a + Ref + %Ref5 (9.49) 
Comparison (3,3) 
S33 + Tx + %Tx33 + Coup + %Coup33a + Ref + %Ref5 –[ Tx  
– %Coup22a - S11 - %Tx11  - %Coup11c+ Coup + %Coup22c + 
Ref + %Ref5] 
(9.50) 
Correction 
Factor 
(3,3) 
S33 + %Tx33 + %Coup33a  + %Coup22a + S11 + %Tx11  + 
%Coup11c- %Coup22c 
(9.51) 
Calibrated 
Signal 
(3,3) 
 Tx  - %Coup33a  - %Coup22a - S11 + %Tx11  - %Coup11c+ 
%Coup22c 
(9.52) 
    
Output (3,4) S34 + Tx + %Tx34 (9.53) 
Measurement (3,4) S34 + Tx + %Tx34 + Coup + %Coup34a + Ref + %Ref8 (9.54) 
Comparison (3,4) 
S34 + Tx + %Tx34 + Coup + %Coup34a + Ref + %Ref8 –[+ 
Tx  – %Coup23a -S11 -%Tx11  - %Coup11c+ Coup + %Coup23c 
+ Ref + %Ref8] 
(9.55) 
Correction 
Factor 
(3,4) 
S34 + %Tx34 + %Coup34a +%Coup23a +S11 +%Tx11  + 
%Coup11c- %Coup23c 
(9.56) 
Calibrated 
Signal 
(3,4) 
Tx –  %Coup34a -%Coup23a -S11 -%Tx11  - %Coup11c+ 
%Coup23c 
(9.57) 
    
Output (4,1) S41 + Tx + %Tx41 (9.58) 
Measurement (4,1) S41 + Tx + %Tx41 + Coup + %Coup41d + Ref + %Ref3 (9.59) 
Comparison (4,1) 
S41 + Tx + %Tx41 + Coup + %Coup41d + Ref + %Ref3 –[ Tx  
–%Coup31d - %Coup21d  + S11 +%Tx11 +%Coup11c   + 
%Coup21c + Coup + %Coup31c + Ref + %Ref3] 
(9.60) 
Correction 
Factor 
(4,1) 
S41 + %Tx41 + %Coup41d +%Coup31d + %Coup21d  - S11 -
%Tx11 -%Coup11c  - %Coup21c -%Coup31c 
(9.61) 
Calibrated 
Signal 
(4,1) 
Tx  –%Coup41d -%Coup31d - %Coup21d  + S11 +%Tx11 
+%Coup11c  + %Coup21c +%Coup31c 
(9.62) 
    
Output (4,2) S42 + Tx + %Tx42 (9.63) 
Measurement (4,2) S42 + Tx + %Tx42 + Coup + %Coup42a + Ref + %Ref3 (9.64) 
Comparison (4,2) 
S42 + Tx + %Tx42 + Coup + %Coup42a + Ref + %Ref3 – [ Tx  
–%Coup31d - %Coup21d  + S11 +%Tx11 +%Coup11c   + 
%Coup21c + Coup + %Coup31c + Ref + %Ref3] 
(9.65) 
Correction 
Factor 
(4,2) 
S42 + %Tx42 + %Coup42a +%Coup31d + %Coup21d  - S11 -
%Tx11 -%Coup11c   - %Coup21c - %Coup31c 
(9.66) 
Calibrated 
Signal 
(4,2) 
Tx – %Coup42a -%Coup31d - %Coup21d  + S11 +%Tx11 
+%Coup11c   + %Coup21c + %Coup31c 
(9.67) 
    
Output (4,3) S43 + Tx + %Tx43 (9.68) 
Measurement (4,3) S43 + Tx + %Tx43 + Coup + %Coup43a + Ref + %Ref6 (9.69) 
Comparison (4,3) 
S43 + Tx + %Tx43 + Coup + %Coup43a + Ref + %Ref6 – [Tx–
%Coup32a - %Coup21d  + S11 +%Tx11 +%Coup11c  + %Coup21c 
+ Coup + %Coup32c + Ref + %Ref6] 
(9.70) 
Correction 
Factor 
(4,3) 
S43 + %Tx43 + %Coup43a  +%Coup32a +%Coup21d  - S11 -
%Tx11 -%Coup11c  - %Coup21c  - %Coup32c 
(9.71) 
Calibrated (4,3) Tx –%Coup43a  -%Coup32a -%Coup21d  + S11 +%Tx11 (9.72) 
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Signal +%Coup11c  + %Coup21c  + %Coup32c 
    
Output (4,4) S44 + Tx + %Tx44 (9.73) 
Measurement (4,4) S44 + Tx + %Tx44 + Coup + %Coup44a + Ref + %Ref9 (9.74) 
Comparison (4,4) 
S44 + Tx + %Tx44 + Coup + %Coup44a + Ref + %Ref9 –[ Tx  
- %Coup33a  - %Coup22a - S11 + %Tx11  - %Coup11c+ 
%Coup22c + Coup + %Coup33c + Ref + %Ref9] 
(9.75) 
Correction 
Factor 
(4,4) 
S44 + %Tx44 + %Coup44a + %Coup33a  + %Coup22a + S11 + 
%Tx11  + %Coup11c- %Coup22c - %Coup33c 
(9.76) 
Calibrated 
Signal 
(4,4) 
Tx –%Coup44a - %Coup33a  - %Coup22a - S11 - %Tx11  - 
%Coup11c+ %Coup22c + %Coup33c 
(9.77) 
 
From the above table, it is clear that the effect of calibration is to spread the contributing 
error source’s effects throughout the array, producing scaling of calibration errors as the 
size of the array increases. When these equations are considered in more general terms, 
i.e. considering the variation of each component block as its standard deviation, then the 
equations become much simpler for the calibrated signal for each element. This results 
in an equation that shows the dependence of the top left reference algorithm on the 
couplers for the calibration accuracy. 
! 
"A =
"Coupler
N #1
(2i #1)(i #1)
i=1
n
$
 
(9.78) 
Where 
! 
"
A
 - the standard deviation of the array  
 
! 
"Coup  - the standard deviation of the directional coupler  
 N – total number of elements in the array, N = n x n,  
 n x n - the total number of elements in the square array  
Which can be reduced to: 
! 
"A =
"Coup
N #1
n 4n
2 # 3n #1( )
6
$ 
% 
& 
& 
' 
( 
) 
) 
  
(9.79) 
Where  - the standard deviation of the array  
  - the standard deviation of the directional coupler  
 N – total number of elements in the array, N = n x n,  
 n x n - the total number of elements in the square array  
 
! 
"
A
! 
"Coup
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10 Appendix C 
Shortest Path Calculation of Calibration Errors 
As with the top left reference calibration algorithm, the shortest path one uses a series of 
comparisons throughout the array to calibrate the elements. It does not employ a 
mitigation tactic to perform this calibration. Therefore the calibration accuracy will 
depend upon the number of coupler paths taken to calibrate each element of the array. 
The top left reference algorithms accuracy scaled out from the top left corner, as shown 
in Table 10-1. The scaling of the shortest path is different due to its choice of reference 
element and calibration paths, and this is shown in Table 10-2. This makes the predicted 
calibration accuracy equations for the shortest path: 
When n is even: (10.1) 
! 
"A =
"Coupler
N #1
(8i)(i)
i=1
n
2
#1
$ +
2n #1
N #1
n
2
"Coupler
 
(10.2) 
When n is odd:  
! 
"A =
"Coupler
N #1
(8i)(i)
i=1
n#1
2
$
 
(10.3) 
Where 
! 
"
A
 - the standard deviation of the array  
 
! 
"Coup  - the standard deviation of the directional coupler  
 N – total number of elements in the array  
 n x n - the total number of elements in the square array  
   
0 2 4 6 
2 2 4 6 
4 4 4 6 
6 6 6 6 
Table 10-1: Scaling of Coupler Errors for the Top Left Reference Calibration Algorithm 
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2 2 2 4 
2 0 2 4 
2 2 2 4 
4 4 4 4 
Table 10-2: Scaling of Coupler Errors for the Shortest Path Calibration Algorithm. 
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11 Appendix D 
Extensive Investigation of the 4 by 4 Test-Bed Performance 
 
 
The calibration of the 4 by 4 test-bed was extensive as it presented larger calibration 
errors then the 2 by 4 array. The impact of these errors was investigated by calibrating 
the array for the top left reference and the shortest path algorithms, each using 4 
different reference element locations. Then the calibration performed by the dual path 
calibration algorithm was done using all eight of the reference element locations. This 
was to show the impact of the choice of calibration paths taken through the array and 
the trends in the calibration. These results were discussed in Chapter 6. The following 
set of tables contain the calibration results for each of these experiments for both the 3 
by 3 and 4 by 4 array sizes upon which the discussion was based. 
 
 
Table 11-1: Top Left Reference Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 
array on the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element 
(1,1). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,2) -0.22 -2.66 
(1,3) -0.14 -8.86 
(2,1) 0.14 -2.21 
(2,2) -0.04 -5.31 
(2,3) 1.07 2.21 
(3,1) 1.16 1.77 
(3,2) 1.13 3.1 
(3,3) 1.16 6.64 
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Table 11-2: Top Left Reference Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (1, 1). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,2) -0.22 -2.66 
(1,3) -0.14 -8.86 
(1,4) -0.07 -11.07 
(2,1) 0.14 -2.21 
(2,2) -0.04 -5.31 
(2,3) 1.07 2.21 
(2,4) -0.04 -9.3 
(3,1) 1.16 1.77 
(3,2) 1.13 3.1 
(3,3) 1.16 6.64 
(3,4) 1.65 13.73 
(4,1) 1.68 11.07 
(4,2) 1.65 9.74 
(4,3) 2.49 13.73 
(4,4) 2.57 16.38 
Table 11-3: Top Left Reference Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 
array on the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element 
(1,4). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,2) -0.10 5.76 
(1,3) -0.10 1.33 
(2,2) -0.80 6.64 
(2,3) 0.39 6.2 
(2,4) 0.16 2.66 
(3,2) -0.44 6.2 
(3,3) 0.13 2.21 
(3,4) -1.02 -6.64 
 
Table 11-4: Top Left Reference Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (1, 4). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) 0.16 5.31 
(1,2) -0.10 5.76 
(1,3) -0.10 1.33 
(2,1) 0.197 3.099 
(2,2) -0.80 6.64 
(2,3) 0.39 6.199 
(2,4) 0.16 2.66 
(3,1) -5.23 -20.81 
(3,2) -0.44 6.199 
(3,3) 0.13 2.21 
(3,4) -1.02 -6.64 
(4,1) 0.13 7.97 
(4,2) -0.07 7.08 
(4,3) 0.76 7.08 
(4,4) 0.70 6.64 
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Table 11-5: Top Left Reference Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 
array on the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element  
(4, 1). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(2,1) -1.69 -10.18 
(2,2) -1.58 -12.399 
(2,3) 0.59 5.31 
(3,1) -0.597 -7.53 
(3,2) -0.43 -3.99 
(3,3) 0.589 -0.44 
(4,2) 0 3.099 
(4,3) 1.82 -13.73 
 
Table 11-6: Top Left Reference Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (4, 1). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -10.18 -1.62 
(1,2) -10.18 -1.58 
(1,3) -4.87 -0.70 
(1,4) -5.76 0.35 
(2,1) -10.18 -1.69 
(2,2) -12.399 -1.58 
(2,3) 5.31 0.589 
(2,4) 1.33 0.28 
(3,1) -7.53 -0.597 
(3,2) -3.99 -0.43 
(3,3) -0.44 0.589 
(3,4) 13.73 1.196 
(4,2) 3.099 0 
(4,3) -13.73 1.82 
(4,4) -15.498 1.87 
Table 11-7: Top Left Reference Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 
array on the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element  
(4, 4). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(2,2) -2.25 -19.04 
(2,3) -0.80 -11.07 
(2,4) -0.94 -10.18 
(3,2) -1.53 -14.61 
(3,3) 0.16 -6.199 
(3,4) -0.66 -8.86 
(4,2) -2.33 -16.38 
(4,3) 1.11 -3.99 
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Table 11-8: Top Left Reference Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (4, 4). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -2.04 -8.41 
(1,2) -2.41 -15.94 
(1,3) -0.36 -19.48 
(1,4) -0.91 -7.53 
(2,1) -3.07 -14.17 
(2,2) -2.25 -19.04 
(2,3) -0.80 -11.07 
(2,4) -0.94 -10.18 
(3,1) -0.66 -0.266 
(3,2) -1.53 -14.61 
(3,3) 0.16 -6.199 
(3,4) -0.66 -8.86 
(4,1) 0.03 3.99 
(4,2) -2.33 -16.38 
(4,3) 1.11 -3.99 
Table 11-9: Shortest Path Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 array 
on the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element (2, 2). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -0.68 -0.27 
(1,2) -0.37 -3.1 
(1,3) 0.73 -1.33 
(2,1) -0.33 0.886 
(2,3) 1.75 12.84 
(3,1) 1.03 2.21 
(3,2) 0.999 6.64 
(3,3) 1.22 5.76 
 
Table 11-10: Shortest Path Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (2, 2). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -0.68 -0.27 
(1,2) -0.37 -3.1 
(1,3) 0.73 -1.33 
(1,4) 0.90 -3.1 
(2,1) -0.33 0.886 
(2,3) 1.75 12.84 
(2,4) 1.71 8.86 
(3,1) 1.03 2.21 
(3,2) 0.999 6.64 
(3,3) 1.22 5.76 
(3,4) 1.596 7.97 
(4,1) 1.53 6.199 
(4,2) 1.38 9.74 
(4,3) 2.38 20.37 
(4,4) 1.92 10.63 
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Table 11-11: Shortest Path Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 array 
on the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element (2, 3). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,2) -1.68 -4.87 
(1,3) -0.63 -0.27 
(1,4) -0.80 -5.76 
(2,2) -2.06 -5.76 
(2,4) 2.22 6.199 
(3,2) -1.499 -0.27 
(3,3) 0.56 1.33 
(3,4) 0.23 6.199 
Table 11-12: Shortest Path Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (2, 3). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -1.59 -0.44 
(1,2) -1.68 -4.87 
(1,3) -0.63 -0.27 
(1,4) -0.80 -5.76 
(2,1) -1.87 -3.99 
(2,2) -2.06 -5.76 
(2,4) 2.22 6.199 
(3,1) -1.41 2.66 
(3,2) -1.5 -0.27 
(3,3) 0.56 1.33 
(3,4) 0.23 6.2 
(4,1) -0.97 9.299 
(4,2) -1.97 -3.99 
(4,3) 0.91 5.76 
(4,4) 1.04 7.08 
Table 11-13: Shortest Path Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 array 
on the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element (3,2). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(2,1) -1.21 -7.97 
(2,2) -0.69 -10.63 
(2,3) 0.82 1.33 
(3,1) -0.73 -3.99 
(3,3) -0.27 -3.1 
(4,1) -0.03 4.43 
(4,2) 0 2.66 
(4,3) 0.76 6.64 
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Table 11-14: Shortest Path Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (3, 2). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -1.36 -4.87 
(1,2) -0.62 -5.31 
(1,3) 0 -9.74 
(1,4) 0.94 -3.1 
(2,1) -1.21 -7.97 
(2,2) -0.69 -10.63 
(2,3) 0.82 1.33 
(2,4) 1.12 2.21 
(3,1) -0.73 -3.99 
(3,3) -0.27 -3.1 
(3,4) -0.20 -3.99 
(4,1) -0.03 4.43 
(4,2) 0 2.66 
(4,3) 0.76 6.64 
(4,4) 1.32 7.97 
Table 11-15: Shortest Path Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 array 
on the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element (3,3). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(2,2) -0.84 -10.18 
(2,3) -0.45 2.66 
(2,4) -0.52 -3.54 
(3,2) 0.07 4.43 
(3,4) -0.17 -1.33 
(4,2) -0.38 -2.21 
(4,3) 0.39 8.41 
(4,4) 0.23 5.76 
Table 11-16: Shortest Path Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (3, 3). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -1.10 -5.31 
(1,2) -0.10 -3.1 
(1,3) -0.62 -5.76 
(1,4) -0.59 -3.1 
(2,1) -0.695 -4.43 
(2,2) -0.84 -10.18 
(2,3) -0.45 2.66 
(2,4) -0.52 -3.54 
(3,1) -0.24 3.1 
(3,2) 0.07 4.43 
(3,4) -0.17 -1.33 
(4,1) -0.38 -0.44 
(4,2) -0.38 -2.21 
(4,3) 0.39 8.41 
(4,4) 0.23 5.76 
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Table 11-17: Dual Path Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 array on 
the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element (1,1). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,2) 0.11 -1.77 
(1,3) 0.38 1.33 
(2,1) -0.22 -1.33 
(2,2) 0.14 -0.27 
(2,3) 1.71 13.73 
(3,1) 3.53 5.31 
(3,2) 1.14 5.76 
(3,3) 1.92 18.598 
 
Table 11-18: Dual Path Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (1, 1). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,2) 0.11 -1.77 
(1,3) 0.38 1.33 
(1,4) 0.79 0.27 
(2,1) -0.22 -1.33 
(2,2) 0.14 -0.27 
(2,3) 1.71 13.73 
(2,4) 0.95 2.21 
(3,1) 3.53 5.31 
(3,2) 1.14 5.76 
(3,3) 1.92 18.598 
(3,4) 2.06 11.96 
(4,1) 1.74 9.74 
(4,2) 1.71 9.74 
(4,3) 2.92 23.03 
(4,4) 3.19 23.91 
Table 11-19: Dual Path Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 array on 
the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element (1,4). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,2) -0.13 1.77 
(1,3) -0.03 4.87 
(2,2) -0.69 -3.1 
(2,3) 0.45 -9.74 
(2,4) 0.26 2.66 
(3,2) -0.69 0.89 
(3,3) 0.51 7.53 
(3,4) 2.03 11.07 
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Table 11-20: Dual Path Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (1, 4). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -0.798 -1.33 
(1,2) -0.13 1.77 
(1,3) -0.03 4.87 
(2,1) -0.58 -2.21 
(2,2) -0.69 -3.1 
(2,3) 0.45 -9.74 
(2,4) 0.26 2.66 
(3,1) -6.36 -23.91 
(3,2) -0.69 0.89 
(3,3) 0.51 7.53 
(3,4) 2.03 11.07 
(4,1) -2.39 -6.64 
(4,2) -0.24 -1.33 
(4,3) 1.21 13.28 
(4,4) 1.21 10.18 
Table 11-21: Dual Path Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 array on 
the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element (4,1). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(2,1) -1.75 -11.96 
(2,2) -1.66 -5.76 
(2,3) 0 -8.41 
(3,1) -0.89 -4.87 
(3,2) -0.60 -0.27 
(3,3) -0.098 -6.2 
(4,2) -0.16 0.89 
(4,3) 1.32 8.86 
Table 11-22: Dual Path Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (4, 1). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -1.25 -8.41 
(1,2) -1.33 -4.87 
(1,3) -0.89 -12.84 
(1,4) 0.06 -7.97 
(2,1) -1.75 -11.96 
(2,2) -1.64 -5.76 
(2,3) 0 -8.41 
(2,4) 0.26 -3.1 
(3,1) -0.89 -4.87 
(3,2) -0.60 -0.27 
(3,3) -0.098 -6.2 
(3,4) 0.54 -2.66 
(4,2) -0.16 0.89 
(4,3) 1.32 8.86 
(4,4) 1.04 3.54 
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Table 11-23: Dual Path Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 on the 4 
by 4 Experimental Test-bed, when the Reference Element is Located at Element (4,4). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(2,2) -0.91 -11.96 
(2,3) -0.67 -6.64 
(2,4) -0.95 -7.53 
(3,2) -0.91 -7.53 
(3,3) -0.53 -5.76 
(3,4) -0.63 -7.53 
(4,2) -1.62 -11.96 
(4,3) 0.13 -3.1 
Table 11-24: Dual Path Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (4, 4). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -1.24 -2.21 
(1,2) -0.98 -7.97 
(1,3) -0.43 -15.94 
(1,4) -1.02 -5.31 
(2,1) -2.09 -3.1 
(2,2) -0.91 -11.96 
(2,3) -0.67 -6.64 
(2,4) -0.95 -7.53 
(3,1) -0.88 -1.77 
(3,2) -0.91 -7.53 
(3,3) -0.53 -5.76 
(3,4) -0.63 -7.53 
(4,1) -0.23 1.33 
(4,2) -1.62 -11.96 
(4,3) 0.13 -3.1 
Table 11-25: Dual Path Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 array on 
the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element (2,2). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -0.53 -3.99 
(1,2) -0.36 0.27 
(1,3) 0.97 -1.33 
(2,1) -0.04 -2.66 
(2,3) 2.26 12.398 
(3,1) 1.05 4.87 
(3,2) 1.39 3.1 
(3,3) 1.36 6.64 
 
 254 
 
Table 11-26: Dual Path Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (2, 2). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -0.53 -3.99 
(1,2) -0.36 0.27 
(1,3) 0.97 -1.33 
(1,4) 1.49 1.33 
(2,1) -0.04 -2.66 
(2,3) 2.26 12.398 
(2,4) 1.82 5.76 
(3,1) 1.05 4.87 
(3,2) 1.39 3.1 
(3,3) 1.36 6.64 
(3,4) 2.38 13.28 
(4,1) 1.69 9.74 
(4,2) 1.95 6.64 
(4,3) 2.79 15.06 
(4,4) 2.47 15.06 
Table 11-27: Dual Path Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 array on 
the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element (2,3). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -2.25 -0.89 
(1,2) -1.86 -3.99 
(1,3) -0.76 -2.21 
(2,1) -1.86 -0.27 
(2,2) -2.01 -6.64 
(3,1) -0.88 3.99 
(3,2) -1.54 1.33 
(3,3) 0 -0.44 
 
Table 11-28: Dual Path Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (2, 3). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -2.25 -0.89 
(1,2) -1.86 -3.99 
(1,3) -0.76 -2.21 
(1,4) -1.14 -3.1 
(2,1) -1.86 -0.27 
(2,2) -2.01 -6.64 
(2,4) 2.21 12.84 
(3,1) -0.88 3.99 
(3,2) -1.54 1.33 
(3,3) 0 -0.44 
(3,4) -0.63 -1.33 
(4,1) 0.15 7.53 
(4,2) -0.88 -3.1 
(4,3) 0.90 5.76 
(4,4) 0.83 10.63 
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Table 11-29: Dual Path Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 array on 
the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element (3,2). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(2,1) -1.25 -10.63 
(2,2) -0.80 -8.41 
(2,3) 0.70 1.33 
(3,1) -0.59 -0.44 
(3,3) 0 -4.43 
(4,1) 0.29 2.21 
(4,2) 0.26 -0.89 
(4,3) 1.09 8.86 
 
Table 11-30: Dual Path Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (3, 2). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -0.91 -7.53 
(1,2) -0.95 -4.43 
(1,3) -0.13 -8.86 
(1,4) 0.73 -0.89 
(2,1) -1.25 -10.63 
(2,2) -0.80 -8.41 
(2,3) 0.70 1.33 
(2,4) 0.67 4.43 
(3,1) -0.59 -0.44 
(3,3) 0 -4.43 
(3,4) 1.98 1.33 
(4,1) 0.29 2.21 
(4,2) 0.26 -0.89 
(4,3) 1.09 8.86 
(4,4) 0.86 3.99 
Table 11-31: Dual Path Algorithm’s Calibration Amplitude and Phase Errors for a 3 by 3 array on 
the 4 by 4 Experimental Test-bed, when the Reference Element is Located at Element (3,3). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(2,2) -1.05 3.99 
(2,3) -0.47 -8.41 
(2,4) -0.47 -6.64 
(3,2) -0.17 2.66 
(3,4) -0.65 4.87 
(4,2) -0.37 -4.43 
(4,3) 0.45 2.21 
(4,4) 0.26 7.53 
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Table 11-32: Dual Path Algorithm’s Calibration Amplitude and Phase Errors for the 4 by 4 
Experimental Test-bed, when the Reference Element is Located at Element (3, 3). 
Element Amplitude Errors (dB) Phase Errors (degrees) 
(1,1) -0.90 -0.89 
(1,2) -0.61 -7.97 
(1,3) -0.65 -6.64 
(1,4) -0.76 -6.2 
(2,1) -0.86 -3.99 
(2,2) -1.05 3.99 
(2,3) -0.47 -8.41 
(2,4) -0.47 -6.64 
(3,1) -0.47 -2.21 
(3,2) -0.17 2.66 
(3,4) -0.65 4.87 
(4,1) 0.25 1.33 
(4,2) -0.37 -4.43 
(4,3) 0.45 2.21 
(4,4) 0.26 7.53 
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Abstract— The tower-top deployment of base station elec-
tronics could prove of utility in future cellular communication
applications. We present a scalable, non-radiative, automated
calibration scheme for such a system, which employs an array
of independently phased transceivers. By coupling an interlinear
row of reference transceivers to the array, feedpoint calibration of
the array is possible. The theoretical justification for the scheme is
presented together with assessment of the accuracy of calibration
possible using commercial off the shelf components.
I. INTRODUCTION
The principle motivation behind relocation of the base sta-
tion electronics to the tower top are the versatility, performance
and space saving benefits such a system would yield. The
use of a tower-top base station may also reduce capital costs
because the need for both feeder cables and large resonant
cavity duplexer filters is obviated. There are, however, many
significant engineering challenges to the implementation of
such a scheme. One of the most significant is obtaining the
same RF output power as that of a conventional, tower-bottom,
system. We conject that the RF system specifications will be
easier to meet in the distributed tower-top system of figure 1,
wherein, the RF transceiver electronics are distributed amongst
the individual array elements. Appropriate summation and
weighting is performed within a tower-top controller unit. The
remaining demodulation functions are then performed by a
tower-bottom baseband radio.
DA/ADTRx
DA/ADTRx
DA/ADTRx
Ctrl
DA/ADTRx
Tower−Bottom
Tower−Top
BTS
Baseband
Fig. 1. A single sector of the tower-top system sees the transceiver electronics
distributed between each element (here four are shown) within the array.
This distribution between array elements will allow the
transition to lower cost ceramic duplexers [1] because, given
an element gain of 5 dBi, a directional 30 element array
would require feed-point power of 3.2 W to meet the current
GSM specification. It is anticipated that this will also assist
meeting the stringent reliability requirements and heat dissipa-
tion performance needed of a tower-top radio. Whether such
a transceiver can be implemented, and produced affordably,
remains the subject of continued interest.
The aforementioned benefits are offset by several disad-
vantages. The two most pertinent are reliability and accurate
phasing of the array, also known as ‘the calibration problem’.
It is the latter of these two problems which this paper ad-
dresses in the context of a tower-top cellular system. Aspects
of this calibration scheme are protected by patent pending
(S2006/0482).
II. ARRAY CALIBRATION
Ctrl
DA/ADTRx
DA/ADTRx
DA/ADTRx
DA/ADTRx
Sense
I/O
Fig. 2. Conventional array calibration wherein a coupled feedback path
allows measurement of the transmitted signal and injection of calibration
signals.
Where calibration is non-radiative, i.e. does not employ
remote or local signals radiated in free space as the main
calibration medium then array calibration, typically, is based
on a closed feedback loop between a single sensing device
and the outputs of the array, as shown in figure 2. It is well
known that calibration relative to a single reference element,
by means of weighting the input to the array, can yield accurate
amplitude and phasing at the antenna feedpoint. This is usually
conditional upon the paths between the antenna feed point
and reference element being equal and that the transceiver
local oscillators are frequency coherent. Potential difficulties
with this type of calibration scheme are that, in scaling it to
arrays of significant dimensions, such as those which could be
required to make a tower-top cellular transceiver, can give rise
to complex calibration coupler arrangements which must be
carefully designed to avoid unwanted coupling and electrical
path length imbalance.
III. INTERLINEAR REFERENCE CALIBRATION
To accommodate larger numbers of array elements, each
with a separate transceiver, the calibration scheme shown in
figure 3 is proposed. Here each group of four transceivers is
coupled to a central sensing device capable of generating or
receiving calibration signals for both transmit or receive band
calibration. This coupling is achieved here by a hypothetical
six port directional coupler structure. The output of the sensing
electronics is therefore terminated in a matched impedance Z.
TRx
DA/AD
TRx
DA/AD
TRx
DA/AD
TRx
DA/AD
Z
Ctrl
I/O
Sense
Fig. 3. Calibration relative to a single central sensing element equidistant
from the neighboring radiative transceivers. Calibration is applied through the
conventional feedback mechanisms.
For the purpose of this paper we will describe only transmit
calibration although, by reciprocity, receive calibration is also
possible. For transmitter calibration, the role of the central
sensing element is to perform feed-point measurements of the
transmitter phase and amplitude via the coupler structure. Thus
allowing direct comparison of the feedpoint signals of each
of the array’s transmitters. To effect calibration, one of the
radiative transmitter elements is selected to calibrate the rest
of the array relative to, say, the bottom left. Our reference
sensor then records the phase and amplitude of the coupled
signal from that transmitter. Each of the other three elements
then have their output sampled in turn, by the same reference
sensor. It is then a simple matter to apply a corrective digital
baseband weighting to each of the three transmitter inputs,
such that their outputs - as measured by our reference, are all
equal to that of the bottom left hand element. Thus enabling
accurate phasing of the array.
By repeating this tessellating coupler structure (see fig-
ure 4 a) the calibration scheme may, in principal, be scaled to
arrays of any proportions - each group of four transceivers be-
ing calibrated relative to a central ‘reference’ element (which
contains the control and sensing functionality of previous
figures). This process is repeated across the whole array
with each transceiver being calibrated relative to a previously
calibrated array element until the whole array is accurately
phased.
TRx
Tx
TRx TRx
TRxTRx
TRx
Ref Ref
a)
Tx
Cal Cal
Ref
b)
q[ ]
Fig. 4. a) Arrangement of coupler and sensing elements to calibrate
a rectilinear array. b) Block schematic representation of the linear array
calibration simulation.
A system level schematic representation of the calibration
process, simplified to a linear array, is shown in figure 4 b).
Here a uniform linear array is calibrated by a row of ref-
erence elements (Ref) placed between the adjacent radiative
transmitters (Tx) which form the array. The transmitted signal
from the first transceiver is coupled via the calibration coupler
network (Cal) to a reference element1. This measurement is
subsequently compared with measurements from neighboring
elements and the transmitters output adjusted accordingly,
effecting calibration. This process is repeated for all elements
of the array sequentially, starting from the centre of the array.
In this paper we consider the reference receiver input signal’s
accuracy to be limited, in a process which mimics quantisation
without adding the attendant noise, denoted q[ ]. We assume
that the effects of quantisation noise will be negligible. Al-
though the system is designed explicitly to correct for them,
for now we will also ignore the influence of time dependent
phenomenon such as component aging and thermal effects and
focus on static error correction.
IV. PREDICTING CALIBRATION PERFORMANCE
In practical systems hardware can only be produced to finite
accuracy and tolerance. Our goal was to derive a closed form
1It is important to note that the calibration block shown here (error = σc)
subsumes both of the individual couplers of the preceding figure.
expression which would give us a statistical prediction of the
accuracy of calibration of the array. This prediction is based
only upon a priori knowledge of the errors of the constituent
components of our array system.
A. The Linear Array
In the case of static, single frequency operation, with perfect
impedance matching, we define each block of our array radio
system to have some predefined average performance, gain A
(dB) and phase φ◦. The actual value of this will vary by some
error ∆(A,φ) from this ideal. Recalling that the calibration
process relies on baseband feedback weighting we also define
an error signal "(A,φ). Where the input signal to the nth
transmitter is a pure sinusoid, xn(A,φ), measured by the mth
reference with error ∆Rm . It is simple to see from the error
signal that perfect array calibration is possible:
"(A,φ) = (x1 +∆Rm)− (xn +∆Rm) (1)
If we now introduce coupler errors ∆c(a,φ) we can see
that the accuracy of the calibration of the nth transmitter is
degraded by the sum of all of the errors between it and the
first transmitter.
"n(A,φ) = (x1 +∆Rm)−
(
xn +∆Rm +
N∑
i=1
∆ci
)
(2)
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Fig. 5. a) Diagram illustrating graphically the minimum number of calibration
paths incurred in calibrating the linear array. b) A similar diagram for a
rectilinear array calibrated from the array top-left corner.
Figure 5 a) represents a linear array - each box corresponds
to an array element. Using the convention of figure 4 b),
the numbers within the boxes represent the sequence and
number of coupler calibration path errors accrued during the
calibration process. Here calibration starts with the centre-most
element. Assuming these coupled paths each have a Gaussian
error associated with them and that calibration starts with the
centre-most element: An expression for the resultant output
error distribution for a N element linear array σa, in terms of
the coupled calibration path errors σc may be derived:
σ2a =
2
N − 1
2σ2c +
2
N − 1
4σ2c + ...+
α
N − 1
Mσ2c (3)
Where, in the last term, α = 1 if N − 1 = odd elsewhere
α = 2 and M is N/2 rounded to the nearest integer value. And
the reference sensor measurement resolution error contribution
is insignificant.
B. The Rectilinear Array
To develop an expression for the rectilinear array we extend
this principle to that illustrated in figure 5 b) for an N element
square array. Here calibration begins at the top-left hand corner
of the array. The numbers therefore denote, not only the
sequence that the calibration is performed in, but the number
of couplers incurred between the start element (0) and the
transceiver being calibrated. As with the linear array, given
Gaussian error distribution in coupled path error, by summing
and weighting these variances according to the frequency with
which they occur, it is possible to calculate the resultant
distribution. For the calibration process shown in figure 5 b)
the resultant error distribution’s phase variance for the array
(σ2φa) due to this coupled path error is given by:
σ2φa =
N∑
i=2
(
i2 − [i− 1]2
N − 1
)
2(i− 1)σ2φc (4)
with coupled path phase error variance σ2φc centered around a
mean value equal to the phase of the first element. Similarly
for the array amplitude error variance:
σ2Aa =
N∑
i=2
(
i2 − [i− 1]2
N − 1
)
2(i− 1)σ2Ac (5)
with coupler amplitude error variance σ2Ac with the distribution
centred around the amplitude of the first element.
V. SIMULATION
A. Theoretical Comparison
To test the accuracy of these predictions, the calibration
scheme representation of figure 5 b) was extended to a
rectilinear array as shown in figure 6. In the regime∆c < ∆Tx
and q=14 bits, expressions 4 and 5 were found, to good
approximation, to describe array calibration accuracy.
Tx Tx
Cal Cal
Ref
q[ ]
Fig. 6. A block schematic diagram representing the simulation of figure 4
b) modified for the rectilinear case.
This is illustrated in figure 7, which shows how the standard
deviation of the array calibration error increases with array
size, on this scale the theoretical and simulated results are
coincident. Figure 8 shows the mean array error as a function
of array size - this again illustrates the accuracy with which our
statistical method can predict the array calibration accuracy.
The simulation results were obtained by combining the output
of 10 000 simulations to obtain statistically significant results.
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Fig. 7. Comparison of theoretical and simulation predictions for the resultant
error distribution given a coupled path with σc = 30.
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Fig. 8. Comparison of theoretical and simulation predictions for the resultant
error distribution given a coupled path with σc = 30.
B. Practical Array System Calibration
To generate useful predictions of the performance of a
physical array which uses our calibration scheme, values based
on available manufacturer’s data were attributed to each of
the blocks of the simulation scheme of figures 4 b) and 6 .
Associated with the phase (φ) and amplitude (A) of each S-
Parameter (average µ) is a Gaussian error standard deviation,
σ, with values as shown in the table below. The initial
condition of the input signal to the transmitter block was
selected as -20 dBm with a standard deviation of 0.5 dB and
uniformly distributed arbitrary phase.
Component µA σA µφ σφ
Tx S21 50 dB 3 dB 10◦ 20◦
Ref S21 60 dB 3 dB 85◦ 20◦
Cal S21 -40 dB 0.2 dB 95◦ 2◦
These values were selected to reflect low-cost, low quality,
commercially available hardware. The specification for the
calibration coupler, however, had to be inferred due to the lack
of commercially available high balance coupler structures. The
coupler phase error is based upon the series connection of a
pair of power dividers, each with 3◦ of peak phase error and
an RMS phase error of 1◦ [2]. Based on the combination of
two independent identically distributed random variables this
gives a resultant RMS phase error of 1.4◦, this was rounded up
to 2◦ to conservatively represent low cost hardware. Similarly
an RMS amplitude error of 0.2 dB RMS was calculated for
the amplitude imbalance. Work on our own high phase and
amplitude balance coupler is on-going and we hope to improve
significantly on these figures.
1) Practical Linear Array: To assess the feasibility of our
calibration scheme the radiation polar plot feedpoint accuracy
of the 30 element linear array of section I, fed by the simulated
output of our calibration scheme, was examined. Equation 3
predicts phase and amplitude imbalance of the order of σ =
7.9◦ and 0.69 dB this compares with the values of 8.07 ◦ and
0.61 dB obtained from 1000 runs of the calibration simulation
above. The radiation polar plot of a representative linear array
Fig. 9. i) Beamforming performance of the calibration scheme for a 30
element λ
2
spaced dipole array relative to ii) perfect beamformed output for
the same array. a) Broadside, b) 45◦ and c) endfire radiation patterns shown.
result, in the absence of antenna mutual coupling, is shown in
figure 9. Figure 9 i) a) shows broadside, figure 9 i) b) 45◦ and
figure 9 i) c) endfire beamformed radiation. The equivalent
ideal beamformed radiation are shown in figures 9 ii) a–c).
From these results we can see that the directional beamforming
error incurred is unmeasurable and a slight increase in sidelobe
level observed in the case of the broadside radiation pattern.
The reason for the lack of beamforming error in figure 9
may be that the larger errors are relegated to the periphery of
the array. Anecdotal evidence for this can be seen in Kraus [3],
however, the effect of the magnitude of element error dis-
tribution on beamforming requires further examination. We
will not consider this single array’s performance further as
our predictions and results are principally concerned with
statistical ensembles of arrays. Future work will focus on a
method for extracting peak and mean sidelobe levels, as well
as directivity error from groups of such plots.
2) Practical Rectilinear Array: To gauge the size of array
which can be practically employed using this calibration
scheme, the simulated rectilinear array results are plotted as a
function of array size in figure 10.
Fig. 10. Phase and amplitude calibration accuracy predicted by the rectilinear
array simulation.
To put these figures into context we define two specifica-
tions. The first is a stringent phase and amplitude specification
based on that of the TSUNAMI (II) array [4], whose amplitude
and phasing specifications are maximum 3◦ peak phase error
and 0.5 dB peak amplitude imbalance between any two
elements. This is necessary to provide the -30 dB null depth
specified for their project. Their hardware embodiment only
ever met approximately 10◦ and 1 dB of imbalance at DCS
1800 frequencies. For a conventional (non-SDMA) tower-top
replacement BTS, we define a looser specification of 5◦ RMS
phase error and 1 dB amplitude.
Based on these specifications a provisional coupler accuracy
can be generated for a given level of accuracy. Returning to
our 30 element rectilinear array requires a coupler balance of
0.42 dB and 2◦ RMS. This results in a feedpoint calibration
accuracy of 1 dB and 5◦ RMS. Similarly, to satisfy the more
stringent SDMA calibration requirement, coupler balance of
0.4◦ RMS and 0.27 dB is needed, resulting in 0.5 dB and
3◦ calibration accuracy. Ways of relaxing this coupler balance
specification by employing alternative calibration algorithms,
are currently under study and will be the subject of future
publication.
VI. THE EFFECT OF CALIBRATION ON SIDE-LOBE LEVEL
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Fig. 11. Sidelobe level contributions due to the calibration scheme (predicted
by equations 4 and 5) compared with that due to phase quantisation, note that
14 bit phase quantisation error ≤ -80 dB and is not visible on this scale.
To give some indication of the performance and further in-
sight into the behaviour of our calibration scheme in a practical
setting, we have taken the predictions of equations 4 and 5
and combined them with the method given by Mailloux [5],
to predict the resultant mean sidelobe level due to calibration
error. This was undertaken understanding that peak sidelobe
level is the key sidelobe parameter for a static cellular systems.
Typical cellular BTS antennas require a peak sidelobe level
≤ -20 dB, unfortunately we cannot reliably predict the peak
sidelobe level from the statistically derived RMS sidelobe
level.
Because sidelobe level is a function of array size we can
see in figure 11 that the RMS sidelobe level tends towards
-30dB below the main lobe radiation for our hypothetical 30
element rectilinear array. This, coincidentally, is the sidelobe
level predicted (using the the same method) as for our 30
element linear array. For comparison the RMS sidelobe level
due to phase quantisation is also shown in figure 11. This
may also serve as some explanation for the limited effect of
quantisation rounding, and justification for the exclusion of
quantisation noise from our simulation, the average sidelobe
level for 14 bit quantisation in the case of the 30 element
array is -91.8 dB. The precise influence of quantisation on the
accuracy of calibration will be the subject of future study.
VII. CONCLUSION
In this paper we have introduced a scalable array cali-
bration scheme whose performance is limited by the phase
and amplitude imbalance of the passive coupler network
employed to couple transmitted power to a reference receiver.
Furthermore, we have presented a theoretical basis for the
limits of the performance of this system and have confirmed it
by simulation in the regime, quantisation greater than 14 bits.
This allowed us to derive calibration coupler requirements for
both static (2◦ RMS and 0.42 dB) and SDMA (0.4◦ RMS and
0.27 dB) beamforming applications. Initial simulation, using
the parameters of commercially available components, showed
that arrays of up to 100 elements may be produced with a mean
sidelobe level over 30 dB below the main lobe of radiation.
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Abstract
The performance of phased arrays is dependent upon the
amplitude and phase relationships between the elements of
the array. In the presence of finite manufacturing tolerances
and environmental effects these relationships cannot always
be guaranteed, therefore synchronisation of these
relationships is necessary. This paper presents an algorithmic
approach to the calibration of these relationships, backed up
with simulation results and comparisons.
1. Introduction
Adaptive antenna systems have been used for several
years [10 – 11, 17]. Their performance is dependent upon the
amplitude and phase relationships between elements [27],
which are affected by multiple environmental effects and by
manufacturing variations in system components. These
effects cause imbalances in the amplitude and phase
relationships from such potential causes as: thermal effects,
antenna mutual coupling, component aging and finite
manufacturing tolerances [1, 9, 21 - 23]. There are several
different approaches taken to solving this synchronisation
problem, which range from fixed feeder paths [2, 8, 14 – 15,
18, 25] to calibration algorithms [4 - 5, 19 – 22, 24, 26,].
Calibration algorithms are generally used in conjunction with
fixed feeder paths, as the transceiver electronics located at the
tower bottom also requires synchronisation. In situations
where the transceiver electronics are connected directly to the
antenna elements, synchronisation may only be achieved
through the use of calibration algorithms. An example of such
a setup is the tower top deployment of basestation electronics
presented in [4 - 5].
This paper presents a calibration algorithm for a tower top
system. The basestation electronics are deployed to the tower
top, where each element of the array is connected to a
transceiver element. The calibration algorithm uses additional
distributed measurement elements and takes advantage of the
structure of the array to minimise the complexity of the
calibration challenge.
The paper is laid out as followed: section 2 presents an
introduction to the tower top system. Which is followed by a
description of the calibration algorithm in section 3. Finally
an evaluation of the performance of the calibration algorithm
is presented in section 4.
2. The Tower Top Antenna Array
A tower top system has the basestation electronics redeployed
to the tower top, where each element of the array has its own
transceiver element. These arrays are generally planar arrays
from 16 to 64 elements, as planar arrays are more compact
than circular arrays [6, 12]. Tower top array synchronisation
is generally done by either radiative or non-radiative
calibration.
The system presented here uses non-radiative calibration to
remove the need for external calibration equipment. The
calibration algorithm uses the structure of the array to
simplify the calibration of large arrays. The array is a planar
array interlaced with reference elements, as shown in figure 1.
Each reference element is connected to four transceiver
elements via directional couplers [3]. This interconnection
structure provides at least one calibration path for each of the
transceiver elements of the array. These calibration paths, as
shown in figure 2, are completed by digital feedback from the
reference element to each of the transceiver elements.
The planar array structure of the system can be considered in
terms of building blocks. The array consists of reference
elements; each reference element is surrounded by four
transceiver elements. If you consider one reference element
surrounded by the four transceiver elements as a single tile,
then the whole array can be considered just a construct of
overlapping tiles. The reason for considering the array in this
way is that a single reference element surrounded by four
elements is basically a circular array. The layout looks square
but each of the antennas is equidistant from the reference
element, thus describing a circle. The advantage of using
small circular arrays and tiling them to produce a larger array
is that the scaling problem of circular arrays is overcome.
Circular arrays are difficult to scale for a number of reasons
[6, 12] for example, the larger the array the more area the
array requires [16], fixed feeder paths are required to connect
each element to the central reference element which can
require long looped cables, and there is also a physical
limitation to the number of connections a single reference
element can handle. Thereby tiling small circular arrays
together a scalable array can be constructed with a scalable
calibration mechanism.
Figure 1: Tower-Top, Cellular, Phased Array Antenna
System.
Figure 2: The Calibration Path of an Antenna Element.
3. Algorithmic Approaches
The algorithmic approach presented in this paper is compared
with the shortest path algorithm, the best performing
algorithm presented to date for this structure [4]. Both
algorithms are based upon comparisons between elements, so
a brief description of the shortest path algorithm is presented
first, followed by a description of the new algorithm and a
comparison of the simulation results of both algorithms.
3.1 Shortest Path Calibration Algorithmic Approach
The shortest path algorithm is based upon comparisons
between elements. These comparisons start out from a
reference transceiver element in the array; this element is
measured by a reference element connected to it. Then
another element connected directly to the same reference
element is measured. The measured signals are then
compared; the correction factor from this comparison is feed
back into the second element to calibrate it to the reference
transceiver element. These comparisons are continued
throughout the array, by using intermediate reference
transceiver elements and by calibrating around the reference
elements in a similar way. This has the effect of removing the
imbalances in the amplitude and phase relationships of the
array due to the reference blocks, as each of the comparisons
use measurements taken from the same reference elements.
The reference element variations for the two compared
measurements are the same so the reference element
variations do not affect the correction factors. The
comparisons also have the effect of removing individual
transceiver block variations, as the comparisons of the
transceiver elements are corrected to the reference
transceiver’ specific imbalance.
The elimination of the component block variations is only
possible if the measurement taken by the reference blocks is
accurate. This accuracy is affected by not only the
measurement but also by the resolution of the analog to
digital converters (ADC), because of the digital feedback of
the system. These challenges can be over come by using high
resolution ADCs in conjunction with a measurement
technique such as cordic [19], or by themselves. However
these issues will not be discussed in detail as they are beyond
the scope of this paper.
Due to the elimination of the component block variations, the
overall array variation is dependent on the number of coupler
variations that affect each element of the array, due to its
correction factor. The correction factor generated from each
comparison includes a coupler variation. This coupler
variation is a composite of the coupler variations included in
each of the measured signals in the comparison. As the
number of comparisons required to calibrate the whole array
increases, so does the number of coupler variations included
in the correction factors, therefore the longer the calibration
trail is to an element, the more coupler errors included in its
correction factor. So each element’s accuracy is dependent on
its correction factor, the further away it is from the reference
transceiver element, the greater the number of coupler
variations that affect it, and the less accurate it is.
The accuracy of the array is dependent upon the number of
couplers along the calibration trials from the reference
transceiver elements to rest of the array. The accuracy can be
improved by shortening the length of these paths, so by
moving the reference transceiver element to the center of the
array, the maximum distance from the reference transceiver
element is shortened. By only calibrating previously
uncalibrated elements the accuracy of the calibration is also
improved, as calibrated elements are not recalibrated with less
accurate correction factors due to longer paths.
Figure 3: Comparison of the shortest path algorithm on a
3x3 array.
The shortest path algorithm calibrates the shortest path to
each element, as shown in figure 3, for a three by three array.
The shortest path algorithm calibrates in rings around the
reference transceiver element, calibrating the elements
directly connected to the reference transceiver element to it.
Then as it moves further out, the next ring of elements are
calibrated to the ring of previously calibrated elements
directly connected to them, and so forth until the entire array
is calibrated. This has the advantage of calibrating each
element along the shortest route from the reference
transceiver element to it, and only calibrating each element
once. This type of comparison algorithm maximises the
performance of a single step comparison approach.
The accuracy of this algorithm can be predicted by
calculating the number of couplers which affect each element
of the array. The following expressions present in terms of
odd and even n, n2 = N, N is the number of elements in the
array.
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Where, !ak2 and !ck2 are the RMS array variance and the
RMS coupler variance respectively.
3.2 Dual Path Calibration Algorithmic Approach
Figure 4: Dual Path Calibration Comparisons for a 2x3
Array.
This proposed algorithm differs from other comparison based
algorithms as it takes two routes to elements, where available,
in order to reduce the effect of the coupler variation. This is
achieved by taking two routes of the same length to any
element, as shown in figure 4. The elements directly
connected to the reference transceiver element are calibrated
directly to the reference transceiver element, the same way as
the shortest path algorithm. The elements further away are
calibrated using two paths of the same length, each of these
paths generate a correction factor for the element they are
calibrating. These correction factors are averaged; thus
statistically reducing the effect of couplers along the routes.
This averaging reduces the effect of outlier coupler elements,
but can also increase the variation of couplers with very small
variations.
As the accuracy of the algorithm is affected by the coupler
variations, the algorithm’s accuracy can be predicted by
calculating the number of coupler variations that affect each
element of the array. The following expressions calculate the
accuracy of the array relative to the reference transceiver
element, which is not affected by coupler variations. The
representation of the array in this way is conveniently
expressed in terms of odd and even n, where n2 = N, N is the
number of elements in the array.
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Where !ak2 and !ck2 are the RMS array variance and the RMS
coupler variance respectively and 2
ckσ is the averaged RMS
coupler variance. The first term in each expression represent
the eight elements directly connected to the reference
transceiver element, and are calibrated by only one path each.
For small array sizes less than a 4x4 array, the performance of
the single-path algorithm (1,2) and that of the dual-path
approach (3,4) are the same, as all elements are directly
connected to the reference transceiver and thus can only be
calibrated along one path. As the size of the array increases
then the number of coupler variations increase, this is a
straight forward calculation for the shortest path algorithm
prediction equations (1) and (2). However, for the dual path
algorithm prediction equations (3) and (4) the calculation is
slightly different. The first term in equation (3) and (4) is a
calculation of the eight elements of the array directly
surrounding the central reference transceiver element; which
is calibrated by a single path. The remaining elements of the
array are calibrated by dual paths. From (3) and (4) the
second and third terms calculate the number of elements
calibrated by averaged coupler variations.
4. Simulation Results
Both algorithms have been simulated using Matlab, and have
been implemented on a Matlab model, where each of the
antenna chains is composed of component blocks of the
system, as shown in figure 2, which are given a random
variation in line with the manufacturing tolerances of that
particular component block, as shown in table 1. Each
transceiver is feed with a 20 dB signal that varies with a 0.5
dB standard deviation, and a random phase. These are the
base components of the models upon which simulations of the
algorithms were performed.
Component (i,j) !(i,j) A "(i,j) A !(i,j)# "(i,j)#
Tx S21 50 dB 3 dB 10o 5o
Ref S21 60 dB 6 dB 85o 5o
Coupler S21 -20.3295 dB 0.3295 dB 90.197o 1.1175o
Table 1: Component Block Imbalances.
4.1 Comparison of Theory and Simulation
Ten thousand simulations of the dual path algorithm were run
to give a statistically significant result for square arrays
ranging in size from a 2x2 array to a 10x10 array. These
simulations were compared to the predicted accuracy of the
dual path algorithm as estimated by (3) and (4). This
comparison is shown in figure 5. Due to the prediction
equations being based upon standard deviations of the
couplers, the averaged coupler terms are estimated by a
percentage reduction in the coupler standard deviation. The
percentage reduction is calculated based upon size of the
array, and therefore scales up as the size of the array
increases. As can be seen in figure 5, this is a good
approximation of the accuracy of the algorithm. The RMS
array error increases as the size of the array increases due to
the dependency of the array accuracy on coupler variations.
Figure 5: The overall array calibration accuracy predicted by
equation 1 and 2 and calibration simulations.
4.2 Comparison of the Two Calibration Algorithms
Simulation Results
A comparison between the two algorithms, shortest path
algorithm and dual path algorithm, is presented in figure 6.
Again 10,000 simulations of each size array are taken as a
statistically significant measure. These results show that as
the size of the array increases so does the RMS array error, as
the calibration routes increase for each element, the more
coupler variations that are included. Figure 6 clearly shows
that as the size of the array increases so does the dual path
algorithm performs improve in comparison to the shortest
path algorithm performance. This is due to both algorithms
performance being dependent upon the number of coupler
variations included in each element’s correction factors. The
dual path algorithm however uses an averaging of two paths
of identical lengths to reduce the effect of the coupler
variations, which will have more of an effect on the output of
larger arrays as dual path calibration will be performed on
proportionally more elements.
Figure 6: Comparison of RMS Array Error of Shortest Path
and Dual Path Calibration Algorithms, as the Size of the
Array increases.
A comparison of the number of elements that fall within the
absolute array variations is shown in figures 7 and 8. This is
based upon 10,000 simulations of a five by five array. The
results are consistent with the previous set of comparison
results, as the first 30% of elements (approximately 8
elements per array) are exactly the same as that of the shortest
path. Which is consistent with the two algorithms, as they
both share a ring of elements that surround the reference
transceiver element that are calibrated in exactly the same
way. The results diverge at this point, which is consistent
with the dual path averaging of the correction paths to reduce
the overall error.
Figure 7: Percentage Number of Elements vs. the Absolute
Amplitude Variation.
Figure 8: Percentage Number of Elements vs. the Absolute
Phase Variation
5. Conclusions
Synchronisation of phased arrays is of vital importance to the
performance of the array. This synchronisation can be
achieved through a combination of, or solely by, fixed feeder
networks and calibration algorithms. This paper focuses on
novel calibration algorithms that utilises the tessellated
structure of rectilinear arrays. A scalable method was
presented for calibrating planar arrays using a built-in non-
radiative calibration mechanism. The structure of the array
provides multiple calibration paths for the elements of the
array. The dual path algorithm utilises these multiple paths to
improve the accuracy of the array. The dual path algorithm
presented simulation results that show improvement over the
previously presented shortest path calibration algorithm for
this system. It shows a marked improvement as the array size
increases, to an improvement of up to 0.2047 dB and 0.6833o.
This improvement is down to the reduction of the directional
coupler variation effect on the RMS array error variation, by
averaging two paths of the same length to achieve this
reduction. Future work will focus on the implementation of a
4x4 array prototype.
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Recently, there has been increased interest in moving the RF electronics in basestations from the bottom of the tower to the top,
yielding improved power efficiencies and reductions in infrastructural costs. Tower-top systems have faced resistance in the past
due to such issues as increased weight, size, and poor potential reliability. However, modern advances in reducing the size and
complexity of RF subsystems have made the tower-top model more viable. Tower-top relocation, however, faces many significant
engineering challenges. Two such challenges are the calibration of the tower-top array and ensuring adequate reliability. We present
a tower-top smart antenna calibration scheme designed for high-reliability tower-top operation. Our calibration scheme is based
upon an array of coupled reference elements which sense the array’s output. We outline the theoretical limits of the accuracy
of this calibration, using simple feedback-based calibration algorithms, and present their predicted performance based on initial
prototyping of a precision coupler circuit for a 2× 2 array. As the basis for future study a more sophisticated algorithm for array
calibration is also presented whose performance improves with array size.
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License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
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1. INTRODUCTION
Antennas arrays have been commercially deployed in recent
years in a range of applications such as mobile telephony, in
order to provide directivity of coverage and increase system
capacity. To achieve this, the gain and phase relationship be-
tween the elements of the antenna array must be known. Im-
balances in these relationships can arise from thermal effects,
antenna mutual coupling, component aging, and finite man-
ufacturing tolerance [1]. To overcome these issues, calibra-
tion is required [2, 3]. Traditionally, calibration would have
been undertaken at the manufacturer, address static effects
arising from the manufacturing tolerances. However, imbal-
ances due to dynamic effects require continual or dynamic
calibration.
Array calibration of cellular systems has been the subject
of much interest over the last decade (e.g., [4–6]), and al-
though many calibration processes already exist, the issue of
array calibration has, until now, been studied in a “tower-
bottom” smart antenna context (e.g., tsunami(II) [2]). In-
dustry acceptance of smart antennas has been slow, princi-
pally due to their expense, complexity, and stringent relia-
bility requirements. Therefore, alternative technologies have
been used to increase network performance, such as cell split-
ting and tower-bottom hardware upgrades [7, 8].
To address the key impediments to industry acceptance
of complexity and expense, we have been studying the fea-
sibility of a self-contained, self-calibrating “tower-top” base
transceiver station (BTS). This system sees the RF and mixed
signal components of the base station relocated next to the
antennas. This provides potential capital and operational
savings from the perspective of the network operator due to
the elimination of the feeder cables and machined duplexer
filter. Furthermore, the self-contained calibration electron-
ics simplify the issue of phasing the tower-top array from the
perspective of the network provider.
Recent base station architectures have seen some depar-
ture from the conventional tower-bottom BTS and tower-
top antenna model. First, amongst these was the deploy-
ment of tower-top duplexer low-noise amplifiers (TT-LNA),
demonstrating a tacit willingness on the part of the net-
work operator to relocate equipment to the tower-top if
performance gains proved adequate and sufficient reliability
could be achieved [9]. This willingness can be seen with the
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Figure 1: The hardware division between tower top and bottom for
the tower-top BTS.
exploration of novel basestation architectures, with examples
such as reduced RF feeder structures utilising novel switching
methodologies [10, 11], and the development of basestation
hotelling with remote RF heads [12]. Such approaches aim
to reduce capital infrastructure costs, and also site rental or
acquisition costs [13].
In this paper, we present our progress toward a reliable,
self-contained, low-cost calibration system for a tower-top
cellular BTS. The paper initially presents a novel scheme
for the calibration of an arbitray-sized rectilinear array us-
ing a structure of interlaced reference elements. This is fol-
lowed in Section 3 by a theoretical analysis of this scheme
and predicted performance. Section 4 presents a description
of a prototype implementation with a comparison between
experimental and predicted performance. Section 5 presents
some alternative calibration approaches utilising the same
physical structure.
2. RECTILINEAR ARRAY CALIBRATION
2.1. Array calibration
To yield a cost-effective solution for the cellular BTS mar-
ket, we have been studying the tower-top transceiver config-
uration shown in Figure 1. This configuration has numerous
advantages over the tower-bottom system but, most notably,
considerably lower hardware cost than a conventional tower-
bottom BTS may be achieved [14].
We define two varieties of array calibration. The first,
radiative calibration, employs free space as the calibration
path between antennas. The second, where calibration is per-
formed by means of a wired or transmission line path and
any radiation from the array in the process of calibration
is ancillary, is refered to as “nonradiative” calibration. The
setup of Figure 2 is typically of a nonradiative calibration
process [2]. This process is based upon a closed feedback
loop between the radiative elements of the array and a sensor.
This sensor provides error information on the array output
and generates an error signal. This error signal is fed back to
correctively weight the array element’s input (transmit cal-
TRx
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TRx
DA/AD
DA/AD
DA/AD
DA/AD
Ctrl I/O
Sense
Figure 2: A simplified block schematic diagram of a typical array
calibration system.
ibration) or output (receive calibration). It is important to
observe that this method of calibration does not correct for
errors induced by antenna mutual coupling. Note that in our
calibration scheme, a twofold approach will be taken to com-
pensate for mutual coupling. The first is to minimise mu-
tual coupling by screening neighbouring antennas—and per-
haps using electromagnetic (EM) bandgap materials to re-
duce surface wave propagation to distant antennas in large
arrays. The second is the use of EM modelling-based mitiga-
tion such as that demonstrated by Dandekar et al. [6]. Fur-
ther discussion of mutual coupling compensation is beyond
the scope of this paper.
While wideband calibration is of increasing interest, it re-
mains difficult to implement. On the other hand, narrow-
band calibration schemes are more likely to be practically
implemented [1]. The calibration approach presented here
is directed towards narrowband calibration. However, the
methodology supports wideband calibration through sam-
pling at different frequencies.
2.2. Calibration of a 2 × 2 array
Our calibration process employs the same nonradiative cal-
ibration principle as shown in Figure 2. The basic build-
ing block, however, upon which our calibration system is
based is shown in Figure 3. This features four radiative array
transceiver elements, each of which is coupled by transmis-
sion line to a central, nonradiative reference element.
In the case of transmit calibration (although by reci-
procity receive calibration is also possible), the transmit sig-
nal is sent as a digital baseband signal to the tower-top and
is split (individually addressed) to each transmitter for SISO
(MIMO) operation. This functionality is subsumed into the
control (Ctrl) unit of Figure 3.
Remaining with our transmit calibration example, the
reference element sequentially receives the signals in turn
from the feed point of each of the radiative array elements.
This enables the measurement of their phase and amplitude
relative to some reference signal. This information on the
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Figure 3: A central, nonradiative reference sensor element coupled
to four radiative array transceiver elements.
TRx TRx TRx
Ref Ref
TRx TRx TRx
Figure 4: A pair of reference elements, used to calibrate a 2×3 array.
relative phase and amplitude imbalance between the feed
points of each of the transceivers is used to create an error
signal. This error signal is fed back and used to weight the in-
put signal to the transceiver element—effecting calibration.
Repeating this procedure for the two remaining elements cal-
ibrates our simple 2×2 array. This baseband feedback system
is to be implemented in the digital domain, at the tower-top.
The functionality of this system and the attendant comput-
ing power, energy, and cost requirements of this system are
currently under investigation.
2.3. Calibration of an n × n array
By repeating this basic 2× 2 pattern with a central reference
element, it becomes possible to calibrate larger arrays [15].
Figure 4 shows the extension of this basic calibration princi-
ple to a 2× 3 array.
X + ∆Tx1 ∆C1 ∆C2 X + ∆Tx1 + ∆C1− ∆C2
Ref∆Tx1 Tx Tx ∆Tx2
X q[ ] Y
−+ +
Err
Figure 5: Propagation of error between calibrating elements.
To calibrate a large, n × n, antenna array, it is easy to see
how this tessellation of array transceivers and reference ele-
ments could be extended arbitrarily to make any rectilinear
array geometry.
From the perspective of a conventional array, this has the
effect of interleaving a second array of reference sensor el-
ements between the lines of radiative transceiver elements,
herein referred to as “interlinear” reference elements, to per-
form calibration. Each reference is coupled to four adjacent
radiative antenna elements via the six-port transmission line
structure as before. Importantly, because there are reference
elements shared by multiple radiative transceiver elements, a
sequence must be imposed on the calibration process. Thus,
each transceiver must be calibrated relative to those already
characterised.
Cursorily, this increase in hardware at the tower-top due
to our interlinear reference elements has the deleterious ef-
fect of increasing the cost, weight, and power inefficiency of
the radio system. The reference element hardware overhead,
however, produces three important benefits in a tower-top
system: (i) many shared reference elements will enhance the
reliability of the calibration scheme—a critical parameter for
a tower-top array; (ii) the array design is inherently scalable
to large, arbitrary shape, planar array geometries; (iii) as we
will show later in this paper, whilst these reference nodes are
functional, the multiple calibration paths between themmay
potentially be used to improve the calibration accuracy of the
array. For now, however, we consider basic calibration based
on a closed loop feedback mechanism.
3. RECTILINEAR CALIBRATION—THEORY
OF OPERATION
3.1. Basic calibration
Figure 5 shows a portion of an n × n array where two of
the radiative elements of our array are coupled to a central
reference transceiver. As detailed in Section 2.2, the calibra-
tion begins by comparing the output of transceiver 1 with
transceiver 2, via the coupled interlinear reference element.
Assuming phase only calibration of a SISO system, at a single
frequency and with perfect impedance matching, each of the
arbitrary phase errors incured on the signals, that are sent
through the calibration system, may be considered additive
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constants (∆i, where i is the system element in question).
Where there is no variation between the coupled paths and
the accuracy of the phase measurement process is arbitrarily
high, then, as can be seen in Figure 5, the calibration process
is essentially perfect.
However, due to finite measurement accuracy and coup-
ler balance, errors propagate through the calibration scheme.
Initial sensitivity analysis [16] showed that when the reso-
lution of the measurement accuracy, q[ ], is greater than or
equal to 14 bits (such as that attainable using modern DDS,
e.g., AD9954 [17] for phase control), the dominant source of
error is the coupler imbalance.
From Figure 5 it is clear that an error, equal in magnitude
to the pair of coupler imbalances that the calibration signal
encounters, is passed on to the feed point of each calibrated
transceiver. If this second transceiver is then used in subse-
quent calibration operations, this error is passed on. Clearly,
this cumulative calibration error is proportional to the num-
ber of the calibration couplers in a given calibration path. For
simple calibration algorithms such as that shown in Figure 5,
the array geometry and calibration path limit the accuracy
with which the array may be calibrated.
3.2. Theoretical calibration accuracy
3.2.1. Linear array
Figure 6(a) shows the hypothetical calibration path taken in
phasing a linear array of antennas. Each square represents a
radiative array element. Each number denotes the number of
coupled calibration paths accrued in the calibration of that
element, relative to the first element numbered 0 (here the
centremost). If we choose to model the phase and ampli-
tude imbalance of the coupler (σ ck ) as identically distributed
Gaussian, independent random variables, then the accuracy
of calibration for the linear array of N elements relative to
the centre element, σak , will be given by the following:
even N :
σ2ak =
2σ c2k
N − 1
N/2∑
i=1
2i, (1)
odd N :
σ2ak =
2σ c2k
N − 1
([N/2∑
i=1
2i
]
+ 1
)
, (2)
where the subscript k = A or φ for amplitude or phase error.
With this calibration topology, linear arrays are the hardest
to accurately phase as they encounter the highest cumulative
error. This can be mitigated in part (as shown here) by start-
ing the calibration at the centre of the array.
3.2.2. Square array
Based on this observation, a superior array geometry for
this calibration scheme is a square. Two example square ar-
rays calibration methods are shown in Figures 6(b) and 6(c).
The former initiates calibration relative to the top-left hand
· · · 8 6 4 2 0 2 4 6 8 · · ·
(a)
0 2 4 6 8
2 2 4 6 8
4 4 4 6 8
6 6 6 6 8
8 8 8 8 8
· · ·
. . ....
(b)
4 4 4 4 4
4 2 2 2 4
4 2 0 2 4
4 2 2 2 4
4 4 4 4 4
· · · · · ·
...
...
(c)
Figure 6: Calibration paths through (a) the linear array. Also the
square array starting from (b) the top left and (c) the centre of the
array.
transceiver element. The calibration path then propagates
down through to the rest of the array taking the shortest path
possible. Based upon the preceding analysis, the predicted
calibration accuracy due to coupler imbalance of an n × n
array is given by
σ2ak =
2σ2ck
N − 1
n∑
i=1
(2i− 1)(i− 1) (3)
with coupler error variance σ2ck , centred around a mean equal
to the value of the first element.
Figure 6(c) shows the optimal calibration path for a
square array, starting at the centre and then radiating to the
periphery of the array by the shortest path possible. The
closed form expressions for predicting the overall calibration
accuracy of the array relative to element 0 are most conve-
niently expressed for the odd and even n, where n2 = N :
even n:
σ2ak =
2σ2ck
N − 1
([n/2−1∑
i=1
(8i)(2i)
])
+
2n− 1
N − 1 nσ
2
ck , (4)
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Figure 7: Comparison of the theoretical phase accuracy predicted
by the closed form expressions for the square array calibration
schemes, with σ cφ = 3◦.
Tx
Cal
Ref
Cal
Tx
Figure 8: Block schematic diagram of the array calibration simula-
tion used to test the accuracy of the theoretical predictions.
odd n:
σ2ak =
2σ2ck
N − 1
n/2−1/2∑
i=1
(8i)(2i). (5)
A graph of the relative performance of each of these two
calibration paths as a function of array size (for square arrays
only) is shown in Figure 7. This shows, as predicted, that the
phasing error increases with array size. The effect of this error
accumulation is reduced when the number of coupler errors
accrued in that calibration is lower—that is, when the cali-
bration path is shorter. Hence, the performance of the centre
calibrated array is superior and does not degrade as severely
as the top-left calibrated array for large array sizes.
As array sizes increase, the calibration path lengths will
inherently increase. This will mean that the outer elements
will tend to have a greater error compared to those near the
reference element. While this will have impact on the ar-
ray performance, for example, in beamforming, it is difficult
to quantify. However, in a large array the impact of a small
number of elements with relatively large errors is reduced.
Table 1
Component (i) µiA σ iA µiφ σ iφ
Tx S21 50 dB 3 dB 10◦ 20◦
Ref S21 60 dB 3 dB 85◦ 20◦
Cal S21 −40 dB 0.1 dB 95◦ 3◦
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Figure 9: The overall array calibration accuracy predicted by (4)
and the calibration simulation for σ cφ = 3◦.
3.3. Simulation
3.3.1. Calibration simulation system
To determine the accuracy of our theoretical predictions on
array calibration, a simulation comprising the system shown
in Figure 8 was implemented. This simulation was based on
the S-parameters of each block of the system, again assuming
perfect impedance matching and infinite measurement reso-
lution. Attributed to each block of this schematic was a mean
performance (µik ) and a normally distributed rms error (σ ik ),
which are shown in Table 1.
3.3.2. Results
For each of the square array sizes, the results of 10 000 simu-
lations were complied to obtain a statistically significant sam-
ple of results. For brevity and clarity, only the phase results
for the centre-referenced calibration are shown, although
comparable accuracy was also attained for both the ampli-
tude output and the “top-left” algorithm. Figure 9 shows
the phase accuracy of the centre-referenced calibration algo-
rithm. Here we can see good agreement between theory and
simulation. The reason for the fluctuation in both the theo-
retical and simulated values is because of the difference be-
tween the even and odd n predictions for the array accuracy.
This difference arises because even n arrays do not have a
centre element, thus the periphery of the array farthest from
the nominated centre element incurs slightly higher error.
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Figure 10: Schematic representation of the six-port, precision di-
rectional coupler.
3.3.3. Practical calibration accuracy
These calibration schemes are only useful if they can calibrate
the array to within the limits useful for adaptive beamform-
ing. The principle criterion on which this usefulness is based
is on meeting the specifications of 1 dB peak amplitude er-
ror and 5◦ rms phase error [16]. The preceding analysis has
shown that, in the absence of measurement error,
lim
σ c→0
σa −→ 0, (6)
where σa is the rms error of the overall array calibration er-
ror. Because of this, limiting the dominant source of phase
and amplitude imbalance, that of the array feed-point cou-
pler structure, will directly improve the accuracy of the array
calibration.
4. THE CALIBRATION COUPLER
4.1. 2 × 2 array calibration coupler
The phase and amplitude balance of the six-port coupler
structure at the feed point of every transceiver and refer-
ence element in Figure 4 is crucial to the performance of our
calibration scheme. This six-port coupler structure is shown
schematically in Figure 10. In the case of the reference ele-
ment, the output (port B) is terminated in a matched load
(antenna) and the input connected to the reference element
hardware (port A). Ports C−F of the coupler feed adjacent
transceiver or reference elements. Similarly, for the radiative
transceiver element, port B is connected to the antenna ele-
ment and port A the transceiver RF hardware. For the indi-
vidual coupler shown in Figure 10 using conventional low-
cost, stripline, board fabrication techniques, phase balance
of 0.2 dB and 0.9◦ is possible [18]. By interconnecting five of
these couplers, then the basic 2 × 2 array plus single refer-
ence sensor element building block of our scheme is formed.
It is this pair of precision six-port directional couplers whose
combined error will form the individual calibration paths be-
tween transceiver and reference element.
A schematic representation of the 2 × 2 array coupler is
shown in Figure 11. This forms the feed-point coupler struc-
ture of Figure 4, with the central coupler (port 1) connected
to the reference element and the load (port 2). Each periph-
eral couplers is connected to a radiative transceiver element
6 6′ 5 5′
Z Y
X
1 2
X
Z Y
3 3′ 4 4′
Figure 11: Five precision couplers configured for 2× 2 array cali-
bration.
(ports 3–6). By tiling identical couplers at half integer wave-
length spacing, our objective was to produce a coupler net-
work with very high phase and amplitude balance.
4.2. Theoretical coupler performance
The simulation results for our coupler design, using ADS
momentum, are shown in Figure 12 [19]. Insertion loss at
the design frequency of 2.46GHz is predicted as 0.7 dB. The
intertransceiver isolation is high—aminimum of 70.4 dB be-
tween transceivers. In the design of the coupler structure, a
tradeoff exists between insertion loss and transceiver isola-
tion. By reducing the coupling factor between the antenna
feeder transmission line and the coupled calibration path
(marked X on Figure 11), higher efficiency may be attained.
However, weaker calibration coupling than −40 dBm is un-
desirable from the perspective of calibration reference ele-
ment efficiency and measurement reliability. This necessi-
tates stronger coupling between the calibration couplers—
this stronger coupling in the second coupler stage (marked
Y or Z on Figure 11) will reduce transceiver isolation. It is
for this reason that −20 dB couplers are employed in all in-
stances (X, Y, and Z).
The ADS simulation predicts that the calibration path
will exhibit a coupling factor of−44.4 dB, slightly higher than
desired.
The phase and amplitude balance predicted by the sim-
ulation is shown in Figures 13 and 14. This is lower than
reported for a single coupler. This is because the individ-
ual coupler exhibits a natural bias toward high phase balance
between the symmetrical pairs of coupled lines—ports D,E
and C,F of Figure 10. In placing the couplers as shown in
Figure 11, the error in the coupled path sees the sum of an
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Figure 13: The predicted phase imbalance of an ideal 2×2 coupler.
A,D (X ,Z) type error and an A,C (X ,Y) type error. This has
the overall effect of reducing error. Were there to be a diago-
nal bias toward the distribution of error, then the error would
accumulate.
Also visible in these results is a greater phase and am-
plitude balance between the symmetrically identical coupler
pairs. For example, the phase and amplitude imbalance be-
tween ports 3 and 6 is very high. This leads to efforts to in-
crease symmetry in the design, particularly the grounding via
screens.
4.3. Measured coupler performance
Our design for Figure 11 was manufactured on a low-cost
FR-4 substrate using a stripline design produced in Eagle
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Figure 14: The predicted amplitude imbalance of an ideal 2 × 2
coupler.
Figure 15: The PCB layout of the centre stripline controlled
impedance conductor layer.
[20]—see Figure 15. Additional grounding strips, connected
by blind vias to the top and bottom ground layers, are visi-
ble which provide isolation between the individual couplers.
A photograph of the finished 2× 2 coupler manufactured by
ECS circuits [21] is shown in Figure 16. Each of the coupler
arms is terminated in low-quality surface mount 47Ω resis-
tors.
The 2 × 2 coupler was then tested using an R&S ZVB20
vector network analyser [22]. The results of this measure-
ment with an input power of 0 dBm and 100 kHz of reso-
lution bandwidth are shown in Figure 17. The coupler in-
sertion loss is marginally higher than the theoretical pre-
diction at 1.2 dB. This will affect the noise performance
of the receiver and the transmit efficiency and hence must
be budgeted for in our tower-top transceiver design. The
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Figure 16: A photograph of the transceiver side of the calibration
coupler board. The opposite side connects to the antenna array and
acts as the ground plane.
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Figure 17: The measured performance of the prototype 2× 2 cou-
pler.
coupled calibration path exhibits the desired coupling fac-
tor of −38.8 dB at our design frequency of 2.46GHz. This
stronger coupling, together with the finite loss tangent of
our FR4 substrate, explain the increased insertion loss. The
measured inter-transceiver isolation was measured at a min-
imum of−60.9 dB—thus the dominant source of (neighbor-
ing) inter-element coupling is likely to be antenna mutual
coupling.
The other important characteristics of the coupler, its
phase and amplitude balance, are shown in Figures 18 and
19 respectively. Phase balance is significantly poorer than in-
dicated by the theoretical value. The maximum phase error
recorded at our design frequency of 2.46GHz for this cou-
pler is 0.938◦—almost an order of magnitude worse than the
predicted imbalance shown in Figure 13.
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Figure 18: The measured phase imbalance of the 2× 2 coupler.
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Figure 19: The measured amplitude imbalance of the 2×2 coupler.
The amplitude balance results, Figure 19, are similarly
inferior to the ADS predictions (contrast with Figure 14).
The greatest amplitude imbalance is between S31 and S61
of 0.78 dB—compared with 0.18 dB in simulation. However,
clearly visible in the amplitude response, and hidden in the
phase error response, is the grouping of error characteristics
between the paths S31-S41 and S51-S61.
Because the coupler error did not cancel as predicted by
the ADS simulation, but is closer in performance to the series
connection of a pair of individual couplers, future simulation
of the calibration coupler should include Monte Carlo analy-
sis based upon fabrication tolerance to improve the accuracy
of phase and amplitude balance predictions.
Clearly a single coupler board cannot be used to charac-
terise all couplers. To improve the statistical relevance of our
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a Gaussian probability density function, σA = 0.4131 dB, µA =
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Figure 21: The measured coupler phase imbalance fitted to a Gaus-
sian probability density function σφ = 1.672◦, µφ = 0.371
◦.
results, three 2 × 2 coupler boards were manufactured and
the phase and amplitude balance of each of them recorded at
our design frequency of 2.46GHz. These results are plotted
against the Gaussian distribution to which the results were
fitted for the amplitude and phase (Figures 20 and 21 cor-
respondingly). Whilst not formed from a statistically signifi-
cant sample (only nine points were available for each distri-
bution), these results are perhaps representative of the cali-
bration path imbalance in a small array. The mean and stan-
dard deviation of the coupler amplitude imbalance distri-
bution are µcA = 0.366 dB and σ cA = 0.4131 dB. This error
is somewhat higher than predicted by our theoretical study.
Work toward improved amplitude balance is ongoing. The
phase balance, with an rms error of 1.672◦, is of the order
anticipated given the performance of the individual coupler.
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Figure 22: The theoretical prediction of overall array amplitude cal-
ibration accuracy based upon the use of the coupler hardware of
Section 4.1.
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Figure 23: The theoretical prediction of overall array phase cali-
bration accuracy based upon the use of the coupler hardware of
Section 4.1.
With this additional insight into the statistical distribu-
tion of error for a single coupled calibration path, we may
make inferences about the overall array calibration accuracy
possible with such a system.
4.4. Predicted array calibration performance
To investigate the utility, or otherwise, of our practical ar-
ray calibration system, the coupler statistics derived from
our hardware measurements were fed into both the centre-
referenced calibration algorithm simulation and the theoret-
ical prediction of Section 3. The results of this simulation are
shown in Figures 22 and 23.
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TRx TRx TRx
Sense Sense
TRx TRx TRx
Sense Sense
TRx TRx TRx
Figure 24: The redundant coupled calibration paths which may be
useful in enhancing the quality of calibration.
The results from these figures show that the approach
yields a highly accurate calibration, with rms phase errors for
a typical 16-element array of less than 2◦ and a gain imbal-
ance of less than 0.55 dB. As arrays increase in size, the er-
rors do increase. For phase calibration, the increase is small
even for very large arrays. Gain calibration is more sensitive
to size and a 96-element array would have a 0.85 dB rms er-
ror. Ongoing work is focused upon improving the gain cali-
bration performance for larger arrays. The following section
is presenting some initial results for alternative calibration
schemes which utilise the additional information from the
redundant calibration paths.
5. FUTUREWORK
5.1. Redundant coupler paths
In each of the calibration algorithms discussed thus far, only
a fraction of the available coupled calibration paths is em-
ployed. Figure 24 shows the coupled paths which are redun-
dant in the “top-left” calibration scheme of Figure 6(b). The
focus of future work will be to exploit the extra information
which can be obtained from these redundant coupler paths.
5.2. Iterative technique
5.2.1. Operation
Given that we cannot measure the array output without in-
curring error due to the imbalance of each coupler, we have
devised a heuristic method for enhancing the antenna array
calibration accuracy. This method is designed to exploit the
additional, unused coupler paths and information about the
general distribution and component tolerance of the errors
within the calibration system, to improve calibration accu-
racy. One candidate technique is based loosely on the iter-
ative algorithmic processes outlined in [23]. Our method is
a heuristic, threshold-based algorithm and attempts to in-
fer the actual error in each component of the calibration
system—allowing them to be compensated for.
TRx TRx
Ref
TRx TRxf (Tx, Ref, C)
(a)
Ref Ref
Tx
Ref Ref
f (C) f (C)
f (C) f (C)
(b)
Tx Tx Tx Tx Tx Tx
Tx Tx Tx Tx Tx Tx
Tx Tx Tx Tx Tx Tx
Tx Tx Tx Tx Tx Tx
(c)
Figure 25: The two main processes of our heuristic method: (a)
reference characterisation and (b) transmitter characterisation. (c)
The error dependency spreads from the neighbouring elements
with each iteration of the heuristic process.
Figure 25 illustrates the two main processes of our it-
erative heuristic algorithm. The first stage, Figure 25(a), is
the measurement of each of the transmitters by the refer-
ence elements connected to them. The output of these mea-
surements, for each reference, then have the mean perfor-
mance of each neighbouring measured blocks subtracted.
This results in four error measurements (per reference ele-
ment) that are a function of the proximate coupler, reference
and transmitter errors. Any error measurements which are
greater than one standard deviation from the mean trans-
mitter and coupler output are discarded. The remaining er-
ror measurements, without the outliers, are averaged and are
used to estimate the reference element error.
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The second phase, Figure 25(b), repeats the process de-
scribed above, this time for each transmitter. Here the func-
tionally equivalent step of measuring each transmitter by the
four neighbouring references is performed. Again, the mean
performance of each block in the signal path is calculated and
subtracted. However, during this phase the reference error is
treated as a known quantity—using the inferred value from
the previous measurement. Based on this assumption, the re-
sultant error signal is a function of the coupler error and the
common transceiver element alone.
By extrapolating the transmitter error, using the same
process as for the reference element, the coupler errors
may be calculated and compensated for by weighting the
transceiver input. This process is repeated. In each subse-
quent iteration, the dependency of the weighting error sig-
nal is dependent upon successive concentric array elements
as illustrated in Figure 25(c).
The iterative process continues for much greater than n
iterations, until either subsequent corrective weightings are
within a predefined accuracy, or until a time limit is reached.
Cognisant of the negative effect that the peripheral ele-
ments of the array will have on the outcome of this calibra-
tion scheme, these results are discarded. For the results pre-
sented here, this corresponds to the connection of an addi-
tional ring of peripheral reference elements to the array. Fu-
ture work will focus on the combining algorithmic and con-
ventional calibration techniques to negate the need for this
additional hardware.
5.2.2. Provisional results
To test the performance of this calibration procedure, the
results are of 1000 simulations of a 10 × 10 array, each
performed for 100 calibration iterations, was simulated us-
ing the system settings of Section 4.4. The centre calibration
scheme gave an overall rms array calibration accuracy (σa) of
0.857 dB and 2.91◦. The iterative calibration procedure gives
a resultant phase accuracy of 1.32◦ and amplitude accuracy
of 0.7148 dB. Figure 26 shows how the amplitude accuracy of
the iterative calibration varies with each successive iteration.
The horizontal line indicates the performance of the centre-
referenced calibration. A characteristic of the algorithm is its
periodic convergence. This trait, shared by simulated anneal-
ing algorithms, prevents convergence to (false) local min-
ima early in the calibration process. This, unfortunately, also
limits the ultimate accuracy of the array calibration. For in-
stance, the phase accuracy of this array (Figure 27) degrades
by 0.1◦ to 1.32◦ from its minimum value, reached on the 37th
iteration. Future work will focus on tuning the algorithm’s
performance, perhaps to attenuate this oscillation in later it-
erations with a temperature parameter (T) and associated re-
duction function f (T). Hybrid algorithms—targeting differ-
ent calibration techniques at different sections of the array—
are also currently under investigation.
6. CONCLUSION
In this paper, we have presented a new scheme for tower-top
array calibration, using a series of nonradiative, interlinear
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Figure 26: Resultant array amplitude feed-point calibration accu-
racy (σaA) for a single N = 100 array, plotted versus the number of
calibration iterations.
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Figure 27: Resultant array phasing feed-point calibration accuracy
(σaφ ) for a single N = 100 array, plotted versus the number of cali-
bration iterations.
reference elements to sense the output of the array. The ac-
curacy of this calibration scheme is a function of the array
size, the calibration path taken in calibrating the array, and
the coupler performance. Where the measurement accuracy
is unlimited, then the accuracy of this calibration is depen-
dent upon the number of couplers in a given calibration path.
The basic building block of this calibration scheme is the
2 × 2 array calibration coupler. We have shown that using
low-cost fabrication techniques and low-quality FR-4 sub-
strate, a broadband coupler network with rms phase balance
of 1.1175◦ and amplitude balance of 0.3295 dB is realisable.
Based upon this coupler hardware, we have shown that
phase calibration accurate enough for cellular smart antenna
applications is possible. Although amplitude accuracy is still
outside our initial target, work is ongoing on improving the
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precision coupler network and on the development of cali-
bration algorithms to further reduce this requirement.
Finally, we presented examples of one such algorithm—
whose performance, unlike that of the conventional feedback
algorithms, improves with array size. Moreover, this calibra-
tion algorithm, which is based upon exploiting randomness
within the array, outperforms conventional calibration for
large arrays. Future work will focus on use of simulated an-
nealing and hybrid calibration algorithms to increase calibra-
tion accuracy.
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Abstract
The beamforming performance of a phased array is
determined by the amplitude and phase relationships;
however finite manufacturing tolerances and environmental
effects cause imbalances in these relationships. These
imbalances can be addressed by a calibration scheme.
Normally such calibration schemes require either a known or
unmodulated pilot signal, thereby interrupting service. In this
paper we present a novel approach utilising the CORDIC
algorithm to allow for collaboration with modulated data
streams.
1. Introduction
Phased arrays use beamforming to utilise the spatial domain,
however, the beamforming performance of an array is
dependent upon the amplitude and phase relationships
between the elements of the array [3]. The accuracy and
reliability of these relationships is the calibration problem of
the array [5], which can solved in several ways; by setting up
known relationships between the elements, or using a
calibration algorithm to autocalibrate the array. These
relationships are subject to change from such causes as
thermal effects, antenna mutual coupling, component aging
and finite manufacturing tolerances [4 - 5]. Due to the
dynamic nature of these relationships, all calibration solutions
should include continual calibration approaches, thus making
autocalibration approaches more attractive.
However most existing calibration schemes require a known
signal using which some estimate of the gain and phase error
can be calculated. This requires that the data signal to the
antenna array be modified or interrupted. This is not desirable
when frequent calibration is needed. In this paper we will
present a mechanism whereby it is possible to extract from a
modulated data stream the relevant phase and gain mismatch
compared to a given reference element. This approach will
use the CORDIC algorithm which is more commonly used to
implement modulation schemes for wireless
communications [6]. The choice of the CORDIC algorithm
mainly relies on its flexibility as it can be widely customized
which allows an exploration study aimed to optimize the
accuracy.
This paper will focus on the necessary performance required
for calibration given an example calibration scheme and the
resolution and accuracy for the CORDIC algorithm in
determining phase and gain mismatch.
2. The accuracy issue
For phased arrays with separate transceiver elements the
demand for successful calibration is clearer, as the elements
of the array have no relation to each other. Therefore, they
require calibration to achieve any kind of coherent
beamforming. This problem has previously been considered
in terms of a tower-top, cellular, transmitter [1]. Due to the
conflicting requirements of reliability, cost, scalability and
performance - the solution shown in figure 1 was
proposed [2].
TRx
DA/AD
TRx
DA/AD
TRx
DA/AD
TRx
DA/AD
Z
Ctrl
I/O
Sense
Figure 1. The tower-top calibration system.
Each transmitting element (TRx) is linked to a receiving
element (sense on the previous figure) by a coupler. The
sense block is composed of a mixer to transpose the
modulated signal in base-band and an ADC which provide
this digitized data to the digital control block (ctrl). This last
element contains the CORDIC-based calibration system.
This system may be scaled to an array of any size by
repeating this tessellating structure, which provides a non-
radiating mechanism for calibration. This mechanism has
been utilised by different autocalibration approaches
previously and the best performing presented for this system
to date is the shortest path algorithm [2]. From the approach
taken by the shortest path algorithm it can be shown that the
calibration accuracy of this system is limited by i) the balance
of the electromagnetic coupler structure and ii) sensor
measurement accuracy [1].
Consider the accuracy of the calibration in terms of the
balance of the electromagnetic coupler structure only first. In
these terms, the accuracy of the shortest path algorithm can be
predicted by calculating the number of couplers affecting
each of the elements of the array, when the RMS error of an
electromagnetic coupler is Φc = 1.117° (19.5 10-3 rad) and
δc = 0.3295 dB [2]. The following expressions calculate this
and are present in terms of odd and even n, n2 = N, where N is
the number of elements in the array.
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where, !ak2 and !ck2 are the RMS array variance and the RMS
coupler variance respectively.
The performance of the calibration algorithm is not solely
based upon the balance of the electromagnetic coupler
structure: the measurement accuracy of the system, including
the CORDIC algorithm itself, is also a factor in the accuracy
of the array. The calibration algorithm can only compensate
for errors it can measure; therefore the measurement accuracy
of the array is important. Due to the structure of the array,
each element of the array is connected to at least one
reference element. These reference elements measure the
transceiver elements connected to it. Depending upon the
calibration algorithm, a correction factor can be fed back to
each of the connecting transceiver elements. This digital
feedback is subject to measurement errors and ADC
resolution.
Imbalances in the relationships between the elements will
affect the radiation pattern of the array. For cases where the
amplitude and phase errors are small, there will not be any
noticeable changes in the near-in sidelobe levels or the main
lobe. Therefore the effect of small errors in the amplitude and
phase relationships will affect only the far-out sidelobe levels
in the radiation pattern [8].
Considering only small amplitude and phase errors, and
working from the RMS array variance of arrays calibrated by
the shortest path algorithm, it can be shown that the
measurement accuracy can further degrade the far-out
sidelobe levels. For example, a 5x5 array was considered. A
series of achievable far-out sidelobe levels were plotted in
relation to the amplitude and phase errors allowable, as shown
in figure 2. The RMS array error ("c) of a 5x5 array was
plotted also, represented by the line "c. A -35 dB sidelobe
level specification was derived for the far-out sidelobe level
for this array. The shaded area determines the allowable
amplitude and phase measurement errors. This highlights that
large amplitude and phase measurement errors can severely
degrade the performance of the array. Therefore improving
the accuracy of the measurements is important to the overall
performance of the system.
Figure 2. Array calibration error due to coupler imbalance and
its effect on RMS sidelobe level, for a 25-element array.
3. Presentation of the calibration system
3.1. The CORDIC algorithm
CORDIC (COordinate Rotation DIgital Computer) is a simple
and efficient algorithm to calculate hyperbolic and
trigonometric functions [7]. It is commonly used to avoid the
implementation of multipliers or to save logic resources (e.g.,
simple microcontrollers and FPGAs) as the only operations it
requires are addition, subtraction, bitshift and table lookup.
Based on this iterative algorithm, the following operations
can be obtained: vector rotation, vector translation,
trigonometric functions (sin, cos and atan), hyperbolic
functions (sinh, cosh and atanh), square root, exponential
function and amplitude computation and compensation.
The features we will be interested in deal with vector rotation
(called rotation mode) and sine/cosine computation (vector
mode).
3.2. The calibration system operation
In this paragraph, the calibration of a single Tx channel is
introduced first, and the multichannel extension will then be
discussed.
Calibration of a single Tx channel
Five main operations are to be done by the calibration system.
- First, it has to detect the phase of the received base-band
I/Q signal of each channel. This phase includes the
offsets due to the whole transmission/reception path (see
1.1). This is the “phase detection”, made by a vector
mode CORDIC block
- Then, these phases must be compared to a reference
which, in that case, is the original base-band digital
signal. To make such a comparison, the phase of the
generated signal must be computed. This requires the
use of the same kind of CORDIC block as previously
mentioned.
- Transmitted and received signal phases are compared
with a subtracter. A memory delays the input so as to
synchronize both signals. Its size depends on the latency
of the whole path followed by a transmitted signal
(principally ADCs and DACs).
- A rotation mode CORDIC function is used to
compensate the phase offset measured. Its inputs are the
original base-band signal and the opposite of the phase
offset.
- A “delayed integrator” filters the phase information so
as not to consider the correction as part of the phase
offset.
The block diagram of the simulation test bench shown on
figure 3 uses the following notations:
- φinput is the phase of the input signal;
- φoffset is the phase error introduced by the
measurement path.
It illustrates the basic calibration system; this corresponds to
the sense and control blocks of figure 1.
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Figure 3. Calibration measurement and control scheme
To sum up, three CORDIC blocks are used to effect QPSK
calibration: vector mode CORDIC measures the transmitter
output, then rotation mode CORDIC (after additional
processing) applies the calibration. The second vector mode
CORDIC allows a phase offset to the input base-band
transmit signal, permitting beamforming.
The correction of the amplitude error is also taken into
account in the system and basically uses the same structure.
While computing the phase, the Rx vector mode CORDIC
also gives the information about the amplitude of the I/Q
vector. As the amplitude of the input is supposed to be known
and fixed, the amplitude of the received signal does not have
to be compared to the transmitted version. The correction is
obtained by using a multiplier: the first input is the output of
each CORDIC block, the second one is fed by the amplitude
correction data.
Calibration of a complete array
It is important to point out that the global system is
completely scalable: this means that it is described so as to let
the end user chose the resolution of the inputs and outputs
(ADCs, DACs, generator), the resolution of the processing
and the total number N of elements of the array.
The phase offset for each element is not supposed to vary
quickly in time, compared to the speed at which the
calibration process can be performed. Indeed, the phenomena
like temperature drift affect the phase offset quite slowly.
These statements lead to consider a hardware solution sharing
as much resource as possible between each element.
The most straightforward way of calibrating an antenna array
is to dedicate a vector mode CORDIC block to each
transmitter so as to permit a permanent correction. As there is
only one signal generated and one receiver for the system, the
two other CORDIC blocks are shared. This means that a time-
interleaving scheme is used, taking advantage of the fact that
the phase error is a slow perturbation. The steps of the
calibration are described on figure 4.
Idle Set Memorize
Reset/New calib.
Chan. off Send
passes < M
passes = M
reset = 1
Figure 4. Finite state machine managing the calibration
system.
The FSM works according to the following steps:
1 SET: The first Tx channel is activated.
2 MEMORIZE: The measurements results (phase and
amplitude) are buffered
3 CHANNEL OFF: The channel is deactivated
4 The same chronology is followed for each one of the
N channels from step 1 to 4
5 SEND: Once all the channels are characterized, the
system is calibrated and operates normally.
6 RESET/NEW CALIB: After an activation of the
reset input or after a preset constant delay, a new
calibration can be initiated.
4. Accuracy
4.1. Accuracy of the CORDIC algorithm
The output quantization error can be split into two
components: the output quantization error due to the input
quantization and the output quantization error due to internal
precision.
The input quantization error is due to the 1/2 least significant
bit of quantization noise on I, Q and phase inputs. Thus for
small inputs the effect of input quantization noise on input
quantization error is greatly magnified. This phenomenon is
depicted on figure 5.
Figure 5. The impact of reduced input magnitude on vector
mode CORDIC accuracy.
The Internal Precision error is due to the limited precision of
internal calculations. In the CORDIC core, the default internal
precision is set such that the accumulated Internal Precision
error is less than 1/2 the Input Quantization error.
4.2. Resolution needed for the digital processing
The accuracy of the vector mode CORDIC block is shown as
a function of ADC code offset (up to 15 bits) in figure 5. We
derive formalism showing that after three calibration cycles,
due to noise and overshoot, that 50% of the ADC
resolution (M) is accessible. Moreover, that for a given
sidelobe level (σ2) the required ADC resolution is given by:
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where N = the number of elements of the array, c = 5.68 for
CORDIC and α is a constant, dependent upon both the
calibration algorithm and array size employed.
5. Results
5.1. Simulations
The system depicted on figure 3 was simulated and
characterized using a behavioural VHDL testbench. The input
(generator) is a QPSK signal which can be either pre-
programmed or random. The simulation uses a data rate of
100Msps. !offset sweeps 360 values from -pi to pi to check the
validity of the system for any phase error. The result we are
interested in is the accuracy of the system. To observe it
easily, the difference between the phase error detected and the
phase error applied is plotted. The correction accuracy
follows two steps: first, a rough calibration is made (within
2% of the ideal value) and the second loop in the system
provides a result which is, as expected, within +/- 1bit of the
ideal value.
The simulation results shown on figure 6 were obtained using
a global data resolution of 12 bits.
Figure 6. Simulation results with ModelSim.
This simulation is repeated for several data resolution, from 8
to 14 bits. The standard deviation of the measurements error
on the phase are extracted and injected in equations (3)
and (6). A graph plotting these equations (see figure 7) shows
that our specification is met by M = 10 bits, however,
increased calibration accuracy is accessible through higher
ADC resolution. Results from these simulations, also shown
in the same figure, validate our theoretical predictions.
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Figure 6. Predicted and simulated (α =1.66, c=5.68) ADC
resolution results for N=25.
5.2. Synthesis
Synthesis for a VIRTEXII PRO-XC2VP30 target FPGA [9]
demonstrates operation up to 130 MHz using only 2488 slices
(18%) for the measurement on a single channel in a 12-bit
version. Each extra channel uses almost 1000 slices, this
figure varying according to the resolution M and the number
of elements M. Improvements are currently led to increase the
maximum number of channels which can be driven by a
single FPGA.
6. Conclusions
In this paper we presented a methodology that utilises the
CORDIC algorithm to extract the phase and gain mismatch of
each of the individual modulated signals in the antenna array.
The resolution of this process is limited by the hardware
accuracy and the time available to the CORDIC block for
processing. In this paper an analysis was presented for the
required accuracy requirements for both the hardware and
algorithmic components of the sensing system. The sensing
algorithms have been implemented on an FPGA and the
demonstrated for a QPSK modulated signal.
Future work will involve extending this analysis to other
modulation schemes. In addition, a 16 element array is being
designed to explore the capabilities of this approach to larger
systems.
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Abstract-Adaptive antenna arrays are dependent upon the
amplitude and phase relationships between their elements.
These relationships affect the radiation pattern of the array.
Any imbalances in these amplitude and phase relationships are
damaging to the performance of the system. The removal of the
element imbalances of the array is important, and can be
achieved by calibration of the array. The accuracy of
calibration of an adaptive array is therefore of great
importance to the overall performance of the array. This paper
presents a comparison of two such calibration approaches
based upon their radiation pattern, which highlights the effect
of calibration accuracy on the radiation pattern of the array.
I. INTRODUCTION
Wireless communication systems employ beamforming
for a variety of reasons, such as enhanced channel capacity
or to reduce the problems associated with multi-path
propagation [1]. There are two types of beamforming, analog
and digital. Digital beamforming is more prevalent due to its
adaptability and ease of design.
Digital beamforming generally assumes that each element
is identical or that each elements variance is known.
However in a practical array this is not always the case, as
there are imbalances in the amplitude and phase relationships
between the elements. These element imbalances are affected
by such things as, thermal effects, antenna mutual coupling,
component aging, and finite manufacturing tolerances [2].
These amplitude and phase balances need to be known or
synchronised. However depending upon the system,
measurement of these variances may not possible. There are
many techniques for synchronisation, from fixed feeder paths
[3] to calibration algorithms [4, 5].
These variations affect the radiation pattern generated by
the array, by altering their beam pointing direction, sidelobe
level, half power beamwidth and null depth. These
parameters are compared to show the effect of varying
factors on the radiation pattern [6]. There is a roughly linear
relationship between amplitude and phase errors and beam
pointing direction [7], the beamwidth [8], sidelobe levels [9,
10] and null depths of the radiation pattern. However, the
effect of the amplitude and phase errors on side lobe levels
can be mitigated by increasing the number of elements. The
sidelobe levels can also be reduced by increasing the size of
the actual antenna elements. Planar arrays of N2 of elements
are more robust to the pattern deterioration then linear arrays
of N elements [9].
This paper will compare a set of calibration algorithms
with varying calibration accuracies. This is to show the
effectiveness of calibration of an array on the beamforming
performance of that array.
Some adaptive antenna structures are more susceptible to
amplitude and phase imbalances [11]. Therefore it is
important to note that the adaptive array is a tower top
distributed transceiver array, which has a built in
measurement structure to reduce the effect of amplitude and
phase imbalance by calibration.
II. TOWER TOP SYSTEM
The tower top distributed transceiver array, consists of low
power distributed transceiver elements, interwoven with
reference elements, as can be seen in fig 1. This structure
provides a calibration infrastructure for the array, which is
non-radiative. The non-radiative calibration is achieved by
means of a measurement path for each array elements. These
measurement or calibration paths consist of the transceiver
element, a directional coupler [12], and a reference element,
where feedback is provided digitally, as seen in fig 2. The
advantage of this non-radiative calibration infrastructure is
that it removes the need to have an external source or
calibration system, so that calibration can be preformed
dynamically.
This system provides a set of interconnecting reference
elements, these reference elements provide at least one
calibration path for each of the elements of the array, and in
some cases, multiple calibration paths are provided.
Figure 1: Distributed Transceiver System, with built in Calibration
Infrastructure.
Figure 2: Calibration Path for an Antenna Element
Each of these calibration paths consists of the transceiver
element, the interconnecting directional coupler path, the
reference element and the digital feed back provided in the
baseband. This is more clearly seen in fig 2. Calibration
algorithms utilise this unique structure to calibrate the array.
III. CALIBRATION ALGORITHMS
This paper is going to compare two previously presented
calibration algorithms with varying calibration accuracies, so
that the effect on the radiation pattern can be compared. The
two calibration algorithms are a middle reference calibration
algorithm [4] and a dual path calibration algorithm [5].
The middle reference calibration algorithm is a
comparison only algorithm. It selects a reference antenna
element in the middle of the array. Then performs
comparisons with the elements connected to the reference
antenna element. The calibration progresses through the
array using these one to one comparisons. It has an RMS
standard deviation of 0.5472 dB and 1.8548o for a 5 by 5
planar array, calculated over 10,000 simulated array
calibrations.
The dual path algorithm is another comparison based
calibration algorithm, but it takes two paths to each element.
The calibration is set up the same way as the middle
reference algorithm, but instead of using only one to one
comparisons. The algorithm takes two paths of identical
length to the each element of the array from the reference
antenna. These two paths are averaged to reduce the effect of
outlying errors, to give overall consistency. It has an RMS
standard deviation of 0.4716 dB and 1.6036o for a 5 by 5
planar array, calculated over 10,000 simulated array
calibrations.
IV. BEAMFORMING
The effectiveness of these calibration algorithms is
considered in terms of their radiation pattern. This is because
there is a clear connection between element errors and the
effective radiation pattern [6-10].
The radiation pattern will be generated by using the
beamforming equation of an ideal planar array, which is the
ideal beamforming equation of two linear arrays oriented
along different axis multiplied together [13]. The
beamforming equation assumes omni-directional antenna
elements.
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Where, sin!cos" are the 3D radiation pattern of the ideal
linear array along the x – axis. Sin!sin" is the 3D radiation
pattern of the ideal linear array along the y–axis, dx and dy is
the element spacing of the x-axis linear array and the element
spacing of the y-axis linear array, respectively. Finally #x and
#y are the steering angles of the x-axis linear array and the y-
axis linear array.
This equation is simplified for our purposes by assuming
that each linear array can only steer in one direction only
[14], and therefore the equation reduces to:
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The next step is to include the element variations, which
can be done by multiplications, as shown in [6].
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Where Anm is each element’s amplitude variation and $"nm is
each element’s phase variation.
V. SIMULATION RESULTS
The beamforming equations (2 & 3), were used in Matlab
to simulate the effects of calibration on the radiation patterns
of 4 by 4 antenna arrays. The simulations were set up by
defining non-ideal arrays and calibrating them. A single
array is selected randomly to be a representation of each case.
The arrays were set up to have randomly varying component
variations which are based upon the mean value (!) and the
standard deviation of the component value (") , which are
presented in table 1.
The simulation results are presented in terms of their
normalised 3D radiation pattern, where the array is centred at
(0, 0) along the horizontal plane. The results are also
presented in their component polar plots for clarity. The
planar array is located along the 90o – 270o axis.
Four different cases are considered, an ideal array, a non-
ideal array, and two non-ideal arrays each calibrated by a
different calibration algorithm. The first case is that of a 4 by
4 ideal array. The radiation pattern of this array is generated
by (2), and is shown in fig 3. The radiations patterns for the
rest of the cases are generated from (3). The second case is a
non-ideal array that is uncalibrated, and is shown in fig 4.
The third case is a non-ideal array calibrated by the middle
reference calibration algorithm, which is shown in fig 5. The
fourth and final case is a non-ideal array that is calibrated by
the dual path calibration algorithm, which is shown in fig 6.
TABLE I
Component Imbalances
Component (i,j) !(I,j) A "(i,j) A !(i,j)# "(i,j)#
Tx S21 50 dB 3 dB 10o 5o
Ref S21 60 dB 6 dB 85o 5o
Coupler S2120.3295dB 0.3295dB 90.197o 1.1175o
(a)
(b) (c)
Figure 3 : Normalised Radiation pattern for 4 by 4 ideal planar array, (a) 3D
polar plot of the radiation pattern, (b) is the phi component and (c) is the
theta component of the radiation pattern.
(a)
(b) (c)
Figure 4: Normalised Radiation pattern for 4 by 4 non-ideal planar array, (a)
3D polar plot of the radiation pattern, (b) is the phi component and (c) is the
theta component of the radiation pattern.
From a comparison of figure 3 and 4, it is clear that
calibration is needed to provide a desirable radiation pattern.
Table 2 provides a more in depth comparison of all of the
radiation patterns parameters. From this table it is clearer to
see the extent of the effect of amplitude and phase variations
of the non-ideal array.
(a)
(b) (c)
Figure 5: Normalised Radiation pattern for 4 by 4 Middle Reference
Calibrated planar array, (a) 3D polar plot of the radiation pattern, (b) is the
phi component and (c) is the theta component of the radiation pattern.
(a)
(b) (c)
Figure 6:Normalised Radiation pattern for 4 by 4 Dual Path Calibrated
planar array, (a) 3D polar plot of the radiation pattern, (b) is the phi
component and (c) is the theta component of the radiation pattern.
VI. DISCUSSION
The radiation patterns are visually similar for the ideal (fig
3) and two calibrated arrays (fig 5 & 6). This is backed up by
a comparison of the data in table 2. However, there are some
differences between the calibrated arrays and the ideal array,
due to their calibration errors. To consider these differences
properly, each parameter is taken separately to compare the
algorithms.
TABLE 2
Normalised Radiation Pattern Parameters
Ideal Array Non – Ideal Middle Ref. Dual Path
Beam Pointing
Direction
! - 0o, 1800
" – 0o, 180o
! – 24.48o, 155.520
" – 216.36o, 323.64o
! – 0.36o, 179.640
" – 0o, 180o
! - 0o, 1800
" – 0o, 180o
Beamwidths ! – 26.64o
" – 26.64o
! – 360
" – 30.96o
! – 25.560
" – 26.64o
! – 27.360
" – 25.56o
Null
Beamwidths
! – 60.120
" – 60.12o
! – 106.920
" – 79.92o
! – 61.920
" – 56.88o
! – 55.080
" – 62.28o
Null Depths ! – 0.004
" – 0.004
! – 0.113
" – 0.19 – 0.29
! – 0.015 – 0.031
" – 0.031 – 0.038
! – 0.1577
" – 0.1
Sidelobe Levels ! – 0.2722
" – 0.2722
! – 0.2047
" – 0.6324
! – 0.325 – 0.337
" – 0.325 – 0.337
! – 0.26
" – 0.39
The beam pointing error is high when you compare the
ideal with the non-ideal, uncalibrated, array. This clearly
shows that phase errors have a detrimental effect on the
beam pointing angle. The beam pointing errors are only
influenced by the phase errors and not the amplitude errors.
This shows that the calibration algorithms are reducing the
phase errors so that the beam pointing errors are significantly
reduced or removed all together.
The beamwidth of the non-ideal array is much wider then
the ideal or calibrated array. The calibrated arrays provide a
closer match to the ideal array, but not a perfect one.
Therefore, the calibration errors of the array are still
affecting the beamwidth. Both of the calibrated arrays’
beamwidth vary around the ideal value.
The sidelobe levels are reduced but also significantly
increased for the non-ideal array. The calibrated arrays are
also effected, but to a lesser extent. The reason for this
detrimental effect of the calibration errors on the sidelobe
levels is because the sidelobe levels are more susceptible to
small errors. This is more clearly seen in the effect of
quantization errors on sidelobe levels [10].
The first null beamwidths of the calibrated arrays also vary
around the ideal first null beamwidth. The null depths of the
calibrated arrays are, however, significantly shallower then
that of the ideal case. Due to the single array representative,
this could be an anomaly or could be a continuous effect.
However for either case further analysis of the effectiveness
of calibration needs to be done.
What is clear from these comparisons is that both of the
calibration algorithms are effective. Neither of the calibration
algorithms has a distinct advantage over the other. Apart
from in the null depth, the middle reference calibration
algorithm has a deeper set of nulls then that of the dual path
calibration algorithm. These shallower null depths are
significant in that they could limit the effectiveness of
nulling of jammer signals in a communication system.
VII. CONCLUSIONS
The effectiveness of the calibration of a non-ideal array is
significant. The calibration of an array reduces the affects
upon the beam pointing error, the beamwidth error, the first
null beamwidths and the sidelobe levels. However, when
comparing the null depths, they are significantly shallower in
both the calibrated arrays then in the ideal array, and even
the non-ideal array.
This clearly shows the need for calibration of antenna
arrays, so that the radiation patterns of the arrays are useable.
Without such calibration, the pointing direction alone makes
an uncalibrated array’s radiation pattern unusable. The
comparison of the two different calibration algorithms shows
only one striking difference between them, and that is in the
depth of the nulls, where the middle reference calibration
algorithm actually provides a deeper null set. This shows the
limitations of the comparison of the RMS standard
deviations of the element variations which has previously
been the figure of merit for the calibration of this system.
Though these results must be considered as random
representative cases and further analysis is needed.
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Abstract— The need for calibration in antenna arrays is a 
persistent challenge and is one of the impediments to their 
widespread integration into communication infrastructures. The 
choice of antenna array structure dictates the means by which 
calibration can be achieved. The antenna structure used here is a 
distributed source array with an interconnected measurement 
structure for calibration. This non-radiative approach was taken 
to remove the need for external calibration sources, or 
computationally expensive modelling. This approach requires a 
calibration algorithm to utilise the measurement structure to get 
the best results. This paper will present a set of three such 
calibration algorithms used on an experimental setup to show the 
effectiveness of such calibration. 
I. INTRODUCTION 
Antenna arrays provide a means of optimizing the radio 
links, by providing an increase in capacity, interference 
nulling and direction finding of users [1], [2]. These 
advantages assume that the elements of the array are 
amplitude and phase matched, or the differences to be known. 
However in a practical implementation, these amplitude and 
phase relationships are altered by finite manufacturing 
tolerances, path length mismatch, component aging, thermal 
effects, tower effects, element position variations and mutual 
coupling [3-16]. These imbalances are in some cases dynamic 
and angle of arrival dependent [17]. The dynamic nature of 
the array errors means that once off calibration, such as that 
done directly after manufacturing, is not sufficient to maintain 
performance. 
These amplitude and phase imbalances or errors have an  
impact on the radiation pattern, which is to alter their beam 
pointing direction, sidelobe level, half power beamwidth and 
null depth [18]. There is a roughly linear relationship between 
amplitude and phase errors and beam pointing direction [19], 
the beamwidth [15], sidelobe levels [3], [20] and null depths 
of the radiation pattern.  
The effect on the radiation patterns due to the imbalances in 
the amplitude and phase relationships make it very important 
to select an appropriate synchronisation or calibration method. 
There have been several different approaches taken in the past, 
such as creating fixed paths to each element of the array [5], 
[21], using calibration algorithms [11], which can be based 
upon array modelling [4], or measurements which is turn can 
be internal or external [5]. 
This paper presents a non-radiative approach to calibration. 
This choice was made because it offers a solution which does 
not require external sources, machined paths or extensive 
modelling of the array. The reasons for avoiding these 
approaches are that as the environment changes so will the 
performance of the array. Therefore dynamic calibration will 
be required. The non-radiative approach uses a distributed 
transceiver system which has an interleaved measurement 
structure for tower top implementation.   
This paper is organised into six sections, the first of which 
presents the non-radiative measurement structure. This is 
followed by a section presenting the calibration algorithms 
that will be implemented on the system. The experimental 
structure is presented in the next section. The results are then 
presented and discussed.    
II. NON-RADIATIVE TOWER TOP STRUCTURE 
The non-radiative tower top structure is a distributed 
transceiver array, which consists of low power distributed 
transceiver elements, interwoven with reference elements, as 
is shown in fig 1. The non-radiative calibration is achieved by 
means of a measurement path for each array element. These 
measurement or calibration paths consist of the transceiver 
element, a directional coupler [22], and a  
 
 
Figure 1: Distributed Transceiver System, with built in Calibration 
Infrastructure. 
reference element, where feedback is provided digitally, as 
seen in fig 2. The advantage of this non-radiative calibration 
infrastructure is that it removes the need to have an external 
source or calibration system, so that calibration can be 
performed dynamically.  
 
Figure 2: Calibration Path for an Antenna Element 
This system provides a set of interconnecting reference 
elements, these reference elements provide at least one 
calibration path for each of the elements of the array, and in 
some cases, multiple calibration paths are provided. Each of 
these calibration paths consists of the transceiver element, the 
interconnecting directional coupler path, the reference element 
and the digital feed back provided in the baseband. This is 
more clearly seen in fig 2. Calibration algorithms utilise this 
unique structure to calibrate the array. 
Another advantage of using this measurement structure is 
that it provides a rigid structure to the antenna array. This has 
the effect of removing element position errors from the 
calibration problem. 
III. CALIBRATION ALGORITHMS 
This paper compares three previously presented calibration 
algorithms with varying calibration accuracies, so that their 
effectiveness can be compared. The three calibration 
algorithms are a top left reference calibration algorithm, 
middle reference calibration algorithm [23] and a dual path 
calibration algorithm [24].  
The top left reference calibration algorithm is a comparison 
only algorithm. It selects a reference antenna element in the 
top left corner of the array. Then performs comparisons with 
the elements connected to the reference antenna element. The 
calibration progresses through the array using these one to one 
comparisons. It has an RMS standard deviation of 0.6361 dB 
and 2.1418o for a 5 by 5 planar array, calculated over 10,000 
simulated array calibrations.  
The middle reference calibration algorithm is a comparison 
only algorithm. It selects a reference antenna element in the 
middle of the array, and performs the same calibration process 
as top left calibration algorithm. It has an RMS standard 
deviation of 0.5472 dB and 1.8548o for a 5 by 5 planar array, 
calculated over 10,000 simulated array calibrations. 
The dual path algorithm is another comparison based 
calibration algorithm, but it takes two paths to each element. 
The calibration is set up the same way as the middle reference 
algorithm. Instead of using only one to one comparisons, the 
algorithm takes two paths of identical length to each element 
of the array from the reference antenna. These two paths are 
averaged to reduce the effect of coupler mismatch errors, to 
give overall consistency. It has an RMS standard deviation of 
0.4716 dB and 1.6036o for a 5 by 5 planar array, calculated 
over 10,000 simulated array calibrations. 
IV. EXPERIMENTAL SETUP 
The experimental setup presented uses a 2 by 4 array, 
which is shown in fig. 3. The experimental setup is a 
representative structure as apposed to a full transceiver 
implementation. The transceiver elements are represented by 
voltage controlled attenuators (Mini-Circuits RVA-3000) and 
phase shifters (Mini-Circuits JSPHS-2484) to emulate the 
variations between each of the array elements. For the 
purposes of measurement, the antenna elements have been 
replaced by connections to a high speed scope (Agilent 
infiniium 54853A DSO 2.5GHz). The structure is fed by a 
signal generator, which supplies a single 2.46GHz signal. This 
signal is split into 8 signals. Each of these signals flow into 
each elements voltage controlled attenuators and phase 
shifters. These attenuators and phase shifters are set so that 
each path has a different amplitude and phase variation, which 
can be seen in fig. 4.  
 
Figure 3: A photo of the 2 by 4 experimental array, where the antennas are 
replaced by a high speed scope. 
 
Figure 4: High Speed Scope Display of Uncalibrated Output Signals. 
The calibration algorithms are implemented using Labview 
(National Instruments) via digital feedback provided by a set 
of two National Instruments PCI cards (6723 and 6251) and 
three breakout boxes (BNC-2110). 
V. EXPERIMENTAL RESULTS 
As mentioned above, the top left reference calibration 
algorithm, the middle reference calibration algorithm and the 
dual path calibration algorithm need to be implemented upon 
the non-radiative measurement structure to achieve calibration. 
The experimental results from these calibration algorithms are 
presented in terms of the simulation predictions for a 2 by 4 
array. The simulated probability density function (PDF) of the 
algorithm is determined from 1000 non-ideal arrays calibrated 
by the calibration algorithm under investigation. The non-
ideal arrays are generated with randomly generated 
component variances, which are based upon the mean value (!) 
and the standard deviation (") of the component value from 
this mean, these parameters are defined in table 1. The PDF of 
the experimental data is presented to highlight the 
performance of the array. This PDF has been centred at zero 
to by removing common offsets, for a clearer comparison of 
results. 
TABLE I 
COMPONENT IMBALANCES 
Component (i,j) !(I,j) A "(i,j) A !(i,j)# "(i,j)# 
Tx S21 50 dB 3 dB 10o 5o 
Ref S21 60 dB 6 dB 85o 5o 
Coupler S21 20.3295dB 0.3295dB 90.197o 1.1175o 
First we will consider the top left reference calibration 
algorithm. The sinusoidal waveforms measured by the high 
speed scope are presented in fig. 5, when compared to the 
uncalibrated signals shown in fig. 4; it shows the effectiveness 
of the calibration. However for a more detailed analysis the 
experimental results are compared to the simulated 
performance of the calibration algorithm. This comparison of 
the simulated probability density of the calibrated errors with 
the experimental results is shown in Fig. 6 and 7. The 
performance achieves the criterion of less than 1dB. However, 
the phase criterion of less than 5o has been achieved for all but 
two of the phase values, 5.13o and 5.7o. 
 
Figure 5: High Speed Scope Display of top left reference calibrated Output 
Signals. 
Secondly, the sinusoidal waveforms measured by the high 
speed scope are presented in fig. 8, when compared to the 
 
Figure 6: The Amplitude Simulation Results vs. Amplitude Experimental 
Results for the Top Left Reference Calibration Algorithm for a 2 by 4 array. 
 
Figure 7: The Phase Simulation Results vs. Phase Experimental Results for 
the Top Left Reference Calibration Algorithm for a 2 by 4 array. 
uncalibrated signals shown in fig. 4; it shows the effectiveness 
of the calibration. As before, a more detailed analysis of the 
experimental results is achieved when compared to the 
simulated performance of the calibration algorithm, which is 
shown in Fig. 9 and 10. The performance achieves the 
criterion of less than 1dB. It must be noted that the amplitude 
values from the experimental results have a narrower 
distribution than the top left reference calibration 
experimental results. However, the phase criterion of less than 
5o has been achieved for all but one of the phase values 5.7o.  
 
Figure 8: High Speed Scope Display of Middle Reference Calibrated Output 
Signals. 
Finally, the sinusoidal waveforms measured by the high 
speed scope are presented in fig. 11. When compared to the 
uncalibrated signals shown in fig. 4; it shows the effectiveness 
 Figure 9: The Amplitude Simulation Results vs. Amplitude Experimental 
Results for the Middle Reference Calibration Algorithm for a 2 by 4 array. 
 
Figure 10: The Phase Simulation Results vs. Phase Experimental Results for 
the Middle Reference Calibration Algorithm for a 2 by 4 array. 
of the calibration. The comparison of the simulated 
performance of the calibration algorithm with that of the 
experimental results gives a better comparison and is shown in 
Fig. 12 and 13. The performance achieves the criterion of less 
than 1dB. It must be noted that the amplitude values from the 
experimental results have a narrower distribution then that of 
the middle reference calibration experimental results, except 
for a single outlier. The phase criterion of less than 5o has 
been achieved for all element of the array, which surpasses 
either of the previous two algorithms. 
 
Figure 11: High Speed Scope Display of Dual Path Calibrated Output Signals. 
VI. DISCUSSION 
The experimental results are consistent with the predicted 
performance from the calibration algorithms simulations. The 
 
Figure 12: The Amplitude Simulation Results vs. Amplitude Experimental 
Results for the Dual Path Calibration Algorithm for a 2 by 4 array. 
 
Figure 13: The Phase Simulation Results vs. Phase Experimental Results for 
the Dual Path Calibration Algorithm for a 2 by 4 array. 
performance can be seen to gradually improve from the first 
calibration algorithm considered, top left reference calibration 
algorithm, to the final calibration algorithm that is considered 
here, dual path calibration algorithm. The reason for this 
gradual performance improvement is based on the fact that 
each of these algorithms is comparison based. The reason for 
this choice of calibration base technique is due to the fact that 
this non-radiative calibration structure is based on the sensor 
elements interleaved in the array. These sensor elements are 
not ideal and therefore will introduce calibration errors 
themselves. The effect of these errors can be reduced by using 
comparisons at each sensor elements; this prevents the sensor 
element errors propagating through the array.  
The performance of the middle reference calibration 
algorithm is predicted to be better than the top left reference 
calibration algorithm as the reference antenna element is 
moved from the top left corner to the middle of the array, 
reducing the overall path length. The experimental data agrees 
with this prediction, the distribution of the values is wider for 
top left reference algorithm, and there are two phase outliers. 
There is however not a large improvement in our experimental 
setup array  (2 by 4) as the reference antenna element in only 
moves in by one element due to the small size of the array.   
The performance of the dual path calibration algorithm is 
predicted to have improved performance over the top left 
reference calibration algorithm and the middle reference 
algorithm. The experimental results hold up this prediction, 
particularly in the phase results, as the dual path algorithm has 
met the less then 5o criterion, when neither of the other two 
algorithms have. This improvement is due to the use of two 
paths to each element of the array instead of one. These 
comparisons are taken along paths of equal length from the 
reference antenna element to the calibrated element. The 
length criterion is used so that the number of coupler errors 
included in the comparisons is the same, so that there is not an 
increase in calibration errors from comparing two different 
path lengths. The two comparisons taken for each element are 
averaged. The reason for this averaging is to reduce the 
impact of coupler variations on the calibration performance, 
which has not been removed by the comparisons.    
VII. CONCLUSIONS 
This paper has presented a non-radiative calibration 
structure for an antenna array. This structure provides a rigid 
measurement structure which eliminates the position errors 
from the calibration problem as well as providing multiple 
measurement paths for all array elements except for the corner 
elements. These measurement paths are utilized by calibration 
algorithms. Three such calibration algorithms where 
implemented on a representative experimental setup, top left 
reference, middle reference and dual path calibration 
algorithms. These algorithms are all comparison based 
algorithms, to reduce the propagation of errors. The 
experimental performances of these algorithms were 
compared to Matlab simulations to show the effectiveness of 
this non-radiative calibration performance. The algorithms 
have shown their progressive performance improvement, so 
that the criterion of amplitude variance of less than 1 dB and 
phase variance of less that 5o.  
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Abstract-This paper presents a hardware platform 
for antenna array calibration research in tower top 
electronics. The platform has eight phase and 
amplitude controlled transmit channels and a novel 
antenna coupler array structure which provides non-
radiative calibration capability. The phase and 
amplitude of each channel can be varied between 0 
and 360° and over 25dB respectively under full 
software control. The platform has been used to test 
and develop array calibration routines which achieve 
amplitude variances of less than 1dB and phase 
variances of less than 5° measured between eight 
channels at the antenna connections. 
 
I. INTRODUCTION 
In order to achieve accurate beamforming it is essential 
that the elements of an array are amplitude and phase 
matched or that the differences are known, in addition 
these relationships must be maintained in demanding 
environmental conditions such as a tower top over long 
periods of time. Traditionally this has been achieved 
through the use of tight tolerance components, phase 
matched cables and the use of factory measured 
calibration tables, however this is an expensive approach 
and offers little adaptation to the ambient environmental 
conditions.  
Amplitude and phase errors between array elements 
distort the antenna radiation pattern in terms of beam 
pointing direction, sidelobe level, half power beamwidth 
and null depth [1] . The extent of the distortion has been 
well covered in antenna array literature [2], [3], [4]. 
There are several approaches to array calibration 
including tight tolerance design with factory determined 
calibration tables, calibration using internal and external 
radiating sources and non-radiative dynamic calibration 
[5]. The third approach was chosen as it does not require 
external radiators, high tolerance cables and components 
or extensive array modelling. In addition dynamic 
calibration allows continuous monitoring of the array 
status for network management purposes; this is a critical 
requirement for all cellular and wireless network operators. 
Desirable features of any research platform are: that it 
be simple to use, that the controlling software be easy to 
modify and that the hardware be easily expandable, for 
example, through the addition of more array elements. In 
hardware, this was achieved through the use of off-the-
shelf phase and amplitude adjustment components 
configured in a modular easily expandable fashion. As 
regards software it was decided to use Labview to control 
the system, implement the calibration algorithms and 
collect measurements. Labview is a graphical 
programming language aimed and test and control 
applications, it is easy to implement graphical user 
interfaces and can call both C and Matlab functions [6].   
 
II. PLATFORM ARCHITECTURE 
Effective non-radiative array calibration relies on the 
ability to measure the transmit or receive signals as close 
to their antennas as possible and to compare the measured 
signals with reference signals to ascertain the phase and 
amplitude relationship between the elements. The 
reference signal(s) can be the actual transmit signal in the 
case of live calibration or a pilot signal in the case of off-
line calibration. A block diagram of a distributed 
transceiver array with integrated calibration/reference 
blocks is shown in Figure 1. This system consists of 
interconnected transceivers and calibration blocks where 
the calibration blocks provide at least one and in most 
cases multiple calibration paths to each transceiver, in 
addition every transceiver calibration path is linked to 
every other path through the tessellated transceiver and 
calibration block structure. This multiplicity and 
interdependence of calibration paths for each transceiver 
facilitates the development of powerful calibration 
algorithms [7]. 
 
Figure 1: Distributed Transceiver System, with built in Calibration 
Infrastructure 
   A block diagram of the platform is depicted in Figure 2. 
The heart of the demonstrator is a 2x4 antenna coupler 
array; this novel design consists of an array of couplers 
where each coupler output provides coupling from the 
four surrounding transceiver through paths; a more 
detailed description of this coupler array and its operation 
is provided in [8] and [10]. In the case of transmission, the 
coupler outputs provide attenuated versions of the forward 
TX signals present at the through path inputs. The loss 
and phase shift between the through path input  
 
Figure 2: Block diagram of calibration and beamforming platform 
and output is small, less than 1dB and the phase variation 
across all through paths is less than 2°. The coupler array 
variations can be included as a calibration offset table in 
the calibration algorithms.  
The coupler outputs are connected through an RF 
switch to the vector voltmeter module which compares the 
coupled signal with a reference signal and produces DC 
outputs corresponding to the phase and amplitude 
difference between its inputs. The detector module is 
comprised of two Analog Devices AD8302 RF Gain and 
Phase Detector IC’s configured to give I and Q outputs 
(cos ! & sin !), from which it possible to generate a 
linear monotonic output for all angles between 0 and 360°. 
 
I =A. cos ! 
Q =A. sin ! 
 
!  = tan
-1
(Q / I)   (1) 
!` = !   for I > 0, Q > 0 (1.1) 
!` = ! + 180°  for I < 0, Q > 0 (1.2) 
!` = ! + 180° for I < 0, Q < 0 (1.3) 
!` = ! + 360°  for I > 0, Q < 0 (1.4) 
 
 
The phase shift is described by equation (1) however 
this produces discontinuities at 90° and 270° so the 
response is modified according to equations (1.1 - 1.4). As 
regards relative amplitude, the AD8302 produces a linear 
output voltage for amplitude difference from -60dBm to 
0dBm.  
The phase and amplitude adjustment modules, one for 
each array element, allow the phase and amplitude of the 
RF signal to be varied from 0 to 398° and -7 to -32dB 
with respect to (wrt) the input by applying DC voltages to 
the phase and amplitude control inputs. The modules 
comprise continuously variable voltage controlled phase 
shifters (Mini-circuits JSPHS-2484) and a variable 
attenuator (Mini-circuits RVA-3000). These components 
are mounted on a printed circuit board with some control 
voltage level adjustment circuitry and the ensemble placed 
in a shielding can to minimise electromagnetic 
interference between array channels. Figure 3 shows a 
photograph of the phase and amplitude adjustment 
modules. An external amplifier was added in series with 
the phase and amplitude adjustment modules to 
compensate for their insertion loss and to ensure that the 
signal fed back to the phase and amplitude detector 
module would be at the input mid-range point. 
 
Figure 3: Phase and amplitude adjustment module 
 
The control voltages for the phase and amplitude 
adjustment modules are generated by a National 
Instruments multi-channel 13 bit digital to analogue (DAC) 
card (NI PCI 6723); similarly the outputs of the vector 
voltmeter are digitised using a NI 16 bit analogue to 
digital (ADC) card (NI PCI 6251). The control of the 
ADC’s and DAC’s as well as the implementation of the 
control loop and the calibration algorithms were all done 
through Labview.  
 
 
III. PLATFORM MEASUREMENTS 
In the previous section the operation of the phase and 
amplitude adjustment and vector voltmeter modules was 
explained. In this section, measurements from these 
modules which are the core components of the platform 
are presented and discussed. 
The phase and amplitude adjustment module was tested 
using a vector network analyser. By sweeping the module 
control voltages, the phase and amplitude of the RF signal 
at the output were plotted against the RF signal at the 
input, this is shown in figures 4 and 5.  All RF 
measurements were taken at 2.46GHz. The amplitude 
response is very non-linear but nonetheless monotonic. 
The phase response covers 398° and has some non-
linearity at low voltages but again is monotonic. Non-
linearity in the module’s responses is not critical as phase 
and amplitude are set within a control loop which uses the 
vector voltmeter response to set reference points. 
Figure 4: Phase and Amplitude Adjustment Module - Phase Output 
   The phase and amplitude adjustment module was reused 
to generate phase and amplitude differences between the 
RF inputs of the vector voltmeter module. The module 
DC output levels were recorded over the full platform 
phase and amplitude range between its RF inputs.  
 
Figure 5: Phase and Amplitude Adjustment Module – Amplitude 
Output 
 
Figures 6 shows the vector voltmeter phase output 
against phase input; the phase output is calculated from 
the I and Q outputs as described in the previous section. 
The response covers 360° before wrapping back to 0°, 
there is some non linearity but this could easily be 
adjusted for with a look up table. The relative amplitude 
plot in figure 7 shows a range of 25dBs for the platform; 
this is much greater than the expected amplitude 
mismatches in a beamformer. 
 
 
Figure 6: Vector Voltmeter - Phase Output 
Figure 7: Vector Voltmeter - Amplitude Output 
 
 
IV. CALIBRATION ALGORITHM DEMONSTRATION 
The initial application for the platform was to test 
calibration algorithms developed at the Institute. The 
calibration algorithms work by defining a single antenna 
element as a reference and calibrating all other antennas 
relative to that reference by following a particular route 
through the elements of the array. The choice of reference 
element and the path chosen determines the efficacy of the 
algorithm in terms of accuracy and speed. The results of 
testing on different algorithms have been presented in [9]. 
In this paper the measurements from testing one of these 
algorithms will be presented as an illustration of the 
capabilities of the platform. 
 The dual path algorithm is a comparison based 
calibration algorithm. It selects a reference element in the 
left hand corner of the array and then performs 
comparisons with the elements coupled to the reference 
antenna element; it takes two paths of identical length to 
each element of the array from the reference antenna. 
These two paths are averaged to reduce the effect of 
coupler errors.  
Figure 8 shows a photograph of the calibration 
algorithm test set-up. The antenna connections on the 2x4 
coupler array were connected to the inputs of a high speed 
digital oscilloscope (Agilent Infinium 5483A DSO 
2.5GHz); unused antenna connections were terminated 
with 50! loads. The oscilloscope offers resolutions of 
better than 1° in phase and better than 0.1dB in amplitude 
which is sufficient to verify the operation of the platform 
and algorithm.  
 
Figure 8: Calibration and beamforming platform with antennas 
replaced by a high speed digital oscilloscope 
 
To represent an uncalibrated system, each channel was 
set to a random phase shift and amplitude attenuation by 
applying control voltages to the phase and amplitude 
adjustment modules. An oscillogram of the random phase 
and amplitude relationships on four of the antenna 
connections is shown in Figure 9. The dual path algorithm 
was then run in Labview on the platform PC and the phase 
and amplitude relationships were measured on the 
oscilloscope; Figure 10 shows an oscillogram of the 
signals at the antenna connectors after calibration. 
 
Figure 9: Oscillogram of uncalibrated output signals 
From the oscillograms it is clear that after calibration 
there is no visible phase difference and a small visible 
amplitude difference between the channels. More precise 
measurements for each TX output of the array are 
presented in Table 1 
 
Figure 10: Oscillogram of antenna connections after calibration 
 
 
Table 1: Transmit phase and amplitude measurements wrt TX1 
 TX1 TX2 TX3 TX4 TX5 TX6 TX7 TX8 
Phase wrt  
TX1 (°) 
0 1.8 -2.2 -2.2 -1.6 0.l8 0.4 -0.4 
Amplitude 
wrt TX1 dB 
0 0.11 -0.27 -0.03 -0.49 -0.56 -0.22 -0.3 
 
 
The results table shows that the maximum phase 
difference from the reference element (TX1) was 2.2° and 
between elements was 4°. The maximum amplitude 
difference between the reference and the other elements 
was 0.56dB and between all elements was 0.67dB. 
 
 
V. CONCLUSIONS 
This paper presented a test platform for the exploration 
and development of tower top antenna array calibration 
algorithms and technology. The platform operates at 
2.46GHz and uses off-the-shelf components in a modular 
easily expandable architecture. The software, Labview, 
allows easy configuration of the hardware and 
implementation of calibration algorithms. Platform 
measurements were presented which showed a phase and 
amplitude control range of 0 to 360° and 25dB 
respectively for each array output. Additionally a 
calibration routine was run on an array with antenna 
outputs preset to random amplitudes and phases, the 
routine succeeded in reducing the phase and amplitude 
difference between outputs to less than 1dB amplitude and 
5° phase.  
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