Our objective is to develop a framework for creating reference standards for functional testing of computerized measures of semantic relatedness. Currently, research on computerized approaches to semantic relatedness between biomedical concepts relies on reference standards created for specific purposes using a variety of methods for their analysis. In most cases, these reference standards are not publicly available and the published information provided in manuscripts that evaluate computerized semantic relatedness measurement approaches is not sufficient to reproduce the results. Our proposed framework is based on the experiences of medical informatics and computational linguistics communities and addresses practical and theoretical issues with creating reference standards for semantic relatedness. We demonstrate the use of the framework on a pilot set of 101 medical term pairs rated for semantic relatedness by 13 medical coding experts. While the reliability of this particular reference standard is in the ''moderate'' range; we show that using clustering and factor analyses offers a data-driven approach to finding systematic differences among raters and identifying groups of potential outliers. We test two ontology-based measures of relatedness and provide both the reference standard containing individual ratings and the R program used to analyze the ratings as open-source. Currently, these resources are intended to be used to reproduce and compare results of studies involving computerized measures of semantic relatedness. Our framework may be extended to the development of reference standards in other research areas in medical informatics including automatic classification, information retrieval from medical records and vocabulary/ontology development.
Introduction
Querying electronic health records (EHR) for patients with a particular syndrome often requires using a variety of medical terms that not only denote the diagnosis itself but also symptoms and conditions closely related to the syndrome. This task is especially important for effective clinical trial recruitment and quality assurance functions where identifying these patients can assist with the process of care. For example, when searching for cases of heart failure, it is desirable to include terms for ''pulmonary edema'', ''volume/fluid overload'', ''shortness of breath,'' and possibly others to achieve the maximum sensitivity in finding relevant medical records [1] . The terms ''heart failure'', ''pulmonary edema'', ''volume/fluid overload'' and ''shortness of breath'' are clearly not synonymous but are semantically related because they denote different aspects of the same underlying condition. The terms ''cardiomegaly'' and ''splenomegaly'' may be considered semantically similar, but not necessarily related, because they share a semantic feature -both refer to an enlargement of an internal body organ. These examples illustrate that semantic relatedness is a more general notion that subsumes semantic similarity and synonymy as special cases of semantic relatedness. This hierarchical relationship between similarity and relatedness is a theoretically well established notion in lexical semantics work on general English [2, 3] that we were able to confirm experimentally in a recent psycholinguistic study in the clinical sublanguage domain. In this study, two groups of physicians were asked to rate the same 724 pairs of clinical concepts (drugs, disorders, symptoms) for the degree of either relatedness or similarity. The results of correlating the two groups' judgments clearly showed a relationship of unidirectional entailment -the pairs of terms that were judged as similar were also judged as related but not vice versa [4] .
Apart from searching EHR systems for patients with related conditions, clusters of semantically related terms are also currently used for post-marketing drug safety surveillance. In this context, drug safety reports comprising FDA Adverse Events Reporting System (AERS) may be searched using queries consisting of groups of terms (Standardized MedDRA Queries) that are indicative of the adverse event of interest [5] . For example, the adverse event of ''demyelination'' is represented by a Standardized MedDRA Query (SMQ) consisting of a total of 35 other terms including ''optic neuritis'', ''multiple sclerosis'' and ''saccadic eye movement.'' A recent study found that using SMQs for automated identification of potential adverse drug event signals in AERS yields more sensitive (albeit less specific) results than using ungrouped terms [6] . Developing tools to support querying of clinical data for drug safety surveillance is particularly important in light of the recent FDA Sentinel initiative 1 launched in May 2008 and designed to develop a national electronic system to utilize electronic health records for safety monitoring of FDA regulated medications. Electronic health records include large amounts of highly variable free text in addition to structured data and their use for drug safety surveillance will require aggregation of semantically related concepts to reduce this variability. Currently, several research groups, including ours, are investigating computerized methods for determining the strength of similarity and relatedness between medical terms and for grouping the terms based on the strength of relatedness [7] [8] [9] [10] [11] [12] . One of the critical prerequisites in these investigations is the availability of publicly accessible, validated reference standards that may be used to assess the performance of automated algorithms relative to human judgments. In previous work, we have used and made publicly available a reference standard of 30 medical term pairs [10] . These medical term pairs represent a subset of a larger set of 120 term pairs and were selected because the majority of the human annotators agreed on the strength of relatedness between the terms. In the current paper, we build on our previous work by providing a detailed analysis of the entire dataset and describing a methodology for analyzing human semantic relatedness ratings.
The main objective of this paper is to propose a framework for creating reference standards for evaluating computerized measures of semantic relatedness. Towards this objective, we validate a reference standard of medical concept pairs manually rated by professional medical coding experts for the degree of semantic relatedness between terms. We evaluate the reliability of human ratings and, based on these results, provide suggestions for future public use of this dataset to test computerized measures of semantic relatedness. We also provide both the reference standards and the statistical software for their analysis as open-source. Furthermore, we demonstrate the use of the proposed framework to evaluate two automatic computerized approaches to measuring semantic relatedness between biomedical terms.
Background

Semantic relatedness in general English language text
Creating computer programs that can automatically judge if one pair of concepts is more closely related than another is still an unmet goal of natural language processing (NLP) and Artificial Intelligence (AI). Most existing methods base relatedness judgments on knowledge sources such as concept hierarchies or ontologies, which may be augmented with statistics from text corpora. A number of proposed solutions to NLP problems rely on these measures. For example, Budanitsky and Hirst [13] identify when a correctly spelled word is used in the wrong context (i.e., malapropisms) using various measures of relatedness. Both Resnik [14] and Patwardhan et al. [15] have shown that these measures can be used to assign the meaning of a word in context, and perform word sense disambiguation.
Most research on measuring semantic relatedness in general English text has relied on WordNet [16] , a freely available dictionary that can also be viewed as a semantic network. WordNet groups related words into synonym sets or synsets that represent a particular concept. Each synset has a definition or gloss that characterizes its meaning and is connected to other synsets via links that represent relations such as is-a, has-part, and is-a-way-ofdoing. WordNet is best known for its noun hierarchies, which are made up of is-a relations. The most recent version (3.0) includes a noun hierarchy of 82,000 concepts. By comparison, there are 14,000 verb concepts arranged in more than 600 is-a-way-of-doing hierarchies (e.g., to run is a way of moving) and networks of 19,000 adjectives and 4000 adverbs. An evaluation of the automated measures of semantic relatedness in general English has been successfully conducted based on a corpus of 30 English words found in WordNet manually rated by over 50 native English speakers for semantic similarity with high correlation [17] .
Semantic relatedness in the biomedical sublanguage domain
The discipline of biomedical informatics has generated a significant amount of experience in terminology and ontology resource development along with medical knowledge representation. The Unified Medical Language System (UMLS) developed and maintained by the National Library of Medicine represents the most comprehensive effort to date in unifying over 150 disparate terminologies and ontologies into a single system. The UMLS has a significantly wider and deeper coverage of the biomedical domain with a significantly richer set of relations between medical concepts than WordNet [18, 19] . Current research on measures of relatedness for biomedical text includes adaptations of existing WordNet-based measures or variations specific to tasks such as MEDLINE document retrieval or Gene Ontology (GO) searching. For example, Lord et al. [20] adapted three Information Content measures of similarity based on WordNet that were discussed previously (Lin, Resnik and Jiang-Conrath) to the GO ontology. Guo et al. [21] demonstrated the utility of Information Content measures of semantic similarity derived from the Gene Ontology for identifying direct and indirect protein interactions within human regulatory pathways. In earlier work, Rada et al. [22] notably devised a measure based on path lengths between concepts found in MeSH. Rada used this measure to improve information retrieval by ranking documents retrieved from MEDLINE.
Several other examples of the development of semantic relatedness approaches can be found in the biomedical informatics literature. Bousquet et al. [7, 8] explored the use of semantic distance (the inverse of similarity) for coding of medical diagnoses and adverse drug reactions. In contrast, Rodriguez and Egenhofer [23] used semantic similarity to integrate various ontologies into a unified resource for subsequent use in information retrieval from medical documents. To investigate the feasibility of semantic similarity metrics based on the UMLS framework, Caviedes and Cimino [9] developed a measure called CDist based on the shortest path between two concepts and demonstrated that even such relatively simple approaches tend to yield reliable results. Work by Wilbur and Yang [24] defined a strength metric used to retrieve relevant articles using lexical techniques. The described metric uses the correlation between the occurrences of a term in documents with the subjects of the documents to define the weight of each term. Research by Spasic and Ananiadou [25] defined a new similarity measure based on a variation of edit distance applied at the word level. In short, semantic similarity between two terms is the cost associated with converting one term to another, using insert, delete and replace operations on words (instead of letters). This method additionally uses the UMLS taxonomy to minimize the effect of word variants. It also varies the costs associated with the operations based on the ''semantic load'' of the word being edited. For example, deleting a known term present in the UMLS has a higher cost than deleting a conjunction.
A hybrid approach that incorporates measures of semantic similarity based on hierarchical relations with measures of relatedness based on the vector-space model has also been developed and demonstrated for computing semantic similarity between genes and gene products [26] . More recently, Al-Mubaid and Nguyen developed a measure of similarity between biomedical concepts in the Medical Subjects Heading (MeSH) taxonomy, based on a combination of existing ontology-only based approaches and two additional characteristics -the specificity and the branching factor of the hierarchies of the concepts being compared [11] . In a subsequent study, Lee et al. compared Al-Mubaid and Nguyen's ontology-only and Information Content based approaches [12] . We have also adapted a number of ontology-based measures that were originally developed for WordNet to use the UMLS as the source of hierarchical relations information [27] . Our prior experiments with a number of ontology-based and corpus-based measures of semantic relatedness found preliminary evidence indicating that physicians' assessments of semantic relatedness correlated better with corpus-based measures derived from dictated clinical reports, while medical coding experts' assessments of relatedness correlated better with ontology-based measures [10] .
Apart from the work described above on developing the semantic relatedness measures themselves, several efforts have been directed towards using automatically computed semantic relatedness in information extraction [28] and textual inference [29] . Bodenreider and Burgun [30] used the notions of lexical and conceptual similarity to align the UMLS Metathesaurus and the UMLS Semantic Network. Low-level measures of semantic relatedness between individual medical concepts have also been used to determine the similarity between patient cases based on the text of the patient's EHR [31] and similarity between biomedical articles for subsequent indexing [32] and document clustering [33] . In another subsequent study of patient similarity based on EHR, the approach to computing patient case similarity was enhanced by adding specific features such as diagnoses, findings and procedures abstracted from the medical record [34] .
Reference standards to evaluate semantic relatedness measures
Current efforts to develop measures of semantic similarity and relatedness in medical informatics have traditionally relied on reference standards created specifically for each individual study using various scales, human annotators and annotation instructions. The existing reference standard generation approaches are thus limited in a number of important aspects. In addition to limited generalizability due to the utilization of different scales, annotators and guidelines, reference standards created to evaluate the tools in individual studies of semantic relatedness/similarity are rated only by 2-3 human raters. Having larger numbers of raters is particularly advantageous in domains such as medical terminology where inter-rater agreement on semantic relatedness tends to be low as we show in the current study. By comparison, reference standards published on the general English domain consist of ratings by over 50 participants [17, 35] , which constitutes a more representative sample and enables techniques aimed at reducing inter-rater variability (e.g., majority voting). Studies that use or create reference standards for semantic relatedness published in biomedical literature typically do not provide in-depth information on the methods and characteristics of the reference standards and thus are difficult to replicate. In addition to differences in reference standard creation methods, investigators may use a variety of statistical methods to assess the reliability of their standards, thus limiting the comparability of the results obtained in different studies. As demonstrated by Krippendorf, inferring the reliability of a reference standard from a specific inter-annotator agreement coefficient depends on the purpose for which the reference standard is used [36] . Individual researchers report the agreement statistics that are appropriate for the purposes of their study that may or may not be appropriate if one were to use the reference standard under different conditions and for a different purpose. Having publicly available reference standards requires a variety of purposesensitive methods to assess their reliability.
Furthermore, the majority of the reference standards reported in the biomedical literature are not publicly available. The importance of releasing software used by researchers to obtain and publish their results so that they can be reproduced and improved upon by others is abundantly clear [37] . An equally important counterpart to publicly available software are the numerous reference standards that are also sometimes referred to as ''test beds'', ''gold standards'', ''test sets'' and ''held-out sets.'' Having reliable and publicly available reference standards in addition to software for semantic relatedness research is critical to enabling reproducible and easily comparable results. In the current study, we address these issues with the availability of validated reference standards for semantic relatedness in medical informatics by proposing and piloting a standardized framework for creating, validating and disseminating reference corpora for the assessment of computerized semantic relatedness measures. We demonstrate our approach on a set of heterogeneous medical term pairs rated by 13 medical coding experts and two computerized automated measures.
Methods
Datasets
While random sampling is a widely used technique to generate reference standards, we did not want to rely on this methodology to create medical term pairs because random sampling was likely to result in a disproportionate number of unrelated pairs. To have a more balanced distribution across the relatedness spectrum, we asked a practicing Mayo Clinic physician (AR, a rheumatology specialist also formally trained in health informatics) to generate a list of 120 pairs of medical terms that would roughly correspond to four categories: closely related, somewhat related, somewhat unrelated and completely unrelated. The physician was instructed to rely on his intuition in selecting pairs without having to define explicitly the nature of the relationship between the terms. The original list of 120 pairs was further revised to remove duplicates and items that the physician felt unsure about. The resulting set consisted of 101 pairs.
The corpus of 101 pairs was subsequently manually rated on a scale of 1-10 (1-closely related, 10-unrelated) by 13 medical coding experts. All experts were at the time of the study a part of the Mayo Medical Index group that continues to support multiple epidemiologic studies at the Mayo Clinic and beyond, including the Rochester Epidemiology Project, a legacy of Henry Plummer [38] . These coding experts were previously trained to classify the diagnoses contained in the Mayo Clinic medical records using a Hospital Adaptation of the International Classification of Diseases [39] . They had varying degrees of experience ranging from 2 years to over 15. All of the experts participating in this study were female. Subsequent to evaluating the corpus of 101 pairs, 9 of the 13 experts 2 were also asked to rate 30 pairs of general English words in the Miller and Charles corpus [17] . All experts were instructed to rate the term pairs for semantic relatedness rather than similarity for both biomedical and general English terms. To focus the ratings on relatedness, the raters were provided with a number of examples; however, the raters were not formally trained to distinguish cases of similarity from relatedness.
UMLS-similarity package
We recently implemented several ontology-based approaches to computing semantic similarity based on the relational information contained in the UMLS (version 2008 AB) [27] . For this study, we correlated the automatic ratings produced by two ontologybased approaches originally developed by Wu and Palmer [40] , and Leacock and Chodorow [40] in order to demonstrate the intended use of our framework. Both of these approaches rely on computing the length of the paths in the UMLS hierarchies between concepts and thus represent measures of similarity, a special case of semantic relatedness.
Statistical analysis
Within our framework, we propose two types of statistical analysis -inter-rater reliability with subsequent exploration of the internal structure that may be present in the use of the scales by the raters. In the spirit of generating publicly available research resources, we rely on the open-source R package for all statistical computations and provide the code used for these computations in Appendix C, available online at http://rxinformatics.umn.edu.
Inter-rater reliability
We report several inter-annotator agreement coefficients. First, we computed a number of pair-wise (between raters) inter-annotator agreement coefficients including Cohen's kappa [41] , Krippendorff's alpha [42] and mean Spearman's rank correlation (rho) appropriate for ordinal scales. To account for the fact that our data are ordinal, we used the squared distance weighting scheme for Cohen's kappa whereby disagreements are weighted according to their squared distance from perfect agreement. Second, to assess more than two raters at a time, we used Cronbach's alpha [43] , Kendall's coefficient of concordance [44] and the Intra-class Correlation Coefficient (ICC) [45] . Shrout and Fleiss define six types of ICC depending on whether: (a) one-way random effects, two-way random effects or two-way mixed effects ANOVA model is used, (b) ICC is used to measure consistency of absolute agreement, and (c) ICC is computed over single or averaged measures. Since our study focuses on the raters as much as on the term pairs, we used a two-way random effects ANOVA model in ICC computations (i.e., ICC(2,k) in Shrout and Fleiss's notation). Following McGraw and Wong [46] , we report on consistency measures rather than absolute agreement because we expect to see some systematic variation in raters' judgments and we are more interested in determining whether the raters' judgments consistently point in the same direction even if they are using slightly different scales. We report both single and average ICC measures -the former is useful in assessing the reproducibility of the reference standard based on individual raters' judgments, while the latter is useful in assessing the reliability of the means of the ratings by multiple raters. In Shrout and Fleiss's notation, the single measures ICC based on a two-way model is represented by ICC(2,1), while the average measures ICC based on a two-way model is represented by ICC(2,k), where k is the number of raters. We should also note that the latter type of ICC(2,k) for consistency is equivalent to Cronbach's alpha [46] . Following Krippendorff's [36] conditions for measuring interrater reliability, we do not infer reliability of our reference standard based on correlation (Spearman's rho) and consistency (Chronbach's alpha, Kendall's coefficient of concordance) coefficients as these measures do not correct for random chance. We use these coefficients only as indicators of the raters' behavior rather than reproducibility of their ratings. Instead, we rely on the Krippendorf's alpha, Cohen's kappa and ICC as indicators of the reference standard reliability. While Cohen's kappa is defined only for two raters, Fleiss's kappa [45] is defined for multiple raters but requires nominal/categorical rating scales and is thus not appropriate for assessing semantic relatedness judgments made on an ordinal scale. However, for nominal/categorical scales, Fleiss's kappa has been shown to be equivalent to ICC [45] .
Internal structure of the ratings
We conducted subgroup analyses on the group of 13 experts to determine if human ratings had any latent internal structure. For example, it is likely that there may be subgroups within the 13 experts whose ratings are similar within the subgroups but not across the subgroups. To conduct these analyses we used both a top-down partitioning (k-means) and a hierarchical agglomerative clustering based on the Ward's method of minimum variances [47] available as part of the irr library for the R statistical package available from Comprehensive R Archive Network (CRAN) repository. 3 To determine the number of clusters for the k-means clustering approach, we used a sense discrimination approach based on the opensource SenseClusters package 4 as well as the sum-of-squares approach [48] available as part of R's irr library. SenseClusters contains algorithms for four cluster stopping rules (PK1, PK2, PK3 and Gap) described in detail elsewhere [49] . Briefly, the cluster stopping rules are based on the clustering criterion function. PK1-3 algorithms attempt to determine a point in the list of successive cluster criterion function values after which the values stop improving significantly. The PK 2 method is similar to the Hartigan's sum-of-squares approach. The Gap measure is an adaptation of the Gap Statistic [50] , which relies on detecting the greatest difference between the criterion function values and a null reference distribution. In the current study, the determination of the optimal number of clusters was made by averaging the number of clusters predicted by each of the four cluster stopping rules. The sum-of-squares method consists of computing the within-cluster sums-of-squares over all variables. The sum-of-squares declines as more clusters are added to the solution and can be plotted for visual examination to determine a sharp decline to estimate the optimal number of clusters supported by the data.
Clustering analyses were followed by a factor analysis based on the principal components analysis (PCA). Similarly to the sum-ofsquares method, we used Scree plots to determine the number of factors. The loadings on factors were rotated using Varimax rotation to obtain the final PCA solutions.
Correlations between automatic and manual measures
We used non-parametric correlation methods including Spearman rank correlation and Kendal's tau to measure the degree to which automated measures of semantic relatedness represent manually established relatedness judgments.
Mapping to the UMLS
Since the measures of semantic relatedness used in this study rely on the information on the location of the concepts in an ontology or a hierarchical vocabulary, it was necessary to map the terms in our medical term pairs dataset to an ontology of medical con-cepts. Our reference standard was initially generated by a physician without any reference to an ontology. Although in previous work we have used SNOMED CT, the UMLS was used in this study as the source of ontological relationships between concepts, as its overall coverage of concepts includes over 2 million biomedical concepts, and relationships between concepts (as defined in the MRREL file). SNOMED CT is one of the vocabularies in the UMLS.
The mapping process could not be fully automated due to significant orthographic, syntactic and semantic variation of terms in the dataset. For this study, we use a semi-automatic approach to determine the appropriate concept for each of the terms using the concept mapping system MetaMap [51] which is specifically designed to map terms in biomedical text to concepts in the UMLS to support indexing of MEDLINE citations. MetaMap is a freely available natural language processing system developed by the National Library of Medicine. It operates by identifying simple noun, verb and prepositional phrases with the help of a minimal commitment parser [52] and bringing lexical and morphological variants of medical terms to a standard form. It also uses linguistic principles to map the different types of phrases to the UMLS Metathesaurus, a compendium of over 100 medical vocabularies. The system has found multiple applications beyond MEDLINE indexing and has been shown to perform ''out-of-the-box'' at 72% sensitivity and 56% specificity on the task of identifying respiratory findings from hospital discharge summaries. The error analysis of these results showed that MetaMap was responsible for less than 1% of the errors. Most of the errors had to do with inherent problems with manual annotation of the reference standard [53] .
In our study, mappings suggested by MetaMap were subsequently manually verified to ensure that the most appropriate concept unique identifier was selected to represent each of the terms. The terms for which MetaMap was unable to find any suitable mappings, were matched to the closest UMLS concept manually using the UMLS Knowledge Server on-line interface.
Results
Descriptive statistics of the datasets
The dataset consisting of 101 medical term pairs and individual ratings is shown in Table 1 . The distributions of the mean ratings for the datasets consisting of 101 medical pairs and 30 general English word pairs are shown in Fig. 1 . The ratings are not uniformly distributed for either of the datasets. For the medical term pairs, a greater proportion of ratings on average are found in the ''related'' (lower values) than the ''unrelated'' end of the scale. The distribution for the general English word pairs is bimodal suggesting that the raters tended to make binary decisions.
Inter-rater reliability analysis 4.2.1. Pair-wise comparisons
The results of pair-wise comparisons between raters on both datasets are shown in Tables 2 and 3 . Each cell in these tables displays three values corresponding to different coefficients of interrater agreement (Spearman's rho, Cohen's weighted kappa and Krippendorff's alpha for ordinal scales). In Table 2 , all three values for raters 5 and 7, as compared to most of the other raters, are low (rho < 0.5, Kappa < 0.3 and alpha < 0.2) with the exception of raters 2, 3, and 11. These values are also somewhat higher (rho = 0.46, Kappa < 0.54 and alpha < 0.43) in the cells that represents the agreement between these two raters. This indicates that raters 2, 3, 5, 7 and 11 agree with each other but not the other raters. Rater 13 is borderline and has a mix of large and small coefficients. These results indicate the presence of subgroups in the data.
The distribution of coefficients is more homogeneous for the general English pairs than for medical term pairs (Table 3) with the majority of raters having high coefficients in pair-wise comparisons with the exception of rater 9. The latter has markedly lower coefficients in most pair-wise comparisons across all three statistical measures.
Multi-rater agreement
The results of multi-rater analysis are summarized in Table 3 . The intra-class correlation coefficients for consistency on both single measures (ICC(2,1)) and average measures (ICC(2,13)) were lower for the medical term pairs than for the general English pairs. This was particularly evident on single measures where the difference between ICC's was 0.27. The difference between the datasets based on the Cronbach's alpha coefficient was identical to the difference between ICC's on average measures -0.04, while the difference between Kendall's coefficients of concordance was similar to the difference between ICC's on single measures -0.23.
Analysis of internal structure of ratings 4.3.1. Determining the number of clusters
We used two different methods for determining the number of clusters in the two datasets -sum-of-squares [48] implemented in R and the cluster stopping rules available through the SenseClusters package [49] . The sum-of-squares plots (Fig. 2) for both the medical and the general English datasets indicate a sharp decline in the sum-of-squares with a two cluster solution.
The four SenseClusters cluster stopping rules produced the following results: PK1 predicted four clusters, PK2 predicted three clusters, PK3 predicted two clusters and the Gap predicted one cluster averaging to 2.5 clusters. Based on SenseClusters results and those obtained with the sum-of-squares method, we decided to take a conservative approach and used two clusters for further clustering analysis.
Partitioning clustering
The results of the top-down two-cluster k-means clustering solutions based on correlations between raters are displayed in Fig. 3 . The solution for the medical terms dataset consists of a cluster with four members (raters 4, 6, 12 and 13) and another cluster with the rest of the raters as members. The solution for general English word pairs singles out rater 9 into a cluster all of his/her own, suggesting that this rater may be an outlier.
Hierarchical agglomerative clustering
The hierarchies resulting from the bottom-up agglomerative clustering based on the Ward's algorithm are shown in Fig. 4 . In Fig. 4a showing clustering results for the medical terms dataset, the two branches at the top level separate the raters into a group consisting of raters 4, 6, 12 and 13, and another group consisting of the rest of the raters. In Fig. 4b , the results suggest that rater 9 is an outlier. Furthermore, the results of both clustering solutions in Fig. 4 provide additional grouping information that is not as apparent in the non-hierarchical solutions in Fig. 3 . For example, the hierarchical solution for the medical term pairs dataset suggests that experts 1-2 form a group distinct from the group consisting of experts 3, 5, 7 and another group consisting of experts 9, 8 and 11. Similarly, the hierarchy for the general English words dataset suggests that raters 5 and 6 form a distinct group Table 4 .
Factor analysis
Further examination using factor analysis confirmed the clustering results as illustrated in Fig. 5a . The plot in Fig. 5a shows a clear separation between two subgroups of raters. Group 1 consists of raters 1-3, 5, 8, 9, 10, and 11, while Group 2 consists of raters 4, 6, 7, 12 and 13. Comparing these results to the groupings obtained with clustering methods we found that rater # 7 is the only rater on which the three methods disagree. K-means clustering, similarly to PCA, assigned this rater to Group 2 while Ward's agglomerative clustering method assigned this rater to Group 1. Using the subgroups identified based on the factor analysis results, we recomputed inter-rater agreement with and without rater 7 for the subgroups determined based on the groups discovered by the clustering and factor analyses. The agreement results for the subgroups are shown in Table 5 . Without rater 7, the group representative of the first component (Group 1) for both datasets had a higher ICC(2,1) (single measures) -0.61 vs. 0.51 for medical terms and 0.83 vs. 0.78 for general English terms. However, the ICC(2,k) (average measures) remained about the same. Adding rater 7 to either of the groups slightly decreased the agreement within the groups. For example, ICC(2,1) for Group 1 decreased from 0.61 to 0.59 and for Group 2 -from 0.47 to 0.45.
Mapping to the UMLS
Of the 186 unique terms in the set of 101 pairs, MetaMap was able to map 136 (73%) terms correctly to a single concept in the UMLS; 12 (6%) terms had no matching concept; 8 (4%) terms were mapped to inappropriate concepts; and 30 (15%) terms were mapped to more than one concept. Spelling variations resulted in failing to assign concepts to 12 terms, for example, no concept was found for the term ''haletosis'', which should map to the concept ''C0018520: Halitosis''.
The mapping of 30 terms to more than one concept was due to word sense ambiguity. For example, the term ''diabetes'' has two possible concepts ''C0011849: Diabetes mellitus'' and «C0011860: Non-insulin dependent diabetes mellitus.» In the cases with word sense ambiguity, we chose the concept that was most similar to its term pair counterpart based on the similarity score between the two terms computed with UMLS-Similarity package. 5 In this case, the term pair counterpart for ''diabetes'' is ''polyp.'' The latter maps to the concept: ''C0032584: polyp'' and the similarity between C0011849 and C0032584 is 0.1111 using the path measure while the similarity between C0011860 (non-insulin dependent diabetes mellitus) and C0032584 (Polyp) is 0.1000 therefore the term ''diabetes'' is disambiguated (albeit somewhat arbitrarily) to the concept ''C0011849: Diabetes mellitus''. Based on the prior work reported in the literature on semantic relatedness both in the general English and biomedical domains, as well as the lessons learned from this study reported in this paper, we propose the following framework for the development of semantic relatedness reference standards.
Framework for reference standard development
The framework consists of the following components:
Dataset
Compile a set of concept pairs balanced across the semantic relatedness spectrum. Balancing the pairs across the relatedness spectrum is difficult. As indicated by Lee et al.'s study [12] , selecting a list of medical terms and using all of their pair-wise combinations leads to heavy bias towards unrelated or dissimilar pairs. The quasirandom stratified sampling that we used in the current study leads to the opposite effect, as illustrated in Fig. 1 . Both Lee et al.'s [12] and our findings with respect to relatedness distributions are not surprising as we would expect most pair-wise combinations on a random list of terms to be unrelated, while we would also expect people to be biased towards thinking of pairs of terms that are related. These findings are consistent with prior work in priming in lexical semantics demonstrating that showing a prime (first word in a sequence of two words) that is semantically related to the target (second word) results in shorter reaction times than in pairs of unrelated words [54, 55] . A number of neuroimaging studies have also provided evidence that semantically related words elicit clearly detectable differences in neural response from semantically unrelated words. Weber and colleagues [56] used functional Mag- In (a) , the ratings on the term pairs are clustered into two groups -cluster 1 consisting of raters 4, 6 12 and 13 and cluster two consisting of raters 1-3, 5, 7, 8-11. In (b), the ratings are clustered into a group of raters 1-8 and an outlier rater 9 in cluster 2.
netic Resonance Imaging (fMRI) to demonstrate that neural similarity computed by comparing the location and intensity of the signal on fMRI images correlates with behavioral ratings of similarity between pairs of concepts representing a semantic category of mammals. In another recent study, Mitchell and colleagues [57] used a large word corpus of general English text to train a neural network model able to predict the neural activation patterns detected with fMRI imaging for common English nouns (e.g., celery, airplane).
We propose that an approach to compiling reference standards that are balanced across the relatedness spectrum should consist of . In (a), the ratings on term pairs are clustered into two groups -cluster 1 consisting of raters 4, 6 12 and 13 and cluster two consisting of raters 1-3, 5, 7, 8-11. In (b), the ratings are clustered into a group of raters 1-8 and an outlier rater 9 in cluster 2. a combination of random sampling from an ontological resource (e.g., UMLS, SNOMED CT) and using an expert (e.g., a medical professional).
Annotator training
The annotators may be trained on existing general English or medical reference standards iteratively until acceptable agreement has been reached on these corpora. This step ensures that the annotators understand the task (e.g. difference between similarity and relatedness) and have internalized a common rating scale. Previously published mean ratings on these corpora should be used during the training only as a guide for the study investigators but not the annotators to avoid possible bias. The protocol for training may include the presentation of term pairs to the raters independently of each other at first with subsequent interim analysis of the disagreements and discussion. It is also important to either ensure that the medical terms used for the reference standard are either not polysemous or have a single clearly dominant meaning that is readily understood by the annotators.
Annotation process
At the most basic level, the annotators are presented the concept pairs one at a time and are asked to rate them on a pre-defined Likert scale. Variations of this process may include presenting the pairs multiple times at random intervals, counterbalancing the order of presentation of the terms in the pairs, or using reaction time in priming experiments instead of the Likert scale.
Corpus reliability analysis
At the most basic level, one should analyze the ratings produced as a result of the annotation process using standard statistical measures of inter-rater reliability including intra-class correlation coefficient or weighted Kappa statistic. Variations may include transformations of the rating scales (e.g. reducing the dimensionality of the rating scale, shifting the scales used by individual raters). The choice of reliability coefficients and their interpretation strategies greatly depend on the context of the study and the purpose for which the reference standard is being generated. We refer the reader to previously published work regarding the choice of the coefficients and interpretation [36, 42, 46, 58] ; however, we suggest that it is important to report several appropriate reliability coefficients, as long as the data meet their assumptions.
Analysis of the ratings
From the standpoint of the end user of the reference standard, it is important to know not only what the inter-rater reliability is but also if the ratings in the reference standard are homogeneous. Standard clustering or factor analysis techniques may be used to identify subgroups, if any, among the human annotators. From the standpoint of the reference standard developer, these techniques may help identify the existence of any relationships between the annotators and the ratings. In-depth systematic analysis of the latent internal structure of the ratings may help discover this group and any outliers, and facilitate appropriate data partitioning. Arguably raters 4, 6, 12 and 13 in Table 1 (also available at http://rxinformatics.umn.edu) could be spotted right away because their ratings are substantially different from the rest even on visual examination. However, using clustering and factor analyses that can help find patterns in ratings based on their correlations and variance is a more systematic approach to identify raters that are consistently different from the majority. These raters' judgments need to be carefully examined as they may represent a valid interpretation of semantic relatedness. 
Tools and resources in support of the framework
In order to make the proposed framework for developing and validating semantic relatedness reference standards easier to examine, adopt and further develop by other investigators in the community, we are also releasing the datasets (see Appendices A and B, available at http://rxinformatics.umn.edu) as well as the R program (see Appendix C, available at http://rxinformatics.umn.edu) that were used in the development of this framework and the writing of this manuscript. The UMLS-Similarity and UMLS-Interface packages that enable the user to experiment with some of the existing measures of semantic relatedness have been released as open-source [27] .
Discussion
Automatic assessment of the degree to which biomedical concepts are semantically related is important in a number of different primary and secondary application contexts. The primary applications include information retrieval from clinical records and biomedical literature, and drug safety surveillance, whereas secondary applications are no less important and include support for such natural language processing tasks as automatic word sense disambiguation. In the context of drug safety surveillance, measures of semantic relatedness may be used to group together concepts that constitute an adverse effect of a medication currently defined by Standardized MedDRA Queries. Measures of semantic relatedness with subsequent clustering may enhance the process [12] reported using averaged ratings on 190 pairs of medical terms from 25 practicing primary care physicians as the reference standard. However, their corpus is limited by the fact that both the physicians and the term pairs were split for efficiency of data collection into non-overlapping groups of physician and term pair blocks effectively resulting in seven smaller (20 term pairs) datasets each annotated by at most four physicians. In creating our reference standard, we asked the raters to rely on their intuition about the terms rather than any explicit knowledge of the assertions underlying the term's meaning. The main objective of the current manuscript is to introduce a systematic approach valuable for exploring implicit semantic relatedness judgments to determine if the judgments contain an internal structure indicative of differences in conceptualization of medical knowledge. The results of this work to date show that, on the task in which the raters are given unlimited time to make the judgments, groups of raters as well as term pairs emerge with relatively high agreement even if the overall agreement for the entire group is low. We hypothesized that the disagreements may be partly due to the raters trying to define the relationship between the terms explicitly and thus resulting in variability across groups of raters. To test this hypothesis, we designed a subsequent psycholinguistic experiment [4] in which we limited the time the raters were allowed to judge each pair thus trying force them to tap into their implicit knowledge of the meanings of the terms. The results of that experiment indicated that, in this time-limited context, the physician raters did tend to agree with each other better on the majority of term pairs thus providing additional evidence for the reality of the general notion of semantic relatedness that holds between the ''core'' meanings of the medical terms.
Assessing the validity of reference standards for natural language processing and computational linguistic tasks has been a matter of continued debate in the computational linguistics community [36, 58] . This debate is highly relevant to the medical informatics community as it engages in research involving language and cognition that often requires the presence of valid reference standards. Several points of general consensus on acceptable practices in the assessment of reference standards can be identified. One of the key points relevant to the current study is the distinction between reliability and validity. According to Artstein and Poesio [58] , reliability refers to the reproducibility of the annotated reference standard -it indicates how reliable the process of the data collection is, independently of how close the human raters are to capturing the actual phenomenon (e.g., semantic relatedness between concepts). The validity, on the other hand, is said to reflect the ''trustworthiness'' of the conclusions from subsequent analyses conducted by using the reference standard.
These two notions are often treated as indistinguishable by researches; however the distinction is critical because, as clearly demonstrated by Krippendorff, and Artstein and Poesio, the interrater agreement coefficients are sensitive to factors that determine what questions can be answered by using a particular reference standard. When the research question is whether results obtained on a small manually annotated reference standard can be extrapolated to a larger dataset, one wants to be assured that if another data sample were taken from the larger dataset and manually annotated, the same (or at least similar) results would be obtained.
Hence in this scenario, the reliability of the reference standard is of utmost importance. If the research question is whether the results obtained on a reference standard with some algorithm A are the same or different from the results obtained on the same standard with algorithm B, the validity of the reference standard takes precedence. Here the researcher is concerned with whether the manual ratings on a specific reference standard accurately reflect the underlying phenomenon the raters were asked to measure. Fortunately, the differences between coefficients that are more ''sensitive'' to reliability and validity become smaller as the level of agreement and the number of raters increase. Therefore, having more than two raters for creating a reference standard is more likely to improve both the reliability and the validity of the reference standard.
Apart from selecting the right coefficient to measure reliability, choosing an appropriate interpretation of the coefficients is also a matter of debate. The medical community relies on the interpretation scales consisting of the following values: 0-0.2 -poor; 0.2-0.4 -fair; 0.4-0.6 -moderate; 0.6-0.8 -substantial; 0.8-1.0 -perfect [45, 59] . The scales proposed in computational linguistics research are much more stringent where the coefficient has to exceed 0.8 for the reference standard to be considered reliable or valid [36, 42] . One must keep in mind that these scales are established by convention and, like p-values in statistical tests, their use greatly depends on the context and the purpose for which they are being used. Also, Krippendorff's guidelines for interpreting agreement coefficients were discussed in the context of discrete nominal scales where absolute agreement on category names rather than consistency in their relative ordering is important.
The overall consistency of our dataset of 101 medical term pairs measured with average measures ICC(2,13) is in the ''perfect'' range; however the reliability measured with single measures ICC(2,1) is in the ''moderate'' range and clearly falls short of the 0.8 threshold proposed by Krippendorff and others in computational linguistics. The former coefficient is an equivalent of Cronbach's alpha and is indicative only of whether the means of the ratings in the dataset may be used as an index representative of the raters. It does not indicate that we would obtain similar results if we used a completely different set of raters. Thus, we would recommend that anyone using the entire dataset provided in Table 1 (also available as at http://rxinformatics.umn.edu) in their research ought to keep in mind that this dataset (in its entirety) is more appropriate for conducting pilot studies rather than for drawing definitive conclusions. For example, given the high consistency of the ratings, it would be appropriate to use the means for all 13 raters provided with this dataset to compare different algorithms for computing semantic relatedness with the caveat that the results of the comparison may not be used to establish the relative superiority of the algorithms in general. Any conclusions drawn from such a comparison would be limited to this particular dataset and may not be readily generalizable; however, despite this limitation, this reference standard will be useful in examining the differences between algorithms and understanding their relative strengths and weaknesses with respect to this particular dataset.
The detailed analysis of the internal structure of the medical coding experts' ratings on the medical pairs dataset suggested that the dataset contains two subgroups -one with higher inter-rater agreement than that of the entire group and one with lower agreement. The inter-rater agreement of the first group is in the ''substantial'' range (albeit still short of Krippendorff's 0.8 threshold). This agreement is calculated on eight raters, thus we propose that this subset of raters (1-3, 5, 8, 9, 10, 11) represents a reference standard with higher validity (but not reproducibility) than the set of all 13 raters.
Analysis of disagreements
A typical source of poor agreement stems from variable understanding of the task by the raters. The fact that the medical coding experts that rated the corpus of medical terms had relatively high agreement coefficients on the general English words dataset indicates that they understood the general requirements of the task. The differences in reliability statistics for these two datasets are more likely to be due to the fundamental differences between the datasets. One possible explanation is that general English words are learned by native speakers of English at a very early age and are continually reinforced through contextual co-occurrence throughout life. The meanings of general English words are thus more stable and better internalized than those of medical terms learned much later in life and represent part of a professional jargon prompting greater variability of interpretations. Below, we provide an account of the possible sources for disagreements among human raters on semantic tasks and relate these sources to the specific example of the medical term pairs dataset.
The examination of the scores provided by the medical coding experts suggest the following reasons that likely contributed to the lower inter-rater agreement on the corpus of medical term pairs as compared to the agreement on the general English pairs.
1. Differences in the use of rating scales. The coding experts were instructed to use a 10 point scale; however, not all raters used the whole range. For example, the highest rating for raters 6, 8, 9 and 12 was 8. The rating of 9 was the highest for raters 1 and 3. Subsequent experiments with physician raters [4] confirmed that a 10 point scale is too wide and that a coarser scale of at most four points is more optimal to use. Contrary to our initial expectation, a smaller scale is perhaps more suitable for relatedness judgments in a specialized domain such as medicine because the terminology is learned by health care professionals much later in life than general English words making it more difficult to draw fine-grained distinctions. 2. Differences in understanding of the notion of relatedness. It is evident from the ratings provided by some of the experts that they clearly interpreted the notion of relatedness differently from other raters. For example, raters 5 and 7 consistently rated most of the term pairs (86 out of 101 for rater 5 and 75 out of 101 for rater 7) as completely unrelated (score of 1). 3. Differences in conceptual models of the medical terminology. How coding experts conceptualize the medical terminology space is inevitably going to influence their rating decisions. For example, raters 4, 6, 12 and 13 assigned a score of 1 to the pair ''temporal arteritis -headache.'' The mean rating for this pair among the other experts is 6.33 with a standard deviation of 2.34. Thus the score of 1 is clearly below two standard deviations for this pair. It is possible that these four raters may have interpreted the relationship between the disease ''temporal arteritis'' and one of its possible manifestations ''headache'' as belonging to two different categories unrelated to each other in any direct way. This example is indicative of a systematic difference in interpretation by these four experts from the rest of the group rather than just neglect or carelessness on the part of the experts. This view is also supported by the clustering and factor analysis findings placing these four experts in a distinct group that is systematically different from the rest. 4. Differences in experience. Medical coding experts that participated in this study had a variety of experience with medical coding. All of them were trained to use the Hospital Adaptation of ICD coding nomenclature; however, they had variable levels of expertise. We should note here that, in this case, greater amount of experience does not necessarily mean better ability to determine the degree of relatedness between medical concepts.
The four reasons we outlined above as possible sources of disagreements between the raters are clearly not independent of each other. It is likely that any given disagreement was caused by a combination of these factors in addition to chance. These and other possible sources for disagreements on semantic relatedness tasks, particularly in specialized areas like medicine, need to be systematically examined in order to develop reliable reference standards.
Demonstration of intended use of the framework
The reference standard developed under the proposed framework was used to compare two ontology-based approaches. The low overall correlation between the ontology-based measures and the manual reference standard is not surprising as it is consistent with the notion that semantic similarity captured with ontology-based approaches is different from semantic relatedness judgments of the medical coding experts. For example, both ontology-based measures assigned a low rank of 92 to the pair C0003811 (arrythmia) -C0026264 (mitral valve), whereas the medical coders gave it a mid-range rank of 17. Another example, is the pair C0009676 (confusion) -C0011253 (delusion) that received a very low rank of 87 by the ontology-based measures but a very high rank of 5 by the medical coders. These examples show that concept pairs judged by humans as related are not semantically similar based on theirs relative locations in an ontology. The converse is also true -concepts that appear to be semantically similar based on their location in an ontology, may not be judged as related. Examples of this type of discrepancy include the pair of concepts C0010043 (corneal ulcer) and C0011127 (decubitus ulcer) that was ranked number 10 by the ontology-based measures but number 88 by the medical coding experts. In the UMLS, the two types of ulcers are classified under the same parent node; however, clinically, a typical corneal ulcer is arguably very different in its properties and etiology from a typical decubitus ulcer, depending on the context. The latter observation would be better captured with a measure of relatedness rather than ontologybased similarity. A third type of discrepancy that we observed between the automated ontology-based measures and human ratings has to do with either possible problems in the relational organization of the ontology or the path traversal algorithm (or both). For example, the pair C0011849 (diabetes) -C0032584 (polyp) was ranked very low by the human raters but relatively high by the ontology-based measures -rank 25. In this particular case, we were able to identify that this discrepancy was due to the ambiguity of the term ''diabetes'' as was discussed in Section 4 (Mapping to the UMLS). One of the intended uses of the corpus of 101 medical pairs presented in this article is to enable this type of analysis to guide the process of developing automated measures of semantic relatedness and semantic similarity.
Limitations
Several limitations must be discussed to facilitate the interpretation of the results of this study. First, the size of the reference standard is relatively small compared to all possible pairs of biomedical concepts, which limits its generalizability. However, this reference standard may be useful in guiding software development efforts and pilot studies aimed at comparing various measures of semantic relatedness to each other as long as the results of such comparisons take into account the limitations of this dataset. Second, the pairs were initially chosen by a rheumatology specialist, which may have biased the set towards that specialty. In the future, it will be important to explore other methods for selecting pairs. Third, the concept space in the biomedical domain is very large (e.g. the UMLS contains close to 1 million concepts represented by 2 million names). Thus, annotating even a 10% sample of concept pairs from this space is not feasible. A more feasible approach would consist of partitioning this space into more manageable subdomains. One possible subdivision may consist of medical specialties, for example. Another approach that we are currently pursuing is to subdivide medical concepts according to their semantic types and address a subset that is most relevant for a specific purpose -drug safety surveillance. As part of this approach we have selected pairs of concepts (following the approach presented in this paper) from three semantic types and their intersections: drugs, disorders and symptoms. The resulting corpus contains 724 pairs and is currently being annotated for semantic relatedness. A pilot version of the corpus rated by five physicians for similarity and another five for relatedness is available at rxinformatics.umn.edu. Fourth, the nested nature of the relationship between the notions of semantic similarity and semantic relatedness introduces an asymmetry in the usability of reference standards developed to assess the tools measuring these two notions. A reference standard developed specifically for measuring the strength of semantic relatedness based on associative relationships may be used to some extent to test algorithms for determining semantic similarity, as semantic similarity as a special case of semantic relatedness. Fifth, due to time constraints we were unable to provide extensive training to the medical coders on making distinctions between relatedness and similarity. We were only able to provide a number of examples of term pairs that are related but not necessarily similar; however, now that we have a corpus of terms that have been rated for both relatedness and similarity, we will be able to create a training set for further annotation to address this limitation going forward.
Conclusion
While the notions of semantic relatedness are highly subjective, particularly in a narrow terminological domain such as medicine, our work to date shows that it is possible to compile a dataset that represents a generalized notion of relatedness to be used as a reference for developing computerized tools for measuring the degree of association between medical terms. However, our work also shows that considerable disagreements may exist and a systematic approach is necessary to exploring the human ratings of similarity and relatedness. We have proposed a framework and a starting set of publicly available tools and resources to support the efforts aimed at developing reference standards for testing automated approaches to measuring semantic relatedness between medical concepts. Compiling reliable and valid reference standards is clearly a complicated process. Detailed information about the methods used to generate the dataset as well as the motivation behind the use of reliability coefficients and their interpretation should be included by study investigators in publications reporting experimental results. Without this information, the results may be uninterpretable. Our framework attempts to lay the foundation for organizing the efforts of investigators involved in research on semantic relatedness of biomedical concepts by promoting opensource tools and resources. Currently, these resources are intended to be used to reproduce and compare results of different studies on semantic relatedness; however, the framework we propose may be extended to the development of reference standards in other research areas in medical informatics including automatic classification, information retrieval from medical records and vocabulary/ ontology development. Our framework has a number of limitations that must be taken into account by anyone using the framework or the reference standards that are generated by using it.
