Abstract. Trapezoid graphs are the intersection family of trapezoids where every trapezoid has a pair of opposite sides lying on two parallel lines. These graphs have received considerable attention and lie strictly between permutation graphs (where the trapezoids are lines) and cocomparability graphs (the complement has a transitive orientation). The operation of "vertex splitting", introduced in [3], first augments a given graph G and then transforms the augmented graph by replacing each of the original graph's vertices by a pair of new vertices. This "splitted graph" is a permutation graph with special properties if and only if G is a trapezoid graph. Recently vertex splitting has been used to show that the recognition problems for both tolerance and bounded tolerance graphs is NP-complete [11] . Unfortunately, the vertex splitting trapezoid graph recognition algorithm presented in [3] is not correct. In this paper, we present a new way of augmenting the given graph and using vertex splitting such that the resulting algorithm is simpler and faster than the one reported in [3] .
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http://aib.informatik.rwth-aachen.de/ trivial trapezoids, namely lines, that represent v 1 and v 2 . Then the given graph G is a trapezoid graph if and only if the graph G ′ produced by vertex splitting is a permutation graph with a specific property.
Although the algorithm reported in [3] is not correct, the concept of vertex splitting has been successfully used in [11] where it is shown that the recognition of tolerance and bounded tolerance graphs is NP-complete, thereby settling a long standing open question. Their proof uses the fact that a graph is a bounded tolerance graph if and only if it is a parallelogram graph [1, 7] .
In the present paper, although we also use a vertex splitting approach as in [3] , we do so in a very different context. In particular, both before and after splitting we augment the current graph by adding some new vertices and edges. By doing so, we establish structural properties that are needed in the trapezoid recognition algorithm. Our algorithm develops a new way of employing the linear time transitive orientation algorithm of McConnell and Spinrad [9] to show that the graph constructed by these augmentations and splitting is a permutation graph with specific properties. Our trapezoid recognition algorithm is simpler than the one reported in [3] and runs in O(n(n + m)) time rather than O(n 3 ).
The paper is organized as follows. Background definitions and facts about trapezoid graphs are presented in Section 2, followed by the introduction of Augmentation in Section 3 that adds four new vertices for each vertex of the given graph G. Once a graph has been augmented, it is then split (in Section 4), whereby each vertex of the original graph G is replaced with two new vertices. In Section 5, the notion of "T-orienting" is introduced which plays a key role in the trapezoid recognition algorithm presented in Section 6. Section 6 also contains the analysis of the running time of this algorithm, followed by concluding remarks in Section 7.
Trapezoid graphs and representations
In this section we investigate several properties of trapezoid graphs and their representations. In particular, we define the notion of a standard trapezoid representation with respect to a specific vertex. These properties of trapezoid graphs, as well as the notion of a standard trapezoid representation will then be used for our trapezoid graph recognition algorithm.
Let R be a trapezoid representation of a trapezoid graph G = (V, E), where for any vertex u ∈ V , the trapezoid corresponding to u in R is denoted by T u . Since trapezoid graphs are also cocomparability graphs (there is a transitive orientation of the complement) [6] , we can define the partial order (V, ≪ R ), such that u ≪ R v, or T u ≪ R T v , if and only if uv / ∈ E and T u lies completely to the left of T v in R. In a given trapezoid representation R of a trapezoid graph G, we denote by l(T u ) and r(T u ) the left and the right line of T u in R, respectively. Similarly, we use the relation ≪ R for the lines l(T u ) and r(T u ), e.g. l(T u ) ≪ R r(T v ) means that the line l(T u ) lies to the left of the line r(T v ) in R. Moreover, if the trapezoids of all vertices of a subset S ⊆ V lie completely to the left (resp. right) of the trapezoid T u in R, we write R(S) ≪ R T u (resp. T u ≪ R R(S)). Note that there are several trapezoid representations of a particular trapezoid graph G. Given one such representation R, we can obtain another one R ′ by vertical axis flipping of R, i.e. R ′ is the mirror image of R along an imaginary line perpendicular to L 1 and L 2 .
In an arbitrary graph G = (V, E), let u ∈ V and U ⊆ V . Then, N (u) = {v ∈ V : uv ∈ E} is the set of adjacent vertices of u in G, N [u] = N (u) ∪ {u}, and N (U ) = u∈U N (u) \ U . If N (U ) ⊆ N (W ) for two vertex subsets U and W , then U is said to be neighborhood dominated by W . The relationship of neighborhood domination is clearly transitive. Let C 1 , C 2 , . . . , C ω be the connected components of G \ N [u] and V i = V (C i ), i = 1, 2, . . . , ω. For simplicity of the presentation, we will identify in the sequel the component C i and its vertex set V i , i = 1, 2, . . . , ω. For i = 1, 2, . . . , ω, the neighborhood domination closure of V i with respect to u is the set D u (V i ) = The following two lemmas will be used in our analysis below.
Lemma 2. Let R be a trapezoid representation of the trapezoid graph G, and let V i be a master component of u, such that R(V
Proof. Suppose otherwise that R(V j )≪ R T u , for some V j ∈ D * u (V i ). We note that if V j , V k are two arbitrary distinct connected components of G \ N [u], then R(V j ) and R(V k ) do not overlap. First consider the case where R(V j )≪ R R(V i )≪ R T u . Then, since V i lies between V j and T u in R, all trapezoids that intersect with T u and V j , must also intersect with V i . Thus, N (V j ) ⊆ N (V i ) in G, i.e. V j ∈ D u (V i ), which is a contradiction, since V j ∈ D * u (V i ). Consider now the case, where R(V i )≪ R R(V j )≪ R T u . Then, we obtain similarly that N (V i ) ⊆ N (V j ) in G, and thus, N (V i ) = N (V j ), since V i is a master component of u. However, since V j ∈ D * u (V i ), it follows that N (V j ) N (V i ), which is a contradiction. Thus, T u ≪ R R(V j ) for any component V j of D * u (V i ).
We caution the reader that D * u (V i ) = ∅ does not mean that there is a trapezoid representation R, such that all connected components of G \ N [u] lie on the same side of T u in R. To see this, consider the trapezoid graph G of Figure 1 . In this example, the connected components
while V 1 and V 3 must lie on opposite sides of T u in every trapezoid representation of G. 
Proof. By possibly performing a vertical axis flipping of R, we may assume without loss of generality that R(V i )≪ R T u . Then, Lemma 2 implies that T u ≪ R R(D * u (V i )), i.e. that the trapezoids of every component V k ∈ D * u (V i ) lie to the right of T u in R. Now let V k be the leftmost connected component of G \ N [u] in R, which lies to the right of T u in R. It is easy to see that
). This proves the lemma.
} be the set of neighbors of u that are adjacent only to neighbors of u and to u itself.
Suppose for the following two definitions that ω ≥ 1.
Then, the vertices of N (u) \ N 0 (u) are partitioned into three possibly empty sets:
Note that every neighbor w ∈ N (u)\N 0 (u) is adjacent to D u (V i ) or to D * u (V i ). Furthermore, every w ∈ N (u)\N 0 (u) that is adjacent to D u (V i ) is also adjacent to V i , and thus, in Definition 1, the sets N 1 (u), N 2 (u) and N 12 (u) indeed partition the set N (u) \ N 0 (u).
Definition 2. Let u be a vertex of a graph
, and the vertices of N (u) \ N 0 (u) are partitioned into two possibly empty sets:
is also a neighbor of the component V i . Thus, in Definition 2, the sets N 1 (u) and N 12 (u) indeed partition the set N (u) \ N 0 (u). Henceforth, any reference to the sets N 1 (u), N 2 (u), N 12 (u) is understood to be with respect to some master component V i , cf. Definitions 1 and 2.
to store N (V j ) for each j, and will record |N (V j )| as vertices are added to N (V j ). Furthermore, for each vertex v in N (u) we will maintain a linked list of the indices of connected components, which are adjacent to v, i.e. which contain at least one neighbor of v. Also, each such list has an end of list pointer as well as a variable len(v) indicating the current length of the list. After appropriate initializations, we will examine each connected component in order V 1 , V 2 , . . . , V ω and the adjacency list for each vertex in the given connected component. Suppose we are examining edge
, then ignore this edge; otherwise look at v k 's list. If the last element of this list is not j, then add v k to N (V j ), increment |N (V j )|, add j to v k 's list and increment len(v k ). Note that all of these operations can be charged to edges of G, and thus our computation is bounded by O(n + m).
To find a master component V i it suffices to choose a V i that maximizes
We now compute D * u (V i ), the indices of connected components not in D u (V i ). First we create a 0-1 vector of length |N (u)| to store the membership of N (V i ) and allow constant time determination of membership. Now examine all connected components V j other than V i and scan the N (V j ) list. If at any time an element is encountered that is not in N (V i ) then stop the scan of the N (V j ) list and place such a j in D * u (V i ). Again, by charging edges, this can be done
time by scanning all components whose indices are in D * u (V i ) and forming a 0-1 vector of length |N (u)| to store the membership of this set. In the case where D * u (V i ) = ∅, we can now compute the sets N 1 (u), N 2 (u), and N 12 (u) in O(n) time, since
by Definition 1. Now consider the case where D * u (V i ) = ∅. Look at all edges v j v k , where v j ∈ N 0 (u) and for each such edge (except
This can all be done in O(n + m), thereby completing the lemma. Now, we define the notion of a standard trapezoid representation with respect to a particular vertex of a trapezoid graph, which is crucial for our recognition algorithm. 
In this case, we can move in R the left line l(T u ) (resp. the right line r(T u )) to the left (resp. right), such that all endpoints of the trapezoids corresponding to vertices of G \ {u} lie between l(T u ) and r(T u ). Then, the resulting trapezoid representation R ′ satisfies both conditions of Definition 3, and thus, R ′ is a standard trapezoid representation of G with respect to u. Suppose now that ω ≥ 1, and let V i be a master component of u. Furthermore let N X (u k ), X ∈ {1, 2, 12}, be the sets defined in Definitions 1 and 2 corresponding to the master component V i . By possibly performing a vertical axis flipping of R, we may assume without loss of generality that R(V i ) ≪ R T u . Denote by D 1 (u, R) (resp. D 2 (u, R)) the set of trapezoids that lie to the left (resp. right) of T u in R.
Now consider any connected component
We will prove that N (V i ) = N (V k ). Indeed, since V k lies between V i and T u in R, all trapezoids that intersect with T u and V i , must also intersect with V k , and thus,
we may assume without loss of generality that V i is the rightmost component of D 1 (u, R). Thus, N 1 (u) ∪ N 12 (u) is exactly the set of neighbors of u, that are adjacent to some trapezoids of D 1 (u, R).
Denote for the purposes of the proof by p x and q x the endpoints on L 1 and L 2 , respectively, of the left line l(T x ) of an arbitrary trapezoid T x in R. Suppose that N 0 (u) ∪ N 2 (u) = ∅. Let p v and q w be the leftmost endpoints on L 1 and L 2 , respectively, of the trapezoids of N 0 (u) ∪ N 2 (u), and suppose that p v < p u and q w < q u . Let v and w be the vertices of N 0 (u) ∪ N 2 (u) that realize the endpoints p v and q w , respectively. Note that, possibly, v = w. Then, all vertices x, for which T x has an endpoint between p v and p u on L 1 (resp. between q w and q u on L 2 ) are adjacent to u. Indeed, suppose otherwise that
However, since T x ∩ T u = ∅, and since T x has an endpoint to the left of T u in R, it follows that T x ≪ R T u , i.e. T x ∈ D 1 (u, R), and thus, v ∈ N 1 (u) ∪ N 12 (u) (resp. w ∈ N 1 (u) ∪ N 12 (u)), which is a contradiction.
We now construct a trapezoid representation R ′ of G from R, by moving both endpoints p u and q u of l(T u ) directly before p v and q w on L 1 and L 2 , respectively. Then, all trapezoids that correspond to vertices of N 0 (u) ∪ N 2 (u) lie to the right of the line l(T u ) in R ′ . Since u is adjacent to all vertices x, for which T x has an endpoint between p v and p u on L 1 , or between q w and q u on L 2 in R, the resulting representation R ′ is a trapezoid representation of G. Furthermore, since the trapezoids of N 1 (u) ∪ N 12 (u) intersect with T u and with some trapezoids of D 1 (u, R), they must intersect with the line l(T u ), and thus, the first condition of Definition 3 is satisfied. Note that, in the case where p v > p u (resp. q w > q u ), we do not move the point p u (resp. q u ) in the above construction, while in the case where N 0 (u) ∪ N 2 (u) = ∅, we define R ′ = R. An example of the construction of R ′ for the case where D * u (V i ) = ∅ is given in Figure 2 (for the case where D * u (V i ) = ∅, the construction of R ′ is the same). In this example, v ∈ N 0 (u), w ∈ N 2 (u), z ∈ N 1 (u), and y ∈ N 12 (u).
Recall that R ′ satisfies the first condition of Definition 3. In the following, we construct another trapezoid representation R ′′ (resp. R ′′′ ) from R ′ in the case where
, which also satisfies the second condition of Definition 3. Thus, R ′′ (resp. R ′′′ ) is a standard trapezoid representation of G with respect to u.
is exactly the set of neighbors of u, that are adjacent to some trapezoids of D 2 (u, R). If R ′ is not a standard trapezoid representation with respect to u, then we move (similarly to the construction of R ′ from R) the right line r(T u ) of T u to the right, thus obtaining a trapezoid representation R ′′ of G, in which the second condition of Definition 3 is satisfied. Since, during the construction of R ′′ by R ′ , only the line r(T u ) is pos- sibly moved to the right, the first condition of Definition 3 is satisfied for R ′′ as well. Thus, R ′′ is a standard representation of G with respect to u.
Similarly to the construction of the trapezoid representation R ′ from R, we move in R ′ the right line r(T u ) possibly to the right, directly after the endpoints of the trapezoids of N 0 (u) on L 1 and L 2 . The resulting trapezoid representation R ′′ of G satisfies the first condition of Definition 3, while all trapezoids that correspond to vertices of N 0 (u) lie to the left of the line r(T u ) in R ′′ . Since R ′′ (V i ) ≪ R ′′ T u , and due to Definition 2, for every vertex v ∈ N 1 (u) there exists at least one vertex w ∈ N 0 (u), Furthermore, due to Definition 2,
This is a contradiction, since every vertex v ∈ N 12 (u) is adjacent to all vertices w ∈ N 0 (u). Thus, N 0 (u) ⊆ N (z), i.e. z ∈ N 12 (u). Therefore, we can move the endpoints of the trapezoids of N 12 (u) appropriately to the right, such that they all intersect the line r(T u ), and such that no new adjacency is introduced and all old adjacencies are preserved. The resulting trapezoid representation R ′′′ of G satisfies both conditions of Definition 3, and thus, R ′′′ is a standard representation of G with respect to u. An example of the construction of R ′′′ from R ′′ is given in Figure 3 . In this example, w, w ′ ∈ N 0 (u), x ∈ N 1 (u), and v, z ∈ N 12 (u).
An augmenting algorithm
In this section we present Algorithm Augment-All, which takes as input an arbitrary undirected graph G with n vertices and augments it to a graph G * with 5n vertices. The constructed graph G * has the property (see Lemma 11) that for every vertex u i , i = 1, 2, . . . , n, of the original graph G, there exists a master component
The graph G * will serve as the basis for the vertex splitting described in the next section. We now define the augmented graph G * (u i ) for an arbitrary graph G and a vertex u i of G.
Definition 4. Let u i be a vertex of a graph G.
The augmented graph G * (u i ) of G with respect to u i is defined as follows:
The vertices u i,1 , u i,2 , u i,3 , u i,4 are the augmenting vertices of u i .
Note that, by Definition 4, {u i,2 } and {u i,4 } are two connected components of Proof. Suppose that G * (u i ) is a trapezoid graph. Then, since G is an induced subgraph of G * (u i ), and since the trapezoid property is hereditary, it follows that G is a trapezoid graph as well. Now suppose that G is a trapezoid graph. Then, by Lemma 5 there exists a standard trapezoid representation R of G with respect to u i . Thus, we can add to R four trivial trapezoids (lines) ℓ(u i,1 ), ℓ(u i,2 ), ℓ(u i,3 ) and ℓ(u i,4 ), as follows: ℓ(u i,2 ) (resp. ℓ(u i,4 )) is parallel to l(T u i ) (resp. r(T u i )) to its left (resp. right), and lies arbitrarily close to l(T u i ) (resp. r(T u i )), while ℓ(u i,1 ) (resp. ℓ(u i,3 )) intersects both l(T u i ) and ℓ(u i,2 ) (resp. r(T u i ) and ℓ(u i,4 )), and lies arbitrarily close to them. It is easy to see that the resulting representation is a trapezoid representation of G * (u i ), and thus, G * (u i ) is a trapezoid graph. An example of this construction is illustrated in Figure 4 . Proof. For simplicity reasons, in the proof we will denote the neighborhood
which is a contradiction. Thus, {u i,2 } and {u i,4 } are master components of
This proves the lemma.
After augmenting a vertex u i of G, obtaining the graph G * (u i ), we can continue by augmenting an arbitrary vertex of V (G) \ {u i } in G * (u i ). This process can be repeated |V (G)| times, until all vertices of V (G) have been augmented, as presented in Algorithm Augment-All. The resulting graph G * has 5|V (G)| vertices, since at every iteration of Algorithm Augment-All we add four new augmenting vertices.
Algorithm 1 Augment-All
Input: A graph G with vertex set V = {u1, u2, . . . , un} Output: Augment every vertex of V to produce G * 1:
At every step of Algorithm Augment-All, the graph G i has, by Definition 4, four more vertices u i,1 , u i,2 , u i,3 , u i,4 than the previous graph G i−1 . Each of these four new vertices has at most |N G i−1 (u i )| + 2 neighbors in G i , while u i has exactly |N G i−1 (u i )| + 2 neighbors in G i . Thus, in the graph G * = G n returned by Algorithm Augment-All, every vertex u i of the input graph G has been replaced by an induced path (u i,2 , u i,1 , u i , u i,3 , u i,4 ), while every edge u i u j of the input graph G has been replaced by at most 5 · 5 = 25 edges, i.e. at most all possible edges with one endpoint in {u i , u i,1 , u i,2 , u i,3 , u i,4 } and one endpoint in {u j , u j,1 , u j,2 , u j,3 , u j,4 }. Summarizing, the graph G * = G n returned by Algorithm Augment-All has O(n) vertices and O(m) edges, and thus the same holds for every intermediate graph G i , i = 1, 2, . . . , n. Therefore, since by Lemma 4 the sets N 0 , N 1 , N 2 , and N 12 for a graph with n vertices and m edges can be computed in O(n + m) time, the next lemma follows.
The following corollary easily follows by repeatedly applying Lemma 6.
Corollary 1. The graph G * constructed by Algorithm Augment-All is trapezoid if and only if the input graph G is trapezoid.
We now show that in any iteration of Algorithm Augment-All after the ith one, if a vertex is made adjacent to u i,2 it is also made adjacent to u i,1 ; furthermore, if a vertex is made adjacent to u i,1 it is also made adjacent to u i and to u i,2 . Lemma 9. Let u i be a vertex of a graph G, and let G k be the graph constructed at the kth step of Algorithm Augment-All, where k ≥ i, (i.e. after augmenting vertex u i ). Then,
Proof. The lemma will be proved by induction on k. For k = i the lemma clearly holds, due to the construction of the augmented graph
Consider the construction of the augmented graph G k from G k−1 at the kth step of Algorithm Augment-All. Let V j be a master component of u k in G k−1 , and let N X (u k ), X ∈ {1, 2, 12}, be the sets defined in Definitions 1 and 2 corresponding to the master component
is adjacent in G k−1 to u k and to at least one vertex v that belongs to a connected component of
Then, similarly to the previous paragraph, u i,1 is adjacent in G k−1 to u k and to at least one vertex v that belongs to a connected component of
. This completes the induction step for the case where
is adjacent in G k−1 to u k and to at least one vertex v that belongs to the master component V j of u k . Thus, since u k , v ∈ N G k−1 (u i,2 ), it follows by the induction
, it follows by Definition 2 and by the induction hypothesis that ,1 ), and therefore, u i,1 is adjacent in G k to u k,3 and u k,4 as well. Summarizing, we see that
. By the induction hypothesis, and since
e. u i,2 and u i are adjacent in G k to u k,3 and u k,4 as well. Summarizing, we have shown that
This proves the induction step in the case where
The following lemma is symmetric to Lemma 9. Lemma 10. Let u i be a vertex of a graph G, and let G k be the graph constructed at the kth step of Algorithm Augment-All, where k ≥ i, i.e. after augmenting vertex u i . Then,
We can now obtain the following lemma, which extends Lemma 7.
Proof. Consider the graph G * = G n computed by Algorithm Augment-All, and let u i be a vertex of G. For simplicity reasons, in the proof we will denote the neighborhood
Then, since u i,2 (resp. u i,4 ) is not adjacent to u i in G * , there must be at least one vertex v of G * , that is adjacent to u i,2 (resp. u i,4 ) and not to u i in G * . However, since v / ∈ {u i , u i,2 , u i,4 }, and since v ∈ N [u i,2 ] (resp. v ∈ N [u i,4 ]), it follows by Lemma 9 (resp. Lemma 10
Now suppose that {u i,2 } (resp. {u i,4 }) is not a master component of u i in G * . Then, there exists a connected component
This completes the lemma.
The splitting of a trapezoid graph
In this section we present Algorithm Split-All, which takes as input the augmented graph G * with 5n vertices computed by the Algorithm Augment-All from the input graph G, and computes the graph G # with 6n vertices. This algorithm replaces every vertex of the input graph G by a pair of new vertices in G # . If the input graph G is trapezoid, then G # is a permutation graph with a special structural property.
A splitting algorithm
In the following definition we state the notion of splitting a vertex in the augmented graph G * constructed by Algorithm Augment-All. The intuition behind this definition is the following. If G is a trapezoid graph with n vertices, then G * is a trapezoid graph with 5n vertices. Given a standard trapezoid representation R * of G * with respect to a vertex 
The vertices u i,5 and u i,6 are the derivatives of u i .
After performing the splitting of a vertex u i of G, obtaining the graph G # (u i ), we can continue by splitting an arbitrary vertex v j of V (G) \ {u i } in G # (u i ). (Note that to do this further splitting, {u j,2 } must still be a master component in G # (u i ); this is proved in Lemma 15.) This process can be repeated |V (G)| times, such that finally all vertices of V (G) have been split, as presented in Algorithm Split-All.
At every step of Algorithm Split-All, the vertex u i of the graph H i−1 is replaced by its two derivatives u i,5 , u i,6 in H i by Definition 5. Each of these two new vertices has at most |N H i−1 (u i )| neighbors in H i . Thus, in the graph G # = H n returned by the algorithm, every edge u i u j of the input graph H 0 = G * has been replaced by at most 2 · 2 = 4 edges, i.e. at most all possible edges with one endpoint in {u i,5 , u i,6 } and one endpoint in {u j,5 , u j,6 }. Therefore, the graph G # = H n returned by Algorithm Split-All has O(n) vertices and O(m) edges, and thus the same holds for every intermediate graph H i , i = 1, 2, . . . , n. Therefore, since by Lemma 4 the sets N 0 , N 1 , N 2 , and N 12 for a graph with n vertices and m edges can be computed in O(n + m) time, the next lemma follows similarly to Lemma 8.
Lemma 12. Algorithm Split-All runs in O(n(n + m)) time.
Algorithm 2 Split-All
Input: The graph G * constructed by Algorithm Augment-All from G, where V (G) = {u1, u2, . . . , un}
Output: The graph G # obtained by splitting every vertex of V (G) in G * ; also, the initial values of the sets Ni, i = 1, 2, . . . , n, which will be used in Algorithm 3 1: H0 ← G *
Ni ← N0(ui) in Hi−1 {these sets will be used in Algorithm 3} 5:
Similarly to Lemma 9, we obtain the following lemma.
Lemma 13. Let u i be a vertex of a graph G, and let H k be the graph constructed at the kth step of Algorithm Split-All, where 0 ≤ k ≤ i − 1, i.e. before the splitting of vertex u i . Then
Proof. The lemma will be proved by induction on k. For k = 0 the lemma clearly holds due to Lemma 9, and since
e. before the splitting of vertex u i . Consider the construction of the splitted graph H k from H k−1 at the kth step of Algorithm Split-All; H k has the new vertices u k,5 , u k,6 instead of the vertex u k in H k−1 . Similarly to the proof of Lemma 9, let V j be a master component of u k in H k−1 , and let N X (u k ), X ∈ {1, 2, 12}, be the sets defined in Definitions 1 and 2 corresponding to the master component
Then, u i,2 is adjacent in H k−1 to u k and to at least one vertex v that belongs to a connected component of
To prove the other direction of this set inclusion, we first suppose that
Then, similarly to the previous paragraph, u i,1 is adjacent in H k−1 to u k and to at least one vertex v that belongs to a connected component of
it follows by the induction hypothesis that
This completes the induction step for the case where
Then, u i,2 is adjacent in H k−1 to u k and to at least one vertex v that belongs to the master component V j of u k . Thus, since u k , v ∈ N H k−1 [u i,2 ], it follows by the induction hypothesis that
in H k−1 as well. Furthermore, since u i,2 ∈ N 12 (u k ), it follows by Definition 2 and by the induction hypothesis that ,1 ), and therefore, u i,1 is adjacent in H k to u k,6 as well. Summarizing,
Suppose that u i,1 is adjacent in H k to u k,5 , i.e. that u i,1 ∈ N 1 (u k ) ∪ N 12 (u k ) in H k−1 . Then u i,1 is adjacent in H k−1 to u k and to at least one vertex v that belongs to the master component
The following lemma is symmetric to Lemma 13. Lemma 14. Let u i be a vertex of a graph G, and let H k be the graph constructed at the kth step of Algorithm Split-All, where 0 ≤ k ≤ i − 1, i.e. before the splitting of vertex u i . Then
We can now obtain the following lemma, which extends Lemma 11 and shows that Algorithm Split-All is well defined. 
Proof. For k = 0 the lemma holds clearly due to Lemma 11, and since H 0 = G * . Now consider the graph H k constructed at the kth step of Algorithm Split-All, where 1 ≤ k ≤ i − 1, i.e. before the splitting of vertex u i . For simplicity reasons, in the proof we will denote the neighborhood N H k (U ) of a vertex set U in H k by N (U ). First suppose that {u i,2 } (resp. {u i,4 }) is not a connected component of H k \ N [u i ]. Then, since u i,2 (resp. u i,4 ) is not adjacent to u i in H k , there must be at least one vertex v of H k , which is adjacent to u i,2 (resp. u i,4 ) and not to u i in H k . However, since v / ∈ {u i , u i,2 , u i,4 }, and since v ∈ N [u i,2 ] (resp. v ∈ N [u i,4 ]), it follows by Lemma 13 (resp. Lemma 14 ∈ N [u i,3 ] ). Thus, since v = u i,2 (resp. v = u i,4 ), Lemma 13 (resp. Lemma 14) implies that v ∈ N [u i ], i.e. V 0 is not a connected component of H k \ N [u i ], which is a contradiction. Thus {u i,2 } (resp. {u i,4 }) is a master component of u i in H k . Furthermore, since u i,1 ∈ N ({u i,2 }) \ N ({u i,4 }) and u i,3 ∈ N ({u i,4 }) \ N ({u i,2 }), it follows that {u i,4 } ∈ D * u i ({u i,2 }) = ∅ and that
Since we split every vertex of G exactly once in G * , and since G * has 5n vertices, where |V (G)| = n, the graph G # computed by Algorithm Split-All has 6n vertices. Furthermore, if the input graph G is trapezoid, then G # is a permutation graph. Indeed, in this case G * is also a trapezoid graph, where the trapezoids corresponding to the augmenting vertices, i.e. the vertices of V (G * ) \ V (G), are trivial (lines), and at every iteration a trapezoid T u i is replaced by the two trivial trapezoids (lines) l(T u i ) and r(T u i ). Denote by R # the resulting permutation representation of G # . In the following, we will specify which of the 6n lines in R # lie between the lines corresponding to the vertex derivatives u i,5 , u i,6 of a vertex u i of G.
The computation of the intermediate lines
In this section, we present Algorithm Intermediate-Lines that updates the sets { N i } initialized in Algorithm Split-All (Algorithm 2). If G is a trapezoid graph (and thus G # is a permutation graph), then as shown in Lemma 17, for each i = 1, . . . , n, N i contains the vertices of G # whose corresponding lines lie between u i,5 and u i,6 in R # . For simplicity reasons, we may identify in the sequel the vertices of G # with the corresponding lines in R # .
Algorithm 3 Intermediate-Lines
Input: The splitted graph G # , and for each i = 1, . . . , n the set Ni computed in Algorithm Split-All. Output: The updated set Ni, for each i = 1, . . . , n. If G is trapezoid, then { Ni} satisfies Lemma 17.
1: for i = 1 to n − 1 do 2:
for j = i + 1 to n do 3:
if uj,2 ∈ Ni then 4:
if uj,4 ∈ Ni then 6:
Ni ← ( Ni \ {uj }) ∪ {uj,6}
7: return Ni, for every i = 1, 2, . . . n
Since Algorithm Intermediate-Lines iterates for every pair (i, j), 1 ≤ i < j ≤ n, and since (by using the 0-1 membership vectors used in the proof of Lemma 4) every iteration can be computed in constant time, the next lemma follows easily. Proof. Let G be a trapezoid graph and let G * be the trapezoid graph constructed by Algorithm Augment-All (Algorithm 1). Let H i , i = 1, 2, . . . , n be the trapezoid graph constructed at the ith iteration of Algorithm Split-All (Algorithm 2), (i.e. vertex u i has just been split) where H 0 = G * . For the purposes of the proof, denote by R i−1 , i = 1, 2, . . . , n, a standard trapezoid representation of H i−1 with respect to u i (before the splitting of vertex u i ). Furthermore, denote by R i , i = 1, 2, . . . , n, the trapezoid representation of H i , which is obtained from R i−1 , when we replace the trapezoid T u i by the lines l(T u i ) and r(T u i ) (during the splitting of vertex u i ). Recall that these lines correspond to the derivatives u i,5 and u i,6 of u i of H i . Algorithm IntermediateLines iterates for every i = 1, 2, . . . , n − 1 and for every j = i + 1, i + 2, . . . , n. We let N i,j denote the value of N i at the end of the jth iteration. We will prove by induction on j that, after the iteration that corresponds to a pair (i, j), N i,j is exactly the set of vertices of H j , whose trapezoids lie between u i,5 and u i,6 in R j . Due to Lemma 5, it is easy to see that initially, i.e. for j = i, N i,i = N 0 (u i ) is the set of vertices of H i , whose trapezoids lie between the derivatives u i,5 and u i,6 of u i in R i (in particular, N n−1,n is the set of lines that lie between u n,5 and u n,6 in R n = R # ). This proves the induction basis. Now suppose that N i,j−1 is exactly the set of vertices of H j−1 , whose trapezoids lie between the derivatives u i,5 and u i,6 in R j−1 , for some index j, where i+1 ≤ j ≤ n. Consider the standard trapezoid representation R j−1 of H j−1 with respect to u j , which is constructed by the proof of Lemma 5 from R j−1 . By Definition 5, let N 1 (u j ), N 2 (u j ), and N 12 (u j ) be the sets defined by Definition 1 with respect to the master component {u j,2 } of u j in H j−1 . Namely N 1 (u j )∪N 12 (u j ) are those neighbors of u j in H j−1 which are also adjacent to u j,2 , while N 2 (u j ) ∪ N 12 (u j ) are those neighbors of u j in H j−1 , which are also adjacent to D * u j ({u j,2 }). Due to Lemma 15, {u j,4 } is also a master component of u j in H j−1 , while {u j,4 } ∈ D * u i ({u j,2 }). Thus, Lemma 3 implies that N 2 (u j ) ∪ N 12 (u j ) includes those neighbors of u j in H j−1 which are also adjacent to u j, 4 .
Since R j−1 is a standard trapezoid representation of H j−1 with respect to u j , it follows by Definition 3 that the line l(T u j ), which corresponds to the vertex u j,5 (resp. the line r(T u j ), which corresponds to the vertex u j,6 ) intersects exactly with the trapezoids of N 1 (u j ) ∪ N 12 (u j ) (resp. N 2 (u j ) ∪ N 12 (u j )) in R j−1 . Thus, after replacing in R j−1 the trapezoid T u j by its lines l(T u j ) and r(T u j ), the lines u j,5 and u j,2 (resp. u j,6 and u j,4 ) of H j intersect with the same trapezoids in R j , namely with the trapezoids of N 1 (u j ) ∪ N 12 (u j ) (resp. N 2 (u j ) ∪ N 12 (u j )). Furthermore, since u j,5 intersects u j,1 (resp. u j,6 intersects u j,3 ), and since u j,1 intersects u j,2 (resp. u j,3 intersects u j,4 ) in H j , it is easy to see that u j,5 (resp. u j,6 ) lies between u i,5 and u i,6 in R j if and only if u j,2 (resp. u j,4 ) lies between u i,5 and u i,6 in R j as well. Thus, after the iteration that corresponds to a pair (i, j), N i,j is exactly the set of vertices of H j , whose trapezoids lie between u i,5 and u i,6 in R j . This completes the induction step, and thus, the lemma follows. Proof. The necessity part of the proof follows by Lemma 17. For the sufficiency part, consider a permutation representation R # of G # , such that N i is exactly the set of vertices of G # , whose lines lie between the vertex derivatives u i,5 and u i,6 in R # , for every i = 1, 2, . . . , n. Let R n = R # . We construct a trapezoid representation R 0 as follows. For every i = n, n − 1, . . . , 1, we replace in R i the lines of the vertices u i,5 and u i,6 by a trapezoid T u i defined by these lines, obtaining the trapezoid representation R i−1 . We will prove by induction on i that R i is a trapezoid representation of H i (the graph constructed at the ith step of Algorithm Split-All), for every i = n, n − 1, . . . , 1, 0, from which it then follows that R 0 is a trapezoid representation of H 0 . For i = n, R n = R # is clearly a trapezoid representation of G # = H n , since R # is by assumption a permutation representation of G # . This proves the induction basis.
For the induction step, suppose that R i is a trapezoid representation of H i , for some i, where 1 ≤ i ≤ n. All vertices of H i other than u i,5 and u i,6 are either u j,k for some j ∈ {1, 2, . . . , n} and k ∈ {1, 2, 3, 4} (i.e. augmenting vertices), or u j,k for some j ∈ {1, 2, . . . , i − 1} and k ∈ {5, 6} (i.e. other vertex derivatives), or u j for some j ∈ {i + 1, . . . , n} (i.e. vertices of G, which are unsplitted in H i , and thus are represented by trapezoids in R i ). Consider now an arbitrary vertex v / ∈ {u i,5 , u i,6 } of H i . We will distinguish in the following three cases regarding the vertex v.
, where v = u j for some j ≥ i+1, i.e. v is an unsplitted vertex of H i . In this case, T u j does not intersect the derivatives u i,5 and u i, 6 in R i , and thus T u j either lies to the right or to the left of both u i,5 and u i,6 in R i , or lies between u i,5 and u i,6 in R i .
Case 3a.
First suppose that T u j lies to the right or to the left of both u i,5 and u i,6 in R i . Then, in particular, it is easy to see that at least one of the lines of the augmenting vertices u j,1 and u j,3 lies to the right or to the left of both u i,5 and u i,6 in R i . We will prove that in this case u j / ∈ N H i−1 (u i ). Suppose otherwise that u j ∈ N H i−1 (u i ). Then, since by assumption
e. every neighbor of u j in H i−1 is also a neighbor of u i in H i−1 . Therefore, in particular, both u j,1 and u j,3 are neighbors of u i in H i−1 . Thus, each w ∈ {u j,1 , u j,3 } either lies between the derivatives u i,5 and u i,6 in R i (in the case where w ∈ N 0 (u i ) in H i−1 , or equivalently w ∈ N i ), or intersects at least one of the derivatives u i,5 and u i,6 in R i (in the case where
. This is a contradiction, since at least one of the lines of the augmenting vertices u j,1 and u j,3 lies to the right or to the left of both u i,5 and u i,6 in R i , as we proved above. Therefore, u j / ∈ N H i−1 (u i ) in the case where T u j lies to the right or to the left of both u i,5 and u i,6 in R i , and thus T u j correctly does not intersect the new trapezoid T u i of the trapezoid representation R i−1 .
Case 3b. Now suppose that T u j lies between u i,5 and u i,6 in R i . Then, both u j,5 and u j,6 lie between u i,5 and u i,6 in the initial permutation representation R # , and thus u j,5 , u j,6 ∈ N i by our assumption on R # . Therefore, in particular, u j,2 ∈ N i by Algorithm Intermediate-Lines, and thus also u j,2 ∈ N 0 (u i ) in H i−1 by the initialization of the set N i in line 4 of Algorithm Split-All. That is, u j,2 ∈ N H i−1 (u i ), or equivalently u i ∈ N H i−1 (u j,2 ). Therefore, since 0 ≤ i − 1 < j − 1, it follows by Lemma 13 that u i ∈ N H i−1 (u j,1 ) and u i ∈ N H i−1 (u j ). Thus T u j correctly intersects the new trapezoid T u i of the trapezoid representation R i−1 .
Summarizing, in the trapezoid representation R i−1 , the new trapezoid T u i intersects exactly with the trapezoids T v , such that v ∈ N H i−1 (u i ), and thus R i−1 is a trapezoid representation of H i−1 . This completes the induction step. Therefore R 0 is a trapezoid representation of H 0 = G * , i.e. G * is a trapezoid graph, and thus G is a trapezoid graph as well by Corollary 1.
Then a trapezoid representation R of G can be obtained by removing from R 0 the lines of the vertices u i,1 , u i,2 , u i,3 , u i,4 for every i = 1, 2, . . . , n. This completes the lemma.
T -orientations of graphs
Our trapezoid recognition algorithm interprets the property of permutation graphs stated in Theorem 1 in terms of transitive orientations. In this section we extend the notion of a transitive orientation of a graph to the notion of a T -orientation, and in Section 6, we provide an algorithm for computing a T -orientation, if one exists. Recall that a graph is transitively orientable if and only if it is a comparability graph [6] . For simplicity of the presentation, in this section G denotes an arbitrary graph, and not the input graph discussed in Sections 2, 3, and 4. We first give some definitions on arbitrary graphs that will be used in the sequel.
Definition 6.
Given an edge e = xy of a graph G = (V, E), N (xy) = {v ∈ V : vx, vy ∈ E} is the set of vertices adjacent to both x and y in E, and E(xy) = {uv ∈ E : u ∈ N (xy), v ∈ {x, y}} ∪ {xy} is the set of edges with one endpoint in N (xy) and the other in {x, y}, as well as the edge xy.
Definition 7. Let G = (V, E) be a graph. An edge neighborhood set N = {e, N ′ } consists of an edge e = xy ∈ E of G, together with a vertex subset N ′ ⊆ N (xy).
Definition 8. Let F be a transitive orientation of G = (V, E), and let e = xy ∈ E be an edge of G. The T -interval I F (e) of e is the vertex set defined as follows:
The T -interval I F (e) of an edge e = xy includes exactly the vertices z of G, whose incident arcs to x and y in F imply the arc xy (or yx ) in F by direct transitivity. Note that, by Definition 6, for the T -interval I F (e) of an edge e = xy, I F (e) ⊆ N (xy).
Definition 9. Let F be a transitive orientation of graph G, and let
. . , N k , and G is called T -orientable on these edge neighborhood sets.
In the following we define the notion of deactivating an edge e k of G, where N k = {e k , N ′ k } is an edge neighborhood set in G. The constructed graph G(e k ) has four new vertices and will be used for our trapezoid recognition algorithm.
Definition 10. Let G be a graph and let N i = {e i , N ′ i } be an edge neighborhood set in G, where e i = x i y i . The graph G(e i ) obtained by deactivating the edge e i is defined as follows:
An example of the deactivation operation can be seen in Figure 5 . In this example,
, and w 2 ∈ N (y i ) \ N (x i ). For better visibility, the edges of G(e i ) \ E(G) are drawn with dashed lines. Proof. (⇒) Let e k = x k y k , and suppose that the graph G = (V, E) is T -orientable on N 1 , N 2 , . . . , N k and let F be a T -orientation of G on these neighborhood sets. Without loss of generality we may assume that x k y k ∈ F . We will extend F to an orientation F ′ of G(e k ), as follows. First, orient the arcs
Lemma 18. Let G be a graph and let
If zx k , zy k ∈ F , then orient the arcs za k , zb k , zc k , and zd k in F ′ ; otherwise, orient the arcs a k z , b k z , c k z , and
k , the incident arcs of z in F ′ \ F are either all incoming or all outgoing arcs in F ′ . In Figure 6 the orientation F ′ is illustrated on two small examples. Fig. 6 . Two examples for the orientation F ′ of the graph G(ei), i = k, of Figure 5 , where e k = x k y k .
We will prove that the resulting orientation F ′ of G(e k ) is transitive. To this end, consider two arbitrary arcs uv , vw ∈ F ′ . We will also prove that uw ∈ F ′ . We distinguish in the following four cases about the arcs uv and vw .
However, by the construction of F ′ , and since vw ∈ F ′ , it follows that
By the construction of F ′ , and since uv ∈ F ′ , it follows that ua k , uc k , uy k ∈ F ′ , i.e. uw ∈ F ′ . Finally, if both u, w ∈ N (x k y k ) \ N ′ k , then by the construction of F ′ we see that ux k , x k w ∈ F , and thus, uw ∈ F ⊆ F ′ , since F is transitive.
, and thus, they have no incident arcs in F . Furthermore v = y k , since y k has no outgoing arcs in
In the case where v = x k , we see that w = a k , since x k a k is the only outgoing arc from x k in F ′ \ F . Since uv = ux k ∈ F , it follows that u / ∈ N ′ k . Furthermore, since ux k , x k y k ∈ F , it follows that uy k ∈ F , since F is transitive, and thus, in particular, uy k ∈ E( G(e k )), i.e. u ∈ N (x k y k ). Therefore, u ∈ N (x k y k ) \ N ′ k . Thus, it follows by the construction of F ′ that uw = ua k ∈ F ′ . In the case where v ∈ N (x k y k ) \ N ′ k , it follows that w ∈ {a k , b k , c k , d k }, since va k , vb k , vc k , vd k are the only possible outgoing arcs from w in F ′ \F . Then, vx k , vy k ∈ F by the construction of F ′ , and thus, ux k , uy k ∈ F as well, since F is transitive. It follows that u ∈ N (x k y k ) \ N ′ k , and thus, uw ∈ F ′ .
Case 4. Let uv ∈ F ′ \ F and vw ∈ F . Then, similarly to Case
, and thus, they have no incident arcs in F . Furthermore v = x k , since x k has no incoming arcs in
In the case where v = y k , we see that u = d k , since d k y k is the only incoming arc to y k in F ′ \ F . Since vw = y k w ∈ F , it follows that w / ∈ N ′ k . Furthermore, since x k y k , y k w ∈ F , it follows that x k w ∈ F , since F is transitive, and thus, in particular,
by the construction of F ′ , and thus x k w , y k w ∈ F as well, since F is transitive. It follows that w ∈ N (x k y k )\N ′ k , and thus, uw ∈ F ′ .
Thus the constructed orientation
. . , N k , and thus also a T -orientation of G(e k ) on N 1 , N 2 , . . . , N k−1 .
(⇐) Let e k = x k y k , and suppose that F ′ is a T -orientation of G(e k ) on N 1 , N 2 , . . . , N k−1 . We will show that F ′ is also a T -orientation of G(e k ) on N k . Without loss of generality we may assume that x k y k ∈ F ′ . Then, since F ′ is transitive, and since
, since x k a k ∈ F ′ , and since F ′ is transitive, it follows that x k z ∈ F ′ . Similarly zy k ∈ F ′ , since d k z / ∈ E( G(e k )), and since d k y k ∈ F ′ . Thus x k z , zy k ∈ F ′ for every z ∈ N ′ k . Now consider a vertex z ∈ N (x k y k ) \ N ′ k , and suppose that
, and since F ′ is transitive, it follows that c k z , y k z ∈ F ′ (resp. zc k , zy k ∈ F ′ ). Thus for every z ∈ N (
. . , N k . This completes the lemma.
After deactivating the edge e k of G, obtaining the graph G(e k ), we can continue by deactivating sequentially all edges e k−1 , e k−2 , . . . , e 1 that correspond to the edge neighborhood sets N k−1 , N k−2 , . . . , N 1 , as presented in Algorithm Deactivate-All. Now the next theorem easily follows by repeatedly applying Lemma 18. Since at every step of Algorithm 4, the graph P i has, by Definition 10, four more vertices than the previous graph P i−1 , and since each of them can have at most n neighbors in P i , the computation of P i can be computed in O(n) time. Thus, since we iterate for every edge neighborhood set N i , i = 1, 2, . . . , k, the next lemma follows.
Lemma 19. Algorithm 4 runs in O(nk) time, where n is the number of vertices in G.

Algorithm 4 Deactivate-All
Input: An undirected graph G with edge neighborhood sets Ni = {ei, N ′ i }, i = 1, 2, . . . , k Output: Deactivate all edges ei, i = 1, 2, . . . , k to produce G 1:
Pi ← Pi+1(ei) {Pi is obtained by deactivating the edge ei in Pi+1} 4: G ← P1 5: return G
A trapezoid graph recognition algorithm
In this section we complete the interpretation of the property of permutation graphs stated in Theorem 1 in terms of transitive orientations. This will enable us to recognize efficiently whether the splitted graph constructed by Algorithm Split-All (Algorithm 2) is a permutation graph with this specific property, or equivalently, due to Theorem 1, whether the original graph is trapezoid. Recall that the class of permutation graphs is the intersection of the classes of comparability and cocomparability graphs, and thus, a graph is permutation if and only if its complement is a permutation graph as well. Furthermore, for every transitive orientation F of the complement G of a permutation graph G, we can construct a permutation representation R of G, such that the line of x lies to the left of the line of y in R if and only if xy ∈ F (see [6] .
Before presenting the trapezoid recognition algorithm, we establish the relationship between T -orientations and permutation graph representations. Proof. Since e i = x i y i is an edge of G for every i = 1, 2, . . . , k, x i is not adjacent to y i in the complement G of G. Furthermore, since G is a cocomparability graph (as a permutation graph), we can define for every permutation representation R of G a transitive orientation F R of the complement G of G, such that xy ∈ F R if and only if the line of x lies to the left of the line of y in R. Then, clearly, the line of a vertex z of G lies in R between the lines of two non-adjacent vertices x and y in G if and only if either xy , xz , zy ∈ F R , or yx , yz , zx ∈ F R . This is equivalent to the fact that z ∈ I F R (xy). Therefore I F R (x i y i ) = N ′ i for every i = 1, 2, . . . , k if and only if for every i = 1, 2, . . . , k, exactly the lines that correspond to vertices of N ′ i lie between the lines of x i and y i in R. Thus, if there exists such a permutation representation R of G, then
Conversely, suppose that G is T -orientable on N 1 , N 2 , . . . , N k , and let F be a T -orientation of G on these neighborhood sets. By the definition of a T -orientation, F is in particular a transitive orientation of G. Thus, we can construct a permutation representation R of the complement graph G of G, such that for any two non-adjacent vertices x and y in G, the line of x lies to the left of the line of y in R if and only if xy ∈ F [6] . Then, clearly, the line of a vertex z lies between the lines of x and y in R if and only if z ∈ I F (xy). Therefore, since G is T -orientable on N 1 , N 2 , . . . , N k (i.e. I F (x i y i ) = N ′ i for every i = 1, 2, . . . , k), it follows that exactly the lines that correspond to vertices of N ′ i lie between the lines of x i and y i in R, for every i = 1, 2, . . . , k.
Now, we are ready to present our recognition algorithm of trapezoid graphs. Our algorithm uses an existing algorithm that we now review. McConnell and Spinrad [9] (see also [12] ) de-veloped a linear time algorithm for finding an ordering of the vertices of a given graph G with the property that this ordering is a transitive orientation, if G is a comparability graph. If the given graph G is not a comparability graph, then the ordering produced by their algorithm is an orientation, but it is not transitive. The fastest known algorithm to determine whether a given ordering is a transitive orientation requires matrix multiplication, currently achieved in O(n 2.376 ) [4] . However, similarly to [9] , we do not need to confirm that our orderings are transitive orientations. In particular, as pointed out in [12] , given an orientation of a graph G and an orientation of its complement G, we can check in linear O(n+m) time whether these two orientations produce a permutation representation of G, where n and m denote the number of vertices and edges of G, respectively. We now present our trapezoid graph recognition algorithm (Algorithm 5). The correctness of this algorithm is presented in Theorem 4; the timing analysis is established in Theorem 5.
Algorithm 5 Recognition of Trapezoid Graphs
Input: An undirected graph G = (V, E) with vertex set V = {u1, u2, . . . , un} Output: A trapezoid representation of G, or the announcement that G is not a trapezoid graph 1: Construct the augmented graph G * from G by Algorithm Augment-All (Alg. 1) {G * has 5n vertices} 2: Construct the splitted graph G # from G * by Algorithm Split-All (Alg. 2) {G # has 6n vertices} 3: Let ui,5, ui,6, i = 1, 2, . . . , n, be the vertex derivatives in G return "G is not a trapezoid graph" 13: else 14:
Compute a permutation representation R # of G # from the orderings F1 and F ′ 2 by [6] 
15:
Replace in R # the lines of the derivatives ui,5, ui,6, i = 1, 2, . . . , n, by a trapezoid Tu i defined by these lines 16:
Remove the lines of the vertices {ui,1, ui,2, ui,3, ui,4}, i = 1, 2, . . . , n 17:
Let R be the resulting trapezoid representation 18:
if R is a trapezoid representation of G then 19:
return R 20: else 21:
return "G is not a trapezoid graph" Proof. Let G = (V, E) be an undirected graph with vertex set V = {u 1 , u 2 , . . . , u n }, let G * be the graph constructed by Algorithm Augment-All (Algorithm 1) from G, and G # be the graph constructed by Algorithm Split-All (Algorithm 2). Let u i,5 , u i,6 be the vertex derivatives in G # that correspond to vertex u i , i = 1, 2, . . . , n, in G. Furthermore, let N i , i = 1, 2, . . . , n, be the set of intermediate vertices of u i,5 , u i,6 computed by Algorithm Intermediate-Lines (Algorithm 3). First suppose that G is a trapezoid graph. Then, due to Theorem 1, G # is a permutation graph with a permutation representation R # , such that N i is exactly the set of vertices of G # , whose lines lie between the vertex derivatives u i,5 and u i,6 in R # , for every i = 1, 2, . . . , n.
Since G # is a comparability graph (as a permutation graph), the orientation F 1 of G # computed in line 5 of the algorithm is a transitive orientation of G # [9] . Furthermore, in particular, the complement G # of G # is T -orientable on N 1 , N 2 , . . . , N n by Theorem 3, where N i = {u i,5 u i,6 , N i }, i = 1, 2, . . . , n, are the edge neighborhood sets of G # computed in line 7. Therefore, G is transitively orientable by Theorem 2, and thus the orientation F 2 of G computed in line 9 is transitive [9] .
Moreover, due to the sufficiency part of the proof of Lemma 18, F 2 is also a T -orientation of G on N 1 , N 2 , . . . , N n . Thus, since G # is an induced subgraph of G, the restriction F ′ 2 = F 2 | G # of F 2 to G # is also a T -orientation of G # on N 1 , N 2 , . . . , N n , and in particular F ′ 2 is also a transitive orientation of G # . Therefore, since both F 1 and F ′ 2 are transitive orientations of G # and G # , respectively, they represent G # as a permutation graph (see [12] ). Thus, we can compute by [6] a permutation representation R # of G # from the orderings F 1 and F ′ 2 , such that for every i = 1, 2, . . . , n, exactly the lines that correspond to vertices of N i lie between the lines of u i, 5 and u i,6 in R # . Then, similarly to the proof of Theorem 1, we can replace in R # the lines of the derivatives u i,5 and u i,6 , i = 1, 2, . . . , n, by a trapezoid T u i defined by these lines, and remove the lines of the vertices u i,1 , u i,2 , u i,3 , u i,4 , obtaining a trapezoid representation R of G, as returned in line 19. Now suppose that G is not a trapezoid graph. If either or both of F 1 and F ′ 2 are not transitive orientations of G # and G # , respectively, then the algorithm correctly concludes in line 12 that G is not a trapezoid graph. Suppose that F 1 and F ′ 2 are both transitive orientations of G # and G # , respectively (and thus G # is a permutation graph), but F 2 is not a transitive orientation of G. Then by Theorems 1, 2, and 3, G is not a trapezoid graph, as confirmed in line 21 of the algorithm. This completes the proof of the theorem. Proof. The first two lines of the algorithm each require O(n(n + m)) time by Lemmas 8 and 12, respectively. Furthermore, the computation of all the sets N i , i = 1, 2, . . . , n, can be done in O(n 2 ) time by Lemma 16. The complement G # of G # in line 6 can clearly be computed in O(n 2 ) time. Then the graph G, which is a supergraph of G # , can be computed in O(n 2 ) time by Lemma 19, since there are in total k = n edge neighborhood sets N i = {u i,5 u i,6 , N i }, i = 1, 2, . . . , n. As pointed out in the preamble to the algorithm, we can compute the ordering F 1 of G # in line 5 (resp. the ordering F 2 of G in line 9) in linear time in the size of G # (resp. of G) [9] , i.e. in O(n + m) time (resp. in O(n 2 ) time). Moreover, the restriction F 2 | G # of F 2 on G # can be clearly done in O(n) time, just by removing from F 2 all vertices of G \ G # . Then the permutation representation R # can be computed in O(n 2 ) time by [6] . The replacement of the lines of the derivatives u i,5 and u i,6 by a trapezoid T u i in R # , i = 1, 2, . . . , n, as well as the removal of all vertices {u i,1 , u i,2 , u i,3 , u i,4 }, i = 1, 2, . . . , n, can be now performed in O(n) time. Finally, the determination of whether R is a trapezoid representation of the given graph G can be simply done in O(n 2 ) time, thereby yielding an overall time complexity of O(n(n + m)).
Concluding Remarks
In this paper we have shown that the concept of vertex splitting can be used to recognize trapezoid graphs in O(n(n + m)) time. The algorithm transforms a given graph G into a graph G # that is a permutation graph with a special property if and only if G is a trapezoid graph. In [11] it was shown that vertex splitting can be used to show that the recognition problems of tolerance and bounded tolerance graphs are NP-complete. It would be interesting to see whether vertex splitting can be used to settle the longstanding questions of the recognition status of both PI and PI * graphs. As mentioned in the introduction, both families lie strictly between permutation and trapezoid graphs.
