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Abstract
We consider a square random matrix of size N of the form A+ Y where A is deterministic
and Y has iid entries with variance 1/N . Under mild assumptions, as N grows, the empirical
distribution of the eigenvalues of A+Y converges weakly to a limit probability measure β on the
complex plane. This work is devoted to the study of the outlier eigenvalues, i.e. eigenvalues in the
complement of the support of β. Even in the simplest cases, a variety of interesting phenomena
can occur. As in earlier works, we give a sufficient condition to guarantee that outliers are
stable and provide examples where their fluctuations vary with the particular distribution of
the entries of Y or the Jordan decomposition of A. We also exhibit concrete examples where
the outlier eigenvalues converge in distribution to the zeros of a Gaussian analytic function.
1 Introduction
1.1 Numerical instability of eigenvalues
The instability of the eigenvalues of badly conditioned matrices has dramatic consequences in the
numerical computation of eigenvalues. As an example, take N ≥ 1 be an integer and consider the
standard nilpotent matrix
AN =
N−1∑
i=1
ei+1e
∗
i =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
. . .
. . .
...
 . (1.1)
Its eigenvalues are obviously all zero. Let UN be a Haar-distributed orthogonal matrix and consider
the unitarily equivalent matrix BN = UNANU
∗
N . If we ask a computer to compute the eigenvalues
of BN , we obtain a surprising answer. Figure 1.1 is a plot of these numerically computed eigenvalues
of BN .
In the spirit of von Neumann and Goldstine [57], Spielman and Teng [52] or Edelman and Rao
[27], a possible way to try to explain this phenomenon is to approximate numerical rounding errors
by randomness and study the spectrum of the matrix
AN + σYN ,
1
ar
X
iv
:1
40
3.
60
01
v2
  [
ma
th.
PR
]  
3 N
ov
 20
14
Figure 1.1: The blue dots are the numerically computed eigenvalues of BN = UNANU
∗
N , the
nilpotent matrix (1.1) conjugated by a Haar-distributed orthogonal matrix UN for N = 30 and
N = 2000.
where YN is a random matrix normalized to have an operator norm of order 1 and σ is small
positive parameter. As we shall see, in Subsection 1.5, in the limit N → ∞ and then σ → 0, one
obtain a reasonable explanation of the right picture of Figure 1.1. A phenomenon related to the
left figure, namely that the numerically estimated eigenvalues of a Jordan block are close to be
roots of a small complex number will also be illustrated in Subsection 1.4
1.2 Deformed random matrices
For any N×N matrix A, denote by λ1(A), . . . , λN (A) the eigenvalues of A and by µA the empirical
spectral measure of A:
µA :=
1
N
N∑
i=1
δλi(A).
We will consider the deformed model:
MN = AN + σYN , (1.2)
where σ > 0, YN is a N ×N random matrix and AN is a N ×N deterministic matrix. The matrix
MN can be thought as a random perturbation of the matrix AN . Throughout this paper, we set
YN =
XN√
N
, (1.3)
and we shall consider the following set of statistical assumptions on the matricesXN = (Xij)1≤i,j≤N :
(X1) (Xij)i,j≥1 are independent and identically distributed complex random variables with EXij =
0, E|Xij |2 = 1.
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(X2) E|Xij |4 <∞.
(X3) There exists c > 0 such that for all k ≥ 1 integer E|Xij |k ≤ (ck)c.
Our first assumptions on the matrices AN are as follows:
(A1) There exists M > 0 such that for all N , ‖AN‖ ≤M .
(A2) For all z ∈ C, µ(AN−zIN )(AN−zIN )∗ converges weakly to a probability measure νz.
We start by recalling a generalization of the circular law to the deformed matrix model MN .
Theorem 1.1. Under assumptions (X1) and (A1-A2), there exists a deterministic probability mea-
sure β on C such that, almost surely, µMN converges weakly to β. Moreover, for any z ∈ C, there
exists a deterministic probability measure µz on R+ such that, almost surely, µ(MN−zIN )(MN−zIN )∗
converges weakly to µz.
The first statement was first proved in Tao and Vu [55], the second statement was an ingredient
of the proof, it is due to Dozier and Silverstein [25]. For more references, we refer to the surveys
[54, 17]. In subsection 2.2, we will give a precise characterization of β and µz in terms of σ and νz.
The assumption (A1) can be weakened, see [15]. If AN = 0 then β is the uniform distribution on
B(0, σ), the closed ball of radius σ and center 0 in C. Beware that (i) assumptions (A1-A2) do not
imply that µAN converges weakly to a measure α on C (neither the opposite) and (ii) even though,
it is not always the case that as σ goes to 0, β converges weakly to α.
We have not been able to compute the support of β in general. There is however a typical
situation where it takes a nice form. Observe first that λ is an eigenvalue of AN if and only if 0 is
an eigenvalue of (AN − λIN )(AN − λIN )∗. We will assume that a similar property holds for β and
µz, i.e.
(A3) supp(β) = {z ∈ C : 0 ∈ supp(µz)}.
We are not aware of an example where (A3) fails to hold. We shall prove that (A3) holds if νz
is the law of |L− z|2 where L is a random variable on C with distribution α, (see the forthcoming
Lemma 2.5). This case will occur if AN is a normal matrix and µAN converges weakly to α (or if,
for some normal matrix BN , either AN −BN has rank o(N) or Tr(AN −BN )(AN −BN )∗ = o(N)).
Under assumption (A3) the support of β takes a particularly simple expression. We introduce
S = {z ∈ C : 0 ∈ supp(νz)}.
Proposition 1.2. Suppose that assumptions (X1) and (A1-A3) hold. Then
supp(β) =
{
z ∈ C : z ∈ S or
∫
λ−1dνz(λ) ≥ σ−2
}
. (1.4)
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For example, if AN = 0, then νz is a Dirac mass at |z|2 and we retrieve the support of the
circular law. If AN is given by (1.1), then νz is the law of |L − z|2 with L uniformly distributed
on the unit complex circle. We find that supp(β) is the annulus with inner radius
√
(1− σ2)+ and
outer radius
√
1 + σ2. In the limit σ → 0, supp(β) converges to the unit complex circle. This is
consistent with Figure 1.1.
1.3 Stable outliers
We are now interested by describing the individual eigenvalues of MN outside B(supp(β), ε) for
some ε > 0. To this end, we shall fix a set Γ ⊂ C and assume that all but O(1) of the eigenvalues
of the matrix AN are outside Γ. To this end, we write
AN = A
′
N +A
′′
N .
We first extend assumption (A1) to both A′N and A
′′
N :
(A1’) There exists M > 0 such that for all N , ‖A′N‖+ ‖A′′N‖ ≤M .
Our next key assumption asserts that A′N − zIN is well conditioned in Γ while A′′N has small
rank. We fix some integer r ≥ 0.
(A4) A′′N has rank r, and for any z ∈ Γ, there exists η = ηz > 0 such that for all N large enough,
(A′N − zIN ) has no singular value in [0, η].
When Γ is compact, observe that (A4) implies that for some ε > 0, the eigenvalues of A′N are
in C\B(Γ, ε) for all N large enough. In the case where A′N is a normal matrix then the singular
values of (A′N − zIN ) are |λk(A′N ) − z|, 1 ≤ k ≤ N . Hence, the assumption (A4) for A′N normal
and Γ compact holds if and only if for some ε > 0 and all N large enough, the eigenvalues of A′N
lie in C\B(Γ, ε).
Our first main result gives a sufficient condition to guarantee that outliers are stable.
Theorem 1.3. Suppose that assumptions (X1-X2) and assumptions (A1’-A4) hold for Γ ⊂ C\supp(β)
a compact set with continuous boundary. If for some ε > 0 and all N large enough,
min
z∈∂Γ
∣∣∣∣det(AN − z)det(A′N − z)
∣∣∣∣ ≥ ε, (1.5)
then a.s. for all N large enough, the number of eigenvalues of AN and MN in Γ is equal.
Above, the notation (A1’-A4) stands for (A1’)-(A2)-(A3)-(A4). We will first prove Theorem
1.3 in the case r = 0.
4
Theorem 1.4. Suppose that assumptions (X1-X2) and assumptions (A1-A4) hold with A′′N = 0,
AN = A
′
N and Γ ⊂ C\supp(β) a compact set. Then, a.s. for all N large enough, MN has no
eigenvalue in Γ.
In particular, if (A4) holds with r = 0 and Γ = C\supp(β) then for any ε > 0, a.s. for all N
large enough, all eigenvalues of MN are in B(supp(β), ε).
Let us give a concrete application of Theorem 1.3 with a specific decomposition of AN =
A′N +A
′′
N . Assume that for all N , there exists a subset J ⊂ {1, · · · , N} of cardinal at most r such
that for any ε > 0, for all N large enough and k ∈ J , λk(AN ) /∈ B(supp(β), ε). We consider a
triangular decomposition of AN :
AN = P
(
T ′′ ∗
0 T ′
)
P−1,
where P is an invertible matrix, T ′ is an upper triangular matrix of size N−|J | with the eigenvalues
λk(AN ), k /∈ J , on the diagonal, and T ′′ is an upper triangular matrix of size |J | with diagonal
entries λk(AN ), k ∈ J . Fix some a ∈ supp(β), we decompose AN as AN = A′N +A′′N with
A′N = P
(
aIJ ∗
0 T ′
)
P−1 and A′′N = P
(
T ′′ − aIJ 0
0 0
)
P−1. (1.6)
In particular,
det(AN − z)
det(A′N − z)
=
∏
k∈J
λk(AN )− z
a− z . (1.7)
The next statement will be an easy consequence of Theorem 1.3. It generalizes Tao [53, Theorem
1.7] where A′N = 0. When A
′
N is a Wigner random matrix, it is a special case of O’Rourke and
Renfrew [41, Theorem 2.4].
Corollary 1.5. Assume that assumptions (X1-X2) and assumptions (A1’-A4) hold with A′N , A
′′
N
given by (1.6) and Γ = C\supp(β). Fix ε > 0. Assume that for all N large enough, ∀k ∈ J ,
λk(AN ) /∈ B(supp(β), 3ε). Then, a.s. for all N large enough, there are exactly |J | eigenvalues of
MN in C\B(supp(β), 2ε). Moreover, if we index them by λk(MN ), k ∈ J , after labeling properly,
a.s.
max
k∈J
|λk(MN )− λk(AN )| → 0.
In Figure 1.2, we illustrate numerically Corollary 1.5 when
AN =
(
B 0
0 C
)
with B ∈Mr(C) and C =
N−1∑
i=r+1
eie
∗
i+1 + eNe
∗
r+1. (1.8)
Assumption (1.5) is the key assumption for the stability of the outliers. It holds generically in
the unbounded component of the complement of S.
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Figure 1.2: Eigenvalues of MN where AN is given by (1.8) with r = 5 and B has eigenvalues
(0, 0, i/3, 1, 2), N = 500, σ2 = 1/2 and XN has real Gaussian entries. The support of β is {z ∈ C :
1/
√
2 ≤ |z| ≤√3/2}, the stable outliers are (0, 0, i/3, 2).
Lemma 1.6. Suppose that assumptions (A1’-A4) hold with Γ = D an unbounded component of
C\S. The family of D → C functions fN : z 7→ det(AN − z)/ det(A′N − z) is a precompact
family of analytic functions and any subsequential limit of (fN ) is non-zero. In particular, along
any converging subsequence (fNk)k≥1, for any B(z, t) ⊂ D and any δ > 0, there exist ε > 0 and
Γ = B(z, t′) with t− δ < t′ ≤ t such that (1.5) holds for all Nk, k ≥ 1.
In the sequel, in order to circumvent the multiple possible choices to order the eigenvalues,
we will consider the finite point set
∑n
i=1 δxi of a vector (x1, · · · , xn). Let us first recall some
basic facts on finite point processes (we refer to Daley and Vere-Jones [23, Appendix A.2.5] for
details and terminology). If S is a complete separable metric space, we denote by N (S), the set
of finite point (integer valued) measures on S, equipped with the usual weak topology. Recall
that a point process is random variable on N (S). The set P(N (S)) of probability measures on
N (S) is a complete separable metric space and the Le´vy-Prohorov distance is a metric for the weak
convergence of measures in P(N (S)) (or with a slight abuse of language, for weak convergence of
point processes on S).
1.4 Fluctuations of stable outliers
We have studied the fluctuations of the convergence of outliers eigenvalues in the simplest case for
the decomposition of AN on its outlier eigenspace. More precisely, we will suppose that AN has
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the following decomposition, for some integer r ≥ 1 and complex number θN ,
AN =
(
θNIr 0
0 AˆN−r
)
. (1.9)
Theorem 1.7. Suppose that assumptions (X1-X2) and assumptions (A1-A3) hold with AN given
by (1.9). We suppose further that θN converges toward θ ∈ C \ supp(β) when N goes to infinity
and that for some η > 0 and all large N , AˆN−r − θIN−r has no singular value in [0, η]. Finally,
assume that either EX211 = 0 or that 1N−rTr
{
(θIN−r − AˆN−r)−1(θIN−r − Aˆ>N−r)−1
}
converges to
ψ ∈ C (in the first case, we set ψ = 0). We set ϕ = ∫ λ−1dνθ(λ).
Then, for any 0 < δ < η, almost surely for all large N there are exactly r eigenvalues λi,
i = 1, . . . , r of MN in B(θ, δ). Moreover, the point process of
(√
N(λ1 − θN ), . . . ,
√
N(λr − θN )
)
converges in distribution towards the point process of the eigenvalues of a r× r matrix V defined as
V = σXr + σ
2G, (1.10)
where Xr is independent of G, a r × r Ginibre matrix whose entries are independent copies of a
centered complex Gaussian variable Z whose covariance is characterized by,
E|Z|2 = ϕ
1− σ2ϕ and EZ
2 =
(EX211)2ψ
1− σ2EX211ψ
.
Theorem 1.7 shows that the fluctuation of stable outliers are not universal (they may depend
on the law of entries). There is a similar phenomenon for deformed Wigner matrices, see notably
Capitaine, Donati-Martin and Fe´ral [20, 21]. The left plot of Figure 1.3 illustrates Theorem 1.7.
Figure 1.3: Eigenvalues of MN for AN given (1.8) with σ
2 = 1/2, XN has complex Gaussian
entries, N = 500 and r = 3. On the left: B = 0. On the right: B = e1e
∗
2 + e2e
∗
3, we have
N1/(2r) = N1/6 ' 0.35 !
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It was recently discovered by Benaych-Georges and Rochet [12] in the related study of the
outliers in the single ring theorem (see discussion and related results below) that the fluctuations
can be larger than 1/
√
N when the Jordan decomposition of an eigenvalue is not a diagonal matrix.
Inspired by their work, we have also studied the fluctuations when for some integer r ≥ 2 and
complex number θN ,
AN =
(
Aˆr 0
0 AˆN−r
)
, with Aˆr = PNJNP
−1
N , PN ∈ GLr(C), (1.11)
and JN ∈Mr(C) is the Jordan matrix
JN =

θN 1
θN 1
. . .
. . .
 .
Theorem 1.8. Suppose that assumptions (X1-X2) and assumptions (A1-A3) hold with AN given
by (1.11). We suppose further that θN converges toward θ ∈ C \ supp(β) when N goes to in-
finity and that for some η > 0 and all large N , AˆN−r − θIN−r has no singular value in [0, η].
Assume finally that ‖PN − P‖ → 0 for some P ∈ GLr(C), and that either EX211 = 0 or that
1
N−rTr
{
(θIN−r − AˆN−r)−1(θIN−r − Aˆ>N−r)−1
}
converges to ψ ∈ C (in the first case, we set ψ = 0).
Then, for any 0 < δ < η, almost surely for all large N there are exactly r eigenvalues λi, i =
1, . . . , r of MN in B(θ, δ). Moreover, the point process of
(
N1/(2r)(λ1 − θN ), . . . , N1/(2r)(λr − θN )
)
converges in distribution towards the point process of the roots of the random polynomial
zr − e∗rP−1V Pe1,
where V is defined by (1.10).
When AˆN−r = 0 and XN is a complex Ginibre matrix, the above result is contained in [12,
Theorem 2.6]. This result shows the strong correlation of the outlier eigenvalues in the setting of
Theorem 1.8: properly rescaled they are asymptotically the r-th roots of the same random complex
number. The right plot of Figure 1.3 illustrates Theorem 1.8.
1.5 Unstable outliers
Lemma 1.6 does not rule out the possibility that (1.5) fails to hold in a bounded component of
C\S. Let us give a typical situation where (1.5) does not hold. Consider the nilpotent matrix AN
given by (1.1). We have AN = A
′
N +A
′′
N with
A′N =
N−1∑
i=1
eie
∗
i+1 + eNe
∗
1 and A
′′
N = −eNe∗1.
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A′N is a permutation matrix whose eigenvalues are for 1 ≤ ` ≤ N , ω` = e
2ipi`
N with associated
normalized eigenvector f` = (ω
k
` /
√
N)1≤k≤N . In particular, if |z| ≤ 1− ε,∣∣∣∣det(AN − z)det(A′N − z)
∣∣∣∣ = |z|N|1− zN | ≤ (1− ε)N1− (1− ε)N
decreases exponentially fast. Hence Assumption (1.5) does not hold for Γ ⊂ B(0, 1− ε). In Figure
1.4, we see numerically that the conclusion of Theorem 1.3 does not seem to hold. Also, (1.1)
can be interpreted as a limit case of (1.11) when r = N . Then, Theorem 1.8 hints at macroscopic
fluctuations of outlier eigenvalues. To have a better picture, we may rewrite AN in the orthonormal
Figure 1.4: Eigenvalues of MN where AN given by (1.1) with N = 500, σ
2 = 1/2 and XN has real
Gaussian entries. There are outlier eigenvalues in the bounded component of the complement of
supp(β) = {z ∈ C : 1/√2 ≤ |z| ≤√3/2}.
basis of eigenvectors of A′N . We have A
′
N = UNB
′
NU
∗
N with
B′N = diag(ω1, · · · , ωN ) (1.12)
and A′′N = UNB
′′
NU
∗
N with
B′′N = −fNf>1 . (1.13)
Hence, an important difference with the setting of Theorem 1.7 is that A′′N has a strongly delocalized
decomposition in the orthonormal basis of eigenvectors of A′N . This motivates the results of this
paragraph.
For simplicity, we will reinforce the assumption (A4) by assuming that A′N is diagonal.
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(A4’) A′′N has rank r, A
′
N is diagonal and for some ε > 0 and all N large enough, all eigenvalues of
A′N lie in C\B(Γ, ε).
If A′N is a normal matrix and Xij are standard complex Gaussian variables, then, by unitary
invariance, we can always assume that (A4’) holds if (A4) holds.
We endow the set of analytic functions on a bounded connected open subset U of C with the
distance
d(f, g) =
∑
j≥1
2−j
‖f − g‖Kj
1 + ‖f − g‖Kj
, (1.14)
where (Kj)j≥1 is an exhaustion by compact sets of U and ‖f − g‖Kj denotes the infinity norm of
f−g on Kj . We recall that it is complete separable metric space. The interior of a set K is denoted
by K˚.
Theorem 1.9. Assume that assumptions (X1-X3) and assumptions (A1’-A4’) hold with r = 1 and
Γ ⊂ C\supp(β) a compact set with continuous boundary. Assume further that A′′N = vNu∗N where
‖uN‖∞, ‖vN‖∞ are of order O(1/
√
N) and
max
z∈Γ
∣∣∣∣det(AN − z)det(A′N − z)
∣∣∣∣ = o( 1√N
)
. (1.15)
Consider the centered Gaussian process (gN (z))z∈Γ with covariance given by, for z, w ∈ Γ,
EgN (z)g¯N (w) =
u∗NR
′
N (z)(R
′
N (w))
∗uNv∗N (R
′
N (w))
∗R′N (z)vN
1− σ2ϕN (z, w)
EgN (z)gN (w) =
u∗NR
′
N (z)R
′
N (w)u¯Nv
T
N (R
′
N (w))
TR′N (z)vNEX211
1− EX211σ2ψN (z, w)
where R′N (z) = (zIN−A′N )−1, ϕN (z, w) = 1NTrR′N (z)(R′N (w))∗ and ψN (z, w) = 1NTrR′N (z)R′N (w).
Then, gN is a tight sequence of random analytic functions in Γ˚. Moreover, the Le´vy-Prohorov
distance between the point process of eigenvalues of MN in Γ˚ and the point process of zeros of gN
in Γ˚ goes to 0 as N goes to ∞.
The intensity of zeros of gN can be computed explicitly thanks the Edelman-Kostlan’s formula,
see [26, Theorem 3.1]. With the material of this paper, it is possible to generalize Theorem 1.9 for
r ≥ 1. The analog of condition (1.15) will however be more complicated and the analog of gN will
be the determinant of r × r random Gaussian matrix (see forthcoming Remark 6.1).
In §6.5, we will give a general method to find perturbations A′′N such that (1.15) holds. In
the specific case of the nilpotent matrix (1.1), formulas are simpler. Following the terminology of
Hough, Krishnapur, Peres, Vira´g [34], we say that g is a Gaussian analytic function on a domain
Γ ⊂ C, if g is a random analytic function on Γ, (g(z), z ∈ Γ) is a Gaussian process and for z, w ∈ Γ,
Eg(z)g(w) = 0.
The next corollary deals with the phenomenon illustrated by Figure 1.4.
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Corollary 1.10. Let AN = B
′
N + B
′′
N with B
′
N and B
′′
N given by (1.12) and (1.13). Suppose that
assumptions (X1-X3) hold. We set
ϕ(z, w) =
1
1− zw¯ . (1.16)
The support of β is {z ∈ C : √(1− σ2)+ ≤ |z| ≤ √1 + σ2}. If σ < 1, the point process of
eigenvalues of MN in B˚(0,
√
1− σ2) converges weakly to the zeros of the Gaussian analytic function
g(z) on B˚(0,
√
1− σ2) with kernel given by, for z, w ∈ Γ,
K(z, w) =
ϕ(z, w)2
1− σ2ϕ(z, w) .
We may notice the following surprising fact. As σ → 0, the kernel K(z, w) appearing in
Corollary 1.10 does not vanish, it converges pointwise to the kernel K0(z, w) = ϕ(z, w)
2 on the unit
complex disc. The kernel K0 is the kernel of the Gaussian analytic function
g(z) =
∞∑
k=0
zkγk
√
k + 1,
where γk are iid complex Gaussian variables with Eγ2k = 0, E|γk|2 = 1. This Gaussian analytic
function may thus be related to the numerical phenomenon illustrated by the right plot of Figure
1.1.
Finally, as in Rajan and Abbott [45] and Tao [53], interesting outliers may appear when ‖A′′N‖
is of order
√
N .
Theorem 1.11. Assume that assumptions (X1-X3) and assumptions (A2-A4’) hold with r = 1
and Γ ⊂ C\supp(β) a compact set with continuous boundary. We set R′N (z) = (zIN −A′N )−1, and
assume further that ‖A′N‖ = O(1) and A′′N =
√
NvNu
∗
N where ‖uN‖∞, ‖vN‖∞ and u∗NR′N (z)vN are
of order O(1/
√
N).
Consider the centered Gaussian process (gN (z))z∈Γ of Theorem 1.9. Then, the Le´vy-Prohorov
distance between the point process of eigenvalues of MN in Γ˚ and the point process of zeros of
1−√Nu∗NR′N (z)vN + σgN (z) in Γ˚ goes to 0 as N goes to ∞.
This result is illustrated with Figure 1.5. As an application, we have for example the following
corollary which is related to [53, Theorem 1.11].
Corollary 1.12. Assume that assumptions (X1-X3) hold, that σ = 1, A′N = 0 and AN = A
′′
N =
θNvNu
T
N with
√
N/θN → κ ∈ C, uN , vN ∈ RN , ‖uN‖ = ‖vN‖ = 1, θNuTNvN → λ ∈ C and
‖uN‖∞, ‖vN‖∞ are of order O(1/
√
N). Fix ε > 0 and set Γ = C\B(0, 1 + ε). We consider g(z) =∑
k≥0 γkz
−k with γk independent complex Gaussian variables with variance given by E|γk|2 = 1 and
Eγ2k = (EX211)k+1.
Then, as N goes to ∞, the point process of eigenvalues of MN in Γ converges vaguely to the
point process of zeros of κz(z − λ) + g(z) in Γ.
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Figure 1.5: Eigenvalues of MN where AN = B
′
N −
√
NB′′N given by (1.12) and (1.13), N = 500,
σ2 = 1/2 and XN has complex Gaussian entries. For |z| > 1, we have fTNR′N (z)f1 = 1/(zN − 1) =
o(1/
√
N). The outlier eigenvalues in the unbounded component of the complement of supp(β) =
{z ∈ C : 1/√2 ≤ |z| ≤√3/2} converge in distribution to the zeros of 1+σg where g is the Gaussian
analytic function with kernel H(z, w) = ϕ(z, w)2/(1 + σ2ϕ(z, w)) and ϕ given by (1.16).
Observe that θNu
T
NvN is the outlier eigenvalue of AN . Hence, in the limit |κ| → ∞, we find
a result consistent with Theorem 1.3. Moreover, when EX211 = 0, g(z) is a Gaussian analytic
function, and, if κ = 0, we are interested by the level set zero of this Gaussian analytic function.
From Peres and Vira´g [43], it is known that this level set forms a determinantal point process.
1.6 Discussion and related results
In a recent work [12], Benaych-Georges and Rochet consider matrices of the type MN = XN +AN
where the rank of AN stays bounded as the dimension goes to infinity and XN is a random non
Hermitian matrix whose distribution is invariant under the left and right actions of the unitary
group. The limiting empirical eigenvalues distribution of such a model is described by the so-called
single ring theorem, see [31, 32, 49], and its support is of the form {z, a ≤ |z| ≤ b}. Benaych-
Georges and Rochet prove that if AN has some eigenvalues out of the maximal circle of the single
ring, then MN has outliers in the neighborhood of these eigenvalues of AN . Nevertheless, when
a > 0, the eigenvalues of AN which may be in the inner disk of the complement of the limiting
support do not generate outliers in the spectrum of MN .
Now, in the framework of the present paper dealing with full rank perturbations of iid matrices,
there can be outlier eigenvalues in bounded components of the complement of supp(β), see the
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example given by (1.8) and Figure 1.2.
Actually, the nature of the bounded connected component of the complement of the support
of the limiting empirical eigenvalues distributions considering above is different: the first (in [12])
comes from the limiting support of the non-deformed model whereas the second one (in the frame-
work of our paper) is created by the deformation. Subordination-like properties of the Stieltjes
transform gµ(z) =
∫
dµ(λ)/(z − λ) of limiting spectral measures may help to understand these
phenomena as explained below.
In the case of [12], since the limiting empirical eigenvalues distribution µ is radial, we have
gµ(z) =
1
z if |z| > b and gµ(z) = 0 if |z| < a so that roughly speaking
gµ(z) = gδ0(ω(z)) where
{
ω(z) = z if |z| > b
“ω(z) =∞” if |z| < a.
In our case, dealing for instance with diagonal perturbations of a Ginibre matrix, the limiting
empirical eigenvalues distribution β is the Brown measure of c+a where c is a circular element which
is free with a whose Brown measure is α (see S´niady [51]). We have the following subordination
property.
∀z ∈ C \ supp(β), gc+a(z) = ga(ω(z)) where ω(z) = z.
It can be deduced from [16, Proposition 4.3], see also [56, 13].
In both cases, the intuition is that
gµMN (z) ≈ gµAN (ω(z))
and that therefore they will be eigenvalues ρ of MN that separate from the bulk whenever some
of the equations ω(ρ) = θ admits a solution ρ outside the limiting support, when θ describes the
spectrum of AN .
Therefore, we understand in one hand that in the framework of [12], there is no solution inside
the inner disk of such an equation since there ω ≡ ∞ and in the other hand that the outliers of the
deformed model stay in the neighborhood of the eigenvalues of the perturbation which are located
where ω is the identity function.
In [28], Feldheim, Paquette and Zeitouni have recently studied the model (1.2) when σ decays
polynomially of N and AN is a block diagonal matrix with blocks of size logN .
Note that motivated by the seminal article of Baik, Ben Arous and Pe´che´ [6], previous works
are devoted to the study of the outlier eigenvalues of deformed random Hermitian matrix models,
see notably [7, 4, 8, 9, 10, 11, 18, 20, 21, 22, 29, 35, 36, 37, 38, 42, 44, 46, 47]. Actually, the papers
[8, 18, 22] already show that the results on existence and location of outliers of deformed Wigner
matrices/ deformed unitarily invariant matrices/ sample covariance matrices/ information-plus-
noise type matrices can be completely described in terms of subordination functions involved in free
additive/multiplicative/rectangular convolutions. Thus, free subordination properties definitely
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seem to provide a global explanation for the problem of existence and location of outliers of deformed
random matrix models.
In the Hermitian deformed models, the outliers of the deformed model are not located in a
neighborhood of the spikes of the deformation. It contrasts with Corollary 1.5. It is rather non-
intuitive that additive perturbation of AN by a Hermitian random matrix has more effect on outlier
eigenvalues than additive perturbation by a non-Hermitian random matrix.
The remainder of the papers is organized as follows. In Section 2, we review some properties
of the limiting spectral measures β and µz and recall basic matrix identities, we notably prove
Proposition 1.2 and Lemma 1.6. In Section 3 and Section 4, we prove the first order results,
Theorem 1.4 and Theorem 1.3 respectively. In Section 5, we prove the central limit theorem
for stable outliers, Theorem 1.7. In Section 6, we prove all results concerning unstable outliers,
Theorem 1.9, Corollary 1.10, Theorem 1.9 and Corollary 1.10. Finally, an appendix contains a
central limit theorem for a random bilinear form.
2 Preliminaries on limiting spectral measures and useful matrix
relations
2.1 Useful matrix identities and perturbation inequalities
If A ∈ MN (C) we will denote by sN (A) ≤ . . . ≤ s1(A) the singular values of A. We have s1(A) =
‖A‖ and sN (A)−1 = ‖A−1‖ where ‖A‖ denotes the operator norm. In this work, we will repeatedly
use the following classical perturbation inequalities. If A,B in Mn(C) then
|si(A)− si(B)| ≤ ‖A−B‖. (2.1)
It follows immediately from Courant-Fisher variational formulas for the singular values, see e.g. [2,
Theorem A.46]. We will often apply it in the following context, if A− zIN has no singular value in
the interval [0, η] and ‖B‖ ≤ η/3 then
sup
w:|z−w|≤η/2
‖(A− wIN )−1‖ ≤ 2η−1 and sup
w:|z−w|≤η/3
‖(A+B − wIN )−1‖ ≤ 3η−1. (2.2)
Similarly, if K ⊂ C is compact and for all z ∈ K, there exists ηz > 0 such that A − zIN has no
singular value in [0, ηz] then, there exists CK such that
sup
z∈K
‖(A− zIN )−1‖ ≤ CK , (2.3)
(K is covered by ∪z∈KB(z, ηz/2) and use compactness).
As in previous works such as [10, 11], we will use the identity, if P,Q> ∈MN,r(C),
det(IN + PQ) = det(Ir +QP ).
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It will imply notably that for any M ∈MN (C) and λ ∈ C such that MN − λIN is invertible,
det(λIN −M − PQ) = det(λIN −M) det(Ir −Q(λIN −M)−1P ). (2.4)
In particular the eigenvalues of M + PQ which are not eigenvalues of M are the zeros of an r × r
determinant. With M = A′N + σYN and PQ = A
′′
N , the above identity will be our starting point
to study the outlier eigenvalues.
2.2 Characterization of the limit measure β
For a probability measure τ on C such that
∫
log(1+|λ|)dτ(λ) <∞, we denote by hτ its logarithmic
potential defined for z ∈ C, by
hτ (z) = −
∫
C
log |λ− z|dτ(λ).
There are various possible characterizations of the limit measure β, the usual relies on its
logarithmic potential. It is expressed in terms of Cauchy-Stieltjes transform of the limit measures
of shifted singular values of MN . More precisely, for a probability measure τ on R, denote by gτ
its Stieltjes transform defined for z ∈ C \ R by
gτ (z) =
∫
R
dτ(x)
z − x .
For any z ∈ C, denote by
M zN = σYN +AN − zIN .
According to Dozier and Silverstein [25], almost surely the empirical spectral measure µMzNM
z
N
∗ of
M zNM
z
N
∗ converges weakly towards a nonrandom distribution µz which is characterized in terms of
its Stieltjes transform which satisfies the following equation: for any w ∈ C+,
gµz(w) =
∫
1
(1− σ2gµz(w))w − t1−σ2gµz (w)
dνz(t). (2.5)
According to [55, 51], see also [17], almost surely the empirical spectral measure of µMN con-
verges weakly to a probability measure β on C which is characterized by its logarithmic potential
hβ(z) = −1
2
∫
log(t)dµz(t).
The probability measure β has a natural interpretation within the framework of operator algebra
and free probability, see [51, 13, 33].
Explicit computation of β are rare, see Biane and Lehner [13]. There is also an alternative
characterization based on the limit of a quaternionic resolvent of MN , for details and references
we refer to the survey [17, Section 4.6] and Rogers [48]. Using this characterization, when for all
z ∈ C, νz is the law of |L − z|2, the density of β has a tractable expression. Let L be a random
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variable with law α. In this case, almost surely, β is the limit spectral distribution of the sequence
of matrices σXN/
√
N +DN if DN is a diagonal matrix whose empirical spectral measure converges
weakly to α and ‖DN‖ ≤M . We set
Σ = {z ∈ C : E|L− z|−2 > σ−2}. (2.6)
Observe that, from Fatou’s lemma, Σ is a an open set. There exists a unique function f : Σ →
(0,+∞) such that for all z ∈ Σ,
E
1
|L− z|2 + f(z)2 = σ
−2.
The map f is C∞ on Σ (see [16, Section 4.4]). On Σc, we set f(z) = 0. We introduce the C2 → R+
function
Φ(w, z) =
{
(|w − z|2 + f(z)2)−2 if z ∈ Σ
0 if z /∈ Σ.
It is shown in [16] that β admits a density on C with respect to Lebesgue measure given by
ρ(z) =
1
pi
f(z)2EΦ(L, z) +
1
pi
∣∣E(L− z)Φ(L, z)2∣∣
EΦ(L, z)
. (2.7)
Note that Σ is the set of z ∈ C such that ρ(z) > 0. In particular, the support of β is Σ.
2.3 Properties of the support and proof of Proposition 1.2
Proposition 1.2 is direct consequence of assumption (A3) and Proposition 2.1 below established in
Capitaine [18, Theorem 1.3 A)].
Proposition 2.1. Suppose that assumptions (X1) and (A1-A2) hold. Then 0 /∈ supp(µz) if and
only if 0 /∈ supp(νz) and gνz(0) > −σ−2, or equivalently, if and only if z /∈ S and
∫
λ−1dνz(λ) <
σ−2.
The characterization of the complement in R \ {0} of the support of µz established in [24] and
Proposition 2.1 allow the author in [18] to put forward the following complete characterization of
the complement of the support of µz in R.
Proposition 2.2. Suppose that assumptions (X1) and (A1-A2) hold. Then,
R \ supp(µz) = Φνz
{
u ∈ R \ supp(νz),Φ′νz(u) > 0, gνz(u) > −σ−2
}
, (2.8)
where
Φνz :
R \ supp(νz)→ R
x 7→ x(1 + σ2gνz(x))2.
More precisely, Φνz is a homeomorphism from
Eνz =
{
u ∈ R \ supp(νz),Φ′νz(u) > 0, gνz(u) > −σ−2
}
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onto R \ supp(µz) with inverse ωνz ,
ωνz :
R \ supp(µz)→ R
x 7→ x(1− σ2gµz(x))2.
Moreover, for any y > x in Eνz , we have Φνz(y) > Φνz(x), and respectively for any y > x in
R \ supp(µz), ωνz(y) > ωνz(x).
The following corollary readily follows.
Corollary 2.3. Suppose that assumptions (X1) and (A1-A2) hold. For any z be in C, we have
dist(0, supp(νz)) ≥ dist(0, supp(µz)).
Proof. From Proposition 2.1, if dist(0, supp(νz)) = 0 then dist(0, supp(µz)) = 0. Moreove, suppose
that dist(0, supp(µz)) > ε > 0. Then, according to Proposition 2.2, ωνz([0, ε]) ⊂ Eνz and
ωνz([0, ε]) = [ωνz(0), ωνz(ε)] = [0, ωνz(ε)].
Now, ωνz(ε) = ε(1− gµz(ε))2 ≥ ε since gµz(ε) ≤ 0 .
Lemma 2.4. Under assumption (A2)-(A4), the function ϕ : z 7→ ∫ λ−1dνz(λ) is continuous and
subharmonic in Γ.
Proof. Let z0 ∈ Γ, by assumption (A4), there is no singular value of A′N − z0IN in [0, η]. By (2.2),
for all z ∈ B(z0, η/2), µ(A′N−zIN )(A′N−zIN )∗([0, δ)) = 0 with δ = (η/2)2. By assumption (A2) and
using the equicontinuity of the ϕN on the compact set B(z0, η/2), the function
ϕN (z) =
1
N
Tr((A′N − zIN )−1(A′∗N − z¯IN )−1) =
∫
λ−1dµ(A′N−zIN )(A′N−zIN )∗(λ)
converges uniformly to ϕ(z) on B(z0, η/2) and ϕ is continuous on B(z0, η/2). Also, on B(z0, η/2),
by (2.2)
|ϕN (z)− ϕN (z0)| = 1
N
∣∣∣∣∣
N∑
i=1
s−2i (A
′
N − zIN )− s−2i (A′N − z0IN )
∣∣∣∣∣ ≤ C|z − z0|, (2.9)
where C = 16η−3 and we have used |x−2−y−2| ≤ 2|x−y|/(|x|∧|y|)3. Moreover, since ∂(A′N−z)−1 =
(A′N − zI)−2, we find
∆ϕN (z) = 4∂¯∂ϕN (z) =
4
N
Tr((A′N − zIN )−2(A′∗N − z¯IN )−2) ≥ 0.
Consequently, ϕN is subharmonic on B(z0, η/2), and, since the convergence is uniform, ϕ is also
subharmonic on B(z0, η/2).
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2.4 Case νz law of |L− z|2
In the subsection, we prove the following lemma.
Lemma 2.5. Suppose that assumptions (X1), (A1-A2) hold and that for all z ∈ C, νz is the law
of |L − z|2 for some complex random variable L. Denote by α the distribution of L and assume
moreover that for any z0 in C \ supp(α), z 7→
∫ dα(s)
|s−z|2 is not constant on any neighborhood of z0.
Then assumption (A3) is satisfied.
Proof. Observe that S = supp(α). We set ϕ(z) =
∫
λ−1dνz(λ) = E|L − z|−2. From (2.7), the
support of β is given by Σ where Σ is defined by (2.6). From Proposition 2.2, it is sufficient to
prove that
(supp(β))c = {z ∈ C : z /∈ S and ϕ(z) < σ−2}.
Assume first that z /∈ S and ϕ(z) < σ−2. Since S = supp(α), it is closed and there exists an
open ball B2 = B(z, 2r0) with center z and radius r0 > 0 such that B2 ∩ S = ∅. In particular,
with B1 = B(z, r0), the B1 → R+ map ϕ is bounded and continuous.. Since ϕ(z) < σ−2, there
exists B0 = B(z, r0) ⊂ B1 such that ϕ(u) < σ−2 on B0. Hence the density of β is 0 on B0 and
z /∈ supp(β).
The other way around. Assume that z /∈ supp(β) or equivalently z /∈ Σ. Then there exists d > 0
such that the open ball B = B(z, d) satisfies B∩Σ = ∅. In particular, B∩Σ = ∅, and, for all u ∈ B,
ϕ(u) ≤ σ−2. Let us first check that z /∈ S = supp(α). By contradiction : if z ∈ supp(α), then for
any  > 0, there exist u ∈ B(z, ), τ and δ > 0 such that for all 0 ≤ t ≤ τ , α(B(u, t)) ≥ δpit2. It
follows that
ϕ(u) =
∫
|s− u|−2dα(s) ≥ 2piδ
∫ τ
0
t−2tdt = +∞.
Applied to  = d, it leads to a contradiction. Hence z /∈ supp(α). Arguing as above, for some,
r0 > 0, B(z, 2r0) ∩ supp(α) = ∅. It follows that on B0 = B(z, r0), the map ϕ is bounded and
continuous. Moreover, it is subharmonic on B0. We can assume without loss on generality that
r0 < d. We may now finish the proof: it remains to check that ϕ(z) < σ
−2. We know a priori
that for all u ∈ B, ϕ(u) ≤ σ−2. Assume by contradiction that ϕ(z) = σ−2. Then the maximum
principle implies that ϕ = σ−2 on B0. We get a contradiction.
2.5 Proof of Lemma 1.6
LetD be as in Lemma 1.6. We may write A′′N = PNQN with PN , Q
>
N ∈MN,r(C), and by assumption
(A1’), ‖PN‖ = 1, ‖QN‖ ≤
√
rM . From (2.4), we find if z ∈ D,
fN (z) =
det(AN − zIN )
det(A′N − zIN )
= det(Ir +QN (A
′
N − zIN )−1PN ). (2.10)
By assumption (A4), fN (z) is a uniformly bounded analytic function in D. In particular, from
Montel’s theorem, fN is a precompact and any accumulation point f of fN is a bounded analytic
function on D.
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Observe moreover that for any δ, for all z ∈ C with |z| large enough, ‖QN (A′N−zIN )−1PN‖ < δ.
We use the crude inequality, for any B,C ∈Mr(C)
|det(B + C)− det(B)| ≤ r‖C‖ (‖B‖ ∨ ‖B + C‖)r−1 . (2.11)
We deduce that |fN (z)| ≥ det(Ir)− 1/2 = 1/2 for all z ∈ D with |z| large enough.
It follows that any accumulation point f of fN is a non-zero bounded analytic function on D.
In particular, f has a finite number of zeros on any compact subset of D. Lemma 1.6 follows easily.
3 No outlier: proof of Theorem 1.4
Theorem 1.4 is a direct consequence of the following proposition.
Proposition 3.1. Suppose that assumptions (X1-X2), (A1), (A2) and (A4) hold. Let z be in Γ such
that 0 /∈ supp(µz). There exists γz > 0 such that almost surely for all large N , there is no singular
value of σYN + A
′
N − zIN in [0, γz]. Consequently, for any compact K ⊂ Γ ∩ {z, 0 /∈ supp(µz)},
there exists γK > 0 such that a.s. for all large N ,
inf
z∈K
sN (σYN +A
′
N − zIN ) ≥ γK .
The second statement of Proposition 3.1 is a consequence of the first statement and (2.3). We
begin with introducing some notation:
νN,z = µ(A′N−zIN )(A′N−zIN )∗ ,
and µN,z denotes the distribution whose Stieltjes transform satisfies the equation
gµN,z(w) =
∫
1
(1− σ2gµN,z(w))w − t1−σ2gµN,z (w)
dνN,z(t). (3.1)
Proposition 3.2. Suppose that assumptions (X1), (A1), (A2) and (A4) hold. Let z be in Γ such
that 0 /∈ supp(µz); then there exists z > 0, such that [0, z] ⊂ R \ supp(µz) and, for all large N ,
[0, z] ⊂ R \ supp(µN,z).
Proof. According to the assumption (A4), there exists some η > 0, such that for all large N , the
spectrum of (A′N − zIN )(A′N − zIN )∗ is included in ]η2,+∞[. Also, there exists δ > 0 such that
[0, δ] ⊂ R \ supp(µz). We may choose δ small enough so that ωνz(δ) ≤ η2/2. We find that for N
large enough,
dist ([0, ωνz(δ)], supp(νN,z)) ≥ η2/2. (3.2)
Also, according to Proposition 2.2, there exists τ > 0 such that
for any x in [0, ωνz(δ)], gνz(x) > −σ−2 + τ and Φ′νz(x) > τ. (3.3)
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From (3.2), assumption (A2) and Montel’s theorem, gνN,z , g
′
νN,z
and Φ
′
νN,z
converge to gνz , g
′
νz
and Φ
′
νz respectively uniformly on [0, ωνz(δ)]. Hence, using (3.3), we can claim that for all large N ,
[0, ωνz(δ)] ⊂
{
u ∈ R \ supp(νN,z),Φ′νN,z(u) > 0, gνN,z(u) > −σ−2
}
.
According to Proposition 2.2, we can deduce that
ΦνN,z ([0, ωνz(δ)]) =
[
0,ΦνN,z(ωνz(δ))
] ⊂ R \ supp(µN,z).
Finally, since ΦνN,z(ωνz(δ)) converges towards Φνz(ωνz(δ)) = δ, we have for all large N ,
ΦνN,z(ωνz(δ)) ≥ δ/2,
and then [0, δ/2] ⊂ R \ supp(µN,z).
We are now ready to prove Proposition 3.1.
Proof of Proposition 3.1. Let γz > 0 be such that γz < z and ωνz(γz) < η
2
z2 where z is defined in
Proposition 3.2 and ηz is defined in (A4). By definition
ωνN,z(γz) = γz(1− σ2gµN,z(γz))2.
Since µN,z converges weakly towards µz, by Proposition 3.2, for all large N ,
ωνN,z(γz) < ηz2.
Now, for z ∈ C and i ∈ {1, · · · , N}, let A(i,z)N be the N×(N−1) matrix obtained from A′N−zIN
be removing the i-th column. The interlacing inequalities (see e.g. [55, Lemma A.1]) imply that
sN (A
′
N − zIN ) ≤ sN−1
(
A
(i,z)
N
)
.
It follows that A
(i,z)
N has no singular value in [0, ηz]. The condition (1.10) of Bai and Silverstein in
[3] is thus fulfilled on [0, γz2 ]. We may thus apply [18, Proposition 3.3], we get that almost surely
for all large N , there is no eigenvalue of (σYN +A
′
N − zIN )(σYN +A′N − zIN )∗ in [0, γz2 ].
4 Stable outliers: proof of Theorem 1.3
The strategy of proof is to use Theorem 1.4 in conjunction with (2.4).
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4.1 Convergence of bilinear forms of random matrix polynomial
We start the proof of Theorem 1.3 with a result of independent interest. We denote by C〈X1, · · · , Xk〉
the set of non-commutative polynomials in the non-commutative variables {X1, · · · , Xk} (C-linear
combinations of words in the Xi’s with the empty word identified as 1 ∈ C).
Proposition 4.1. Let k ≥ 1 be an integer and P ∈ C〈X1, · · · , Xk〉 such that the exponent of Xk
in each monomial of P is nonzero. We consider a sequence (B
(1)
N , · · · , B(k−1)N ) ∈ MN (C)k−1 of
matrices with operator norm uniformly bounded in N and uN , vN in CN with unit norm. Then, if
XN satisfies assumptions (X1-X2), a.s.
u∗NP
(
B
(1)
N , · · · , B(k−1)N , YN
)
vN → 0.
Proof. Step 1 : truncation / reduction. We set BN = (B
(1)
N , · · · , B(k−1)N ). Without loss of
generality, we can assume (up to changing k, B
(`)
N , 1 ≤ ` ≤ k − 1, and uN , vN ) that, for any
1 ≤ ` ≤ k − 1, ‖B(`)N ‖ ≤ 1 and that P is of the form
P (BN , YN ) = YN
k−1∏
`=1
(
B
(`)
N YN
)
. (4.1)
We shall skip the index N for ease of notation. Observe also that for any S, T ∈MN (C),
‖P (B,S)− P (B, T ) ‖ ≤ k(‖S‖ ∨ ‖T‖)k−1‖S − T‖. (4.2)
Moreover, for some fixedK > 0, consider the matrixX
(1)
ij = Xij1I(|Xij | ≤ K)−EXij1I(|Xij | ≤ K)
and X
(2)
ij = Xij1I(|Xij | > K) − EXij1I(|Xij | > K). For i = 1, 2, we set Y (i) = X(i)/
√
N , we have
Y = Y (1) + Y (2). From Bai-Yin theorem [5] (Theorem 5.8 in [2]) , there exists ε(K) → 0 as
K → ∞, such that, a.s. lim supN ‖Y (2)‖ ≤ ε(K), lim supN ‖Y (1)‖ ≤ 2 + ε(K) and limN ‖Y ‖ = 2.
In particular, from (4.2), we deduce that a.s.
lim sup
N
‖P (B, Y )− P
(
B, Y (1)
)
‖ ≤ k(2 + ε(K))k−1ε(K),
Hence, in summary, it is sufficient to prove the statement of Proposition 4.1 with, for some
K > 0, Xij with bounded support in the ball of radius K, P of the form (4.1) and ‖B(i)‖ ≤ 1.
We now consider G = (Gij) ∈ MN (C) a random matrix with i.i.d. N(0, 1/n) Gaussian entries
independent of X. The above argument shows that for any θ > 0, a.s.
lim sup
N
‖P (B, Y )− P (B, Y + θG) ‖ ≤ k (22(1 + θ2)) k−12 2θ,
In particular, without loss of generality we may assume that there exist θ,K > 0, such that the
law of Xij are a convolution of the Gaussian distribution N(0, θ
2) with a law of bounded support
in the ball of radius K. It implies notably they satisfy a log-Sobolev inequality with a common
constant δ > 0 (see [60, 59]). This will be our final assumption of the laws of Xij .
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Step 2 : concentration. Our aim is now to check that a.s., as N →∞,
u∗P (B, Y )v − Eu∗P (B, Y )v → 0. (4.3)
This will follow from a general concentration argument. We identify MN (C) with R2N
2
: the
Frobenius norm of a matrix, ‖x‖2 =
√∑
ij <(xij)2 + =(xij)2 is then its Euclidean norm. We
consider the R2N2 → C function, F (x) = u∗P (B, x)v and define K ⊂MN (C) as the convex subset
of matrices with operator norm bounded by 4. If x, y ∈ K then by (4.2),
|F (x)− F (y)| ≤ k4k−1‖x− y‖ ≤ k4k−1‖x− y‖2.
It follows that if Π is the Euclidean projection of a matrix on K, the function G(x) = F (Π(x)) is
Lipschitz with constant k4k−1. From Herbst’s argument (e.g. [1, Lemma 2.3.3]), we deduce that
P(|G(Y )− EG(Y )| ≥ t) ≤ 4 exp(−cNt2),
where c is related to the Lipschitz constant of G and the constant of the Log-Sobolev inequality
satisfied by the laws of the Xij ’s. In particular, a.s. as N →∞,
G(Y )− EG(Y )→ 0.
From Bai-Yin theorem [5], see also ([2, Theorem 5.8]), a.s. ‖Y ‖ ≤ 2 + o(1) < 4. Hence, a.s.
G(Y ) = F (Y ) for all N large enough, and a.s. as N →∞,
F (Y )− EG(Y )→ 0.
Also, the same reasoning applied to the 1-Lipschitz function x 7→ ‖x‖ gives that
P(‖Y ‖ − E‖Y ‖ ≥ t) ≤ exp(−cNt2).
Using again that a.s. ‖Y ‖ ≤ 2 + o(1) < 4 for all N large enough, we deduce that as N →∞,
|EG(Y )− EF (Y )| ≤ 4kP(‖Y ‖ ≥ 4) + E‖Y ‖k1I(‖Y ‖ ≥ 4)→ 0.
We thus have proved that (4.3) holds.
Step 3 : graph counting. The proof of Proposition 4.1 will be complete if we manage to check
that
Eu∗P (B, Y )v = O(N−1/2). (4.4)
For integers 0 ≤ ` < k, we set [[k]] = {1, · · · , k} and [[`, k]] = {`, · · · , k}. We have
Eu∗P (B, Y )v = N−
k
2
∑
u¯i1vi2kEXi1i2
k−1∏
`=1
B
(`)
i2`i2`+1
Xi2`+1i2`+2 ,
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where the sum is over all 1 ≤ is ≤ N , 1 ≤ s ≤ 2k. The variables Xij are centered, independent and
have uniformly bounded moments first k moments. It follows that the above expectation will be
non-zero only if the pairs of index (i2`−1, i2`), 1 ≤ ` ≤ k appears at least twice. Hence, there are
1 ≤ q ≤ bk/2c distinct such pairs and p ≤ 2q distinct indices in (i1, · · · , i2k). We may thus bound
our expectation as a finite sum (depending on k) of terms of the type cN−
k
2S with c > 0 and
S =
∑
|ui1 ||vipi(2k) |
k−1∏
`=1
|B(`)ipi(2`)ipi(2`+1) |, (4.5)
where the sum is over all 1 ≤ i1, · · · , ip ≤ N and pi : [[2k]] → [[p]] is a fixed surjective map such
that pi(1) = 1 and for any (u, v) ∈ [[p]]2, n(u, v) = ∑k`=1 1I{(pi(2`− 1), pi(2`)) = (u, v)} 6= 1. We may
further assume that if pi(2k) 6= pi(1), pi(2k) = p.
Since q ≤ k/2, the bound (4.4) would follow if we manage to prove the bound
S ≤ N 2q−12 . (4.6)
To this end, we introduce a natural graph associated to the map pi. For (u, v) ∈ [[p]]2, we set
m(u, v) =
∑k−1
`=1 1I{(pi(2`), pi(2`+ 1)) = (u, v)}. We consider the graph G = (V,E) (with loops and
multiple edges) on the vertex set V = [[p]] and
M({u, v}) = m(u, v) +m(v, u)1I(v 6= u)
is the multiplicity of the edge {u, v} (E is a multiset and {u, v} appears M(u, v) times in E).
We will prove that (4.6) holds when pi(2k) 6= pi(1). The case pi(2k) = pi(1) is analog and simpler.
Then, the key observation is that the condition n(u, v) 6= 1 implies that any u ∈ [[2, p − 1]] has
degree at least 2: deg(u) =
∑
v∈V M(u, v) ≥ 2. We also have deg(1) ≥ 1 and deg(p) ≥ 1.
Let Λ ⊂ V be the vertices with a loop, i.e. the set of u ∈ V such that m(u, u) ≥ 1. We note
that
|Λ| ≤ 2q − p. (4.7)
Indeed, if v = pi(2`) = pi(2`+ 1) then the oriented egdes (pi(2`−1), pi(2`)) and (pi(2`+ 1), pi(2`+ 2))
share at least one adjacent vertex. They are distinct (due to orientation) unless pi(2` − 1) =
pi(2` + 2) = v. It follows that (4.7) can be proved easily by recursion on |Λ|. As a consequence
(4.6) is implied by the stronger result :
S ≤ N p+|Λ|−12 . (4.8)
We now start the proof of this last equation (4.8). We can certainly decompose (4.5) as a
product over the connected components of G. Let H ′ = (V ′, E′) be a connected component of G.
Assume first that the vertex set V ′ of H ′ contains neither 1 nor p. Then, if L′ = {` ∈ [[k − 1]] :
{pi(2`), pi(2`+ 1)} ∈ E′}, we claim that
S′ =
∑
iv :v∈V ′
∏
`∈L′
|B(`)ipi(2`)ipi(2`+1) | ≤ N
|V ′|+ε′
2 , (4.9)
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where ε′ ∈ {0, 1} is equal to 1 if H ′ contains a vertex in Λ and is 0 otherwise. First, from
the key observation, H ′ is not a tree. In particular, there exists a spanning subgraph H ′′ ⊂ H ′
where H ′′ = (V ′, E′′) is a cycle of length c (if c = 1, ε′ = 1, the cycle is a loop and if c = 2,
it is a multiple edge) with attached pending trees. Recall that |B(`)ij | ≤ 1. It follows that, if
L′′ = {` ∈ [[k − 1]] : {pi(2`), pi(2`+ 1)} ∈ E′′}, we find
S′ ≤ S′′ =
∑
iv :v∈V ′
∏
`∈L′′
|B(`)ipi(2`)ipi(2`+1) |.
H ′′ has c vertices on its cycle and |V ′| − c vertices on the pending subtrees. Consider v ∈ V ′ a leaf
of one these pending subtrees, i.e. degH′′(v) = 1, then it appears only once in the above product.
Since ‖B(`)ej‖ ≤ ‖B(`)‖ ≤ 1, we have for any j,∑
iv
|B(`)ivj | ≤
√
N
√∑
iv
|B(`)ivj |2 ≤
√
N,
and similarly for
∑
iv
|B(`)jiv |. We may repeat iteratively this bound for all vertices in the pending
subtrees, we deduce that, if C = (VC , EC) is the cycle of H
′′ and LC = {` : {pi(2`), pi(2`+1)} ∈ EC},
S′′ ≤ N |V
′|−c
2
∑
iv :v∈VC
∏
`∈LC
|B(`)ipi(2`)ipi(2`+1) |.
Now, if c = 1 then it remains a unique loop vertex iv and a product of elements of form B
(`)
iviv
,
` ∈ LC . From Cauchy-Schwartz inequality, we find in this case,
S′′ ≤ N |V
′|−1
2
∑
iv
|B(`)iviv | ≤ N
|V ′|−1
2
√
N
√∑
i,j
|B(`)ij |2 ≤ N
|V ′|+1
2 = N
|V ′|+ε′
2 .
Similarly, if c > 1, take any v ∈ VC , then it appears twice in the above product. From Cauchy-
Schwartz inequality, we get for any `, `′ and j, j′,∑
iv
|B(`)ivjB
(`′)
ivj′ | ≤ 1,
and similarly for
∑
iv
|B(`)jivB
(`′)
ivj′ | and
∑
iv
|B(`)jivB
(`′)
j′iv |. Hence, we sum over iv and it remains a line-
tree with c−1 vertices. Arguing as above, we may sum over each vertex: each will add extra factor√
N but the last one, which will give factor N . So finally,
S′′ ≤ N |V
′|−c
2 N
c−2
2 N = N
|V ′|
2 ≤ N |V
′|+ε′
2 .
It proves (4.9).
Let us now turn to a connected component H ′ = (V ′, E′) of G such that 1 ∈ V ′ and p /∈ V ′.
We claim that
S′ =
∑
iv :v∈V ′
|ui1 |
∏
`∈L′
|B(`)ipi(2`)ipi(2`+1) | ≤ N
|V ′|+ε′−1
2 . (4.10)
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The argument is as above. There is a spanning subgraph H ′′ ⊂ H ′ and H ′′ is a cycle with
attached pending subtrees (indeed a connected graph with at least 2 vertices and at most one
vertex of degree 1 cannot be a tree). We repeat the above pruning procedure of the pending trees
and of the cycle. The only difference comes when this is the turn of i1. Using Cauchy-Schwartz
inequality, we improve by a factor
√
N our previous bounds∑
i1
|ui1 ||B(`)i1j | ≤
√∑
i1
|ui1 |2
√∑
i1
|B(`)i1j |2 ≤ 1 and
∑
i1
|ui1 ||B(`)i1i1 | ≤
√∑
i1
|ui1 |2
√∑
i1
|B(`)i1i1 |2 ≤
√
N.
It gives (4.10).
The same bound obviously holds if the connected component H ′ = (V ′, E′) of G is such that
1 /∈ V ′ and p ∈ V ′. It remains to deal with the case 1 ∈ V and p ∈ V . In this case, we also have
the bound
S′ =
∑
iv :v∈V ′
|ui1 ||vipi(2k) |
∏
`∈L′
|B(`)ipi(2`)ipi(2`+1) | ≤ N
|V ′|+ε′−1
2 . (4.11)
The argument goes as follows: H ′ contains T = (V ′, ET ) a spanning subtree. If LT = {` :
{pi(2`), pi(2`+ 1)} ∈ ET }, we get
S′ ≤
∑
iv :v∈V ′
|ui1 ||vipi(2k) |
∏
`∈LT
|B(`)ipi(2`)ipi(2`+1) |.
We perform the above pruning of the tree starting from the leaves. Again, using Cauchy-Schwartz
inequality, each vertex will contribute by a factor Nγv where γv = 1/2 + δv/2− 1I(v = 1)/2− 1I(v =
p)/2 and δv = 1 is v is the last vertex removed and 0 otherwise. We obtain (4.11).
Summarizing, (4.5) can be written as a product over each connected component of G of expres-
sions of the form (4.9), (4.10) (possibly with vipi(2k) replacing ui1) or (4.11). Observe that the sum
over all connected components H ′ of ε′ = ε′(H ′) is at most |Λ|. Two cases are possible, either 1
and p are in the same connected component and we obtain from (4.9)-(4.11),
S ≤ N p+|Λ|−12 ,
or 1 and p are in distinct connected components and, by (4.10)-(4.11),
S ≤ N p+|Λ|−22 .
In either case, (4.8) holds and it concludes the proof of (4.4).
4.2 Convergence of resolvent outside the limit support
Let Γ be as in Theorem 1.3. From the singular value decomposition of A′′N , we write A
′′
N = PNQN
with PN , Q
>
N ∈MN,r(C) with uniformly bounded norms. We introduce the resolvent matrices
RN (z) = (zIN − σYN −A′N )−1 and R′N (z) = (zIN −A′N )−1.
25
The objective of this section is to prove that RN (z) is close to R
′
N (z) outside supp(β). More
precisely, we shall prove the following proposition.
Proposition 4.2. Suppose that assumptions (X1-X2) and assumptions (A1’-A4) hold with Γ ⊂
C\supp(β) compact. Almost surely
sup
z∈Γ
∥∥QNRN (z)PN −QNR′N (z)PN∥∥
converges towards zero when N goes to infinity.
The main step in the proof of Proposition 4.2 will be the following proposition.
Proposition 4.3. Suppose that assumptions (X1-X2) and assumptions (A1’-A4) hold with Γ ⊂
C\supp(β) compact. There exists 0 < 0 < 1 and C > 0 such that almost surely for all large N ,
for any k ≥ 1,
sup
z∈Γ
∥∥∥(R′N (z)σYN)k∥∥∥ ≤ C(1− 0)k.
We first establish the following lemmas.
Lemma 4.4. Suppose that assumptions (X1-X2) and assumptions (A1’-A4) hold with Γ ⊂ C\supp(β)
compact. There exists ρ > 1 and η > 0 such that almost surely for all large N , for all w in C such
that |w| ≤ ρσ and for all z in Γ, there is no eigenvalue of (wYN +A′N − zIN )(wYN +A′N − zIN )∗
in [0, η].
Proof. According to Proposition 1.2, for any z in C\supp(β), z /∈ S and ϕ(z) < σ−2. Since according
to Lemma 2.4, the function ϕ is continuous on C \ supp(β), it attains its lowest upper bound on
the compact set Γ, so that there exists 0 < γ < 1 such that for any z in Γ, ϕ(z) < (1− γ)σ−2.
Let w ∈ C\{0}. Since wYN +A′N −zIN = |w| exp(i arg(w))YN +A′N −zIN , by Theorem 1.1, the
spectral measure of (wYN +A
′
N − zIN )(wYN +A′N − zIN )∗ converges weakly towards a probability
measure µw,z and, by Proposition 2.1, we have
{z ∈ C : 0 ∈ supp(µw,z)} = {z ∈ C : z ∈ S or ϕ(z) ≥ |w|−2}.
For w = 0, we define µ0,z = νz. Therefore, using also (A3) and Corollary 2.3 for w = 0, setting
ρ = 1/
√
1− γ, it follows that for any z ∈ Γ and any w such that |w| ≤ ρσ, we have 0 /∈ supp(µw,z).
Define the compact set
Γ˜ = {(w, z) ∈ C2, |w| ≤ ρσ, z ∈ Γ}.
According to Proposition 3.1, for any (w, z) in Γ˜, there exists γ(w,z) > 0 such that almost
surely for all large N , there is no eigenvalue of (wYN +A
′
N − zIN )(wYN +A′N − zIN )∗ in [0, γ(w,z)].
Also from Bai-Yin theorem [5], almost surely, ‖YN‖ ≤ 2 + o(1). Then, using (2.2) and the same
compactness argument leading to (2.3), it proves that there exists η > 0 such that almost surely
for all large N , for any (w, z) ∈ Γ˜, there is no eigenvalue of (wYN +A′N − zIN )(wYN +A′N − zIN )∗
in [0, η].
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Lemma 4.5. Suppose that assumptions (X1-X2) and assumptions (A1’-A4) hold with Γ ⊂ C\supp(β)
compact. There exists 0 < 0 < 1 such that almost surely for all large N , we have for any z in Γ,
ρ
(
R′N (z)σYN
) ≤ 1− 0,
where ρ(M) denotes the spectral radius of a matrix M .
Proof. Now, assume that λ 6= 0 is an eigenvalue of R′N (z)YN . Then there exists v ∈ CN , v 6= 0
such that (zIN − A′N )−1YNv = λv and thus (λ−1YN + A′N − zIN )v = 0. It follows that z is an
eigenvalue of λ−1YN + A′N . By Lemma 4.4, we can deduce that almost surely for all large N , the
non nul eigenvalues of R′N (z)YN must satisfy 1/|λ| > ρσ. The result follows.
We are now ready to prove Proposition 4.3.
Proof of Proposition 4.3. For z ∈ Γ, we set TN = R′N (z)σYN . Let 0 be as defined by Lemma
4.5. Thanks to the Cauchy formula, for all x ∈ C such that |x| < 1 − 0/2, for any k ≥ 0, xk =
1
2ipi
∫
|w|=1−0/2
wk
w−xdw. Therefore, according to Lemma 4.5 and using the holomorphic functional
calculus, we have almost surely for all large N , for any z in Γ,
∀k ≥ 0 , T kN =
1
2ipi
∫
|w|=1−0/2
wk(w − TN )−1dw,
and therefore
∀k ≥ 0 , ‖T kN‖ ≤ sup
|w|=1−0/2
‖(w − TN )−1‖(1− 0/2)k+1.
Now, since
(wIN − TN ) = −wR′N
( σ
w
YN +A
′
N − zIN
)
,
Lemma 4.4 readily implies that for 0 small enough, there exists C > 0 such that we have almost
surely for all large N , for any z in Γ,
sup
|w|=1−0/2
‖(wIN − TN )−1‖ ≤ C.
Proposition 4.3 follows.
Lemma 4.6. Suppose that assumptions (X1-X2) and assumptions (A1’-A4) hold with Γ ⊂ C\supp(β)
compact. For any z in C \ supp(β), almost surely the series ∑k≥1QN (R′N (z)σYN )k R′N (z)PN con-
verges in norm towards zero as N goes to infinity.
Proof. The singular value decomposition of A′′N gives that for any i, j ∈ {1, . . . , r},
(QN
(
R′N (z)σYN
)k
R′N (z)PN )ij = siv
∗
i
(
R′N (z)σYN
)k
R′N (z)uj
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where uj and vj are unit vectors and si is a singular value of A
′′
N . According to (A1’), the si’s are
uniformly bounded. By (A4), for any z in Γ, there exists ηz such that for all large N ,
‖R′N (z)‖ ≤ 1/ηz. (4.12)
Therefore, Proposition 4.1 yields that v∗i (R
′
N (z)σYN )
kR′N (z)uj converges almost surely towards
zero. The result follows by applying the dominated convergence theorem thanks to Proposition
4.3.
All ingredients are gathered to prove Proposition 4.2.
Proof of Proposition 4.2. We start by proving that for any z in Γ, almost surely, as N →∞,
‖QNRN (z)PN −QNR′N (z)PN‖ → 0. (4.13)
Let C ′ > 0 such that ‖PN‖ ‖QN‖ ≤ C ′. According to Proposition 3.1, for any z ∈ Γ, there exists
γz > 0 such that almost surely for all large N
‖RN (z)‖ ≤ 1/γz. (4.14)
Then using also Proposition 4.3 and (4.12), for any k ≥ 1, we have∥∥∥QN (R′N (z)σYN)k R′N (z)PN∥∥∥ ≤ CC ′ηz (1− 0)k,∥∥∥QN (R′N (z)σYN)k RN (z)PN∥∥∥ ≤ CC ′γz (1− 0)k.
Let η > 0. Choose K ≥ 1 such that CC′γz (1− 0)K < η/2 and
∑
k≥K
CC′
ηz
(1− 0)k < η/2.
Now, using repeatedly the resolvent identity,
RN (z) = R
′
N (z) +R
′
N (z)σYNRN (z),
we find
QNRN (z)PN −QNR′N (z)PN
=
K−1∑
k=1
QN
(
R′N (z)σYN
)k
R′N (z)PN +QN
(
R′N (z)σYN
)K
RN (z)PN
Thus for any η > 0,∥∥∥∥∥∥QNRN (z)PN −QNR′N (z)PN −
∑
k≥1
QN
(
R′N (z)σYN
)k
R′N (z)PN
∥∥∥∥∥∥ < η
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and letting η going to zero, we have
QNRN (z)PN −QNR′N (z)PN =
∑
k≥1
QN
(
R′N (z)σYN
)k
R′N (z)PN . (4.15)
Applying Lemma 4.6, we obtain (4.13).
To conclude the proof of the proposition, it sufficient to check that for any δ > 0, a.s., for all
large N ,
sup
z∈Γ
∥∥QNRN (z)PN −QNR′N (z)PN∥∥ ≤ 3δ. (4.16)
We set ζz = ηz ∧ γz and rz = (ζz/2) ∧ (δ(ζz/2C ′)2). Using the resolvent identity, (2.2) and (4.12)-
(4.14), if |z − w| ≤ rz,
‖QNRN (z)PN −QNRN (w)PN‖ ≤
(
2C ′
ζz
)2
|z − w| ≤ δ
‖QNR′N (z)PN −QNR′N (w)PN‖ ≤
(
2C ′
ζz
)2
|z − w| ≤ δ
Since Γ ⊂ ∪z∈ΓB(z, rz) and Γ compact, there is a finite covering and (4.16) follows from (4.13).
4.3 Proof of Theorem 1.3
According to Theorem 1.4, almost surely for all large N , for any z ∈ Γ, the matrix zIN −σYN −A′N
is invertible. By (2.4), a.s. for all large N , the eigenvalues of MN in Γ are precisely the zeros of
the random analytic function
det(Ir −QNRN (z)PN )
in that set. On the other end, by assumption (A4), (2.4) implies also that for all z ∈ Γ,
det(Ir −QNR′N (z)PN ) =
det(zIN −AN )
det(zIN −A′N )
.
From (2.11), we deduce from Proposition 3.1, Proposition 4.2 and assumption (A4) and 2.3 that
det(Ir −QNRN (z)PN )− det(Ir −QNR′N (z)PN ) converges to zero uniformly on Γ. Using (1.5), the
result follows by Rouche´’s Theorem.
4.4 Proof of Corollary 1.5
By assumption (A1) and Bai-Yin Theorem, a.s. for all N large enough, all eigenvalues of MN are
included in K = B(0,M + 4). From (A1), up to extract a converging subsequence, we can assume
that for k ∈ J , λk(AN ) converges to λk. Let 0 < δ < ε and for k ∈ J , let Γk = B(λk, δ), and Γ0
the closure of K\ ∪k∈J Γk. Then, from (1.7), we may apply Theorem 1.3 to each of the Γk. Since
δ can be arbitrarily small, the conclusion follows.
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5 Fluctuations of stable outlier eigenvalues
5.1 Normalized trace of some random matrix polynomials
For further needs, we start this section with a proposition on trace of powers of random matrices.
Proposition 5.1. Let k, k′ ≥ 0 be integers. We consider a sequence of matrices
(
B
(`)
N
)
0≤`≤k
,
(
C
(`)
N
)
1≤`≤k′
in MN (C), with operator norm uniformly bounded in N such that, for some w, v` ∈ C, 1 ≤ ` ≤ k∧k′,
1
N
TrB
(`)
N C
(`)
N → v` and
1
N
TrB
(0)
N → w.
Then, if XN satisfies assumptions (X1-X2), a.s., as N →∞,
1
N
Tr
{
B
(0)
N
k∏
`=1
(YNB
(`)
N )
k′∏
`=1
(C
(k′−`+1)
N Y
∗
N )
}
→ w
k∏
`=1
v`1I{k=k′}
1
N
Tr
{
B
(0)
N
k∏
`=1
(YNB
(`)
N )
k′∏
`=1
(C
(k′−`+1)
N Y
>
N )
}
→ E (X211)k w k∏
`=1
v`1I{k=k′}.
Proof. The proof of the two statements is identical. We will only prove the first statement. We start
as in the proof of Proposition 4.1. For ease of notation, we drop the subscript N , in YN , B
(`)
N , C
(`)
N .
We can assume without loss of generality that ‖B(`)‖, ‖C(`)‖ ≤ 1. For integers 0 ≤ ` < k, we
set [[k]] = {1, · · · , k} and [[`, k]] = {`, · · · , k}. First, we may repeat steps 1 and 2 of the proof of
Proposition 4.1. We find that it is sufficient to prove that
1
N
ETrP (Y, Y ∗) =
1
N
ETr
{
B(0)
k∏
`=1
(Y B(`))
k′∏
`=1
(C(k
′−`+1)Y ∗)
}
= w
k∏
`=1
v`1I{k=k′} + o (1) , (5.1)
when X11 has finite moments of any order.
Step three : replacement principle. We prove that if Y˜ = X˜/
√
N has iid centered entries
with E|X˜11|2 = E|X11|2 = 1, EX˜211 = EX211 and X˜11 has finite moment of any order then
1
N
ETrP (Y, Y ∗)− 1
N
ETrP (Y˜ , Y˜ ∗) = O
(
1√
N
)
. (5.2)
To prove (5.2), we set, for 1 ≤ ` < k, D(`) = B(`) , D(k) = B(k)C(k′), for k + 1 ≤ ` < k + k′,
D(`) = C(k
′−`+k) and D(k+k′) = B(0). With this alternative notation, ‖D(`)‖ ≤ 1 and
1
N
TrP (Y, Y ∗) = N−
k
2
− k′
2
−1TrXD(1) . . . XD(k)X∗D(k+1) . . . X∗D(k+k
′).
We get
1
N
ETrP (Y, Y ∗) = N−
k
2
− k′
2
−1∑ k+k′∏
`=1
D
(`)
i2`i2`+1
E
k∏
`=1
Xi2`−1i2`
k+k′∏
`=k+1
X¯i2`i2`−1 , (5.3)
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where the sum is over all 1 ≤ is ≤ N , 1 ≤ s ≤ 2(k + k′) and i2(k+k′)+1 = i1. The summand in the
above expectation will be non-zero only if the pairs of index (i2`−1, i2`), 1 ≤ ` ≤ k and (i2`, i2`−1),
k+ 1 ≤ ` ≤ k+ k′ appears at least twice. Hence, there are 1 ≤ q ≤ b(k+ k′)/2c distinct such pairs
and p ≤ 2q distinct index in (i1, . . . , i2(k+k′)). We may thus decompose the above expectation as a
finite sum (depending on k, k′) of terms of the type N−
k
2
− k′
2
−1S(pi) with
S(pi) = c(pi)
∑ k+k′∏
`=1
D
(`)
ipi(2`)ipi(2`+1)
, (5.4)
where the sum is over all 1 ≤ i1, · · · , ip ≤ N , pi : [[1, 2(k + k′)]] → [[p]] is a fixed surjective
map such that for all (u, v) ∈ [[p]]2, n(u, v) = n1(u, v) + n2(u, v) =
∑k
`=1 1I{(pi(2`−1),pi(2`))=(u,v)} +∑k+k′
`=k+1 1I{(pi(2`),pi(2`−1))=(u,v)} 6= 1. In (5.4), we have used the convention that pi(2(k+k′)+1) = pi(1).
Finally,
c(pi) =
∏
1≤u,v≤p
EXn1(u,v)11 X¯
n2(u,v)
11 = O(1).
We may restrict further ourselves to mapping pi such that pi(1) = 1 and if pi(2k) 6= 1, pi(2k) = p.
For (u, v) ∈ [[p]]2, we set m(u, v) = ∑k`=0 1I{(pi(2`),pi(2`+1))=(u,v)} +∑k+k′`=k+1 1I{(pi(2`−1),pi(2`))=(u,v)}. We
consider the graph G = (V,E) (with loops and multiple edges) on the vertex set V = [[p]] and
edge multiplicities M({u, v}) = m(u, v) + m(v, u)1I(v 6= u). Similarly to the proof of Proposition
4.1, the condition n(u, v) 6= 1 implies that deg(u) = ∑v∈V M(u, v) ≥ 2 unless of the two following
symmetric cases occur
(i) u = 1, pi(1) = pi(2(k + k′)) = 1 and {1} is a connected component of G,
(ii) u = p, pi(k) = pi(k + 1) = p and {p} is a connected component of G.
Finally, we denote by Λ ⊂ V the set of vertices with a loop, i.e. the set of u ∈ V such that
m(u, u) ≥ 1. Arguing as in (4.7), we find easily by recursion that |Λ| ≤ 2q − p+ 2.
Consider a connected component of G say, H = (V ′, E′). We set ε′ = 1 if H ′ contains a vertex
in Λ and 0 otherwise. If V ′ 6= {1} and V ′ 6= {p} as in (i)-(ii), then all vertices of H have degree at
least 2. Hence, H contains a cycle and the argument leading to (4.9) gives∑
iv ,v∈V ′
∏
`∈L′
|D(`)ipi(2`)ipi(2`+1) | ≤ N
|V ′|+ε′
2 ,
where L′ is the set of ` such that pi(2`) ∈ V ′ and ε′ ∈ {0, 1} is equal to 1 if H ′ contains a vertex
in Λ and 0 otherwise. Similarly, if V ′ = {1} then we are in case (i) and the contribution of this
connected component is bounded by∑
i1
|D(k+k′)i1i1 | ≤ N = N
|V ′|+ε′
2 .
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The same bounds apply if V ′ = {p} and we are in case (ii). Taking the product over all connected
components of G, we deduce that
S(pi) ≤ CN p+|Λ|2 ≤ CN q+1,
Now if Y and Y˜ are as above, S(pi) are equal unless there is at least one of the q distinct edges
which appears more than twice. In particular, in such case 1 ≤ q < (k + k′)/2. Hence for such pi,
we have N−
k
2
− k′
2
−1S(pi) = O(N−1/2). It proves (5.2).
Step four : Gaussian case. It remains to prove (5.1) when Y is complex Gaussian with
E|X11|2 = 1. We will adapt an argument of [19]. We will prove the following statement by
recursion: for all p, ki, k
′
i ≥ 0, i = 1, . . . , p and matrices B(`)i , C(`)i ,
E
 p∏
i=1
1
N
Tr
B(0)i
ki∏
`=1
(Y B
(`)
i )
k′i∏
`=1
(C
(k′i−`+1)
i Y
∗)

 = p∏
i=1
1
N
TrB
(0)
i
ki∏
`=1
(
1
N
TrB
(`)
i C
(`)
i
)
1I{ki=k′i}+o (1) ,
(5.5)
where the o(1) is uniform over all B
(`)
i , C
(`)
i of norm at most 1 but depends on ki, k
′
i. Define
k =
∑p
i=1 ki and k
′ =
∑p
i=1 k
′
i. The case k + k
′ = 0 is obvious with the convention that
∏0
l=1 ≡ 1.
The case k + k′ = 1 is obvious since X11 is centered. Now, it is easy to check that
E
(
1
N
TrB
(0)
1 Y B
(1)
1
1
N
TrB
(0)
2 C
(1)
2 Y
∗
)
=
1
N3
TrB
(1)
1 B
(0)
1 B
(0)
2 C
(1)
2 = o (1) .
E
(
1
N
TrB
(0)
1 Y B
(1)
1 C
(1)
1 Y
∗
)
=
1
N
TrB
(0)
1
1
N
TrB
(1)
1 C
(1)
1 .
E
(
1
N
TrB
(0)
1 Y B
(1)
1 Y B
(2)
1
)
=
E(X211)
N2
TrB
(2)
1 B
(0)
1 B
(1)
1
>
= o (1) .
E
(
1
N
TrB
(0)
1 Y B
(1)
1
1
N
TrB
(0)
2 Y B
(1)
2
)
=
E(X211)
N3
TrB
(1)
1 B
(0)
1 B
(0)
2
>
B
(1)
2
>
= o (1) .
Therefore (5.5) holds for k + k′ = 2. We thus assume that (5.5) holds for all k + k′ ≤ n for some
n ≥ 2. We take k + k′ = n+ 1. We use the identity in law
Y
d
=
Y1 + Y2√
2
,
where Y1 and Y2 are two independent copies of Y . We develop the right hand side of (5.5) in Y1
and Y2
E
[∏p
i=1
1
NTr
{
B
(0)
i
∏ki
`=1(Y B
(`)
i )
∏k′i
`=1(C
(k′i−`+1)
i Y
∗)
}]
= 2−k/2−k′/2
∑
εi∈{1,2}k+k′ ,i=1...pE
[∏p
i=1
1
NTr
{
B
(0)
i
∏ki
`=1(Yε(`)i
B
(`)
i )
∏k′i
`=1(C
(k′i−`+1)
i Y
∗
ε
(ki+`)
i
)
}]
.
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The two terms in the summand with for all i, εi = (1, . . . , 1) and for all i, εi = (2, · · · , 2) are equal
to the left hand side of (5.5). For the 2k+k
′ − 2 other terms, we may condition on Y2. For such
vector ε, we have
∑
i
∑
` 1I(ε
(`)
i = 1) ≤ k + k′ − 1 ≤ n. We can thus use the recursion hypothesis
by integrating over Y1 and conditioning on Y2. We then use E‖Y2‖n < Cn and the recursion
hypothesis by now integrating over Y2. We find their contribution is o(1) unless for each i, ki = k
′
i
and ε2ki−`+1 = ε` in which case
E
[∏p
i=1
1
NTr
{
B
(0)
i
∏ki
`=1(Yε(`)i
B
(`)
i )
∏k′i
`=1(C
(k′i−`+1)
i Y
∗
ε
(ki+`)
i
)
}]
=
∏p
i=1
1
NTrB
(0)
i
∏ki
`=1
(
1
NTrB
(`)
i C
(`)
i
)
1I{ki=k′i} + o (1) .
For k = k′ (which implies k ≥ 2), there are 2k − 2 such vectors ε. It follows that
E
 p∏
i=1
1
N
Tr
B(0)i
ki∏
`=1
(Y B
(`)
i )
k′i∏
`=1
(C
(k′i−`+1)
i Y
∗)


= 2.2−kE
 p∏
i=1
1
N
Tr
B(0)i
ki∏
`=1
(Y B
(`)
i )
k′i∏
`=1
(C
(k′i−`+1)
i Y
∗)


+ (2k − 2).2−k
p∏
i=1
1
N
TrB
(0)
i
ki∏
`=1
(
1
N
TrB
(`)
i C
(`)
i
)
1I{ki=k′i} + o (1) .
Since k ≥ 2, we obtain (5.5).
5.2 Proof of Theorem 1.7
We set
XN =
(
Xr×r Xr×(N−r)
X(N−r)×r X(N−r)×(N−r)
)
, YN =
XN√
N
=
(
Yr×r Yr×(N−r)
Y(N−r)×r Y(N−r)×(N−r)
)
,
and
MˆN = σY(N−r)×(N−r) + AˆN−r, RˆN (z) = (zIN−r − MˆN )−1.
We fix any a ∈ S. The matrix AN satisfies assumptions (A1’-A4) with,
A′N =
(
aIr 0
0 AˆN−r
)
, A′′N =
(
(θN − a)Ir 0
0 0
)
.
Thus, by Theorem 1.3, for δ < η small enough, almost surely for all large N , there are exactly
r eigenvalue λi, i = 1, . . . , r of MN in B(θ, δ). Note that almost surely limN→+∞(λi − θ) = 0. It
concludes the proof of the first statement of Theorem 1.7.
For the second statement, we start with a consequence of Proposition 3.1.
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Lemma 5.2. For any 0 < δ < η, there exists C > 0 such that almost surely for all large N ,
sup
z∈B(θ,δ)
∥∥∥RˆN (z)∥∥∥ ≤ C.
Proof. By (2.2), the smallest singular values of (zIN−r − AˆN−r) is uniformly lower bounded on
B(θ, δ) by η − δ > 0. It remains to apply Proposition 3.1 to MˆN and Γ = B(θ, δ).
By Lemma 5.2, a.s. for all large N and all z ∈ B(θ, δ), zIN − MˆN is invertible. Thus, since
MN − λIN =
(
σYr×r + (θN − λ)Ir σYr×(N−r)
σY(N−r)×r MˆN − λIN−r
)
,
and then, from Jacobi’s determinant formula,
det(MN − λIN ) = det(MˆN − λIN−r) det
(
σYr×r + (θN − λ)Ir + σ2Yr×N−rRˆN (λ)YN−r×r
)
.
Now, using the resolvent identity
RˆN (λ)− RˆN (θN ) = −(λ− θN )RˆN (θN )RˆN (λ),
one can replace RˆN (λ) by RˆN (θN )+
[
−(λ− θN )RˆN (θN )
(
RˆN (θN )− (λ− θN )RˆN (θN )RˆN (λ)
)]
and
get that, a.s. for all N large, λ ∈ B(θ, δ) is an eigenvalue of MN if and only if
det
(
VN −
√
N(λ− θN ) [Ir + CN (λ)]
)
= 0, (5.6)
where
VN = σXr×r +
σ2√
N
Xr×N−rRˆN (θN )XN−r×r,
and
CN (λ) = σ
2Yr×N−rRˆN (θN )2YN−r×r − (λ− θN )σ2Yr×N−rRˆN (θN )2RˆN (λ)YN−r×r. (5.7)
Lemma 5.3. If δN converges to 0 as N goes to infinity, a.s. , as N →∞,
sup
λ:|λ−θ|≤δN
‖CN (λ)‖ → 0.
Proof. The convergence towards zero of the first term in (5.7) readily follows from Proposition
4.1 and Lemma 5.2. For the second term in (5.7), from Lemma 5.2, Bai-Yin Theorem [5], there
exists C ′ > 0 such that we have a.s. for all large N , ‖Yr×N−rRˆN (θN )2RˆN (λ)YN−r×r‖ ≤ C ′. Since
δN → 0, the a.s. convergence toward zero of second term in (5.7) follows.
Lemma 5.4. Under the assumptions of Theorem 1.7, the random matrix 1√
N
Xr×N−rRˆN (θN )XN−r×r
converges in distribution towards G the complex r × r Ginibre matrix defined in (1.10).
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Proof of Lemma 5.4. Note that
1√
N
Xr×N−rRˆN (θN )XN−r×r =
(
1√
N
x(p)
>
RˆN (θN )y
(q)
)
1≤p,q≤r
where x(1), . . . , x(r) and y(1), . . . , y(r) are the columns of X>r×N−r and XN−r×r respectively. Now, by
Lemma 5.2, a.s. ‖RˆN (θ)‖ is uniformly bounded and arguing as in Lemma 2.4, 1N−rTrRˆN (θ)RˆN (θ)∗
converges towards
∫
λ−1dµθ(λ). Also, from the resolvent identity and Lemma 5.2,
‖RˆN (θN )− RˆN (θ)‖ ≤ ‖RˆN (θN )‖‖RˆN (θ)‖|θ − θN | → 0.
Thus, 1N−rTrRˆN (θN )RˆN (θN )
∗ and 1N−rTrRˆN (θN )RˆN (θN )
> are asymptotically close to
τN =
1
N − rTrRˆN (θ)RˆN (θ)
∗ and ζN =
1
N − rTrRˆN (θ)RˆN (θ)
>,
respectively. We will now use Proposition 5.1 to obtain a nice expression for τN and ζN . We set
R′N (z) = (AˆN−r − zIN−r)−1. We first observe that by Proposition 4.3, a.s. the series expansion
RˆN (θ) =
∑
`≥0
(−σ)`R′N (θ)
(
Y(N−r)×(N−r)R′N (θ)
)`
converges in norm uniformly in N ≥ N0. In order to prove that ζN converges, it is thus sufficient
to prove the a.s. convergence of normalized traces of the form, for fixed integers k, ` ≥ 0,
ζ
(k,`)
N =
1
N − rTr
{
R′N (θ)
(
Y(N−r)×(N−r)R′N (θ)
)` (
R′N (θ)
>Y >(N−r)×(N−r)
)k
R′N (θ)
>
}
to a complex number ζ(k,`). Applying Proposition 5.1, we find that ζ(k,`) = 1I(k = `)(EX211)kψk+1.
Hence
ζN =
∑
k≥0
σ2k(EX211)kψk+1 + o(1) =
ψ
1− σ2EX211ψ
+ o(1).
Similarly,
τN =
∑
k≥0
σ2kϕk+1 + o(1) =
ϕ
1− σ2ϕ + o(1).
The lemma is thus a consequence of Proposition 6.8, in Appendix.
We start by a classical application of Rouche´’s Theorem for random analytic functions. Recall
that we endow the set of analytic functions on a open connected set U with the distance defined
by (1.14). The next lemma is contained in Shirai [50, Proposition 2.3].
Lemma 5.5. Let U be a bounded connected open set and fN a tight sequence of random analytic
functions on U converging weakly to f for the finite dimensional convergence. Then, if f is a.s.
non-zero, the point process of zeros (with multiplicities) of fN in U converges weakly to the point
process of zeros of f in U : i.e. for any continuous φ : U → R with compact support K, denoting
respectively by x
(N)
i and xi the zeroes of fN and f in K,
∑
i φ(x
(N)
i ) converges weakly to
∑
i φ(xi).
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Proof. As already pointed, analytic functions on U endowed with distance (1.14) is a Polish space.
Hence, from Skorokhod’s representation theorem, it suffices to check the following deterministic
statement: if fN is a sequence of analytic functions converging to a non-zero analytic function f ,
then the point set of zeros of fN converges to the point set of zeros of f . Let J be such that
K ⊂ K˚J where (Kj)j≥1 is an exhaustion by compact sets of U . It is clear that f has a finite
number q of zeroes in KJ . Let  > 0 and δ > 0 be such that for any x and y in KJ , if |x− y| < δ
then |φ(x) − φ(y)| < /q. For any z ∈ K, choose 0 < δz < δ such that B(z, δz) ⊂ K˚J and such
that the minimum of |f(z)| on ∂B(z, δz) is strictly positive. From Rouche´’s Theorem, for all large
N , the number of zeros of fN and f in B˚(z, δz) are equal. Extracting a finite subcover of K
from ∪z∈KB˚(z, δz), it follows that for all large N ,
∣∣∣∑i φ(x(N)i )−∑i φ(xi)∣∣∣ ≤ . The conclusion
follows.
We may now conclude the proof of Theorem 1.7. We introduce
hN (z) = det
(
VN − z
[
Ir + CN
(
z√
N
+ θN
)])
,
h(z) = det(V − zIr),
where V is defined in (1.10).
Let t > 0. Using the continuity of the determinant, by Lemma 5.3 and Lemma 5.4, for any
(z1, . . . , zk) ∈ B(0, t), (hN (z1), . . . , hN (zk)) converges weakly to (h(z1), . . . , h(zk)). Moreover, by
Lemma 5.3 and Lemma 5.4, for any  > 0, there exists C > 0 such that P
(‖hN‖B(0,t) ≤ C) ≥ 1− .
By Montel’s theorem, the set of holomorphic functions f on B˚(0, t) such that supz∈B˚(0,t) |f(z)| ≤ C
is compact in the set of analytic functions on B˚(0, t). Therefore, hN is a tight sequence of random
analytic functions on B˚(0, t). It follows from Lemma 5.5 that the zeros of hN in B˚(0, t) converges
to the zeros of h in B˚(0, t), or equivalently, from (5.6), the eigenvalues of
√
N(MN − θN ) in B˚(0, t)
converges weakly to the eigenvalues of V in B˚(0, t). Since, as t → ∞, the probability that the r
eigenvalues of V are in B(0, t) goes to 1, the theorem follows.
5.3 Proof of Theorem 1.8
The argument leading to (5.6) shows that, a.s. for all N large, λ ∈ B(θ, δ) is an eigenvalue of MN
if and only if
det
(
VN√
N
−
[
λIr − Aˆr + (λ− θN )CN (λ)
])
= 0. (5.8)
We are going to rewrite conveniently the above equation. Let D = diag(ω1, · · · , ωr) with
ωk = exp(2ipik/r), and the unit vectors in Cr with coordinates vk = 1/
√
r and uk = ωk/
√
r. So
that, as in (1.12)-(1.13), for some unitary matrix U ,
JN − θNIr = U(D − vu∗)U∗
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Set QN = PNU , we get Aˆr = QN (θNIr +D− vu∗)Q−1N . It follows from (5.8) that we are interested
by the zeros in B(θ, δ) of
det
(
WN√
N
− (λ− θN )(Ir + C ′N (λ)) +D − vu∗
)
,
where
WN = Q
−1
N VNQN and C
′
N (λ) = Q
−1
N CN (λ)QN .
Setting
DN (z) = D +
WN√
N
− (z − θN )(Ir + C ′N (z)).
We will need a finer uniform bound for u∗C ′N (λ)v than the one given by Lemma 5.3.
Lemma 5.6. If δN ≤ N−ε for some ε > 0, then with probability tending to 1 as N →∞,
sup
λ:|λ−θN |≤δN
‖C ′N (λ)‖ ≤
logN√
N
.
Proof. We can assume without loss of generality that ε = 1/2` for some integer ` ≥ 1. The resolvent
formula iterated ` times gives
RˆN (λ) =
`−1∑
p=0
(θN − λ)pRˆN (θN )p+1 + (θN − λ)`RˆN (θN )`RˆN (λ).
In the second term of (5.7), we expand the term in RˆN (λ) as above. Setting uN = (Q
∗
N )
−1u and
vN = QNv, we find that u
∗C ′N (λ)v is a finite sum of terms of the form, with 0 ≤ q ≤ `,
S = (θN − λ)qu∗NYr×N−rRˆ(θN )q+2YN−r×rvN
and of a final term of the form
S′ = (θN − λ)`+1u∗NYr×N−rRˆN (θN )`+2RˆN (λ)YN−r×rvN .
We first bound |S′|. We use Lemma 5.2 and Bai-Yin Theorem [5]. We find that there exists
C ′ > 0 such that a.s. for all large N , ‖Yr×N−rRˆ(θN )`+2Rˆ(λ)YN−r×r‖ ≤ C ′. In particular, a.s.
|S′| = O(δ`+1N ) = o(1/
√
N).
It remains to upper bound |S|. It suffices to prove that with probability tending to 1 all entries of
the matrix ZN = Yr×N−rRˆ(θN )q+3YN−r×r are bounded by logN/
√
N . It follows from Proposition
6.8 in Appendix that, conditionally on ‖RˆN (θN )‖ ≤ C, the random variables
√
N(ZN )ij are a tight
sequence of random variables for each 1 ≤ i, j ≤ r. Using again Lemma 5.2 , the lemma follows.
We consider the sequence
δN =
logN
N1/2r
. (5.9)
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According to Lemma 5.6 and Lemma 5.4, the event ΩN that for all z in B(θN , δN ), ‖C ′N (z)‖ ≤
logN/
√
N and ‖WN‖ ≤ logN has probability tending to 1. If ΩN holds then
sup
z:|z−θN |≤δN
‖D −DN (z)‖ = o(1).
Since all singular values of D are equal to 1, on the event ΩN , for all z in B(θN , δN ), DN (z) is
invertible and ‖DN (z)‖ and ‖DN (z)−1‖ are bounded by 1 + o(1). On this event ΩN , using (2.4),
we deduce that λ ∈ B(θN , δN ) is an eigenvalue of MN if and only if
1− u∗DN (λ)−1v = 0. (5.10)
The next lemma is main deterministic ingredient of the proof of Theorem 1.8.
Lemma 5.7. If ΩN holds, then
u∗DN (z)−1v = 1 + (z − θN )r − u
∗D−1WND−1v√
N
+ o
(
1√
N
)
,
where the O(·) is uniform on B(θN , δN ).
Proof. As often, we use the formula, DN (z)
−1 = D−1 + D−1(D − DN (z))DN (z)−1. Iterating, we
find
DN (z)
−1 =
r∑
p=0
D−1
(
(D −DN (z))D−1
)p
+D−1
(
(D −DN (z))D−1
)r
(D−DN (z))DN (z)−1 (5.11)
First observe that, by definition, if ω = e2ipi/r, we have
u∗D−qv =
1
r
r−1∑
k=0
ω−k(q−1) =
{
1 if q = 1 mod(r)
0 otherwise.
Consequently, since
D −DN (z) = (z − θN )Ir + (z − θN )C ′N (z)−
WN√
N
= (z − θN )Ir +BN (z),
we have for all 2 ≤ p ≤ r − 1, p 6= r,
∣∣u∗D−1 ((D −DN (z))D−1)p v∣∣ = O(Cpδp−1N logN√
N
)
= o
(
1√
N
)
.
on the event ΩN . Indeed, since u
∗D−p−1v = 0, the non-zero contributions in the expansion of(
((z − θN )Ir +BN (z))D−1
)p
must have at least one BN (z) and ‖BN (z)‖ ≤ 2 logN/
√
N on ΩN .
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Similarly, since u∗D−r−1v = 1,∣∣u∗D−1 ((D −DN (z))D−1)r v − (z − θN )r∣∣ ≤ Crδr−1N logN√
N
= o
(
1√
N
)
.
Finally, on ΩN , ‖D−DN (z)‖ = O(δN ). Hence, the last term of (5.11) may bounded as follows
‖D−1 ((D −DN (z))D−1)r (D −DN (z))DN (z)−1‖ = O(δr+1N ) = o(1/√N).
In summary, on the event ΩN , from (5.11), we have
u∗DN (z)−1v = 1 + u∗D−1BN (z)D−1v + (z − θN )r + o(1/
√
N)
= 1− u
∗D−1WND−1v√
N
+ (z − θN )r + o(1/
√
N),
where we have used that, on ΩN , ‖BN (z) +WN/
√
N‖ = O(δN logN/
√
N).
We are now ready to conclude the proof of Theorem 1.8. Fix t > 0, if ΩN holds, then from
(5.10), the random function
fN (z) =
√
N
(
1− u∗DN (θN + z/N1/2r)−1v
)
is analytic on B(0, t) and its zeros are the eigenvalues of N1/2r(MN − θN ) in B(0, t). Moreover,
from Lemma 5.4 and Lemma 5.7, fN (z) converges in distribution to the random polynomial on
B(0, t),
f(z) = u∗D−1WD−1v − zr,
where W = Q−1V Q, Q = PU and V given by Theorem 1.7. It is straightforward to check that
u∗D−1 = v∗, D−1v = u, Uv = er and Uu = e1. We may thus rewrite
f(z) = e∗rP
−1V Pe1 − zr.
It remains to use Lemma 5.5 and conclude as in the proof of Theorem 1.7.
6 Unstable outliers
6.1 Tightness
The objective of this subsection is to prove the following proposition. It will be used to obtain the
tightness of the point process of eigenvalues.
Proposition 6.1. Let B ∈ MN (C) be a diagonal matrix, u, v ∈ CN and M > 0. Assume that
N‖B‖2 ≤ Mtr(BB∗), and ‖u‖∞, ‖v‖∞ ≤ M/
√
N . If assumptions (X1-X3) hold, there exists a
constant C > 0 depending on M such that for any integer 1 ≤ k ≤ N1/C , we have
E
∣∣∣∣∣√Nu∗
(
B
XN√
N
)k
v
∣∣∣∣∣
2
≤ Ck4
(
1
N
tr(BB∗)
)k
,
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Proof. We start with the first statement. We have
E
∣∣∣√Nu∗ (BXN )k v∣∣∣2 = N∑
i,j
u¯i0vikuj0 v¯jkE
k−1∏
`=0
Bi`i`Xi`i`+1B¯j`j`X¯j`j`+1 , (6.1)
where the sum is over all k-tuples, i = (i0, · · · , ik), j = (j0, · · · , jk). Only pairs (i, j) such that for
each `, (i`, i`+1) and (j`, j`+1) appear at least twice will matter. For such pair (i, j), we will consider
the oriented graph G(i, j) with vertex set i∪j and edge set {(i`, i`+1), 0 ≤ ` ≤ k−1}∪{(j`, j`+1), 0 ≤
` ≤ k − 1}.
We shall first treat the case where i ∩ j 6= ∅. Then, the graph G(i, j) is connected. It has at
most k edges and k + 1 vertices. For 1 ≤ t ≤ k + 1, let W (k, t) be the subset of the pairs (i, j)
where in addition the number of distinct elements in (i, j) is t.
If (i, j) ∈ W (k, t), there are at least t − 1 edges in G(i, j). Let L be the number of edges with
multiplicity 2, we have 2L+ 3(t− 1− L) ≤ 2k and thus 2(k − L) ≤ 6(k − t+ 1). By assumptions
(X1)-(X3) and Ho¨lder inequality, we find
E
k−1∏
`=0
|Xi`i`+1X¯j`j`+1 | ≤ (E|X11|2)LE|X11|2k−2L ≤ (ck)6c(k−t+1). (6.2)
We say that two pairs (i, j), (i′, j′) are isomorphic if there exists a bijection σ ∈ SN such that
σ(i`) = i
′
` and σ(j`) = j
′
`. Let W(k, t) be the set of equivalence classes of elements of W (k, t).
Each element w ∈ W(k, t) has N(N − 1) · · · (N − t+ 1) pairs (i, j) in its equivalence class. For any
w ∈ W(k, t), since |Bii| ≤ ‖B‖, we get the bound
∑
(i,j)∈w
k−1∏
`=0
|Bi`i`B¯j`j` | ≤
∑
(i1··· ,it):distinct
t−1∏
`=1
|Bi`i` |2‖B‖2(k−t+1)
≤ Ntr(BB∗)t−1‖B‖2(k−t+1)
≤ Ntr(BB∗)k(M/N)k−t+1, (6.3)
where at the last line we have used the assumption ‖B‖ ≤ √(M/N)tr(BB∗). So finally, in (6.1),
we get the upper bound for some constant C > 0,
I = E
∣∣∣∣∣∣N
∑
i∩j6=∅
u¯i0vikuj0 v¯jk
k−1∏
`=0
Bi`i`Xi`i`+1B¯j`j`X¯j`j`+1
∣∣∣∣∣∣
≤ M2tr(BB∗)k
k+1∑
t=1
|W(k, t)|
(
CkC
N
)k−t+1
.
Using Lemma 6.2 below, we get for some new constant C > 0,
I ≤ Ck4tr(BB∗)k
k+1∑
t=1
(
CkC
N
)k−t+1
= Ck4tr(BB∗)k
k∑
`=0
(
CkC
N
)2`
.
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If CkC/N ≤ 1/2, we find that
I ≤ 2Ck4tr(BB∗)k.
To complete the proof of Proposition 6.1, we also need to take care in (6.1) of the pairs (i, j)
such that i∩ j = ∅. The proof is similar. We denote by W ′(k, t) the set of i = (i0, · · · , ik) such that
each oriented edge of the graph G(i) formed by i is visited at least twice and the vertex set of G(i)
has cardinal t. Observe that t ≤ k/2: indeed if t = k/2 + 1 then G(i) is a tree, however to visit
twice an oriented edge, there must be a cycle in G(i). It follows that in (6.1) only pairs i ∩ j = ∅
such that i and j are in W ′(k, s) and W ′(k, t) for some 1 ≤ s, t ≤ k/2 will contribute.
Let i ∈ W ′(k, t), since G(i) is not a tree, there are at least t edges in G(i). If L denotes the
number of edges with multiplicity 2 we find that 2L+ 3(t−L) ≤ k or k− 2L ≤ 3(k− 2t). Arguing
as in (6.2), we find that
E
k−1∏
`=0
|Xi`i`+1 | ≤ (E|X11|2)LE|X11|k−2L ≤ (ck)3c(k−2t).
Let W ′(k, t) denote the set of equivalence classes of elements in W ′(k, t). Arguing as in (6.3),
for any w ∈ W ′(k, t), we get
∑
i∈w
k−1∏
`=0
|Bi`i` | ≤
∑
(i1··· ,it):distinct
t∏
`=1
|Bi`i` |2‖B‖k−2t
≤ tr(BB∗)t‖B‖k−2t
≤ tr(BB∗)k/2(M/N)k/2−t, (6.4)
where at the first line we have used the fact that each vertex in G(i) is adjacent to at least two
edges.
Putting the above estimates together,
I ′ = E
∣∣∣∣∣∣N
∑
i∩j=∅
u¯i0vikuj0 v¯jk
k−1∏
`=0
Bi`i`Xi`i`+1B¯j`j`X¯j`j`+1
∣∣∣∣∣∣
≤ M
2
N
tr(BB∗)k
 k/2∑
t=1
|W ′(k, t)|
(
CkC
N
)k/2−t2 .
Using Lemma 6.2 and arguing as above, we find for CkC+2/N ≤ 1/2,
I ′ ≤ 4M
2
N
k18tr(BB∗)k.
Adjusting the value of C, we get the first statement of the proposition.
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Lemma 6.2. For any 1 ≤ t ≤ k + 1,
|W(k, t)| ≤ k4(3k)10(k−t+1),
and for any 1 ≤ t ≤ k/2,
|W ′(k, t)| ≤ k5(k−2t)+9.
Proof. We follow the strategy developed by Fu¨redi and Komlo´s [30], especially the exposition of
Vu [58]. We start with the upper bound on |W(k, t)|. Let x = (x0, · · · , x2k+1) = (i, j) ∈ W (k, t).
We consider the canonical element x = (i, j) ∈ W (k, t) defined by x0 = 1 and for all ` ≥ 0,
x`+1 ≤ max1≤s≤`(xs) + 1. In order to upper bound W(k, t) we need to find an injective way to
encode the canonical vectors x = (i, j).
We mark the oriented edge (i`, i`+1) (or (j`, j`+1)) as + if it is the first time that i`+1 (or j`+1)
is visited. We mark it as − if it is the second time that the oriented edge (i`, i`+1) (or (j`, j`+1)) is
visited. Otherwise, we say that it is neutral and mark it as v = i`+1. The edge (j0, j1) gets also an
extra mark in {+, j0} depending on whether j0 has been previously seen: (j0, j1) can be marked as
++, +j1, j0+, j0− or j0j1 (the edge (j0, j1) is neutral if its mark is not ++). We call this encoding
the preliminary codeword.
Now, given the preliminary codeword, it is not always possible to reconstruct the vector x =
(i, j). It is due to some edges marked as −. Imagine that we have reconstructed (x0, · · · , x`). Set
x` = u, if (x`, x`+1) is marked − and there are more than one index 1 ≤ q ≤ `− 1 such that xq = u
and (xq, xq+1) is marked as + or neutral then there are more than one possibility for the value of
x`+1.
To overcome this issue, we need to add extra information to the preliminary codeword. We
now build a redundant codeword obtained from the preliminary encoding as follows. If (x`, x`+1) is
marked − and is as above, we say that it is critical edge and it gets the extra mark x`+1. From,
the redundant codeword we can now reconstruct the canonical vector x unambiguously.
As its name suggests, the redundant codeword can be compressed. The crucial observation
is that the configuration · · · + − · · · is not possible: if the vertex i` is new then the oriented
edge (i`, i`+1) cannot be seen for the second time (the orientation of the edges is the fundamental
difference with [30, 58]). Hence each − is between two neutral edges in the preliminary codeword
and between two neutral edges the preliminary codeword has the form − · · ·−+ · · ·+ (the sequence
of − or + can be empty). Let us call the first + edge between two neutral edges (if it exists), an
important edge. If N is the number of neutral edges and I the number of important edges, we have
I ≤ N − 1.
The final codeword is the position of the neutral edges, the critical edges and the important
edges together with the marks of the neutral and critical edges. From what precedes, the final
codeword contains enough information to reconstruct the canonical vector.
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On the other hand, to obtain a critical edge, we need to come back to a vertex which has already
been visited. Hence, to any critical edge we can associate in an injective way a previous neutral
edge. If C is the number of critical edges, it follows that
C ≤ N.
In (i, j) ∈ W (k, t), observe that each vertex distinct from 1 will appear with an oriented edge
marked as + and another marked as − (including j0). It follows that there are t− 1 edges with a
mark + and t − 1 with a mark −. In particular, since there are 2k + 1 marks in the preliminary
codeword (the edge (j0, j1) wears two marks),
N = 2k + 1− 2(t− 1) = 2(k − t+ 1) + 1.
The final observation is that the number of distinct vertices is at most t+1. We may now prove
the first statement of the lemma. The cardinal of W(k, t) is upper bounded by the number of ways
to place the N neutral edge, N critical edges and N −1 important edges over the (2k+ 1) available
slots and put the labels in {1, · · · , t+ 1} for the neutral and critical edges:
|W(k, t)| ≤ (2k + 1)3N−1(t+ 1)2N ≤ k4(3k)10(k−t+1).
We now turn to the bound on |W ′(k, t)|. The proof is identical. First, a vector i ∈ W ′(k, t) is
canonical if i0 = 1 and i`+1 ≤ max1≤s≤`(is) + 1. We consider the above preliminary, redundant
and final codewords. Let N, I, C be the number of neutral, critical and important edges in the
preliminary codeword. The bounds C ≤ N and I ≤ N − 1 prevail and now N = k − 2(t − 1) =
k − 2t+ 2. It gives
|W ′(k, t)| ≤ k3N−1t2N ≤ k5(k−2t)+9.
It concludes the proof.
6.2 Central limit theorems for bilinear forms of random matrices
Proposition 6.3. Let M > 0 and B ∈MN (C) be a diagonal matrix such that ‖B‖ ≤M . We set
1
N
tr(BB∗) = ρ0 and
1
N
tr(B2) = ρ1.
Let u, v in CN be vectors such that ‖u‖∞, ‖v‖∞ ≤ M/
√
N . For j ≥ 1, we consider indepen-
dent complex Gaussian Gj
d∼ NC(0,Σj) variables, where, if ρ(j)0 = u∗BB∗uv∗vρj−10 and ρ(j)1 =
u∗BBT u¯vT vρj−11 (EX211)j,
Σj =
(
E<(Gj)2 E<(Gj)=(Gj)
E<(Gj)=(Gj) E=(Gj)2
)
=
1
2
(
ρ
(j)
0 + <(ρ(j)1 ) =(ρ(j)1 )
=(ρ(j)1 ) ρ(j)0 −<(ρ(j)1 )
)
.
We set
Zj =
√
Nu∗
(
B
XN√
N
)j
v.
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Then for any integer m ≥ 1, the Le´vy-Prohorov distance between the laws of (Z1, · · · , Zm) and
(G1, · · · , Gm) is at most ε(N) where limN→∞ ε(N) = 0 and the function ε(·) depends only on M
and m.
Proof. It is immediate to check that Σj is non-negative definite. The proof of Propoposition 6.3
follows the lines of the proof of Proposition 4.1 in [53]. We use the method of moments: it is
sufficient to prove that for any integers ri, 1 ≤ j ≤ m and any reals sj , tj , 1 ≤ i ≤ m,
E
m∏
j=1
(sjZj + tjZ¯j)
rj =
m∏
j=1
E(sjGj + tjG¯j)rj + o(1), (6.5)
where o(1) depends only on rj , sj , tj ,M . Using Wick’s formula, it is not hard to check that if r is
even
E(sGj + tG¯j)r =
r!
2r/2(r/2)!
(2stρ
(j)
0 + s
2ρ
(j)
1 + t
2ρ¯
(j)
1 )
r/2
and it is 0 if r is odd. We set α = 12
∑m
j=1 rj(j + 1), Ui =
√
Nui, Vi =
√
Nvi, Bii = bi. Also, if
ε ∈ {1, ·¯}, we set sj(ε) = sj1I(ε = 1) + tj1I(ε = ·¯). Expanding the bilinear form, we find
E
m∏
j=1
(sjZj + tjZ¯j)
rj (6.6)
= N−α
∑
∗
E
m∏
j=1
rj∏
`=1
sj(εj,`)U¯
εj,`
kj,`,0
V
εj,`
kj,`,j
j−1∏
i=0
b
εj,`
kj,`,i
X
εj,`
kj,`,ikj,`,i+1
,
where εj,` and kj,`,i range over all tuples of indices with εj,` ∈ {1, ·¯} and {1, · · · , N} respectively. A
term is non-zero only if each pair (kj,`,i, kj,`,i+1) appears at least twice. Recall that by assumption,
each term in the summand is O(1) (depending on rj , sj , tj ,M). It follows that up to o(1) terms,
it is sufficient to restrict to indices such that the paths pij,` = (kj,`,0, · · · , kj,`,j) are simple paths
which occur with multiplicity exactly two and are otherwise disjoint (for a more detailed argument
see [53, Proposition 4.1]).
In particular, each such path is matched with another path of the same length. It follows that if
rj is odd for some 1 ≤ j ≤ m we have E
∏m
j=1(sjZj + tjZ¯j)
rj = o(1). Otherwise, a pair of matched
paths (pij,`, pij,`′) can be of three types :
(0) εj,` = 1, εj,`′ = ·¯ or εj,` = ·¯, εj,`′ = 1,
(1) εj,` = εj,`′ = 1,
(2) εj,` = εj,`′ = ·¯.
If ω = EX211, the term E
∏j−1
i=0 Xkj,`,ikj,`,i+1
∏j−1
i=0 Xkj,`′,ikj,`′,i+1 will be equal to 1, ω
j or ω¯j if the pair
(pij,`, pij,`′) is of type 0, 1 or 2 respectively.
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For each j, we order the rj/2 matched pairs (pij,`, pij,`′) in lexicographic order. For 1 ≤ a ≤ rj/2,
we set ωj,a = 1, ω
j , ω¯j , depending on whether the a-th pair is of type 0, 1, 2. Similarly, we also set
sj,a = sjtj , s
2
j , t
2
j and, for x ∈ C, x(j, a) = |x|2, x2, x¯2 depending on the type of the a-th pair. We
arrive at
E
m∏
j=1
(sjZj + tjZ¯j)
rj
= N−α
∑
∗∗
m∏
j=1
rj/2∏
a=1
sj,aωj,aU¯kj,a,0(j, a)Vkj,a,j (j, a)
j−1∏
i=0
bkj,a,i(j, a) + o(1),
where the sum is over all simple paths (kj,a,0, . . . , kj,a,j) pairwise disjoint, all collections of matchings
of {(j, `) : 1 ≤ ` ≤ rj}, and (εj,`) ranges over all tuples of indices with εj,` ∈ {1, ·¯}. Again, each
term of summand is O(1), hence, arguing as above, the difference of the above sum with the sum
over all paths (kj,a,0, . . . , kj,a,j) is o(N
α). Hence
E
m∏
j=1
(sjZj + tjZ¯j)
rj
=
m∏
j=1
N− (j+1)rj2 ∑
∗∗∗
rj/2∏
a=1
sj,aωj,aU¯kj,a,0(j, a)Vkj,a,j (j, a)
j−1∏
i=0
bkj,a,i(j, a)
+ o(1)
=
m∏
j=1
Pj + o(1),
where, for each j, the sum is over paths (kj,a,0, . . . , kj,a,j), matchings of {(j, `) : 1 ≤ ` ≤ rj}, and
(εj,`) ranges over all tuples of indices with εj,` ∈ {1, ·¯}. There are (rj)!/(2rj/2(rj/2)!) matchings of
the elements of the set {(j, `) : 1 ≤ ` ≤ rj}. Observe that the summand in Pj does not depend on
the choice of the matching, only on the number of matched paths of type 0, 1 and 2. It follows that
Pj =
rj !
2rj/2(rj/2)!
∑
p0+p1+p2=rj/2
(
rj
(p0, p1, p2)
)
2p0(sjtj)
p0(ωjs2j )
p1(ω¯jt2j )
p2
×
 1
N2
N∑
i,j=1
|Ui|2|bi|2|Vj |2
p0  1
N2
N∑
i,j=1
U¯2i b
2
iV
2
j
p1  1
N2
N∑
i,j=1
U2i b¯
2
i V¯
2
j
p2
× ρp0(j−1)0 ρp1(j−1)1 ρ¯p2(j−1)1
=
rj !
2rj/2(rj/2)!
(
2sjtjρ
(j)
0 + s
2
jρ
(j)
1 + t
2
j ρ¯
(j)
1
)rj/2
.
We obtain the claim (6.5).
There is naturally a functional version of Proposition of 6.3.
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Proposition 6.4. Let M,m > 0 be integers and B1 · · · , Bm ∈ MN (C) be diagonal matrices such
that ‖Bi‖ ≤M . For 1 ≤ i, i′ ≤ m, we set
1
N
tr(BiB
∗
i′) = ρ0ii′ and
1
N
tr(BiBi′) = ρ1ii′ .
Let u, v in CN be vectors such that ‖u‖∞, ‖v‖∞ ≤M/
√
N . For i, j ≥ 1, we consider complex cen-
tered Gaussian variables Gij where, Gij and Gi′j′ are independent for j 6= j′ and whose covariance
for j = j′ is given by
EGijG¯i′j = u∗BiB∗i′uv
∗B∗i′Bivρ
j−1
0ii′ ,
EGijGi′j = u∗BiBTi′ u¯v
TBTi′Bivρ
j−1
1ii′ (EX
2
11)
j .
We set
Zij =
√
Nu∗
(
Bi
XN√
N
)j
Biv.
Then for any integer m ≥ 1, the Le´vy-Prohorov distance between the laws of (Zij)1≤i,j≤m and
(Gij)1≤i,j≤m is at most ε(N) where limN→∞ ε(N) = 0 and the function ε(·) depends only on M
and m.
Proof. We set with ρ
(j)
0ii′ = u
∗BiB∗i′uρ
j−1
0ii′ and ρ
(j)
1ii′ = u
∗BiBi′ u¯vT vρ
j−1
1ii′ (EX
2
11)
j . We need to extend
the proof of Proposition 6.3. We use again the method of moments. From Crame´r-Wold Theorem,
it is sufficient to prove that for any sij , tij real numbers and rj integers,
E
m∏
j=1
(
m∑
i=1
sijZij + tijZ¯ij
)rj
=
m∏
j=1
E
(
m∑
i=1
sijGij + tijG¯ij
)rj
+ o(1).
Using Wick’s formula, we get if r is even,
E
(
m∑
i=1
sijGij + tijG¯ij
)r
=
r!
2r/2(r/2)!
E( m∑
i=1
sijGij + tijG¯ij
)2r/2
=
r!
2r/2(r/2)!
 ∑
1≤i,i′≤m
sijti′jρ
(j)
0ii′ + si′jtijρ
(j)
0i′i + sijsi′jρ
(j)
1ii′ + tijti′j ρ¯
(j)
1ii′
r/2 ,
and the above expression is 0 if r is odd. We may now repeat the proof of Proposition 6.3: we
set α = 12
∑m
j=1 rj(j + 1), Ui =
√
Nui, Vi =
√
Nvi, Bii = bi. Also, if ε ∈ {1, ·¯} × {1, · · · ,m}, we
set sj(ε) =
∑m
i=1 sij1I(ε = (1, i)) + tij1I(ε = (¯·, i)). Expanding the bilinear form, we find that (6.6)
holds still true where εj,` and kj,`,i range over all tuples of indices with εj,` ∈ {1, ·¯} × {1, · · · ,m}
and {1, · · · , N} respectively.
As in the proof of Proposition 6.3, the expression (6.6) reduces up to o(1) as a sum over
matched pairs of paths (pij,`, pij,`′). The difference is that now a matched pair can be of type (0ii
′),
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(1ii′) or (2ii′) for any 1 ≤ i, i′ ≤ m, depending on the respective values of (εj,`, εj,`′). A pair
will be of type (0ii′) if (εj,`, εj,`′) = ((1, i), (¯·, i′)) or = ((¯·, i), (1, i)) when i = i′, of type (1ii′) if
(εj,`, εj,`′) = ((1, i), (1, i
′)), or of type (2ii′) if (εj,`, εj,`′) = ((¯·, i), (¯·, i′)).
The rest of the proof is identical up to obvious changes due to the modification of the types.
6.3 Proof of Theorem 1.9
We will assume without loss of generality that
σ = 1.
From the key identity (2.4), the eigenvalues of MN in Γ are given by the zeros of
det(λIN − YN −AN ) = det
(
λIN − (A′N + YN )
)
(1− u∗NRN (λ)vN ). (6.7)
From Theorem 1.4, we find that a.s. for all N large enough, the eigenvalues of MN in Γ are the
zeros in Γ of
hN (z) =
√
N(1− u∗NRN (z)vN ).
From (4.15) and Lemma 4.6, a.s. for all N large enough, hN is analytic in Γ and can be rewritten
as
hN (z)√
N
= 1− u∗NR′N (z)vN −
∑
k≥1
u∗N
(
R′N (z)YN
)k
R′N (z)vN . (6.8)
We apply (6.7) to YN = 0, we find
hN (z) =
√
N
det(AN − zIN )
det(A′N − zIN )
−
∑
k≥1
√
Nu∗N
(
R′N (z)YN
)k
R′N (z)vN
=
∑
k≥1
ak(z) + εN (z).
where, from assumption (1.15), εN (z) is a vanishing bounded analytic function, and for ease of
notation, we have set
ak(z) = −
√
Nu∗N
(
R′N (z)YN
)k
R′N (z)vN
(it depends implicitly on N). At this stage, it is clear that we need to study the asymptotic
normality of the above series.
First, recall that assumption (A4) and (2.3) imply that there exists C > 0 such that for all N
large enough, and all z ∈ Γ,
‖R′N (z)‖ ≤ C. (6.9)
In the sequel, we will always assume that N is large enough, so that the above inequality holds.
We start with a tightness criterion essentially due to Shirai [50] of sequence of random analytic
functions.
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Lemma 6.5. Let D ⊂ C be an open connected set in the complex plane. Let K ⊂ D be a compact
set and U ⊂ K be an open set. Let (fN ) be a sequence of random analytic functions on D. If
there exists p > 0 and C > 0 such that for all large N , supz∈K E|fN (z)|p < C then (fN ) is a tight
sequence of random analytic functions on U .
Proof. Let K ′ ⊂ U be a compact set. There exists δ > 0 such that the closure of the δ-neighborhood
of K ′ is included in U . According to Lemma 2.6 [50], denoting by m the Lebesgue measure on C,
we have
E‖fN‖K′ ≤ C(piδ2)−1m(K).
Then, the result follows by Markov inequality and Proposition 2.5 [50].
Lemma 6.6. The sequence (hN ) defined on Γ˚ is a tight sequence of random analytic functions.
Proof. From Lemma 6.5, it is sufficient to check that for some event ΩN of probability tending to
1 and C > 0,
sup
z∈Γ
E[|hN (z)|1IΩN ] ≤ C. (6.10)
We define ΩN as being the event that for all z ∈ Γ and k ≥ 1, ‖ (R′N (z)YN )k ‖ ≤ C0(1− δ)k. From
Proposition 4.3, for some C0 > 0 and 0 < δ < 1, this event has probability tending to 1.
We get on ΩN that, for some C > 0,
|ak(z)| ≤
√
NC(1− δ)k. (6.11)
For some ε > 0 to be chosen later on, we set
kN = bN εc.
Summing over all k ≥ kN , we find that∑
k>kN
|ak(z)| ≤ C ′
√
N(1− δ)kN = o(1)
Hence, in order to prove (6.10), we may restrict our attention to
h˜N (z) =
kN∑
k=1
ak(z).
By Proposition 1.2 and Lemma 2.4, there exists δ > 0 such that for all for z ∈ Γ,
ϕ(z) =
∫
λ−1dνz(λ) < 1− 2δ.
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Using Assumption (A2) and (6.9), the proof of Lemma 2.4 proves that ϕN (z, z) =
∫
λ−1dνN,z,
where νN,z is the empirical distribution of the eigenvalues of (A
′
N − z)(A′N − z)∗ converges to ϕ(z)
uniformly on Γ. It follows that for all N ≥ N0 large enough, for all z ∈ Γ,
ϕN (z) < 1− δ. (6.12)
Then, the claims E[|h˜N (z)|] ≤ C follows directly from Proposition 6.1 provided that ε is chosen
equal to the constant 1/C in this last proposition and (6.12).
We now introduce the random Γ→ C function
gN (z) =
∑
k≥1
γk(z),
where for each k 6= `, z, w ∈ Γ, γk(z) and γ`(w) are independent complex Gaussian variables and
for k = `,
Eγk(z)γ¯k(w) = u∗NR′N (z)(R′N (w))∗uNv∗N (R′N (w))∗R′N (z)vNϕN (z, w)k−1
Eγk(z)γk(w) = u∗NR′N (z)R′N (w)u¯NvTN (R′N (w))TR′N (z)vNψN (z, w)k−1(EX211)k.
Observe that gN is the Gaussian function defined in Theorem 1.9. The next lemma implies in
particular that gN is properly defined (for N large enough).
Lemma 6.7. There exists N0 ≥ 1 such that the random functions (gN )N≥N0 are a tight sequence
of random analytic functions. Moreover any weak accumulation point of (gN ) is a.s. non-zero.
Proof. We first prove that γk(z) is indeed a random analytic function. We use an idea borrowed
from Najim and Yao [40]. For each n ≥ 1, let us consider the diagonal matrix A′N,n of size Nn
whose diagonal entry (kN + i), 0 ≤ k ≤ n−1, 1 ≤ i ≤ N , is equal to the i-th diagonal entry of A′N .
The vectors uN,n and vN,n in CnN are built similarly from uN and vN : their (kN + i)-th entry is
equal to 1/
√
n times the i-th entry of uN or vN . We set R
′
N,n(z) = (A
′
N,n − z)−1 and consider the
random analytic function
XN,n(z) =
√
Nnu∗N,n(R
′
N,n(z)YNn)
kR′N,n(z)vN,n.
By Proposition 6.4, for N fixed, as n→∞, XN,n converges weakly to γk for the finite dimensional
convergence. Also, from Proposition 6.1 and (6.9)-(6.12), for some new constant C, if k ≤ (Nn)1/C ,
E|XN,n(z)| ≤ C ′k2(1− δ)k/2 ≤
∑
l≥0
C ′l2(1− δ)l/2 = C”. (6.13)
We define ΩN,n as being the event that for all z ∈ Γ and k ≥ 1, ‖
(
R′N,n(z)YNn
)k ‖ ≤ C0(1 − δ)k.
From Proposition 4.3, for some C0 > 0 and 0 < δ < 1, this event has probability tending to 1.
Moreover from (6.11), on ΩN,n, for any k > (Nn)
1/C ,
|XN,n(z)| ≤
√
NnC(1− δ)(Nn)1/C ≤ C ′′′.
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Therefore, Lemma 6.5 implies that (XN,n)n≥1 is a tight sequence of random analytic functions. It
follows that γk is indeed a random analytic function.
We now check gN is a random analytic function. It is sufficient to check that E|γk(z)|2 ≤
C(1 − δ)k−1 for some C, δ > 0 (see e.g. Shirai [50] Proposition 2.1). This follows from (6.9) and
6.12. We thus have proved that gN is a random analytic function for N ≥ N0. Moreover, from
what precedes for some constant C, for all N ≥ N0 and z ∈ Γ, E|gN (z)|2 ≤ C. Using again Lemma
6.5, we find that (gN )N≥N0 is a tight sequence of random analytic functions. The fact that the
accumulation points are non-zeros follows (1) an immediate uniform lower bound on E|γk(z)|2 and
(2) any accumulation point will be a random analytic function with Gaussian finite dimensional
marginals.
We are now in position to conclude the proof of Theorem 1.9. First, for any k ≥ 1 and
z1, . . . , zk ∈ Γ, from Proposition 6.4, the random vectors (aj(zi))1≤i,j≤k and (γj(zi))1≤i,j≤k have
a Le´vy-Prohorov distance going to 0. Secondly, we have seen in the proofs of Lemmas 6.6 and
6.7 that
∑
`≥k al(z) and
∑
`≥k γl(z) converge uniformly in N and z in probability to 0 as k → ∞.
It implies that (hN (zi))1≤i≤k and (gN (zi))1≤i≤k have a Le´vy-Prohorov distance going to 0. Using
Lemma 5.5 along any converging subsequence of gN , we deduce the statement of Theorem 1.9.
Remark 6.1 (Extension to r arbitrary). We have assumed for simplicity that r = 1. If r ≥ 2,
from (2.4), we have to deal with r× r determinants for the analog of hN and the assumption (1.15)
needs to be adapted accordingly. The argument of tightness would remain unchanged. However,
for the asymptotic normality, a multi-variate generalization of Proposition 6.4 for a collection of
vectors u
(i)
N , v
(i)
N , 1 ≤ i ≤ r, would be necessary.
6.4 Proof of Corollary 1.10
Observe that νz is the law of |L − z|2 where L follows the uniform distribution on the unit circle.
Hence, by proposition 1.2, we have
supp(β) =
{
z ∈ C : 1
2pi
∫ 2pi
0
dx
|eix − z|2 ≥ σ
−2
}
.
Let us evaluate the expression
ϕ(z, w) =
1
2pi
∫ 2pi
0
dx
(eix − z)(e−ix − w¯)
We rewrite it as
ϕ(z, w) =
1
2ipi
∫ 2pi
0
ieixdx
(eix − z)(1− w¯eix) =
1
2ipi
∮
du
(u− z)(1− w¯u) ,
where the contour is the unit circle oriented counter-clockwise. The integrand as a pole at z with
residue 1/(1− w¯z) and another at 1/w¯ with residue 1/(w¯z − 1). It is then immediate to estimate
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the above integral with Cauchy’s residue formula. We find if z = w,
ϕ(z, z) =
1
||z|2 − 1| ,
and if |z|, |w| < 1,
ϕ(z, w) =
1
1− w¯z .
We now turn to the computation of EgN (z)g¯N (w) and EgN (z)gN (w). We set ρ = e2ipi/N . We
apply Theorem 1.9 with for 1 ≤ k ≤ N , (uN )k = −1/
√
N , (vN )k = ρ
k/
√
N and R′N (z)kk =
(z − ρk)−1. In the evaluation of EgN (z)g¯N (w) and EgN (z)gN (w), we recognize Riemann sums: we
have that
u∗NR
′
N (z)R
′
N (w)
∗uN = v∗NR
′
N (w)
∗R′N (z)vN = ϕN (z, w) =
1
N
N∑
k=1
1
(w¯ − ρ−k)(z − ρk) → ϕ(z, w).
Similarly,
u∗NR
′
N (z)R
′
N (w)u¯N = ψN (z, w) =
1
N
N∑
k=1
1
(w − ρk)(z − ρk) → ψ(z, w),
with,
ψ(z, w) =
1
2pi
∫ 2pi
0
dx
(eix − z)(eix − w) =
1
2ipi
∮
du
u(u− z)(u− w) ,
where the contour is the unit circle oriented counter-clockwise. Another straightforward residue
computation gives that if |z|, |w| < 1 then ψ(z, w) = 0. It concludes the proof of Corollary 1.10.
6.5 How to obtain an unstable outlier ?
Theorems 1.3 and 1.9 reveal the importance of the ratio
εN (z) =
det(AN − zIN )
det(A′N − zIN )
to determine the nature of an outlier: stable or unstable. In the simplest case r = 1, A′′N = vNu
∗
N ,
A′N diagonal, the nature of an outlier can be guessed.
First, as already noted, from (6.7) applied YN = 0 and A
′
N diagonal gives
εN (z) = 1− u∗NR′N (z)vN = 1−
1
N
N∑
k=1
wN,k
z − λN,k ,
where R′N (z) = (zIN − A′N )−1, (λN,k)1≤k≤N are the eigenvalues of A′N and wN,k = N(u¯N )k(vN )k.
Assume further that
ρN =
1
N
N∑
k=1
δ(λN,k,wN,k)
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converges weakly to a probability measure dρ(λ,w) on C2 such that its first marginal is α, a
probability measure with compact support. Under assumption (A4’) and ‖uN‖∞, ‖vN‖∞ of order
O(1/
√
N), we get that for all z /∈ S = supp(α),
εN (z)→ ε(z) = 1−
∫
ω(λ)
z − λdα(λ),
where ω(λ) is the conditional expectation under ρ of the second variable given the first is equal to
λ. To obtain an unstable outlier, it is necessary that ε(z) vanishes on a domain Γ in supp(β)c. A
more precise convergence estimate on ρN is also necessary to guarantee also that |εN (z)− ε(z)| =
o(1/
√
N).
The function ε(z) is analytic outside S = supp(α) and it can be computed in concrete examples
such as the one of Corollary 1.10, where α is the uniform distribution on the unit disc and ω(λ) =
−λ. More generally, assume that α is radial with support {z ∈ C : |z| ∈ [a, b]} with a > 0. We
write dα(reiθ) = 12pi rF (dr) and consider a measurable function f on R such that
∫
f(r)rF (dr) = 1
(e.g. f = 1). Interestingly, if ω(λ) = −λf(|λ|) then ε(z) = 0 for all z with |z| < a. Indeed, in this
case, if |z| < a, we have∫
ω(λ)
z − λdα(λ) =
∫ b
a
(
1
2pi
∫ 2pi
0
reiθdθ
reiθ − z
)
f(r)rF (dr)
=
∫ b
a
(
1
2ipi
∮
Cr
du
u− z
)
f(r)rF (dr)
=
∫ b
a
f(r)rF (dr),
where at the second line, Cr is the disc of radius r oriented counter-clockwise.
6.6 Proof of Theorem 1.11
The proof is a variant of the proof of Theorem 1.9. We may assume σ = 1. Arguing as above (6.8),
we need to consider the zeros in Γ of the random analytic function
fN (z) = 1−
√
Nu∗NRN (z)vN
= 1−
√
Nu∗NR
′
N (z)vN −
√
N
∑
k≥1
u∗N
(
R′N (z)YN
)k
R′N (z)vN . (6.14)
We have seen in Theorem 1.9 that hN (z) =
√
N
∑
k≥1 u
∗
N (R
′
N (z)YN )
k R′N (z)vN defines a tight
sequence of random analytic functions in Γ such that for any z1, · · · , zk in Γ, (hN (zi))1≤i≤k and
(gN (zi))1≤i≤k have a Le´vy distance going to 0. Moreover, by assumption, 1−
√
Nu∗NR
′
N (z)vN is a
sequence of bounded analytic functions on Γ. It follows that for any z1, · · · , zk in Γ, (fN (zi))1≤i≤k
and (1−√Nu∗NR′N (zi)vN + gN (zi))1≤i≤k have a Le´vy distance going to 0. Using Lemma 5.5 along
any converging subsequence of gN , we deduce the statement of Theorem 1.11.
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6.7 Proof of Corollary 1.12
If A′N = 0, we simply have R
′
N (z) = z
−1IN . The expression (6.14) simplifies to
fN (z) = 1− z−1θNu>NvN −
θN√
N
∑
k≥1
z−k−1
(√
Nu>NY
k
NvN
)
.
Since θN 6= 0, we are thus interested by the zeros outside B(0, 1 + ε) of
z
√
N
θN
(
z − θNu>NvN
)
−
∑
k≥0
z−k
(√
NuTNY
k+1
N vN
)
.
The corollary follows easily.
Appendix: central limit theorem for bilinear forms with random
vectors
In this appendix, we establish the following central limit theorem.
Proposition 6.8. Let x and y be independent centered complex random variables such that E(|x|2) =
E(|y|2) = 1 and E(|x|4) < +∞, E(|y|4) < +∞. Let {x(p)i ; y(q)j ; 1 ≤ i, j ≤ N, 1 ≤ p, q ≤ r} be inde-
pendent random variables such that the x
(p)
i ’s are copies of x and the y
(q)
j ’s are copies of y. Set for
any 1 ≤ p ≤ r, x(p) = (x(p)i )1≤i≤r ∈ Cr and y(p) = (y(p)i )1≤i≤r ∈ Cr Let BN ∈MN (C) be a sequence
of deterministic matrices such that
(i) There exists C > 0 such that supN ‖BN‖ ≤ C.
(ii) The following limit exists
τ = lim
N→+∞
1
N
TrBNB
∗
N .
(iii) Either E(x2) = 0 or E(y2) = 0 or the following limit exists
ζ = lim
N→+∞
1
N
TrBNB
>
N .
(in the first two cases, we set ζ = 0).
Then
{
1√
N
x(p)
>
BNy
(q); 1 ≤ p, q ≤ r
}
converges weakly towards r2 independent copies of a centered
complex gaussian variable g1 + ig2 such that the covariance matrix of the Gaussian vector (g1, g2)
is
1
2
(
<{E(x2)E(y2)ζ}+ τ ={E(x2)E(y2)ζ}
={E(x2)E(y2)ζ} τ −<{E(x2)E(y2)ζ}
)
.
The proof follows the approach Baik and Silverstein in the Appendix of [20] and uses the
following CLT.
53
Theorem 6.9. (Theorem 35.12 of [14]) For each N , let ZN1, . . . , ZNmN be a real martingale
difference sequence with respect to the increasing σ-field {FN,j} having second moments. If as
N →∞,
mN∑
j=1
E(Z2Nj |FN,j−1) P−→ v2 (6.15)
where v2 is a positive constant, and for each  > 0,
mN∑
j=1
E(Z2Nj 1|ZNj |≥)→ 0 (6.16)
then
∑mN
j=1 ZNj converges in distribution to N (0, v2).
We will use a standard lemma.
Lemma 6.10. Let B ∈MN (C) and X = (x1, · · · , xN )>, Y = (y1, · · · , yN )> be independent random
complex vectors with independent entries such that E(xi) = E(yi) = 0 and maxi E(|xi|4)∨E(|yi|4) ≤
κ. Then, there is a universal constant c > 0 such that
E|Y >BY − E(y21)Tr(B)|2 ≤ cκTr(BB∗)
E|Y ∗BY − E(|y1|2)Tr(B)|2 ≤ cκTr(BB∗)
E|X∗BY |2 ≤ cκTr(BB∗).
Proof. Let us start with the first statement. Note that
Y >BY − E(y21)TrB =
∑
i
∑
j<i
yiyjBij +
∑
i
∑
j<i
yiyjBji +
∑
i
(y2i − E(y2i ))Bii.
Now,
E
∣∣∣∣∣∣
∑
i
∑
j<i
yiyjBij
∣∣∣∣∣∣
2 = (E|y1|2)2∑
i
∑
j<i
|Bij |2
and
E
∣∣∣∣∣∑
i
(y2i − E(y2i ))Bii
∣∣∣∣∣
2
 = E(|y2i − E(y2i )|2)∑
i
|Bii|2
We conclude the proof of the first statement by using |a + b + c|2 ≤ 3(|a|2 + |b|2 + |c|2) and∑
i
∑
j |Bij |2 = Tr(BB∗). The two last statements are proved similarly, (see e.g. [2, Lemma
B.26]).
Proof of Proposition 6.8. For any vector u = (u1, . . . , uN )
> in CN , we will denote by u the vector
in CN defined by u¯ = (u¯1, . . . , u¯N )>. For any α = {αpq ∈ C, (p, q) ∈ {1, . . . , r}2}, define
ξα =
1√
N
∑
p,q
{αpqx(p)>BNy(q) + α¯pqy(q)∗B∗N x¯(p)}.
54
The proof of the proposition is based on the writing of ξα as a sum of martingale differences in order
to apply Theorem 6.9. We define L as the lower triangular part of BN (including the diagonal)
and U the strictly upper triangular part of BN . We write
x(p)
>
BNy
(q) = x(p)
>
Ly(q) + x(p)
>
Uy(q) = x(p)
>
Ly(q) + y(q)
>
U>x(p).
Thus
ξα =
N∑
i=1
Zi,
where
Zi =
1√
N
∑
p,q
(
αpq
{
x
(p)
i (Ly
(q))i + y
(q)
i (U
>x(p))i
}
+ α¯pq
{
x¯
(p)
i (L¯y¯
(q))i + y¯
(q)
i (U
∗x¯(p))i
})
.
Let Fi be the σ-field generated by {x(p)j , x¯(p)j , y(q)j , y¯(q)j , 1 ≤ p, q ≤ r, j ≤ i}. Since L and U> are
lower triangular, Zi is measurable with respect to Fi and satisfies E(Zi|Fi−1) = 0.
We start by verifying the Lindeberg’s condition (6.16). We will show that it is true for each
element in the finite sum on (p, q) defining Zi since this property is closed under addition as
explained in (A4) of the Appendix of [20]. Setting BN = (bij)1≤i,j≤N , we find
E
(∣∣ (Ly(q))i ∣∣4) = E
∣∣∑
j≤i
y
(q)
j bij
∣∣4
=
∑
j1≤i,j2≤i,j3≤i,j4≤i
E
(
y
(q)
j1
bij1y
(q)
j2
bij2y
(q)
j3
bij3y
(q)
j4
bij4
)
= E|y|4
∑
j≤i
|bij |4 + 2
∑
∗
|bij1bij2 |2 + |E(y2)|2
∑
∗
(bij1)
2(bij2)
2,
where the sum over ∗ is over {j1 ≤ i, j2 ≤ i, j1 6= j2}. Note that
∑
j1,j2
|bij1bij2 |2 = [(BNB∗N )ii]2 ≤
C4, by Assumption (i). It readily follows that
1
N2
E
(∣∣ x(p)i (Ly(q))i ∣∣4) = o( 1N
)
,
and therefore, from Markov inequality, for any  > 0, as N →∞
N∑
i=1
E
(
1
N
|x(p)i (Ly(q))i|2 1I{ 1√
N
|x(p)i (Ly(q))i|≥
}) ≤ (1/2) N∑
i=1
1
N2
E|x(p)i (Ly(q))i|4 = o(1).
Similarly,
N∑
i=1
E
(
1
N
|y(q)i (U>x(p))i|2 1I{ 1√
N
|y(q)i (U>x(p))i|≥
}) = o(1).
Thus {Zi} satisfies (6.16).
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It remains to check that {Zi} satisfies (6.15) on conditional variances. We further decompose
L = K + D where K is strictly lower triangular and D is the diagonal part of BN . The explicit
development of Z2i gives
N∑
i=1
E
(
Z2i |Fi−1
)
= 2<
{
E
(
x2
)
E
(
y2
)∑
p,q
α2pq
(
1
N
TrD2
)}
+ 2
∑
p,q
|αpq|2
(
1
N
TrDD∗
)
+ 2<
{
E
(
x2
) ∑
p,q1,q2
αpq1αpq2
1
N
N∑
i=1
(Ky(q1))i(Ky
(q2))i
}
+ 2<
{
E
(
y2
) ∑
p1,p2,q
αp1qαp2q
1
N
N∑
i=1
(U>x(p1))i(U>x(p2))i
}
+ 2
∑
p,q1,q2
αpq1α¯pq2
1
N
(Ky(q1))i(K¯y¯
(q2))i + 2
∑
p1,p2,q
αp1qα¯p2q
1
N
N∑
i=1
(U>x(p1))i(U¯>x¯(p2))i. (6.17)
We note that
N∑
i=1
(Ky(q1))i(Ky
(q2))i = y
(q1)>K>Ky(q2), (6.18)
N∑
i=1
(Ky(q1))i(K¯y¯
(q2))i = y
(q2)∗K∗Ky(q1), (6.19)
and similarly for the expressions with x(p) and U . Also, according to Mathias [39], we have the
following inequalities, where γN = O(logN),
‖K‖ ≤ γN‖BN‖, and ‖U‖ ≤ γN‖BN‖. (6.20)
Therefore Assumption (i), Lemma 6.10 and identities (6.18) readily imply that for any p, q,
∑
p,q1,q2
αpq1αpq2
1
N
N∑
i=1
(Ky(q1))i(Ky
(q2))i = E(y2)
(∑
q
α2pq
)
1
N
TrKK> + oP(1),
∑
p1,p2,q
αp1qαp2q
N∑
i=1
(U>x(p1))i(U>x(p2))i = E(x2)
(∑
p
α2pq
)
1
N
TrUU> + oP(1).
Similarly, for the two terms in (6.17), we use Lemma 6.10, (6.19) and (6.20). We find that for
any p, q
∑
p,q1,q2
αpq1α¯pq2
1
N
(Ky(q1))i(K¯y¯
(q2))i =
(∑
q
|αpq|2
)
1
N
TrKK∗ + oP(1)
∑
p1,p2,q
αp1qα¯p2q
1
N
N∑
i=1
(U>x(p1))i(U¯>x¯(p2))i =
(∑
p
|αpq|2
)
1
N
TrUU∗ + oP(1).
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We also observe that
TrBNB
>
N = TrD
2 + TrKK> + TrUU>.
and similarly for TrBNB
∗
N . We thus have proved that
N∑
i=1
E
(
Z2i |Fi−1
)
= 2<
{
E
(
x2
)
E
(
y2
)(∑
p,q
α2pq
)
1
N
TrBNB
>
N
}
+ 2
(∑
p,q
|αpq|2
)
1
N
TrBNB
∗
N + oP(1).
Using Assumption (ii)-(iii), we may thus apply Theorem 6.9, we get that for any α = {αpq ∈
C, (p, q) ∈ {1, . . . , r}2},
1√
N
∑
p,q
{αpqx(p)>BNy(q) + α¯pqy(q)∗B∗N x¯(p)}
weakly converges towards a centered gaussian variable with variance 2<
{
E
(
x2
)
E
(
y2
) (∑
p,q α
2
pq
)
ζ
}
+
2
(∑
p,q |αpq|2
)
τ. It concludes the proof of Proposition 6.8.
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