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1 はじめに
現代社会では, 我々の身の回りに多くの文が存在しており, 中
には理解し難い文章も少なくない. 原因としては, 表現が硬い,
単語が難しい, 文節の順序が分かり難いなどが考えられ, それら
の文章を読むためには, 表現や単語, 文法などを調べたりといっ
た作業を繰り返す必要があり, 多くの時間と労力がかかってしま
う. そのため, 読むことや理解することが難しく, 読み手側の読
む意欲を低下させてしまうことが考えられる.
そこで, 本研究では, ”難しい単語”に焦点を置き, 文中の難し
い単語を小学校で使われている簡単な単語に置き換えることで
文章の可読性を向上させるシステムの考案を目的としている.
2 可読性向上システム
2.1 システム概要
図 1にシステム構成を示す. まず, システムは, 入力文に対し
て形態素解析を行い, 単語を取得する. 次に, 小学校単語データ
を参照し, 取得した単語の中から難単語を取得する. さらに, 難
単語に対し, word embeddingを用いて類義語抽出を行い, 類義
語に対して, 小学校単語データを参照し, 置き換え候補リストを
作成する. 最後に, 置き換え候補リストを元に単語の置き換えを
行い, 文を出力する.
図 1 システム構成
2.2 難単語の検出
形態素解析の結果から取得した単語に対して, ”名詞・動詞・
副詞・形容詞・形容動詞・連体詞”の単語を抽出し, ”数・助数詞・
固有名詞・副詞可能”の単語を除外する. さらに, 小学校データ
を参照し, 小学校で使われていない単語を抽出する. これを難単
語と呼ぶ.
2.3 置き換え候補リストの作成
難単語を入力とし, word embeddingを用いて類義語を出力す
る. 小学校単語データを参照し, 出力結果から小学校で使われて
いる単語を抽出し, 類似度と学年情報を付与し類似度の高い順に
リストに追加する.これを置き換え候補リストと呼ぶ.
2.4 単語の置き換え
2.3 節で述べた, 置き換え候補リストを参照し, 入力文に対し
て品詞情報の有無を用いた類似度の高い単語への置き換えを行
う. また, 文章の自然さを維持する為, 必要に応じて, 置き換え前
の単語に合わせて置き換え後の単語の活用を行う.
3 実験と評価
2 で述べた方法に従って実際にシステムを作成し, それを
用いて, 可読性を向上させた文章を出力する. その際, word
embedding の作り方によって, 精度がどのように異なるかを測
定する. 具体的には, word embedding の作成において, 単語の
基本形 (原形)/表層形, 品詞情報有り/無しを考慮するかによっ
て, 出力結果の文章の可読性がどのように異なるのかを, 4 人の
評価者にアンケートを行って評価した. アンケート項目は,”設問
1 : 置き換えた文章と元の文章の意味が同じである.”, ”設問 2 :
置き換えた文章が元の文章と比較してわかりやすい.”, ”設問 3 :
置き換えた文章は自然である.” の 3 項目である. 評価にあたっ
て, 小学校の単語データを小学校の教科書データより作成し, 評
価に使用する文章を 2010 年の毎日新聞記事より 100 文章選定
した. word embeddingの作成には word2vec[1]を用いた.
4 結果と考察
アンケート結果を, 表 1と表 2に, システムの実行結果の例を
図 2に示す. 表 1より, 文章の自然さでは品詞情報有りの方が高
い精度が得られた. また, 表 2より, word embeddingの中で総
合的に精度が高いのは基本形 +品詞情報有りの場合であった.
表 1 品詞情報
無し 有り
割合 36 50
表 2 基本形 +品詞情報有り
設問 1 2 3
割合 18 64 50
図 2 単語の置き換え結果
5 まとめ
単語の置き換えには品詞情報の利用が有用であること, word
embeddingでは, 基本形 +品詞情報有りの場合が最も精度が高
いことがわかった. だが, 評価者全員が設問 1∼設問 3に対して
yesと回答した文は例文全体で 1文であり, システム全体の精度
としては思うような結果を得ることができなかった. この原因
として, 類義語抽出を行う際に用いる word embedding の精度
が良くないことや, 置き換え候補リストの単語の類似度が低く,
置き換えた単語と元の単語が類似していない場合が考えられる.
よって, word embeddingの精度向上と単語を置き換える際に類
似度に制限を設けることで精度が向上すると思われる.
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