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Sum mary
Increasing satellite attitude requirements demand high accuracy estimation methods capable 
of operating under significant constraints. To meet these demands, dynamical modeling has 
been used as an effective alternative to ADCS rate hardware for small satellite missions. 
However, current dynamical models and estimators generally do not respect the Hamiltonian 
nature of attitude dynamics. This nature confers unique geometric properties to the system 
which must be preserved for accurate modeling.
This thesis addresses the inconsistency by considering estimation from a geometric point of 
view. It proves that the nonlinear and first-order attitude equations form a single Hamiltonian 
system with joint structure. This motivates the first known unified geometric treatment of 
nonlinear and first-order Hamiltonian equations. The resulting nonlineai' maps and state 
transition matrices are shown to offer considerable advantages, including better state accura­
cies and integral invariant preservation for comparable computational expense compared to 
standard solutions of the same order. Additionally, a new unified attitude integrator is pre­
sented that exactly preserves the Hamiltonian structure of the nonlinear/ first-order attitude 
system.
These geometric methods are employed in the Kalman Filter, and it is demonstrated that 
qualitative properties preserved by the geometric maps are preserved with high accmacy 
by the estimators. Simulations reveal distinct geometric properties of the geometric filters’ 
state estimates and error bounds that nongeometric estimators do not possess. Substantially 
improved state estimates are also demonstrated.
A geometric investigation of the general nonlinear estimation problem follows. Probability 
density functions are shown to be conserved properties of deterministic Hamiltonian sys­
tems, and appropriate geometric integrators exactly preserve the functions as they evolve in 
time. Based on these insights, a new iterative filter is derived which preserves qualitative 
properties of nonlinear dynamics, first-order dynamics, and the general estimation problem. 
Comparisons with a benchmark iterative filter demonstrate substantially reduced computa­
tional burden and superior convergence properties given high nonlinearity.
K ey words; Nonlinear Estimation, Kalman Filtering, Attitude Estimation, Hamiltonian 
Systems, Geometric Integration, Small Satellites
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Chapter 1. Introduction
Chapter 1
Introduction
Accurate Attitude Determination and Control Subsystem (ADCS) algorithms often play a 
crucial role in successful satellite operations. This is true particularly for small satellites, 
where maturing customer needs and broadening mission profiles have led to increasingly 
stringent precision and performance requirements. Of paramount concern to small satellite 
ADCS engineering is the ability to autonomously, accurately, and quickly determine orienta­
tion in space with minimal expense of onboard resources.
Attitude estimation algorithms generally require Imowledge of both the satellite orientation 
and its rate. Rate knowledge is commonly provided by onboard sensing hardware such as 
rate-gyroscopes. However, rate hardware historically has been unreliable and costly [1, 2, 3]. 
As a result, the use of dynamical modeling as an alternative to rate-sensing devices for 
attitude estimation is common. Frequently, this is the case for small satellites since they aie 
subject to well-understood dynamics and disturbance torques, but has become increasingly 
common for satellites of all sizes in an effort to reduce cost and provide softwaie redundancy 
in the case of hardware failure [1, 4].
Broadly put, this research is focused on improving current approaches to dynamical model­
ing and estimation such that they more accurately preserve physical properties of satellite 
attitude dynamics. In paiticular, it is well known that the satellite attitude system is Hamil­
tonian in nature. As a result, ideal satellite motion is characterized by important qualitative 
properties. For instance, in the absence of torque, rigid bodies rotate with constant energy 
and magnitude of angular momentum. More generally, satellite motion is severely restricted 
by its Hamiltonian nature and these restrictions take the form of geometric constraints in the 
system’s phase space. Respecting these constraints is crucial for accurately modeling physical
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satellite motion.
Current dynamical models and estimators generally do not respect the aforementioned geom­
etry or, as a result, the Hamiltonian natme of attitude dynamics. Subsequently, they model 
unphysical motion which has consequences for the levels of accuracy they are able to obtain. 
In contrast to standard numerical methods like Runge-Kutta, recently-developed geometric 
integrators seek to preserve the qualitative properties of Hamiltonian systems exactly. This 
has resulted in dramatically improved long term accuracies and significantly reduced local 
errors for certain classes of systems when compared to standard methods of the same or­
der. Consequently, geometric methods are well suited for accmate long-term propagation 
and systems where preservation of conserved quantities is important for accurate predictions. 
Ideally, modifying estimation theory based on geometric properties of dynamical systems will 
produce estimators that are more accurate over time, less likely to diverge in the face of 
nonlinear motion, and less demanding of system resources than cmrent techniques.
This research is motivated by the increasing attitude requirements of small satellites coupled 
with the hypothesis that geometric methods may significantly improve current approaches to 
model-based attitude estimation. It aims to improve current small satellite attitude estimation 
techniques by exploiting the Hamiltonian nature of small satellite dynamics. In particular, 
this research seeks to determine what advantages may be gained from employing geometric 
integration for satellite attitude estimation. In addition, it seeks to determine if a geometric 
approach to the general estimation problem affords any advantages over standard methods.
1.1 Scope o f R esearch
This scope of this research is informed by the realities of small satellite capabilities. As a 
result, the investigation detailed herein concerns model-based, efficient, and computationally 
inexpensive attitude estimation algorithms. This necessarily precludes the large class of re­
source intensive estimation methods such as particle filters. Within these constraints, the 
research scope includes: developing simple, efficient, and accurate attitude algorithms based 
on an investigation of the Hamiltonian properties of small satellite attitude dynamics; ex­
plaining the advantages and limitations of the algoritluns; and demonstrating their strengths 
through simulation. Though the results are explicitly tailored to attitude estimation, their 
promising implications for Hamiltonian estimation in general aie noted in the thesis.
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1.2 A im s and O b jectives
1.2.1 A im s
Considering the state of the art in satellite attitude estimation as outlined in the literature 
review of Chapter 2, this reseaich effort aims to:
• Investigate the Hamiltonian nature of the satellite attitude system
• Extend the strengths of geometric numerical methods to the nonlinear satellite attitude 
estimation problem
• Develop efficient and accmate satellite attitude estimation techniques based on general 
geometric principles
• Demonstrate the benefits of successful research
1.2 .2  O bjectives
The following objectives have been set to accomplish the research aims:
• Determine the Hamiltonian nature of equations of motion commonly used for small 
satellite attitude estimation
• Extend the work of Palmer [5] by applying geometric numerical methods to the standard 
Extended Kalman Filter
• Develop an efficient nonlinear method to preserve conserved quantities in the general 
estimation problem
• Compare these methods to appropriate benchmarks to determine what advantages and 
disadvantages result from geometry-based estimation
1.3 Ju stifica tion  o f A pproach
The process of investigating the Hamiltonian nature of topical astrodynainics problems and 
applying geometric numerical methods to solve them efficiently and accurately has success­
ful heritage at the Surrey Space Centre (SSC) [5, 6, 7]. This research effort continues the
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historically successful approach in an effort to apply its demonstrated benefits to satellite 
attitude estimation. The following discussion clarifies matters of scope and justifies major 
assumptions made during the course of reseaich.
With regard to the specific geometric numerical methods applied in the thesis, note that the 
purpose is not to provide a comprehensive review of different numerical methods in order 
to determine the best one. Rather, this effort compares historically successful geometric 
and nongeometric methods to demonstrate the viability and practical benefits of the theory 
developed in the course of the research.
Additionally, this research is primarily an investigation into the dynamics of the attitude 
system. Observation models and nonlinearities are not included in its scope. To this end, 
quaternion observations are assumed since they result in a linear observation model. This 
coincides well with the use of modern star trackers, which are able to provide quaternion 
observations to estimation algorithms.
The objectives outlined previously in the chapter require an attitude model which is accurate 
and efficient. The equations of motion used in this research have been implemented onboard 
six SSTL small satellite missions and therefore have in-orbit heritage as efficient and accurate 
models of attitude motion. In paiticular the model assumes a circular orbit. This assumption 
is justified by noting that 70% of satellites recorded in the CelesTrak NORAD database posses 
near-circular orbits of eccentricity e ~  0(J2) [7].
As previously discussed, the research scope is focused primarily on inexpensive algorithms. 
In conjunction with the discovery that the first-order attitude system is Hamiltonian, this 
resulted in an exclusive focus on estimation methods that use linear approximations. Rather 
than being seen as a restriction, this further clarification of scope was seen as an exciting 
development due to the widespread application of linear approximations in estimation algo­
rithms.
Along these lines, the modification of the Extended Kalman Filter (EKF) is a major focus 
of this research as it is the long-established workhorse of the satellite attitude estimation 
community [8]. The EKF used in this research is derived using well-established techniques 
from the semineul attitude estimation paper of Lefferts, Maiidey, and Shuster [9] and adapted 
to the gyroless case. Along with the attitude model described above, this estimator has flown 
successfully on several SSTL small satellite missions.
However, while historically quite successful for attitude estimation, the EKF has many doc-
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umeiited shortcomings which will be discussed in the literature review of Chapter 2. At the 
same time, research in to the Hamiltonian natme of the estimation problem is a new field 
and a little-explored area for the specific problem of satellite attitude. Therefore, considering 
the unique properties of attitude motion’s Hamiltonian nature and how it might be exploited 
to improve upon the EKF’s performance seems prudent.
1.4 R esearch  N o v e lty
The novelty of this research effort is rooted in preserving qualitative properties of modeled dy­
namical systems in the estimation process. To this end, the research in this thesis contributes 
to the state of the art in the following ways:
• By proving that the first-order equations of motion for the satellite attitude problem 
are Hamiltonian and that, along with the nonlinear equations, they constitute a joint 
Lie-Poisson system
• By motivating and applying unified geometric treatment to the nonlinear and linearly 
approximated equations of Hamiltonian systems
• By deriving a new Lie-Poisson geometric integrator for the satellite attitude system 
that exactly conserves the joint nonlinear/ first-order Hamiltonian structure
• By providing one of the first explicit applications of geometric numerical methods to 
satellite attitude estimation
• By developing a novel, realizable filter specifically designed for nonlinear Hamiltonian 
dynamical systems which offers substantial qualitative and quantitative benefits in com­
parison to standard solutions
1.5 T h esis S tructure
This chapter is intended to provide a general overview of the scope, aims and objectives, and 
novelty of the research presented in the thesis. Detailed discussion supporting the points 
made here may be found in the body of the report, according to the following structure:
Chapter 2 addresses the state of the art and shows how the research fits within the context 
of work already completed in the field. This is accomplished by a literature review in thr ee
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main areas: general estimation theory, satellite attitude estimation, and geometric numerical 
methods.
Chapter 3 provides a brief and technical introduction to the general nonlinear estimation 
problem, formulated using the Bayesian approach. Then it presents the equations for the 
Extended Kalman Filter to give a concrete example of estimation. The purpose of this 
chapter is to enable subsequent results to be discussed in the estimation context.
Chapter 4 introduces the equations of motion that will be used in the estimation process. 
It is split into two sections - one for the nonlinear planar pendulum equations and one for 
the satellite attitude problem. The pendulum is utilized here and in the remainder of the 
thesis because of its simple dynamics and one degree of freedom. This enables intuitive 
visualizations that provide insight into otherwise abstract discussions. Within each section 
the exact equations of motion and associated linear approximations are presented, along with 
their constants of motion. Note that in the attitude system, a distinction is made between 
standard Taylor-series based linearization and a well known first-order approximation based 
on the work of Lefferts et al [9].
Chapter 5 includes proofs for the assertion that each of the nonlinear and linearly approxi­
mated systems in Chapter 4 is Hamiltonian. In particular, it proves that the nonlinear and 
first-order attitude equations constitute a single Hamiltonian system. It then provides a 
discussion of what contribution each of these proofs makes to the state of the art.
Chapter 6 discusses the geometry inherent in Hamiltonian systems and introduces geomet­
ric numerical methods. Circumstances in which these methods aie advantageous and what 
benefits one should expect from them are considered. A brief but intuitive demonstration of 
their strengths is presented. Derivations of geometric integrators for the systems outlined in 
Chapter 4 follow based on a novel, unified geometric treatment of the nonlinear and linearly 
approximated equations. In particular, a new integrator which exactly preserves the geomet­
ric structure of the nonlinear'/ first-order attitude system is presented. Chapter 6 concludes 
by comparing these geometric methods with standard integration techniques to demonstrate 
their superior performance.
Chapter 7 applies the geometric maps from Chapter 6 to the estimation problem. The Geo­
metric Extended Kalman Filter (GKF) and its attitude variant, the Multiplicative Geometric 
Extended Kalman Filter (MGKF) aie introduced. Comparisons with nongeometric EKFs 
demonstrate the significant advantages to be gained from geometric estimation. A general
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investigation into the geometric properties of the nonlinear estimation problem follows. The 
resulting filter, loiown as the Nonlinear Geometric Filter (NGF), is adapted to the attitude 
problem to give the Multiplicative Geometric Filter (MGF). Compaiisons with a benchmark 
iterative filter reveal the MGF’s superior performance and reduced computational burden.
Finally, Chapter 8 outlines conclusions that may be drawn from the thesis and considers the 
goals achieved in light of the research aims. It clearly states the contributions made to the 
state of the art and discusses areas of future investigation which would serve to extend the 
scope of this research.
Chapter 2. Literature Review
Chapter 2
L iterature R eview
This chapter reviews previous work in the primary areas related to this research effort: es­
timation theory with a focus on efficient model-based nonlinear solutions, the application of 
estimation theory to the satellite attitude problem, and geometric numerical methods. The 
review concludes that ongoing investigation into efficient nonlinear estimation techniques, in­
creasing ADCS requirements in resomce-constrained small satellites, and the demonstrated 
advantages of geometric integration motivate the novel application of geometric methods to 
attitude estimation.
2.1 E stim ation  T h eory
Estimation theory traces its roots to the technique of least-squares, first published by Gauss 
in 1809 (or, arguably, by Legendre in 1806) [10, 11]. Over 100 years later in 1910, R. A. 
Fischer introduced the next major contribution in the method of maximum likelihood. At 
the same time, a need was growing for methods to reduce the effect of noise in electrical 
transmissions, and this motivated the first attempts to introduce filters for signal estimation. 
In 1942, Wiener (and independently, Kolmogorov in 1941) furthered estimation theory by 
treating noisy signals as stochastic processes, thereby formulating a frequency domain filter 
that was statistically optimal. Wiener’s original technique was optimal only for stationary 
processes and in the steady-state. Extensions of his theory beyond these assumptions led to 
complex solutions. Thus, Kalman’s seminal paper in 1960 [12] sought to address the major 
problems he identified in estimation theory at the time: non-intuitive solutions, techniques 
poorly suited to machine computation, difficulty of implementation for the non-specialist,
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and obscured mathematics and assumptions.
According to Sorenson [13], much of the theoretical groundwork had been laid by the time of 
Kalman’s paper. However, it would be difficult to overemphasize the importance of Kalman’s 
contribution to estimation, which were essentially 1) recasting the estimation problem in 
terms of state-space and formulating the solution in the time domain, malting it intuitive 
and well suited for use on computers, 2) making the solution capable of recursive processing 
for noisy observations, and 3) formulating a solution applicable to both stationary and non- 
stationary noise [12, 13, 14]. Reflecting on the significance of this contribution, Jazwinski 
[15] pointed out that Kalman’s solution completely solved the general linear' nonstationary 
filtering and prediction problem.
The Kalman Filter (KF), as his solution came to be called, was rapidly adopted by the en­
gineering and scientific communities [16] and led many theorists to consider how the much 
broader challenge of nonlinear estimation might be solved. In the more than forty years 
since, there have been several publications addressing this problem. It would be impossible 
to list them all, so what follows is an abbreviated overview of significant innovations keeping 
in mind the objective of developing a method suitable for constrained onboard implementa­
tion. Therefore, the focus will be on the continuous-discrete estimation problem, and highly 
complex (i.e. computationally expensive) nonlinear methods will be given limited treatment 
or omitted.
In 1967, Kushner [17] derived equations for the conditional mode of the nonlinear estimation 
problem, or the maximum likelihood filter. He treated the case of a dynamical system -with 
vector valued observations, both of which are subject to additive independent white noise, 
and sought to determine the exact dynamical equations for the mode of the conditional 
density function of the state. Kushner’s results revealed that, for nonlinear problems, the 
exact equation for the conditional mode is infinite dimensional (i.e. the solution is dependant 
on derivatives of the conditional density function to an infinite order). In a similai’ derivation, 
Jazwinski [15] demonstrated that the solution for the first two moments of the conditional 
density function (mean and covariance) of the nonlinear estimation problem are also infinite 
dimensional. Both Kushner and Jazwinski concluded that approximations in one form or 
another must be made in order to realize a nonlinear filter.
By 1968, Athans et al [18] had identified two main methods that were being used to solve 
the nonlinear filtering problem. The first method approximated the nonlinear dynamical 
and observation equations in order to utilize linear filtering theory. The second method used
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approximations to the exact nonlinear filtering solutions (such as those found in Refs. [15] and 
[17]). Broadly spealdng, estimation solutions continue to fall into one of these two categories 
[19, 20, 21].
2.1 .1  M eth od  1: A p p rox im ate  N on linear E quations
Primarily because of its low computational burden, a majority of the nonlinear estimation 
methods used on satellites have fallen into the category of approximating the nonlinear equa­
tions associated with satellite motion in order to utilize linear filtering theory. This was the 
method used to develop the Extended Kalman Filter (EKF) [11, 14, 15, 22]. By applying the 
Taylor series expansion to the nonlinear dynamical equations and the nonlinear observation 
equations, neglecting second- and higher- order terms, and employing these linearized equa­
tions in the KF construct, the EKF is able to solve for the error covariance matrix and the 
filter gains as they vary over time. In combination with a nonlinear propagation of the state, 
this gives an approximate solution to the nonlinear filtering problem. One of the properties 
that makes this solution unique is that the nonlinear equations are linearized about new es­
timates as they become available. As a result, large initial errors are less likely to propagate 
through time and so linearity assumptions are less likely to be violated [15]. However, it is 
also possible that, by relinearizing about new estimates, the EKF may diverge from the true 
solution [14]. Ultimately, though the EKF is widely used (owing to its conceptual simplicity), 
in general it is “difficult to implement, difficult to tune, and only reliable for systems that 
aie almost linear on the time scale of the update intervals” [21].
Some of the first authors to extend the method of approximating the nonlinear system equa­
tions were Athans et al [18]. In their derivation, they retained all second-order expansion 
terms for the dynamical equation of the state and for the observation equation. Implementing 
this second-order filter in a simulation, they demonstrated that it yielded superior perfor­
mance to its first-order counterpart (EKF) in the face of high nonlineai ity and gave equivalent 
performance when nonlinearities were insignificant. These benefits, while significant, come at 
a high computational price incurred when calculating the Hessian matrices of two nonlinear 
functions, and this has limited its widespread use [23]. In addition, if the strict assumption 
of Gaussianity is violated, it is unclear when the use of the Hessian would result in improved 
estimates [24].
Another method of mitigating the effects of linearization assumptions is via local iterations
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of the Kalman Filter equations. The Iterated Extended Kalman Filter (IKF) uses local 
iterations at each discrete observation to reduce the adverse effects of nonlinearity brought 
on by lineai'ization of the observation equation [15]. Similarly, the Iterated Kalman Filter 
Smoother (IKFS) adds an additional backward smoothing step to the IKF algorithm to 
improve the initial state estimate and its resulting trajectory with each iteration. In 1993, 
Bell and Cathey [25] demonstrated that the IKF update method is an approximate method 
for calculating the maximum likelihood estimate (i.e. the mode of the conditional density 
function from [17]) using the Gauss-Newton method. The authors thus showed that, while 
the non-iterated EKF approximates the mean of the conditional density function, the locally- 
iterated IKF approximates the mode of the conditional density function. They proceeded 
to demonstrate proper convergence behavior of the IKF in a nonlinear estimation problem 
where the EKF converges to a biased estimate of the truth. In 1994, Bell [26] showed in a 
similar fashion that the IKFS is a Gauss-Newton method for solving the maximum likelihood 
estimate when taking into account the nonlinearity of the dynamics as well as the nonlinear 
observation model. The superior performance of the IKF/IKFS referenced in [15] and [25] 
necessarily incurs a greater computational burden than the EKF. Each local iteration of the 
IKF requires the evaluation of the actual observation function, the linearized observation 
function, and the Kalman gain. In addition to these, the IKFS requires the evaluation 
of a smoothing gain and a covaiiance matrix inversion. The number of local iterations per 
observation is problem-dependent, and so the need for additional evaluations must be weighed 
against the nonlinearity of the problem. For highly nonlinear problems, the IKF and IKFS 
algorithms ojffer considerable improvement over the EKF [26].
In 2004, Haykin published an overview of the state-of-the-art for sequential state estimation 
[20], and in particular, developments designed to overcome KF limitations. In it, he identified 
two major areas relevant to the research at hand: particle filters (addressed in the next 
section) and the unscented transformation.
Developed by Julier and Uhlmann, the unscented transformation is based on the intuition 
that “it is easier to approximate a probability distribution than it is to approximate an 
arbitrary nonlinear function or transformation” [24]. Therefore, instead of using a Taylor 
series expansion of the dynamical and observation equations in order to calculate the filter 
gains and error covariance matrix over time (as the EKF does), the authors proposed to 
deterministically choose a set of sigma points such that their statistics are equivalent to 
the state and its covariance, propagate them via a nonlinear transformation, and use the
1 1
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statistics of the transformed points to determine the new estimate of the state mean and 
covariance. The benefits of this method include: 1) ease of implementation that does not 
require calculation of Jacobians, 2) implicit second-order accuracy of projected mean and 
covariance calculations without the need to calculate derivatives, and 3) applicability to 
discontinuous transformations. Though this is a recent innovation, it has aheady been utilized 
for many nonlinear estimation problems [21, 24]. However, its additional computational 
burden may in some cases malœ it less suitable than the EKF. Using the Unscented Kalman 
Filter (UKF) (a KF which uses the unscented transformation in place of linearizations to 
transform probability density functions [27]), LaViola showed compaiable accuracy to the 
EKF when applied to quaternion dynamics, though the computational overhead was higher 
for the UKF than the EKF [28].
Identifying the inadequacy of the EKF and IKF to many nonlinear tracking problems, Bel- 
laire [19] published the New Iterated Filter (NIF). Noting that even high order filters based on 
Taylor series approximations fail because local properties cannot always replace a function’s 
global properties, Bellaire utilized the Levenberg-Marquardt algorithm for the nonlinear ob­
servation update to ensme the NIF is globally convergent. Further utilizing the unscented 
time update developed by Julier, the NIF has been shown to be considerably more accmate 
than the EKF and IKF when second-order terms and initial state errors are significant. This 
performance comes at a price, however, as its combination of local iterations and the un­
scented transformation indicate that its computational bmden is more significant than any 
of the previously mentioned filters.
The methods that have been investigated in this section are representative of those available 
in the literatme. Several variations on the KF algorithm exist and the interested reader can 
find many of these in the references (particularly [27]).
2.1 .2  M eth od  2: A p p roxim ate  O ptim al N on linear F ilters
The primary difficulty with approximating optimal nonlinear filtering is that the solution 
to one of the two governing equations, the Fokker-Planck Equation (also known as the Kol­
mogorov Forward Equation), is a probability density function extending over an infinite 
domain. Many efforts have been made to approximate or solve numerically for exact solu­
tions; among these methods aie Monte Carlo methods, finite-difference methods, and Fourier 
series representations, all of which have been documented as computationally expensive or
1 2
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difficult to implement and therefore unsuitable for online implementation [23, 29, 30].
In 2004, Cheng [31] applied the Particle Filter (PF), an approximately optimal nonlinear 
solution, to the satellite attitude problem. Based on the Bootstrap Filter first derived in 
1993, this is essentially a Monte Carlo method which represents the probability density of 
the state vector conditioned on all previous observations using particles (weighted random 
samples of the state vector) [23]. Whereas previous methods above attempt to describe only 
the first two moments of the state probability density, the PF seeks to describe the entire 
density from which higher order moments can be calculated if desired. In general, the PF can 
provide a whole picture of the probability density that previously described methods cannot, 
allowing a wide range of statistics (mode, mean, median, etc.) to be drawn from it. This 
flexibility comes at a high price, however, as the PF requires a large number of samples to 
chai'acterize the state density and is therefore comparatively inefficient. Further, the PF  is 
subject to a number of implementation difficulties which adds to its inefficiency, the most 
well-known of which is the degeneracy problem where all but one particle have negligible 
weights after a few iterations.
While heavily investigated in the past half century, estimation theorists continue to seek 
and produce innovative solutions to the nonlinear estimation problem. In particular, the 
need for accurate computationally inexpensive estimation algorithms is strong, as evidenced 
by the frequency of publications in this ar ea in recent years and by the substantial interest 
generated by the introduction of the UKF in the late 1990s. The next section considers 
estimation algorithms that have been successfully applied to the satellite attitude problem.
2.2 S a te llite  A ttitu d e  E stim ation
In 2003 Robertson and Stoneking conducted a thorough review of published satellite guidance, 
navigation, and control failures from 1990 to 2001 [1]. During this time, the authors found 
two satellites that experienced mission interruption due to gyro failure during their design 
life span, and pointed out that a number of other gyro failures occurred during this time 
frame but were not included because they occmred after the design life was reached. Shortly 
after. Hall [3] presented an illustrative list of ADCS failures including three satellites in 
recent yeais that had experienced rate-gyro failure. Two of these cases resulted in complete 
mission failure. In the third case, the failure of one ring-laser gyro and the degradation of the 
remaining five motivated engineers to develop ADCS software that did not need gyroscope
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data, which led to an extension of the mission life. Robertson also highlighted this trend: 
“A number of missions have recently developed gyroless attitude determination software, so 
gyro failures now tend to result in mission interruption or performance loss instead of total 
failure” [1].
This trend toward gyroless attitude estimation coupled with recent advancements in small 
satellite ADCS capabilities such as slewing rates of 3 deg/sec or better [32] motivates this 
review of attitude estimation methods. The following literature review will focus primar­
ily on gyroless dynamical model-based estimation techniques, though important gyro-based 
methods will be highlighted as well.
To this end, note that two survey papers thoroughly cover the state of the art in attitude 
estimation. The first, by Lefferts, Marldey, and Shuster [9], discusses attitude estimation 
through 1981. The second, by Crassidis, Markley, and Cheng [33] coincides with the pub­
lication of this thesis and covers notable attitude algorithms tlnougli 2007. Though both 
deal exclusively with gyro-based estimation, they provide an excellent overview of available 
algorithms (many of which may be adapted to the gyroless case). The following discussion 
is necessarily brief and further details as well as a wider swath of algorithms may be found 
in the aforementioned references.
2.2 .1  G yroless E stim ation
According to Ref. [9], many of the early applications of the Kalman Filter to attitude 
estimation were directed toward national defense and were therefore not published publicly. 
The first published application of the EKF was by Farrell [34]. Motivated by the desire to 
replace elaborate instrumentation with less accurate observation devices coupled with data 
processing, he applied the EKF to the gyroless satellite attitude and rate estimation problem. 
Assuming sun sensor and magnetometer measurements, he derived an attitude and attitude 
rate EKF using shifting Euler parameters for both the spinning and nonspinning satellite 
cases. Using a sophisticated simulation setup, Farrell demonstrated a reduction of attitude 
uncertainty from an initial 0.2 rad to 0.02 rad, and a similar reduction for angular rate 
uncertainty. Thus, he demonstrated the viability of gyroless attitude and rate estimation via 
Kalman filtering. However, he pointed out that in the nonspinning satellite case, nonlinear 
growth of uncertainty in the angular rate estimate was a significant problem, thus highlighting 
the motivation for a nonlinear filter capable of producing rate estimates with high certainty
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ill the nonspiiiiiing satellite case.
Kalman filtering for attitude estimation had not matmed by late 1960, but over the next 
two decades the theory developed significantly [9]. One of the most important developments 
was in the representation of attitude, which is impossible to characterize as an all-attitude 
three-parameter set without singularity issues [34]. Various methods had been discussed in the 
literature, including direction cosine matrices, Gibbs-vector parameterization, and uncoupled 
axes assumptions, all of which present issues related to accuracy and computational burden. 
Another parameter set that is still frequently employed in the attitude problem is the unit 
quaternion, a global nonsingular four-parameter representation of attitude. Its frequent use 
is attributable to its reduced storage and computational burden compared to direction cosine 
matrices, the intuitive nature of quaternion algebra, and the ease of application to digital 
programming [35].
With new advancements in star sensor technology, G ai et al [36] revisited the problem of 
satellite attitude and rate estimation using only star sensor observations. Focusing primarily 
on satellites with low attitude rates, the authors developed a 6-state EKF based on a three- 
axis stabilized zero-momentum-bias satellite with two skewed star- sensors. Assuming liigh- 
accuracy attitude observations every 10 sec, an approximate attitude rate measurement every 
0.1 sec (based on star sensor observations without star identification), and a realistic dynamic 
environment with small rate disturbances, the authors demonstrated an attitude accmacy of 
3 arcsec and rate accuracy of 0.5 arcsec/sec for a non-maneuvering Earth-pointing satellite. 
The authors thus demonstrated the viability of high-accuracy gyroless estimation, though the 
algorithm would be inadequate to meet today’s small satellite ADCS demands considering 
the trend toward higher maneuverability [32].
In a similar vein, Psiaki et al [37] demonstrated the viability of attitude, rate, and constant 
disturbance torque estimation using only a three-axis magnetometer (TAM). The use of a 
sequential filter is important in this case since the TAM can only measure two-axes worth of 
information and therefore attitude must be derived from a sequence of measurements. The 
derived algorithm is limited to nadir-pointing gravity-gradient stabilized spacecraft due to 
filter linearization of the dynamics and observation equations which leads to instability given 
wide initial mispointing angles [38]. Further, the orbit must be moderately inclined and at 
low altitude in order for all three axes to be sufficiently observable. Despite these significant 
constraints, the authors demonstrated convergence from initial attitude errors as large as 60 
deg and attitude accuracy of 1 deg in all three axes in the presence of realistic magnetic
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field model errors, mass property errors, actuator model errors, magnetometer measurement 
errors, and unmodeled disturbance torques.
Building upon the work of Psiald et al, Hodgart and Steyn [39] developed a new EKF for the 
small satellite attitude problem. Like Psiaki, Steyn estimated the attitude, attitude rate, and 
dominant disturbance torques from magnetometer data. However, Steyn used a perturbation 
vector difference between true and estimated quaternions instead of the error quaternion 
approach of Psiaki, and Steyn’s filter allows for yaw spin about the 3-axis stabilized nominal 
earth pointing configuration used by Psiaki. Further, Steyn used a single-step method for 
numerical integration at large time steps for axially symmetric satellites which outperformed 
the standard 4th order Runge-Kutta integration method for the attitude rate in simulation. 
In simulated implementation using only magnetometer measurements, Steyn’s EKF showed 
faster convergence, lower maximum and average rate errors, and convergence for a wider 
range of initial mispointing estimates when compar ed to Psiald’s EKF.
Steyn further implemented an EKF utilizing observations from two orthogonal horizon sen­
sors and one sun sensor observing in a third orthogonal body plane. Due to field-of-view 
limitations, observations were not available continuously or, at times, simultaneously. In 
cases when no observations were available, this EKF simply propagated the state forward in 
time. As expected, this versatile filter performed much better than when using a magnetome­
ter only, providing steady-state accuracy below 0.2 deg and below 0.1 deg when all sensor 
observations were available concurrently. Interestingly, errors doubled during periods when 
the filter operated on propagation alone (i.e. no observations were available), which lasted 
for a third of an orbit or more in some cases. Steyn’s work thus adds weight to the viability of 
accurate gyroless estimation while at the same time demonstrating the importance of having 
a high-accuracy, long-term propagation method.
Subsequently, authors Crassidis and Markley developed a novel gyroless predictive filter for 
attitude estimation [40]. In contrast to typical EKF-like methods, the authors implemented a 
recursive Minimum Model Error (MME) method that determines corrections to the assumed 
model so that its output matches the system behavior, instead of assuming a Gaussian process 
for model error. As a result, the model error can take any form including nonlinear ones. 
Among its advantages are preservation of the quaternion normalization constraint and no 
requirement to propagate covariance (resulting in less computational burden). The authors 
demonstrated the filter’s ability to significantly reduce error from noise in actual satellite 
attitude data, and to provide accurate estimations with only one observation.
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2.2 .2  G yro-B ased  E stim ation
One of the first applications of nonlinear filtering to satellite attitude was conducted by 
Kau and Granley [41]. Given star sensors and gyros, the authors sought to estimate an 
Euler angle representation of attitude and gyro bias. In their derivation, they assumed small 
angles to simplify Euler’s equations of motion, constant filter gains, and no cross coupling 
between state variances (i.e. diagonalized covariance matrices). Using slow initial rates (0.005 
rad/sec), small initial angles (0.005 rad), and small initial gyro bias rates (1 deg/hour), the 
filter produced attitude errors on the order of radians.
In 1982, Lefferts et al [9] published a review of Kalman filtering for satellite attitude in 
which they proceeded to describe four different methods of implementing the EKF. In doing 
so, they focused primarily on how to address the near-singularity of the covariance matrix 
imposed by the constraint that a quaternion have unit norm. They presented the standard 
7-state EKF followed by a number of 6-state EKF formulations that preserve the proper 
rank of the covariance matrix and offer a computational savings over the standard algorithm. 
Recently, Markley revisited one of the 6-state algorithms [8, 42] to provide further detail of its 
implementation. Officially named the Multiplicative Extended Kalman Filter, (MEKF), he 
showed how the algorithm turns a constrained estimation problem based on the problematic 
definition of quaternion density functions into an unconstrained problem. In this formulation, 
the MEKF uses a deterministic unit quaternion to represent the global nonsingular attitude 
while estimating the three-vector parameterizing a random deviation quaternion from the 
deterministic state. Since its introduction, the MEKF has become the workhorse of the 
satellite attitude estimation commmiity [33] and will be discussed in further detail in Chapter 
7.
In 1987, motivated by “stringent attitude determination accuracy and faster slew maneuver 
requirements demanded by present-day spacecraft control systems” [30], Vathsal modified the 
EKF treatment of the satellite attitude determination problem by applying a second-order 
Taylor expansion to the system and observation models. In doing so, he was one of the 
few authors up to that time to apply nonlinear filtering techniques to the satellite attitude 
problem. The author assumed continuous input from gyros, discrete observations from a 
highly simplified star tracker model, and a normalized quaternion vector in order to determine 
the four attitude quaternions and drift-rate bias of the gyros. Similar in treatment, though 
not as rigorous as reference [18], the higher-order filter contained four additional correction
17
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terms in addition to the well-known standai’d EKF equations. Curiously, though motivated by 
the need for more accurate filters in the face of increasing slew requirements, the author chose 
to apply his algorithm to a standard Earth-pointing mission with slow initial angular rates of 
0.07 deg/sec. The author found that the nonlinear filter consistently performed better than 
the EKF when comparing the root sum square estimation error of the quaternion vector, and 
that the nonlinear filter converged on the solution in cases where the EKF did not. Vathsal 
went on to determine the additional computational load of his filter over the standard EKF, 
indicating that it was substantial and therefore ill-suited for resource constrained satellites.
More recently, the unscented transform developed by Julier et al has been applied to the satel­
lite attitude problem [43]. After modifying the unscented transform presented in [21] so that 
the quaternion normalization is preserved, Crassidis and Markley compared its performance 
to the standard EKF onboard a gyro-equipped Earth-pointing spacecraft. They determined 
that given small initial errors, the Unscented Filter (UF) gives no advantages over the EKF. 
However, in the presence of very high initial errors, the UF converges much faster than the 
EKF. In some cases, the EKF is unable to converge when the UF does. Though the UF far 
exceeds the EKF given lai'ge initialization errors, it comes at a high computational cost that 
leads it to be 2.5 times slower than the MEKF.
In 2004, Cheng and Crassidis applied the particle filter method to satellite attitude estima­
tion [31]. Designed for use both with and without gyroscopes, the authors compared its 
performance in simulation to the standard EKF and UF methods. They determined that, 
given small initial errors, the particle filter (PF) generally performs worse than the UF in the 
steady-state due to the state variations introduced by Monte Carlo methods. However, given 
large initial errors (up to 180 deg initial mispointing), the authors demonstrated PF conver­
gence to the true solution where the UF did not. Due to its Monte Carlo nature, the authors 
could not assert that the PF never diverges. Considering the extremely high computational 
burden of this method (the authors used 2000 particles in their simulation runs) in compari­
son to the UF and EKF methods and its degraded performance in the steady-state, the PF 
is not well suited for implementation onboard small satellites given their current constraints.
2.2 .3  D iscussion
The field of satellite attitude estimation continues to be active as evidenced by many recent 
publications on the topic. In recent years, the frequency of rate-gyroscope failures and the
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drive toward cost-effective satellites have led to renewed interest in gyroless model-based 
solutions to the attitude estimation problem. Considering the computational constraints of 
small satellites, linearization-based methods remain the most attractive of these solutions.
As pointed out in the introduction, this thesis is based on the hypothesis that a geometric 
treatment of the estimation problem will result in improved performance. To this end, a 
number of the aforementioned algorithms are suitable candidates for research. However, 
considering that the MEKF is the method of choice for the attitude estimation community, 
it has been chosen as the primary algorithm for investigation.
In particular, the MEKF used here is the flight-tested, 6-state, dynamic model-based algo­
rithm used onboard a number of SSTL small satellite missions [44]. This approach is based 
on a long heritage of successful small satellite attitude determination algorithms [45, 46, 47]. 
In 2002, the first of the SSTL Disaster Monitoring Constellation small satellites was launched 
using this estimator, which incorporated knowledge from onboard magnetometers and sun 
sensors to estimate attitude and rate. Subsequently, five other satellites have successfully 
operated in space using this approach. Cm’rently, the five-satellite RapidEye constellation 
is being built and each will incorporate the same sensor suite for coarse attitude knowledge. 
In addition, they will use a redundant high-accuracy star camera for increased pointing ac­
curacies during dynamic imaging tasks. Based on the intuition that geometric methods will 
provide the most benefit given significant dynamics and low noise inputs to the filter, this 
presents an ideal scenario for investigation. These considerations will be discussed in further 
detail in Chapter 7.
2.3 G eom etric  N u m erica l M eth od s
This section reviews the literature pertaining to geometric numerical methods and in partic­
ular, their application to estimation algorithms. It begins by reviewing investigations into 
the Hamiltonian nature of the attitude system. Then it reviews geometric numerical meth­
ods and relevant applications in the literature. Finally, it considers the intersection between 
the fields of geometric integration and estimation to determine how this reseaich fits in the 
state of the art. Note that a technical presentation of geometric integration will be given in 
Chapter 6.
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2 .3 .1  H am ilton ian  S ystem s and G eom etric  In tegration
The dynamics of rigid bodies in central gravitational fields have been heavily studied, often 
for the purpose of determining equilibrium states or deriving attitude control laws. In par­
ticular, Wang et al [48] give a thorough treatment of the Hamiltonian formulation of satellite 
dynamics, and Beck [49] discusses a variety of different approximations to the dynamics made 
in the literature. In general, the Hamiltonian nature of the satellite system is well-understood.
However, research regarding the Hamiltonian nature of the lineaiized attitude system is 
noticeably absent from the literature. On the one hand, theories of differential geometry 
indicate that Hamiltonian systems are all locally Hamiltonian, and so a lack of research in 
this area is not unexpected. On the other hand, the rich properties that may be found in the 
Hamiltonian structure of the nonlinear attitude system seem to offer compelling motivation 
for exploring the geometric nature of the linearized system. In addition, many applications 
make linear approximations to attitude dynamics in nonstandard ways and for these cases, it 
is unclear whether or not they are Hamiltonian. Given the frequency with which the attitude 
system is linearized for various applications including estimation, control law development, 
and stability analysis, the lack of research in this area is surprising.
One notable exception to this observation is the work of Marsden et al [50]. Their paper details 
how the linearization of the rigid body equations are in fact Hamiltonian with a complex 
structure matrix. Despite the fact that rigid body motion plays a dominant role in satellite 
dynamics, no connection seems to have been made between Marsden et al’s results and the 
related linearized satellite attitude problem. Indeed, prior to this research, the Hamiltonian 
nature of commonly applied linear approximations to the attitude problem appear to have 
been unknown.
Given that a system is Hamiltonian, then the role of geometric integration becomes significant. 
According to Channell and Scovel [51], geometric integration algorithms first appeared in a 
series of unpublished reports by de Vogelaere in 1956. They were subsequently rediscovered 
in 1983 by two other authors and have been the subject of investigation ever since. They 
became particularly popular with the publication of Ref. [51] in 1990. Since then, the field 
has grown substantially, and many of the seminal and current theoretical publications are 
given by Leimkuhler [52]. Geometric methods have been applied in a wide variety of fields, 
including biology, chemistry, and celestial mechanics [53]. One of the best-known examples 
of geometric integration’s strengths comes from a billion-year simulation of the solar system
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by a simple geometric algorithm that outperformed considerably more complicated and time- 
consuming methods. This example will be considered in more detail in Chapter 6.
Interestingly, the geometric integration of lineaiized Hamiltonian systems is another field 
that appeal's to have gone largely unresearched. This is unexpected given that integration of 
linearized Hamiltonian systems is ubiquitous in control and estimation theory. Nevertheless, 
very few papers have been published regarding this topic. One notable exception is the 
work of Mikkola and Innanen [54]. In order to integrate linearized orbital dynamics, they 
performed a simple differentiation of a nonlinear geometric nmnerical map, noting that their 
approach would preserve the linearized orbital system’s Hamiltonian. While functional, this 
approach is clearly not theoretically satisfying.
2.3 .2  G eom etric  E stim ation
Though geometric methods have been applied to satellite attitude equations in a number of 
papers [55, 56], application to actual satellite ADCS design is a relatively recent develop­
ment. In 1999, Palmer, Mikkola, and Hashida [57] published an orbit estimation algorithm 
that incorporated the use of geometric methods for modeling satellite orbits. Motivated by 
the relatively high power consumption of GPS receivers onboard small satellites, the authors 
developed a method that was both fast and highly accurate to minimize CPU power con­
sumption and reduce the number of GPS observations required for orbit determination. Using 
geometric methods, they demonstrated modeling accuracies on the order of centimeters for 
propagations spanning multiple days with sparse observations.
In 2004, the same authors presented results from the an application of geometric methods to 
satellite attitude propagation [5] with the intent of improving the estimation process. The 
authors sought to address the drawbacks incurred from linearization inherent in the EKF 
approach to small satellite attitude estimation, including: shorter timesteps and increased 
computational demand needed to limit error growth in simple state prediction methods; 
limited ability to utilize more accurate integiation schemes due to constrained computer 
resources; and increased polling of attitude sensors in order to compensate. Noting the 
predictability of small satellite dynamics and the small disturbances they experience, the 
authors pointed out that geometric methods are well-suited for attitude propagation. Using 
a simple low-order composite geometric method and a time-transformation, they propagated 
torque-free satellite motion while conserving integrals of motion exactly. In the presence
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of gravity-gradient torque, the authors demonstrated low amplitude sinusoidal errors about 
conserved system values using large timesteps; in contrast, a nongeometric method gave 
secularly increasing errors of the same order of magnitude using a stepsize two orders of 
magnitude smaller. While promising, the integrator had not yet been applied to attitude 
estimation at the start of this thesis.
In parallel with this thesis, Lee et al. published two papers in a similar vein to this research, 
though distinct in their approach and resulting estimation techniques [58, 59]. In both works, 
the authors applied a geometric integrator and its linearization to the rigid body in an attitude 
dependent potential field. Using error ellipsoids in place of the typical estimation approach 
of Gaussian random variables, the authors derived an estimator using the linearized dynam­
ical and observation equations which is similar to the EKF approach. Rather than using 
Bayes’ theorem to update the state probabilities based on observation knowledge, however, 
the authors implement a method for bounding the intersection of the observation and state 
ellipsoids with a minimum-bounding ellipsoid. After this update, iteration of the filter pro­
ceeds as the EKF. While theoretically interesting, the authors did not incorporate process 
noise or present comparisons with standard algorithms like the EKF, indicating that these 
developments would be published at a futme date. As a result, these papers are primarily 
useful in that they reveal a growing interest in geometry-based attitude estimation.
2.3 .3  D iscu ssion
The Hamiltonian nature of the attitude system is well-known. However, for many estimation 
algorithms, the Hamiltonian nature of the linearly approximated system is also of interest. 
As the first half of this section points out, this was an open question at the beginning of the 
research effort. Similarly, though attitude equations have been treated geometrically in the 
literature, no prior work was found regarding the explicit geometric treatment of the linearly 
approximated attitude system. If the linear system is in fact Hamiltonian, than a proper 
geometric treatment clearly merits investigation.
Explicit application of geometric methods to attitude estimation problems is a recent de­
velopment. Some concurrent work has taken place in the field, though it is not yet mature 
enough for comparison with standard methods. Thus, whether or not geometric methods 
afford significant advantages to attitude estimation remains an open question.
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2 .4  C hapter Sum m ary and C onclusions
The first section of this chapter investigated nonlinear estimation and demonstrated both 
the complexity of the problem solution and the wide range of possible methods that have 
been developed to address it. These include approximating the nonlinear equations for use 
in linear estimation theory and numerically solving for the actual estimation equations. In 
light of the complexity of many of these solutions, however, the search for efficient estimation 
techniques is ongoing.
The second section of the chapter introduced a number of successful approaches to attitude 
estimation, with a particular emphasis on gyroless solutions. A brief review of more sophis­
ticated algorithms like the UKF revealed their significantly increased computational cost. It 
was noted that linearization-based methods remain the most attractive of solutions for small 
satellites. Among the suitable algorithms, the MEKF was selected for investigation due to 
its frequent application and its successful implementation onboard current small satellite 
missions.
The third section of the chapter discussed geometric integration in the context of attitude 
estimation. Geometric methods have been applied to a wide range of problems including 
satellite attitude with substantially improved results when compared to standard methods. 
However, it was shown that attitude estimation algorithms have not by and large utilized 
geometric methods. Notable exceptions concurrent with this work were highlighted, though 
they remain in the investigative stages. Anticipating the application of geometric methods to 
attitude estimation, it was shown that the Hamiltonian nature of the linearly approximated 
attitude system was an open problem at the start of this thesis. In addition, no proper 
geometric treatment of the linear system has been published to date.
Based on this chapter’s review of the state-of-the art, it is clear that the application of geo­
metric methods to satellite attitude estimation merits further investigation. This motivation 
is based on two considerations. The first is the increasing attitude requirements of small 
satellites which require efficient yet increasingly accurate estimation methods. The second is 
geometric methods’ demonstrated ability to provide higher-accuracy solutions than standard 
methods when applied to a wide range of problems including satellite attitude. It seems 
plausible that the strengths of geometric methods may assist in addressing the growing need 
for accurate, efficient attitude estimators.
To this end, a number of open questions require attention. Fi’om the perspective of small
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satellites, lineai’ approximation-based estimation is most appropriate. Therefore, clarification 
of the Hamiltonian nature of the linearly approximated attitude system is in order. If shown 
to be Hamiltonian, then proper geometric integration of this system also merits investigation.
Once these areas are resolved, then application of geometric integration to the standard 
MEKF seems prudent due to its widespread use. However, as mentioned in the first section, 
the EKF has many documented drawbacks. This motivates a more general investigation into 
nonlinear estimation to see if, using geometric principles, an efficient yet improved approach 
may be derived. The remainder of this thesis seeks to address each of these issues in turn.
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Chapter 3
E stim ation  T heory
3.1 In trod u ction
This chapter briefly introduces the nonlinear estimation problem to provide a framework for 
future chapters. It also presents the Extended Kalman Filter (EKF) equations to give a 
concrete example of an estimation algorithm.
Satellite attitude knowledge is normally derived from on-board sensors. Typically, these 
sensors’ observations give noisy two-axis attitude information. Determination of a satellite’s 
three-axis attitude necessitates at least two attitude observations to be processed together. 
As a result, attitude determination using one observation is underdetermined and attitude 
determination using multiple observations is overdetermined.
Optimal nonlinear estimation theory (filtering) provides tools necessary to address these is­
sues. Using a dynamical model of the system, filtering methods carry previous attitude 
estimates forward in time to combine them with ciuTent attitude observations, allowing for 
the solution of the underdetermined case. They also provide for estimation of attitude in the 
presence of an arbitrary number of observations (i.e. the overdetermined case) and observa­
tions of quantities other than the system state. In addition, estimation theory accounts for 
noise in observation and dynamical models and carries forward information from previous ob­
servations to improve current estimates without the need for batch processing. This reseaich 
effort addresses the last of these properties and how it might be improved in the context of 
Hamiltonian systems.
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3.2 N on lin ear E stim a tio n  P rob lem  Statem en t
Fundamentally, estimation is the determination of a system’s state in the presence of noisy 
observations, uncertain initial conditions, and random disturbances too complex to model. 
This research effort takes the Bayesian approach in solving the estimation problem, and 
the following discussion is based on Ref. [15]. Consider the continuous time Itô stochastic 
differential equation
~ X i =  f{x t)  +  G{xt)r]u t > to (3.1)
where xt = [æi X2 . . .  G is the system state at time t, f{x t)  G describes
the deterministic behavior of the state, G(xj) G characterizes the diffusion, and G
> to} is a zero mean white Gaussian noise process with — Q{t)ô{t — t').
Observations of the system are talcen at discrete time instants £«,
— h,{x<fi) -j- v^; 71 =  1 ,2 ,... ; £q — ^n+l (3.2)
where G R’’ is a vector of observations, /i(x„) G R’" relates the system states to the 
observations, and {v„ G R'‘, n =  1 ,...}  is a white Gaussian noise process with v% ~  JV(0, Rn). 
For convenience, the state x  at time t  will generally be written as Xf and at discrete time 
instants tn will be written as x^; also, functions of the state are generally functions of time 
t (or £„), though for convenience this will not be explicitly stated. It is assumed that the 
initial state, the process noise, and the observation noise are independent, and that some 
initial state probability density p(xo) is known.
The nonlinear estimation problem is to find the state estimates conditioned on the obser­
vations. This is accomphshed by determining the evolution of the conditional probability 
density function p(x„|Zn), where Zn =  {z^ ito < ta < £«} and p(xo|.^o) =  p(xq). Knowing 
the conditional density function, descriptive statistics can be used to estimate the state.
3.2 .1  Fokker-Planck E q uation
Between observations at times tn~i and tn, the conditional density p{xt\Zn--i) satisfies the 
Foldcer-Planck equation (also known as the Kolmogorov Forward equation) [29]
3 ^  a  . 1 A A
d i^ i=l  i = l  j = l
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where p(xt|.^n-i), M ^t) ,  G(xf), and Qt were replaced by p, fi, G, and Q, respectively, 
for simplicity. This equation is not explicitly solvable for general nonlinear problems, and 
many estimation algorithms make linear approximations to the dynamical function /  to give 
tractable solutions.
3.2 .2  B ayes’ R u le
Using Eq. (3.3), some conditional density p(Xn-i|.2^n-i) can be evolved in time up to an 
observation at time tn, giving the a priori density p(xn|^n-i)* Then, the a posteriori con­
ditional density p{xn\Zn) can be determined via Bayes’ Rule [15] .
I 7 \ _  P{'^n\^n, Zn-l)p{'^n\Zn-l) /g
-------------
Since the noise v„ is white, the observation’s density function is not dependant on previous 
observations and may be simplified as
pÇZn\x.n, Zn—l) — p(Zn|Xn) (3.5)
Additionally,
p{Zn\Zn~l} — J '  p{^n\^,in)p{p^,in\Zn—l)dx  (3.6)
Therefore, Equation (3.4) becomes
\y  \ — p{'^n\^n)p{^n\Zn-l)
Using transformation of variables, p(z„|x,i) can be rewritten as pv„(Zn — fr(x„)), and since 
V n r ^ N { 0 , R n ) ,
p (z„ |x n ) = ----- L _ e - i (K -M x » )]% fr z » -k (x « ) ] )  (3.8)
|27tR^|2
where | • | is the matrix determinant. Equation (3.7) is the a posteriori density function,
or the density of the state conditioned on all estimates up to and including time £n* Using
Eq. (3.8) and the results of the Fokker-Planck equation, then Eq. (3.7) may be solved in 
principle.
3.2 .3  S ta te  E stim ates
The a posteriori conditional density p(x„|Zn) is the complete solution of the nonlinear estima­
tion problem because it embodies all statistical information about x at tn which is contained
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in the observations and the initial condition p(xo) [15]. However, it is not automatically 
evident what parameter of the conditional density should be used to estimate the state. The 
mean is commonly used primaiily because it is unbiased and the minimum variance estimate 
for all estimation problems regardless of the properties of the conditional density. The mode 
is also a common choice due to its intuitively appealing interpretation as the maximum like­
lihood or most probable estimate of the conditional density. In the case of a symmetric and 
unimodal conditional density (if it is Gaussian, for instance), then the mean and the mode 
coincide. In any other case, the mode and mean do not coincide and the mode is then a 
biased estimate. Depending on the problem at hand, this may be desirable [60]. Jazwinski 
demonstrates that for the general nonlinear case, the solutions to the mode, the mean, and 
other higher order moments are infinite-dimensional [15]. As a result, approximations must 
be made to develop a realizable nonlinear filter.
In summary, the nonlinear estimation solution is represented in block diagram form in Figure
3.1 [29]. Beginning at time tn-i ,  the initial state probability density function p(x„_i|Z„_i) 
is evolved forwaid in time via the Fokker-Planck Equation, Eq. (3.3), using system dynamics 
governed by Eq. (3.1). This gives the a priori density p(x„|Z„_i) which, when combined 
with the observation z„ and its density function via Bayes’s Rule in Eq. (3.7), gives the a 
posteriori density function p(x„|2'„). The state is then derived from this density function 
using an appropriate statistic.
System Dyivaraics
Kolmogomv Foiwaid 
Equation
Measmement Density 
Fmiction
Bayes' Rule
p(;ïj
Figure 3.1: Block Diagram of the General Nonlinear Filter
3.3 E xten d ed  K alm an  F ilter
The Extended Kalman Filter (EKF) is one of the most commonly used nonlinear estimation 
algorithms. The brief introduction given here is based on Jazwinski [15] and gives an intuitive
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feel for estimation. The full derivation of the filter algorithm may be found in Appendix A.
Generally speaking, the EKF is an ad-hoc approach to solving nonlinear estimation problems 
that is based upon the Kalman Filter (KF). The KF is the optimal recursive estimator for 
linear problems given the assumptions of white, Gaussian, independent noise as outlined for 
the nonlinear estimation problem. The KF is optimal in the sense that its state estimate is 
the mean, median, and mode of the conditional density, for in the linear case these are all 
the same. The EKF exploits the strengths of the KF by using linear approximations to its 
nonlinear functions, in which case the standard KF may be applied. For this reason, the KF 
is presented first, followed by the EKF.
Consider a linear dynamical system described by a linear vector stochastic differential equa­
tion
^X f =  F{t)xt +  G{t)T]t, t > to (3.9)
where x* and rjt have been previously defined. F{t) G and G{t) €  are linear
functions that describe the evolution of the system. Discrete, linear observations are taken 
at time instants tn
Zn — H  {tn) Xj  ^ 'Vn'i TL — 1, 2, ^  0^ (3.10)
where z„ and v„ have been previously defined. H{tn) E is a linear function that
relates the state to the observations. To begin with, the KF assumes a priori knowledge of 
the conditional probability density function, p(xo|%o) — p(xo), which is assumed Gaussian, 
xq ~  A^(xo,Po)- Further, it is assumed that the initial state, the process noise, and the 
observation noise are independent.
As with the nonlinear estimation problem, the Fokker-Planck equation governs the evolution 
of the conditional density between observations. However, unlike the nonlinear problem, the 
Fokker-Planck equation is solvable due to the linear natme of the dynamics. In addition, 
the Gaussian conditional density remains Gaussian as it evolves in time, and is therefore 
completely characterized by its mean and covariance. In the multidimensional case (i.e. 
m > 1), the state transition matrix (STM) is used to evolve both the state and the covariance. 
The STM which relates the state at time to to time t\ is described by ^(£i, to), and is found 
by integrating the linear dynamical equations F{t) over the interval from to to ti via
d#(t, to)
dt =  P (t)0 (t, to), 0(to, t o ) = I  (3.11)
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Then, the mean of the initial conditional density, x q , evolves as
=  $ (ti, to)xo (3.12)
Similarly, the covariance of the initial conditional density, Pq, evolves as
P f  =  $ (ti, to)Po^^(ti, to) +  Qi (3.13)
The — superscript is used to indicate that the state and covaiiance matrix are predictions in 
the absence of a current observation. Qi is the process noise matrix of the system governed
by ^
Q i=  f  $ (ti, r)C ?(r)Q (r)G ^(r)$^(ti, r )d r  (3.14)Jto
Therefore, the conditional density p(xo|Zo) has evolved to the a priori density p(xi|.^o) with 
x i ~  A’(x{ ',P f). At time £i, a system observation z\  is taken, with associated covariance 
matrix P i. Bayes’ Rule gives the a posteriori conditional density which incorporates knowl­
edge of both the a priori density and the noisy observation. In the linear case, all densities
in Bayes’ Rule are Gaussian, and as a result, the a posteriori density is Gaussian as well.
The solutions to the new state and covariance matrix are most commonly formulated using 
the Kalman gain matrix
=  [ i î iP f J î f  +  iîi]"* (3.15)
Then, the state estimate is
ic+ =  +  K i [zi -  P ix [ ]  (3.16)
and the estimated covariance matrix is
Pi^ =  P f  -  KiHiPC  (3.17)
In contrast to the — superscript, the +  superscript indicates that the state and covariance 
matrix estimates have incorporated knowledge of an observation at t \ . The final conditional 
density is p (x i|Z i) with x i ~  Then, the cycle begins again, so that the state
and covariance estimate are propagated forward to give predictions at the next observation 
time, etc.
The KF gives a linear recursive solution to the estimation problem. In the case that the
dynamical and observation equations are not lineai', however, the problem in general is not
solvable. The EKF addresses this by making linear approximations to the nonlinear functions 
and applying the KF algorithm. More specifically, consider the nonlinear system as outlined
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at the beginning of this chapter. In addition to the stochastic differential equation in Eq, 
(3.1), define a deterministic reference trajectory as
■^xt =  f (x t) ,  t > to (3.18)
with state Xt and known initial condition xq. The deviation from this reference trajectory is
defined as
5xt = x t ~ x t  (3.19)
Therefore
^ S x t  = f{xt)  -  f{xt)  +  G{t)r}t (3.20)
and since xq ~  iV(xo, Pq), then Jxq ~  iV(xo — xq, Pq). Assuming that ^ x is small, the
following Taylor-series approximation can be made
f{x t)  -  f{xt)  ^  F{t)Sxt (3.21)
where
F{t) = (3.22)
is the Jacobian of the dynamics evaluated along the reference trajectory. Using this result, 
Eq. (3.20) can be linearized
— ôxt = F{t)Sxt +  G{t)r]t (3.23)
Note that this equation is equivalent to the linear stochastic differential equation of the KF, 
Eq. (3.9). Similarly, define a deterministic reference observation equation
Zn =  h{Xn) (3.24)
Using the stochastic observation equation, Eq. (3.2), the deviation from the reference equa­
tion is defined as
SZn — Zn Zn (3.25)
Performing a similar linearization as with the dynamical equations, the linearized observation 
equation is
SZn = H{tn)5Xn + V„ (3.26)
where
H{tn)  = (3.27)
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Note that this equations is equivalent to the KF observation equation, Eq. (3.10). Using 
Eqs. (3.23) and (3.26), the KF is employed to solve for the state deviation estimate and 
its covariance matrix P+. Then, the definition of the deviation in Eq. (3.19) is rearranged 
to solve for the nonlinear state estimate, x+ =  (^x+ +  x^. Because the deviation is linearly 
related to the nonlinear state estimate, and because x„ is a deterministic state, then the 
matrix also represents the covariance for the nonlinear state.
With these equations in hand, the EKF algorithm follows. The initial deterministic state 
xo is set equal to the initial state estimate xq since it represents the best guess at time to- 
Therefore, <Jxq =  0. The state prediction at time £i may be calculated using the deterministic 
reference trajectory
r-fl
'to
and 5xj^ =  0. Note that Eq. (3.28) is an approximation where the propagated mean of 
the previous conditional density has been substituted for the actual mean of the nonlinear 
conditional density. Given an observation zi at £i, the KF algorithm may now be employed 
to solve for <5xj**. First, the state transition matrix ^ (ti, to) is calculated by integrating the 
linearized dynamical equations over the interval from to to ti
d
r t i
h = X 0 +  /  /(x t)d t (3.28)Jtn
m  =
d$(t, to)
(3.29)
Xi
F (t)$ (t, to) (3.30)dt
Then, using the initial state covariance Ffi, the state covariance prediction P f  is calculated
P “ =  ^(U , to) +  Qi (3.31)
Similarly, the observation equation is linearized about the state prediction
d (3.32)P i  —
Then, the Kalman gain may be calculated as
K i = P f P f  [P iP fP i^  +  Pi] (3.33)
Using the observation zi, the state estimate follows
5xf =  (^x[ +  Ki  [5zi -  Pi5xj-] (3.34)
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However, noting that
5x+ =  x f  -  xj; (3.35)
applying 5xJ" =  0, and using Eq. (3.25), then the state update may be expressed as
x f  =  xj- +  K i  [zi -  /i(xf )] (3.36)
Finally, the state covariance estimate may be calculated
P+ =  p -  -  K iH iP {  (3.37)
Then, the reference trajectory x  is set equal to x^  because it represents the best estimate 
of the state at time ti, and the cycle is repeated. Conveniently, no explicit reference to 
the deviation Sx. is necessary in the algorithm. During the prediction phase, tliis is because 
the reference trajectory is always reset to the state estimate and, in light of Eq. (3.19) 
the deviation is zero. For the estimation phase, Eq. (3.36) has no explicit Sx dépendance.
However, it will be seen in later chapters that the simplified (i.e. Jx-less) EKF algorithm is
not always appropriate for paiticular dynamical systems.
The EKF is representative of a broad class of methods that require linear approximations 
to nonlinear equations in order to solve the estimation problem. Generally, this requires the 
application of differentiation or Taylor-series approximations to the nonlineai- functions. The 
resulting relationships are known interchangeably as the linearized or variational equations. 
As the next chapter will demonstrate, some systems require a more careful treatment to derive 
linear approximations, and the resulting systems are referred to as first-order to distinguish 
them from standard linearization. The term “linearly approximated” will be used when 
referring to both first-order and linearized equations. As for their implementation in the 
EKF, however, there is no distinction.
This thesis focuses on the nonlinear and linearly approximated dynamical equations that de­
rive from Hamiltonian systems. In particular, it seeks to demonstrate that a geometric treat­
ment of satellite attitude dynamics results in improved performance for linear approximation- 
based estimation algorithms such as the EKF.
3.4 C hapter Sum m ary
This chapter has introduced the nonlinear estimation problem from the Bayesian point of 
view, providing a general framework with which to discuss the particular problem of estima­
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tion for Hamiltonian systems. It has also given a brief introduction to the Extended Kalman 
Filter which is representative of the broad class of nonlinear estimation methods that rely on 
linear approximations to give realizable algorithms. The following three chapters will discuss 
topics relevant, but not directly related, to estimation. Chapter 4 will present the systems 
to be estimated, discuss the underlying assumptions used to derive them, and assert that 
each is Hamiltonian. Chapter 5 will concisely prove the Hamiltonian nature of the systems. 
Chapter 6 will discuss the geometric nature of Hamiltonian systems and outline the advan­
tages of geometric integration. Then, it will present the integrators used for the remainder 
of the thesis. Finally, Chapter 7 will return to the estimation problem with a compelling 
case for geometric integration and will explore what advantages might be gained from their 
application to satellite attitude estimation.
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Chapter 4
E quations O f M otion
4.1 In trod u ction
A number of different systems are discussed throughout this thesis and the objective of this 
chapter is to present each one in sufficient detail to make the report self-contained. The 
chapter is split into two sections, and the first considers the equations of motion for the 
one degree of freedom nonlinear planar pendulum. This canonical Hamiltonian system is 
useful in illustrating the concepts discussed in future chapters, particularly because it is 
straightforward to visualize the entire system, both from a physical and from a geometric 
(phase space) point of view. The second part of the chapter considers satellite attitude, which 
is the primary focus of the research. Within each of these sections the exact equations of 
motion are presented. In addition, linear approximations to these systems are considered as 
they play a central role in nonlineai’ estimation.
4.2  E quations o f  M otion  for th e  N on linear P en d u lu m
The equations of motion for a general one degree of freedom (1-D) system are presented here, 
then specialized to the case of the nonlinear planar pendulum.
4 .2 .1  E xact S ystem
For a general 1-D system with coordinate & and momentum g possessing Hamiltonian
•ffiD =  Ig" +  U(ff) (4.1)
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then the system state evolves as
d
In the case that
l7(0) =  - | c o s i
(4.2)
(4.3)
(4.4)
where g is the acceleration due to gravity and L  is the length of the (assumed) massless rigid 
rod connecting the pendulum bob to its pivot point, then the system describes the nonlinear 
planar pendulum. This system is illustrated in Figure 4.1.
Figure 4,1: Pendulum Coordinate System
In addition to ease of visualization, the nonlinear pendulum is used throughout this thesis 
because it is dynamically related to the satellite attitude problem. To better appreciate this 
relationship, note that rigid body motion (in the form of Euler’s equations) is the core of 
satellite motion, and that unperturbed rigid body dynamics preserves rotational energy and 
angular momentum. In this ideal case, it can be shown [61] that Euler’s equations reduce 
to the nonlineai' pendulum equations! This remarkable relationship makes the pendulum a 
par ticularly suitable system for gaining insight into satellite motion.
4 .2 .2  L inearized S ystem
In future chapters it will be useful to have a linear approximation to the evolution of initial 
deviations to the system state. Linearizing the general 1-D system gives
d
dt
d
dt
5 9 ^  
Sg —
dO dg H m
H m
59 + 
5 9 -
6g =  5g
d'  ^
d9 dg H m 5g= — i l U(^) 69
(4.5)
(4.6)
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In addition, the linearized Hamiltonian talœs the form
d
dg 
=  g5g +
H m 5g + È .
59
H m 59 (4.7a)
(4.7b)
Applying the definition of U in Eq. (4.4) gives the linearization of the nonlinear pendulum 
equations.
4,3  E quations o f M o tio n  for S a te llite  A ttitu d e
The equations of motion for satellite attitude are presented here. The section begins with 
definitions for the various coordinate systems used in this report followed by a brief expla­
nation of rotation parameterizations. Then, the exact, deviation, and first-order deviation 
systems are discussed.
4.3 .1  C oord inate S ystem s
Coordinate system notation and three coordinate systems aie defined here.
4.3.1.1 Coordinate System  N otation
Throughout this chapter, the following coordinate notation will apply to vectors v:
where the subscript / 1 / / 2  means coordinate frame / i  with respect to coordinate frame / 2  and 
the subscript fs  denotes in which frame the vector is expressed. For example, the frequently- 
used vector
denotes the angular rate w of the body frame b with respect to the inertial frame i, expressed 
in the body frame b. In the case that a vector does not represent a relative relationship then 
the subscript / 1 / / 2  will be dropped, though the subscript /s  may still be used to denote in 
which frame the vector is expressed if this is not cleài’ from the context. For example,
Xn
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denotes the unit vector x  as expressed in the local orbital coordinate frame o. Alternatively, 
if the vector represents a relative relationship between f \  and /g but need not be expressed 
in any particular frame fs, then the subscript fs  will be omitted. In all cases, the most 
general result is preferred. Note that in subsequent chapters dealing with estimation and 
state vectors, vector subscripts may indicate time notation and this will be explicitly stated 
if not cleai' from the context.
Similarly, when representing direction cosine matrices A, the following notation will apply:
^ f i / h
where the subscript / 1 / / 2  denotes a transformation from coordinate frame /g to coordinate 
frame / i .  For example,
A /o
denotes the dfrection cosine matrix A  that transforms vectors in the local orbital frame o to 
the body frame 6.
4.3.1.2 B ody Axis Coordinate System
The body axis coordinate system is defined by a right-handed set of three orthogonal unit 
vectors x^, y^, and co-originated at the center of mass of the satellite. This system is 
illustrated in Figure 4.2.
h
X
Figure 4.2: Body Axis Coordinate System
4.3.1.3 Local Orbital Coordinate System
The local orbital coordinate system is defined by a right-handed set of tlnee orthogonal unit 
vectors Xo, ÿo, and Zo co-originated at the center of mass of the satellite (thus coinciding
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with the origin of the body frame). The Zq axis points toward the gravitating center (nadir 
direction) and the ÿo axis points opposite the orbital angular momentum vector ho (orbital 
anti-normal direction). The Xo axis completes the right-handed orthogonal set. The local 
orbital coordinate system is illustrated in Figure 4.3.
Figure 4.3: Local Orbital Coordinate System
4.3.1.4 In ertia l C oord inate  System
The final frame is the inertial coordinate system with origin at the center of the Earth and 
axes defined by a right-handed set of three orthogonal unit vectors x,, y*, and z,. The 
direction of the inertial y* axis is chosen to be opposite the direction of the orbital angulai- 
momentum vector ho, and hence points in the same direction as the local orbital ÿo axis. 
The directions of the x, and z* axes aie chosen to be the same as the Xo and Zq axes as the 
satellite passes over the Earth’s equator at the ascending node. Note that this system is not 
truly inertial due to precession of the orbital plane about the Earth. However, compaiing 
the precession’s relatively slow period to the typical period of rotation for an Earth-orbiting 
satellite, the frame is assumed to be sufficiently inertial. The inertial coordinate system is 
illustrated in Figure 4.4.
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V /
Figure 4.4; Inertial Coordinate System 
4 .3 .2  K in e m a tic  P a ra m e te r iz a tio n s
Rotational motion possesses a number of unique properties and as a result, the parameter­
ization of rotations can cause theoretical and numerical difficulties if not treated with care. 
In this section, a brief overview of rotational parameterization is given, followed by a pre­
sentation of the three parameterizations used in this thesis: direction cosine matrices, Euler 
angles, and Euler parameters represented in quaternion form. The descriptions here follow 
from Ref. [62].
Fundamentally, three-axis attitude parameterization specifies the orientation of one reference 
frame with respect to another reference frame. The three-parameter Euler angle set is per­
haps the best known of the available attitude parameterizations due to its intuitive physical 
interpretation; however, there are no three-paiameter sets that are free of singularities or dis­
continuities [34]. This has limited their widespread use in attitude estimation algorithms and 
a number of other representations have been developed in order to avoid numerical difficulties. 
At the same time, using attitude parameterizations with more than three parameters adds 
additional state vaiiables that significantly increase the computational burden of estimation 
algorithms. Therefore, a judicious selection of attitude parameters is important.
4.3 .2 . 1  D irection  Cosine M atrices
The nine-parameter direction cosine matrix A  G is a proper real orthogonal matrix
that maps vectors from one coordinate frame to another and is regarded as the fundamental 
attitude representation for this thesis. Consider two right-handed orthogonal reference frames
40
Chapter 4. Equations O f Motion
denoted by a and c with basis vectors â i, &3 , and ci, C2 , C3 respectively where âi x âa =  âg 
and Cl X C2 =  C3 . Then the matrix is defined as
(âi)ci (âl)c2 (âi)c3
^a/c =  (â2 )ci (&2 )c2 (â2)c3
_ (â3)ci (â3)c2 (^3)03
where, for example, (âi)Ê^ represents the (scalar) component of âi along the ci axis, and can 
be calculated via (âi)êi =  âi • ci. It follows that
^Lc =  [(âi)c (â2)o (âs)c] (4.8)
These nine parameters in combination with the six constraints imposed by the unit length 
of the vectors and orthogonality leave three independent pieces of information. The set of 
direction cosine matrices forms the special orthogonal group 80(3) and possesses unique 
properties:
A À ^  =  hx3  
\A\ = 1
(4.9)
(4.10)
where I3 X3 is the identity matrix. That the direction cosine matrix is a real orthogonal matrix 
refers to the first of these properties, and that it is proper refers to the second. Together, they 
ensm'e that the lengths of vectors and angles between them are preserved when transformed 
by the direction cosine matrix, as expected for pure rotations [62]. Successive rotations A  
followed by A! can be represented as a product of the two via
A" =  A'A (4.11)
To demonstrate the usefulness of direction cosine matrices, consider the transformation from 
the body frame h to the local orbital frame o given by Aq/^ ,. Then if the vector v  is represented 
in body fianie coordinates, it can be transformed into local orbital frame coordinates via
Vo =  ^ofb^b
Equation (4.9) gives A~^ = A^, so the opposite transformation of v from local orbital frame 
coordinates to body frame coordinates taltes the form
V6 -  -^0/6Vo =  -Afe/oVo
Finally, note that the identity rotation is defined as
Aid =  [Î j  k] =  I3x3 (4.12)
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4.3.2.2 Euler Angles
Euler angles offer an intuitive way to represent attitude. These angles define a series of three 
positive right-hand rotations from a reference frame to a frame of interest. In this report, the 
pitch-roll-yaw (2-1-3) sequence is used to represent the attitude of the body fr ame relative to 
the local orbital fr ame. To illustrate their geometric meaning, consider the local orbital frame 
in Figure 4.5. The first Euler angle in a 2-1-3 sequence represents a pitch rotation cp about 
the ÿo-axis. This results in an intermediate frame defined by ic ,^ y^, and z(,, and the second 
Euler angle represents a roll rotation about the x(,-axis. This second rotation results in 
another intermediate frame defined by x", ÿ", and z", and the final Euler angle represents a 
yaw rotation p about the z"-axis. This third rotation gives the body frame; hence, the three 
Euler angles y), and p define the orientation of the body frame relative to the local orbital 
frame.
% % yh
Figure 4.5: Euler Angle Geometry
It is often convenient to represent these angles in direction cosine matrix form for transforming 
vectors into different frames [62]
cos p cos y) 4- sin p sin sin ship cos — cos p sin ip-f sin p sin ?? cos 7?
A(p, p) =  — sin p cos <p -f- cos p sin sin p  cos p cos d sin p sin <p +  cos p sin cos p
cos sin y  — sini? cos cos
(4.13)
Alternatively, given a direction cosine matrix it is often useful to transform it into a set of
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2-1-3 Euler angles. These relationships are given by
(p = arcsin(—A32) —90° < <p < 90° (4.14a)
— a rc tan ^ ^ ^ ^  0° < 1? < 360° (4.14b)
p =  arctan(^^i^j 0° <  p < 360° (4.14c)
The quadrants for ê  and p are obtained from the relative signs of the elements of A  in Eqs.
(4.14b) and (4.14c) [63].
4.3.2.3 Quaternions
Based on Euler’s Theorem, the most general way to describe the rotation of a rigid body 
about a fixed point is via an angle about some axis [62]. The angle 77 is called the Euler angle 
and the axis of rotation ê is called the Euler axis. Tlfis axis is the unit vector that remains 
unchanged under transformation by the direction cosine matrix A  that relates the initial and 
final orientations:
Aê =  ê
The Euler axis and angle relate to the direction cosine matrix via [62]
cos 77 =  ^ [trace (A) — 1]
A 23 — A 32ei =
62 =  
63 =
2  sin 77 
A31 — Ai3 
2  sin 77 
Ai2 — A21
2  sin 77
Note that two equivalent solutions exist for this parameter set, consistent with the equivalence 
of one Euler axis/angle with its negative counterpai t. Even though four parameters are used 
to describe the rotation, there are only three independent parameters due to the unit length 
of the Euler axis. Euler axis/angle sets present difficulties because the sign of the set can 
jump as attitude varies smoothly. Also, the kinematic equations of motion as represented 
in Euler axis/angle sets are singular for 77 =  27t [8 ]. To avoid these problems, the Euler
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axis/angle set can be parameterized via Euler symmetric parameters [62]
. Vqi =  ei sm -
subject to the constraint
92 =  62 sm —
93 =  63 sm
_  V94 =  cos -
«1 +  ?2 +  ?l +  «4 =  1 (4.16)
These fom’ parameters can be represented via a unit quaternion
q =
91
92
93
94
q
94
(4.17)
where q  is the imaginary or vector part and 94 is the real part of the quaternion. Unit 
quaternions can be thought of as fom-dimensional vectors confined to the surface of the unit 
sphere S^.
Quaternions are useful primarily because they are the minimum-parameter globally non­
singular parameterizations of attitude. This makes them ideal for numerical computations; 
however, they do not have the intuitive geometric interpretation of Euler angles. Like the 
direction cosine matrix, they aie subject to noncomniutative algebra which is briefly reviewed 
here. Specifically, the composition of two quaternions p and q  is defined here according to 
Ref. [9]
P 4q +  94P -  P  X q
P494 - p  q
The composition of quaternions is bilinear, so that it also may be written as
p ®  q =  fl(p)q 
=  U*(q)p
where
fl(p) =  [S(p) p] 
0 *(q) =  [H*(q) q]
(4.18)
(4.19a)
(4.19b)
(4.20a)
(4.20b)
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and
S(P) =
=
P4Ï3X3 - P
- P ^  
94I3 X3 +  q  ^
- q ^
(4.21a)
(4.21b)
The superscript x is used to denote the cross product matrix
0 - 9 3 92
- X  _ 93 0 -9 1 (4.22)
—92 91 0
q^^p = q  X p
(4.23a)
(4.23b)
(4.23c)
where
Given a unit quaternion q, the matrices H and H* obey [42]
s ^ (q )q  =  5 ''^(q)q  =  0  
H ^(q)H (q)=H *'’(q)H*(q) =  l3x3 
H(q)H^(q) +  qq^ =  5 ‘"(q)H*^(q) +  qq^ s  Ux4
Note that the composition of two quaternions results in a quaternion, so that if
m  =  p 0  q
then the inverse relationship is
p  =  m  O q*
where m  is a quaternion and the * superscript in q* is the conjugate operator of the quater­
nion, defined as
-q
94
(4.24)
Additionally, the identity quaternion is defined as
0 
0qid = 0
1
(4.25)
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The direction cosine matrix can be represented in terms of the unit quaternion via
A(q) =S*^(q)H(q)
=  ( 9 4 - |q |% x 3 - 2 9 4 q ^ + 2 q q ^
9 i -  92 -  93 +  94 2(9192 +  9394)
2(9192 — 9394) —9i +  92 “  9s +  94
2(9193 -  9294) 
2(9293 +  9194)
' 9 l  “ 9 2 + 9 3 + ^ 4
(4.26a)
(4.26b)
(4.26c)
2(9193 +  9294) 2(9293 -  9194)
Also, it can be shown that quaternion composition has the following property
^(p)^(q) = ^(P ® q) (4.27)
In other words, successive rotations (defined previously in Eq. (4.11)) are equivalent to the 
composition of successive quaternions. If the direction cosine matrix is known, a correspond­
ing quaternion can be calculated via [62]
94 =  \ / l  +  All +  A22 +  A33
91 =  "1— (^23 — A32)4 94
92 =  4 ^  (^31 -  A13)
93 =  ^  (Ai2 -  A21)494
(4.28a)
(4.28b)
(4.28c)
(4.28d)
Note that 94 (and hence, the entire quaternion) possesses a sign ambiguity. However, both 
q  and —q represent the same direction cosine matrix as seen in Eq. (4.26b) and therefore 
the quaternion is said to be 2:1 [8 ] to the special orthogonal gi’oup S0(3) of direction cosine 
matrices.
In addition to previously mentioned references, the reader is referred to Ref. [64] for further 
quaternion relationships.
4,3.2.4 Sum m ary  o f A ttitu d e  P aram ete riza tio n s
In this report, each of the three attitude pai ameterizations discussed serve different purposes. 
The direction cosine matrix is used primarily for physical insight into the system equations. 
The 2-1-3 Euler angle set is used to present attitude results from simulations due to its intu­
itive physical meaning and its minimum-parameter nature. Finally, the attitude quaternion 
is used for numerical algorithms to avoid singularity and discontinuity.
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4.3 .3  E xact S ystem
The exact equations of motion [65] describe the attitude motion of a triaxial rigid body 
possessing internal angular momentum devices and subject to gravity gradient torque in 
circular orbit about the Earth. In this subsection and each of the following subsections, 
the equations of motion will be presented in direction cosine matrix form to give physical 
insight in to the system, and in quaternion form for use in numerical algorithms. Because the 
exact and deviation systems are well-known, they are only briefly summarized here. Further 
details for these systems may be found in Appendix B. The first-order deviation system is 
less well-known and is therefore treated in more detail.
Direction Cosine Matrix Equations
Consider a small satellite moving in a circular orbit about the Earth. The satellite’s attitude 
is defined by a set of parameters that relate its body coordinate frame to another known 
coordinate frame (commonly, the local orbital or inertial coordinate frames). Specifically, 
the local orbital frame unit vectors Xq and Zq rotate with respect to the inertial frame with 
angular rate
0
—n 
0
(4.29)
where n  is the mean orbital motion
(4.30)
p is the gravitational constant for Earth and a is the circular orbital radius. For simplicity, 
the definition
n
is introduced. To describe the body frame’s motion as viewed from the local orbital frame, 
note that the satellite rotates at rate with respect to the inertial frame. Therefore, the 
angulai’ rate of the local orbital fr ame with respect to the satellite body as described from
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the body frame is
i^o/b)b — ~{^b/o)b (4.31a)
=  -~[{^b/i)b — ^b/o{<^o/i)o] (4.31b)
=  ^[{^b/ùb +  A(,yon] (4.31c)
=  -{f^b/i)b -  n{yo)b (4.31d)
Using this result, the motion of the body frame as described in the local orbital frame is
Éldt,, -^6/0  — {^o/b)b -^b/o (4.32a)
=  [“ (wfe/i)i, -  n(ÿo)fe]^Afe/o (4.32b)
Introducing the following variables to simplify notation,
X = {ko)b A = Ab/o
y  =  (ÿo)6 . w =  {oJb/i)b
z =  (Zo)6
then the attitude equations take the more compact form
“ A =  [—CO — nÿ]^ A (4.33)
Because A =  [x ÿ z], Eq. (4.33) represents nine kinematic equations governing the motion 
of the orbital frame as described in the body frame:
+  w X X — Mz (4.34a) j
+  w X ÿ  =  0 (4.34b)
^ z  +  w X z — —nx (4.34c) '
Satellite dynamics in inertial space are governed by Euler’s equations of motion. In addition,
the exact system’s dynamics incorporate gravity gradient torque which is particularly im- '
portant in modeling and stabilizing small satellite attitude. Gravity gradient torque results
from the unequal gravitational potential of the satellite body about its center of mass. Its
influence tends to keep satellites nadir pointing and its instantaneous magnitude depends on
the angular deviation of the body Z(, axis from the nadir direction [39]. It is claimed here (and
proven in Chapter 5) that Euler’s moment equations under the influence of gravity gradient
torque constitute a Hamiltonian system. Further, the Hamiltonian nature of the system is
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not affected by the order of the Taylor series-based approximation to the torque term [48]. 
Approximating the gradient torque to second-order [49] and describing the rotational motion 
of the satellite with respect to an inertial frame gives [39]
=  {Ico +  hint) X w 4- 3n?z x Iz
where I  is the moment of inertia tensor of the satellite and hint is the satellite’s internal an­
gular momentum vector which is assumed constant. Without loss of generality, the principal 
moments of inertia axes ar e assumed to be along the body axes and as a result its off-diagonal 
terms are zero. The system possesses the following constants of motion:
x - y  =  0 
y  • z =  0 
X z  — 0
X ' X =  1
y * y  =  1
z - z  =  1
2
where JÏExact is the system Hamiltonian.
H^ Exact — 2 ^  ’ d  M.y • [Ilo -f hint) H— • I z
Quaternion Equations
The time evolution of the quaternion relating the attitude of frame / i  with respect to frame 
/ 2  takes the general form [39]
d
-  2 ^ ( ^ ) ) q / i / A ( ^ )
where the superscript f indicates the quaternion form of a three-vector, i.e.
CO
(4.35)
(4.36)
The kinematic equations of the satellite body frame as described from the local orbital frame 
may be expressed in quaternion form using the definition of (cob/o)b from Eq. (4.31a) and 
noting that
{Ab/on)^ = h/o 0 110 1 (4.37a)
(4.37b)
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Introducing the following variable to simplify notation
q  — qfe/o
then the quaternion-based kinematic equations are
^ q  — 2  d  q (4.38)
Noting that z =  Ak and A(q) =  A, the dynamic equations can be expressed in quaternion 
form
=  (Zw -f hint) X w -I- 3n^(A(q)k) x /(A (q)k) (4.39)
The quaternion-based system possesses the following constants of motion
llqll = 1
Exact d  n (A (q )j)  • [Ico -\r hint) 4— ^ ( ^ ( q ) k )  • / (A (q )k )
where ZfExact is the system Hamiltonian in quaternion form and the relationship ÿ  =  Aj has 
been used.
The exact system (independent of kinematic parameters) is contingent on the following as­
sumptions:
• The Earth-centered frame is sufficiently inertial
• The satellite is a rigid body
• The satellite possesses constant internal angular momentum
• The satellite is in an unperturbed circular orbit about the Earth
• The satellite dynamics include the effects of gravity-giadient torque (approximated to 
second order)
• The satellite experiences no other torques external to the system
• The principal moments of inertia axes are oriented along the body axes
For in-depth discussion of other Hamiltonian-based systems that describe satellite motion, 
see References [48] and [49].
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4 .3 .4  D ev ia tion  S ystem
The exact system describes the motion of a triaxial satellite in circular orbit about the Earth. 
In subsequent chapters, it will prove useful to know how a small deviation from the initial 
state of the exact system evolves in time. In this section, the nonlinear equations for the 
deviation’s evolution are derived.
Direction Cosine Matrix Equations
Consider two initial satellite body frame orientations A  and A, their respective initial angular 
rates w and w, and their respective internal angular momentum vectors hint and hint- The 
difference between these two systems can be described by introducing state deviations such 
that
À  — 5AA  (4.40a)
Lo = oj + 6io (4.40b)
hint — hint d  ^hint (4.40c)
where is a rotation matrix defined by
ÔA = [5x <5y 5z] (4.41)
The use of a rotation matrix as a kinematic deviation ensures that these equations are correct 
without relying on small-deviation assumptions. The time evolution of the attitude deviation, 
JA, is
—5A — — (jo^ SA  — ôco^ôA +  6  Aw ^  (4.42)
The nine equations in Eq. (4.42) represent the time evolution of the unit vectors:
=  <5x X w +  <5x X 5w — 5x^5Aw (4.43a)
^ S y  = 5y X Lo + Sy X ÔOJ — 6y^ 6A lo (4.43b)
^ 5 z  =  5z X w +  5z X <Jw — 5 z ^ 5 A ( j j  (4.43c)
The time evolution of the rate deviation is
I~6U) =(Jw  +  IÔUJ +  hint d  <5hint) X (5w +  (IÔOJ 4- <5hint) X w dt (4.44)
+  3n^ l (^^Az) X I{ôAz) — z x Zz]
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Due to the constant internal angular momentum assumption,
|< 5 h «  =  0
The internal angulai' momentum deviation is included here for completeness, though it is 
not used during the course of this research. The deviation system possesses the following 
constants of motion:
<5x • =  0 <5x • 5x =  1
(5y • <5z =  0 Sy ■ ôy — 1
âx ' ÔZ = 0 âz • Ôz = 1
Its governing Hamiltonian may be derived by taking the difference between two exact system’s 
Hamiltonians and substituting the definitions of the state deviations in Eq. (4.40), giving
^ D e v ia t io n  ' fdco 4 -  ~âcO • I5u) 4~ 77. [ ( 5 A ÿ )  • ( / w  4“ IÔLO 4“ h i n t  d  ^ h |n t )
1 3n^r 1 (445)-  ÿ  • (Zoi 4-hint) 4 -—  |^ ((5Az) ■ J (5 A z )-z - /z j
Quaternion Equations
The state deviation may also be represented in quaternion form. Consider two initial satellite 
body frame orientations q  and q, their respective initial angular rates w and w, and their 
respective internal angular momentum vectors hint and hint- The difference between these 
two systems can be described by introducing state deviations such that
q  =  5q (g) q  (4.46a)
w =  w 4- ÔOJ (4.46b)
hint — hint d  ^hint (4.46c)
where Jq  is a unit quaternion. Here as in the direction cosine matrix equations, a true rotation 
represents the kinematic deviation so that no small-deviation assumptions are required. The 
time evolution of the attitude deviation (5q is
~ 5 q  = i  [n(w^ 4- 5w^) -  fî*(w'*')] 5q (4 .4 7 a)
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and the rate deviation evolves according to
I — ÔCO —(Zw +  I 5 c O  +  hint +  l^hint) X 5 u )  +  { I S l O  +  6h;nt) X w
(4.48)
+  [(yl(3q)A(q)k) x  J(A(5q)A(q)k) -  (A(q)k) X 7(A(q)k)]
Like the direction cosine matrix-based system, the internal angular momentum deviation’s 
time derivative is zero. The quaternion-based deviation system possesses the following con­
stants of motion:
l!NI =1
T Z o ev ia tio n  ■ I6(X> +  • lÔCO
+ M [(A(<5q)A(q)j) • (Zw +  lôco -f hi„t +  5hi„t) -  (A(q)j) • (Zw +  hint) (4.49) 
+  ^  [(A(3q)^(q)k) ■ 7(A(«q)A(q)k) -  (A(q)k) ■ I(A(q)k)]
Note that the deviation system (independent of kinematic parameters) operates under the 
same assumptions used to derive the exact system.
4 .3 .5  F ir s t -O rd e r  D e v ia tio n  S y s te m
The deviation system describes the nonlineai’ evolution of initial deviations to the exact 
system. It will prove useful in future chapters to have a representation of this system that 
is linear in the deviation terms. The reasons for this were alluded to in Chapter 3, where it 
was shown that dynamical models are often linearly approximated in order to give realizable 
nonlinear estimators.
The following system is regarded as the first-order approximation to the exact system in the 
sense that it defines the evolution of a deviation to the nonlinear state via linear equations. As 
noted in Chapter 3, the approach taken here is not based on standard linearization of the exact 
system but rather, on the approach of Lefferts el at [9]. However, the first-order deviation 
equations in the literature generally assume gyro input and do not utilize a dynamical model. 
This section derives the first-order system using both the attitude and the dynamical models, 
based on the flight-tested SSTL approach [44]. Because it is less commonly encountered, this 
system is treated in more detail than the previous ones.
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4.3.5.1 First-Order K inem atic Equations
Direction Cosine Matrix Equations
Consider two initial satellite body frame orientations A  and A  and their respective initial 
angular rates w and w. As in the deviation system, the difference between these two systems 
can be described by introducing kinematic and dynamic deviations such that
À = SAA (4.50)
CO — CO + Sco (4.51)
The time evolution of matrix A  is governed by the exact system equation:
~ A = ~ [ io  + ny]^A  (4.52)
The first-order system is derived by assuming a small kinematic deviation 5A, in which case
<ÿAA Rf (13X3 +  C"" )A  (4.53a)
= ÔA + A  (4.53b)
where is a skew-symmetric matrix of small rotation parameters. Then, the time evolution 
of À  may be written as
— À  =  -  [w +  nÿ] ^  A (4.54a)
= -[ io  + gw] ^ {6A + A ) -  n[{SA + A)j] "<(M +  A) (4.54b)
^  -  {co^6À-\- co^ A  + ôio^5À + ôco  ^A) (4.54c)
-7 i((i^ A j)'< fA  +  (<ÿAj)'<A-)-(Aj))<,^A4-(Aj)'<A)
Eliminating second-order terms, applying the definition of 5A  from Eq. (4.53), and simplify­
ing gives
~ A  «  — {co^SAA -t- A) — n((5Ay)^ A +  y^5A A  — A) (4.55a)
=  -  [w 4- n y p A  — [5w + n y  — ny]^A  (4.55b)
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Using these definitions, the kinematic equation for ôA follows:
5A A + ÔA ddt
dt
dt
A = — oj^SAA — n y^S A A  — Sco^A
— n (M y)^  A +  n y ^ A  +  5Aio^A + nSA y^A  
5A =  — [(jO + nyj^^A +  (JA[w +  nÿ]^ -  [5w +  nSAy — ny]‘
The nine equations in Eq. (4.56c) represent the time evolution of the unit vectors: 
=  (fx^ — ^x^6 A)(w +  ny) +  [6 w 4 - n6Ay  — nÿ] x i
d
dt
d
dt
— (<5y^  — 6y^ôA){u) + ny) 4- [<5w 4- nSAy  — nÿ] x j  
6z =  (5z^ — ôz^ôA){u} +  ny) 4- [^w 4- nJAy — nÿ] x k
(4.56a)
(4.56b)
(4.56c)
(4.57a)
(4.57b)
(4.57c)
Quaternion Equations
The quaternion-based kinematics of the first-order system follow from the deviation system 
under the assumption that the deviation quaternion <5q is small
Jq (4.58)
Under this assumption, the vector portion 5q of the deviation quaternion contains all infor­
mation about the rotation. It is only valid so long as (5q remains small. Note that under this 
assumption the quaternion-based direction cosine matrix of Eq. (4.26c) simplifies to
A(Jq)% l3x3-2,y^'' (4.59)
Noting that 5A  — A((5q), it is clear that the small deviation quaternion assumption is equiva­
lent to the small deviation direction cosine matrix assumption in Eq. (4.53) with C =  —25q.
Before applying the small deviation quaternion assumption, first rearrange the deviation 
quaternion’s differential equation (Eq. (4.47a)):
-6 q [0*(5q) -  U(5q)] +  in(5w'l')5qd r "  2 '-" ' 2 ““^ “"
Using the small deviation quaternion assumption in Eq. (4.58), the first part of Eq. (4.60) 
simplifies to
- [ n x N - o ( 6 q)]w w (4.61)
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Ignoring second-order deviation terms, the second part of Eq. (4.60) simplifies to
^n(dw^)dq PS (4.62)
Using these results, the first-order system’s differential equation for the deviation quaternion 
becomes
—5q =  5q x w +  —dw (4.63a)
—dq4 — 0 (4.63b)
Note that this system is linear in the deviation variables and that it depends only on the 
vector portion of the quaternion deviation.
4.3.5.2 First-Order Dynam ic Equations
Direction Cosine Matrix Equations
Also of interest is the first-order time evolution of the dynamic deviation <5w. This can be 
derived by first noting that the dynamical equation of w is governed by the exact system 
equation
=  (Zw 4- hint) X w 4 - 3n^z x I z  (4.64)
To avoid second-order and higher terms, the time evolution of w is rewritten using SA from
Eq. (4.53):
Z ^ w  =(Zw 4- hint) X w 4- 3n^z x  I z  (4 .65a)
=(Zw 4- Z(5w 4- hint 4- 5hint) X (w 4- 5w) 4- 3n ^ [(dA  4- A )k ] x  1(^ 6A  4- A )k  (4 .65b )
Ignoring second-order terms, applying the definition for SA, and simplifying gives;
Z ^ w  Ri(Zw 4- hint) X w 4- (Zw 4- hint) X 6 w 4- 3n^ [z x Zz 4- z x Zz — z x Zz] (4.66)
Using these equations, the first-order evolution of the dynamic deviation 6w can be derived:
Z—<5w =Z—w — Z—w (4.67a)dt dt dt  ^ '
=(Zw 4- hint) X Soj 4- (ZJw 4- (5hint) x w (4.67b)
4- 3n^ [(ôAz — z) X Zz 4- z X Z{SAz — z)]
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Quaternion Equations
Using the small deviation quaternion-based direction cosine matrix in Eq. (4.59) and ignoring 
second-order deviation terms, the deviation rate’s differential equation (Eq. (4.48)) simplifies 
to
= (7oj -t- hint) X (5a; -f ^hjnt) x u; +  [(—2<5q^A(q)k) x J(A(q)k)
'■ (4.68)
4- (A(q)k) X 7(-2(5q''A(q)k)
This differential equation may be rearranged to emphasize its linear dépendance on the 
deviation terms
l i à u j  =  (Jo; H- hint) x 5a; +  (/5a; +  5hjnt) x a;
(4.69)
+ 6 n ^ [(A (q )k )^ /-  (l(A(q)k))'^ (A(q)k)^5q
Like the quaternion-based kinematic equation, Eq. (4.69) is lineai' in the deviation terms and 
is only dependant on the vector portion of the quaternion deviation.
4.3.5.3 First-Order Constants o f M otion
Direction Cosine Matrix Equations
The Hamiltonian of the first-order deviation system is the constant of motion of interest. It 
may be derived by first expressing the deviation system’s Hamiltonian (Eq. (4.45)) in terms 
of SA from Eq. (4.53):
•^First Older ' ISuJ 4- —5a; • ISoJ
T n |^((5j4 +  A)j) • (/a; ISu> +  hi^t +  5hint) — (Aj) • (/a; 4- hjnt) (4.70) 
4— —  ((5A 4- A)k^ ■ /  ((5A 4- v4)k) — (Ak) • J(Ak)j 
Expanding this solution and eliminating second-order terms gives
-^First Order —^  ' / Suf 4~ Tl (5Aj) • (/a; 4- hint) 4- (Aj) • (/5a; 4- 5hint)j
+  3n^(5Ak) • /(A k)
(4.71)
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Then, using the definition of 5À, the Hamiltonian of the first-order deviation system may be 
expressed as
- f f p h - s t  O r d e r  '  IScaJ -f n j ^ ( 5 A ÿ  —  y) • [Iu> 4- h i n t )  4- ÿ  " {IÔLO 4- 5 h i n t )
4- 3n^(5Az — z) ■ /z
(4.72)
Quaternion Equations
The quaternion-based Hamiltonian of the first-order system may be derived from the devia­
tion system’s Hamiltonian in Eq. (4.49) by applying the small deviation quaternion assump­
tion in Eq. (4.58) and the resulting direction cosine matrix approximation in Eq. (4.59), and 
by ignoring second-order terms:
% r s t  O r d e r  '  ISiO 4" U 2((A(q)j) X  5q) • (JoJ - f-  h i n t )  +  (A(q)j) • (/5w 4- h i n t ) ]
\  (4.73)
4- 6 n^ [(A(q)ic) x 5q] * IA (q)k
4.3.5.4 Summary of First-Order System
The first-order deviation system linearly approximates the evolution of initial deviations 
to the exact system by assuming that the deviations are small. The first-order system is 
particularly useful in quaternion form because it depends on only three of the four quaternion 
components. Nevertheless, it is equivalent to the direction cosine matrix form of the system. 
In addition to the assumptions used to derive the deviation system, the first-order deviation 
system ignores all second-order terms.
4 .4  C hapter Sum m ary
In this chapter, the dynamical systems relevant to this thesis have been presented. In the 
first section, the nonlinear planar pendulum and its first-order Taylor series approximation 
were discussed. The exact, deviation, and first-order deviation attitude systems were dis­
cussed in the second section. The exact system describes the attitude evolution of a triaxial 
satellite with constant internal angular momentum, undergoing gravity gradient torque in a 
circular orbit about the Earth. The deviation system describes the nonlinear evolution of 
deviations to the exact system’s state over time, and the first-order deviation system is its 
linear approximation. It has been claimed in this chapter that each of the these systems is
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Hamiltonian in nature, an assertion which has significant implications for how each ought 
to be treated in attitude estimation. The next chapter provides new proofs that validate 
the Hamiltonian natme of the systems described, and subsequent chapters consider how to 
conserve this nature in attitude estimation.
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Chapter 5
H am iltonian  N atu re o f System s
5.1 In trod u ction
The objective of this chapter is to prove the Hamiltonian nature of each of the systems 
presented in Chapter 4. This chapter begins the theoretical justification for this research by 
showing that there is a Hamiltonian nature to be preserved; the next chapter will continue 
in this vein and discuss the geometric structure of the systems that must be preserved for 
accurate state and error prediction.
The chapter begins with an overview of canonical and noncanonical Hamiltonian systems, 
followed by the criteria necessary for a system to be Hamiltonian. Then, it is shown that 
each of the systems previously presented satisfies the necessary and sufficient conditions for 
Hamiltonian systems. To the author’s Imowledge, proofs for the deviation and first-order 
deviation attitude systems are new.
5.2 H am ilton ian  and P o isson  System s
This section briefly reviews canonical and noncanonical Hamiltonian systems, closely follow­
ing Beck’s [6 6 ] concise treatment. The primary purpose is to familiarize the reader with the 
criteria a system must satisfy to be Hamiltonian in nature, and is necessarily brief. See Refs. 
[67] and [61] for more thorough discussion.
60
Chapter 5. Hamiltonian Nature o f System s
5.2 .1  C a n o n ic a l H a m ilto n ia n  S y s tem s
A d-diniensional Hamiltonian system’s equations of motion may be represented in canonical 
form as
d dH  (r, s)
“  dSi (5.1a)
(5.1b)dt dvi
where r  E is the generalized coordinate vector, s E is the conjugate momentum vector, 
and H (r, s) G K is the system Hamiltonian. The coordinates and momenta are known as the 
phase variables and they form a 2d dimensional phase space. If the variables are expressed 
as a system state
(5.2)
then the equations of motion may be expressed as
d
dt X =  JVxJT(x) (5.3)
where the canonical structure matrix, J  € is defined as
j  — 0  fdxd 
—^ dxd 0
(5.4)
Poisson brackets afford another way to express these equations. Given F (r ,s )  =  V(x) and 
TT'(r, s) =  VP(x), two smooth functions of their arguments, then the skew-symmetric, bilinear 
Poisson bracket is defined as
(5 .5 a)dvi dsi dsi dvi 
=  V x F (x ). JV xl^(x) (5.5b)
This bracket allows for elegant expressions of time derivatives. Given a smooth function
4 y (K )  =  v . n x ) . | x
=  V x F (x ). JVxLf (x)
(5.6a)
(5.6b)
(5.6c)
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Then, the time evolution of the phase variables may be expressed as
^ X i  = {x i,H }  (5,7)
which is equivalent to the canonical equations (Eq. (5.1)). Additionally,
4 i f ( x )  =  {H ,H } =  0 (5.8)
where the last relationship is due to the skew-symmetry of the Poisson bracket. Therefore,
the Hamiltonian is a constant along all system trajectories and defines a conservative system
[6 6 ]. Functions C(x) like the Hamiltonian which satisfy
{C (x ),^ }  =  0 (5.9)
are called first integrals or integrals of motion and are constant along system trajectories.
5.2 .2  N on can on ica l H am ilton ian  S ystem s
Canonical Hamiltonian systems have even-dimensional phase spaces with momenta conjugate 
to their coordinates. These are a subset of noncanonical Hamiltonian systems, or systems 
that do not generally require pairing of coordinates and momenta and therefore may be 
odd-dimensional. Though noncanonical systems will generally be of higher dimension than 
canonical systems when describing the same dynamics, noncanonical variables may be more 
useful due to ease of derivation, system insight afforded, etc. These noncanonical systems 
are sometimes referred to as Poisson systems, though no distinction needs to be made with 
Hamiltonian systems since Darboux’s theorem and Darboux-Lie’s theorem show that all 
noncanonical systems may be transformed locally into canonical ones [6 6 , 6 8 ].
Noncanonical systems may be represented by a generalization of the Poisson bracket given 
in Eq. (5.5a). In this case, the Poisson bracket maps two smooth functions on a Poisson 
manifold to a third smooth function such that the following properties aie satisfied [6 6 ]:
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fij {V, VF} =  — (PF, U} (Skew-Symmetiy)
{iij {ciV +  C2 ÏF, iî}  =  ci{V, H }  +  eg {IF] H j  (Bilinearity)
{F, Cl VF +  C2H } =  ci{F, IF} +  C2 ( F  H j  
(in) {F, (IF, H}}  +  {TF, {H, F}} +  {H, (F, IF}} =  0 (Jacobi Identity)
(ivj {F, VF - i/}  =  |F , TF} • i f  +  IF . (F, H }  (Leibniz’ Rule)
for three smooth functions F , TF, and H  on Poisson manifold M, where a Poisson man­
ifold is a smooth manifold with a defined Poisson bracket. The Poisson bracket may be 
represented as [69]
{F, TF} =  V x F (x ) . J(x)VxTF(x) (5.10)
where J(x) is the Poisson structure matrix of M  and in contrast to the variable-independent 
structure matrix J  of the canonical system, the noncanonical structure matrix J(x ) may be
a function of the phase space variables. The class of systems for which J(x ) depends linearly
on X is called Lie-Poisson [70], and as will be shown, each of the satellite attitude systems 
considered in this thesis satisfy this condition. In the form given by Eq. (5.10), the bracket 
satisfies Leibniz’ rule and the property of bilinearity. If J(x) is restricted to skew-symmetric 
matrices
j'^(x) =  - J ( x )  (5.11)
then skew-symmetry of the bracket is satisfied as well [69]. Therefore, to prove that a system 
possessing a Poisson bracket formed according to Eq. (5.10) with skew-symmetric structure 
matrix J(x) is Hamiltonian, it is necessary and sufficient to show that the bracket satisfies 
the Jacobi identity.
In the following section, each of the systems presented in Chapter 4 is shown to possess 
a Poisson bracket with a skew-symmetric structure matrix. A Mathematica-based Jacobi 
identity validation program has been used to show that the Jacobi identity is satisfied for 
all of the Poisson brackets. The 0(d^) equations required to prove this in each case are 
prohibitively many to list here (see Ref. [71] for details of the algorithm’s implementation).
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Since each of the Poisson brackets in this chapter is formed according to Eq. (5.10), possesses 
a skew-symmetric structure matrix, and satisfies the Jacobi identity, then each is proven to 
be a Hamiltonian system.
5.3 P en d u lu m  P o isson  B rackets
The Poisson brackets for the general 1-D system described in Chapter 4 are presented in the 
following subsections. Using the definition of U in Eq. (4.4) gives the (more specific) Poisson 
bracket for the nonlinear planar pendulum.
5.3 .1  E xact P en d u lu m  B racket
The exact 1-D system presented in Section 4.2.1 has a state vector xid defined as
XlD = (5.12)
The Poisson bracket for the exact system takes the form
{F,TF}id =  V xF-JV xVF (5.13)
where J  is the canonical structure matrix from Eq. (5.4). The exact system’s equations can 
be recovered straightforwardly using the relationship
— X iD  =  { x iD , i / l D } lD  
=  J V x i î lD
where
Vxi/iD =
(5.14)
(5.15)
(5.16)
5.3 .2  L inearized P en d u lu m  B racket
The linearized 1-D system presented in Section 4.2.2 has a state vector xlid defined as
XLiD = [B Q 56 (5.17)
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The Poisson bradcet for the linearized system takes the form
{F, TF}lid =  V xF • JlidVxVF
where Jlid is defined as
(5.18)
J h lD  —
0 0 0 1
0 0 - 1 0
0 1 0 0
- 1 0 0 0
(5.19)
The linearized system’s equations can be recovered straightforwai'dly using the relationship
d
d t Xlid =  {xLiD,%iD}LiD 
=  JniDVx/fLlD
(5.20a)
(5.20b)
where
VxJ /lid 5e
i m
Q
(5.21)
5.4  S a te llite  A ttitu d e  P o isson  B rackets
The Poisson brackets for the satellite systems described in Chapter 4 are presented in the 
following subsections. The brackets use angular momentum vectors in place of angular rate 
vectors found in the system equations, and the two vectors are trivially related via
h — I lo
The same relationship holds for deviation momentum and rate vectors:
5h =  ISio
(5.22)
(5.23)
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5.4 .1  E xact S y stem  B racket
Direction Cosine Matrix Equations
The exact satellite attitude system presented in Section 4.3.3 has a state vector x^xact defined 
as
X E x a c t =
The Poisson bracket for the exact system takes the form
{V; W}Exact =  V xF ' JExactVxTF
where JExact is defined as
Aîxact
X
in t
(5.24)
(5.25)
0 0 0
0 0 0
0 0 0
x'^ y"" z^ h ^ + h
(5.26)
The exact system’s equations can be recovered straightforwardly using the relationship
where
^ ^ X E x a c t  — { x E x a c t  ; ^ E x a c t } E x a c t 
— .^E x act V  x / f E x a c t
0
r r  _  +  h i n t )
V x-W  E x a c t — 3n^/z 
I~^h  +  ny
(5.27a)
(5.27b)
(5.28)
Quaternion Equations
In quaternion form, the exact system state is
X E x a c t — (5.29)
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/Exact takes the form
/Exact X
in t
(5.30)
and VxiÏExact takes the form
2nf2*’'|jt)3*(q)(h +  hint) +  6n2 [n*’‘{kt)3*(q)/(^(q)k)] 
I~^h  +  n(A(q)j)V  x / f E x a c t
(5.31)
5.4 .2  D ev ia tio n  S y stem  B racket
Direction Cosine Matrix Equations
The satellite deviation system presented in Section 4.3.4 has a state vector xpeviation defined 
as
X D ev ia tio n  =  [ x ^  5 x ^  5 ÿ ^  5z^  5 h ^ ]
The Poisson bracket for the deviation system takes the form
{ F ]  T F } D e v ia tio n  =  V x F  • /D e v ia t io n  V x V F
where /Deviation is defined as
(5.32)
(5.33)
/D e v ia t io n
0 0 0 —x ^ 0 0 0 x ^
0 0 0 - ÿ ^ 0 0 0 y ^
0 0 0 - z > < 0 0 0 z ^
—x ^ 5 A :^ 5 y ) ( 6A^6z^
0 0 0 5 x > ( 5 A 0 0 0 5 x > ( [ Ï 3 x 3 - ( ^ A ]
0 0 0 5 y ) < 5 A 0 0 0 < ^ y ' ' [ i 3 x 3 - < ^ A ]
0 0 0 5 z > ( 5 A 0 0 0 f z ^ [ l 3 x 3 - 6 A ]
^ x 5 x ^  — 5 A ^ 5 x ^ (ÿ ÿ x  _ 5 z ^  — 5 A ^ 5 z ^
(5.34)
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The deviation system’s equations can be recovered straightforwardly using the relationship 
d
dt
where
Vx-ffoeviation
X D ev ia tio n  — { x o e v ia t io i i i /^ D e v ia t io n } D e v ia t io n  
— /D e v ia t io n  V  x -^ D e v ia tio n
n 5 A ^ ( h  +  5 h  T  h j n t  +  5 h i n t )  ~  u ( h  +  h ; n t )  
3n^[5A^/5Az — Jz]
/ “ ^5h +  nSAy — ny  
M(ÿo)xb(h +  5h +  hint +  5hint) +  3n^(zo)xj,/5Az 
^(yo)ÿb(h +  5h +  hint +  5hint) +  3n^(Zo)ÿft/JAz 
M(ÿo)%(h +  5h +  hint +  Jhint) +  3n^(zo)âb/JAz 
J -^ h  +  J - i J h  +  n5Ay
(5.35a)
(5.35b)
(5.36)
where, for instance, (ÿo)xb represents the (scalar) component of the orbital ÿo vector along 
the body Xf, vector.
Quaternion Equations
In quaternion form, the deviation system state is
/D e v ia t io n  —
X D ev ia tio n  — [ q h^ 5 q ^  ô h ^ f
the form
0 - & S * ( q ) 0 | S * ( q )
- l S ^ ( 5 q )
0 | S ( q ) 0 l 2 * ( 5 q ) - | S ( 5 q )
.  - | S * " ( q ) h '+ h f n t  - 42=^"^ ( 5 q )  +  g 2 ^ ( 5 q )
(5.37)
(5.38)
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and Vx/^Deviation takes the form 
Vx/^Deviation ~
2nn*’'(jt)H*(q) [H^(5q)H*(5q)(h +  Jh +  h,„, +  <5hi„t) -  h -  h,„t] 
+67l2fi*’’(kt)H*(q)[EÎ’(5q)E‘ (Jq)/(A(5q)A(q)k) -  /(A(q)k)] 
J - ' ih  +  n(A(5q)yl(q)j -  .4(q)j) 
-2nn*’'(q)n*(jt)f!*(q)H*(iq)(h +  5h +  h,„t +
-67l2[n*’'(q )n .(k t)n ‘ (q)H*(iq)i'(A(5q)A(q)k)]
/ - ' h  +  +  Jl(A(5q)^(q)j)
5 .4 .3  F irst-O rder D ev ia tio n  S y stem  B racket
Direction Cosine Matrix Equations
(5.39)
The first-order deviation system presented in Section 4.3.5 has a state vector xpirst Order 
defined as
Xpirst Order =  [x^ 5z^  5h^]^
The Poisson bracket for the first-order deviation system takes the form
{F, TF}First Order ~  V xF ' /First O r d e r  VxTF
where /pirst Order is defined as
/F ir s t Order —
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 fX r
0 0 0 ÎX 0 0
0 0 0 J"" 0 0
0 0 0 kx 0 0
y"" 5%x _  (ÿA^ J^xX 5yx -  5v
(5.40)
(5.41)
0 xx
0 y""
0 zx
fcx
0 (^xX[l3x3-5A|
0
0 5zX[l3x3-5Al
-  5A^5zX 5hx-|_5hj:t
(5.42)
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The first-order deviation system’s equations can be recovered straightforwardly using the 
relationship
where
V  x-ffr irst Order —
Order — {x p ir s t  Order; Tfpirst O rder}pirst Order 
=  / p i i ' s t  O r d e r  V -x.ffF irst Order
0
n (5h  +  5hjnt) +  n.5A ^ (h  +  hint) ~  ^ (h  +  hint) 
3n2 [/5A z-2Jz  +  5A^/z]
I~^5h +  nSAy  — ny  
7t(ÿo)xb(h +  hint) +  3n^(zo)x,/z 
^ ( y o ) ÿ b ( h  -I- h i n t )  +  3 n 2 ( z o ) y J z  
^(yo)zb(h +  hint) +  3n2(zo)z,/z 
I~^h + ny
(5.43a)
(5.43b)
(5.44)
Quaternion Equations
In quaternion form, the first-order deviation system state is
X pirst Order =  [ q ^  h ^  5 q ^  5 h ^ ] ^
/p ir s t  Order takes the foim
/p ir s t  Order '—
and Vxi/pirst Order takes the form 
V x /f P ir s t  Order ~
2 n f l * ^ ( j t ) 5 * ( q )  [ 2 5 q  x  ( h  - h  h ^ t )  +  { Sh  +  5 h i n t ) ]
4 - 1 2 n 2 f I * ^ ( k i ) H * ( q ) [ 5 q  x  ( l A ( q ) k )  -  J ( 5 q  x  ( A ( q ) k ) ) ]  
/ ~ M h - h 2 n ( A ( q ) j )  x  5 q  
- 2 n ( A ( q ) j )  X  ( h - h h i n t )  -  6 n ^ ( A ( q ) k )  x  / ( A ( q ) k )  
J - i h H - n ( A ( q ) j )
0 0 0 i 2 * ( q )
0 0 ~  5^3x3 h "  + h g . ,
0 5 I 3 X3 0 5q[x
- & S * l q ) h ^ '+ h ^ ^ t 54"" 5 h x - i - 5 h î ^ t
(5.45)
(5.46)
(5.47)
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5.5 D iscu ssion
In the preceding sections, the Hamiltonian nature of various systems has been explicitly 
shown in the form of Poisson brackets and associated structure matrices. One final system 
not addressed above merits mention. During the course of research, it was proven that the 
liilearized attitude system (i.e. the Taylor expansion of the exact attitude system) is also 
Hamiltonian. This system is never explicitly used in the thesis, but has been noted in the 
literature as one acceptable way of linearly approximating the attitude system [9]. The 
derivation of the system along with its Poisson structure are presented in Appendix C. The 
remainder of this section discusses what contribution the proofs in this chapter constitute to 
the state of the art.
The Hamiltonian nature of the nonlinear pendulum and the exact attitude system is well- 
known and their Poisson brackets as presented above are not new. Similarly, that the Tay­
lor series-based linearizations of the canonical pendulum and noncanonical attitude system 
should be Hamiltonian is not surprising. Darboux’s theorem and Darboux-Lie’s theorem indi­
cate that all Hamiltonian systems are locally canonical and therefore, Hamiltonian. However, 
for the linearized attitude system, knowledge of which function the system is Hamiltonian 
with respect to, and knowledge of the structure matrix of the system, constitute a minor 
contribution to the field.
It is intuitively satisfying that the deviation attitude system is Hamiltonian as it represents 
the true nonlinear evolution of a difference of initial conditions for the same Hamiltonian 
system. In other words, because the Hamiltonian functions are conserved for each of the initial 
conditions, it follows that the difference between these functions must also be conserved. 
The explicit formulation of the Hamiltonian and structure matrix that govern the system 
constitutes a minor contribution to the field.
Finally, the Hamiltonian proofs for the first-order deviation system constitutes a significant 
contribution to the field of satellite attitude estimation. For reasons discussed more thor­
oughly in Chapter 7, the use of all four quaternion components in attitude error propagation 
via the Taylor-series expansion of the exact system leads to considerable theoretical and prac­
tical difficulties. For this reason, Lefferts, et al [9] derived a first-order system that, like the 
first-order deviation system in this thesis, depends only on the three-vector portion of the 
quaternion deviation. This proved to be an excellent solution because it avoids the difficulties 
of the full quaternion approach while providing a secondary benefit by reducing the number
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of states to estimate. Since its publication, their approach has become widespread [33]. The 
first-order deviation system used in this thesis (which includes a dynamical model where 
Lefferts et al assume a rate gyro instead) has flown on at least six small satellite missions to 
date.
What was unclear about the first-order deviation system prior to this work was whether or 
not the Hamiltonian nature of the nonlinear deviation system is preserved by the assumptions 
required to malce it first-order. Though Darboux’s theorem states that Hamiltonian systems 
are locally Hamiltonian, the first-order system is not a standard (i.e. differentiation-based) 
local approximation. Intuitively, it seems unlikely that a system stripped of its second- and 
higher-order terms would retain its Hamiltonian natme. In such a case, there would be 
clear cause for concern. While the true state and any arbitrary initial error bounds evolve 
conservatively, the linear system used to approximate the evolution of state errors would be 
nonconservative, resulting in nonphysical growth or decay of the estimated error bounds about 
the system state. This chapter proves that this concern is unfounded: both the nonlinear 
attitude system and its first-order approximation ar e in fact Hamiltonian.
Interestingly, the Poisson brackets for the deviation system and the linearly approximated 
systems are dependant on their nonlinear functions and this is reflected in their respective 
structm'e matrices. For example, if one were to use Eq. (5.20b) to recover the linearized 
pendulum’s equations of motion, it is easy to verify that one would also obtain the nonlinear 
pendulum’s equations of motion. This holds for deviation and linearly approximated attitude 
systems as well: in addition to the equations of motion for the deviation/linearly approxi­
mated system, their Poisson brackets (e.g. Eq. (5.43b)) incorporate the nonlinear equations 
of motion. As evidence of this, note that the state vectors for these systems include both the 
deviation state variables and the nonlinear state variables. In essence, these systems posses 
a joint structure matrix that governs both the system of interest as well as the nonlinear sys­
tem. This motivates a novel, unified treatment of the joint structure which will be presented 
in the following chapter.
To the author’s knowledge, no previous work has been published regarding either the Hamil­
tonian nature of or the appropriate integrator for the first-order attitude approximations. As 
the next chapter will illustrate, the use of an inappropriate integration method for either the 
nonlinear or the first-order deviation systems will lead to the scenario posited above whereby 
the conservative systems are modeled in an unphysical way.
72
Chapter 5. Hamiltonian Nature o f System s
5.6 C hapter Sum m ary
In this chapter, the system equations presented in Chapter 4 have been shown to be Hamil­
tonian. In particular, the proofs for the deviation, first-order deviation, and linearized at­
titude systems (in Appendix 0) are new. Of these, the deviation and linearized system 
proofs are of theoretical, but not practical, interest. However, the Hamiltonian proof for the 
first-order deviation system is a significant contribution to the field as it confirms that the 
well-used approximation is appropriate from a geometric point of view.
Hamiltonian systems possess unique geometric structure which requires careful treatment to 
preserve when modeling. A class of integrators known as geometric integrators are particu- 
lai'ly well-suited to the task, and they will be explored in the following chapter.
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Chapter 6
G eom etric Integration
111 the previous chapter, it was proven that the systems discussed in this thesis are Hamil­
tonian, and it was asserted that this conferred particular geometric constraints on the solu­
tions to the system which must be respected for accurate state prediction and estimation. 
This chapter aims to introduce those geometric constraints inasmuch as they are required for 
application. These concepts will be used to maire the case for applying geometric numerical 
methods to the systems studied in this thesis. Using a simple, integrable, one degree of free­
dom problem, the strengths of geometric numerical methods will be demonstrated. Then, 
geometric algorithms used to integrate the systems of interest will be presented.
6.1 In trod u ction
Motion is generally described by differential equations, but it is frequently the case that 
these equations are not integrable and require numerical approximations to solve. Numerical 
integration of ordinaiy differential equations has a long history that extends at least as 
far back as Newton, and owes much to the work of Euler [72]. The standard approach to 
numerical integration is to change a set of initial conditions by moving them in the direction 
specified by the differential equations [73], and to do so in such a way as to minimize the 
error between the true solution and the approximated solution over a given time interval. For 
smooth functions and short timeframes, this has led to generally good results [74].
However, one of the main drawbacks of this approach is that it ignores the rich properties 
that accompany the true motion it aims to approximate. The particular space that a system 
evolves on, symmetries of motion, constants of motion, and laws describing how motions with
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similar initial conditions are constrained to evolve with respect to each other are all ignored 
in standard numerical methods [73]. Numerical methods designed to respect these laws 
are known as geometric integrators. More specifically, geometric integrators are “methods 
that exactly (i.e. up to rounding errors) conserve qualitative properties associated to the 
solutions of the dynamical system under study” [52]. Since the 1990s there has been a wealth 
of investigation leading to applications across a wide swath of fields. However, application to 
practical satellite engineering problems like attitude estimation have been rare.
In the following section, a brief overview of the geometry of Hamiltonian systems is provided. 
A discussion of the qualitative advantages that may be expected from preserving this structure 
using geometric integration follows. Then, the simple harmonic oscillator is integrated using 
geometric methods to demonstrate their strengths in comparison to standard methods.
6.2 P h ase  Space G eom etry
There are a nmnber of properties to consider when modeling dynamical systems in a geometric 
way. These include the physically observable conserved properties of systems, such as the 
angulai- momentum vector of a spinning rigid body. There are other properties, too, which 
are less obvious but no less important for accurate system solutions. The focus of this 
section is to present a limited treatment of the symplectic geometry of phase space which 
plays an important role in geometric integration of canonical Hamiltonian systems. This 
will be generalized for Lie-Poisson systems such as the satellite attitude systems considered 
previously. Note that tliis is not intended as a thorough treatment of the subject, consistent 
with the application-minded approach of this thesis. See Refs. [67, 61] for further details.
To conceptualize the geometry of Hamiltonian phase space, consider a 2d-dimensional canon­
ical Hamiltonian system as in Eq. (5.3)
| x  =  J V . i îW
where x  =  [r^ s^]^ and r  and s are the generalized coordinate and momentum vectors, 
respectively. Using the canonical structure matrix J  from Eq. (5.4), and considering two 
vectors u  G and w  G R^^, then the linear symplectic structure is defined as
f2(u, w) =  w ^ J u  (6 .1 )
where O in this context is distinct from the quaternion matrix used in previous chapters. 
Geometrically, this structure has a simple interpretation. Consider the case of d =  1 ; then
75
Chapter 6. Geometric Integration
Q(u,w) is the signed area of the parallelogram defined by the two vectors u  and w. In this 
particular case, the symplectic structure is equivalent to the transverse coordinate of u x w 
(see Figure 6.1)[52].
0 (U ,W ) =  (U X W)-kA
W
Figure 6 .1 : Symplectic Structure for d — 1 System
where k  is the unit vector orthogonal to the plane defined by u  and w. For systems of higher
dimension, the structme becomes a sum of d terms, each one representing the signed area
of the projection of the parallelogram defined by u  and w on to the plane defined by phase 
variables (r^, Si) where i =  1 , . . . ,  d [75].
In geometric numerical integration, the evolution of this symplectic structure plays an im­
portant role. For Hamiltonian systems, a system state at any time completely determines the 
state at all later times, thus forming a trajectory in phase space. So, given an initial value, 
the system solution is a function of time. To reflect this, a mapping is defined which evolves 
initial conditions along phase space trajectories:
— 0 r(xfo) (6 .2 )
where (^ 7- : ^  is called the flow map of the system. Given two separate maps and
0 2  with compatible range and domain, their composition 0 2  o 0i may be defined as
0 2 o 0 i(x) =  0 2 ( 0 1  (x)) (6.3)
Then, in the more specific case of a single flow map 0 composed with itself over two time 
periods ri and T2 , the following property holds [73]:
07-^  O 07-2 =  0T1+T2 (6.4)
In particular,
07- o 0 —7- =  Idxd (6 .5 )
0T =  01r (6 .6 )
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Then, the inverse flow map gives
'X.t—T — (6.7)
Flow map notation is quite versatile and it is helpful to consider the different ways it may be 
used. The notation 4>t(x.to) niay be regaided as a unique trajectory defined by a fixed initial 
condition xiq whose state moves along its solution path as time t  increases. Determining the 
solution at a particular time along the solution path may be accomplished via =  0 f^ .(xfQ). 
Alternatively, 0r(^) may be regarded as a map that takes all initial conditions x  and moves 
them forward by a fixed time r  [73]. Then, the set of all initial conditions at time may 
be mapped forward by a fixed interval r  using 0r(xto). Note that the use of a fixed interval 
r  distinguishes the map 0 T(xfo) from the particular solution of a trajectory at a given time 
(xfg). In general, time tj is defined as tj = j  A t  + to, so that tj +  A t  may be rewritten as 
tj+i. Then, setting r  =  Ai,
^  (6 .8 a)
o 0 At (xtj ) =  xtj+a (6 .8 b)
where Eq. (6 .8 b) is a 2-fold composition of a mapping with itself. In the case that r  =  Ai,
an 2-fold composition of a mapping with itself may be written as:
0At(xtj) =  xtj+i (6.9)
The Jacobian matrix of the flow map, deflned as
0 r(x) =  ^ 0 T(x) (6 .1 0 )
satisfles
f l(0 (.(x)u,0 (.(x)w) =  0 (u,w ) (6 .1 1 )
for all vectors u  and w [75]. Noting that 0(-(x)u and 0(.(x)w generate a corresponding pair of 
vectors and Wy at a future time r , then Eq. (6.11) asserts that the sum of projected areas 
given by the symplectic structure is constant as the system evolves in time. For canonical 
Hamiltonian systems, this condition is satisfied if and only if
0',.(x) J[0(.(x)]^ =  J  (6 .1 2 )
For Poisson systems, a similar' geometric structure exists for the flow [55]:
0T(x)J(x)[0^x)]^ =  /(0 r(x )) (6.13)
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The flow is normally referred to by the property which it preserves, and so if the appropriate 
condition is satisfied then 0t(x) is called symplectic or Poisson, respectively. In the latter 
case, if the system is Lie-Poisson, then the flow is called the same.
In the case that d — 1 , structure preservation implies preservation of phase space area, and 
it can be shown that in higher dimensions it implies the preservation of phase space volume 
[52]. In other words, the volume in phase space occupied by a set of initial conditions in a 
neighborhood around a given state of interest remains constant as all the initial conditions 
evolve in time. This integral invariant implies strong restrictions on possible Hamiltonian 
system solutions.
For the many cases when the flow map is not known explicitly, then numerical approximations 
07-(x) are used to evolve the system state. If ip satisfies the conditions given above, then 
the numerical method is called symplectic or Poisson, accordingly. These methods exactly 
preserve the same phase space structure as the flow maps that they approximate [75]. In 
general. Poisson integrators apply only to specific classes of structure matrices and are less 
frequent in the literature compared to symplectic integrators [76].
To facilitate discussion on the advantages of preserving structure when solving Hamiltonian 
differential equations, a few key concepts in error analysis are introduced. The first is local 
error, which is defined as the difference between the true solution to a system and the approxi­
mation given by a numerical method over the course of one time step At, i.e. 0At(x) —0 a /x ) .  
This error may be described by taking the Taylor-series expansions of the differential equa­
tions for the flow and the approximate map as a function of the time step and differencing 
them. The order of the method is the highest power p of the time step for which the expansion 
coefficients are identical, i.e. [52]
ll0Ai(x) -  0A t(x)l| <  (6.14)
where C > 0 and A t  is sufficiently small. In this case, the local error is CAfP'^^ in addition to 
all higher order terms from the difference of Taylor expansions, and the order of the method 
is given as p to reflect the accumulation of the local errors in a given time interval T  =  j  At, 
called global error. When describing 0At(x) as a second-order method for example, this refers 
to the global error and means that its expected error in time T  is proportional to Ai^, while its 
expected error in one time step A t  is proportional to At^. Standard approaches to numerical 
solutions aim primarily to reduce these errors. Clearly these are important criteria when 
considering accuracy of the method. Geometric integration considers other criteria based on
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the dynamics of the system. The qualitative advantages of this approach ar e discussed in the 
next section.
6.3 A dvantages o f  S tru ctu re  P reservation
Reference [73] gives an account that clear ly illustrates the strengths of geometric integrators, 
which is briefly recounted here. In the 1980s, the Digital Orrery supercomputer was employed 
in an effort to model the motion of the outer planets in the solar system over 845 million 
years using a time step of 45 days and a calculation period of six months, resulting in an 
energy error around 1 0 ~^. Another approach used a very high order numerical method and 
a time step of 0.75 days for a three million year simulation, giving energy errors of 10“ ^^ . 
Yet another method based on classical perturbation theory used a time step of 500 years, 
but required 250,000 terms. But by far the best result came from the use of a simple, 
fast symplectic integrator which gave energy errors of 2  * 1 0 “ ^^  during a one billion year 
simulation, and which provided independent verification of the chaotic motion of Pluto. The 
method, given by Wisdom and Holman [77], is symplectic, one-step, explicit, second-order, 
employs one force evaluation per timestep, uses the exact solution of the two body problem, 
preserves total linear and angular momentum, and has bounded energy errors for long times. 
The end result is a simpler, faster method that gives improved local error and global error 
when compared to the other nongeometric approaches. This example highlights many of the 
potential advantages of using geometric methods to model Hamiltonian systems.
References [73] and [78] cite the following advantages to be expected from preserving the 
geometric structure of Hamiltonian systems: simulations will faithfully model systems for long 
periods of time due to the lack of non-physical effects in the integration method and results can 
be qualitatively correct (i.e. correct phase space diagram evolution) even in the presence of 
chaos. Furthermore, when compared to standard methods, the geometric approach may yield 
methods that are faster, simpler, more stable, and/or more accurate for short, medium, and 
long simulation times. To be more specific, the direct consequence of geometric integration 
is the exact preservation of the underlying structure, and the indirect consequences that 
result can include good energy behavior, conservation of physically conserved quantities such 
as angular momentum, as well as more accurate local and global results in some cases. In 
contrast, nongeometric methods will introduce secular errors into these conserved properties 
over time and therefore will misrepresent conservative systems as dissipative ones [79].
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As these sources point out, selecting an integrator requires a balance between computational 
cost, local, global, and long time errors, stability, and structure preservation. It is rarely 
the case that all of these can be satisfied simultaneously. According to conventional wis­
dom [52, 73], standard methods are generally more appropriate when seeking small local 
errors and geometric methods are more appropriate when seeking reliable modeling over long 
periods of time. This implies that for the attitude estimation problem, which operates on 
very short time scales (especially when considering multi-million or billion year simulations), 
standard methods are more appropriate for attitude modeling. However, it is known that 
[78] a geometric integrator’s error can be dramatically smaller than a standard integrator’s 
when the system solution is quasiperiodic, which has been exploited to good effect in previ­
ous geometric integration research [5, 6 , 7]. As Karasopoulos [80] points out, a rigid body 
under the influence of gravity gradient torque in a circular orbit also undergoes periodic and 
quasiperiodic motion. He further analyzed chaos in the eccentric orbit case for a satellite 
possessing equal moments of inertia in the pitch and roll axes which were taken to be much 
greater than the moment of inertia in the yaw axis. Prom his study, he found that satellite 
motion remained periodic or quasiperiodic and chaos-free up to eccentricities of 0.31. In any 
case, chaos is generally undesirable in satelhte motion and effective control techniques (i.e.
[81]) have been designed to avoid this type of motion, so it is safe to assume that the bulk of 
attitude estimation will concern nonchaotic motion.
Satellite motion’s quasiperiodic nature is not the only indication that conventional wisdom 
regarding geometric methods may be wrong in the case of satellite attitude. In addition, 
satellite motion is inherently based on rigid body motion which has a particularly appealing 
property when modeled by geometric integrators. In general, the exact preservation of system 
structure and the exact preservation of energy for a given flow map are at odds with one 
another since this would require a method to be the exact solution to the flow [52]. However, 
in the case of the rigid body, it is possible for a geometric integrator to preserve not only 
the structure of the flow map, but also the exact energy of the system and the first integral 
of angular momentum magnitude. These additional benefits are a consequence of structure- 
preserving mappings and come “free of charge” when using appropriate geometric methods.
In considering the advantages of geometric integrators, it is also important to note their most 
significant drawbacks. Generally, geometric integrators require constant time steps in order 
to preserve the system structure, which is in contrast to the state of the art for standard 
numerical methods where adaptive timestepping is important for accurate propagation. As
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demonstrated in the next section, geometric integrators give the exact solutions to perturbed 
systems that satisfy the same geometric property as the system of interest. For instance, 
a symplectic integrator exactly solves a Hamiltonian system that is slightly perturbed, from 
the Hamiltonian system of interest. This neaiby Hamiltonian is dependant on the time step 
used and therefore, changing the time step changes the Hamiltonian that is solved. Even 
though the composition of these varying Hamiltonians is itself Hamiltonian, it is not obvious 
that, over time, the composite Hamiltonian will be a good approximation to the true one. In 
fact, generally poor results have come from applying standard adaptive time step methods 
to geometric integrators. However, there are alternative approaches and this continues to 
be an active field of research [52]. In any case, practical flight experience has shown that 
adaptive time stepping is not necessary for successful small satellite ADCS, and so adaptive 
time stepping is not considered in this thesis. Another drawback of geometric integi’ators 
in general is that they tend to be implicit and therefore more computationally expensive 
than standard explicit methods. Therefore, choosing efficient algorithms is all the more 
important when selecting geometric methods. Finally, as addressed previously, geometric 
methods may be better suited for long-term simulation depending on the purpose (accuracy 
of individual trajectories versus accuracy of system behavior), though in some cases like the 
systems presented here, such a tradeoff need not be made.
6.4  G eom etric  In tegration  E xam p le
In order to demonstrate the strengths of geometric numerical integration outlined above, a 
brief illustration is included. Consider a system governed by the general 1-D Hamiltonian in 
Eq. (4.1) with function
U(e) =  Ç  (6.15)
The result is a simple harmonic oscillator (SHO) with explicit Hamiltonian
Hsno =  Y  +  Y  (6.16)
where 9 is the generalized coordinate, q is the generalized momentum, and
9X =  (6.17)
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Knowing that
^■^ SHO _
dg
dHsiio
(6.18)
(6.19)
Ot
6to
(6 .20)
' %+i ' 1 At
- A t 1
the exact solution at time t = t  + to for an arbitrary state is given by the flow map 
0 r(xto):
cos(r) sin(r)
-  sin(r) cos(r)
The flow map is symplectic and this term will be used interchangeably with geometric in this 
section. For comparison purposes, consider the first-order, nonsymplectic Euler’s method for 
numerical integration of Eq. (6.20) given by the map '0Ai,Euier(xj):
(6.21)
where the subscripts j  and j  +  1 indicate values at discrete times tj and tj+i and consistent 
with previous definitions, tj+i — tj + At. The value of the Hamiltonian as approximated by 
Eq. (6.21) is
HE\x\er{tj+l) =  — =  (1 +  At^) =  (l +  At^) i?Euler(^j) (6.22)
Compared to Eq. (6.16), the value of the energy is multiplied by (1 +  At^) at each time step, 
leading to a secular and unbounded increase over time. In other words, the nonsymplectic 
Euler method fails to represent this system as a conservative one, which significantly degrades 
its ability to accurately model the system over time. This holds true even for higher order 
methods such as the commonly used Runge-Kutta methods [82].
In contrast, a symplectic numerical method of the same order as the nonsymplectic Euler 
method will preserve the system energy within bounds. To demonstrate this, consider the 
symplectic Euler-A method given by the map ■0Af,Euier-A(xj):
1 At
- A t  1 -  At^
It is straightforward to show that this map satisfies the symplectic property of Eq. (6.12). 
The Taylor-series expansion of the true flow x^+i =  <^A((xj) is
At^— 9j +  gj At — — h O(At^) (6.24)
At^Qj+l = Qj -  -  Qj—  +  O(At^) (6.25)
' %+i ’
-
(6.23)
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Subtracting Eq. (6.23) from Eqs. (6.24) and (6.25) gives the difference between the symplectic 
method and the analytic solution. Using this difference, modified differential equations are 
derived which give the Euler-A discretization (to second order) when Taylor expanded:
At
Q = At
(6.26)
(6.27)
where the '  superscript indicates that the variables being solved for are perturbed values of 
the actual 9 and g. Assuming the following form for Eqs. (6.26) and (6.27)
/(x )
/(x )  =  /(x )  +  J /i(x )A t + 5 / 2 (x)At^ +  . . .  +  ôfi{-x.)Af
then the first-order modification to the exact solution is
1<J/i(x) =
-Q
(6.28a)
(6.28b)
(6.29)
This term is conservative, and so it can be rewritten as the gradient of a Hamiltonian
—VgJiîi
ÔHi = eg
(6.30a)
(6.30b)
Note that
(6.31a)
=  JVxiîsHo(x) +  JV x % (x )A <  +  JV x % (x )A t^  +  . . .  +  J V x % (x )A f  (6.31b)
JVx [iîsHo(x) +  5Hi{x.)At] (6.31c)
where the second relationship follows from Eq. (6.28b) and only first-order terms have been 
retained. Substituting the definition for 6Hi{x) from Eq. (6.30b) gives the modified Hamil­
tonian
g"^ 9"^  A t
- f ^ E u le i-A  ~2 (6.32)
Thus the symplectic Euler-A method is a second-order integrator for the modified Hamil­
tonian iîsHOE„ier-A [^^]. Returning briefly to Eq. (6.28b), note that it is possible to deter­
mine terms % ( x ) . . .  ^/i(x) by exploiting the differences of higher order terms between the
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Taylor expansions of the true differential equations and those of the symplectic map. This 
would in turn give the terms <5i Ï 2 (x ) . . .  ôHi(x) for the modified Hamiltonian in Eq. (6.31b). 
Hence, the symplectic Euler-A method can be considered a discretization of order i -f 1 for 
the modified Hamiltonian with terms up to and including It has been shown [52]
that, as i > oo, the expansion of the modified Hamiltonian’s differential equations and the 
expansion of its corresponding geometric numerical method do not converge, but tend toward 
one another before diverging for higher order terms. The order of terms for which divergence 
occurs is dependant on the time step used and the particular method under investigation, but 
to give a sense of scope, it is normally reported in orders of magnitude. Practically speaking, 
then, the Euler-A method is the exact solution to the modified Hamiltonian.
Whereas the Euler discretization gave an approximation to a Hamiltonian that increased 
unboundedly over time, the symplectic discretization solves for an actual Hamiltonian that is 
close to the original in Eq. (6.16). In the previous discussion of error analysis it was claimed 
that the standard approach to numerical methods is to reduce local and global errors as much 
as possible, and that the geometric approach to numerical methods involves other criteria. 
The closeness of the modified Hamiltonian to the true Hamiltonian is one of these, and higher 
order geometric methods tend to have modified Hamiltonians that more accurately approxi­
mate the true Hamiltonian of interest [75]. This is one of the most significant advantages of 
using geometric methods over standard methods for Hamiltonian systems.
Retm’iiing briefly to the harmonic oscillator and its modified Hamiltonian in Eq. (6.32), 
consider the initial condition of x  — [1 0 ]^ and a small time step as postulated by Yoshida
[82]. In this case, the trajectory is an ellipse defined by =  1 which deviates from
the true trajectory — 1 on the order 0(A t) for all time. Therefore, the symplectic
method’s error in energy is bounded.
To illustrate these advantages graphically, a second-order symplectic leapfrog method and a 
nonsymplectic fourth-order Runge-Kutta (RK-45) method were used to propagate the sim­
ple harmonic oscillator equations for 1 0 0  seconds (roughly 16 phase space orbits) with a 0 .1  
second time step. Results are presented below. In Figure 6.2, it is clear that the symplectic 
method preserves the phase space trajectory to a much higher degree of accuracy than the 
nonsymplectic method. As expected, the symplectic method conserves the energy of the 
system with a small perturbation about the exact value. In contrast, the RK-45 method 
exliibits unbounded secular accumulation of energy error over time. The results are remark­
able: despite having local errors that are two orders of magnitude smaller than the symplectic
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Leapfrog Phase Space Approximation RK-45 Phase Space Approximation
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Figure 6 .2 : Comparison of Geometric and Nongeometric Phase Space Approximations
method’s and requiring significantly more evaluations, the RK-45 energy error is over three 
orders of magnitude greater than the symplectic method’s by the end of the simulation, as 
seen in Figure 6.3. Secular accumulation of energy in the RK-45 method has a significant
X 4Q-* Leapfrog Energy Error
-6
•8
■12
500
RK-45 Energy Error
Figure 6.3: Comparison of Geometric and Nongeometric Energy Errors
impact on the coordinate and momentum errors, both of which are nearly two orders of 
magnitude greater than the symplectic method’s by the end of the simulation, as seen in Fig­
ure 6.4. This result empirically supports previous claims that geometric integration applied 
to Hamiltonian systems with periodic and quasiperiodic solutions provides not only better 
energy and constants of motion preservation, but dramatically improved error properties as 
well. Considering that standard methods seek primarily to reduce local and global error, and
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Figure 6.4; Comparison of Geometric and Nongeometric State Errors
that conventional wisdom holds they ought to outperform geometric methods in this regard, 
this result is all the more compelling in favor of applying these methods to satellite attitude 
problems.
6.5  In tegrators
As Chapter 3 demonstrated, dynamical modeling is an integral part of the estimation process. 
The remainder of this chapter is focused on developing geometric integrators for the systems 
of interest, which will be applied to estimation problems in the next chapter. The following 
sections present geometric integrators for both the nonlinear and linearly approximated sys­
tems, both of which play important roles in estimation. The approach taken here is influenced 
by the results from Chapter 5 which revealed that the nonlinear and linearly approximated 
attitude systems share a joint Hamiltonian structure. This insight motivates a unified geo­
metric treatment of the systems. No published literature appears to have treated nonlinear 
systems and their linear approximations in this way, nor has there been significant discussion 
regarding geometric treatment of linearly approximated Hamiltonian systems. Therefore, the 
novelty of the approach taken here is two-fold.
In developing integrators, the primary goal has been to produce methods that faithfully and 
efficiently reproduce the qualitative properties of the systems they model. Emphasis is placed 
on bridging the gap between theoretically correct methods and practically applicable solu­
tions for real-world satellite attitude problems. To this end, a new Lie-Poisson integrator is
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presented which exactly preserves the structure of the exact and first-order deviation attitude 
systems. It therefore provides a consistent geometric treatment for both the nonlinear' and 
linearly approximated equations of motion. Though theoretically and practically appealing, 
it is computationally expensive by small satellite standards. As a result, a geometric integra­
tor based on the work of Palmer et al [5] is presented which more efficiently preserves many 
of the qualitative properties of the system. Note that the new attitude estimation algorithms 
presented in the next chapter are independent of the particular choice of geometric integrator.
The remainder of the chapter is split into two parts. The first concerns the nonlinear pen­
dulum problem and uses plots of its phase space to afford insight into the newly developed 
geometric integrators. The second concerns the satellite attitude problem. In each part, 
geometric and nongeometric algorithms of the same order are given for both the nonlinear 
and linearly approximated systems. The nongeometric methods in each section have been 
chosen due to their widespread application.
6.5 .1  G eneral 1-D  In tegrators
6.5.1.1 Geom etric 1-D Integrator
The Implicit Midpoint Rule (IMPR) is well-known to be a second-order symplectic integrator 
for canonical Hamiltonian systems, and proof that it exactly preserves any constant structure 
matrix J c o n s t a n t  can be found in Ref. [55]. The general formula for the IMPR is [52]:
Xj+i =  Xj -f
Consider the nonlinear and linearized equations of motion for the general 1-D Hamiltonian 
system of Section 4:
09
As noted at the end of Chapter 5, the Poisson bracket for the lineai'ized 1-D system gives 
both the nonlinear and linearized equations of motion. In other words, they possess a joint 
structure J lid - This motivates a unified geometric treatment of the system in order to 
preserve that structure. Define a state vector which is in contrast to the notation from
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Chapter 5:
X = X
Jx (6.33)
where x =  [0 and Sx = [<J0 SqY .^ Then, recall that the equations of motion follow from
— X *  =  J L lD V x * i7 ^ L lD
Applying the IMPR to the entire system gives the general form [55]
X■j+i
A t
(6.34)
(6.35)
Because J lid is a constant structure matrix, this numerical solution exactly preserves the 
system’s symplectic structure. Practically speaking, this ensures that the energy error of the 
system is bounded and the phase space area in both the nonlinear and linearized systems is 
conserved. For the nonlineai’ equations, an efficient implementation of the IMPR algorithm 
is:
k + ^ i , U { e ) l  = %  + 9j4 d9 2
9j+i = 2 k  — 9j
d
(6.36a)
(6.36b)
(6.36c)Qj+i = Qj -
where Eq. (6.36a) is an implicit equation and may be solved using an iterative algorithm 
such as Newton’s method. This map may be more compactly expressed as
=  V’At (xj ) (6.37)
The solutions to the linearized equations are explicit and may be expressed in matrix form:
U+l+^ i
S9j+i 1
_ Spj+i 1 -f- o
or more compactly.
1 — a At
(6.38a)
(6.38b)
(6.39)
where $  may be regarded as the state transition matrix of the linearized system and its im­
plicit dependency on x  is suppressed for notational convenience. That this mapping preserves 
phase space area is proven by the determinant:
l$l (6.40)
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In the estimation context, the state transition matrix is the desired output of the integrator, as 
opposed to the state deviation Sx. Beginning with an initial state transition matrix 
Eq. (6.39) may be expressed in map notation:
where
S x j + i  =  ^  A t  ( ^ ( t j  , t j ) )  5 x j (6.41)
(6.42)
In essence, takes an initial state transition matrix and increments the time that it spans 
by At. Note that the matrix ^{tj+ i,tj)  used by takes its time indices from the initial 
condition ^{ tj , t j ) .  An %-fold composition of this map may be written as
ÔXj^i —
^Af(^(^i»^j)) ~  l)^(^j-!-i—lî 2 ) • • •
(6.43a)
(6.43b)
(6.43c)
Therefore, "^Ati^i^ji^j)) pi’ovides the desired output, i.e., a composition of i state transition 
matrices each solved over time step At, and always referenced back to the initial time tj. 
Ultimately, is a function of time and has an implicit dépendance on the nonlinear state 
X , though this is suppressed for notational convenience.
The numerical solution to the nonlinear and linearized systems may be summarized in map 
notation by first defining a new initial state at time tji
Then the system map may be expressed as
^i+ 'i ~  '^AtO^j)
where
—
X,-
4? {tj, tj )
(6.44)
V'AtW) (6.45)
(6.46)^{tj+i,tj)
The result of this map is a nonlinear state and a state transition matrix that have each been 
solved i times with a timestep of At. In future sections, the maps 'tp, ij), and $  will be 
distinguished from others through the subscript ID IMPR — A.
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The map ipiD i m p r - a  constitutes a 2nd-order geometric (symplectic) solution to the general 1- 
D Hamiltonian problem, and to the author’s knowledge, represents the first unified geometric 
treatment of both the nonlinear and linearized equations of motion. Its performance relative 
to a nongeometric solution will be considered shortly. First, note that the solution to the 
linearized equations requires the evaluation of a 2  x 2  matrix at each time step, in addition 
to matrix multiplication of two 2 x 2  matrices. For low order systems such as this one, 
this is generally unimportant, but for larger systems such as the attitude problem it can 
be computationally prohibitive. For this reason, a more efficient symplectic solution to the 
linearized equations is presented here.
The Jacobian matrix F  of the linearized system’s differential equations is:
Xt
F  =
Defining a state transition matrix $  as
d
0
(6.47a)
(6.47b)
<&(fo,to) =  I
then $  may be integrated over the interval iA t  from tj  to via the IMPR;
iA t  I 2 /I 2 I
(6.48a)
(6.48b)
(6.49a)
+  (6.49b)
where  ^ is an abuse of notation to represent the Jacobian matrix evaluated at the
midpoint between states at time tj and tj+{. Strictly speaking, F  is a function of the system 
state at a given time with time being the independent variable, but gives the
misleading impression that the Jacobian should be evaluated at the midpoint in time rather 
than the midpoint in state space. The explicit equations resulting horn this integration may 
be represented in matrix form:
(zAt)2a = 4 [7(0)
69j+i 1
_ ^Qj+i _ 1 T  a
1 — a iA t
- a a  i - G ^Qj
(6.50a)
(6.50b)
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or more compactly,
(6.51)
with
|# | =  1 (6.52)
This result is nearly identical to $ i d  i m p r - a  except that the matrix components are evaluated 
at the midpoint between two states separated in time by iA t  rather than a single timestep At. 
After i timesteps of the nonlinear equations, a single evaluation of $  provides a symplectic, 
ai'ea-preserving mapping with unit determinant for the linearized state. In map notation, 
this may be expressed as
Jxj-j-i =  'ypjAt 7j)) Jxj (6.53a)
(^(7j> tj)) = ^(tj-\-i,tj)^(tj,tj) = ^(tj-i-i,tj) (6.53b)
where Eqs. (6.53) are clearly equivalent to Eq. (6.51). In comparison to the state transition 
matrix from “^ i d  i m p r - a , the change in notation here is subtle, but important: 
is a single map over the interval iA t  whereas is a composition of i maps each over the
interval At. Of course, one would expect to more accurately characterize the linearized 
dynamics over a given time interval than its once-evaluated variant %A(-
The numerical solution to the nonlinear' and linearized systems may be summarized in map
notation, where an initial state X j is mapped forward via
Xj+i — î/j^f(Xj) —  ^ (6.54)
where
(6.55)Xj+i —
To distinguish the maps ^p, ip, # , and #  in this section from others, the subscript ID IMPR — B 
will be used. However, noting that the nonlinear state map ' 0 i d i m p r - b  =  ^ I D  I M P R - A ,  then 
the map will be referred to more simply as î /^i d  i m p r -
6.5.1.2 Nongeom etric 1-D Integrator
In this section, a commonly-used nongeometric Runge-Kutta method is applied to the gener­
alized 1-D system. A second-order method is used to provide a fair point of comparison for
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the IMPR. The Modified Euler Method (RK2) talœs the general form [83];
Xj+i =  x j  +  A t  I /(x j)  +  / (x j  +  A tf(x j) )
The RK2 is a predictor-corrector method which approximates the state derivative over a time 
step by: a) approximating the final state via Euler’s method, b) averaging the derivative of 
the approximate final state with the derivative of the known initial state, and c) applying 
Euler’s method using the averaged derivative. This is closely related to the IMPR, which 
iteratively seeks the average value of the state over a time step and then applies Euler’s 
method using the derivative of the averaged state. In fact, the Modified Euler Method is also 
called the midpoint Euler method and clearly is an appropriate nongeometric method with 
which to compare the IMPR. An efficient treatment of the algorithm follows:
k i =  A tf{ x j )
k 2 =  A t f { x j + k i )
Xj+i =  xj +  i ( k i  +  kg)
In the case of the general 1-D system at time tj, these equations are:
^1,0 — Atpj
/C2,0 =  4- ki^g)
h,Q — ~ A t~ U { 0 )  
k2,g = - A t~ U { 6 )
and
^1,0 k2 = k2,9ki^ Q k2,Q
ki =
This map may be more compactly expressed as
Xj+l =  '0 Ai(Xj)
The linearized equations are treated similarly over a period iA t  from tj to tj+i*. 
k\^g — iAtpj
1^,50 ~  iAtÔQj =  iA t
^2,56 — iAt{0Qj ki^Sg) ~  iA t ( f {ô6j + ki^se)
(6.57)
(6.58a)
(6.58b)
(6.59)
(6.60)
(6.61a)
(6.61b)
(6.61c)
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where
h,50
kl,5g
k2,5 = ^2,00
k2,6g
(6.62)
and
5xj+i = 5xj + - ( k i ,5 +  k 2,j) 
The system solution may be represented in matrix form:
M o , +fcl,0
59j+i
ÔQj+i
iA t
'3 J
(6.63)
(6.64a)
(6.64b)
(6.64c)
where this map may be regarded as the RK2-based state transition matrix:
tj) JXj (6.65)
In contrast to both of the IMPR state transition matrices, the determinant of the RK2  matrix 
is not unity:
|$| = 1 + (6.66)
Using the language of standaid error analysis, the local errors of area preservation are 
0((zAt)'^), implying a global symplectic error that is third-order in {iAt). In the next section, 
it will be shown that this error has a significant effect on phase space area preservation. Later 
in the chapter, geometric and nongeometric state transition matrices will be developed for 
satellite attitude and they will be shown to preserve the unit determinant to second-order. 
However, their qualitative performance will be shown to be significantly different, further 
supporting the philosophy of geometric integration that, for Hamiltonian problems, standard 
error analysis alone is not an adequate measure of a numerical method.
As with the IMPR-B map, the single-evaluation state transition matrix may be represented 
in flow notation as
ÔXj+i = '^iAt{^{tj,tj))SXj
^iAt {tj, (j)) =  ^ {tj+i} t j )
(6.67a)
(6.67b)
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The numerical solution to the nonlineai' and linearized systems may be summarized in map 
notation, where an initial state Xj is mapped forward via
^j+ i — (6 .68)
where
Xj+i — (6.69)Xj+i tj)
To distinguish the maps '0, tp, $ , and ^  in this section from others, the subscript ID RK2 
will be used.
6.5.1.3 C om parisons of 1 -D In te g ra to rs
Before comparing the relative performance of the pendulum integrators, the computational 
burden of these methods is first considered. Table 6.2 presents the floating point operation 
(FLOP) count for each algorithm, ignoring the calculation of constant values and using FLOP 
counting rules in accordance with NASA’s Advanced Supercoinputing Division standaids [84] 
found in Table 6.1.
Operation FLOP Count
+  ! ? — 1
/'• y 4
sin, cos, exp 8
Table 6 .1 : NAS Rules for Counting FLOP
Nonlineai' State State Transition Matrix Total FLOP Count
■01D R K 2 35 2 35 35 i +  35
V’lD I M P R - A (18 4- 26 h) 2 41 i (59 4- 26 h) i
■01D I M P R - B (18 4- 26 /i) 2 32 (18 4- 26 h) i 4- 32
Table 6 .2 : FLOP Count Per i Compositions of the Pendulum Maps
The FLOP counts in Table 6 .2  correspond to a propagation between tj and tj+i using i 
compositions of the nonlineai' map and an integrator-dependant number of compositions of 
the linearized map. In this context, h is the number of iterations of the nonlinear solver
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(e.g. Newton’s method) per composition for the IMPR. In general, this is one or two, though 
the number of iterations is dependant on the nonlinearity of the problem, the quality of the 
initial guess used by the solver, and the desired tolerance of the operator. The nongeometric 
■0 1 D R K 2 map is the most efficient method, followed closely by the “^ i d i m p r - b  map in the 
case of one nonlinear solver iteration. The '0 1 D IM P R -A  map is the most computationally 
expensive, consistent with its 2  x 2  matrix calculations at each composition.
The relative performance of the three algorithms will now be considered. To this end, the 
generalized 1-D system is specialized to the case of the 1-D nonlinear planar pendulum where 
U{9) ~  — cos 6. The trajectories of the pendulum form the familiar phase space curves in 
Figure 6.5. An initial condition defines which curve will govern the pendulum’s motion, and in 
the absence of any disturbances, the pendulum will move according to the phase space curve 
for all time. The region of closed trajectories defines libratory motion associated with the 
swinging pendulum, and the region of open trajectories defines circulatory motion associated 
with the rotating pendulum (i.e. unbounded increase in angular position as the pendulum 
rotates in one direction). The boundaiy between these two regions is known as the separatrix, 
and a pendulum on this trajectory will be seen to swing upward with just enough energy to 
stop in the vertical position over an infinite period of time. A slight disturbance will have the 
effect of either returning the pendulum to libratory motion, or providing it enough energy 
to circulate. Clearly, this is a region of high instability and nonlinearity. The pendulum at 
rest in the downward vertical position is at the center of the phase space diagram. Motion in 
the neighborhood of this stable equilibrium closely resembles simple harmonic motion, which 
was considered previously in this chapter. So, the region of nonlineai'ity is explored here.
Pendulum Phase Space
I
-2
- 4 - 2 0 2 4
8, Rad
Figure 6.5; Pendulum Phase Space
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First, the nonlinear state trajectories of the integrators aie compared. Consider the highly 
nonlinear trajectory traversed by a pendulum initially at rest with an angular position of 
2.7 rad (% 155°) from the vertical direction. This trajectory lies within the libratory region, 
though is close to the sepaiatrix. The period of motion is roughly 11.5 seconds, and unless 
otherwise noted, the comparisons made here are based on 115 evaluations per period (i.e. 
A t  = 0 .1  s).
The left plot of Figme 6.6  shows the nonlinear state trajectories given by the "^iD IMPR 
and V'lD RK2 maps. As expected, the solid curve that passes through 9 — 2.7 is defined by 
the 'ipi'D im p r map, which does not deviate from the true phase space trajectory over time. 
In contrast, the trajectory of the '^idrK 2 map drifts substantially over the 8.5 periods of 
simulation so that at the end, the maximum angular position of the modeled pendulmn has 
increased by nearly 2.5°. Each phase space trajectory is defined by a constant energy value, 
which is preserved by the geometric im p r map with low amplitude periodic variation, as 
seen in the right plot of Figure 6 .6 . In contrast, the ■0idrk2 map shows unbounded secular 
increase in energy, consistent with its drift in trajectory over time.
This drift has a significant impact on the state accuracy over time. Though both maps under 
consideration are second-order according to standard error analysis, the unphysical motion 
modeled by the r k 2 map rapidly accumulates error in the state. The angular momentum 
and position errors given by the '0 id im p r  and V’i d r k 2 maps are plotted in Figure 6.7. The 
linear plots show how significantly the RK2 method diverges relative to the IMPR method, 
and the semi-log plots clearly demonstrate the orders-of-magnitude difference in solution 
accuracy.
These results are consistent with the previous discussion of the simple harmonic oscillator.
Nongcometric Evolution of RK2 Solution
0.4
0.2
1Q)
- 0.2
- 0.'
2.42.3 2.5 2.6 2.7
IMPR vs RK2 Relative Energy Errors
0.015
0.01
< 0.005
0
—  RK2
0 4020 60 80 100
8, Rad Time, s
Figure 6 .6 : Comparison of IMPR and RK2 Qualitative Properties
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IMPR vs RK2 Position Errors IMPR vs RK2 Momentum Errors
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Figure 6.7: Comparison of IMPR and RK2  State Errors
In both cases, it has been demonstrated that preserving qualitative properties of the motion 
confers unique accuracy and stability advantages to geometric integrators. Now, integi'ation 
of the linearized equations of motion is considered to see if similai' advantages may be gained. 
In this case, the most important geometric property is the determinant of the linearized 
equations’ state transition matrix as this governs how the volume of a given set of initial 
conditions evolves in time. As will shortly be seen, this has direct consequences for the 
general estimation problem.
Using the same initial conditions as the nonlinear case explored above, the errors from unit 
determinant of the state transition matrices ^ i d i m p r - b  and $ i d  r k 2 are presented in Figure
6 .8 . Note that both 5Rd i m p r - a  and iM P R - B  kave unit determinant by definition, so the 
results here are merely for compaiison’s sake and i m p r - a  is ignored. The caption gives 
values for Ai, the time step used for the nonlineax map, and for i, the number of compositions 
of the nonlinear map between state transition matrix evaluations. In other words, for Figure
6 .8 , the nonlinear state has been propagated at a time step of Ai =  0.1 seconds for i =  1 0  
steps, or 1 second in total, at which time the state transition matrix is evaluated once. This 
cycle repeats for the time interval represented by the figure. The left column of plots shows
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IMPR-B STM Determinant Errors Growth of IMPR-B STM Determinant Errors
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Figure 6 .8 : Compaiison of IMPR and RK2 Determinant Errors, i = 10, At =  0.1 s
the deviations from unit determinant at a given time, and the right column of plots shows 
how these errors accumulate over time. More specifically, the plots in the right column show 
the product of state transition matrix determinants from the initial time up to a given time, 
minus 1 .
From the plot, it appears that there are significant advantages to geometrically integrating 
the state transition matrices. Over time, ("IhDiMPR-Bi is machine-level accurate (0(10“ ^®)), 
whereas ^>id r k 2 introduces a 2 0 %  periodic error in the unit determinant value. This error 
rapidly accumulates so that by the end of the 100 second simulation, #iD R K 2  (100,0) has 
well over 500% error in its determinant value. Even for more reasonable periods of time, the 
error grows dramatically. At 7 seconds, $iDRK2 (7 , 0 ) has already accumulated 50% error in 
its determinant value.
The results become even more striking if z — 20, or in other words, if the state transition 
matrix is integrated over 2 second steps. These results can be seen in Figure 6.9. The state 
transition matrix time step used for these plots is only 1 second longer than for the previous 
plots, yet the errors have grown substantially. As before, |^ i d i m p r - b | is highly accurate. In
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XlO
6x 10
É ris
-2x10
-4 x  10
200 40 60 80 100
Time, s
RK2 STM Determinant Errors
-2
-3
0 20 40 60 80 100
0 20 40 60 10080
Time, s
Growth of RK2 STM Determinant Errors
l . X l O '
É
1000
0 20 6040 80 100Time, s Time, s
Figure 6.9: Comparison of IMPR. and RK2 Determinant Errors, i =  20, A t  — 0.1 s
contrast, r k 2 introduces a 300% +  periodic error in the unit determinant value, resulting 
in rapid accumulation of error over time. Figure 6.10 shows the maximum amplitude of the 
periodic errors introduced by C>id r k 2 as a fmiction of state transition matrix time step.
These results have implications for linear approximation-based estimation problems. As 
discussed in Chapter 3, state uncertainty frequently takes the form of a state covariance 
matrix which is evolved forward in time using the state transition matrix. The covariance 
matrix is at the heart of many estimation algorithms as it contains correlations between state 
variables that allow, for instance, states to be updated even if they are never directly observed. 
For the case of small satellite attitude, where it is common for rates to be unobserved, the 
covariance matrix provides the critical link between attitude observations and accmate rate 
estimates. So, accurate propagation of covariance matrices is clearly important to good 
estimation performance.
To better appreciate the benefits of a geometric state transition matrix, consider the evo­
lution of a covariance matrix using ^ id im p r - b  compared to ^ i d r k 2 - First, note that the 
eigenvectors and square root of the eigenvalues of a d x d covariance matrix define the axes
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Max RK2 STM Determinant Error With Increasing Time Step140
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Figure 6.10: Max RK2 Determinant Errors as a Function of STM Integration Step
of a d-dimensional liyperellipsoid, so for the pendulum, a 2  x 2  covariance matrix may be 
regarded as a 2 -dimensional ellipse. If the covariance matrix represents uncertainty in the 
state var iables 0  and g, then its corresponding ellipse resides in pendulum phase space, and 
it is straightforwai'd to visualize its evolution over time. In Figure 6.11, the evolution of a 
covariance matrix with initial values
P o - (6.70)0.1 0 0 0.01
is considered for various integration times iAt, where the nonlinear state is propagated with 
At =  0.1 seconds for all cases. The Pq matrix corresponds to a standar d deviation of \ZÜ7I rad 
in position and VO.Ol rad/s in momentum, and the corresponding error ellipse is centered at 
the initial condition {9 =  2.7 rad, p =  0 rad/s). In the figure, all error ellipses are drawn with 
3(7 bounds (i.e., the semimajor and semiminor axes of any ellipse is 3 times the square roots 
of its corresponding covariance matrix’s eigenvalues). Random states drawn from a Gaussian 
distribution with a mean equal to the initial condition and covariance Pq are shown in green. 
The blue trajectory shows the evolution of the initial condition over the period iAt,  and the 
red points show the distribution resulting from the evolution of each of the random green 
states for the same time interval. Over time this distribution evolves into a nongaussian one 
as a result of the nonlineai' dynamics of the pendulum. To approximate the distribution, the 
Extended Kalman Filter propagates an initial covariance matrix via:
P j  = (6,71)
where process noise is ignored. The linear nature of the state transition matrix #  makes this 
explicitly solvable, and the EKF then approximates the nonlinear distribution by a Gaussian 
one with covariance P j. Using Eq. (6.71), the initial covariance matrix P q was propagated
100
Chapter 6. Geometric Integration
Phase Space Area Evolution: 0.5 Seconds Phase Space Area Evolution: 1 Second
oi<Si
IMPR-B 
RK2
Phase Space Area Evolution: 1.5 Seconds
I
-2
IMPR-B
20 3 4
K -0.5
IMPR-B 
- RK2
Phase Space Area Evolution: 2 Seconds
Idi
-2
-3
IMPR-B
RK2
0 2 3 4 5
e. Rad 6», Rad
Figure 6.11: Comparison of IMPR-B and RK2 Phase Space Area Evolution
by # i D  I M P R - B  and R K 2 and the corresponding error ellipses were plotted against the 
randomly-drawn states. Figure 6.11 shows how well the resulting error ellipses match the 
final nonlinear distribution.
Using a 0.5 second integration step, the propagated error ellipses are virtually indistinguish­
able and adequately characterize the final distribution. Using a 1 second integration step, 
slight differences in the propagated error ellipses may be seen, though both appear to be 
adequate. Using a 1.5 second integration step, however, significant differences between the 
propagated error ellipses are evident. The RK2 ellipse is substantially larger than the IMPR- 
B ellipse as a direct result of its nongeometric nature. To demonstrate this, note that the 
area of an ellipse defined by 2 x 2 matrix P j may be calculated as Area(Pj) =  T^\/\Pj\ [85]. 
Then using Eq. (6.71), the area of P j may be calculated as a function of the state transition
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matrix determinant and the initial determinant of P q :
\P j\ = |®fe, io)||Poll®’’fe . (o)l (6.72a)
=  |$(tj,io)|^|Fol (6.72b)
Area(Pj) =  irsj\Pj\ (6.72c)
=  ^y 'l$(tj,to)P |Pol (6.72d)
=  îr|$ (É j,to )iv1âî (6.72e)
Area(Po) =  T \/|Po | (6.73a)
^ ^ A r e a W  (6 .7 3 b)
But noting that
7T
then the area of Pj may be expressed as a function of the area of Pq*
Area(Pj) =  |#(tj,to)|Area(P]) (6.74)
In the 1.5 second integration step case, |^ id  rk2(1-5, 0)| =  2.0, and so its resulting error ellipse 
P j possesses twice as much area as Pq. The situation worsens for the 2 second integration 
step, in which |$ id  rk2(2, 0)| =  4.3, resulting in more than a four-fold increase in phase space 
area. Note that in Figure 6.11 all ellipse axes have been multiplied by 3 so the resulting areas 
in phase space are equivalent to 9 times the area of their corresponding covar iance matrices, 
and this constant scaling clearly cancels from both sides of Eq. (6.74). The true nonlinear 
distribution in these figures encompasses 9 * Area(Po) for all time as a consequence of phase 
space area preservation, and so the doubling or quadrupling of phase space area under the 
$ 1D RK2 transformation is clearly worrying. Geometrically, this corresponds to the error 
ellipse growing to encompass a significantly higher number of phase space trajectories than 
it originally did. Put another way, the probability of being on a particular phase space 
trajectory changes in time when propagated using # id r k 2 , even though this is physically 
impossible.
In contrast, the ^ id  im p r - b  map preserves the phase space area exactly (to machine accu­
racy). While this is geometrically more appealing than an unphysical growth in area, it is 
not clear a priori if this area preservation confers useful advantages in phase space. In other 
words, the ellipse is only an approximation to the shape of the true nonlinear distribution, so 
what benefit is there to possessing the same area? The inconsistency in shape means that, 
just as with the nongeometric state transition matrix, the probability of being on a particular
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Figure 6.12: Comparison of IMPR-A and Concatenated RK2 Phase Space Area Evolution
phase space trajectory changes in time when propagated by ^ idim pr-B  (though not nearly 
as dramatically, since the RK2 solution is inaccurate in both shape and area).
To answer this question, it is useful to recall that the state transition matrix is nothing more 
than the matrix representation of the solution to the linearized equations of motion. In the 
neighborhood where the linearized equations are valid, one expects to see preservation of 
phase space area if the system is solved geometrically. Figure 6.11 seems to confirm that this 
is true. In the neighborhood of the true final state, where the linearized equations of motion 
are valid, the error ellipse propagated by $ id impr- b serves as an excellent approximation, 
accurately capturing the local boundaries of the nonlinear distribution in each of the cases 
presented. Recalling that the propagated error ellipses are 3a bounds of the uncertainty in the 
state, the difference between the geometric and nongeometric solutions in the neighborhood 
of the true final state is remarkable.
To further emphasize the benefits of geometric integration for the linearized equations, con­
sider the case where A t = 0.3 seconds (i.e. the nonlinear state is integrated over an interval 
of 0.3 seconds) for a total simulation time of 9 seconds, corresponding to four-fifths of one 
libratory period. In this scenario, both ^ idim pr- b and ^ rk2 give wildly incorrect solutions. 
This is not surprising since they aim to approximate the nonlinear change in a state deviation 
over nearly one full period using only one matrix evaluation. However, the <Fid impr-A state 
transition matrix is well suited for this task since it solves the linearized equations using the 
same A t  as the nonlinear equations (i.e. it is evaluated 9/0.3 = 30 times over the course of the 
simulation). If ^ r k 2 were concatenated in a similar way, so that it was evaluated the same
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number of times, how would it compare to the geometric solution? Results are presented in 
Figure 6.12.
In this case, |#RK2(9,0)| =  103, representing a 3% increase in phase space area. More 
significantly, however, is the orientation of the ellipse in the neighborhood of the true final 
state. The IMPR-A ellipse is locally a good fit to the set of solutions, while the RK2 ellipse 
is clearly not. Many experiments with this system have shown that the IMPR-A ellipse 
gives consistently good local fits in terms of both the orientation of the ellipse relative to 
the curvature of the nonlinear distribution and the width of the ellipse boundaries relative to 
the width of the nonlinear distribution. This holds true even when propagated for multiple 
pendulum swings. The quality of the concatenated RK2 ellipse’s fit is dependant on the step 
size; for A t  ~  0.1, it is nearly indistinguishable from the IMPR-A for very long simulation 
times, but with A t = 0.3 and higher, it diverges before the end of a complete period.
This section has shown that there are substantial benefits to be gained from geometric in­
tegration for both nonlinear and linearized Hamiltonian equations of motion. In the former 
case, these benefits include accurate phase space trajectories, stable energy conservation, and 
substantially reduced local and global errors. In the latter case, when applied to covariance 
matrix propagation, these benefits include phase space area conservation and good local ap­
proximations to both the curvature and boundaries of the true nonlinear distribution. These 
benefits will play an important role in the full estimation problem discussed in the next chap­
ter. In the following section, geometric and nongeometric integrators for satellite attitude 
motion are developed and investigated to determine if the benefits seen in the pendulum case 
apply to the attitude system as well.
6 .5 .2  S a te llite  A ttitu d e  Integrators
In this section, three integrators are developed for the exact satellite attitude system and its 
associated first-order deviation system. Two of these are geometric-based integrators, and of 
these, the first is a new contribution to the field while the other has heritage at the Surrey 
Space Centre. The third is a nongeometric integrator for comparison purposes. Following 
the presentation of these integrators, they are compai'ed using a standard small satellite 
configuration to see what benefits, if any, are to be had from geometric integration of the 
satellite attitude system.
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6.5.2.1 Lie-Poisson A ttitude Integrator
In this section, a new integrator for satellite attitude is presented. Poisson integrators that 
exactly preserve the structure of systems like satellite attitude are uncommon since they only 
apply to limited classes of systems based on their particular structure matrices. Thus it is 
difficult to develop general methods. However, for Lie-Poisson systems, there exist a number 
of options [76]. One of the most popular is the splitting method, which is discussed here. 
Another approach is based on some desirable properties of the IMPR, which will be discussed 
in the next section.
Splitting methods have many desirable properties that have been exploited for a variety of 
Lie-Poisson systems, most notably the rigid body [52, 70]. If a Hamiltonian can be split into 
the sum of A: > 2 subhamiltoihans
k
iî(x )  =  ^ i î i ( x )  (6.75)
i = l
and if each of these subhamiltonians represents an explicitly solvable system, then the so­
lutions to each of the subsystems are flow maps that exactly preserve the system structure. 
Furthermore, the composition of structure-preserving maps yields a structure preserving map 
[52], and this knowledge allows for the straightforward development of explicit, structure- 
preserving integrators. In the case that the Hamiltonian represents a Lie-Poisson system, 
then the integrator will be exactly Lie-Poisson.
This method is well-established in the literature and so the development of a new splitting- 
based method for satellite attitude is not in itself a significant accomplishment. What dis­
tinguishes this integrator from previous work is the inclusion of the first-order equations in 
the solution method. In Chapter 5, it was proven that the first-order deviation attitude sys­
tem is Hamiltonian despite the absence of second- and higher-order terms in its equations. 
Though a remarkable result in its own right, it remains only a theoretical contribution in the 
absence of some integration method that preserves the system structure. Splitting methods 
provide the key to this problem, for as it turns out, the first-order deviation system possesses 
a Hamiltonian that is separable into subhamiltonians with exactly integrable equations of 
motion. Therefore, an explicit geometric integrator of arbitrary order may be constructed 
that will exactly preserve the Lie-Poisson structure that underlies the combination of the 
nonlinear and first-order equations of motion. This constitutes a unified geometric treatment 
of the attitude problem and the resulting algorithm is applicable to the broad class of linear
105
Chapter 6. Geometric Integi'ation
approximation-based estimation methods. Further, it demonstrates how other Hamiltonian 
systems might be treated in order to preserve the structure that governs both the nonlinear 
and lineai'ly approximated motion.
Consider the first-order deviation Hamiltonian as a function of quaternions and angular 
momentum, ignoring the constant internal angular momentum vector and its deviation for 
the sake of simplicity:
Ffpirst O rd e r • I~^h - f  71 |^2((A(q)j) X (Jq) • h -|- (A(q)j) - [(A(q)k) x (5q] • /A(q)k
(6.76)
This Hamiltonian splits naturally according to
^ F i r s t  O rd e r  — Ti + T2 + T:^  + Q + V  
hkShkTk = Ik ’ A: =  1,2,3
Q =  n[2((A(q)j) x ôq) • h-f- (A(q)j) • 5hj 
y  =  6n^[(A(q)k) X Sq] • IA{q)k
(6.77a)
(6.77b)
(6.77c)
(6.77d)
The equations of motion for each of the subhamiltonians may be determined by using the 
structure matrix J p i r s t  Order*
0 0 0 1"*'
«^First O rd e r  —
0  0  —5 I3 X3
0 6 q^
■iH*'^(q) 5q^ 5h^
In contrast to the notation from Chapter 5, the state vector here is defined as:
(6.78)
where x  — [q^ and 5x =  [(Jq'^  Then, for Ti, the equations of motion derive
from:
— '/ P i r s t  O rd e r V x * ^ l (6.79)
where
Vx*Ti =
Shi 0 0
^ 0 0
(6.80)
106
Chapter 6. Geometric Integration
Explicitly, the equations of motion are
0 O]^
-h =  h^
d 
dt 
d 
dt
d 
dt
0 o]"
(5h =
Lli
0 h\
L X
6Jn
h
0 0]^ +  5q^
0 0
r  0 o l"il 
[ | «
(6.81a)
(6.81b)
(6.81c)
(6.81d)
The key point to note is that this system of differential equations is explicitly solvable. 
Introducing the variable
/ic(to)r^c,d — 2/d (6.82)
then at time t = r  + to, the solutions for subhamiltonian Ti are:
qt
1 0 0
0 cos(2E i,i) s in (2 E i,i)  Ufj,
0  - s i n ( 2 e i , i )  c o s (2 6 i,i)
cos(6i,i) 0 0 sin(£i,i)
0 cos(6i,i) sin(6i,i) 0
0 - s i n ( e i , i )  cos(e:i,i) 0
- s i n ( e i , i )  0 0 c o s (e i , i)
1 0 0
263,1 c o s (2 6 i,i)  -  262,1 s in (2 6 i,i )  c o s (2 e i,i)  s in (2 6 i,i )
-2 6 3 ,1  s in (2 6 i,i )  -  262,1 c o s (2 e i, i)  -  s in (2 6 ij )  c o s (2 e i, i)
(6.83a)
qfo (6.83b)
SKto
1 0 0 T2 / i 0 0
< ^ q t  = 0 cos(2ei,i) sin(26i,i) < ^ q t o  + 0 0 0
0 -sin(26i,i) cos(2si,i) 0 0 0
Sh to
(6.83c)
(6.83d)
A map for the nonlinear states q  and h may be defined as
Xf =  4>t,Ti (Xfo ) (6.84)
As with previous derivations, the state transition matrix is preferred to the state deviation 
vectors. To this end, define a state transition matrix such that
(6.85)
where
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^Ti =
1 0  0 
0 cos(2ei,i ) sin(26i,i)
0 -sin(2ei^i) cos(26i,i)
0 0 0
0 0 0
0 0 0
2/i
0
0
1
263,1 cos(2ei^i) -  262,1 sin(26i,i) cos(26i,i) sin(26i,i) 
- 263,1 sin(26i,i) -  262,1 cos(26i,i) -  sin(26i,i) cos(26i,i) _
(6.86)
These results are extended to the remaining subhamiltonians. While T2 and Q may be 
integrated separately, when treated together they give a more numerically stable solution. 
For T2 +  Q
d
dt X — dpirst Ordei'^x* (T2 Q)
where
2nn*’'(jt)H*(q) [25q x h  +  ih] 
0 ^  0]^ +  2n(A(q)j) xÆq 
-2n(A(q)j) X h  
0 ^  0]’’ +  n(.4(q)j)
Explicitly, the equations of motion are
|q = 5 S * ( q ) ( [ 0  J  0]’’ +n(A(q)j)}
=  j(s* (q )[o  ^  0] +H(q)[0 n  0]’’)
Ï  f
d
dt
id
dt ôh h x [o  f  0 ] % 6 h^
0 ^  o l"
0 i  o]^h
where Eq. (6.89b) follows from Eq. (4.37). Define a constant
nr
(6.87)
(6.88)
(6.89a)
(6.89b)
(6.89c)
(6.89d)
(6.89e)
(6.90)
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qt =
(6.91a)
Then, at time t =  T +  to, the solutions for subhamiltonians T2 + Q are:
c o s  ( 2 6 2 ,2 )  0  - s i n ( 2 6 2 ,2 )
0 1 0  ato
s i n ( 2 6 2 ,2 )  0  c o s ( 2 6 2 ,2 )
c o s ( 62,2  -  t )  0  — s i n (62,2  — I') 0
0  c o s ( 62,2  + 1)  0  s i n ( 62.2  + 1)
s i n ( 62,2  -  t )  0  COS (62,2  ~  t) 0
0 - sin(62,2 -hi) 0 c o s ( 62,2  +  i)
qto (6.91b)
and
cos(262,2) 0 -  sin(262,2) 
0 1 0
sin(262,2) 0 cos(262,2)
0 0 
0 0 
0 0
cos(262,2) -263,2 COS(262,2) -  2ei,2 sin(262,2) -  sin(262,2)
0 1 0
sin(262,2) 261,2 COS(262,2) -  263,2 sill(262,2) COs(262,2)
(6.92)
A map for the nonlinear' states may be defined as
(6.93)
For Ts,
where
X  — d F ir s t  O rd e r
Vx*X3 = 0 0 ^
(6.94)
(6.95)
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Explicitly, the equations of motion are
/s-
dt
■^Sh =  dt « «
+ 0 q^
+ 0 h^
At time t =  r  +  to? the solutions for subhamiltonian T3 are:
hf =
qt =
cos (263,3) sin(263,3) 0
- s i n ( 2 6 3 , 3 )  C O S (2 6 3 ,s ) 0
0 0 1
COs(6 3 ,3 ) Sill(6 3 ,3 ) 0
-  s in (6 3 ,3 ) COS (6 3 ,3 ) 0
0 0
0 0
cos(63,s) sin(6 3 ,3 )
-sin(63,3) 008(63,3)
qto
(6.96a)
(6.96b)
(6.96c)
(6.96d)
(6.97a)
(6.97b)
and
008(263,3) sin(263,3) 0
- sin(263,3) 008(263,3) 0 
0 
0 
0 
0
0 0 0
0 0 0
0 2k
0 0 0 8 (2 6 3 ,3 ) Sin(263,3) 262,3 COs(263,3) -  26i,3 Sin(263,3)
0 -sin(263,3) 008(263,3) -262,3 sin(263,3) -  261,3 c o s ( 2 6 3 ,3)
0 0 0 1
(6.98)
A map for the nonlinear states may be defined as
Finally, for subhamiltonian V,
Xt — T^,%3 (^to )
X — dpirst Ordei''^x*
(6.99)
(6 .100)
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Vx*K =
where
12n20*^(kt)S*(q)[(5q x (/A(q)k) -  75q x (A(q)k)]
0
—6n^(A(q)k) x /(A(q)k)
0
Explicitly, the equations of motion aie
â” "
=  3n^(A(q)k) x /(A(q)k)
(6 .101)
d
dtd
dt
5q =  0
-Sh = 6 n 2 [ ( A ( q ) k ) ^ /  -  ( / A ( q ) k ) ^ ]  ( A ( q ) k ) ^ ( 5 q
At time t = r  + to, the solutions for subhamiltonian V  are:
ht =  h(o +  3n^r(A(qfo)k) x /(A(qfg)k) 
qt =  qto
$v(£,to) — Isxs Û 3 x 3QnP'r (A (q(,)k)x/-(/A (% o)k)^ (A(%Jk)X Ï3 X 3
A map for the nonlineai’ states may be defined as
xt — ^T,y (x(o)
(6.102a)
(6.102b)
(6.102c)
(6.102d)
(6.103a)
(6.103b)
(6.103c)
(6.104)
For each of the subhamiltonians, cj) has been used to denote the nonlinear state maps even 
though the variable is normally reserved for numerical approximations. This is because the 
solutions are exact for the equations of motion that derive from the subhamiltonians, and so 
they each constitute a true flow map. When composed together to solve the full Hamiltonian, 
however, they constitute an approximation and so the overall nonlinear state solution will be 
represented using ip. The same holds true for the state transition matrices: each is the exact 
solution (i.e. a true flow map) for the first-order equations of the subhamiltonian from which 
it derives, but their composition is an approximation to the true first-order flow map and so 
it will be represented using
A second-order nonlinear/first-order integrator may be defined by a symmetric composition 
of the subhamiltonian maps. Consistent with previous treatments, the nonlinear and the 
first-order solutions are described with separate maps ip and $ . However, this is purely
111
Chapter 6. Geometric Integration
for notatioiial convenience and it is worthwhile to note that the nonlinear and first-order 
solutions for each subhamiltonian constitute one unified, geometrically treated map. To be 
more specific, the nonlinear state map may be defined as a composition of the subhamiltonian 
flow maps:
(6.105)
The first-order state map must follow the same symmetric composition, so that at an initial 
time of tj,
^A t  {tj,tj)) =4>y (tj+ i, 1 ) (tj+l5 ^j+i ) (^j+1, ^j+1 )^Ti (tj+1, t j )
{tj+L,tj)^v{tj+ i , t j ) ^ t j , t j )
^j)
(6.106a)
(6.106b)
where tj_^ _i =  tj 4- As discussed above, the nonlinear and first-order maps are not treated 
separately as this notation suggests. For instance, the maps (py and are calculated at the 
same time and constitute a single unified flow map for the subhamiltonian V.
Defining an initial state at tj
Xi
^{ t j , t j )
(6.107)
the full system map may be expressed as
Xj+i =  '0A t(^i) =
where the final state is
(6.108)
(6.109)Xj+i
To distinguish the maps ip, ip, and ’F in this section from others, the subscript LP will be 
used. The nonlinear' state map ipi,p is a well-known result and may be found in Refs. [52, 70] 
among others. The first-order state map ^LP and its unified treatment alongside the ipi,p 
map are new contributions.
It may be shown that each of the flows <pTi, <Pt2Q^  and exactly preserves the Lie- 
Poisson structure of this system using the condition in Eq. (6.13). Therefore, a composition 
of these maps also preserves the Lie-Poisson structure. Another desirable property of the
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flow maps is that they exactly preserve the unit norm of the quaternion, q^q  =  1 ; 
and (pTa accomplish this using orthogonal rotations, and (py leaves the attitude unchanged. 
Similarly, cpTi, and (pT^  preserve the magnitude of the angular momentum vector exactly 
via pure rotations. This makes good sense since the sum of Ti, T2 , T3 , and Q constitutes 
the Hamiltonian for rigid body motion in a rotating frame which exactly conserves angular 
momentum. Since these flow maps are exact solutions, then each of the subhamiltonian 
values are preserved exactly over a timestep; however, their composition is an approximation 
to the evolution of the full Hamiltonian and as a result, bounded periodic errors are expected 
about the true Hamiltonian value [52]. The same holds true for rotational energy. Though 
the gravity gradient torque term in V  destroys angular momentum and energy conservation, 
it is reassuring that both constants of motion of the underlying rigid body dynamics are 
preserved either exactly or with bomided periodic error.
In addition to the well-known results of splitting methods applied to rigid body motion 
discussed above, this integrator is unique in its geometric solution to the state transition 
matrix # . It may be shown that each of the subhamiltonian’s state transition matrices has 
unit determinant, and as a result, the that results from must also have unit determinant 
(to within machine precision). Therefore, phase space volume is preserved exactly when 
using $  to evolve error bounds forward in time within the estimation construct. As with the 
pendulum examples discussed previously, this has important consequences for propagation 
of covariance matrices and ensures that they evolve conservatively rather than growing or 
decaying unboundedly with time.
From a practical point of view, the second-order algorithm is simple and straightforward 
to implement. Higher order integration methods may be produced by concatenating the 
subhamiltonian flow maps symmetrically and multiplying by appropriate weight factors [52]. 
Therefore, the order of the integrator is limited only by the computational effort that an 
operator is willing to expend. The order in which the subhamiltonians are solved may be 
changed without affecting the Lie-Poisson nature of the map. For the nonlinear states, there 
are inertia configurations for which a particular ordering may produce periodic Hamiltonian 
errors of lower amplitude than others [8 6 ]. Analogous to rigid body splitting methods, it 
may be possible to split the h  • term in different ways that give subhamiltonians
with explicitly solvable equations. One such splitting represents h  • as the sum of
an axisymmetric and triaxial contribution to the motion. Particular splittings may produce 
better results depending on the rigid body configuration. Reference [52] contains a more
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detailed discussion on this topic as it relates to the nonlinear map for rigid body motion. 
Though never explicitly formulated, it is likely that the nonlinear/first-order splitting method 
presented here can be applied to the direction cosine matrix-based attitude system as well.
In addition to these considerations, note that the state produced by this integrator is angular 
momentum-based. In case angular rates are preferred, it is straightforward to convert the 
angular momentum vector to an angular rate vector using the inertia tensor via u  — I~^h. 
The resulting state transition matrix €> may also be represented in terms of angular rates by 
noting that
dSqj+i d5qj+i aSqj d6hj dShj+i dShj+iI dâlïi
(6 .110)
Then,
dS^i+i dS^j+i dôhj
S5qy d5u)j d S ^ dôiij dôujj
d5u:>j+i dSujj+i dSujj+i dôhj-\.i 9<ïhj+tL 95^3 86it3j _ dôqj ÿd'hj dôcjj
(6 .111)
where and =  J. The conversion from momentum to rates talœs place once,
after the integrator has run its course and output the momentum-based state vector Xj+j. 
Results presented in this thesis are based on the angular-rate version of the state transition 
matrix.
Despite its many strengths including Lie-Poisson structure preservation, explicit nature, geo­
metric state transition matrix, ease of implementation, and straightforward generalization 
to higher order schemes, the obvious drawback of this integrator is the state transition ma­
trix evaluation and multiplication required for each flow map. This constitutes a significant 
computational burden which renders it impractical for current small satellite applications. 
As these satellites mature and their onboard processing capabilities improve, this integrator 
will become an attractive method for accurate attitude estimation. For current applications 
however, an efficient numerical integrator that exhibits many of the Lie-Poisson integrator’s 
geometric properties is highly desirable. The attitude integrator developed by Palmer et al 
[5] matches tliis description and is briefly presented in the following section.
6.5.2.2 Palmer A ttitude Integrator
The attitude integrator published by Palmer et al (referred to as the Palmer integrator) 
is a second-order implicit method that solves the exact system’s equations of motion from
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Chapter 4. It may be implemented using quaternions or direction cosine matrix vectors, and 
quaternions aie used here for their globally nonsingular and computationally inexpensive 
properties.
The integrator applies two mappings, the kinematics map and the dynamics map i/jq, in 
a composite way that allows straightforward generalization to higher order methods. This 
structure may be represented graphically, as in Figure 6.13
\ : \ % %
V6,,D w. w, w0 1 I _ 2_
% % %
Figure 6.13: Leapfrog Structure of Palmer Attitude Integrator
Beginning with the initial state of attitude quaternion q, and angular rate u)j, the integi'ator 
applies the kinematic mapping for a half time-step:
(6 .112)
Then the dynamic mapping is applied for a full time-step:
=  V'Af,D(qj+l,Wj) (6.113)
Finally, the kinematic mapping is applied for another half time-step:
qj+i
This may be expressed more compactly as
(6.114)
(6.115)
The order of the scheme may be increased straightforwardly by concatenating and weighting 
the mappings such that the symmetry between the mappings is preserved [5]. Also, this 
integrator may be efhciently implemented by taldng an initial half step of the kinematics
115
Chapter 6. Geometric Integration
mapping, then full steps of the dynamics and kinematics mappings until the end of the 
simulation, followed by a final half step of the kinematics mapping.
The kinematic mapping ipK corresponds to a second-order analytic quaternion evolution 
scheme which assumes that the angular' velocity vector in body coordinates remains constant 
over the integration period. Under this assumption, the quaternion kinematic equation in 
Eq. (4.38) (reproduced here for convenience)
dt
may be solved in closed-form:
|q = i [ J i ( w t ) + n * ( n t ) ] q
qj+ 1  =  (6.116)
This solution may be treated via a two-step method [5] :
% =  =  cos ( ^ ) q , .  +  (6,117a)
%+l =  =  cos (6.117b)
The dynamic mapping 'tpp applies the IMPR to a dimensionless form of Euler’s equations 
including gravity gradient torque, reproduced here for convenience:
={Ilo + hint) X w -H 3n^(A(q)k) x /(A (q)k)
Integration of the midpoint values w takes the form:
U)i = UJij + — {otiU2U)3 + D i2U}2 +  Di3 ^ 3  +  ^i) (6.118a)
/ \ f
u!2 =  oj2j H— — (cKgWicus -{- D 2 ic a i  4- D 2 3 W3  4- U2 ) (6.118b)
W3 =  u)3j 4- ^ { a s U 2d>i + DsiLOl 4- D32W2 +  us) (6.118c)
where
D = r % n t j  (6.119a)
Wk -  ^ , A: =  1,2,3 (6.119b)
u  =  3 n '^ r \A {q j)k )^ I{A {q j)k )  (6.119c)
T 0C2 =  - ^ , 0:3 =  j  (6.119d)h  h  I3
An efficient Newton-Raphson method is employed to solve for the w terms. Once the method 
has converged, the new rates may be computed from:
=  2 u) — coj (6.120)
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The geometric underpinning of the Palmer integrator is the IMPR. It is well known that 
the IMPR exactly preserves the structure of canonical systems and Poisson systems with 
constant structure matrices [55]. This no longer holds when considering Poisson systems 
with varying structure matrices, such as satellite attitude. However, the IMPR possesses 
the remar kable property of preserving Lie-Poisson structures up to second order in the time 
step (for a detailed proof of this property, see Ref. [55]). In the absence of any torque, the 
underlying motion of the satellite is governed by rigid body dynamics which is Lie-Poisson. 
Ill addition to preserving this structure to second order, the IMPR also conserves quadratic 
first integrals exactly [5, 55]. The following proof comes from Ref. [52]. Consider a system 
with a quadratic first integral:
=  /(x )  (6.121a)
(6.121b)
■^C = ( R x )^ ^ x  =  (R x)^/(x) (6.121c)
where R is a symmetric matrix. Then, the IMPR rule may be formulated as
Xj+i =  Xj 4- A t f i x j ^ )
„  _  Xj-Hxj+i
“  2
Multiply both sides of the IMPR rule through by (Rx^.^i)^ to get
4- A t { B x j ^ f  f { x j ^ )  (6.122)
Using the invariance of the first integi al, this reduces to
{BXj^i)'^Xj+i = { B x j ^ f x j  (6.123a)
(R x j)^x j+ i 4- (R x j+ i)^x j+ i =  (Rxj)^Xj 4- (R xj+i)^X j (6.123b)
Noting that
then it follows that
{Bxj)'^Xj+i = {Bxj+i)'^xj (6.124)
(Rxj+i)'^Xj+i =  (Rxj)^xj (6.125)
Therefore, for rigid body dynamics, the first integrals of angular momentum magnitude and 
rotational energy are conserved exactly. In addition, the kinematics map of the Palmer
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integrator is an orthogonal rotation so that the unit norm of the attitude quaternion is 
preserved exactly.
One interesting feature of the IMPR is that, by exactly preserving the first integrals of rigid 
body motion, it follows the true trajectories in phase space. However, because it preserves 
the structm'e to second order rather than exactly, then the IMPR introduces a systematic 
deviation from the true state in the form of a slip in phase along the modeled trajectory. This 
phase slip may be corrected by deriving a time transformation between the numerical time 
and the true time [5]. In the case of a triaxial satellite, this leads to an elliptic integral that 
requires only one evaluation and which gives a modified time step with which to integrate 
the dynamics. This may be generalized to the case of a rigid body with internal angular 
momentum.
With the introduction of gravity gradient torque, angular momentum and rotational energy 
are no longer conserved. However, the integrator retains its geometric character, demonstrat­
ing bounded periodic errors about the true energy for integi-ation times up to 500 days and 
preserving the quaternion unit norm [5].
To solve the first-order equations of motion, a new integrator is presented here based on the 
IMPR applied to the first-order deviation system’s differential equations. The purpose of this 
integrator is to complement the Palmer integrator by conserving phase space volume but in 
a more efficient manner than the Lie-Poisson integrator. The approach is analogous to that 
used to develop the state transition matrix ^ i d i m p r - B -  I r  fact, the differences between the 
multi-step state transition matrix map ^ l o i M P R - A  and its single-step variant # i o  I M P R - B  
parallel the differences between the Lie-Poisson method and the one presented below.
Consider the first-order deviation system’s differential equations from Section 4.3.5;
-^(5q =(5q X cu -|-dt 2
Z— Jw  = (Z w  -f- hint) X S u ) - f  I S c o  X w
4-6n^|^(A.(q)k)^J- (/A(q)k)^ (A(q)k)^<5q
where 5hint is ignored for convenience. The state deviation vector has the same definition 
here as in the Lie-Poisson integrator above:
Sq(5x= (6.126)ôh
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The Jacobian matrix F  of the first-order deviation system’s differential equations is;
F  =
(6.127a)
■ jlsxs
6n V -' [(A(q)k)>‘/  -  (M (q)k)» (.l(q)k)>' 7-1 {lit} 4- hint)^ ■
(6.127b)
Defining a state transition matrix 0  as
d (6.128a)
^(to,to) = I (6.128b)
then ^  may be integrated explicitly over the interval iA t  from tj  to tj+i via the IMPR:
tj) — $ ( t j , tj) _  J, Ç^j+i +  Xj j  ^ # (tj+i) ) +  # {tj, ^j) ^  129a)
=[l6x« -  +  ! | ! p ( S ± ^ ) ]  (6.129b)
where, as the notation indicates, F  has no dependency on the state deviations. With this
matrix, the state deviation may be evolved via;
Sxj+i = ^{tj+i,tj)Sxj (6.130)
To determine the error from unit determinant of this state transition matrix, note that: 
iA t  1-1
=  | [ l 6 x 6 - ^ ^ ’] “ ’ ||l6x6 +  ^ f ’
| W  +  ^ F |  
jlfixe -  ^ F |
_  1 +  ci(iA£) +  C2 (îA£)^ +  C3 (zA£)^ +  0 4 (2  A£)'  ^+  05(1 At)^ + ce(iAi)®
1 — c i ( i A £ )  - f  C 2 ( iA £ ) 2  — 0 3 (2 A £ ) ^  +  0 4 (2 A £ )^  — c s ( i A £ ) ^  +  c 6 ( i A i ) ®
However, ci is the sum of the diagonal entries of F  and as Eq. (6.127b) shows, ci =  0 for 0. 
So,
(6.131a)
(6.131b)
(6.131c)
(6.131d)
l$l = 1 +  C2 {iAt)^ +  cs{iAt)^ +  04(2 A£)^ +  0((zA£)^) 1 4- C2 {iAt)^ — C3 (%A£)^  4- 0 4(2At)^ — 0((%A£)^)
14-2C3(2A£)^4-0((2A£)5)
(6.132a)
(6.132b)
Therefore, according to standard error analysis, preserves the unit determinant to second 
order. However, consistent with its geometric nature, the error metric of the state transition
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matrix does not provide a complete picture of its performance or the qualitative features that 
it preserves. This will become clear in simulations presented later in the chapter.
The single-evaluation state transition matrix may be represented in map notation as
ôxj+i = ^iAt tj))ôxj  (6.133a)
'^iAt tj) (6.133b)
The numerical solution to the nonlinear and first-order systems may also be summarized in 
map notation. Using the same definition of the initial state Xj as in the Lie-Poisson case, 
the mapping talces the form:
where
(6.134)
^ j+ i — (6.135)tj)
To distinguish the maps -0, 'ip, <I>, and Ÿ in this section from others, the subscript SAT IMPR 
will be used. The full mapping “^ s a t im p r  is geometric in the sense that it demonstrates 
bounded error about the true system energy, exactly conserves the quaternion unit norm, 
and conserves volume in the first-order phase space to second order.
6.5.2.3 Nongeom etric A ttitude Integrator
In this section, the second-order nongeometric Modified Euler Method (RK2) is applied to 
the exact and first-order deviation satellite attitude systems. Aside from being second-order, 
the RK2 algorithm falls within the most common class of one-step methods, the Runge-Kutta 
methods [87], and is therefore a suitable choice for comparison with the geometric integi ators 
described previously.
For convenience, the algorithm is repeated here:
ki =  A tf{ x j )  
k 2 =  A t f{ x j  4-ki)
Xj+i =  Xj +  i ( k i  -f- k2)
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Then, for the exact equations of motion at time £j.
fci,q — —  qj
A:i,w =  A £ / “  ^ [ ( Z w j  4 -  h i n t ; )  x  W ; 4 -  3 n ^ ( A ( q ; ) k )  X Z ( A ( q ; ) k ) ]  
n — +  ^l.q)
A=2,q =  [ ^ ( ^ j  +  ^l,w) 4- D*(n'*’)] ^
(6.136a)
(6.136b)
(6.136c)
(6.136d)
h,cj =  A t l   ^[(Z(w; 4- ^i,w) +  hint;) X ((^; +  Aùi,w) +  3n^(A (^)k) x /(A(^-)k)] (6.136e)
where Eq. (6.136c) normalizes the intermediate quaternion. The final quaternion is also 
normalized, so that
qj+i qj+il|qj+ill
This map may be more compactly expressed as
X;+l =  '^Af(X;)
(6.137)
(6.138)
A similar integration may be applied to the deviation’s first-order equations over the interval 
iA t  from tj  to £;+*, and the resulting solution may be written in matrix form:
(6.139)
where
^{tj+htj) — ^1,1 ^1,2 
^2,1 ^2,2
iA t .  ^ X,. («A£)2^x^^ ^  (2A£)%_i^1,1 —Isxs +  - ^ ( — — io^) 4- 2
(6.140a)
J / ' 2 ' 4
$1,2 = il3x3 + +  7-'[6" -  « ; t])
$2,1 = 5 7 - 1  [iAtiôNaa + SNqg) + (iA tf{c^r'^5NG G  -  a^SNGG -  «iVccw/)]
(6.140b)
(6.140c)
^ 2,2 =l3x3 +   ^[%A£((c + b)^ -  (W; 4- a)^l)
(6.140d)
(6.140e)
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and
ki^uj =  iA£l“  ^[(fw; +  hint;) X u>j +  3n^(A(q;)k) x I(A(qj)k)] 
m cG  =  6?%^ [(A(q;)k)^Z -  (ZA(q;)k)^] (A(q,)k):^
.  _  (gj- +  A;i,q)% II (qj +  Aii^ q;
5Ngg = 6n= [(A(q,)k)X7 -  (7A(%)k)"] (.4(q,)k)^ 
a =ujj +  ki^uf
b —IcOj + hint; 
c —la  -j- hint;
The state transition matrix has second order unit determinant error, i.e.
|$ | =  l  +  0((tA£)3)
(6.141a)
(6.141b)
(6.141c)
(6.141d)
(6.141e)
(6.141f)
(6.141g)
(6.14111,)
(6.142)
As with $ s A T  IM PR » the state transition matrix $  may be represented in flow notation as
ÔXj+i =  (# ((;, ^;))(^X;'
{^{t j j t j))  =  ^(£;+t, tj)
(6.143a)
(6.143b)
The numerical solution to the nonlinear and first-order systems may be summarized in map 
notation. Using the same definition of the initial state Xj as in the other attitude integrators, 
the mapping talces the form:
(6.144)
where
^j+ i  = (6.145)X;+ï
tj)
To distinguish the maps ip, ■0, 4>, and $  in this section from others, the subscript SAT RK2 
will be used.
This completes the derivations of the attitude integrators used in this thesis. The performance 
of these algorithms will be considered in the next section.
122
Chapter 6. Geometric Integration
6.5.2.4 Comparisons of A ttitude Integrators
Before comparing the relative performance of the satellite attitude integr ators, the compu­
tational burden of these methods is first considered. Table 6.3 presents the FLOP count 
for each algorithm, ignoring the calculation of constant values and using the same FLOP 
counting rules as in Section 6.5.1.3.
Nonlinear State State Transition Matrix Total FLOP Count
■0SAT R K 2 259 i 706 259 i 4- 706 ,
V ^S A T IM P R (143 4- 146 h) i 970 (143 4- 146 h) i +  970
V^LP 414 i 1122% 1536 i
Table 6.3: FLOP Count Per i Compositions of the Attitude Maps
The FLOP counts in Table 6.3 correspond to a propagation between tj and tj+i using i 
compositions of the nonlinear map and an integrator-dependant number of compositions of 
the first-order map. As with the 1-D integrators, h is the number of iterations of the nonlinear' 
solver (e.g. Newton’s method) for the IMPR which in general is one or two. The nongeometric 
'0 S A T R K 2 map is clearly the most efficient method, followed closely by the - ^ s a t i m p r  map 
in the case of one nonlinear' solver iteration. The ■^lp map is the most computationally 
expensive, consistent with the high number of matrix calculations it requires per iteration. 
In the absence of a state transition matrix calculation however, it is generally comparable 
with the other methods in terms of computational expense.
The performance of these integi ators has been compar ed in many case studies, and a rep­
resentative scenario is presented here. Consider a nearly axisymmetric satellite with inertia 
values
7.7 0 0
1  = 0 10 0 (6.146)
0 0 2.7
in a circular 560 km low earth orbit. Initially, the satellite is oriented from the local orbital 
frame with roll, pitch, and yaw values of 30°, 60°, and 40°, respectively, and rotating at 2°s“  ^
in each axis with respect to the local orbital frame. Each of the three previously described 
integrators was used to propagate the attitude for a full orbit (approximately 1.5 hours) .using 
a standard small satellite ADCS timestep of 0.1 seconds, and results of their performance are 
given in Figure 6.14.
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Comparison of LP, IMPR, and RK2 Attitude Propagation
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Figure 6.14: Comparison of LP, IMPR, and RK2 Attitude Errors
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Norm of Attitude Errors Hamiltonian Errors
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Figure 6.15: Comparison of LP, IMPR, and RK2 Normed Attitude and Relative Hamiltonian 
Errors
These plots empirically confirm that geometric methods offer substantial benefits when ap­
plied to satellite attitude dynamics. Despite being completely different algorithms, both 
second-order geometric methods give subdegree errors that are nearly identical in magnitude. 
In contrast, the nongeometric method accumulates error one order of magnitude greater than 
the geometric methods in the roll and yaw axes, and two orders of magnitude greater for the 
pitch axis. To more easily compare these results, the norms of the Euler angle error sets 
for each integrator are semi-log plotted in Figure 6.15. In addition, the relative Hamiltonian 
errors are semi-log plotted, showing the expected unbounded secular increase for the nonge­
ometric method and the bounded periodic error for the geometric methods. For both plots, 
the LP integi'ator gives slightly better results than the IMPR, and both are considerably 
more accurate than the RK2.
In addition to the nonlinear states, consider the results from the first-order equations of 
motion. Figme 6.16 shows both the instantaneous determinant errors of the state transition 
matrices and their accumulated error over time. In this scenario, the initial conditions and 
nonlinear time step are the same as above and the state transition matrices have been solved 
over a 10 second time step, consistent with the integration time for a star tracker observation. 
Note that $ l p  is evaluated at the same frequency as the nonlineai* state, while ^ s a t im p r  
and $SATRK2 are evaluated once per 10 seconds.
The $LP determinant is identically one, so its near machine-level accm acy is expected in both 
the instantaneous errors and the growth of those errors over time. Both the ^ sa t  im p r  and 
^SATRK2 maps preserve the unit determinant to second order according to standard error 
analysis. However, as Figure 6.16 shows, this measure is not a sufficient metric to capture
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C o m p a r i s o n  o f  S T M  D e t e r m i n a n t s
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Figure 6.16: Comparison of LP, IMPR, and RK2 Determinant Errors
the qualitative behavior of these state transition matrices. Whereas the geometric matrix’s 
instantaneous determinant error has a periodic disturbance about zero, the nongeometric 
matrix’s error is biased about a nonzero value with a periodic amplitude that is an order 
of magnitude greater than the geometric matrix’s. Even more strikingly, the growth of the 
geometric determinant error is periodic and bounded, in contrast to the unbounded secular 
growth of the nongeometric determinant error.
Before concluding this section, consider the performance of the two geometric integrators 
compared to one another. Many simulations with these integrators have shown that their 
state accuracies tend to be generally comparable, with the Lie-Poisson integrator having a 
slight accuracy advantage. This is consistent with the fact that the Lie-Poisson integrator 
preserves the structure of the system exactly, whereas the IMPR preserves such structure 
to second-order. However, there are particular scenarios where the Lie-Poisson integrator 
far outperforms the IMPR one. Specifically, in the case that the inertia tensor has a set of 
maximum, middle, and minimum diagonal values proportional to or in the neighborhood of 
4, 3, and 1 respectively, then the LP integrator gives a fourth-order solution to the underlying
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Figure 6.17: Comparison of LP and IMPR Attitude and Relative Hamiltonian Errors
rigid-body motion [86]. Given the same Initial conditions as the previously considered case 
with the exception of a new inertia matrix definition of
1  =
3 0 0 
0 4 0 
0 0 1
(6.147)
then Figure 6.17 presents attitude and relative Hamiltonian errors for the Lie-Poisson and 
IMPR integrators. Note that the simulation in this case was run for only 500 seconds, rather 
than a full orbit. Clearly in this scenario, the Lie-Poisson integrator is preferred. However, 
given the computational constraints of small satellites and the high expense of the Lie-Poisson 
method, geometric-based results in future chapters will be based on use of the IMPR map
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unless otherwise noted.
6.6  C hapter Sum m ary and C onclusions
In the preceding sections, various integrators have been presented for the general 1-D system 
and the satellite attitude system. This section summarizes the results and considers what 
contribution they constitute to the state of the art.
For the general 1-D system, two geometric integrators and one nongeometric integrator were 
developed. The two geometric integrators differ in the frequency with which they solved 
for the lineai'ized system’s state transition matrix. In both cases the canonical nature of 
the system coupled with the canonically symplectic IMPR resulted in an identically unit 
determinant for the state transition matrix. The nongeometric integrator, developed using 
popular Runge-Kutta methods, is third-order in unit determinant preservation.
A comparison of the nonlinear maps demonstrated the geometric methods’ superior energy 
preservation and state accuracy. A comparison of the linearized maps showed the geometric 
methods’ exact preservation of the unit determinant (to machine accuracy) in contrast to 
the periodic error and unbounded cumulative error growth of the nongeometric RK2 state 
transition matrix determinant. In phase space, the superior performance of the geometric 
methods translated to more accurate error bounds and error ellipse orientation in the neigh­
borhood of the true nonlineai' distribution when applied to covaiiance matrix propagation. 
The disparity in performance became increasingly evident with larger time steps, where the 
nongeometric map was observed to double and quadruple the phase space area contained 
within the initial error boundaries, despite the area being a physically conserved property. 
When multi-step state transition matrices were considered, the geometrically integrated solu­
tion was significantly more accurate in capturing the orientation and boundaries of the local 
nonlinear distribution when compared to the nongeometric solution.
Geometric methods were then applied to the satellite attitude problem. The first method 
exploited the natural splitting of the first-order system’s Hamiltonian into explicitly solv­
able subhamiltonians. The resulting integrator exactly conserves the Poisson structure that 
governs both the nonlinear and first-order deviation equations. In addition, it conserves the 
quaternion unit norm as well as angular momentum and rotational energy in the absence of 
torque. As a result of geometrically integrating the first-order deviation equations, the state 
transition matrix possesses an identically unit determinant.
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The next geometric method presented was based upon the work of Palmer et al and solves the 
attitude problem using a kinematic/dynamic splitting based on the IMPR. As with the Lie- 
Poisson integrator, the IMPR preserves the first integrals of angular momentum and energy 
for the underlying rigid body motion of the system. It is coupled with a single-evaluation state 
transition matrix which is integrated using the IMPR and preserves the unit determinant to 
second order. Finally, a second-order nongeometric Runge K utta method was developed for 
comparison pmposes as it is based upon a similar' integration philosophy (i.e. seeking the 
average derivative) as the IMPR, is of the same order, and is a member of one of the most 
commonly used classes of numerical methods. Standard numerical analysis shows that its 
state transition matrix preserves unit determinant to second order.
Subsequent applications to a representative case study confirmed the geometric methods’ 
superior Hamiltonian preservation and state accuracy. Over the comse of a single orbit, the 
nongeometric map accumulated nonlinear state error that was orders of magnitude larger 
than the geometric maps’ error. Analysis of the state transition matrices revealed more 
interesting results. In the case of the IMPR map, the second-order unit determinant errors 
were periodic about zero and had an amplitude that was an order of magnitude less than the 
RK2 map’s. In addition, the RK2 map’s unit determinant errors were biased about a nonzero 
value. Similar to its Hamiltonian error, the RK2 map’s unit determinant error growth over 
time was unbounded. In contrast, the IMPR map’s error growth was periodic and bounded 
about zero, indicating that it preserves phase space volume for any single transformation as 
well as for multiple transformations.
The unified geometric treatment of the nonlinear and lineaily approximated state (for both 
the pendulum and satellite attitude cases) represents a significant contribution to the state 
of the art. While geometric integration of nonlinear states is a heavily researched field, 
the geometric integration of linearly approximated systems has little historical precedence. 
As noted in the literature review of Chapter 2, two notable exceptions are the works of 
Marsden, Ratiu, and Rangel [50] and Mildcola and Innanen [54]. Marsden et al discussed 
the linearization of Hamiltonian systems and presented a way in which a Lie-Poisson system 
may be linearized such that it possesses canonical structure. The cost of this approach is 
a coordinate change in the linearized variables, resulting in considerably more complicated 
differential equations. While their approach is theoretically interesting, it does not seem to 
have found any practical implementation. Nor did the authors consider how to properly 
integrate a linearly approximated Hamiltonian system. Interestingly, one of the motivations
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of the work was to set the stage for appropriate linearization when evolving a priori estimates. 
However, the Lie-Poisson integrator presented here shows that a canonical form may not be 
necessary to integrate the linearly approximated evolution equations.
The work of Mikkola and Innanen [54] addressed integration of the linearized equations for 
orbital motion. The authors differentiated a geometric numerical map for nearly Keplerian 
motion in order to approximate the solution to the linearized equations. Using this approach, 
the linearized equations need never be explicitly calculated; instead, an operator examines a 
nonlinear algorithm’s code and differentiates it line by line. While functional, this approach is 
essentially a “copy of a copy,” such that approximations in the nonlinear map are compounded 
in the linearized map. In contrast, this research aimed to explicitly integrate the linearly 
approximated equations themselves, representing a considerably different approach. Results 
already summarized show that this new approach has significant theoretical and practical 
advantages over standard methods.
Rirthermore, in the case of satellite attitude, it was discovered that the Hamiltonian governing 
the first-order system could be split into explicitly solvable subhamiltonians. Because the 
first-order system is dependant on the nonlinear system, each of the subhamiltonians could be 
used to derive both the first-order and the nonlinear equations of motion. This led naturally 
to a unified geometric treatment of the entire structure which governs both the nonhnear 
and first-order systems. As a result, the system structure is preserved exactly. The resulting 
Lie-Poisson integrator represents a significant contribution to the state of the art; to the 
author’s knowledge, it is the only algorithm that exactly preserves the joint nonlinear and 
linearly approximated structure of a Hamiltonian system.. The same may be said for the 
general 1-D im p r -A  niap, and together, these two solutions indicate that other systems 
may be treated in a similar geometric and unified way.
The results in this chapter indicate that, in addition to being theoretically satisfactory, there 
are significant practical benefits to using geometric methods for satellite attitude integration. 
These include better state accuracy, better energy preservation, and better phase space vol­
ume preservation when compared to standard methods. The next chapter will consider how 
these advantages may be exploited in the attitude estimation problem.
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Chapter 7
G eom etric F ilters
7.1 In trod u ction
A brief review of the material presented so far is in order. In Chapter 3, the general nonlin­
ear estimation problem was presented, along with the Extended Kalman Filter algorithm as 
an enlightening example. In particular, the EKF introduced the linear approximation-based 
approach to estimation upon which this thesis focuses. Then, in Chapter 4, the equations 
of motion for the pendulum and satellite attitude systems were presented, along with their 
underlying assumptions. In addition to the nonlinear differential equations, linear approxi­
mations were given for each system. Unlike the pendulum case, the linear approximation to 
satellite attitude is not based on the first variational equations (i.e. direct differentiation of 
the nonlinear equations). Instead, the exact differential equations for a state deviation were 
derived and then linearly approximated by assuming a small attitude deviation which, in the 
quaternion case, resulted in a reduction in dimension of the first-order deviation equations. 
In Chapter 5, all systems from the previous chapter were proven to be Hamiltonian through 
the use of Poisson brackets. This was particularly surprising for the first-order deviation 
equations, and particularly relevant given their frequent application to attitude estimation.
In Chapter 6, implications of the Hamiltonian property were briefly discussed from a geomet­
ric point of view along with a qualitative discussion of the advantages of geometric integration. 
This was followed by an illustration with an analytic example, the simple harmonic oscilla­
tor, which demonstrated the improvements in energy preservation, local, and global errors 
that can be anticipated horn geometric integiation. Chapter 6 also discussed the geometric 
integration of linearly approximated equations and the resulting volume preservation when
131
Chapter 7. Geometric Filters
applied to error propagation in phase space. Building on these results, a novel unified geomet­
ric approach was used to derive new integrators for both the pendulum and attitude systems. 
In particular, this resulted in a new integrator that exactly preserves the Lie-Poisson structure 
of the combined nonlinear/first-order attitude system. Simulations demonstrated significant 
advantages to using geometric integrators for the systems of interest.
This chapter returns to the estimation problem to explore how the advantages fi'om geometric 
dynamical modeling might be exploited to improve attitude estimation. It begins by applying 
the nonlinear/linearly approximated geometric maps to the standard EKF to determine under 
what conditions they aie most appropriate. It then extends this investigation to the case of 
satellite attitude using the Multiplicative EKF. Finally, it considers the role of geometry in 
the general nonlinear estimation problem, resulting in a new nonlinear filter whose relative 
merits are compared to its closest nongeometric analog, the Iterated Kalman Filter Smoother.
7.2 G eom etric  K alm an  F ilters
This section investigates the advantages of using geometric maps in standard Kalman Filters. 
It begins by reintroducing the EKF algorithm which will be used to investigate the pendulum 
case. It then introduces the MEKF, a filter used for attitude estimation on a number of small 
satellite missions. Then, the geometric integrators developed in the Chapter 6 will be applied 
to these algorithms.
7.2 .1  E xten d ed  K alm an  F ilter
Recall that the EKF propagates a deterministic reference state xj, employs the linear KF to 
estimate a state deviation Sxt, and estimates the nonlinear state Xf as
Xf = 5 x t - h Xf  (7.1)
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Then, the full EKF algorithm is:
V  ___ -C-+
.-.5x^ =  0
Xn+ 1
Ptn-Fl
J tn
F{t) = 
d^{t, tn)
dx
dt
'^^n+l =  ^Ktn+ly tn)6 x+
P n+ 1 ~  ^ (^ n + l5 l ' T i ) P n ^  (^n+lj ^n) T  Q n+ 1
dHn+l = dx h{x)
Kn+l =  ^n+l^n+l [^n+l^n+l^n+l "P -^+ l]
■^ n+1 ~  ^n +1  ~  I^n+lHn+lPn+1
^^n+1 “  ^^n+1 ^^n+1  [^n+1  ~  /^(^n.+l)]
K + l= K + l+ ^ ^ n + l
Xn+1 — X.^ 4.1
(7.2a)
(72W
(7.2c)
(7.2d)
(7.2e)
(7.2f)
(7.2g)
(7.2h)
(7.21)
(7.2j)
(7.2k)
(7 .21) 
(7.2m) 
(7.2n)
(7.2o)
A brief examination of this algorithm shows that Jx  is redundant. Furthermore, it was 
shown in Chapter 3 that the covariance of the estimated nonlinear state is equivalent to 
the covariance of the state deviation, Pn+i' Therefore, it is possible to remove all explicit 
references to the state deviation, and the formulation of the EKF in Chapter 3 reflects this 
simplification. The simplified EKF will be used shortly to estimate the nonlinear pendulum 
system, while the full unsimplified algorithm will prove useful when considering the satellite 
attitude system later in this chapter. The remainder of this section derives an analytic 
expression for the process noise and presents the specific observation model used for pendulum 
estimation. '
The process noise matrix at time tn+i is given by [15]
n A t
Qn+I =  /  $  {tn+i ,tn + r) (t„+i ,tn + t ) dr (7.3)Jo
where G relates the zero-mean white noise process defined by Q to the state. Note that 
A t = tn+i — tn in this context represents the time between observations, in contrast to
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its use in Chapter 6 as the state propagation time step. Likewise, n is used as the time 
index throughout this chapter to represent discrete observation times, in contrast to j  wliich 
was used in the last chapter to indicate discrete integration times. Also note that Q is an 
instantaneous covariance matrix for a zero-mean white noise process, and Qn+i accounts for 
the cumulative effect of this process over time. For simplicity, define a matrix
T =  GQG'^ (7.4)
where T  is a constant matrix, which implies that both G and Q are constant.
An analytic solution to Qn+i is derived here according to Ref. [88]. Though it incorporates 
a nongeometric approximation to the state transition matrix, the resulting process noise 
model is used both in geometric and nongeometric filters in this chapter. Tliis is justified by 
noting that, in practice, process noise is treated as tuning parameter for filter performance 
rather than as a strict dynamical property. In the interest of computational simplicity, a less 
rigorous, nongeometric treatment is appropriate.
Begin by noting that the solution to the state transition matrix’s differential equation (Eq. 
(7.2e)) is a matrix exponential
$ (^ ,T )= e/T ^W '^  (7.5)
The Taylor expansion of the matrix exponential gives
#  (t, t ) = 1  + F{s)ds +  H.O.T. (7.6)
To avoid a nonlinear dépendance on r  in the discretized solution, interchange the limits of 
integration to give:
$ ( ( , T ) = I -  F{s)ds +  H.O.T. (7.7)
Ignoring higher order terms (H.O.T) and applying Euler’s method to the integral gives:
^ { t , T ) = l - F { t ) { r - t )  (7.8a)
= l- \rF { t){ t-T )  (7.8b)
Therefore
^  in +  r)  — I +  F(^M+i)(t%_t_l — tn — t ) (7.9a)
= l  + F { tn + i){A t-r )  (7.9b)
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Substituting this results into Eq. (7.3) gives
(«At
Qn+i = /  (I +  F ( i„ + i) (A t- r ) )T ( I  +  F ^ ( t„ + i)(A t-T ))d r  (7.10)Jo
This integral evaluates to the analytic form for process noise
A A / 2  A
Qn+i =  TA( 4- T F  (i^+i)—— \-F{tn+i)T— — F{tn+i)TF'^{tn+i)—^  (7,11)
For the nonlinear pendulum, observations of the angulai' position are used. Therefore,
z = Z0 (7.12a)
h{x) = 9 (7.12b)
n = [ l  0] (7.12c)
7.2 .2  A dvantages o f  G eom etric  E stim ation
Motivated by the results from Chapter 6, geometric maps aie applied to nonlinear state 
and covariance matrix propagation in the EKF construct. In pai'ticular, the nonlinear state
propagation step in Eq. (7.2c) is replaced with a geometric map and the state transition
matrix differential equation in Eq. (7.2e) is solved using a geometric linearly approximated 
map Explicit use of these geometric algorithms gives the Geometric Extended Kalman 
Filter, or GKF for short.
Before contrasting the GKF and EKF via simulation, consider what benefit one might expect 
from the use of a geometric estimator. Fundamentally, the geometric maps provide a more 
faithful representation of the dynamics of the system. Therefore, in circumstances where 
the dynamics play a significant role in the estimation process, one would expect a geometric 
approach to provide qualitatively better results. In quasi-periodic like satellite attitude and 
the nonlinear pendulum, geometric methods may also be expected to produce more accurate 
state estimates.
To be more specific, consider the parameters that govern the statistical estimation process: 
the state covar iance matrix P , the observation noise matrix P , and the process noise matrix 
Q. Matrix P  represents the covariances associated with the state and large values indicate 
large uncertainties in the state estimate. Likewise, lai'ge R  values indicate large uncertainties 
in the system observations. As the estimator processes observations, P  generally decreases 
to reflect increasing confidence in the state as it incorporates additional information from 
observations. P  may be thought of as a governing parameter that shifts along a spectrum
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between two extreme outcomes of the estimation process. On the one hand, a very large P  
indicates little confidence in the state estimate and causes the estimator to output increasingly 
unfiltered observation values. In the extreme, this outcome renders a filter useless. On the 
other hand, a very small P  indicates substantial confidence in the state estimate and causes 
the estimator to output increasingly unfiltered propagation values. The latter condition refers 
to a “smug” filter that no longer bases its state estimates on system observations. This is 
clearly an undesirable outcome since system models do not exactly capture the true state 
evolution and will invariably diverge from tru th  over time. Even if the filter is not smug, a 
filter can become overconfident when its covariance estimate becomes smaller than the true 
covariance of the state, leading to an overreliance on the dynamical model. This can also 
cause a filter to diverge.
The nonlinear filters considered in this thesis all rely on linear approximations to make real­
izable algorithms. Higher order terms ignored by these algorithms can introduce significant 
errors over time that inhibit filter performance or cause it to diverge. Process noise plays a 
significant role in preventing filter smugness and divergence. Q is strictly defined as noise 
in the dynamical model. Theoretically then, large values of Q reflect a lack of confldence 
in the dynamical model used to propagate the state and covariance matrix. Q effectively 
increases the uncertainty associated with the state estimate, so larger values lead the filter 
to rely more heavily on observations rather than dynamics. As a result, Q is often utilized 
for pm’poses beyond its dynamical definition. In other words, it can be used to mask nonliii- 
eaiities that arise from a number of different sources including neglected higher order terms 
in the dynamics and the observation models.
While Q plays a critical role in preventing filter divergence, it also reduces the potential 
accuracy of the filter by increasing state uncertainty. In effect, Q affords a tradeoff between 
accurate state solutions with higher potential for divergence, and less accurate state solutions 
with lower potential for divergence. For this reason, Q is often called a filter tuning parameter 
and is at the hear t of the well-known filter tuning problem. Operators generally must test an 
algorithm prior to online implementation in order to determine values of Q that strike the 
desired balance between accuracy and robustness. In general, smaller Q values are desirable as 
this increases the filter’s potential accuracy while affording more flexibility for filter operation. 
Note that R  may also be adjusted beyond its strict definition of observation covariance in 
order to tune filter performance.
Lai'ge Q values relative to P  introduce state uncertainties so that at any given state update,
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estimators tend toward observation values. In these cases, differences in dynamical models 
tend to become insignificant, and the variance of the system observations tend to dominate 
filter performance. In effect, large noise inputs cover for insufficiencies arising from the 
filter’s models and neglected terms. Small Q relative to P  lead the dynamics to dominate 
filter performance, and in these cases, differences between models become significant.
The effects of R  are less straightforwai d . Given small R  values relative to P, the filter will 
initially tend toward the observations. Assuming a sufficiently small Q, then over time P  
will decrease and the filter will tend toward the dynamical model. In this case, the fidelity of 
the dynamical model is increasingly important with decreasing values of R. This is because 
smaller values of R  indicate greater observation accuracy so that state errors ought to be 
small as the filter begins to rely on the model. Model inaccuracies have a biasing effect on 
the state and it is quite possible for these inaccuracies to corrupt the state estimate. Large 
R  values will also lead P  to decrease assuming sufficiently small Q, albeit at a slower rate.
The final parameter to consider is length of integration. In the case of short integration times, 
observations occur at a high rate and P  tends to decrease rapidly. This exaggerates the effect 
described above, where the dynamical model’s biases become increasingly likely to corrupt 
the state estimate in the presence of small R. Therefore, larger values of Q are necessary to 
prevent the filter from becoming smug, thus inhibiting the filter’s potential accuracy.
Long integration times relative to the dynamics (i.e. when the nonlinear effects of the dy­
namics are significant over the integration interval) also merit consideration. This scenario 
exaggerates the impact of the dynamical models and any bias they introduce will tend to 
accmnulate and corrupt the state estimate. Long integration times also tend to exaggerate 
the effect of the state transition matrix as it propagates P . A filter’s convergence proper­
ties are significantly influenced by the state transition matrix. For instance, if the matrix 
improperly transforms the covariance matrix so that it becomes smug over time, than the 
accuracy of the nonlinear dynamical model will not matter. Likewise, if the state transition 
matrix improperly inflates the covariance bounds over time, than the filter may never give 
estimates below the level of the observation noise. If the filter converges to the true state 
then its approximations become increasingly valid, and in this regime the accuracy of the 
dynamical model is significant. Given long integration times, therefore, both the fidelity of 
the state transition matrix and the dynamical model are important.
Considering all of these factors, it is clear that the advantages of geometric integration are 
to be sought in cases when noise inputs are small, dynamical nonlinearities are significant,
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and integration times are either short or long. The nonlinear geometric map is likely to have 
the most influence in cases of small noise inputs, high nonlinearity, short integration times, 
and long integration times once the filter has converged. This is true because it is a more 
faithful representation of the dynamics and ought to introduce less bias to the system. The 
linearly approximated geometric map is likely to be most influential on a filter’s convergence 
properties given long integration times. It is reasonable to anticipate that geometric maps 
will afford better convergence and steady state performance than nongeometric ones in these 
circumstances.
Small satellite systems possess all three of the properties where geometric integration may 
be of benefit, particularly when high-accuracy star cameras are employed. In these cases, 
satellites have access to attitude observations with errors on the order of arcseconds, and in­
tegration times for these cameras can often reach 10 seconds, leading to relatively infrequent 
updates. In addition, small satellite attitude dynamics are well understood and subject to 
low amplitude disturbance torques so that process noise inputs in general may be small. The 
final property of interest, nonlinearity, is becoming increasingly significant for small satellites. 
As was noted in the literature review, small satellite slewing rates of have been demon­
strated. Increasingly agile small satellites coupled with high-accuracy stai' cameras that are 
capable of operating at high rates possess all three of the properties where one might expect 
geometric integration to be advantageous. This motivates their application to small satellite 
attitude estimation.
In the following section, the GKF and the EKF are applied to the nonlinear pendulum to 
give a qualitative feel for geometric estimation. Attitude estimators and their geometric 
counterparts are subsequently addressed.
7.2 .3  G eom etric  E x ten d ed  K alm an F ilter  R esu lts
To begin with, consider the nonlineai’ pendulum example discussed in Chapter 6. The pen­
dulum is initially at rest with angular position of 2.7 rad 155°) from the vertical direction 
and a period of roughly 11.5 seconds. Figure 6.11 showed the evolution of an initial covariance 
of
Po = 0.1 00 0.01
(7.13)
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for various time intervals. In this scenario, significant differences between the geometric and 
nongeometric a priori density functions became evident at 1.5 seconds. Assuming obser­
vations at this rate (i.e. once per 1.5 seconds, or roughly 8 times per period), then the 
system possesses the properties described previously for which geometric integration may be 
beneficial. Namely, these are high nonlinearity and long integration times relative to the 
dynamics.
Figure 7.1 uses this example to give a qualitative feel for geometric versus nongeometric state 
estimation, where the im p r -b  and i/jid  r k 2 maps from Chapter 6 are employed. Assume 
that the initial state estimate is on the true trajectory but slightly out of phase with the true 
state. Then, the green path marks its evolution in time and the light blue diamond indicates 
the state prediction. In addition, the level curves indicate the propagated a priori Gaussian 
density functions produced by the respective estimators (note that these are identical to the 
ones in Figure 6.11). Meanwhile, the yellow trajectory marks the true state evolution and 
the yellow diamond indicates the true state at the current time. The state observation is 
indicated by the pink diamond, and it has covariance
0.01 0 
0 0.01
In this case, the observation is roughly two standard deviations from the true value. The 
black diamond indicates the respective state estimates of the GKF and EKF.
It is immediately obvious that the GKF state estimate is more accurate than the EKF’s. 
In particular, one notes that the true trajectory is preserved to a very high degree by the 
GKF, even though the observation is on a significantly different trajectory. In fact, this is 
representative of the GKF’s performance in general - it tends to capture the true trajectory 
exceptionally well and with a high degree of confidence while remaining relatively unconfident 
in its phase along the trajectory. Then, it uses observations primarily to estimate the phase. 
This claim will be supported shortly, where it will be shown via simulation that the energy 
errors of the GKF are substantially smaller than the EKF’s, indicating a highly accurate 
trajectory estimate. This will prove to be a recurring theme in the examples presented in 
this chapter.
In contrast, the EKF does not appear to respect the geometry of the problem and naively 
ignores distinctions between phase space trajectories. As a result, its state estimate shifts 
significantly in trajectory and phase, giving no evidence that it respects either of these prop­
erties. This is further evidenced by the a posteriori plots in Figure 7.1, where the one, two,
R (7.14)
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Figure 7.1: Comparison of GKF and EKF State Estimation and PDF Approximations
and three standard deviation boundaries of the a posteriori density function have been plot­
ted for each estimator. The GKF density is tightly clustered around a set of trajectories 
oriented parallel to the tangent of the true trajectory, clearly indicating high confidence in its 
cross-track position and low confidence in its along-track position. In contrast, the EKF den­
sity appears to have no noteworthy geometric properties. Also, the EKF covariance bounds 
are significantly larger than the GKF’s and less representative of the true deviation of its 
state estimate.
To give a quantitative feel for the relative performances of these filters, consider a slightly 
modified case. The pendulum begins at rest with angular position of 2.5 rad 143°) which 
corresponds to a nearly 10 second period of motion. Assume angular position observations 
only with covariance of 0.02 rad^, or a roughly 8° standard deviation, at a frequency of one
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hertz. Initially large state covariance values ensure filter convergence and so only steady- 
state performance is considered here. Figure 7,2 shows the qualitative properties of GKF 
and EKF estimation over 50 orbits of the pendulum. As previously claimed, the phase space
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Figure 7.2: Comparison of GKF and EKF Qualitative Properties
portrait traced by the GKF is highly accurate with the exception of a few poor estimates 
during the convergence stage. Even in the most nonlinear regions of phase space, the GKF 
faithfully tracks the true trajectory. In contrast, the EKF trajectory is a relatively poor 
reflection of truth, particularly in the nonlinear regions. This observation is supported by 
the energy errors of each estimator, where the GKF errors are an order of magnitude smaller 
than the EKF’s. This is one of the GKF’s greatest strengths - the qualitative properties that 
its dynamic maps preserve are reflected in its state estimates.
Process noise is equal in both filters. Consistent with previous discussion, numerous simula­
tions were conducted to derive the process noise matrix that gave the maximum performance 
of both filters simultaneously. Increasing process noise leads the GKF and EKF to converge 
to the observation noise, and decreasing it gives no further performance advantage for either 
filter.
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Figure 7.3 demonstrates that the qualitative properties preserved by geometric estimation 
may afford substantial benefits when considering state accuracies. Whereas the GKF gives 
position errors well below one standard deviation of the observation noise (0.14 rad), the 
EKF’s errors regularly exceed three standard deviations. The lineaiiy approximated geomet-
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Figure 7.3: Comparison of GKF and EKF State Errors
ric map also appears to play a significant role in the GKF’s superior performance. Covariance 
bounds (3 or) for the state are presented in Figure 7.4. The time spanned by these graphs is 
truncated to provide a clearer picture of the bounds, and the results are representative of the 
entire simulation. The GKF bounds are substantially smaller than the EKF bounds, indicat­
ing increased confidence in the state estimates. More importantly, the error bounds capture 
the true variance of the state estimate with remarltable fidelity. In contrast, EKF state error 
regularly exceeds its estimated bounds indicating that it is overconfident. Clearly, the EKF 
requires additional process noise to cover for inadequacies in its state models. This renders 
the filter less flexible in the case of true unmodeled disturbances and reduces its potential 
accuracy by increasing the variance of the state estimate. These results indicate that geomet­
ric estimation for satellite attitude merits further investigation. The next section considers 
modifications to the standard EKF required to satisfactorily estimate attitude quaternions.
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Figure 7.4: Compai'ison of GKF and EKF Covariance Bounds
Then, geometric maps aie applied to determine if the advantages seen here extend to attitude 
estimation.
7 .2 .4  M u ltip lica tive  E xten d ed  K alm an F ilter
It was claimed in Chapter 3 that elimination of the state deviation from the EKF is not 
appropriate for particular dynamical systems. The quaternion-based satellite attitude system 
is one of these cases where application of the simplified EKF leads to significant theoretical 
and practical problems, which are reviewed here.
The nonlinear state vector for the exact attitude system is defined as x  =  [q^ with con­
ditional density function p{x\Z). As a result, the unit quaternion q is regarded as a random 
variable. However, as Marldey highlights [8, 42], the conditional mean of a quaternion-based 
density function will generally not reside on the unit sphere. In other words, the mean 
quaternion will generally not have unit norm, in which case it does not represent a true 
rotation. Tliis holds both when the conditional density function is defined in Cartesian coor­
dinates and when it is restricted to the sm’face of the unit sphere. Relatedly, associating
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the covariance with a unit quaternion (as in the case of the standard EKF algorithm applied 
to the attitude problem) leads to a nearly singular matrix. This is because the unit quaternion 
has only three independent pieces of information, such that any three components necessar­
ily defines the fourth. Therefore, maintaining uncertainty in all four quaternion components 
introduces a degree of freedom which in actuality does not exist. The near-singularity of 
the unit quaternion covariance matrix is numerically difficult to maintain [9]. Finally, the 
standard update rule for the state in Eq. (7.2m) is additive though quaternion composition 
is defined via noncommutative algebra.
To address these difficulties, the Multiplicative Extended Kalman Filter (MEKF) was iirtro- 
duced by Lefferts et al in Ref. [9], and revisited in the papers by Markley cited above. This 
formulation of the EKF algorithm avoids all of the difficulties of quaternion estimation de­
scribed previously, preserves quaternion unit norm by defiirition, and provides the additional 
benefit of reduciirg the state dimension. It is particularly appropriate for tliis research con­
sidering that, like geometric integration, it seeks to preserve invariant qualitative properties 
of the attitude system. It is briefly reviewed here based on Ref. [8].
The MEKF defines the true attitude as a quaternion product;
=  5q(af) (8) qt (7.15)
where % is a deterministic reference unit quaternion and <5q(aj) is a unit quaternion deviation 
representing the rotation between the reference attitude and the true attitude. The a  ^ term 
is a three-pai'ameter set that characterizes the deviation. The MEKF regards a  ^ as a random 
variable while regarding % as deterministic. Then, so long as 5q(at) is defined to be a 
unit quaternion, the use of quaternion multiplication ensures that % retains its unit norm. 
Therefore, the MEKF seeks the estimate of a  ^ without needing to consider the quaternion 
unit norm constraint, then uses the correctly normalized % for a global representation of the 
attitude.
A number of different representations can be used to define a^, including Rodrigues Para­
meters and Modified Rodrigues Parameters. In Chapter 4, it was shown that a quaternion 
deviation may be reduced to a three-vector under the assumption that the rotation it rep­
resents is small (see Eq. (4.58)). Therefore, define at as the three-vector of a quaternion 
deviation, i.e.
af =  %  (7.16)
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<5q(<Sqi) (7.17)
where
%
x / ï H K P
and has unit norm by definition. Note that this definition gives a complex result in
the case that ||5qfj| exceeds one, and estimation of ôqt is therefore still constrained. How­
ever, a large magnitude results from a large observation update which violates the EKF 
linearity assumptions. Proper implementation of the filter can avoid such situations, and this 
formulation of the MEKF has proven successful in a number of SSTL missions.
In addition to the quaternion, the MEKF defines the true rate in the standard additive way:
üJt = Sojt+côt (7.18)
As with the attitude, Cot is regarded as a deterministic reference vector while Scjt is regarded 
as a random deviation vector to be estimated. Therefore, the MEKF state deviation is defined 
as
Smt
(7.19)
The full MEKF algorithm will be shown shortly, but assuming for the moment that an 
estimate of the state deviation <5x^  is known, then the MEKF estimate of the nonlinear state 
is
= % (5q(5qt) ® qiSût +  ü>t
(7.20)
This is the MEKF analogue to the EKF state deviation definition in Eq. (7.1), where the 
inappropriate quaternion addition has been replaced by quaternion multiplication. Wlien the 
state deviation has been updated by an observation, i.e. 5X+, then Eqs. (7.20) replace the 
state update of Eq. (7.2m) in the EKF algorithm. So far, the MEKF has been shown to 
eliminate two of the problems of EKF quaternion estimation, namely, inappropriate addition 
of quaternion terms in the state update and the nonunit norm of the quaternion mean.
The remaining problem with the standard EKF treatment is the neai’ singular quaternion 
covariance matrix. However, unlike the standard EKF, the MEKF does not ascribe the 
covariance matrix to the nonlinear state and as a result the covariance matrix is not singular. 
Instead, it retains the original association of the covariance matrix with the state deviation.
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Therefore, attitude covariances are defined for the quaternion deviation’s three-vector 5q 
rather than a full four-component quaternion.
To propagate the covariance matrix, the MEKF uses the state transition matrix, though not 
the same as the EKF’s. The EKF linearizes the nonlinear state’s differential equations (see 
Eq. (7.2d)). In contrast, the MEKF linearizes the state deviation’s differential equations. 
In other words, the MEKF seeks to linearize and rather than ^q^ and
The result is the first-order deviation system from Chapter 4, which has been shown to be 
Hamiltonian in nature. Since the state transition matrices for satellite attitude presented in 
Chapter 6 solve the first-order deviation system, they are directly applicable to the MEKF’s 
covariance propagation step.
One final point on attitude lineaiization merits discussion. Though the MEKF is both prac­
tically and theoretically more sound than the standard EKF applied to the nonlinear attitude 
equations, the standard route is still present in various forms in the literature. As discussed 
in Chapter 5, the resulting linearized system has been proven to be Hamiltonian in Appendix 
C. It may therefore be possible to extend geometric integration’s advantages to this system.
The full MEKF algorithm is presented below. Immediately after a state update at time tn, 
the nonlineai' state estimate vector is
(7.21)
As in the EKF, the nonlinear reference trajectory x„ is reset to the state estimate x;^ after 
the state update. According to Eq. (7.20), this requires
(7.22)■sqC'SqJ) ’ qid
0
and so, according to Eq. (7.17), <5q+ must be reset to a zero vector. Therefore,
ô x t  = % =  0 (7.23)
Like the EKF, the deviation vector ôx is identically zero during the prediction phase until
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the next observation. Then,
K + i =  x + +  /  f{-kt)dt J tji
m  =
in)
dt
^ ■ 5 /(x ,5 x )
=  f  tn)
Xt
• ^^n+1 ~  ^
— ^(^n+lj tn)P^^ (^n,+l] ^n) +  Qn+1 
Hn+l =
n^+l
K n^l — Pn+lHn+l [-^n+l-^n+l-^n+l 4" 
Hn+l ~  Hn+l ~  Hn+lHn+lH^^i 
^ * tf l  =  ^^n+1 +  Hn+l [zn+1 -  /i(x“+i)] 
® C + i'^ n+1  —
Xn+1 —
•*• ^^n+1 ~  0
(7.24a)
(7.24b)
(7.24c)
(7.24d)
(7.24e)
(7.24f)
(7.24g)
(7.24h)
(7.241) 
(7.24j)
(7.24k)
(7.241) 
(7.24m)
where the notation <5/(x, Jx) in Eq. (7.24b) is used to distinguish the first-order devia­
tion differential equations from the nonlineai* equations /(x ). Note that the state deviation 
ÔX G K® and its covariance matrix P  E are one dimension less than the state and
covariance matrix one would estimate using the standard EKF algorithm. In addition, the 
MEKF naturally preserves the unit norm of the attitude quaternion, correctly applies quater­
nion multiplication, and uses a nonsingular covariance matrix. As mentioned previously, the 
MEKF conserves/ respects qualitative properties of the attitude system which makes it an 
appropriate choice for geometric estimation.
In keeping with the small satellite configurations, the attitude filters in this chapter assume 
star tracker-based, orbit-referenced quaternion observations only. One benefit of this assump­
tion is that the observation model is linear, allowing the investigation here to focus solely on 
dynamical nonlinearities. A convenient way to incorporate quaternion observations described 
by Markley [8] is to filter a deviation between the observation and the reference quaternion.
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rather than the observation itself. In other words, given a quaternion observation Zq,
Zq =  ^q(zg^) ® q (7.25)
then zgg is the three-vector of the quaternion deviation that describes the rotation between 
the reference and observed attitudes. Explicitly, it takes the form
zjq =  <5q(zq ® q*) (7.26)
where the * operator denotes quaternion conjugation (Eq. (4.24)) and 5q(-) denotes the 
three-vector portion of the quaternion deviation (•).
As with the dynamical model, the observation model to be linearized is not the one associated 
with the nonlinear state. Instead, the observation model of interest relates the observation 
deviation zg^ to the state deviation <5x. Since the kinematic portion of the state deviation is 
the three-vector of a quaternion, the deterministic observation model is trivial:
Zjq =  h{05t) (7.27a)
h((5x) =  [l3x3 Oaxs]Jx =  6^ (7.27b)
Clear ly, H  — [Igxs Ogxs] and R  represents the covariance matrix of the observation deviation.
These results may be used to redefine the state update in Eq. (7.24j). First, recall the original
update rule (Eq. (3.34)) prior to the EKF’s simplification
d'^n+l — '^ n+1 ^n+1 (7.28a)
^^n+1 ~  ^^n+1 4- — iîn+l^X^+l] (7.28b)
Then, substituting the results from above, the update may be expressed as
Sxi+l = (5x~+i +  Kn+l [(Zn+l.5q ~  k{0Xn+l)) ~  (7.29)
However, Jx  =  0 since there is no reference deviation from the reference trajectory, and
5x“ — 0 due to relinearization at each iteration of the MEKF. So, the final state update may
be expressed as
^X^ _l_j — Hn+l'^n+1,0^ (7.30)
7 .2 .5  M u ltip lic a tiv e  G e o m e tr ic  E x te n d e d  K a lm a n  F i l te r  R e s u lts
In this section, the geometric maps from Chapter 6 are applied in the MEKF algorithm to
estimate satellite attitude. In particular, the nonlinear state propagation step in Eq. (7.24a)
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is replaced with a geometric map ip, and the state transition matrix differential equation 
in Eq. (7.24b) is solved using a first-order geometric map Ÿ. The resulting algorithm is 
referred to as the Geometric Multiplicative Extended Kalman Filter, or MGKF for short. 
The simulations presented here illustrate the strengths of the MGKF in the presence of high 
frequency, low noise inputs and high nonlinearity. In all cases, the maps V’s a t im p r  and 
'0SATRK2 from Chapter 6 are used.
To compare the MEKF and MGKF, realistic satellite configurations and mission profiles 
were selected for simulation. A representative case is presented here based on the recently- 
launched U.S. Air Force Academy FalconSAT-3 small satellite mission. This is modeled 
as a 50 kilogram, nearly axisymmetric satellite in a 560 km, moderately inclined, circu­
lar orbit with a high-accuracy observation device substituted for the standard low-accuracy 
magnetometer onboard the actual satellite. Instead, the Advanced Stellar Compass (ASC) 
is modeled due to its successful implementation as a rate-gyro replacement onboard an agile 
resource-constrained small satellite [4]. dt has the ability to provide frequent high-accuracy, 
quaternion-based attitude observations at fast rotation rates, and so is ideal for this investi­
gation.
In the first simulation, both filters begin with no knowledge of the state. The diagonal values 
of the initial covariance matrices are set large relative to the observation noise to ensure 
convergence. The satellite begins with initial attitude errors of GO*’, 30°, and 30° in the 
roll, pitch, and yaw axes, respectively combined with initial rate errors of 3°s~^, 5°s“ ,^ and 
—4°s“ .^ The ASC sensor noise is modeled as a zero-mean Gaussian white-noise process with 
the equivalent of a 0.04° standaid deviation in each axis. Process noise is applied to the rate
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Figure 7.6: Comparison of MGKF and MEKF Relative Hamiltonian Errors
vector only and not to the attitude equations. It is equivalent in each filter and small relative 
to the observation noise to ensure high accuracy without divergence. A standaid small 
satellite ADCS step size of 0.1 seconds is used for state propagation, and the observation 
frequency is one hertz.
In this scenario, frequent observations with small R  values cause the P  matrix to decrease 
quickly over time. Initially, both filters converge to the error of the observations, but as the 
filters become more confident in their state estimates, they begin to rely more heavily on the 
dynamical models. This trend is also influenced by a small Q value which indicates confidence 
in the models. Up to thirty minutes into the simulation, the filters are providing nearly 
identical state errors, well below the level of the observation noise. However, at this point, the 
MEKF begins to diverge. Tliis occurs because as the MEKF becomes increasingly confident 
in its model, the unphysical motion modeled by the nongeometric integrator becomes more 
significant in the estimation process. Eventually, its predictions corrupt the state estimate 
so that the errors begin to grow in time. In short, the MEKF becomes overconfident in its 
own model. In contrast, the MGKF’s geometric integrator is a more accurate model of the 
system dynamics and so the filter’s confidence in its predictions is well founded. These trends 
are clearly visible in the rate plots as well. By the end of the simulation, MGKF attitude 
errors aie an order of magnitude below the observation noise and the MEKF attitude errors. 
Likewise, the MGKF rate errors aie two orders of magnitude less than the MEKF rate errors.
In addition to the attitude and rate errors, the relative errors of the Hamiltonian are plotted 
in Figure 7.6. As anticipated, the MGKF tracks the true trajectory of the system with
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greater fidelity, giving relative Hamiltonian errors that are an order of magnitude less than 
the MEKF’s.
The solution to the MEKF’s poor performance in this case is the introduction of more process 
noise. However, this has the effect of diminishing the accm’acy of the MGKF state estimate. 
To illustrate this, consider a second scenario where the satellite and orbit properties are 
the same, but the filters begin with exact knowledge of the system state. In addition, the 
observation noise is decreased to one aicsecond ((2.8* Icr) while the frequency is held
constant at one hertz. Initial attitude covariance again is set high relative to the observation 
noise. Figure 7.7 shows three different sets of attitude errors. In each case, the process 
noise standard deviation ctq is listed at the top of the plot. With ctq =  (2.5 * 
the MEKF never converges to the level of the observation noise, while the MGKF converges 
well below one arcsecond. In this case, the MEKF severely corrupts the high accuracy state 
observations. The result is even more dramatic for the rates (not depicted here), where the 
difference between MEKF and MGKF errors are several orders of magnitude. To address this, 
the process noise is increased by an order of magnitude, so that ctq = (2.5 * As a
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result, both sets of state estimates become more stochastic, and their errors tend toward one 
another. The MEKF still does not converge to the level of the observation noise, but now the 
MGKF errors regularly exceed one arcsecond, or one standard deviation of observation noise. 
This represents a significant degradation of performance. To achieve comparable performance, 
process noise is increased by a further order of magnitude such that aq = (2.5*10“^)°s“ .^ At 
this point, the MEKF and MGKF errors are quite close and regularly exceed two arcseconds, 
or two standard deviations of observation noise. Additional increases in process noise result in 
fmther performance degradation. In this case, the MEKF never converges below one standard 
deviation of the observation noise. The unphysical motion it uses for state prediction is clearly 
a cause for concern when incorporating low noise inputs to the Kalman Filter.
This section has focused primarily on the nonlinear geometric map. However, the first-order 
map also plays a central role in the MGKF’s attitude performance. To appreciate this, 
consider again the case where aq =  (2.5 * The MGKF attitude and rate errors
about the roll axis, along with their estimated covariance bounds (3cr), are plotted in Figme 
7.8. Like the pendulum examples, the geometric state transition matrix does an excellent job 
of approximating the dynamics so that the covariance bounds correspond to the true state 
errors with high fidelity. The MEKF diverges in this scenario and so its covariance bounds 
are not included here.
The preceding simulations have demonstrated that geometric integration possesses signifi­
cant potential for improving Kalman Filter-based estimation for Hamiltonian systems given 
small noise inputs, dynamical nonlinearities, and short integration times. The remainder of 
the chapter treats the estimation problem from a more general perspective. The resulting
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geometric filter will prove to be advantageous for systems with the aforementioned properties 
in addition to long integration times relative to the dynamics.
7.3 N on lin ear G eom etric  F ilter
In the previous section, geometric maps were applied to Kalman Filter algorithms to good 
effect. In this section, a more general investigation of geometric estimation is conducted. 
Returning to the nonlinear estimation problem presented in Chapter 3, the geometric nature 
of Hamiltonian systems is exploited to derive a new iterative filter called the Nonlinear 
Geometric Filter. In addition to conserved properties of the dynamics, this filter preserves 
conserved properties that are inherent in the estimation process. This filter is then specialized 
to the case of satellite attitude in a similar fashion to the MEKF. Comparisons with standard 
integrators reveal significant advantages to this approach.
7.3 .1  T h eory  D evelop m en t
Describe the system via the Itô stochastic differential as in Eq. (3.1) (reproduced here for 
convenience):
=  /(x f) +  G(xi)77i, t > to
Given a pdf of the state p(x^) at time t, the Fokker-Planck equation determines its time 
evolution
A -
i=l
Consider the deterministic portion of this equation, where Q is ignored for the time being. 
Under this assumption, the Fokker-Planck equation reduces to a deterministic Hamiltonian 
system, as shown below:
i=l
Recalling that Hamiltonian systems may be expressed in structure matrix form, i.e.
^ x  =  J(x)VxH(x)
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then Eq. (7.32) can be written as [89]
d
a x ' i= l
The second term on the right hand side of Eq. (7.33) may be expressed as
d
2=1
Adx,: J(x) VxH(x) . + E ^ i= l
J(x) Adx, Vxl7(x)
(7.33)
(7.34)
where p  has been ignored for convenience. Using the antisymmetric property of any Hamil­
tonian structure matrix in addition to the property of second-order mixed partial derivatives 
that
-H(x) = -H(x) (7.35)dXa dxi, dXh dXc
it is straightforward to show that the second term of Eq. (7.34) vanishes. The first term of 
Eq. (7.34) defines the phase space compressibility [90]
VxH (x) (7.36)
For Hamiltonians with canonical structure matrix J(x) =  J , it is trivial to verify that k =  0. 
Similarly, a brief inspection reveals that k =  0 for the Lie-Poisson brackets in this thesis. 
Flow maps with this property are incompressible. In this case, Eq. (7.33) reduces to
(7.37)
Therefore, the probability density function for these systems is an integral invariant of the 
system. Similarly, it can be shown that the probability of a state in phase space is an 
invariant property of the system, following the derivation by Scheeres and Park [89]. Let C 
be an integral of a vector field M (x) over volume V
C M dx (7.38)
If the total time derivative of C is zero, than it is an integral invariant. The sufficient condition 
for integral invariance given a dynamical system /  is
(7.39)
This is identical to the deterministic Fokker-Planck equation, Eq. (7.32). Noting that the 
probability of the state in a phase space volume B  is defined as
Fr{-x. G B) — [  p(x)d)JB (7.40)
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then the state probability is an integral invariant. This result makes intuitive sense as one 
would not expect the probability of being on a particulai* trajectory to change over time.
Considering the flow of the system Xf =  0f(xio), the state probability may be expressed as 
[89]
P r(x t G Bt) = [  p(xf)dxf (7.41a)JBi
dxto (7.41b)
' tf P ( 4 ( x f j )  * ^
JJB,BtQ
which gives
dxt
p[xto)dxto (7.41c)
dxt
dxt.
(7.42)
— 1, andThe symplectic nature of canonical Hamiltonian systems implies that [67] 
incompressible noncanonical Hamiltonian systems also satisfy this condition [91]. In these 
cases, Eq. (7.42) implies the invariance of the density function, consistent with Eq. (7.37). 
For future convenience, Hamiltonian will be taken to mean incompressible systems in the 
noncanonical case. Then, given an initial state and its associated pdf, the flow map for the 
Hamiltonian system enables the full characterization of the pdf at any time:
p(0i(xfo)) =  p(xf{j) (7.43a)
p(0to(xO) =  P(xfo) (7.43b)
where (j)tQ (xj) indicates backward state propagation from time t to to- For the satellite attitude 
problem, the true solution flow 0 is nonlinear- and requires the use of a numerical integrator 
in order to solve for the system state. While structure-preserving geometric integiators by
definition satisfy dxt = 1, the most commonly applied integrators such as standard Runge-
K utta methods [92] do not preserve the structure of Hamiltonian systems and therefore do 
not satisfy the flow condition.
Considering these results in the context of the nonlinear estimation problem, this means 
that a probability density function of a deterministic Hamiltonian system can be completely 
characterized as it transforms forward in time. The accuracy of the solution is limited only 
by the numerical method employed for state propagation. An appropriate geometric method 
preserves qualitative properties of both the state evolution and its associated density function
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so that the properties of Eqs. (7.43) may be exploited. In contrast, nongeometric integra­
tors violate the physical properties of the state evolution and do not strictly preserve the 
conditions necessary for conservative density functions. This is problematic considering that 
nongeometric integrators’ approximate trajectories diverge hom true phase space trajectories 
(recall the example of the simple harmonic oscillator in Chapter 6). At the same time, the 
probability associated with the approximate trajectories remains constant due to Eq. (7.40). 
Therefore, given an initial random state, over time a nongeometric integrator will associate 
its probability with a completely different trajectory from the true one.
In the following sections, a new filter is developed to exploit the advantages of geomet­
ric integration for density function evolution. Unlike linear filter development, certain ad 
hoc assumptions about the structure of a nonlineai’ filter must be made from the start and 
validated through simulation/implementation [18, 30]. This filter, called the Nonlinear Ceo- 
metric Filter (NCF), is based on the philosophy that it is better to estimate the state using 
the true density function first and then to approximate the density, than it is to approximate 
the density function first and then to estimate the state (as the EKF does). The NCF ac­
complishes this by exploiting the ability of geometric integrators to accurately preserve the 
density function over time.
The next section presents the density function approximations of the NCF for general Hamil­
tonian problems. Then, state and covariance estimation will be addressed, followed by a 
summary of the algorithm and compai isons with established estimation methods for the non­
linear pendulum. Following the MEKF’s lead, the NCF will be adapted to the case of satellite 
attitude to avoid the difficulties of quaternion estimation, and further comparisons will be 
made to determine its strengths and weaknesses.
7.3 .2  D en sity  F un ction  A p p roxim ation s
Applying the result from Section 7.3.1 to the Hamiltonian estimation problem, assume an 
initial conditional density function at time tn
p(Xnl-^n) (7.44)
Equations (7.43) give the evolution of this initial conditional density function between ob­
servations. Therefore, at the next observation time tn+b the transformed density function
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IS
P (Xn+l| Zn) — p  ( ^n) (7.45)
Note that this entails backward propagation of the state x^+i. Given this a priori density 
function, the new observation Zn+i, and its density function, Bayes’ Rule can be used to 
determine the a posteriori density function p (x „+ i| Zn+i)-
At this point, no assumptions have been made about the types of density functions used; to 
realize an actual filter, these functions must be defined. Assume that the initial state density 
p (x„| Zn) is Gaussian:
x „ ~ J V (x + P + )  (7.46)
Assuming no diffusion, the a priori density is given by the deterministic Fokker-Planck equa­
tion and the exact solution for Hamiltonian systems follows in Eq. (7.45) with
ÿ („(x „+ i)-J \f(x + ,P + ) (7.47)
Assume also that observations have additive white Gaussian noise as in Eq. (3.2) so that the 
observation density p(z„+i|x„+i, 2^) =  p(z„4.i|xn-)-i). Using Bayes’ Rule from Eqs. (3.7) 
and (3.8) and the a priori density in Eq. (7.45) gives the a posteriori density:
p  (xn+i|Zn+i) =  ce"2 (-) (7.48a)
( • )  =  [ 0 t „ ( X n + l )  -  [ < ^ t „ ( x „ + i )  -  X + ]  +  [Z n + 1  ~  h ( x „ + i ) ] ^  K + l  ~  h ( x ^ + l ) ]
(7.48b)
where x^+i is the independent variable, x^  is the (fixed) state fiom time and is the
(fixed) covariance estimate from time tn. Note that the constant
J  p{^n+ l\C tn+ l)p{^,tn+ l\Zn)d^  ^ ^
is independent of x, and that the normalizing constants ----- -— r hi p ( Zn,+i | x^+i ) and
  —r hi p{-Xn\Zn) are independent of x and therefore cancel between the numerator and|27tP+|2
denominator when applying Eq. (3.7).
The density p (xn+i| Zn+i) is the full solution to the diffusion-less nonlinear estimation prob­
lem. Generally, this is not a satisfactory approach as diffusion is an integral part of the 
estimation process since it allows the filter to account for unniodeled disturbances. However 
the stochastic Fokker-Planck equation (Eq. (7.31)) is generally unsolvable for nonlinear func­
tions, and so an approximation must be made to obtain an a priori density. To this end,
157
Chapter 7. Geometric Filters
denote the true a priori density as pTrue(xn+i!-^n)- Its covariance is a function of
the initial covariance P+  and the cumulative diffusion between tn and tn+i, denoted as Qn+i-
Though the stochastic Fokker-Planck equation cannot be solved in general, the deterministic 
one can be and the solution has been shown to be very simple for Hamiltonian systems (see
Eq. (7.45)). To exploit this, the NGF seeks a modified initial covariance P*^ that gives the
true covariance P~^i ^,^6 when evolved by the deterministic Fokker-Planck solution. In other 
words, the NGF uses a modified initial covariance P*^ that, under deterministic evolution, 
results in the same final covariance P~^i given by stochastic evolution of the unmodified 
initial covariance
In the presence of diffusion the following approximation is made during the NGF state esti­
mation phase:
p{?^n+\\Zn) ^  pTrue(Xn+l|.2^n) (7.50)
where
pi?^n+l\Zn') ~  &^(0in(^n+l)|^n) (7.51a)
A . (x„+i) -  Af(x+ P+ +  Q„) (7.51b)
Note the contrast between this a priori density characterized by Eq. (7.51b) and the orig­
inal diffusion-less a priori density characterized by Eq. (7.47). Here, Qn represents the 
modification to the initial covariance such that P ^ + Qn ^  Pn^ • Then, the deterministic 
Fokker-Planck solution implicit in Eq. (7.51a) results in a nonlinear approximation to the 
true a priori density and its covariance P~^i
It has been shown previously that, in the case of zero diffusion, the NGF exactly preserves 
the a priori density function as it evolves in time (i.e. exactly solves the deterministic Fokker- 
Planck equation). Generally, it is desirable to keep diffusion small since large diffusion terms 
indicate significant unmodeled distm'bances which detract from the accm acy of the estimation 
process. Therefore, the motivation for this approach is clear; as diffusion becomes smaller, 
the NGF a priori density more accurately approximates the true a priori density, and in the 
limiting case of <5n+i =  Qn =  0, it is exact.
The key problem then is to solve for Qn, and manipulation of the standard Kalman Filter 
affords an elegant solution. In each iteration of the Kalman Filter, the process noise covariance 
matrix Qn+i is added to the propagated state covariance matrix to determine the predicted
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covariance
^  1 ) 1 ) +  Qn+1 (7.52)
where the state transition matrix notation €>(x„+i) is shorthand for #(xn.+i, <^ n(x?%+i)) and 
is used to emphasize the trajectory on which the matrix is dependant. Note that this so­
lution incorporates a deterministic part, $(xn,+i)f^#^(xM,+i), and a stochastic part, Qn+i- 
Therefore, Qn is the covariance matrix that, when added to P ^, evolves deterministically to 
the predicted covariance in Eq. (7.52):
^(^n+l) 1^7^ +  Q n j ~  ^{^n+l)Pn i^n+l) +  Q n+1 (7.53)
This readily reduces to
Qn(Xn+l) — ^  (^n+l)Qn-l-l^ (^^n+l) (7.54)
Clearly, Qn(xn+i) is dependant on the trajectory which defines the state transition matrix,
and this has been made explicit in the notation. As will be seen shortly, Qn(xn+i) is never
explicitly calculated in the NGF algorithm.
With Qn(xn+i) defined, the a priori density in Eq. (7.51) may be used to solve for the a 
posteriori density p(x„,+i| Zn+i), thereby incorporating diffusion in the estimation solution. 
Applying Bayes’ Rule to Eq. (7.51), then the a posteriori density in Eq. (7.48) becomes
P (xn+il-^n+i) =  ce"2 (’) (7.55a)
(•) -  [</>*„(X n + l) -  x + ] ^  P ;t +  Q n (X n + l) [<^j„(Xn+l) -  X+]
+  [Zn+1 — h  (x„+i)]"^ -^n+l (X n+l)]
(7.55b)
7 .3 .3  S ta te  E stim ation
The density p (x^+i| Z^+i) is the full solution to the stochastic nonlinear estimation problem, 
and its mean is commonly used as the state estimate. However, because of the constraint 
imposed by the nonlinear backward map ^tn Eq. (7.55), p (x„+i| Zn+i) is generally not a 
Gaussian density function and determining its mean is nontrivial. Most methods used to do 
so are prohibitively computationally expensive as discussed in Chapter 2. If p (x^+ij .^n+i) 
is unimodal and concentrated about the mean, then there is a negligible difference between 
the mean and the mode (or peak) of the density function [19]. In fact. Bell and Cathey 
proved that the EKF is simply the first Gauss-Newton iterate in solving for the mode of the
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a posteriori density function, and that the Iterated Extended Kalman Filter uses multiple 
Gauss-Newton iterates to solve for the mode [15, 19, 25]. In addition to being the maximum 
likelihood estimator, the mode represents a possible system state whereas the mean is not 
always guaianteed to do so (the mean of a quaternion distribution will not generally be of 
unit norm, for instance). For these reasons, the mode is used as the state estimate for this 
filter.
Determining the mode of the a posteriori density fmiction is equivalent to finding the maxi­
mum of Eq. (7.55). Since the maximum of p (x„+i[ Zn+i) is the maximum of any monotonie 
function of p (Xn+i| Zn+i), and since the natural logarithm is monotonie, then the mode of 
the pdf can be stated as [19]
=  argmax (■) (7.56)
where (•) is defined in Eq. (7.55b). This problem can be reformulated in to a nonlinear least 
squares problem
1
where
•x-n+i =  argmin ^A'^'(x„+i)A(x„+i)
Xf&R. 1 «
A(Xti4-i) — S   ^(x%-|-l)K(x^_|_i)
*S'(x7j-(-i) — 
K (Xji4-i) =
d" Qn(Xn-l-l) 0
0 1^4-1
V t^n(Xn+l)
Zn-l-1 /l(Xn+l)
(7.57)
(7.58a)
(7.58b)
(7.58c)
where S 2 (x„+i)j 5 '2  (x„+i) =  5(x„-|-i) and if) has been used in place of the flow </> to reflect 
the use of an appropriate geometric numerical method.
This least-squares problem may be solved using the well-known iterative Gauss-Newton 
method [19]
n+1 A 'lx L i ) A '( 4 + i ) ]  (7.59)
where the superscript k indicates the iteration of the Gauss-Newton algorithm, and A'(-) is 
the Jacobian matrix of A(>);
A'(x^+i) = F Qn(x^4_i) 0
2
0 Rn+1 .  -■H‘(x‘ +i) _ (7.60)
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(7.62)
(7.63)
where i7(x*^2) is the Jacobian matrix of the observation function /i(x^^i) and as before, 
^(Xn+i) is shorthand for 0 (x^^^, (j>n{y^ n+i)) • The Gauss-Newton iteration may be rearranged 
to give
x J i l  =  [V (x ^ + ,)A '(x L i)]  [A 'lx^+i)A '(x!;+,)x^+, -  A '"(x^+ ,)A (xL i)] (7.61)
and replacing A and A' by their definitions gives
=  [ % i  ( x L , ) + 7 7 ^ (x L i)A ;jia -(x L i)]
-  +Q n(xS+l)]“ ‘ ( A J xS+i ) - x + )
+  f7 ^ (x ^ + i)A '+ i (z„+ i -  A (xJ^ i)) j  
where x in this context is matrix multiplication and the substitution
(x^+l) =  <!>■'’' (xü+l) [p+  +  Qn(xS+l)]“ ‘ $ - ‘(xJ+l) 
follows from Eqs. (7.52) and (7.53). This may be rearranged to give 
X %  =  [P„+7(xS+i) +  P " ’(x J+ i)P ;i iP (x J + i) ]“ '
X  (  + 7f" '(xL i)A ;ii77 (x !+ ,)] X,
-  [ % :i  (x!;+i) +
+ % : i \ x L i ) x L i - $ " ' ' ' ( 4 + i )  [p .f+ Q » (x j+ i) ]" ‘ ( * . ( x L i ) - & l )
+  H '^ {^+i)K +ii.^+i -  +  J î ( x j+ i ) x j+ i )  j
= K + i + [j^+ i (x L i)  +  J7’’(xj+ i)fi;li77(x^+i)]
x(Pn+~l‘ (x * + l)(x ^ + l -x ; ;-+ l)  - $ - '^ ( x J + i )  [P ^  +  Q n(x!;+i)]
X  (* .(x ^ + i)  -  x j )  +  {x^+ i)RZh  ( z „ + i  -  /i(xj;+i) +  ff(x j;+ i)(x ‘ +i -  x " + i) )
(7.64b)
Using the matrix identities [19]
n+1
'-n+l (7.64a)
4-P -I]  ^ H ’^ R -^ = P H '^ [H P H '^  + R]  ^ (7.65a)
-h P"^j "^ =  P  -  P F ^  [ F P F ^  +  R] H P  (7.65b)
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then Eq. (7.64b) may be rewritten as
[ ^ K + i) J ^ i(x ^ + i)F :^ (x ;+ i)  +  Pn+i]
X ( z n + 1  -  / i ( x j + i )  4 -F (x !^ + i)^ x ^ + i -  X » + l ) )
4- [ ; ^ ( 4 + i ) ^ i K + i ) ^ " ^ ( x ! : + i ) 4 - F » + i ] " ' F ( x ^ + i )
X Pn+li^n+l) (Pn+ 1  ( 4 + l)  (^n+l ~  K + l)
-  ^ “ ^"’ ( x ^ + i )  4- Q n (x S + i) ]  (V ) tn (x ^ + l)  -  3 ^ ) 1
(7.66)
Defining a gain matrix (which is equivalent to the well-known Kalman gain matrix)
K i^ + l )  =  Pn+ li^L l)H '^i^n+ l)  +  % + l] (7.67)
then the NGF state update in Eq. (7.66) may be significantly simplified;
I<i^n+l) (zn+l -  /l(x^+l) +  F (xJ+ i)(x^+ i -  x “^ i ) )  
/ - / f ( x j+ i ) f r ( x ^ + ,) ]  P -+ a(x ^ + i)(p -;;(x S + i)(x ^^ i (y gg)
-  #-^" (^x!^+i) [P+ +  Qn(x^+i)]  ^ (V'tn(x^+l) -  X +jl
Xn+l — +
+
Using the definition of P„^_]^(x^^i) from Eq. (7.63) and the property
# -1 $  =  $:T(0-i)T ^  j  (7.69)
then
% .i ( x ^ + i ) $ - " 4 x L i )  [ j ^  +  Q » ( x L i ) ] ' ' =  * ( 4 + i )  (7.70)
Using this result and making all fmther simplifications, Eq. (7.68) reduces to
4 Î Î  = K + i  +  ( z n + i  -  / ï ( x ^ + i )  4- F ( x ^ + i )  ( x ^ + i  -  x " + i ) )
r i / /  N /  (7 .71a)+  [f -  F (x^ + i)F (x^ +j] I (x:i+i -  x;^+i) -  $(x^+i) (V,,.(x!t+i) -  x+ ) j
=3CJ+1 -  ^(Xn+l) (i>tA-^n+l) ~  ^ t )/ (7.71b)
+  7f(x^+i) ^z„+i -  /i(xj+i) +  F(x^+i)4>(xJ+i) (V)t»(x^+i) -  x + j j
Equation (7.71b) is the final form of the NGF state update. In addition to its geometric 
properties, one appealing aspect of the NGF is its nonlinear treatment of system observations.
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As a result, recursive algorithms like this one have shown significant decreases in errors due 
to linear approximations to the observation model [19]. However, observation nonlinearities 
are outside the scope of this thesis and will not be explored further.
7 .3 .4  C ovariance U p d a te
The covariance update of the NGF may be derived by first considering the least-squares cost 
function at the heart of the NGF state update and implicit in Eq. (7.57):
C(xn+i) — 2 A (x77,-|-i )A(x -^}.i ) (7.72)
The least-squares solution is found in minimizing the gradient of the cost function:
VC(xij.^_i) =  A (xtj,^ -i )A(xïi4-i ) (7.73)
The Gauss-Newton algorithm makes the following approximation to the cost function gradient 
[19]:
VC(xto4-i ) % A (x^i)A(x^_^2) 4- A (x^^)A  (x]]^_^ )^(xn+i — x^^^) (7.74)
By definition, x ^ ^  minimizes the cost function so that
VC(x;^+i) =  A'"'(je+i)A(x++i) =  0 (7.75)
Equating the true gradient in Eq. (7.73) with the Gauss-Newton approximation in Eq. (7.74)
and evaluating at x ^ ^  (i.e. substituting the result from Eq. (7.75)) gives
- 1
^n+l — ^n+l A '^ (x in )A '(x i^ ,)  "A ''(x .+ i)A (x .+ i)  (7.76)
The NGF state update recursively solves for x ^ ^ ,  and once this state is known, its covariance 
may be solved via
Pi+i =  ^(A *^+iA *n+i) (7.77)
where E{-) is the expectation operator. Using the definition of A x ^ ^  in Eq. (7.76), the 
state covariance is
1 " ...................n + 1 A'’'(xi+i)A '(x;t+i)] E  ( a ' ’’(x„+i)A(x„+i)A’’(x„+i)A'(x„+i)} [ a '’'(xJ+ ,)A '(x+ .i)'
(7.78)
-1
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Focusing on the expectation term of the state covariance expression, substituting definitions 
for A and A% and using the following definitions
=  V»n(xn+i) -  x j  (7.79a)
Vn+l = Zn+i -  h(x„+i) (7.79b)
where Eq. (7.79b) follows from the observation model in Eq. (3.2), gives
E  ( a ' ^  (Xn+l)A(Xn+l) A^(Xn+i)A '(x„+i)) =
E  ^(x„+i) +  Q^(Xn+l)] A x~ ^iA x“+i [p+  +  Qn(Xn+l)] 4>“ Hxn+l) j
-  E  ^#-^"^(x^+i) [p +  +  Q„(xn+i)] A x“^ iv J’+ iP “|iF (x „ + i)^
-  E  ^(Xn+l) [Pn +  Qn(x„+i)] A x ^ + i F ( X ; , + i ) ^
+  E  (F^(X n+l)P“ilV n + lv J+ lP -|lF (X n + l))
=  Wl — W2 — W2 +  W3
(7.80)
This expression may be simplified by considering each of its terms in turn. The first term
may be simplified using the definition of P~^j(xn+i) from Eq. (7.63) such that
w i = E  ( p - ~ ^ (xn+ i)$(x„+ i)A x~+iA x-+ j€>^(xn+ i)P“+i (Xn+i)) (7.81)
The element of wi defined by the cth row and hth  column is given by
/  m m m m
[ w , u = p 1  è è è è
\  d=l 1—1 i=l j=l
[Pn+ 1  (^«+l)]cdK'’(Xn+l)]cüz[Ax^^.i]/[Ax^^j]i[$(xTi+i)]ji[P^^.2 (Xn+i)]jf/i^
(7.82)
The following first-order approximations may be made
-1
[P n + l (3<^n+l)]cd — [P n+ 1  (^n+l)]cd +  [-^n+l (^n+l)]cd(Xn+l X^+l) (^ 7 .oocij
+  H.O.T.
[#(Xn+l)]dI =  [$(^+ i)ld! +  t$'(x;^+i)]d((xn+i "  +  H.O.T. (7.83b)
where, for instance, [^'(x^+i)]^ is the Jacobian matrix of [4>(x^^j)]d^. Applying these ap­
proximations, noting that
P ( x . + i - x + + , )  =  0 (7 .84 )
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and ignoring liigher-order terms, then [luijc/i simplifies to
/  m m m m
K k  = p e e e e\  d=l 1 = 1  i= l j=l
(7.85)
Then, returning to matrix form gives
“ I =  P n + liK + iM K + i)E  (786)
However,
E =  P +  +  QniK+i) (7.87)
and, using Eqs. (7.52) and (7.53), then
=  -Pn+1 (*n+ l)(P n+ l(*4 l))P n+ I (*^+l) (7 88a)
=  Pn+i(*;t+i) (7.88b)
The second and third parts of Eq. (7.80) are solved in a similar fashion. First, apply the 
definition of P~_^ {^-Xn+i) fi'om Eq. (7.63) such that
W2 = E  (p -~ i  (Xn+l)5>(Xn+l)Ax~+ivJ’+ iP “j^lF(x„+i)) (7.89)
The element of W2 defined by the cth row and hth. column is given by
( TO TO m TOEEEEd-i i-i 1 - 1 3 - 1  (7.90)[Pn+ 1  (3f^n+l)]cd[^^(Xn+l)]dz[Ax^.|.j]i[Vn+l]i[F.„^Jij[F(Xn+l)]j/i^
Applying the approximations in Eq. (7.83), noting the expectation in Eq. (7.84), and elimi­
nating higiier-order terms gives
/  m  TO TO TO
V d=i 2=1 i= i  J=1 (7 .91)[Pn+1 (^n+1 )] cd (^n+ l)]dl [Ax,.^  ^% ] I [Vn+1 [Rn+1 ] b [71 (Xn+1 ) ]
In matrix form, this may be represented as
W2 = P~+i (x+ ,i)^(x+ + i)F  (A x-^iV ^+ iP -jiF (xn+ i)) (7.92a)
=  (^+l)$(x++l)«;2E  (7.92b)
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To reduce this result further, note that the 6th row of the expectation term W2E niay be 
represented as
[w2E]b = E  (7.93)
Since is a scalar, the order in which it and are niuitipiied may be commuted
[19]
[w2E]b = E  (vJ’+i[Ax~^.i]6l?n+l7I(Xn+l)) (7.94)
Then, noting that is statistically independent of both Ax".^^ and Xn+i, and noting that
F(vn+i) =  0 (7.95)
by definition, then
[W2£]i, =  E(v'^+i)E  ([A x ;+ ,]tA ;l,P (x^+ ,)) =  0 (7.96)
Because the choice of 6 is arbitrary, it may be concluded that
W2e  = 0 (7.97)
and therefore
W2 =  0 (7.98)
The final part of Eq. (7.80), defined as
W3 =  E(H '^{yin+l)Rnll'^n+l'vï+iRnllE {^n+lŸ)  ( 7 9 9 )
is solved in a similar fashion to the previous two. The element of W3 defined by the cth row 
and 6-th column is given by
( m m m m \
^   ^^  ][F(Xn+i)]dc[F.^_|_^](jf [Vn+lMvn+lji[T^n+llb[7I(Xn+l)]j7i 1 (7.100) d=l (=1 i=l j= l J
The following first-order approximation may be made
[F(x„+1)],„ =  +  [F '(x+^i)U (xn+ i -  x++i) +  H.O.T. (7.101)
Applying this approximation, ignoring higher-order terms, and noting the expectation in Eq. 
(7.84) gives
/  m m m m  \
ksick =  p  E E E E [ ^ ( * 4 i ) l 4 .K l i l ^ l K + i l ! l v „ + i J i K i i l « [ P ( S : J + , ) U  (7.102)
V (1=11=11=1 j=i /
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In matrix form,
W3 =  P " ’(& :+ i)P ;iiB (v n + iv î+ ,)« 4 iP (* î+ i)  (7-103)
However,
Rn+i =  F (vn+ivJ’+i) (7.104)
by definition and so W3 simplifies to
»3 =  H '^ iK + i)R n liH {iî+ i)  (7.105)
Now Eq. (7.80) may be explicitly written as
P(^A'’’(Xn+l)A(Xn+l)A^(Xn+i)A'(Xn-j-i)) =  P~~^ (x++i) +  R ~ IjH
(7.106a)
=  A '"'(x+ .i)A '(i^+i) (7.106b)
Using this result in Eq. (7.78), then the state covariance update may be written as
Pn+1  =  [V (S j+ i)A '(x + .i)]“ ' [a '’’(x;Î'+,)A'(xJ+,)] [A'’'(x;t+i)A'(x++i)]“ ' (7.107a)
=  [A''^(x++i)A'(x;t^.i)]“ '  (7.107b)
=  [Pn+‘i(* J+ i)  +  P " ’(* if i)P ;:+ iP (* J+ i)]~ ‘ (7.107c)
Using the matrix inverse identity in Eq. (7.65b) gives
7%-i — / P n + l(* 4 l)P ’’(*n+l) [P (S 4 l)P n + l(* J+ l)P "’( x 4 l )  +  ^n+l] '  P (*J+ l)] P + liK + l)
(7.108)
Finally, applying the Kalman gain definition from Eq. (7.67) gives the familiar state covari­
ance update:
P++1= [ 7  -  7r(& :+i)p(&:+i)] p„+ i(*:+ i) (7 .1 0 9 )
7 .3 .5  N on linear G eom etric  F ilter  Sum m ary
The Nonlinear Geometric Filter is summarized below. Assuming an initial state x^, an initial 
covariance matrix F+, a system observation z„+i with covariance Rn+l^ and a geometric
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nonlinear/lineaiiy approximated map -0, the NGF is governed by the following equations:
Loop[
If[k = =  0,
='0t:n + 1
^(Xn+l) =^(Xn+i,X+)
i ’tn (Xn+ 1  ) =x+ (by definition)
Else,
1 X*
.  (^v^ (x!i+i),x*+i) _ V.  ^ (X n + l,4 + l) _
^(X n+ l)= ^  ^(^fn(xj+i),xj^.i)
(7.110a)
(7.110b)
(7.110c)
(7.110d)
(7.110e)
+ Qn+i
d7I(Xn+l) — dx /l(x) 4+1
(7.110f)
(7.110g)
if(4 :+ i)  = P„+ l(x£+ l)P^(xJ+ i) [iî{xJ+i)P-H.i(x!;+i)JÎ^(xï+i) +  il„+,] '
(7.110h)
=X^+i -  $(x^+i) (V’u(xS+l) -  X+)
+  7<‘(x^^.i) (z^+i -  /%(x^+i) +  F(x^+i)$(x^+i) (^i„(x^+i) -  x + ) )
(7.1101)
k = k  + l  (7.110J)
x j+ i = < + 1 (7.110k)
(7.1101)
The first iteration of the NGF uses the forward map ij^ tn+i Eq. (7.110a) to predict the state 
at time tn+i- In all other iterations, the NGF uses the backward map 'iptn hi Eq. (7.110d) 
to backward propagate the state. Inspection of the equations above reveal that the first 
iteration of the NGF is equivalent to the GKF.
A few notes on implementation are in order. Note that Eqs. (7.110b) and (7.110c) are 
provided to clarify notation and do not require calculations. From an algorithmic point of
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view, the forward map tptn+i nnd backward map xptn differ only by the sign of the time step 
used in their calculations. Therefore, the forward and backward maps do not require separate 
algorithms. Similarly, it is straightforward to modify the backward map such that it outputs 
the previous state fptni'^n+i) nnd the forward-mapping state transition matrix with
no more calculations than is required for the standard backward map. In other words, it is 
possible to modify the backward map such that Eq. (7.110e) is unnecessary. The process 
noise matrix Qn+i in Eq. (7.110f) may be calculated via an appropriate algorithm such 
as the one outlined in Eq. (7.11). If the algorithm is trajectory dependent, then strictly 
spealcing it must be recalculated with each iteration of the NGF (as is done in all simulations 
in this chapter). However, because Qn+i is primarily used as a tuning parameter, it is often 
adequate to calculate it once per time step. Finally, there are a number of suitable termination 
conditions for the iterative portion of the NGF, including a maximum number of iterations or 
a minimum user-defined difference between state estimates produced by successive iterations. 
Reference [93] discusses termination conditions for the Gauss-Newton method in detail.
7.3 .6  N on linear G eom etric  F ilter  R esu lts
The NGF is unique in that it geometrically propagates the state backward to the previous 
density and therefore exactly preserves the probability density as it transforms nonlinearly to 
the current time in Hamiltonian systems. To illustrate the merits of the NGF over the GKF, 
reconsider the nonlinear pendulum example discussed in Chapter 6 and again in Section 7.2.3. 
The pendulum is initially at rest with angular position of 2.7 rad (% 155°) from the vertical 
direction, a period of roughly 11.5 seconds, and an initial state covariance of
Pq = 0.1 00 0.01 (7.111)
The top plots of Figure 7.9 show how the NGF and GKF a priori density functions compare 
to the true nonlinear density. The uncertainty in the initial condition in phase space is 
represented by a Gaussian distribution of points in blue. One quarter of the period later, 
the true density is represented by the propagated points in red. The plot on the top right 
is the GKF approximation which uses linearly approximated dynamics and only calculates 
the first two moments of the a priori density, represented here in a Gaussian distribution. 
The plot on the top left is the NGF approximation which makes no assumption about the 
form of the a priori density when determining the state estimate and accurately transforms
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the original Gaussian density through the nonlinearity of the system dynamics. Although 
the GKF represents the density quite well in the neighborhood of the propagated mode, the 
NGF clearly approximates the entirety of the a priori density with much greater fidelity. To
NGF A Pnon PDF Approximation
True Trajectory
Initial Monte Carlo Points
Propagated Monte Carto Points
NGF A Posteriori PDF Approximation
GKF A PnofT PDF Approximation
True Trajectory
Propagated Monte Carlo Points
•1,75
.6
•2.1
2 2 •0.8 •0.6 •0.2 0
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0.2 0.4 0.6 0.8
GKF A Postenon PDF Approximation
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O  Actual State•2.15
i > Predicted State 
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Figure 7.9: Comparison of NGF and GKF State Estimation and PDF Approximations
demonstrate how this improved density function impacts state estimation, coriSTder the lower 
left and right plots of Figure 7.9. The predicted state is represented by the blue diamond. 
The true state is represented by the yellow diamond, and note that it is on a slightly different 
trajectory and significantly shifted in phase compared to the predicted state. Incorporating 
a random noisy observation with
R  = 0.01 0
0 0.01
(7.112)
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gives the a posteriori densities in these plots. It is immediately clear that the NGF state 
estimate is significantly more accurate than the GKF’s. Less obvious is the qualitative simi­
larity between the NGF and the GKF. Note that a tight bundle of curved trajectories passes 
between the state prediction and the true state. The NGF appears to estimate this bundle 
of trajectories with high fidelity. Thus, even though the observation is in a different region 
of phase space, the NGF estimate does not shift significantly away from its estimated trajec­
tory. Instead, it uses the observation primarily to determine its phase. This was precisely the 
qualitative behavior of the GKF in the example from Section 7.2.3. In fact, similar behavior 
is evident in this example, demonstrated by the small deviation of the GKF state estimate 
from the semimajor axis of its a priori density function. Thus, if the predicted trajectory 
were linear, then the state estimate would not have deviated far fiom this path and the ob­
servation’s primaiy influence would have been to affect a shift in phase. However, because 
the trajectory is nonlinear in this region, the GKF is suboptimal in comparison to the NGF.
Based on this demonstration and numerous simulations with the NGF, it appears to be most 
beneficial in the presence of significant state nonlinearities. In the following section, the 
NGF is adapted to the case of satellite attitude estimation. Subsequent comparisons with a 
benchmark recmsive method demonstrate the NGF’s improved performance.
7.4 M u ltip lica tive  G eom etric  F ilter
The NGF is applicable to general Hamiltonian problems but as previously discussed, esti­
mation of quaternions for the satellite attitude problem poses unique challenges. The most 
successful solution to these problems is embodied in the MEKF [8, 9, 42] which was presented 
previously in this chapter and modified to give the MGKF. This section aims to apply the 
strengths of the MGKF to the NGF; the result is called the Multiplicative Geometric Filter 
(MGF).
The following sections deal exclusively with the MGF as it differs ffom the NGF. A brief 
overview of the MGF follows. Then, a new geometric map for the state deviation is defined. 
Using this map, the MGF algorithm is presented. Finally, the filter is adapted to the case of 
a satellite with quaternion attitude observations only.
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7.4 .1  O verview
Like the MGKF, the MGF represents true attitude as a quaternion product of two unit 
quaternions
=  ^q(af) 0  % (7.113)
where % is a deterministic reference quaternion. The rotation from % to qt is represented as 
a quaternion deviation 5q(at) where a* is a three-pai’ameter attitude representation. Here, 
at is used to represent the vector portion of a quaternion deviation, i.e. a  ^ =  Talcing Sqt 
to be a random vector, its expectation is <5qt and therefore the MGF attitude estimate is
qt =  Jq(^%) ® qt (7.114)
Similarly, the MGF represents the true rate as a sum of a deterministic reference rate vector 
and a rate deviation vector
cot ~  Suit +  (7.115)
where Smt is a random variable. Using an estimate 0d>t, the MGF rate estimate is
ù t = Sùt + mt (7.116)
The deviation vector is defined as ôxt = [Jq^ 9,nd the reference vector is defined as
x, =  [qf w f r
W ith these relationships in hand, a brief overview of the MGF follows. The MGF begins 
at time tn with three components: the initial state estimate x+, the initial state references 
x„, and the initial deviation estimate 5x+. Like the MGKF, the initial state reference is set 
equal to the initial state estimate so that the initial deviation is identically zero.
The MGF maps the reference attitude and rate vector forward to an observation time in+i 
to determine the predicted reference values The state deviation prediction is
trivially zero. At this stage, the MGKF and the MGF become distinguishable. The MGKF 
propagates the deviation covariance matrix to and applies the linear Kalman Filter to 
derive a state deviation estimate <5x^^. Tliis estimate represents the minimum variance 
estimate assuming a Gaussian a priori density function. In contrast, the MGF malces no 
assumptions about the a priori density function during the state estimate step. Instead, it 
represents the true nonlinear a priori density as a function of the initial density and the
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system dynamics. Using Bayes’ Rule, it combines this nonlinear density with the, Gaussian 
observation density to give the nonlineai' a posteriori density function. Using an appropriate 
nonlinear solver, it then seeks the deviation estimate that maximizes the a posteriori
density.
Pi'om here, the MGKF and the MGF use the same rule to update the nonlinear state estimate 
x ^ ^ .  Then the reference state is set equal to the estimated state so that J x ^ ^  is reset to 
zero, retmning the MGF to the same condition in which it began at time
7 .4 .2  S ta te  M apping
The MGF state update entails nonlinear backward-propagation of the deviation vector 6x. 
The differential equations for the nonlinear state deviation were presented in Chapter 4 
and proven to be Hamiltonian in Chapter 5. This section defines a geometric mapping for 
the deviation vector using already-defined mappings for the exact nonlinear state x. The 
approach is straightforward. An initial state prediction x„ and its value x^+i == '4>tn+i (xn) 
at the current time tn+i are known. Given a deviation <5x„+i at tn+i^ this map seelts to 
evolve it backward in time to give Sxn- First, it composes the deviation 5x„+i with the 
state prediction x^+i to obtain a new deviated state x^+i. Then it backward propagates the 
deviated state using a geometric map for the nonlinear attitude state to give x^. Finally, it 
composes Xn with the state prediction’s initial value Xn to derive the backward-propagated 
deviation 5xn. A more detailed description follows.
To begin with, note that the different operations used to combine a state deviation with 
a nonlinear state (i.e. composition for quaternions and summation for rates) can be cum­
bersome. To simplify notation, define a new operator © that “adds” a state deviation to a 
nonlinear state such that
(J x  ©  X
(5q((5q) 0  q
ÔLO -\-m (7.117)
and a new operator © that “differences” two nonlinear states x^ and xj, to give a state 
deviation such that
X a  0  X(, —
5q(qa0q^) (7.118)
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These operators are related by the identity
=  (<5x © x) © X (7.119)
Using these operators, a deviation (Jx i^+i and state prediction x^i+i at time tn+i may be 
combined to give a deviated state
^n+l — qn+1
^n+1
(7.120)
Then, the deviated state may be backward-propagated using a geometric map i}j via
X n = ^ i jx „ + l)  (7.121)
Finally, the backwaid-propagated deviation may be recovered using the state prediction’s 
initial value x„,:
SXfi — %
S(jJn
=  X n  0  X r
To express this evolution in simplified form, define the deviation vector map as
6 Xn =  5l/)t„(5Xn+l,Xn+l)
=  V'tn (f^ Xn+1 © Xn+l) 0  iltni^n+l)
(7.122)
(7.123a)
(7.123b)
where Xn+i is fixed and 5xn+i is the state upon which the map operates. Clearly, the map 
Si/i is nothing more than the standard map ip with slightly modified initial conditions and a 
subtraction operation to recover the propagated deviation. Using this notation, the backward- 
propagating nonlinear/linearly approximated geometric map S'lptn the MGF may also be 
defined as
— - / ^Xn+1 \SXn
_ (^<^Xn © V'’i„(Xn+l), ^Xn+1 © Xn+l) =
V
Xn+l
_ ^(^Xn+1 ©Xn+l,(^Xn+l ©X„+i) _ /
(7.124a)
(*^Xn+l, Xn+l )
(#(5Xn+l © Xn+l, 5Xn+l © Xn+l))
(7.124b)
It is emphasized that Sip does not fundamentally differ from ip, and that they rely on the 
same underlying nonlinear and first-order maps.
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7.4 .3  S ta te  E stim ation
The MGF makes the same assumptions as the NGF regarding the Gaussianity of initial and 
observation pdfs. So, the initial state pdf is defined as
p(SxnlZn) (7.125a)
(7.125b)
where =  0 since the reference state is set equal to the estimated state after each observa­
tion. As with the NGF, the MGF uses the deterministic Fokker-Planck equation to determine 
the a priori pdf. To do so, it accounts for cumulative diffusion by modifying the initial pdf 
using Qn(^Xn+i,x“^_i) as in Eq. (7.54). Then the a priori pdf may be defined in terms of 
the initial pdf via
P ( I Zji) — p ( Siptn (^Xn+1, X^+i)| Zn) 
5lpt^{0Xn+l,^n+l) ~  +  Qn(<^Xn+l,X“_ i^))
(7.126a)
(7.126b)
Given an observation z„+i and its covariance Rn+i and applying Bayes’ Rule, the a posteriori 
density talces the form
(7.127a)
(7.127b)
p(5xn+i|.^n+i) =  ce s()
(•) =  + Qn{àyin+l,K+l)]~^ X~^l)]
+  (Zn+1 -  / l ( 5 x „ + i) ] ^ R “j i  [z^+l -  h {0 X n + l)]
where c is a constant and may be ignored. Note that this pdf is a function of both <5x+ and 
5x~^^, but because these are zero by definition, they are excluded for notational convenience. 
As in the NGF, the maximum-likelihood estimate of the a posteriori density may be solved 
using the following nonlinear least-squaies formulation:
=  argmin iA'^(^x„+i)A(5x„+i)
where
ÔXn
A{ÔXn+l) = S  2(5x„+i)U(JXn+i)
Pn +  Qn(^Xn+l, Xjj+i) 0
0 Rn+1
6 lptni^Xn+l,X-_^^)
Zn+1 ^(^Xn+l)
R(<^X^+l) — 
U((Jx„+i) =
(7.128)
(7.129a)
(7.129b)
(7.129c)
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This least-squares problem may be solved using the Gauss-Newton method as outlined pre­
viously. Once the deviation estimate is known, the nonlinear state may be estimated
via
X,n + 1  '^■^n+1 ^  ■^n+1
+Then the reference state is set equal to x ^ ^  and the deviation is reset:
^^n+i — 0
Covariance propagation is governed by the same equations as in the NGF.
(7.130)
(7.131)
7 .4 .4  M u ltip lica tive  G eom etric  F ilter  Sum m ary
The Multiplicative Geometric Filter is summarized below. Setting the reference trajectory 
5tn equal to the initial state estimate x^  so that the initial deviation is zero, and given an 
initial deviation covariance matrix a system observation z^+i with covariance R^+i, and 
a geometric nonlinear/first-order map ip, the MGF is governed by the following equations:
Loop[
If[k = =  0,
Xn + 1
71 + 1
X'*'
r+ +-+'1
4»(5x^+i ©x^+i) =$(x„+ i,x+ )
(5x^+1 =<Ix+ =  0 (by definition) 
# ( , 1  x"+i ) =5x+ (by definition)
Else,
(7.132a)
(7.132b)
(7.132c)
(7.132d)
<^V;f7i((^x%+i,x»+i)
^ ( < ^ x ^ + i ,  K + i)  ® , <^ x%+i ® K + i)
X
n + 1 X
n + 1  
n + 1  ’ ^ ^ n + 1 ®^n+l)
(7.132e)
^(5Xn+ieXn+l)  (#f,i(<5x„+i,X„+i) ©xJ,(5x.J;+i ©X„+l) (7.132f)
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Pn+li^K+l) = ^ M + l  ® ^n+l)Rn (<^<+1 ® ^n+l) +  Qn+1 (7-132g)
(7.132h)
<5^ n+l®^ n+l
= ^ ’„+i(«xS+i)F’’(feJ;+,) [n (5 x ;;+ ,)p -+ i(5 4 + i)n ^ (J x ti)  +  Rn+i]
(7.1321)
^ ^ n tl  =^^n+l ~  $(<^X^+l ©X-+i)#f„C^X^+l,X-+J
+ iiT(<JxJ+i) ^Zn+i -  /i(^xj;+i) + iï(<5x^+i)€>((5xj+i © X-+J
<5V-;f„ ((5x^+1, x ~ ^ i)j
(7.132j)
k = k  + 1  (7.132k)
]
^^n+l (7.1321)
Pn+1 =  [ ; - P + ,  ( i x ; t + i )  (7.132m)
K + i = l ^ n + i ® K + i  (7.132n)
x»+i =xi^+i (7.1320)
.-.a++i =  0 (7.132p)
While seemingly more complicated than the NGF, the MGF is actually quite straightforward. 
However, the simplicity of the algorithm is obscured by cumbersome notation, so a more 
thorough explanation is given here. Just as the first iteration of the NGF is equivalent to 
the GKF, the first iteration of the MGF is equivalent to the MGKF. Also like the NGF, 
the MGF uses a forward map iptn-hi its first iteration, and a backward map Siptn ii^ i all 
subsequent iterations. Equations (7.132a) to (7.132d) represent the state prediction stage of 
the MGF’s first iteration. This stage simply forward propagates the previous nonlinear state 
x+ to x~^j to provide a reference trajectory. Equation (7.132b) provides a standard simplified 
notation in place of the full state transition matrix notation which is overly cumbersome; it 
does not require any computation. Equations (7.132c) and (7.132d) make explicit that in 
the first MGF iteration, the initial and predicted deviations are zero by definition, and that 
they belong to the same trajectory; as with Eq. (7.132b), these equations are provided for 
notational convenience and do not require computation.
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Equations (7.132e) and (7.132f) represent the state prediction stage of MGF iterations subse­
quent to the first iteration. The first iteration and subsequent iterations differ in two impor­
tant ways: the first iteration forward propagates the nonlinear reference state x+, whereas 
subsequent iterations backward propagate the deviation state On the surface, these
may seem to require two completely separate algorithms but in fact it does not. The back­
ward deviation map ôiptn in Eq. (7.132e) is based fundamentally on the backward map iptn 
(see Eq. (7.124)); as noted for the NGF, the backward map iptn and the forward map iptn+i 
(central to the MGF’s first iteration in Eq. (7.132a)) are distinguished simply by the sign 
of the time step used. Therefore, thoughtful implementation of the MGF equations requires 
only a forward map iptn+i and algorithms for the © and 0  operators; the backward deviation 
map Ôiptn may be derived fii'om these algorithms alone.
Similar to the NGF, MGF iterations subsequent to the first iteration require a backward 
propagated deviation state Stptni^^n+i^^n+i) in conjunction with a forward-mapping state 
transition matrix $ ;  see, for instance, Eq. (7.132j). However, standard imple­
mentation of a backward map Siptn provides a backward-mapping state transition matrix, as 
seen in Eq. (7.132e). Therefore, Eq. (7.132f) provides the desired state transition matrix via 
matrix inversion. However, as with the NGF, the backward map 6 iptn can be easily modified 
to provide a backward propagated state and a forward-mapping state transition matrix with 
no additional computations, thereby eliminating the need for Eq. (7.132f). In either case, 
Eq. (7.132f) is useful in that it simplifies the state transition matrix notation in the same 
way as Eq. (7.132b).
Equations (7.132g) through (7.132k) represent the state update stage of a given MGF iter­
ation, and are generally self-explanatory. Equations (7.1321) through (7.132p) are the final 
steps of the MGF. In particulai', Eq. (7.132o) makes explicit the trajectory reset of the 
MGF, fiom which Eq. (7.132p) follows. Neither of these last two equations require explicit 
computations.
7.4 .5  Q uaternion  O bservation  M od el
To incorporate quaternion observations, recall the MGF’s a posteriori density function fiom  
Eq. (7.127b) and in particulEU’, its observation error term:
Az =  z — h{6x) (7.133)
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This formulation is problematic when z =  Zq is a quaternion observation because subtraction 
is not an appropriate quaternion function. Therefore, in a fashion similar to the MGKF, an 
observation deviation is derived and presented to the MGF for filtering. Define the quaternion 
observation as a composition of a quaternion deviation and the state prediction:
Zq =  fq(zg^) (8) q "  (7.134)
Then the three-vector of the quaternion deviation may be expressed as
z<5q =  ^q(zq® (q")*) (7.135)
Retm’iiing to the MGF observation error term and using z§^ as the system observation,
A z = z s ^ ~ ô q  (7.136)
where h{Sx) = HÔX = Sq (7.137)
and H  =  [Igxs Ogxs]- In MGF implementation, Eqs. (7.135) and (7.136) aie used in place of
the observation error term from Eq. (7.133) found in the MGF state update, Eq. (7.132J).
Explicitly, the MGF state update becomes
5x.^X\ -  ^{6x^+1 ex-_^i)ôi)tn{S^^+ uK +i)
+  7r(<5xJ+l) (^^q(Zq»+i ® (% + l) l  -  ^ q L l +  [13X3 03x3]^(JxJ+l © K + l )
(7.138)
7.4 .6  Itera ted  K alm an F ilter  S m ooth er
In the next section, comparisons are made between multiplicative versions of the NGF and 
the Iterated Kalman Filter Smoother (IKFS) [15]. The IKFS is an appropriate benchmark 
as both the NGF and IKFS seek to reduce errors resulting from the dynamical model. Both 
accomplish this by iteratively solving for the mode of the a posteriori density as the system’s 
state estimate. In contrast to the IKFS, however, the NGF does not smooth backward per 
se but incorporates backward propagation as a fundamental part of the state update.
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Like the NGF, the IKFS may be thought of as nonlinear least-squares problem solved iter­
atively by the Gauss-Newton algorithm [15]. The least-squares formulation of the IKFS is 
[94]:
where
K ,x + ^ i )  =  argmin -A^(xn,x„+i)A(xn,Xn+i)
( x „ ,x „ + i )  Z
P+ 0 0
Rn+l —
U(Xji, Xtj,+i ) '—
0 Qn+1 0 
0 0 Rn+1
Xn
X n + l
Zn+1
X
Xn +  /(Xf)dt
fr(Xn+l)
(7.139)
(7.140a)
(7.140b)
(7.140c)
Note that in standai'd form, the IKFS uses nongeometric maps to propagate the state. As a 
result, state propagation is represented by an integral in Eq. (7.140c) in contrast to the map 
notation used in the NGF and MGF least-squares formulations.
Application of the Gauss-Newton solver to this least-squares problem gives the final form of 
the IKFS [15];
Loop]
If[k = =  0,
xR —x t
Xn+l = x ;  +
pin+l
Jtn
Else,
Xn+l =X^ +  [  y(Xt)d<Jtn
(7.141a)
(7.141b)
(7.141c)
(7.141d)
R(xf) =  
d$(x(,x^)
dx /(x) xt
dt =R (xf)#(xt,x^)
(7.141e)
(7.1411)
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# (X n + l)  = 4 > (x n + i,x J )  (7.141g)
n+11P -  l(X n+l) = 0 (X n + l)7 ^ # ^ (X n + l)  +  Qn+1 (7.1411l)
(7.14Ü)kn+1
- 1
a -(xL i) =
K i-X -n+ l) = - P + l ( S n + l ) i ï ^ ( 4 + l )  +  % + l ]
(7.141J)
S(x„+i) = p + s ^ (x „ + i)p ;; i  (x„+i) (7.141k)
’ 'n + 1  = X n + l  +  ® ( X n + l ) ( x ^  ~  x j )
+  ICCx^^.,) (zn+1 — k(x^^.i) — jE7(x^.,.i)(Xn+l +  #(Xn+l)(x^ — X^) — X*.^,))
(7.1411)
Xn" '^ =xK +  S(x„+i) (x j+ ; -  Xn+l -  $(x„+i)(x,° +  X*)) (7.141m)
k = k  + l  (7.141n)
1
x j  ^xj) (7.1410)
Xn+l =Xn^,i (7.141p)
T’n+i =  [7 -  /f( i+ + i)ff(x + .i)] P + i « + i )  (7.141q)
Just as the first iteration of the NGF is equivalent to the GKF, the first iteration of the IKFS 
is equivalent to the EKF. Unlike the NGF, the IKFS explicitly calculates a new value for the 
previous state estimate x^. This requires the calculation of a smoothing matrix S  in Eq. 
(7.141k) which will be shown in the next section to substantially increase the computational 
bmden of the IKFS relative to the NGF.
7 .4 .7  M u ltip lic a tiv e  G e o m e tr ic  F i l te r  R e su lts
In this section, compailsons are made between the MGF and the IKFS. In these comparisons, 
the IKFS has been adapted to estimate the vector portion of a stochastic quaternion deviation 
like the MEKF and the MGF. In fact, the first iteration of this multiplicative IKFS is precisely 
the MEKF algorithm.
Like the compai'isons between the MEKF and MGKF in Section 7.2.5, the following simula­
tions are based on the FalconSAT-3 small satellite mission. Initial attitude errors are set to
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Figure 7.10: Compai’ison of IKFS, GIKFS, and MGF Normed State Errors
60°, 30°, and 30°, and initial rate errors are set to 3°s“ ,^ 5°s“ \  and —4°s“ .^ Initial attitude 
standard deviations are set to 4° in each axis and initial rate standard deviations are set to 
12°s“  ^ in each axis. Observation noise is set to 100 arcseconds (0.028°, la )  at a frequency of 
0.2 hertz. Process noise is equivalent in each filter and low relative to the observation noise, 
a <5 =  (1 * 10“ ®)°s~^. This represents a worst-case scenario where the filter is confident in its 
attitude estimates though they are significantly biased from the true values. In addition, the 
nonlinearity of the dynamics is quite significant considering that the satellite is rotating with 
a magnitude of 7°s~^ so that between observations, the satellite changes angular position by 
roughly 35°. Finally, the number of filter recursions per observation has been limited to three 
to reflect the constrained computational capabilities of small satellites.
Figure 7.10 shows results from tliree different filters. The first is the standard nongeometric 
IKFS algoritlim. The second is the GIKFS, or the geometric IKFS algorithm which uses 
geometric maps for nonlinear and first-order propagation. The third is the MGF. The IKFS is 
the standard benchmark against which the geometric maps are compared, and its performance 
is clearly suboptimal. After one orbit, the IKFS has failed to converge with attitude errors 
regularly exceeding 10°. In addition, it shows no sign of trending towai'd the true solution.
In this simulation, the GIKFS has been included to help differentiate between the impact 
of the geometric maps and the impact of the MGF state update equations. Clearly, using 
geometric maps in the standard IKFS algorithm provides a substantial benefit. By the end 
of the simulation, the GIKFS has converged below one standard deviation of the observation 
noise. This result is consistent with the comparisons made previously between the MGKF 
and the MEKF, but further discussion is warranted. Previous comparisons were based pri-
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Figure 7.11; Comparison of GIKFS and MGF Convergence Properties
marily on short integration times where the impact of the nonlinear dynamics was limited. 
As a result, the primary difference between the MEKF and MGKF in those cases was the 
nonlinear geometric map. In this scenario, the combination of longer timescales and high 
dynamical nonlinearity leads the state transition matrix to play a more substantial role in 
the estimation process. In fact, subsequent simulations have shown that the performance 
disparity between the IKFS and GIKFS in this simulation is due almost completely to the 
choice of state transition matrix (i.e. whether it is geometric or not). Here as in previ­
ous comparisons, it appears that the geometric solution offers substantial advantages over a 
comparable nongeometric one.
The third filter to consider, the MGF, is the best performer. Within the first two hundred 
seconds it converges below one standard deviation of the observation noise, and continues to 
filter tlnough the noise for the remainder of the simulation. In steady state, it consistently 
gives attitude errors that are nearly an order of magnitude less than the observation noise. 
In contrast, the GIKFS takes almost five times as long to converge to one standard deviation 
of the observation noise, as seen in Figure 7.11. Shortly, it will be seen that the estimated 
covariance bounds for the GIKFS and MGF are nearly identical, which is to be expected 
since they use the same state transition matrix. In addition, once the GIKFS converges and 
reaches steady state, its performance is identical to the MGF’s. This too is expected since the 
both filters use the same nonlinear map, and because differences between the filters become 
less significant as they reach the region of convergence. Clearly then, the MGF’s improved 
convergence rate is due to its state update rule. This simulation demonstrates its improved 
ability to mitigate dynamical nonlinearity when compared to the benchmark IKFS.
The rates in Figure 7.10 reflect similar trends to the attitude results, and likewise for the
183
Chapter 7. Geometric Filters
Hamiltonian Enors
0.001
S  0.00001I
IKFS
GIKFS
MGF
l . x l O 1000 2000 40003000
Tim e, s
Figure 7.12: Comparison of IKFS, GIKFS, and MGF Relative Hamiltonian Errors
Hamiltonian errors in Figure 7.12. As previous simulations have demonstrated, one of the 
greatest strengths of geometric estimation is its ability to conserve the same system properties 
that its dynamical models are designed to preserve.
Figure 7.13 shows estimated covariance bounds and state errors for the roll axis. Here again, 
the MGF covariance estimates its own errors with the highest fidelity. As previously men­
tioned, the covariance bounds for the MGF and GIKFS are essentially identical. In contrast, 
the IKFS never appropriately captures its state vaiiaiice. Its performance is all the less 
inspiring after noting that its covariance bounds are nearly 50% larger than the MGF’s, in­
dicating decreased confidence in its own model and theoretically maldng it less susceptible 
to divergence. These figures serve to highlight the advantages of geometric state transition 
matrices which account for the accuracy of the MGF/GIKFS covariance bounds.
E s t i m a t e d  C o v a r i a n c e  B o u n d s
IKFS GIKFS MGF0.2 0.2 0.2
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-o .i - 0.1 - 0.1
- 0.2 - 0.2 - 0.22500 2500 2500
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Figure 7.13: Comparison of IKFS, GIKFS, and MGF Covariance Bounds
The MGF’s performance in particular is remarkable considering that all three filters begin 
with the same initial parameters, and that the GIKFS and MGF use the same geometric maps 
for state propagation. The superior performance of the MGF in highly nonlinear scenarios
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has been demonstrated repeatedly in simulation over the course of this research. In addition, 
it mimics MGKF behavior in the convergence region and so exhibits the strengths seen in 
MGKF performance earlier in the chapter.
To conclude this section, consider the computational burden of the attitude estimation al­
gorithms considered in this thesis. Table 7.1 presents the FLOP count for each algorithm, 
ignoring the calculation of constant values and using the same FLOP counting rules as in 
Section 6.5.1.3.
Total FLOP Count
MEKF/MGKF
IKFS/GIKFS
MGF
1629 -J- G-tp 
237 + (2370 + CV)/i 
237 -f (1499 -F C^)h
Table 7.1: FLOP Count Per h Recursions of the Attitude Estimators
This table accounts for one full evaluation of each algorithm where h is the number of re­
cursions and C ^  is the FLOP count for the particular nonlinear/first-order map used in the 
estimation algorithm (see Table 6.3). In the case of /r =  1, the IKFS and the MGF are equiv­
alent to the MEKF (aside from the state maps) and therefore have the same FLOP count. 
The IKFS has by far the most number of calculations because, in addition to calculating a 
Kalman gain matrix, it calculates a smoothing gain matrix for each recursion. This incurs 
both a 6 X 6 matrix multiplication and inversion of the P  matrix, which neither the MEKF nor 
the MGF require. In addition, given high-accuracy observations P  values become quite small 
and inversion can lead to significant numerical complications. Ignoring the map calculations, 
the MGF uses roughly 35% fewer computations per recursion than the IKFS and avoids dif­
ficulties associated with covariance matrix inversion. Considering the superior performance 
of the MGF, its foundation in geometric properties of motion, its reduced computational 
requirements, and its equivalence to the MGKF in the case of a single iteration, it is clear 
that the MGF has substantial advantages to offer for small satellite attitude estimation.
7.5 C hapter Sum m ary and C onclusions
This chapter began with a review of the Extended Kalman Filter. The Geometric Extended 
Kalman Filter (GKF) was derived by applying geometric maps to the nonlinear state and 
state transition matrix in the EKF construct. Before discussing empirical results, it was
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hypothesized that geometric estimation would be most beneficial in cases of small noise 
inputs, high nonlinearity, and short or long integration times (with nonlinear maps being 
dominant given short intervals and linearized maps being dominant given long intervals).
Subsequently, the GKF was applied to the nonlinear pendulum case and compared with 
the nongeometric EKF. From a geometric perspective, the GKF conserved the true system 
trajectory with high accm acy while using state observations primarily to determine its phase. 
In contrast, the EKF showed no geometric properties of note. Empirically, the results were 
consistent with the original hypothesis. In particular, the GKF demonstrated significantly 
smaller errors in its estimation of the state and Hamiltonian. Also, the covariance estimates 
of the GKF were considered and were shown to correspond to the true state var iance with 
remarkable fidelity. In contrast, the EKF’s estimated covariance bounds failed to capture the 
true state variance.
Following these results, the well-known MEKF algorithm was presented for estimation of 
satellite attitude. Rather than estimating the system quaternion, the MEKF estimates the 
three vector of a quaternion deviation. The advantage of this approach is that it avoids prob­
lematic quaternion probability density functions, it avoids nearly singular covariance matrices 
resulting from quaternion estimation, and it implements true quaternion operations rather 
than inappropriate addition/subtraction. Philosophically, the MEKF has much in common 
with geometric integration as it seeks to preserve qualitative properties of the system (quater­
nion unit norm, for example). Application of geometric maps to the MEKF algorithm gave 
the MGKF, and subsequent simulations demonstrated its strengths. As with the nonlinear 
pendulum, the MGKF estimated the satellite state and Hamiltonian to a substantially higher 
degree of accuracy than the MEKF. A case was presented that demonstrated the danger of 
becoming too confident in a state propagator that systematically models unphysical motion. 
Where the MGKF performed as expected throughout the simulation, the MEKF diverged as 
its relied more heavily on its state model.
Following this example, the accuracy-degrading effects of increasing process noise were demon­
strated. A case was shown where the MEKF was unable to match the best performance of 
the MGKF, let alone filter below the level of the noise, regardless of the process noise inputs. 
In addition, this case showed how higher levels of process noise led the MGKF from accura­
cies that were below one standard deviation of the observation noise to much higher levels of 
error. In this case where low process noise inputs were required, the MGKF was superior. In 
addition, the state covariance bounds for the MGKF were shown to track to the true state
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variance with high fidelity.
Pi'om these results, it is concluded that geometric integrators offer substantial advantages 
within the estimation construct (note that this conclusion is restricted to cases where geomet­
ric integrators afford both long term accuracy and reduced local errors). One of the greatest 
advantages of geometric estimation is that the filters tend to preserve the same properties 
that their geometric integrators are designed to conserve. Based on the MEKF/MGKF ex­
amples, superior performance to nongeometric integrators is to be found in the cases of low 
noise inputs and short integration times.
The chapter continued by reconsidering the nonlinear estimation problem from a geometric 
perspective. It was shown that, for canonical and incompressible noncanonical Hamiltonian 
systems, the deterministic Fokker-Plaiick equation which governs density function evolution 
is zero so that the density is a constant of motion. Using this result, it was shown that an 
a priori density function may be completely characterized at the current time by flowing 
the state back to the density’s initial condition at a previous time. It was pointed out that 
an appropriate geometric numerical map exactly preserves the density function, whereas a 
nongeometric map corrupts this conserved value.
Using this insight, a new estimation algorithm called the Nonlinear Geometric Filter was 
developed. Its motivating philosophy is that it is better to estimate the state and then 
approximate the a priori density than it is to approximate the a priori density and then 
estimate the state. Central to this approach was the knowledge that a geometric integrator 
exactly conserves the density function in the deterministic case. A new filter was realized by 
maldng the usual noise assumptions and then solving iteratively for the state of maximum 
likelihood in the nonlinear a posteriori density function. Process noise was reintroduced 
by solving for an update to the initial density function such that, under deterministic flow, 
it is equivalent to the true a priori density. Thus, the underlying insight that geometric 
integrators preserve density functions given deterministic flow remains exploitable in the 
case of nondeterministic flow.
Application to the nonlinear pendulum showed that the conservation of the true a priori 
density affords substantial advantages in cases of high nonlinearity. A visual demonstration 
in phase space emphasized that, like the MGKF, the NGF accurately estimates the true 
state trajectory, using the observations primarily to determine its phase. Unlike the MGKF 
however, the NGF is able to capture the full nonlinearity of the phase space trajectories in its 
density function. Therefore, observations which alter the phase of the NGF estimate result
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ill motion along curved, rather than linear, paths. When nonlinearity is high, than the NGF 
was demonstrated to provide substantially more accurate state estimates.
The NGF was then extended to attitude estimation. Following the lead of the MEKF, 
the NGF was adapted to estimate the vector portion of a quaternion deviation to give the 
Multiplicative Geometric Filter. Noting that the MGF was derived by seeking the mode of 
the a posteriori density, the Iterated Kalman Filter Smoother was chosen as the benchmark 
filter for comparison. The IKFS also seeks the mode of the a posteriori density, and so is an 
ideal filter for comparison. Subsequent comparisons in a highly nonlinear satellite scenario 
demonstrated the MGF’s superior convergence properties to the standard IKFS, which was 
not able to converge during the simulation.
The use of geometric maps in the IKFS further aided in the analysis of the results. In contrast 
to the standard IKFS, both the MGF and the GIKFS converged in this highly nonlinear 
scenario, demonstrating the advantage of a geometric state transition matrix. However, the 
MGF converged nearly five times as fast as the GIKFS. The estimated covariance bounds of 
both filters were identical, indicating that the improved convergence of the MGF was due to its 
state update rule rather than its geometric state transition matrix. Once both filters reached 
convergence, then equivalent performance was noted and attributed to the accuracies of the 
geometric dynamical model. Consistent with previous simulations, the results showed that 
the geometric solutions preserved constants of motion to a much higher degree of accuracy 
than the nongeometric one. Finally, a review of computational burden revealed that the 
MGF is significantly less expensive than the IKFS.
The MGKF/MEKF comparisons revealed that geometric integration is useful given low noise 
inputs and short integration times. The MGF/IKFS comparison allows for the additional 
conclusion that geometric integration is useful in cases of high dynamical nonlinearity and 
long integration times. Geometric state transition matrices were shown in Chapter 6 to 
preserve phase space volume and to transform covariance matrices such that they accmately 
approximate the true density in the neighborhood of the state estimate. These properties play 
an increasingly significant role as the interval between observations increases. In contrast, 
the nongeometric state transition matrix unboundedly increases volume contained in level 
sets of the density function. This had a clear and corrupting effect on estimation accuracy 
throughout the simulations presented in this chapter.
It is concluded from the above results that the MGF state update offers significant advantages 
for attitude estimation. Preserving all higher order moments of the a priori density enables
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it to more accurately estimate the state and mitigate the effects of dynamical nonlinearity. 
In addition, it demonstrates the same behavior as the MGKF in the convergence region and 
is substantially less expensive than the benchmark IKFS algorithm. Based on numerous 
simulations with the nonlinear pendulum and the attitude results presented above, it is 
inferred that the more general NGF offers substantial advantages for nonlinear estimation of 
Hamiltonian systems.
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Chapter 8
C onclusions
This chapter aims to summarize the results of the research presented in this thesis. First, the 
main conclusions from each chapter are briefly summarized. Then, the achievements made 
in the course of this research are considered given the initial objectives outlined in Chapter 
1. Work accomplished is reviewed relative to the state of the art to show what contributions 
have been made. Areas of future research which may prove to be useful extensions to this 
work are presented, and finally, a list of publications based upon this research is given.
8.1 Sum m ary o f C onclusions
Chapter 4 detailed the equations of motion for two separate systems: the nonlinear planar 
pendulum and a satellite in circular orbit about the Earth. For each of these systems, 
nonlinear and linearly approximated equations of motion were presented. It was claimed in 
this chapter that all systems defined therein are Hamiltonian in nature.
In Chapter 5, the explicit structure matrices for all systems of interest were presented. In the 
case of the Taylor-expansion based linearized systems, Hamiltonian structure is predicted by 
theory. However, the first-order deviation system was derived in a different fashion and so 
its Hamiltonian nature was uncertain prior to this work. From this chapter it was concluded 
that the nonlinear satellite attitude system and its first-order approximation constitute a 
noncanonical Hamiltonian system governed by a single Lie-Poisson structure matrix.
Chapter 6 considered the consequences of Hamiltonian structure. The explicit constraints 
imposed on Hamiltonian flows were discussed for the canonical and noncanonical cases, and it
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was shown how these constraints are geometric in nature when considering the system phase 
space. Then, the concept of geometric integration was introduced. In particular, geometric 
integration was defined as numerical integration that seeks to preserve qualitative properties 
of the true system’s fiow. Properties such as phase space structure, energy conservation, and 
momentum conservation were noted to be among the qualitative properties that geometric in­
tegration seeks to preserve. This was contrasted with the aim of conventional (nongeometric) 
integration to reduce local and global errors for particular system trajectories, regardless of 
the unphysical properties of the resulting model. Qualitative and quantitative examples were 
presented to demonstrate the substantial advantages of geometric integration when applied 
to appropriate systems.
Armed with this motivation, a set of geometric integrators were derived for the pendulum and 
attitude systems. Unlike previous research, however, the derivations were based on a unified 
geometric treatment of the nonlinear and linearly approximated systems. For the nonlineai' 
equations, constants of motion were preserved to a high degree of accuracy. Furthermore, 
when compared to standard nongeometric integrators, the geometric solutions gave signifi­
cantly reduced state errors. For the linearly approximated equations, the primary property 
of interest was the map’s volume preservation. This was linked directly to the estimation 
problem where linearly approximated maps are used to propagate covariance matrices. The 
condition for volume preservation was shown to be a unit determinant. Geometrically solved 
maps preserved this condition either exactly or with bounded periodic errors, whereas non­
geometric maps had determinant errors that grew unboundedly with time. Based on these 
results it was concluded that, given an appropriate Hamiltonian system, a unified geometric 
treatment of the nonlinear and linearly approximated equations gives better state accuracies 
and improved constants of motion preservation for comparable computational cost to standard 
methods.
Chapter 7 aimed to extend the advantages of geometric integration to the estimation problem. 
It began by applying geometric maps to the standard Extended Kalman Filter/Multiplicative 
Extended Kalman Filter. Empirical results demonstrated that the properties preserved by 
the geometric integrators are also preserved in the estimation process to a high degree of accu­
racy. In particular, the EKF/M EKF comparisons demonstrated the advantages of geometric 
estimation in cases of low noise inputs and short integration times: reduced state errors, 
better constants of motion preservation, and more accurate covariance bound estimates than 
comparable nongeometric methods.
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Subsequently, the general nonlinear estimation problem was considered. For deterministic 
canonical and incompressible noncanonical Hamiltonian systems it was shown that the prob­
ability density function is a conserved property. Further, it was shown that appropriate 
geometric integrators exactly conserve this property. Using this insight, a new nonlinear 
filter designed explicitly for Hamiltonian systems was developed. This Nonlinear Geometric 
Filter and its attitude variant, the Multiplicative Geometric Filter, are based on the phi­
losophy that it is better to estimate the state and then approximate the a priori density 
function, than it is to approximate the a priori density and then estimate the state. Com­
parisons with the benchmark recursive filter, the Iterated Kalman Filter Smoother, led to the 
conclusion that the MGF affords substantial advantages to the attitude estimation problem, 
including improved state accuracies and constants of motion preservation, superior perfor­
mance in the presence of high nonlinearity, and reduced computational burden in comparison 
with the benchmark. Fuithermore, it was concluded that geometric estimation affords ad­
vantages in the case of high nonlinearity and long integration times when the state transition 
matrix plays a dominant role in a filter’s convergence properties. Finally, it was inferred that 
the NGF offers substantial advantages for estimation of general Hamiltonian systems.
8.2 R esearch  A ch ievem en ts
Considering the aims outlined in Chapter 1, the achievements and overall success of this 
research effort may be assessed.
The first aim of this work was to investigate the Hamiltonian nature of the satellite atti­
tude system. The work of Chapter 5 achieves this aim by proving definitively the Hamil­
tonian nature of the small satellite attitude system presented in Chapter 4. In particular, it 
demonstrated that both the nonlinear and first-order equations are Hamiltonian with a joint 
Lie-Poisson structure matrix.
The second aim of this work was to extend the strengths of geometric numerical methods 
to the nonlinear satellite attitude estimation problem. The work presented in Chapter 6 
addressed this aim in part by developing geometric solutions to both the nonlinear and 
linearly approximated equations. The work in Chapter 7 completed the aim by applying both 
well-tested and novel geometric integrators to the standard MEKF for attitude estimation. It 
was shown through simulation that the properties of geometric integration including reduced 
local errors, constants of motion preservation, and phase space volume conservation, were
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evident in the estimation results as well.
The third aim of this work was to develop efficient, high-accuracy satellite attitude estimation 
techniques. This aim was achieved in Chapter 7 with the derivation of a new nonlinear filter, 
the NGF, and its attitude variant, the MGF. In addition, application of geometric maps to 
the standard Kalman Filter gave the GKF and the MGKF.
The final aim of this was to demonstrate the benefits of successful research. This aim was 
also achieved in Chapter 7, where comparisons with benchmark filters demonstrated the 
MGF’s higher state accmacies, improved conservation of constants, better covariance bound 
estimates, superior convergence properties, and reduced computational burden.
Considering these objectives, each of the aims originally established for this research effort 
has been accomplished with a significant degree of success. In the remaining sections of this 
chapter, the contributions of this work to the state of the art will be reiterated and potential 
extensions to the research will be presented.
8.3 C ontribu tion s to  th e  S ta te  o f th e  A rt
As discussed in Chapter 1, this research makes the following contributions to the state of the 
art:
• Proof that the first-order equations of motion for the satellite attitude problem are 
Hamiltonian in nature. Theory predicts that Taylor-series based linearized Hamiltonian 
equations are also Hamiltonian, but the commonly-used first-order attitude equations 
are derived in a different fashion. Prior to this work, the Hamiltonian nature of the 
first-order system was unknown. This research proved that the first-order and nonlinear' 
equations constitute a joint Lie-Poisson system.
• Motivating and applying unified geometric treatment of the nonlinear and linearly ap­
proximated equations of general Hamiltonian systems. The only other known geometric 
treatment of linearly approximated equations used differentiation of a numerical map, 
which is both theoretically unsatisfying and numerically troublesome. In contrast, this 
research presented unified analytic maps for two systems, the nonlinear pendulum and 
the satellite attitude system. In particular, geometric integration of the linearly approx­
imated equations and simulations of the resulting maps’ volume preservation provided
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new insight in to appropriate state transition matrix solutions in the estimation con­
struct.
• New Lie-Poisson geometric integrator for the satellite attitude system that exactly 
conserves the joint nonlinear/ first-order Hamiltonian structure.
• One of the first explicit applications of geometric numerical methods to satellite attitude 
estimation. This resulted in the GKF and MGKF, standard Kalman Filter algorithms 
that incorporate geometric maps and which were shown to offer considerable advantages 
over nongeometric methods.
• Novel, realizable filter specifically designed for nonlinear Hamiltonian dynamical sys­
tems which offers substantial qualitative and quantitative benefits in comparison to 
standard solutions. This filter explicitly conserves the a priori density function during 
the state estimation process, resulting in a number of desirable properties that were 
demonstrated in simulation.
By extending existing research in geometric integration and estimation, and by exploring 
entirely new areas of research at the intersection of these fields, it is clear that this research 
has made several novel contributions to the state of the art.
8.4  Further W ork
Satellite attitude estimation and geometric integration are active fields with many different 
areas of potential overlap. This section briefly reviews topics related to this research that 
merit further investigation.
The first area to consider is a natural extension of the work in this thesis. The current 
attitude system assumes a circular orbit which, in principal, makes good sense considering 
how common this orbit is. However, as small satellites take on increasingly complex roles and 
mission profiles, they will move beyond the circulai’ orbit regime. In such cases, the satellite 
attitude system is straightforward to extend. Keplerian motion is Hamiltonian so in principle 
one could derive the full structure matrix governing the attitude and orbit motion along with 
their respective linearly approximated maps. Then, application of a splitting method or 
other appropriate geometric integrator would provide a full attitude/orbit geometric model, 
suitable for implementation in a Kalman Filter. Geometric estimation has already proven
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to be effective for the orbit estimation problem [57] and given the results of this thesis, it 
seems likely that geometric treatment of the combined attitude/orbit problem will result in 
theoretically and practically advantageous algorithms.
In addition, the algorithms contained herein should be subject to real-world conditions to 
determine how well the advantages seen in simulation hold up to bias and nongaussian noise. 
A number of attempts were made to secure useable attitude data for validation but un­
fortunately, none bore fruit. This is clearly an important step to validating the geometric 
approach to attitude estimation. Along these lines, additional torques should be considered 
for modeling to include drag, torque due to magnetic moments, and solar radiation pressure. 
Incorporation of nonconservative forces into geometric integrators is well-documented [52].
Another natural extension of the work contained herein is the consideration of estimation 
algorithms that do not rely on linear approximations. Methods such as the unscented trans­
form and the particle filter which rely heavily on accurate nonlinear models for estimation 
stand to benefit from geometric integration. This may be particularly true for the particle 
filter as it seeks to characterize the full nonlinear density function using a large sample of 
nonlinearly propagated points.
Other active areas of astrodynamics research could benefit from geometric attitude reseai'ch. 
One highly active field is satellite rendezvous. In particular, research into pose estimation 
of uncontrolled targets is ongoing. Docking with an asteroid or unresponsive satellite is one 
such example where this research is relevant. In these cases, there is no feedback from the 
target and so a satellite must be able to estimate not only its own motion (which may be 
aided by the use of gyros or other high-accuracy rate and attitude sensors), but the motion 
of its target as well. Accurate models of attitude dynamics are likely to play an integi al role 
in this line of research, and considering that target state estimation may incorporate long 
modeling times and highly nonlinear motion makes geometric attitude modeling an appealing 
solution.
Similarly, orbit formations are the subject of a large body of current astrodynamics litera­
ture. Pi’equently, these formations require precision attitude orientation, as in the case of 
synthetic aperture radar (SAR). This is a particularly interesting area of research for small 
satellites because the cost of building, launching, and maintaining constellations of satellites 
is quite literally astronomical. Small satellites offer an affordable alternative and as such, 
this is an active research topic in the small satellite community. In these cases, geometric
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attitude models could feasibly serve as backup algorithms in case of hardware failure or as 
rate haidware replacements as has been recently demonstrated [4].
8.5 P u b lica tion s
The work in this thesis has been continuously peer reviewed by the Astrodynamics Group 
at the Surrey Space Centre. In addition, it has been presented to wider audiences via the 
following publications:
• Valpiani, J. and Palmer, P., “Symplectic Attitude Estimation For Small Satellites,” 
AAS/AIAA Space Flight Mechanics Meeting, Tampa, FL, 2006.
• Valpiani, J. and Palmer, P., “Nonlinear Symplectic Attitude Estimation For Small 
Satellites,” AI A A/A AS Astrodynamics Specialist Conference, Keystone, CO, 2006.
The first publication detailed preliminary investigation into geometric Kalman Filtering and 
was among the top five papers considered for Best Paper of the Space Flight Mechanics 
Meeting. It was supported by the George C. Marshall Scholarship. The second publication 
detailed the nonlinear geometric filter presented in Chapter 7, and was supported by the 
National Science Foundation Graduate Fellowship Award.
Finally, the following publications are being readied for submission with support from the 
Harry S. Truman Scholarship:
• Valpiani, J. and Palmer, P., “Geometric Estimation for Satellite Attitude 1: Hamil­
tonian Structure,” IEEE Transactions on Aerospace and Electronic Systems, submitted 
for publication.
• Valpiani, J. and Palmer, P., “Geometric Estimation for Satellite Attitude 2: Geometric 
Integration,” IEEE Transactions on Aerospace and Electronic Systems, submitted for 
publication.
• Valpiani, J. and Pahner, P., “Geometric Estimation for Satellite Attitude 3: Geometric 
Kalman Filter,” IEEE Transactions on Aerospace and Electronic Systems, submitted 
for publication.
• Valpiani, J. and Palmer, P., “Nonlinear Geometric Estimation for Satellite Attitude,” 
Journal of Guidance, Control, and Dynamics, submitted for publication.
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A ppendix A
K alm an F ilter D erivation
This Appendix derives both the linear Kalman Filter and the nonlinear Extended Kalman Fil­
ter for continuous-discrete systems. These derivations are based on Jazwinski’s presentation 
[15], and the reader is referred there for a more rigorous treatment.
A . l  Linear K alm an F ilter
The Kalman Filter is the minimum variance estimator for all linear systems satisfying the 
assumptions of Gaussianity and independence as outlined below.
A . 1.1 P rob lem  S ta tem en t
Consider a linear dynamical system described by a linear vector stochastic differential equa­
tion (in the Ito sense):
dxt = F{t)xtdt -)- G{t)dpt, t> to  (A.l)
where xj is the m-vector of the system state at time f, F  and G are mxm and mxk nonrandom 
continuous matrix time-functions, and {Pt, t > o^) is a k-vector Brownian motion process 
with £{dPtdpJ'} = Q{t)dt. Discrete, linear observations are taken at time instants
Zn = H  (tn) ^tn "k Tl = 1, 2, ...\ £n+l ^ ^ (A.2)
where Zn is an r-vector of observations, H  is an rxm nonrandom matrix function, and {v„, n =  
1,2,.. .} is an r-vector white Gaussian sequence with Vn ~  N{Q,Rn). Pt, and are 
assumed independent. For convenience, the state x  at time t  will generally be written as x j
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and at discrete time instants tn will be written as x„; also, functions of the state are generally 
functions of time t (or tn), though for convenience this will not be explicitly stated.
Using the continuous model of the system state in Eq. (A.l) and the discrete model of system 
observations in Eq. (A.2), the Kalman Filter seeks to find the state estimates conditioned 
on noisy observations of the system. Fundamentally, this is accomplished by determining the 
evolution of the state probability density function conditioned on all previous and current 
observations, p{xn\Zn), where Zn =  {z  ^ : tn > td >  £q}. Knowing this conditional density 
function, descriptive statistics can be used to estimate the state.
To begin with, the Kalman Filter assumes a priori knowledge of the conditional probability 
density function, p {xq\Zq) = p(xo), which is assumed Gaussian, xq ~  N {xq,P q). Further, it 
is assumed that the initial state, the process noise, and the observation noise are independent.
A. 1.2 Fokker-Planck Equation
Between observations at times and tn, where tn -i < t < tn, the conditional density 
p{xt\Zn-i) satisfies the Fokker-Planck equation (also known as Kolmogorov’s forward equa­
tion) [29]
dt L  8 0 . )  2 ^ ^  dxidxj
where p{xt\Zn-\) and {F{t)xt)i were replaced by p  and Fi respectively for simplicity.
For a linear system, Eq. (A.3) reduces to
= —ptr(F) — p'^Fx + -tr {GQG^pxx) (A.4)
A Gaussian pdf that undergoes a linear- transformation remains Gaussian. Furthermore,
a Gaussian pdf is completely characterized by its mean and covariance (first and second 
moments). Determining the conditional density p{xt\Zn-i) therefore reduces to determining 
the evolution of its conditional mean Xf and covariance matrix Ft, which can be derived from 
Eq. (A.4):
^  = (A.5)
^  = F(t)Pt +  + G{t)Q{t)G{t] (A.6)
Using Eqs. (A.5) and (A.6), the mean and covariance are evolved forward in time from tn -i  
to tn to give x~  and P~, where the ~ superscript indicates mean and covariance predictions.
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By definition, p(xn,|%n,-i) A(x„,P„ ). Therefore, the conditional density p(x„_i|Z„_i)
has evolved to p(xn|.^n-i) and is called the a priori density.
A . 1.3 B ayes’ T h eorem
Using the a priori density and a noisy observation, the a posteriori conditional density 
p{xn\Zn) can be determined via Bayes’ Rule [15]
1^7  \  _  P i ^ n l ^ n ,  Z n - l ) p { ^ n \ Z n - l )  /  *
Since the noise v„ is white,
p(Zn]Xn,^n-l) = p(%Ti|Xn) (A.8)
Using Eq. (A.2),
= HnX~ (A.9)
£{{Zn -  £{Zn\Zn-l}) (Zn ~  ^^{Znl^n-l}) j^n-l} =  H nP ~H ^  +  K  (A.IO)
SO that p(znj-^n-i) ~  AT {Hn'x.~,HnPn +  Rn)- Additionally, the previous section showed
that p(xn|.^n-i) ~  Ar(x“ ,P~). Therefore, all densities in Eq. (A.7) are Gaussian.
Using these results and temporai'ily discarding subscripts for convenience,
{•} = (z-i7x)^P“^(z—iîx )+ (x —x“)^P~ \ x —x “) —(z—P x~)^ (P P ~P ^ + P )“^(z—P x “)
(A.12)
By definition, p(xn\Zn) ~  A(x^, P+), where the superscript indicates mean and covaiiance 
estimates. Reai'ranging Eq. (A. 11) to match the standard formulation of a Gaussian pdf gives
x+ =  + P 0 ' y '  + P -" 'x ;)  (A.13)
Pn~‘ =  Pn~' +  (A.14)
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A . 1.4 S im plifications
Fui'tlier simplifications of these results are possible. Equation (A.l) can be integrated over 
the time interval [£n-i, tn]'-
rtnXn = ^{tn, tn-i)xn-i +  / $(tn, r)G{r)dpr, n =  0,1,..., (A.15)
where # is the mxm state transition matrix (STM). Properties of the STM include:
— k -k  =  F (i)$ (i, r) (A.16a)
4>(r, t ) — I  allr (A. 16b)
$(£, r)^(r, )^ =  $(£, () (A.16c)
Equation (A.15) (and thus, the original system in Eq. (A.l)) can be rewritten as
Xn =  l)Xn—1 + (A.17)
where w„ ~  N{0, Qn) and
Q n =  [  ^{in, T)G(r)Q(r)G^(r)4>^(£„, r)dr (A.18)Jtn-l
Using these new equations, results from the Foldcer-Planck Equation (Eqs. (A.5) and (A.6)) 
can be rewritten as
Xf =  $(£, £„_i)xn-i (A. 19)
Pt =  0(£, tn - l )P n - l^ '^ { t ,  tn - l )  +  Qt (A.20)
In addition, the results from the application of Bayes’ Theorem can be simplified. Defining 
a Kalman gain,
jr„ = P - H ^  +  Æ»]"' (A.21)
Eqs. (A.13) and (A.14) can be rewritten as
=  i Ç  +  K „ ( z n  -  H „ ^ )  (A.22)
P n  = P n -  K „H „p- (A.23)
A .1.5 K alm an F ilter  A lgorith m
In summary, the Kalman Filter algorithm is:
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Calculate the state transition matrix ^(tn , £ n - i)  by integrating the linear dynamical 
equations F(t) over the interval [£n-i, tn]:
r)
dt T) (A.24)
• Using the state estimate from time tn -i, calculate the state prediction x„ at time
tn-
(A.25)
• Using the state covariance estimate P.n-i from time tn -i, calculate the state covariance 
prediction P~  at time t^.
P n  =  ®(<n. t n - l )  +  Q n  (A.26)
• Calculate the Kalman gain Kn'-
K n  =  P - B l  +  R n ]  (A.27)
• Calculate the state estimate x^ using a system observation Zn'.
^  =  x “ +  Kn [zn -  i?nX“] (A.28)
• Calculate the state covar iance estimate :
P,f =  P.T -  K n H „ p -  (A.29)
Note that the state and covariances are first predicted using models of the system and a 
priori knowledge, and then estimated using system observations and subsequent corrections
to the predictions. For this reason, the Kalman Filter algorithm is sometimes referred to as
a predictor-corrector algorithm.
A .2  E xten d ed  K alm an F ilter
This section outlines the extension of the Kalman Filter’s strengths to nonlinear problems in 
the form of the Extended Kalman Filter.
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A .2 .1  P rob lem  S ta tem en t
Consider a nonlinear dynamical system described by a nonlinear vector stochastic differential 
equation (in the Ito sense):
~  /(xf) + G(t)wt, t  > to (A.30)
where X f — [æi æg ...  XmlJ is the m-vector of the system state at time £, / ( x f )  is an m-vector 
valued function, G{t) is an mxk matrix, and {wf, t > to} is a zero mean white Caussian noise 
process with 6^ {w(, Wf/} = Q{t)6{t — t'). Observations of the system are taken at discrete time 
instants tn,
Zn — h(Xn) "k VjiJ n = 1, 2 ,... | £ri+l ^  tn ^  to (A.31)
where Zn is an r-vector of observations, h{xn) is an r-vector valued function relating the system 
states to the observations, and {v ,^, n =  1 ,...}  is an r-vector white Caussian sequence with 
v„ ^ N{0,Rn). For convenience, the state x  at time t will generally be written as Xf and 
at discrete time instants tn will be written as x „ ;  also, functions of the state are generally 
functions of time t (or tn), though for convenience this will not be explicitly stated.
Using the continuous model of the system state in Eq. (A.30) and the discrete model of 
system observations in Eq. (A.31), the Extended Kalman Filter seeks to find the state esti­
mates conditioned on noisy observations of the system. Fundamentally, this is accomplished 
by determining the evolution of the state probability density function conditioned on all pre­
vious and cmrent observations, p{xn\Zn), where Zn — {za : tn > td > £q}- Knowing this 
conditional density function, descriptive statistics can be used to estimate the state.
To begin with, the Extended Kalman Filter assumes a priori knowledge of the conditional 
probability density function, p{xo\Zo) = p(xo), which is assumed Caussian, xq ~  A(xo,Po)- 
Further, it is assumed that the initial state, the process noise, and the observation noise are 
independent.
A .2.2 L inearization  
A. 2,2.1 Dynamics
In addition to the nonlinear dynamical system defined in Eq. (A.30), define a deterministic 
reference trajectory
^  =  /(x i) , <>t o  (A.32)
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with state Xf and known initial condition xq. The deviation from this reference trajectory is 
defined as
ôxt =  Xf -  Xf (A.33)
Therefore
= /(xf) -  /(xf) + G(t)wt (A M )
and <5xo ~  N(xo — xq, Pq)* Assuming that Jx is small, the following approximation can be 
made:
/(xf) -  /(xf) ^  F(t)Sxt (A.35)
where
(A.36)F(t) =
ics eve
Eq. (A. 34) can be linearized:
J *,
is the Jacobian of the dynam aluated along the reference trajectory. Using this result,
=  F(t)5xt + G(t)wt (A.37)
Following the simplification of Eq. (A.15) to (A. 17), Eq. (A.37) can be discretized
dXji ~  $(£, ,^ tn-'l)0Xji-~l "k "^n (A.38)
where # is the state transition matrix defined in Eqs. (A.16), w^ . #(0 , Qn), and
Q n — f  ^( tn ,  r)G(r)Q(T)G'^{T)^'^{tn, r)dT (A.39)
A .2.2.2 Observations
This section proceeds in a similar fashion to the previous one. In addition to the nonlinear 
observation Eq. (A.31), define a deterministic reference observation equation
Zn =  h(xn) (A.40)
The deviation from this reference equation is defined as
6Zn — Zn Zn (A.4l)
Performing a similar linearization as with the dynamical equations, the linearized observation 
equation is:
SZn — HndXn "k Vn (A.42)
where
(A.43)
- ^^3 .  x „ .
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A .2.3 R eference T rajectory
In the previous sections, the nonlineai' dynamical model and nonlinear observation models
— /(xf) + G(£)wf, xo ~  A(xo, Po) (A.44)
Zn = h{Xn) + Vn (A.45)
were linearized about a deterministic reference trajectory Xf to give discrete linear models
5Xn, =  ^{tn, tn-l)0X n-l +  W^ , (5xq ~  iV(xo -  X q ,  Pq) (A.46)
SZn =  HnSXn + V» (A.47)
These linear equations have the same form as the ones governing the linear Kalman Filter,
(Eq. (A.17) for state dynamics and (A.2) for observations). Instead of describing the system 
state and observations however, these equations describe the state deviation and observation
deviation from a reference trajectory. Therefore, given a reference trajectory and system
observation, these linear equations can be processed through a standard Kalman Filter to 
estimate state deviations, 5x. A highly desirable property falls out of these relationships. 
Begin by rearranging the reference trajectory definition (Eq. (A.33))
Xn=5tn + ÔXn (A.48)
and its estimate form
Xn = Xn + S±n (A.49)
where 5x = (5x. Then, describing the true error between the actual state and the estimated 
state
X-ri =  Xn Xn (A.50)
and substituting the definitions from above gives
Xn — Xn "k bXn (x,^  "k SXn) — SXn dXn — bXn (A.51)
By definition, the true state covariance is
=^{(X rt- Xn)(Xn -  X»)^} = 6:{XnX }^ (A.52)
However, using Eq. (A.51), this is equivalent to
Pn =  ^{5xn<^x^} (A.53)
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Tills is a very useful result since the Kalman Filter for the linearized system equations gives 
estimates for the state deviation and the state deviation covariance. By itself, the state 
deviation covariance estimate is not of immediate value, but the equivalency highlighted 
above indicates that it is the same as the state covariance estimate which is, of course, the 
covariance of interest.
Now the only remaining issue is the choice of reference trajectory x. Assuming that the 
state estimate x^_i at each observation time tn -i is the best known trajectory, the Extended 
Kalman Filter relinearizes the system equations about these values so that x„_i =  x^_j (the 
+ superscript indicates a state estimate as before). Then, adapting Eq. (A.49),
=  x+_i -  Xn-i =  0 (A.54)
The estimated state deviation <5x^ _i is propagated forward in time using lineai'ized dynamics 
(Eq. (A.38)) to give
= 0 (A.55)
where the ~ superscript indicates a state prediction. Therefore, in general, relinearizing about 
the state estimate at time £ ^ - 1  gives the desirable result
Sxt = 0, t n > t >  tn - i  (A.56)
This means that the best prediction of the state Xf in between observations at time £„ and
tn -i  is given by the reference trajectory as defined by the most recent state estimate x^_j.
Therefore, state prediction should be accomplished using the nonlinear system model, (Eq. 
(A.30)) with noise w„ = 0:
— /(Xf), t n > t >  tn -i (A.57)
This result has implications for the remaining steps of the Extended Kalman Filter algorithm. 
Continue by applying the Kalman Filter to the linearized system equations which results in 
the following update equation at an observation:
5x+ =  + Kn [dZn -  iïn(ÎX~] (A.58)
By definition,
= x+ -  x ;  (A.59)
and knowing that <5x“ — 0 from Eq. (A.56), the update equation can be rewritten as
K  = K +  [ÔZn] (A.60)
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Returning briefly to Eqs. (A.40) and (A.41),
dZfi — Zji /l(Xj^ )
Furthermore,
Xn — X*
(A.61)
‘• (A.62)
due to relinearization at time tn~i which equates the reference trajectory Xn-i with the state
estimate x^_i- Using these results, the update equation can be further simplified into its
well-known form:
x j  =  X- +  Kn [z„ -  ft(x;)] (A.63)
A .2 .4  E xten d ed  K alm an F ilter  A lgorith m
In summary, the Extended Kalman Filter algorithm is:
• Using the state estimate x^_  ^ from time tn -i as the reference trajectory, calculate the 
state prediction x“ at time £%:
x„ = (A.64)
Calculate the state transition matrix 4>(£„, tn~i) by integiating the linearized dynamical 
equations over the interval [£n-ij tn]'
'^/i(x)‘F[t) =
d#(£, r) 
dt
Xt
= F(£)$(£, T)
(A.65)
(A.66)
Using the state covariance estimate Pn-i h’om time in-i, calculate the state covariance 
prediction P~  at time £„:
Pn £ n - l ) Æ i ^ ^ ( i n ,  tn-l) +  Qnn—1
• Linearize the observation equation about the state prediction x“ :
dhi{x.yHn = dxA Xn
Calculate the Kalman gain K„
1 - 1
(A.67)
(A.68)
(A.69)
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Calculate the state estimate using a system observation
x j  =  x~ + Kn [zn -  h{k~)] (A.70)
Calculate the state covariance estimate :
Pn =  Pn -  KnHnP^ (A.71)
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A ppendix B
S atellite  E quations o f M otion
This appendix provides a more detailed treatment of the exact and deviation attitude systems. 
It is similar in style and content to Chapter 4, and some material found there is repeated 
here for completeness.
B . l  E xact A ttitu d e  S ystem
The exact equations of motion [65] describe the attitude motion of a triaxial rigid body 
possessing internal angular momentum devices and subject to gravity gradient torque in 
circular orbit about the Earth.
B .1 .1  E xact K in em atic  E q uations
Direction Cosine Matrix Equations
Consider a small satellite moving in a circular orbit about the Earth. The satellite’s attitude 
is defined by a set of parameters that relate its body coordinate frame to another known 
coordinate frame (commonly, the local orbital or inertial coordinate frames).
Specifically, the local orbital frame unit vectors Xq and Zq rotate with respect to the inertial 
frame with angular rate
0
{f-^o/ùo ~  —n  (B.l)
0
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where n  is the mean orbital motion
n = (B.2)
p  is the gravitational constant for Earth and a is the circular orbital radius. For simplicity, 
the definition
n  =  — (u>o/j)o
is introduced. If the time at which the satellite crosses the equatorial plane is defined as
then at time t the local orbital axes as described in the inertial frame are given by
(xo)i(t) =  cos(n(£ -  Ie )) +  Zi(£s) sin(n(t -  tg)) (B.3a)
(ÿo)i(£) =  yi{t) (B.3b)
{zo)i{t) =  -Xt(£g) sin(n(£ -  £g)) + Zi(£g) cos(n(£ -  £g)) (B.3c)
Taking the derivatives of these equations with respect to time t gives
^(xo)i(£) =  -nxi(£g) sin(n(£ -  £g)) +  nzi(£g) cos(n(£ -  £g)) (B.4a)
^ (ÿ o )iW = 0  (B.4b)
^(zo)i(£) =  -nXi(£g) cos(n(£ -  £g)) -  nz (^£g) sin(n(£ -  £g)) (B.4c)
Therefore,
^(xo)i(£) =  n{zo)i{t) (B.5a)
^ iV o U t)  =  0 (B.5b)
=  -«(x„)i(<) (B.5c)
Note that these axes define the column vectors of the direction cosine matrix relating vectors 
in the local orbital frame to vectors in the inertial frame
A/o =  ^o/i = [(^o)i (yo)i ,(Zo)i] (B.6)
where time notation has been omitted for convenience. In direction cosine matrix form, the 
kinematic equations may be written as
— i^o/i)i ^i/o  (B.7a)
— (A/o(^o/i)o) A/o (B.7b)
— A/o (B.7c)
=  -?i(yo)rA/o (B.7d)
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To describe the body frame’s motion as viewed from the local orbital frame, note that the 
satellite rotates at rate with respect to the inertial frame. Therefore, the angular rate of 
the local orbital frame with respect to the satelhte body as described from the body frame 
is
(^o/b)b = -(w6/o)6 (B.8a)
=  — — ^6/o(^o/i)o] (B.8b)
= ~[(^6/i)6 +  A/o»] (B.8c)
■ —(^b/i)b — iT'(yo)b (B.8d)
Using tliis result, the motion of the body frame as described in the local orbital frame can
be derived using Eq. (B.7a)
(^o/b)b -^bfo (B.9a)
= [-(Wb/{)6 -  f^iyo)bV Ai j^a (B.9b)
In order to simplify notation, the following variables are defined:
X =  {xo)b A = At/o
ÿ  =  {yo)b w =  {iOb/i)b
z =  {Zo)b
Then, Eq. (B.9b) may be rewritten in more compact form:
= [~u} -  ny]^A  (B.IO)
Because A =  [x ÿ z], Eq. (B.IO) represents nine kinematic equations governing the motion
of the orbital frame as described in the body frame:
^ x  + w x x  =  nz (B.lla)
+ w X ÿ = 0 (B.llb)
^ z  +  o>xz = —nx (B.llc)
Quaternion Equations
The time evolution of the quaternion relating the attitude of frame / I  with respect to frame 
/2  talœs the general form [39]
^q/i//2(^) = 2 ^  ((^ /i/7 2 )yi (()) q/i//2 (() (B.12)
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where the superscript f indicates the quaternion form of a three-vector, i.e.
ojl = CO
0
The direction cosine matrix-based kinematic equations of the satellite body frame as described 
from the local orbital frame (Eq. (B.IO)) may be rewritten in quaternion form using the 
definition of {cob/o)b from Eq. (B.8a):
d
= -fl[{cOb/i)l)qb/o + %^*(%/o)(A/on)^
(B.14a)
(B.14b)2 \\ U/ 'T.U/O ' 2
where time notation has been omitted for convenience. The term (A /^oii)  ^ can be expressed 
as a function of quaternions via
A/o 0 n (B.15a)
(B.15b)
0 1
Applying this expression gives
= 2 ^{{^b/i)l)^b/o  +  (B.16a)
=  ^[^((^6a )1) +  ^*(n^)]q6/o (B.16b)
which is the quaternion-based kinematic equation for the exact system. Introducing the
definition
q = cib/o
then Eq. (B.16b) may be rewritten more compactly as
|q=i[n(a.t)+n*(n*)]q (B.17)
B . l . 2 E xact D yn am ic E quations
Satellite dynamics in inertial space are governed by Euler’s equations of motion. Describing 
the rotational motion of the satellite with respect to an inertial frame gives [39]
[ l ^ b / i { i )  “b  h i n t ( 0 ]  =  [ ^ ^ b / i { i )  +  h in t ( i ) ]  +  +  hintC^)] X ^ 6 / i ( t )
C&18)
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where
fxx Ixy fxz
I  = lyx ^yy fyz (B.19)
Izx Izy Izz
is the moment of inertia tensor of the satellite, cob/i{t) is the inertially referenced body angular 
rate vector, hint is the satellite’s internal angular momentum vector (produced by reaction 
wheels or control-moment gyroscopes, for example), and the subscripts of ^  indicate in which 
frame the differentiation takes place. To simplify notation, frames of differentiation and time 
notation are omitted, and the following variables are introduced:
h i n t  — ( h i n t )  6
^b/i =  [^^b/i +  hint]
where Nj,/^  is the total external torque vector about the satellite center of mass with respect 
to the inertial coordinate frame. Then, Eq. (B.18) may be rewritten more compactly as
(B.20)d £  ^ dt
Note that this dynamical equation is independent of the frame in which it is expressed. 
Without loss of generality, the principal moments of inertia axes are assumed to be along the 
body axes and as a result the off-diagonal terms of Eq. (B.19) are zero.
B . l . 3 G ravity  G radient Torque
Gravity gradient torque is particularly important in modeling and stabilizing small satellite 
attitude. Gravity gradient torque results from the unequal gravitational potential of the 
satellite body about its center of mass. Its influence tends to keep satellites nadir pointing 
and its instantaneous magnitude is dependant on the angular deviation of the body zj, axis 
from the nadir direction [39]. The gravity gradient torque may be approximated to second- 
order by [49]
{^b/i)b -  3 n ^ z  X I t, (B.21)
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Direction Cosine Matrix Equations
Expressing Euler’s equations of motion (Eq, (B.20)) in the body frame, incorporating the 
gravity gradient torque, and simplifying notation gives
/ — — (/w +  hint) X w — —hint + x /z  (B.22)
Quaternion Equations
Noting that z =  Ak and A(q) =  A, the dynamic equations can be expressed in quaternion 
form:
={Ico 4- hint) X w — —hint +  3n^(A(q)k) x /(A(q)k) (B.23)
B . l . 4 E xact C on stan ts o f  M otion
The kinematic and dynamic equations possess a number of integrals of motion, or constants
that do not change over time. These are derived for the exact system here.
Direction Cosine Matrix Equations
Equations (B.lla) to (B.llc) aie the nine kinematic equations governing the motion of the 
orbital frame with respect to the body frame, with six constraints (three for unit vector 
length and three for orthogonality) implicit in the equations. By definition, the orthogonal 
unit vectors obey
x - y  =  0 x - x = l
y - z  =  0 y y = l
X z — 0 z - z  = l
It is straightforward to show that the time derivatives of these identities are zero for the 
kinematic equations of motion.
In addition to these, there is another integral of motion which derives from the pairing of 
the kinematic and dynamic equations along with the assumption that the rate of change of
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the internal angular momentum vector is zero. The integral of motion is composed of three 
parts, and the first comes from the dot product of the satellite’s angular rate vector with the 
dynamic equation (Eq. (B.22)):
doj • 7—w +  w - (w X {lio +  hint)) =  Sri^co • (z x Jz)
Note that the middle term vanishes leaving
d
dt —w • I lo ■ (z  X / z )
(B.24)
(B.25)
The second part of this integral of motion comes from the sum of two equations. The first 
equation is the dot product of the satellite’s total angular momentum vector with the time 
derivative of the ÿ vector:
{ f ^  +  hint) • +  { f ^  +  hint) • (w  X ÿ )  — 0 (B.26)
The second equation is the dot product of the ÿ vector with the time derivative of the total 
angular momentum vector:
d d , \  , ,  d
={IiO +  h i n t )  ( w  X ÿ )  +  3 n ^ y  • ( z  x  Iz)
Summing these two equations gives
d—  [ÿ  • (Im  +  hint)] =  3n ^ y  • (z  x Iz)
(B.27a)
(B.27b)
(B.28)
The final part of the integral of motion comes from the product of the inertia tensor and the 
time derivative of the z vector. Using the relationship x  =  ÿ x z, then the time derivative of 
the z vector may be expressed as
^ z  +  (oj -}- ny) X z =  0 
The product of the inertia tensor with this equation gives
0 — J ^ z  +  / ( ( w  +  nÿ) X z)
0 =  z • / —z +  z • (l{{u> +  ny) x z)^ 
=  z • J ^ z  +  I z  - ((w +  ny) x z)
=  z • I - ^ z  +  (w +  ny) • (z X Iz)
Adt +  (w  + n y )  • (z  X Iz)
(B.29)
(B.30a)
(B.30b)
(B.30c)
(B.30d)
(B.30e)
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This equation can be rearranged to give 
2 d
dt +  3n^w • (z X Iz)  +  3n^y • (z x Iz)  =  0
Using the two previous results,
d 
dt
d T- z - I z +  - r — CO • I  CO2 dt 2 +  [ÿ • (Zw +  hint)] — 0
Integration of this equation gives the constant of motion;
1 3n^
- f f E x a c t  = -co- lio + n y -  {lio +  h i n t )  +  — z • I z
This expression is the Hamiltonian function for the exact system.
(B.31)
(B.32)
(B.33)
Quaternion Equations
By definition, the attitude quaternion possesses an integral of motion:
||q|| =  1 (B.34)
It is straightforward to verify that the kinematic equations preserve this constant.
In addition, the direction cosine matrix-based Hamiltonian, Eq. (B.33), can be represented
in quaternion form by noting that ÿ  =  Aj. Then
^Exact ~ 2 ^  ' "b ^(-^(9[)j) ‘ +  hint) H— ^(-4(q)k) • J(A(q)k) (B.35)
B . l . 5 Sum m ary o f E xact S y stem
Direction Cosine Matrix Equations
In summary, the direction cosine matrix-based equations of motion for the exact satellite 
attitude system are:
~ A  = [-W -  ny]^A
— {ho -f hint) X w 4- 3n^z x I z
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The system possesses the following constants of motion:
x-y = 0 x-x=l
y  ■z =  0 ÿ*ÿ=l
X z — 0 z-z = l
1 3n^
- f ^ E x a c t  -  -co-Ico + n y - (Ico +  h i n t )  +  • I z
Quaternion Equations
In summary, the quaternion-based equations of motion for the exact satellite attitude system 
are:
=  2 q
=  {1(0 4 -  h i n t )  X  w  4 -  3n^(A(q)k) x I(A(q)k)
The quaternion-based system possesses the following constants of motion;
llq|| =1
fÏExact ~ 2 ^ ' T hint) H— ^(-4(q)k) • /(A(q)k)
Finally, the exact system (independent of kinematic parameters) is contingent on the following 
assumptions;
• The Earth-centered frame is sufficiently inertial
• The satellite is a rigid body
• The satellite possesses constant internal angular momentum
• The satellite is in an unperturbed circular orbit about the Earth
• The satellite dynamics include the effects of gravity-giadient torque (approximated to 
second order)
• The satellite experiences no other torques external to the system
• The principal moments of inertia axes are oriented along the body axes
216
Appendix B. Satellite Equations o f Motion
B .2  D ev ia tion  S ystem
111 this section, the nonlinear equations describing the evolution of an initial deviation are 
derived.
B .2 .1  D ev ia tion  K in em atic  E quations
Direction Cosine Matrix Equations
Consider two initial satellite body frame orientations A  and A  and their respective initial
angulai* rates w and w. Their kinematic equations are governed by the exact system equations:
—A =  [—w — nyj^A (B.36)
=  (B.37)
The difference between these two systems can be described by introducing kinematic and 
dynamic deviations such that
À  =  SAA (B.38)
w — w T 6co (B.39)
where 5A  is a rotation matrix defined by
5A -  [5x 5y 5z] (B.40)
and
ÿ  =  SAy (B.41)
Note that the following variable definitions have been introduced to simplify notation:
Sx =  {Sxo)b 5A =  SAb/o
Sy = (Syo)b w =  ((Ob/i)b
Sz = (Szo)b Sio = (S<Ob/i)b
The use of a rotation matrix as a kinematic deviation ensures that these equations are correct 
without relying on small-deviation assumptions. The purpose of this subsection is to derive
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the time evolution of the attitude deviation, 5A\
[-W -n ÿ ]^ Â  =
A  + ÔA dt
A  +  5A[—co — nÿ] ^  A
d
dt
A  — — (o^SAA — Su^SA A  — n{SAy)^ 6 AA
+  fA (w ''A )+TtfA (y '(A )
5A = — oj^SA  — +  6 Aw*
The nine equations in Eq. (B.42d) represent the time evolution of the unit vectors:
d
dt
£dt
d
ôx = ÔX X CO + 5x X 6(0  — Sx^SAco 
6 y  = 6 y  X (o + 6 y  X 6 (0  — 6 y ^ 6 Aco
— 6 z — 6 z X CO + 6 z  X 6(0  — 6 z ^ 6 Aco dt
These equations describe the evolution of the kinematic deviation over time.
(B.42a)
(B.42b)
(B.42c)
(B.42d)
(B.43a)
(B.43b)
(B.43c)
Quaternion Equations
The kinematic deviation may also be represented in quaternion form. Consider two initial 
satellite body frame orientations q and q  and their respective initial angular rates w and w. 
Their kinematic equations are governed by the exact system equations:
q = i [ n ( « t ) + f 2 * ( n t ) '
0  q  +  q  (g) 
w  ^g) q +  q  0  n'*'
(B.44)
(B.45)
The difference between these two systems can be described by introducing a kinematic devi­
ation such that
q  =  6q 0  q (B.46)
where 6q is a unit quaternion. Note that the following variable definitions have been intro­
duced to simplify notation:
q = q&/o 
<5q =  (^ q&/o
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Here as in the direction cosine matrix equations, a true rotation is used to represent the 
kinematic deviation and no small-deviation assumptions are required. The time evolution of 
the attitude deviation Jq  is:
£dt q q +  ^q
^ d q  0  ^q — dq 0  -1- 5u>^  0  dq]
= - [0(wt +  5wt) -  a* (w+)] 5q
(B.47a)
(B.47b)
(B.47c)
B .2 .2 D ev ia tio n  D yn am ic E quations
Direction Cosine Matrix Equations
Also of interest is the time evolution of the dynamic deviation. Consider the dynamical 
equations for each of the initial angular rates:
=  (Jw 4- hint) X w 4- 3n^z x Jz 
I —u)b/i — (Jd) 4- hint) X w -H 3n^z x Jz
(B.48)
(B.49)
where, in addition to the deviations introduced previously, there is a deviation in the initial 
internal angular momentum vector such that
( h i n t ) 6 — (frint)&  T  ( ^ h in t)b  
Simplified variables are introduced to simplify notation:
hint — (fiint)& 
d h in t  — ( d h in t )ô
Using these equations, the evolution of the dynamic deviation Sco can be derived:
pd d  ^ d
dt dt dt
=(Jw 4“ I5u> 4- hint 4- ^hint) x ôio 4- (J5w 4- ^h,nt) x w 
4- 3n^ [((5Az) x I{ôAz) -  z x Jz
(B.50)
(B.51a)
(B.51b)
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Quaternion Equations
Equation (B.51b) may be represented in quaternion form as
1— 5(0 = (/w  + 15(0 +  hint T ^hint) X 5(0 +  {I5(o +  dhint) x (o
(B.52)
+ 3n^ [(A(5q)A(q)k) x I{A{5q)A{q)k) -  (A(q)k) x J(A(q)k)j
B .2 .3 D ev ia tio n  C on stan ts o f M otion
Direction Cosine Matrix Equations.
In addition to the constants of motion in the exact system, the direction cosine matrix-based 
.deviation system possesses the following integrals of motion:
5x • dÿ =  0 (5x • 5x =  1
5y • (5z =  0 5y - 5y = 1
^x • =  0 5z- 5z — I
That these constants of motion are preserved by the kinematic equations is straightforward 
to prove.
The final integral of motion is the Hamiltonian for this system, which can be found by talong 
the difference of the two exact systems’ Hamiltonians:
-^Deviation —-^Exact J^Exact (B.53a)
=io • 15(0 + ^ 5 (0  • 15(0 + n  [(M y) • (Jw 4- I5(o 4- h-mt +  <5hjnt)
-  ÿ • (/w +  hi„,)J +  —  [(M z) • liSAz) -  z ■ /z l
Quaternion Equations
By definition, the deviation quaternion possesses an integral of motion
||(5q|l =  1 (B.54)
This is conserved by the kinematic equations, which is straightforward to prove.
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111 addition, the direction cosine matrix-based Hamiltonian, Eq. (B.53b), can be represented 
ill quaternion form as
J f o e v ia t io n  ' 15(0 +  • 16(0
+  n [(A(5q)A(q)j) • {Ico -f I6(o + hi„t +  ^hint) -  (A(q)j) • (Iw -f hint)] (B.55) 
+ ^  [(A(dq)A(q)k) ■ I(A(5q)A(q)k) -  (A(q)k) ■ /(A(q)k)]
B .2 .4 Sum m ary o f  D ev ia tio n  S ystem
Direction Cosine Matrix Equations
Consider a satellite governed by the exact system equations. If its initial conditions are 
deviated such that
À ^ S A A  
(Ô = (o + 6(0 
hint — hint T ^h|nt
then those initial deviations evolve according to
£ ô A  =  -  (o^ôA -  ô(o^5A -h <5Aw* dt
= { I ( 0  +  15(0 +  h in t +  <^hint) X -h {15(0 H- 5 h in t)  X (O 
+ 3n^ |^ (Mz) X I { 5 A z )  — z x Jz]
| j h , . ,  =  0
where the internal angular momentum vector is assumed constant as in the exact system. 
The deviation system possesses the following constants of motion:
(5x • (5y =  0 5x • 5x =  1
<5y • (5z =  0 Sy ^5y = I
5x - 5z  = 0 5 z - 5 z ^ l
and is governed by the Hamiltonian
-^ D e v ia tio n  ' 15(0 +  ~5iO • 15(0 +  U |^ ((5 A y ) ■ {1(0 +  15(0 +  h i n t  +  (^ h in t )
—  ÿ • { 1(0 +  h in t) ]  + [(<5-4z) • I{5Az) — z Jz
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Quaternion Equations
In quaternion form, the initial state is deviated according to
q =  <5q0 q 
w — w 5(0  
h i n t  —  h i n t  T  d h i n t
and the system’s initial deviations evolve according to
^ ^ q  — fl*(w^)]gq
—(J^  +  15(0 +  hint +  dhint) X 5(0 +  [I5(0 +  5hint) x w
+
=0
3n^[(A(5q)A(q)k) x 7(A(iq)A(q)k) -  (A(q)k) x /(A(q)k)]
The quaternion-based deviation system possesses the following constants of motion:
[INI =1
J fD e v ia tio n  =<*> ' 15(0 +  ^5(0 • 15(0
+  n[^(A(dq)A(q)j) • {ho + I5(o + hint +  N nt) -  (A(q)j) • {I(0  4- hint)
+  ^  [(A(Æq)A(q)ic) • /{A(5q)A(q)k) -  (A(q)k) ■ I(A(q)k)'
Finally, note that the deviation system (independent of kinematic parameters) operates under 
the same assumptions used to derive the exact system.
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A ppendix C
Linearized S atellite  A ttitu d e
S ystem
There are a number of ways to approximate the evolution of satellite attitude deviations 
that are particularly appropriate for quaternion estimation. In addition to the first-order 
deviation system, the first-order Taylor series expansion of the exact system’s equations 
provides a useful linear approximation to the evolution of state deviations. The fii'st half of 
this appendix derives the linearization of the exact system based on a Taylor series expansion. 
The second half presents its Poisson bracket as proof that it is Hamiltonian in nature.
C .l  L inearized S a te llite  A ttitu d e  E quations
C . l . l  L inearized K in em atic  E quations
Direction Cosine Matrix Equations
The first-order Taylor series approximations to the exact kinematic equations (Eq. (B.IO)) 
take the form
d d I* Ay 4- _d_du) jt* - Aw
=  Ax X w 4- n ( x  X Ay 4- Ax x  ÿ )  4- x  x  Aw
Ay 4- Adw Aw
=  Ay X w 4- n(y x  A y 4- Ay x  ÿ )  4- ÿ  x  Aw
(C.la)
(C.lb)
(C.lc)
(C.ld)
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dt'^ Az +
d . -- 1dt
d .
dt Aw
=  Az X  w +  n{z X Ay +  Az x  ÿ) +  z x  Aw 
111 direction cosine matrix form, these equations may be expressed as 
A A  =  [Ax Ay Az]
^ A A  =  —w*AA — n(Ay*A +  y*AA) — Aw* A
where the variables
Ax =  A(xo)t AA =  AAb/o
Ay =  A(ÿo)6 Aw =  (Aw^/Jf,
Az =  A(zo)t
have been used to simplify notation.
(C.le)
(C.lf)
(C.2)
(C.3)
Quaternion Equations
The first-order Taylor approximation to the quaternion-based kinematic equation (Eq, (B.16a)) 
is
d A __ d 
I r -
'd  ' d d 1
^ 9 Jt^_ Aw (C.4a)
where
= - [5*(Aq)co +  S'(q)Aw +  2nH*(q)S* (q)E(Aq)j +  nH*(Aq)A(q)j] (C.4b)
Aq =  Aqi,/„
C .l .2 L inearized D yn am ic E q uations
Direction Cosine Matrix Equations
The first-order Taylor series approximation to the exact direction cosine matrix-based dy­
namical equation takes the form
/ —Aw =  dt
d r d 1 . d d d r d 1
dw d t" 5 “ ahi„, Ahiint (C.5a)
=  (Jw -I- hint) X Aw -f (/Aw +  Ahint) X w +  3n^ [z x /A z  +  Az x /z] (C.5b)
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where
^hint =  (Ahint)^
is used to simplify notation.
Quaternion Equations
In quaternion form, the linearized dynamics talce the form
\ d Aw + dq
=(Iw 4- h i n t )  X Aw 4- (JAw 4- A h i n t )  x w 4- 6n  ^|^(A(q)k) x J(H*^(q)H(Aq)k)
-  (l^(q)k) X (H*^(q)S(Aq)k)]
(C.6b)
C . l .3 L inearized C on stan ts o f  M otion
Direction Cosine Matrix Equations
Taking the first-order Taylor series approximation to the exact system’s direction cosine 
matrix-based Hamiltonian (Eq. (B.33)) gives:
-^ L in e a r iz e d  “ ^ ^ [ - H E x a c t ]  A w  -f- [ / f E x a c t ]  A h i n t  +  [ ^ E x a c t ] ^ Y
(C.7a)
=Aw • Iw 4- nAy • (/w + hint) +  • (/Aw 4- Ahint) 4- 3n^Az • / z  (C.7b)
+  ^[-^Exact]Az
Quaternion Equations
In quaternion form, the Hamiltonian is
-/^ Linearized " Exact] AW 4“ [//Exact] ^ hint 4~ [//Exact] A q (C.8a)
=Aw • /w  +  2n(E*^(q)S(Aq)j) • (/w 4- hint) +  n(A(q)j) • (/Aw 4- Ahint)
+  6n2(H*"’(q)5(Aq)k) ./(A (q)k)
(C.8b)
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C .2 L inearized S a te llite  A ttitu d e  B racket
Direction Cosine Matrix Equations
The linearized satellite attitude system has a state vector XLinearized defined as 
X L i n e a r i z e d  =  [ x ^  ^  A x ^  A y ' ^  A z ' ^  A h ^ ] ^
The Poisson bracket for the linearized system takes the form
{V, TV}Linearized ~  V x U  • /Linearized^
where /Linearized ÎS defined as
/ L i n e a r i z e d  “
0 0 0 0 0 0 0 X *
0 0 0 0 0 0 0 y "
0 0 0 0 0 0 0 z*
0 0 0 0 X * y "" z*
0 0 0 X * 0 0 0 Ax*
0 0 0 y ^ 0 0 0 Ay*
0 0 0 z* 0 0 0 Az*
X * y "" z* Ax* Ay* Az* Ah* +  Ah?
(C.9)
(C.IO)
(ail)
^ ^ X L i n e a r i z e d  —  { X L i n e a r i z e d  : / / L i n e a r i z e d } L i n e a r i z e d
=  / L i r e d  V  X / / L i n e a r i z e d
The linearized system’s equations can be recovered straightforwardly using the relationship
(C.12a) 
(C.12b) 
where
0
n(A h +  Ahint)
3n^/Az 
J - i  Ah +  nAy 
0
n (h+ hin t)
3n^/z 
J “ ^h +  ny
V x //L in ea r ized  — (C.13)
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Quaternion Equations
In quaternion form, the linearized system state is
X L inearized  =  [ q ^  A q ^  A h ^ ] (C.14)
/Linearized takes the form
0 0 0 & 2 ^ ( q )
/L in e a r iz e d  —
0 0
0 & S * ( q ) 0 i H * ( A q )
- i 5 * l A q ) A h * + A h ; * t
and Vx/fLinearized takes the form
V x -f/L in ea r ized  —
2 n O * ^ ( j t )  [H*(q)(Ah +  Ahmt) +  H*(Aq)(h +  hint)]
+6n20*"’(kt) [S*(Aq)/(A(q)k) +  2H=^(q)/(S*^(q)S(Aq)k)] 
/ - I  Ah +  2nS*^(q)2(Aq)j 
2nH*"’(jt)S*(q)(h +  hint) +  6n2 p*^(kt)E-^(q)J(A(q)k)] 
7“^h +  n(A(q)j)
(C.15)
(C.16)
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