The investigation of flight dynamics instability, when based on computational fluid dynamics level aerodynamics, is traditionally done in the time domain. It is, however, possible to look to the behavior of the eigenspectrum of the Jacobian of the semidiscrete system to obtain information at a reduced computational cost. The central computational task in this approach is to solve a sparse linear system, with a key issue being the calculation of an effective parallel preconditioner. With a knowledge of the bifurcation angle and the critical eigenvalue/eigenvector, it is possible to develop a reduced-order model which can predict the limit cycle amplitude postbifurcation. In this paper the shifted inverse power method, built on a preconditioned sparse matrix solver, is used to predict the wingrock onset angle of an 80-deg delta wing. The postbifurcation limit cycle oscillations are then calculated using a reduced model which uses knowledge of the critical mode of the system. This problem is considered here as a prototype flight dynamics instability. 
OLLING motion about the longitudinal axis of a delta wing has been computed using computational fluid dynamics (CFD) by several researchers [1] [2] [3] [4] . Recently, a comprehensive numerical study of the wing rock was conducted by Saad [5] using a 3 deg-offreedom flight mechanics model for a generic fighter aircraft configuration (forebody, 65-deg leading-edge sweep, and vertical fin). Roll, sideslip, and vertical degrees of freedom were included. Including the sideslip degree of freedom was found to delay the onset of the wing rock and reduce the wing-rock amplitude. These problems provide a useful test case for computing flight mechanics instability because they feature the simplicity of constrained motions and the complexity of nonlinear aerodynamics.
The computational cost of time domain CFD based predictions can be high. A way of reducing the cost of computing parametric searches for aeroelastic stability was proposed by Morton and Beran [6] . Their method uses dynamical systems theory to characterize the nature of the aeroelastic instability, with this additional information concentrating the use of the CFD. In this way the problem of locating a one-parameter Hopf bifurcation was reduced from multiple time marching calculations to a single steady-state calculation of a modified (or augmented) system. This augmented system, solved via Newton's method, calculates the value of the bifurcation parameter for which an eigenvalue of the system Jacobian matrix crosses the imaginary axis.
This approach has also been applied to compute wing-rock onset angles [7] . The formulation used a sparse matrix solver to efficiently solve the linear system arising at each Newton step for the augmented system. A matrix free product was used to evaluate the Jacobianvector product for the augmented residual, resulting in convergence to the correct wing-rock onset angle for a spatial discretization of second-order accuracy. However, the Newton iterations were driven to convergence by the Jacobian matrix of the first-order scheme, leading to a loss of quadratic convergence. Note that the Jacobian matrix we refer to is of the coupled CFD-rolling motion system of equations, and so involves the derivatives of the CFD spatial discretization (here based on Osher's approximate Riemann solver).
The classical shifted inverse power method (IPM) can be applied to the Jacobian matrix at any angle of attack to compute the critical pair of eigenvalues. This is useful to derive a starting solution for the augmented solver, and is a fast method for finding the onset angle in its own right. However, because only the Jacobian of the first-order spatial scheme was available in the previous work it was not possible to exploit the full capability of the IPM.
Recently the analytical Jacobian for the second-order spatial discretization was derived and coded [8] . This opened up the possibility of applying the IPM to calculate stability. This is exploited in the current paper for predicting the wing-rock onset angle.
The computational work involved with the IPM is largely associated with the linear solver. A key consideration for tackling full aircraft problems, with their significant requirements for grid points and CPU time, is the implementation of the IPM on a distributed memory parallel computer. The generation of residuals and Jacobians can be done effectively in parallel without much difficulty. The same is not true for the solution of sparse linear systems. A key point considered in this paper is the development of an acceptable distributed preconditioner for Krylov-type methods.
The postbifurcation response of wing rock is a limit cycle oscillation. Knowledge of the onset angle is important, but the growth in the magnitude of the oscillation after the onset angle has been passed is also key information. The limit cycle response of an aeroelastic system was predicted [8] using a projection onto the critical mode calculated from the IPM. A 2-degree-of-freedom equation was obtained that very successfully predicted the full-order response of a flexible wing-store configuration driven by a shock wave motion. This method is adapted in the current paper for predicting wing-rock limit cycle amplitudes.
The paper continues with a summary of the formulation of the model and IPM. Then the linear solver is presented for parallel calculations. The reduced-order model is then described. Finally, results are presented to illustrate the performance of these methods. Here the vector R a denotes the discretization of the spatial terms in the Euler equations, the details of which follow the formulation described in [9] , which can be summarized as discretization using Osher's method with monotone upwind scheme for conservation laws (MUSCL) interpolation on moving multiblock meshes. Writing this system in the form 
Formulation
The term A aa is a large sparse matrix which represents the Jacobian of the discretization of the fluid equations with respect to the fluid variables. The details of the calculation of A aa are given in [8] . In summary, the calculation is made in two parts. First, the derivatives of the fluxes computed by Osher's flux function with respect to the left and right interface values are calculated. Next, the derivatives of the interface values on the adjacent cell-centered values are computed. These are combined through the chain rule to assemble the cell residual Jacobians with respect to adjacent cell values. All these calculations have been coded analytically. For A fa the rolling moment depends linearly on the surface pressures, which in turn depend linearly on the pressure values in the two internal cells adjacent to the boundary. The term A af is derived from noting that, if initially 0 and the grid is at x 0 , and the body axis points along the x axis, then the instantaneous grid locations are 
The grid speeds are then 
The terms in A af are then calculated through finite differences by incrementing or t , evaluating x if has been incremented or x t if t has been incremented, updating the body boundary conditions and then recalculating the aerodynamic residual for the finite difference calculation. Finally A ff can be calculated analytically.
Stability Calculation
We consider the stability problem with the angle of attack as the parameter. We are interested in finding the onset angle for the wing rock and assume that stability is lost through a Hopf bifurcation. In this case the Jacobian matrix A has a pair of purely imaginary eigenvalues at the critical angle.
The power method [10] is an algorithm for calculating the dominant eigenvalue/eigenvector pair of a diagonalizable matrix A. Its extension to the shifted inverse power method (IPM) is practical for finding any eigenvalue provided that a good initial approximation is known. Assume that the n n matrix A has distinct eigenvalues 1 ; 2 ; . . . ; n and consider the eigenvalue j . Then a constant ! can be chosen so that 1= j ! is the dominant eigenvalue of the matrix A !I
1 . The IPM can be used to calculate the location of the critical eigenvalue in the complex plane at a fixed angle . By computing the location for multiple values of , the angle at which the eigenvalue crosses the imaginary axis can be computed. Variations on this approach are possible and are formulated in detail in [7] .
Linear Solver
A key part of the computational work in the IPM is the solution of a large sparse linear system. Eisenstat et al. [11] developed a generalized conjugate gradient method that depends only on A, and is called the generalized conjugate residual (GCR) algorithm. Saad and Schultz developed the generalized minimal residual (GMRES) algorithm which is mathematically equivalent to GCR but is less prone to break down for certain problems and requires less storage and arithmetic operations. However, GCR remains the easier algorithm to implement, especially in parallel.
It is crucial for an iterative linear solver to have an effective preconditioner. The basic method used in the current work is the block incomplete lower-upper (BILU) factorization. An approximate factorization of the coefficient matrix into lower and upper factors is calculated, with the sparsity pattern of the factorization restricted according to an algorithm that allows the calculation of progressively better approximations to the exact inverse, at the cost of including more terms (levels) in the factors. The case where the sparsity pattern of the factors is the same as the original Jacobian matrix is referred to as level 0, or BILU(0). The subsequent levels of fill-in are given integer values, level k or BILU(k).
There are two variations of the linear solver used in the current work. Real and complex variable versions of the linear solver have been coded. A complex variable formulation has three advantages over splitting the variable into real and imaginary parts. First, the bandwidth of the matrix is not expanded. Second, the preconditioner is faster to calculate and requires less storage. Third, the preconditioner was found to be more robust with respect to dropping off-diagonal terms.
A key development for making the IPM a practical proposition for full-scale problems is the development of a parallel implementation of the method. Calculating the steady state and forming the Jacobian matrix are standard operations. The data decomposition is done by storing whole blocks of the multiblock grid on a single processor. This means that the partitioning of the grid can be considered as a problem of assigning blocks to processors. Each processor stores a certain number of blocks in the grid and their associated fluid variables. The structural variables are treated in a different way. Each processor stores all the structural information. This is not expensive for the current problem. The residual and Jacobian are decomposed as shown in Fig. 1 . Now, the crucial issue is the parallel implementation of the linear solver. The calculation of the lower-upper (LU) factors and the forward and backward substitutions on these factors are both sequential operations. It is possible to ignore terms in the Jacobian matrix A which couple the system between processors. However, this can have a very bad influence on the convergence of the Krylov iterations for the systems being considered in the IPM. The decoupling of blocks through dropping terms localizes the approximation to the solution of the linear system.
To improve the coupling between processors at the preconditioning stage a polynomial preconditioner was considered. In polynomial preconditioning the matrix M is defined by
where s is a low degree polynomial. The polynomial s is derived from the Neumann series expansion
An efficient parallel implementation of this preconditioner is possible because it consists of matrix-vector products. The option finally selected for the preconditioner uses a combination of the localized BILU preconditioner with the firstorder polynomial preconditioner. The idea is that the polynomial preconditioner brings in some of the global information through matrix-vector products that is lost by the localization of the BILU factorization, with both stages being effective in parallel.
Model Reduction
The bifurcation angle is computed using the IPM. This calculation also gives the imaginary part of the critical eigenvalue and the corresponding eigenvector. We can also compute the eigenvector of the transpose of the Jacobian matrix using the IPM. This information can be used to develop a reduced model for predicting the limit cycle response at angles higher than the bifurcation angle.
The basic approach is based on the observation that the system responds in the critical mode close to the bifurcation angle. The fullorder system unknowns are projected onto the critical mode to give the 2 (i.e., complex) degrees of freedom that are critical to the system dynamics. The full-order model is also projected onto the critical mode. The residual is expanded in a Taylor series, retaining quadratic and cubic terms. The second and third Jacobians do not have to be explicitly formed, because it is only their action on vectors that is required. Hence, matrix free products and extended order arithmetic are used to obtain accurate approximations. Finally, the influence of the noncritical space on the critical mode is included through a center manifold approximation.
The result is two scalar equations which predict the response of the critical mode, and the response of the full-order system can be reconstructed from the critical coordinates. These equations are obtained at the cost of solving three linear systems and a few extended order arithmetic matrix-vector products.
Finally, and importantly, the scalar equations are parameterized through a Taylor expansion in the angle of attack, with the higher order derivatives obtained through finite difference approximations.
The algorithmic details are given by the following steps: 1) Calculate 0 , p, q, and ! from the IPM solver. Here q is the critical right eigenvector of the Jacobian matrix, p is the critical right eigenvector of the transpose of the Jacobian matrix, 0 is the wingrock onset angle, and i! is the critical eigenvalue.
2) Calculate Bq; q and Bq; q. Here B is the second Jacobian operator For the implementation a number of issues were tackled. First, the parameter terms, including the term A , were calculated. This was done using finite differences, requiring only two residual evaluations [8] . The evaluation of these finite differences suffers from the truncation error for values of the step size h which are too large, and from the rounding error for values which are too small. To overcome the second limit, quad-double arithmetic was used for the residual evaluation. A high precision version of algebraic and transcendental functions is also required, in this case because of the contributions of such functions in Osher's flux function. The Quad-Double (QD) library ¶ was used to obtain this functionality. This library allows extension of existing code to double-double precision and quaddouble precision without major recoding, by using operator overloading.
To test the accuracy of the reduced model terms, the convergence of the third Jacobian term, for the second-order spatial discretization, with h, is considered. The third Jacobian term is more sensitive to the rounding error than the second Jacobian or parameter terms. The convergence is shown in Table 1 and there is a good range of values for h where satisfactory convergence is obtained.
Test Case and Time Marching Results

Test Case Description
There is a considerable amount of published experimental data for 80-deg sweep delta wings, and so this sweep angle was selected for the current study. The geometry of the wing was identical to that used by Arena and Nelson [12] . The sharp leading-edge wing has a flat upper and lower surface with a 45-deg windward bevel and a root chord of 0.4222 m. The moment of inertia for this wing was given as I xx 0:00125 kg m 2 . The experiment was performed at a Reynolds number of 1: 5 10 5 . The freestream air density is used to nondimensionalize the moment of inertia of the wing for the computations. This density is unavailable and so the value was assumed to be 1:23 kg m 3 [sea-level International Standard Atmosphere (ISA) conditions]. The CFD solution at an angle of attack of 40 deg and a roll angle of 10 deg is shown in Fig. 2 . The leading-edge vortices and the asymmetric breakdown are visualized in the figure, and it is these features that drive the roll instability referred to here as the wing rock.
Steady-State CFD Tests
Before simulating the wing rock, the accuracy of steady solutions was verified with a grid refinement study. A fine grid for Euler simulations was created with approximately 1:6 10 6 points. From this grid two levels were extracted by removing every second grid point in each direction. The Reynolds-averaged Navier-Stokes (RANS) solution was performed on a grid with a high resolution in the vortical and boundary layer regions. This grid has 1:8 10 6 points. Steady-state solutions were computed for each grid with the residual being reduced by 6 orders of magnitude. The test case chosen for validation purposes has the wing at 30-deg angle of attack and rolled 10 deg.
The upper surface pressure distributions from all three Euler grid levels are shown in Fig. 3 for the chordwise station at 60%c r and are compared with the measurements of Arena [13] . It should be noted that the experimental results indicated laminar flow on the upper surface of the wing which has the effect of moving the primary vortices inboard and upward off the surface of the wing. This should be kept in mind when considering the wing rock which is attributed to hysteretic vortex movement [12] . Examination of the surface pressure distributions from each grid indicates that the solutions are not grid converged. However, Euler simulations of delta wing flows are known to be highly sensitive to grid density due to the mechanisms for the generation of vorticity which are based on the truncation error of the discretization [13] , and therefore the current results are as expected. Despite the requirement to choose an appropriate level of grid density, it is known that Euler simulations can realistically predict the dynamic response of leading-edge vortices. Comparing the surface pressure distributions at 60%c r , there is reasonably good agreement between the solution from the Table 1 Convergence of reduced-order model third Jacobian contribution with finite difference step size h 10 n . These results are on the coarse grid (described below) using the second-order spatial discretization medium grid and experiment. The effect of viscosity can be seen as a drop in the primary vortex suction peaks, which is due to the presence of a secondary separation shifting the primary vortex location away from the wing. As such, the RANS suction peaks and locations compare well with experiment.
Wing-Rock Response
The increase in pressure difference between the port and the starboard sides as the grid is refined induces a stronger restoring moment which is likely to produce a stronger wing-rock response. The wing-rock amplitude at an incidence of 30 deg of incidence on the medium grid is 50 deg with the wing-rock amplitude observed in experiment being 40 deg.
A comparison of the rolling moments from the medium grid and experiment through one complete steady wing-rock cycle is shown in Fig. 4 . Despite the maximum roll angle being exceeded in the Euler solution, it is clear that there is reasonably good agreement with experiment, with the rolling moment distribution and magnitudes being predicted well. As discussed by Arena and Nelson [12] there is a clockwise loop where energy is added to the system, and two anticlockwise damping lobes when energy is dissipated. Comparing the width of the loops where energy is added, more energy is being added to the system in the Euler simulations in comparison to experiment. The damping lobes are also larger in the Euler solution in comparison to experiment.
To verify the temporal accuracy of the solutions, a time step refinement study was conducted. It was found that the nondimensional time step of 0.1875 provides an adequate temporal resolution for the current wing-rock studies. This equates to around 120 time steps per cycle. For forced motion studies as few as 50 time steps per cycle are sufficient for temporal convergence; however, because in free-to-roll studies errors amplify with time (autorotation was observed to occur when the time step was too large), a smaller time step is required to accurately predict the wing-rock behavior.
Roll angle histories for Euler and RANS simulations of the 80-deg sweep delta wing at 30 deg angle of attack are shown in Fig. 5 . Comparing first the wing-rock amplitudes, the amplitudes from the RANS solution, Euler solution, and experiment are 35, 50, and 40 deg, respectively. Clearly the effect of viscosity is to reduce the wing-rock amplitude. This is as expected based on the previous discussion. With the higher more outboard suction peaks from the Euler solutions there is a much larger wing-rock response in comparison to the RANS solutions, where the suction peaks are lower and more inboard. Comparing the period of the wing-rock cycle we can see that the Euler and RANS solutions produce similar results. As such it is concluded that the Euler solutions predict qualitatively the correct vortex dynamics and therefore gives a realistic wing-rock response for the purposes of testing the fast prediction methods.
Onset Angle
Simulations of free-to-roll motion of the 80-deg wing at 15-and 20-deg angle of attack were conducted on the medium grid using the Euler equations. At 15-deg angle of attack the solution is dynamically stable (i.e., the amplitude of the oscillations decreases due to aerodynamic damping). However at 20-deg angle of attack, the initial roll angle of 10 deg initiates a wing-rock response with the amplitude of the motion increasing with time. The onset of the wing rock observed in experiment was 22 deg [12] .
Results
Results are presented in this section in the following order. First, the coarse grid IPM calculations could be done on a single processor and so sequential performance could be obtained as a benchmark for the parallel method. Sequential and parallel comparisons are shown first for the coarse grid. Then IPM results are obtained in parallel for the medium grid. Finally, reduced model predictions of the limit cycle oscillation (LCO) growth are shown. These were obtained on the coarse grid as the parallel version of the code to generate the model coefficients has yet to be developed.
Coarse Grid Tests
As a first test of the second-order Jacobians and the linear solver, the IPM was used to calculate the wing-rock onset angle on the coarse grid. Three levels of fill-in were used for the preconditioner which allowed the residual of the linear system to be driven down 11 orders in less than 60 iterations.
At 22 deg, after seven inverse power iterations, the critical eigenvalue had converged to six significant figures. The value is 1:381245 10 4 i0:223497. At 23 deg, the converged value is 1:805895 10 4 i0:232095. These angles bracket the onset angle, which can be estimated by linear interpolation as 22.4 deg. This is in agreement with the results of other methods for the coarse grid [7] .
Next, the use of the first-order Jacobian to calculate the preconditioner for the linear system which uses the second-order Jacobian is examined. The system used to test the linear solver was generated at 21-deg incidence. There are two preconditioners used: the BILU factorization with one, two, and three levels of fill-in, and the polynomial preconditioner combined with BILU(2). The calculations shown in Fig. 6 were done on one processor and so the BILU factorization involves no extra approximation to allow efficient parallel calculation. We first evaluate the results in terms of iterations to convergence because we are ultimately concerned with how the performance of the Krylov method scales in parallel. The number of iterations to convergence reduces as expected as the level of fill-in is increased. The number of iterations in each case is significantly larger than when the preconditioner is calculated for the second-order Jacobian matrix, when three levels of fill-in are required. The increase in the number of iterations is from 60 to 168 although each iteration is around twice as expensive for the secondorder matrix preconditioner. Using the polynomial preconditioner on top of BILU(2) in this case does nothing to change the number of iterations to convergence.
The cost of computing the eigenvalues in terms of multiples of the steady-state CFD calculation cost is 2.80 for BILU(0), 2.34 for BILU (1), 2.44 for BILU(2), and 3.70 for the polynomial preconditioner in addition.
Next we test the scaling of the methods in parallel. Here the BILU factorizations are blocked on each processor and it is the influence of this that is the key concern. The convergence using BILU(2) with and without polynomial preconditioning on one and four processors is shown in Fig. 7 . The number of iterations using the BILU preconditioner roughly doubles between one and four processors. Using the polynomial preconditioner actually reduces the number of iterations to convergence when moving from one to four processors. These results are encouraging in the sense that the polynomial preconditioner is bringing in enough global information about the solution of the system to allow scaling to larger numbers of processors.
Medium Grid Tests
The test of the parallel solver is whether the medium grid can be solved, which it cannot be in serial because of the memory requirements of the method (estimated 5.6 GB on this grid to store the Jacobian and preconditioner). To evaluate this, the medium grid was calculated on 16 processors. The convergence of the linear solver is shown in Fig. 8 . The system used here was generated at 15-deg incidence.
First the BILU(2) results are shown for reference and the performance of the linear solver becomes very poor due to the localization of the preconditioner on each processor. The polynomial preconditioner significantly cuts the number of iterations to convergence. Results are shown using different levels of fill-in, and the number of iterations to convergence cluster between 200 and 260 iterations. The number of iterations will inevitably increase as the size of the grid increases, even sequentially.
The performance of the IPM is summarized in Table 2 . First, the improvement in the performance of the linear solver from using the polynomial preconditioner is clear. The number of linear solver steps to convergence is reduced by roughly a factor of 3. The resulting improvement in the time to convergence of the IPM is roughly 25-40%. Finally, the table shows that the bifurcation happens between 16 and 17 deg. This is consistent with the prediction of the time domain solver.
Limit Cycle Results
Finally, the reduced model predictions for the second-order spatial scheme on the coarse grid were calculated. Currently the code to carry out the extended accuracy arithmetic matrix free products is not implemented in parallel and so the reduced model could not be generated on the medium grid due to memory limitations. The growth of the limit cycle oscillation compared with time domain results is shown in Fig. 9 . For the full-order (150,000 degrees of freedom) predictions the calculations took 1-2 days to settle to a limit cycle oscillation. The reduced model predictions (2 degrees of freedom) were obtained almost instantaneously for any angle after the reduced model coefficients were derived, an operation that takes no more than 30 min using a laptop for this grid. The comparison is excellent within a few degrees of the wing-rock onset angle and gradually becomes worse as the angle of attack becomes larger. It is expected that the Taylor series and center manifold approximations will become worse as we move away from the bifurcation point. However, the most useful information is close to the onset angle, and the reduced model predicts well the expected amplitude immediately after the onset angle is passed.
The parallel implementation of the generation of the reduced order requires extended order accuracy residual evaluations and solutions of linear systems are very similar to that of the IPM. This will be done as future work.
Conclusions
Two aspects of the prediction of flight mechanics instabilities driven by nonlinear aerodynamics were considered in this paper. The wing rock of an 80-deg delta wing was considered as a test case.
First, the wing-rock onset angle was calculated by considering the eigenvalue behavior of the discrete Jacobian matrix. The eigenvalues were computed using the IPM. The parallel implementation of the IPM was considered, and particularly the preconditioning of the Krylov linear solver. The baseline method is BILU factorization with varying levels of fill-in. When implementing this in parallel a reduction in performance arises from making the BILU factorization local. It was proposed to use polynomial preconditioning on top of blocked BILU factorization to bring more global information into the preconditioning. Results showed that this was effective in maintaining the number of Krylov iterations to convergence, even if the operations associated with the preconditioning are more expensive.
Calculations of the onset angle were successfully carried out on the medium grid on 16 processors (in parallel for the first time). The performance of these calculations showed that the eigenvalue at each angle of incidence could be computed in a computational cost between 2 and 3 times the cost of a steady-state CFD calculation.
Secondly, the use of a projection onto the critical eigenvector was shown to produce a 2-degrees-of-freedom model which can predict the rise of the limit cycle amplitude as the onset angle is exceeded. Fig. 9 Comparison of the predicted wing-rock amplitudes of the fullorder and reduced-order models on the coarse grid using a first-order spatial discretization.
