In this paper, we investigate a new efficient quality of service (QoS) routing protocol based on the time-slot leasing mechanism over Bluetooth wireless personal area networks (WPANs). In a Bluetooth scatternet, a QoS route path is constructed through a series of QoS slave-master-slave communications.
their ability to provide new personal communication opportunities and services [19] . Different WPAN infrastructures based on Bluetooth can provide many different communication services and can be interconnected to enable sharing of information to allow interactions with the physical environment [12] [13] [14] [22] [25] [28] .
The original Bluetooth technology is used for small clusters of devices which share the same communication channels, and has been proposed for a wide range of applications which may rapidly advance [20] . The smallest Bluetooth-enabled device in a WPAN, called a piconet, is established by at most eight nodes. Member devices of piconets may become member devices of other piconets, thus forming a large network called a scatternet [5] [16] [36] . It is widely anticipated that fourth-generation (4G) wireless systems will extensively rely on unlicensed operations provided by ad hoc communications [3] . A scatternet is one of the most promising enabling technologies for ad hoc networks. Numerous issues of scatternet formation have been proposed and extensively discussed [3] [37] . Problems of efficient scatternet formation as well as many relevant optimization issues have still not been adequately addressed in the latest version of the specifications even though several optimized scatternet topologies have been proposed [12] [13] [16] [17] . Because any detailed definition of scatternet formation is not described in the Bluetooth specifications, the formation design topic of scatternets is still an open issue [8] [15] [16] [36] [38] . The different combinations of scatternet devices play different roles in determining the topologies and performances of WPANs. In this paper, we propose a novel integrated technology to improve the performance of Bluetooth scatternets.
Different Bluetooth devices may have various traffic characteristics; the uniform distribution of service opportunities is not an efficient policy from the perspective of obtaining the best possible quality of service (QoS) and the most efficient allocation of wireless resources. Slaves are not always listening to the master in the listening mode of the scatternet scheduling mechanism. If the source and destination nodes are located in distinct piconets, the weakness of the interpiconet scheduling mechanism is still a problem. Recently, many researchers have offered several QoS-extension routing protocols to overcome link wastage and interpiconet problems in Bluetooth scatternets [1] [22] . Simplicity and low power consumption are the advantages under the slave-master-slave QoS requirement model of Bluetooth sctternets [27] .
Some researchers have offered slave-master-slave communication strategies but have encountered the same bottlenecks. Kim et al. [22] provided a slave-master-slave QoS-aware scheduling algorithm to resolve the scatternet bridge devices' contention problems. Two scheduling algorithms, centralized bipartite scatternet and distributed scatternet algorithms, are also given in [22] to show that the delay and jitter of the scheduling in scatternets are bounded. Unfortunately, the algorithms proposed by Kim et al. are only suitable for tree Bluetooth scatternets, and the QoS-aware scheduling success rate drops off for non-tree-structured Bluetooth scatternets. Addressing the on-demand QoS routing and interpiconet scheduling problems, Chen et al. [8] constructed through a series of QoS slave-master-slave communications. The "transmission holding" problem is incurred because the master node is the communication bottleneck for each slave-master-slave communication. To alleviate this problem, the time-slot leasing scheme is adaptively incorporated into our scheme to provide a completely new QoS routing protocol. This QoS routing protocol can additionally offer extra slaveto-slave QoS communication capability to effectively reduce the workload of master node and significantly promote the success rate of finding a QoS route. In our proposed QoS routing protocol, QoS slave-masterslave and slave-to-slave communication mechanisms are simultaneously considered in order to achieve a high success rate of QoS routing from the source to the destination nodes. Centralized and distributed QoS routing protocols are respectively presented. Finally, simulation results demonstrate that the time-slot leasing-based QoS routing protocol can significantly improve the success ratio, delay time, throughput, and bandwidth utilization when compared to other existing QoS routing protocols.
The rest of this paper is organized as follows. Section 2 introduces some preliminaries and basic ideas.
Section 3 develops the centralized time-slot leasing-based QoS (CTQ) routing protocol. The distributed time-
slot leasing-based QoS (DTQ) routing protocol is given in Section 4. In Section 5, we discuss the experimental results and performances of our time-slot leasing-based QoS (TQ) routing protocol. Finally, Section 6 concludes this paper.
Preliminaries and Basic Ideas
We discuss the basic ideas concerning our time-slot leasing-based QoS (TQ) routing protocol and some Bluetooth background in this section. An overview and knowledge of Bluetooth technologies are reviewed in here.
A recent result presented by Chen et al. [8] is described which motivated the investigation of our TQ routing protocol.
Basic Properties of Bluetooth Technologies
Bluetooth technology was brought into existence with the motive to replace cable wires between any communicating devices and support wireless networking with different types of devices [20] . The devices that use Bluetooth technologies are normally formed piconets which communicate with each other in a slave-masterslave configuration. A piconet consists of a single master device and up to seven active slave devices [16] [29] .
Within a piconet, Bluetooth employs a slotted master-driven time division duplex (TDD) scheme where the master uses a polling-based style protocol to allocate time slots to slave nodes, and the time slots are alternatively distributed between the master and slaves. The master starts its transmission in even-numbered time slots, and the slave sends packets to the master in odd-numbered slots immediately after receiving packets from the master. In a piconet, two slaves cannot directly communicate with each other in order to avoid col-lisions among slaves, and their communications must be forwarded by the master [16] [19] [40] . Bluetooth radios issue two types of packets in the connected state, named the synchronous connection oriented (SCO) type and asynchronous connectionless (ACL) type. The link of the SCO type is a symmetrical point-to-point link between a master and a single slave in the piconet. The master maintains the link of the SCO type by using reserved slots at regular circuit-switched intervals. The link of the ACL type is packet-oriented under both symmetrical and asymmetrical traffic and is a packet-switched asynchronous connection between two devices created on the link manager protocol (LMP) level. The main function of the LMP is for link setup and link control with the piconet. As mentioned previously, ACL packets are created with an odd-numbered time slot such that the frame is always an even-numbered time slot [21] . The distinction between the links of the ACL and SCO types is that the link of the ACL type provides packet data communications while the link of the SCO type supports circuit-switched connections. Data transmission QoS problems with links of the ACL type are discussed with our TQ routing protocol. For an symmetrical circuit-switched environment, our TQ routing protocol can easily be closely meet the links of SCO type.
In the following, QoS issues in links of the ACL type are investigated. Packets of the ACL type are created with odd-numbered time slots and include two packet types: the medium-rate data DM type packet that includes forward error correction (FEC) and the high-rate data DH type packet that excludes FEC [8] [23] . Using comparisons of the degree of bandwidth utilization, it is quite obvious that DM5 > DM3 > DM1 and DH5 > DH3 > DH1. This fact motivated us to develop an efficient QoS routing scheme by taking the factor of different packet types with different bandwidth utilizations into account. In the TQ routing protocol, only an error-prone environment is adopted, and three packets, DM1, DM3, and DM5 packets, are considered. For an error-free environment, our TQ routing protocol can easily be tallied with the DH1, DH3, and DH5 packets.
RS (Role-Switching) vs. TSL (Time-Slot Leasing)
Bluetooth is a promising short-range wireless communication technology, but the fact of "transmission holding" problem that no direct connection exists between any two slave nodes in a piconet is still a drawback.
Any slave-to-slave communications must go through the master node in the same piconet, and the master node has to use extra bandwidth to exchange packets between two slave nodes [39] . For example, in Fig. 1(a) , if slave node, S 2 , wants to transmit packets to another slave node, S 1 , then two transmissions are needed. One is from S 2 to the master, denoted S 2 -to-master, and the other is from the master node to slave node, S 1 , denoted master-to-S 1 . Use of S 2 -to-master and master-to-S 1 doubles the bandwidth consumption and communication 
Figure 2: Time slot usages of (a) a normal piconet transmission and (b) a TSL-complemented piconet transmission.
conet and allow each temporary piconet to have its own dedicated channels. The TSL approach need not permanently change the basic piconet structure and has no negative effects on interpiconet communications [40] . For instance as illustrated in Fig. 1(b) , if slave node, S 1 , needs to send a large file to another slave node, Recently, Kim et al. [22] proposed a QoS-aware scheduling algorithm to resolve the contention problem of a bridging device, which created the drawback that degrades bandwidth utilization on each non-tree-structured 1,2,3,4,5,6,7,8,9,10,11,14,15}  {0,1,4,5,8,9,10,11,14 time-slot leasing-based scheme increases the system throughput and decreases the system delay time. Figure 4 shows the basic idea of time-slot leasing-based QoS route-discovery operations in our TQ routing protocol. If a new QoS connection request arrives with source node, S, and destination node, D, then the QoS requirement will be n bytes/cycle time. 
CTQ (Centralized Time-Slot Leasing-Based QoS) Routing Protocol
To improve the system performance, two versions of algorithms, centralized and distributed algorithms, were incorporated into our TQ routing protocol. In section 3, the CTQ (centralized time-slot leasing-based QoS) routing protocol is proposed. Over the preformed Bluetooth scatternet, the centralized QoS routing algorithm constructs a routing path from the source node to the destination node to satisfy the QoS requirement. Numerous research has proposed several centralized methods to improve the performance in scatternets
. Our TQ routing protocol is an efficient synthesized QoS routing protocol combining a priority-based scheme, i.e., a time-slot leasing-based scheme, and taking the factor of different packet types with different levels of bandwidth utilization into account. In a comparison with the algorithms of Chen et al.
[8], our CTQ routing protocol was achieved by developing an available QoS routing-path search phase, a timeslot leasing-based path-recovery phase, and a time-slot reservation phase. First, in the available QoS routingpath search phase, information on free time slots is collected among all of the routing paths constructed from the designated source node to the designated destination node. In the time-slot leasing-based path-recovery phase, backup paths meeting the QoS requirement are found when the request for a normal QoS requirement 
Available QoS Routing-Path Search Phase
For a start, the existing formation protocols, such as those detailed in [7] Table 1 . 
Time-Slot Leasing-Based Path-Recovery Phase
To increase the system performance, the time-slot leasing-based scheme is started up when the routing path of the traditional free time-slot information-collection phase fails. In our TQ routing protocol, the time-slot leasing-based slave-to-slave architecture replaces the traditional slave-master-slave architecture to increase system throughput and decrease system delay times. The algorithm of the time-slot leasing-based pathrecovery phase is described as follows. Figure 8 : Two-hop CTQ approach. 
5(b) and 6, if the failed link is
← → Mb, then the information of { ← → ab , ( ← → ae , ← → eb ), ( ← → af , ← → fb ), ( ← → ae , ← → ef , ← → fb )}
Time-Slot Reservation Phase
Finally, the time-slot reservation phase is proposed to reserve the time slots to support the QoS requirement.
In this phase, a priority-based QoS routing scheme is also proposed to increase the high bandwidth utilization 
(A, B) is denoted T S(i) L(A,B) . A priority credit value list CN(δ) L(X,Y,Z) is constructed by priority credit values CN(δ i ) L(X,Y,Z)
, where 0 ≤ i ≤ the polling interval. We show the rules of the time-slot reservation phase as follows.
(E1) If T S(i) L(Y,Z) is in BTL(Y, Z), then set CN(i) L(X,Y,Z) to 0. This means that the current link, L(Y, Z), is busy and unusable, even though the prefix link, L(X, Y), is free. We give the priority credit value 0 to the connection reference CN(i) L(X,Y,Z)
. For example as shown in Fig. 10 
(a), because T S(5) L(a,M) is in the busy list, BTL(a, M), CN(5) L(S,a,M) is set to 0. (E2) If T S(i) L(Y,Z) and T S(i) L(X,Y) are in the FTL(Y, Z) and FTL(X, Y), respectively, then set CN(i) L(X,Y,Z)
to 1. This means that the current link, L(X, Y, Z), is free, and we can use this time slot for a QoS connection. We give the priority credit value 1 to the connection reference CN(i) L(X,Y,Z) . For instance as illustrated in Fig. 10(b 
), because T S(6) L(a,M) is in the free list, FTL(a, M), and T S(6) L(M,b) is in the free list, FTL(M, b), the value of CN(6) L(a,M,b)
is set to 1. 
(E3) If T S(i) L(Y,Z) is in the FTL(Y, Z) and T S(i) L(X,Y) is in the BTL(X, Y), then set CN(i) L(X,Y,Z) to 2. This means that the prefix link, L(X, Y), is unusable and the current link, L(Y, Z), is still unusable even though the current link, L(Y, Z)
, is free. We give the priority credit value 2 to the connection reference,
CN(i) L(X,Y,Z)
. For example as displayed in Fig. 10 
(b), if T S(10) L(a,M) is in the free list, FTL(a, M), and T S(10) L(M,b) is in the busy list, BTL(M, b), CN(10) L(a,M,b) is set to 2. (E4) If PL(i) L(W,X,Y,Z) is denoted the priority list of the time-slot-chosen strategy, then, PL(i) L(W,X,Y,Z) =

CN(i) L(W,X,Y) + CN(i) L(X,Y,Z) . The higher value in the sum number list, PL(i) L(W,X,Y,Z)
, will be chosen first by the property of lower influence capability. For instance as shown in Fig. 10 
(c), T S(10) L(a,M)
and T S(11) L(a,M) are the highest priority objects. type, two packets of the DM3 packet type, or twelves packets of the DM1 packet type to satisfy the QoS requirement under the three inequalities. In particular, the DM1 and DM3 packet types of all the examples in this paper are the only chosen types that are adopted to support the QoS connection requirement, as illustrated in Fig. 3(b) . If the new QoS connection requirement is 51 bytes/cycle time, then one DM3 packet types and three DM1 packet types are available for the request. Now, a path,
PA, and a priority list, PL(i) L(W,X,Y,Z)
, are given. PA is received by the designated destination node. Then, the time slot reservation algorithm is described as follows. 
(F2) For the QoS connection requirement, the priority list, PL(i) L(W,X,Y,Z)
, is used, and the DM5 packet type is first adopted to try the QoS connection requirement if the number of free time slots is sufficient.
Continuing, the DM3 packet type is tried to see if it can satisfy the QoS requirement if the DM5 packet type failed. If it still does not satisfy the QoS requirement, the DM1 packet type is tried to see if it can satisfy the QoS requirement.
For instance as illustrated in Fig. 6(d) , one DM3 packet type is adopted by L(a,b) and slots (4, 5, 6, 7) are reserved for the QoS connection requirement. Another example is also displayed in Fig. 6(d) , in which the DM1 packet type is adopted by L(b,c), and three slot terms, (0, 1), (10, 11) , and (14, 15) , are reserved for the QoS connection requirement.
(F3) Recursively perform the time slot reservation operations of steps F1 and F2 until all of the sub-paths are processed and all of the paths that are received by the designated destination node are processed.
When the time-slot reservation phase is recursively performed and the time slots with the QoS connection requirement are reserved, the designated destination node sends the acknowledgement packet (RREP) back to the designated source node to reserve the time slots along the chosen path. All unselected time slots of all existing routing paths that were received by the designated destination node are released. The detailed optimal priority-based algorithm of the time-slot reservation phase follow the rules of Chen et al. [8] . 
DTQ (Distributed Time-Slot Leasing-Based QoS) Routing Protocol
Due to the usable time-slot information stored in the QoS REQ lists and kept in the designated destination node, our CTQ routing protocol can support the optimal algorithm of time-slot reservation. To truly become the optimal algorithm, we still have a problem which must be solved. The fact that all of the usable paths need to be stored in the designated destination node has been confronted with the new scalability problem. To reduce the scalability problem, we propose a distributed time-slot leasing-based QoS (DTQ) routing protocol.
The DTQ routing protocol adopts the hop-by-hop priority-based routing algorithm to overcome the scalability problem of the CTQ routing protocol. In comparison with the CTQ routing protocol, the DTQ routing protocol first floods the QoS REQ packet to the designated hops and performs the time-slot reservation (TSR) operation. In this paper, we adopt a three-hop flooding strategy to resolve the scalability problem. For every three-route path passed, the time-slot reservation packet (TSRP) is replied back to the preceding nodes to confirm the TSR message, as defined in Chen et al. [8] . A QoS routing path is completely constructed when the operations are repeated and arrive at the designated destination node. In the DTQ routing protocol, the Table 2 . In this section, we combine the three phases of the CTQ algorithm and form the DTQ algorithm. The detailed steps of the DTQ algorithm are formally described as follows. 
← → a f } will first be collected.
(C2') If N c is the master node, then collect the link information of all links from slave node N c to the other slave nodes in the same piconet with master node N c . For instance as shown in Fig. (A4') After the TSR (time-slot reservation) steps are successful reserved, the following operations are continually executed and repeated until all the information is completely processed. 
13(b), if the failed link is
← → Mb, then the information of { ← → ab , ( ← → ae , ← → eb ), ( ← → ae , ← → e f , ← → f b )} is
Performance Analysis and Comparison Results
In this section, we implement five algorithms to verify our TQ routing protocol's analytic observations. In the following simulator, we use "CTQ", "DTQ", "CCQ", "DCQ", and "KIM" to denote our CTQ algorithm, our DTQ algorithm, Chen et al. [8] 's CCQ algorithm, Chen et al. [8] 's DCQ algorithm, and Kim [22] 's algorithm, respectively. C++ simulation programs were developed to achieve the requirements of five algorithms. The simulation programs use the same environments of Network Simulator (ns-2) [32] and BlueHoc (IBM Bluetooth simulator) [33] . The system parameters are given in Table 3 . The performance metrics of the simulations are given as follows.
• Success rate: the value of the sum of successful QoS route requests divided by the sum of total QoS route requests. Figure 15 : Success rate vs. the number of QoS requests.
• Throughput: the value of all data bytes received by all devices per unit time.
• Slot Occupation: the average value of all time slots occupied for a successful QoS route.
• Bandwidth Efficiency: the average value of all time slots that can be transmitted per time slot for a successful QoS route.
A high success rate, high throughput, high bandwidth utilization, and low slot occupation are the main issues of an efficient QoS routing protocol in Bluetooth WPANs. In the following, we demonstrate that our time-slot leasing-based QoS routing protocol can significantly improve the success rate, throughput, slot occupation, and bandwidth efficiency from several prospects.
Performance of Success Rate
We investigate the effect of various numbers of QoS requests on the success rate. Figure 15 et al. [8] 's simulations. CCQ and DCQ had higher success rates than KIM, and the success rate of KIM rapidly decreased. This is because KIM wastes too many POLL time slots by using the DM1 packet, which consumes most of the time slots [8] . In general, the success rate of our CTQ was greater than that of Chen et al. [8] 's CCQ. Similarly, the success rate of our DTQ was greater than that of Chen et al. [8] 's DCQ. This is because that our CTQ routing protocol additionally applied the slave-master-slave network to construct the QoS routing path. In case the connection request fails, the routing is immediately switched to the backup slave-to-slave time-slot leasing-based routing paths to support the transmission QoS. This allowed CTQ and DTQ to have better results for the success rate than CCQ, DCQ, and KIM.
General speaking, the success rate of CTQ > that of DTQ > that of CCQ > that of DCQ > that of KIM as illustrated in Fig. 15 . On the other hand, most time slots were free for request, and the success rate was almost 100% in the initial stage of simulation. Higher QoS requests produced lower success rates. if the frequency of a high traffic pattern is higher than that of a low traffic pattern, then the system throughput increases, the time slot occupation increases, and the success rate decreases. With the various views, we compared the relations of success rate vs. the number of QoS requests using different numbers of piconets, as shown in Fig. 16 . Figure 16 shows that the greater the numbers of piconets there is, the lower the success rates will be. This is because that slave nodes can easily communicate with other slave nodes through the master node, and the TSL strategy is proven adequate in the environment of the same piconet. If a scatternet contains fewer piconets, then the system performance is normally enhanced and the success rate increases.
Performance of Throughput
Throughput is the value of all the data bytes received by the entire device per unit time. The greater the number of data bytes received, the higher the throughput will be. This means that the higher the success rate is, the higher the throughput will be. Figure 17 shows the simulation results of throughput vs. the number of QoS requests under four QoS requirement scenarios. The throughput of our CTQ was greater than that of CCQ, and the throughput of our DTQ was also greater than that of DCQ, as illustrated in Fig. 17 . This is because the success rate of our CTQ is greater than that of CCQ and the success rate of our DTQ is greater than the success rate of DCQ, as displayed in Fig. 15 . For instance as shown in Fig. 15(a) , when the number of QoS requests exceeds than 10, the success rate of CTQ is trivially greater than that of CCQ, then the throughput of CTQ is still greater than that of CCQ as illustrated in Fig. 17(a) Figure 18 gives the simulation results of slot occupation vs. the number of QoS requests under four QoS requirement scenarios. The value of slot occupation means the average value of all time slots occupied for a successful QoS route. Figure 18 shows that the values of slot occupation between CTQ, DTQ, CCQ, DCQ, and KIM are very close to each other. This is because the value computation of slot occupation is evaluated close, the simulation results of slot occupation still have the relation that slot occupation of CTQ < that of DTQ < that of CCQ < that of DCQ < KIM. This is because our time-slot leasing-based scheme can support more-efficient slot utilization. It is worth mentioning that the packet payload and packet length are still a concern with slot occupation. Differing from the success rate and throughput, the lower the slot occupation is, the shorter the delay time will be. The shorter the delay time is, the higher the system performance will be.
Performance of Slot Occupation
We still have the result that the value of slot occupation in average case is DM1: DM3: DM5 = 3: 1: 1 < 1: 3:
1 < 1: 1: 3, as illustrated in Fig. 18 . This is because the packet payload is DM1 < DM3 < DM5.
Performance of Bandwidth Efficiency
Bandwidth efficiency means the average value of all time slots which can be transmitted per time slot for a successful QoS route. Figure 19 shows the simulation results of bandwidth efficiency vs. the number of QoS requests under four QoS requirement scenarios. Similar to slot occupation, the value computation of bandwidth efficiency is evaluated for a successful QoS route. So, the value of bandwidth efficiency is still not directly related to the success rate. For instance, the bandwidth efficiency of an average case should be near of CCQ > that of DCQ > KIM. This is because our time-slot leasing-based scheme can support more-efficient bandwidth utilization. The higher the packet payload there is, the higher the bandwidth efficiency will be. The higher the bandwidth efficiency is, the higher the system performance will be. It is worth mentioning that the packet type and packet length are still a concern with bandwidth efficiency. We have the results that the value of slot occupation for an average case is DM1: DM3: DM5 = 3: 1: 1 < 1: 3: 1 < 1: 1: 3, as shown in Fig. 19 .
Conclusions
To provide the QoS service, our integrated interpiconet scheduling approach, named the TQ routing protocol, which offers QoS guarantees of Bluetooth scatternets in WPANs, is presented in this paper. The slave-masterslave communication is the regular data transmission operation in Bluetooth networks and the master node is the communication bottleneck. To alleviate the "transmission holding" problem, we have proposed a new time-slot leasing-based scheme to provide extra slave-to-slave QoS communication capability to reduce the workload of master nodes and lower the missing rate of QoS requests. Finally, our simulation results have demonstrated that the time-slot leasing-based QoS routing protocol can significantly improve the success ratio, delay time, throughput, and bandwidth utilization.
