Abstract-Many optimisation problems are multi-objective and change dynamically. Many methods use a weighted average approach to the multiple objectives. This paper introduces the usage of the vector evaluated particle swarm optimiser (VEPSO) to solve dynamic multi-objective optimisation problems. Every objective is solved by one swarm and the swarms share knowledge amongst each other about the objective that it is solving. Not much work has been done on using this approach in dynamic environments. This paper discusses this approach as well as the effect of the population size and the response methods to a detected change on the performance of the algorithm. The results showed that more non-dominated solutions, as well as more uniformly distributed solutions, are found when all swarms are re-intialised when a change is detected, instead of only the swarm(s) optimising the specific objective function(s) that has changed. Furthermore, an increase in population size results in a higher number of non-dominated solutions found, but can lead to solutions that are less uniformly distributed.
I. INTRODUCTION
Optimisation problems occur in many situations and aspects of modern life. In reality, many of these problems are dynamic in nature, where changes can occur in the environment that influence the solutions of the optimisation problem. In a world where many people travel frequently, the scheduling of aircrafts' take-off and landing, requires careful planning, since sudden changes to the schedule can be caused by an airplane arriving earlier or later and flights being delayed. Two goals of air traffic control can be defined as minimising the waiting time for an aircraft to take-off or land and minimising the possibility of collisions. These two goals are in conflict with one another. In order to decrease the possibility of a collision, the waiting time of an aircraft to take-off or land will be increased. This is just one example where the optimisation problem is a dynamic multi-objective problem (DMOOP).
Generally a DMOOP does not have a single solution. In many cases the objectives are in conflict with one another, and an improvement in one objective leads to a worse solution for at least one of the other objectives. Therefore, the set of solutions that can be found where no other solution is better for all the objectives, is called the Pareto optimal front (POF), and the solutions are called non-dominated solutions.
To efficiently solve a DMOOP the algorithm should be able to track the changing POF efficiently. Therefore, the algorithm should be able to detect that a change has occurred and should be able to respond to the change accordingly. However, the comparison of one algorithm's performance Mardé Greeff is with the Meraka Institute, CSIR, South Africa (email: mgreeff@csir.co.za). Andries Engelbrecht is with the Computer Science Department, University of Pretoria, South Africa (email: engel@cs.up.ac.za).
against another in terms of solving a DMOOP, is not a trivial task, since the true POF are unknown in many cases.
This paper proposes using the Vector Evaluated Particle Swarm Optimisation (VEPSO) algorithm to solve DMOOPs and discusses the performance of the VEPSO algorithm with regards to specific DMOO benchmark functions. The effect of the swarm sizes, as well as the effect of various responses to detected changes in the environment, are also highlighted.
The rest of the paper's layout is as follows: Section II provides background information and highlights related work that is relevant for the research discussed in this paper. Section III provides an overview of the VEPSO algorithm and the changes that has been made to the algorithm for DMOOPs. The benchmark functions and performance metrics that have been used to test the algorithm's performance are discussed in Sections IV and V respectively. Section VI describes the experiments that have been done to test the algorithm's performance and the results of the experiments are highlighted in Section VII. Finally, Section VIII discusses conclusions on the work presented in this paper.
II. BACKGROUND
Particle Swarm Optimisation (PSO), introduced by Eberhart and Kennedy [1] , is a population-based optimisation method inspired by the social behaviour of bird flocks. Each PSO swarm consists of a number of particles that move in the search space in search of solutions. Each individual particle has a current position in the search space, x i , a current velocity, v i , and a personal best position in the search space, y i , where the particle had the smallest error with regards to the objective function. The position amongst all the particles' personal best positions that yielded the smallest error, is called the global best position, denoted asŷ. During each iteration every particle's velocity is updated and the new velocity is added to the particle's current position to determine its new position.
PSO has been successfully applied to solve dynamic single-objective optimization problems ( [2] , [3] , [4] , [5] ). However, when dealing with dynamic problems, it is vital that the algorithm can detect that a change has occurred and then respond to the change in an appropriate manner. Carlisle and Dozier [6] introduced the concept of a sentry particle to detect whether a change has occurred in the environment. A sentry particle is randomly selected after each iteration, and then re-evaluated before the next iteration. During the re-evaluation its current fitness value is compared with its previous fitness value, i.e. its fitness value after the previous iteration. If the two values differ more than a specified value, the swarm is alerted that a change has taken place and responds accordingly. Hu and Eberhart [7] suggested to use the global best, and global second best particles as sentries.
Once a change in the environment has been detected, the algorithm should respond effectively to these changes. One approach is to re-calculate the value of each particle's personal best [8] . If the new value is less fit than the particles's current position, its personal best value is replaced by its current position. This comparison ensures that valid past experience is not lost. Another approach is to reinitialize a percentage of the swarm population. This ensures that the swarm does not remain in a small area after the change has occurred and a portion of the particles do not lose their memory, which could be valuable information if the change is small. Cui et al. [5] proposed the usage of an evaporation constant, that can take a value between zero and one, to update the particle's best fitness value. This will cause the particle's memory to gradually decrease over time, until at a certain point in time the particle's current fitness will be better than the decreased fitness value. When this happens, the decreased fitness value will be replaced by the particle's current fitness. With this approach the evironment is not monitored by any particles, as is the case with the usage of sentry particles.
More recently research has been done on using evolutionary algorithms (EAs) ( [9] , [10] , [11] ) and PSO ( [12] , [13] ) to solve DMOOPs. In order to test and analyse an algorithm's capability of tracking a dynamic Pareto optimal front, benchmark functions are used. Jin and Sendhof [14] introduced a way to define a dynamic two-objective optimisation problem by reformulating a three-objective optimisation test function. Guan et al. [9] created dynamic problems by replacing objectives with new ones at specific times. Many benchmark functions were developed by adapting static MOO benchmark functions to dynamic ones. Farina et al. [15] developed a number of test functions for DMOO based on the static MOO two-objective ZDT functions [16] and the scalable DTLZ functions [17] . Some adaptions to these test functions were proposed in ( [10] , [18] ). Mehnen et al. [10] also proposed DSW functions that are adapted from the static MOO function problem of Schaffer [19] . Others added noise to Deb's functions ( [20] , [21] ).
In order to compare one algorithm's performance against another algorithm, performance metrics are required. For DMOOP two groups of performance metrics exist, namely performance metrics where the true POF is known and performance metrics where the true POF is unknown. For a known POF the convergence, measured by the generational distance proposed by Van Veldhuizen [22] , and spread or distribution of the solutions are often used to measure an algorithm's performance ( [21] , [23] ). Branke et al. [12] proposed the reversed generational distance and the collective mean error as performance metrics. Another metric is the HV R(t) metric, which represents the ratio of the hypervolume of the solutions and the hypervolume of the known POF at a specific time ( [22] , [12] ). Li et al. [12] proposed a metric of spacing that can be used when the true POF is unknown. The size of the non-dominated solution set can also be used to measure an algorithm's performance [18] . Cámara et al. proposed measures of accuracy, stability and reaction capacity of an algorithm, that are based on the calculation of the hypervolume of the non-dominated solution set [13] .
III. VEPSO Parsopoulos et al. [24] introduced the Vector Evaluated Particle Swarm Optimisation (VEPSO) that is a multi-swarm variation of PSO, inspired by the Vector Evaluated Genetic Algorithm (VEGA) [25] . In VEPSO each swarm solves one objective function and shares its knowledge with the other swarms. The shared knowledge is used to update the velocity of the particles as indicated in Equations (1) and (2) below:
(1)
where n represents the dimension with i = 1, . . . , n; m represents the number of swarms with j = 1, . . . , m as the swarm index;ŷ In Equation (1) the global best of another swarm (indexed by s) is used to update the velocity of the particles of the j-th swarm. The index s can be set up in various ways, affecting the topology of the swarms in VEPSO, e.g. if s is selected according to Equation (3) the swarms will have a ring topology, where
Sentry particles are used to detect a change [6] in the environment. After each iteration a sentry particle is randomly selected and re-evaluated before the next iteration. If the two fitness values differ more than a specified value, the swarm is alerted that a change has taken place and responds accordingly, as explained in the pseudo code below: Below, τ is the generation counter, τ t is the number of iterations for which t remains fixed and n t is the number of distinct steps in t.
The FDA1 problem is depticted as:
where :
The function parameters were set as n = 20 and n t = 10 (as suggested by [15] ). Function FDA1 (Equation (4)) has a convex POF where the values in the decision variable space changes, but the values in the objective space remains the same.
The FDA4 problem:
sin(
For FDA4 the parameters were set as n = M + 9, |X II | = 10, n t = 10 (as suggested by [15] ) and M = 3. Function FDA4 (Equation (5)) has a non-convex shaped POF where the values in the decision variable space changes, but the values in the objective space remains the same.
The TP1mod problem:
For Function TP1 mod the parameter n t was set to 10 as suggested by [15] for the FDA functions. Function TP1 mod (Equation (6)) has a discontinuous POF.
The TP2 mod problem:
For TP2 mod the parameter n t was set to 10 as suggested by [15] for the FDA functions. Function TP2 mod (Equation (7)) has a convex POF.
V. PERFORMANCE METRICS
This paper assumes that the POF of the benchmark functions are unknown, since in reality this will often be the case. The performance metrics that are used to compare the performance of various algorithms are discussed below.
A. Number of non-dominated solutions found
The first performance metric is the average number of non-dominated solutions found at each iteration before a change has occurred in the environment. To compare the performance of one algorithm against another, the number of non-dominated solutions found (from now on referred to as the NS metric) is calculated for each iteration before a change in the environment occurs (refer to Equation (8)).
where n r is the number of runs, ns i is the numnber of nondominated solutions found for iteration i and NS i j is the NS metric value of run j at iteration i, which is an iteration before a change occurs in the environment.
The average over 30 runs is then calculated for each of these iterations. The number of times that one algorithm has a better NS average than the others, is counted and referred to as NS wins .
B. Spacing
The metric of spacing [21] indicates how evenly the nondominated solutions are distributed along the discovered POF, and is defined as
where n P F is the number of non-dominated solutions found and d i is the euclidean distance, in the objective space, between non-dominated solution i and its nearest nondominated solution.
To compare one algorithm against another, the average spacing metric S i is calculated for each iteration before a change in the environment occurs (refer to Equation (9)).
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where n r is the number of runs and S i j is the spacing metric value of run j at iteration i, which is an iteration before a change occurs in the environment.
The number of times that one algorithm has a better S average than the others, is counted and referred to as S wins .
C. Hypervolume
The hypervolume (HV ) or S-metric [16] computes the size of the region dominated by a set of non-dominated solutions based on a reference vector. The reference vector is constructed using the worst objective values of each objective.
In order to compare one algorithm against another, the HV metric is calculated for each iteration before a change in the environment occurs. The average over 30 runs is then calculated for each of these iterations. The number of times that one algorithm has a better HV average than the others, is counted and referred to as HV wins .
If it is unknown when a change will occur, the performance metrics can be calculated over all iterations instead of the iterations just before a change occurrs.
To determine the algorithm with the best performance for a specific function, its overall rank is calculated. For each of the performance metrics the algorithm is ranked according to its performance with regards to the specific metric. The algorithm's average rank value is calculated and then the algorithm is ranked accordingly.
VI. EXPERIMENTS
This section describes the experiments that were conducted to test the performance of VEPSO when solving DMOOPs. The benchmark functions and performanc metrics discussed in Sections IV and V respectively were used to test the performance of variations of the VEPSO algorithm.
To test the influence of population size on the performance of the VEPSO algorithm, the number of particles of the swarms was varied between 2, 5, 10, 20, 30 and 40 particles respectively. For each of these population sizes either all swarms' global best particle and second global best particle were re-initialised when a change was detected, or only the forementioned particles of the swarm that is solving the objective function that changed.
To test the effect of the percentage of the swarm's population that is re-initialised when a change is detected in the environment, a fixed population size of 40 was used and either the global best particle and global second best particle, or 10%, 20% or 30% of the population was re-initialised. This was done for either all the swarms or only the swarm that is solving the objective function that has changed.
All experiments consisted of 30 runs and each run consisted of 1 000 iterations. The frequency of change, τ t , was set to 5 as suggested by [15] . Therefore, during each run the functions change every 5 iterations, resulting in 200 changes per run. Therefore the maximum number of S wins , NS wins and HV wins are 200 per algorithm, since more than one algorithm can have the best values for the specific time. The PSO parameters were set to the following values: w=0.72
and c1 = c2 = 1.49, since these values lead to convergent behaviour [27] .
VII. RESULTS
This section discusses the results that were obtained from the experiments, with regards to the overall rank of the variations of VEPSO and the effect of the population size on VEPSO's performance. Furthermore, the effect of the response to a detected change in the environment is highlighted. The results of the experiments can be seen in Tables I  -VIII. In the Tables (A) indicates that all swarms are reinitialised in response to a change and (C) indicates that only the swarms that solve the objective functions that have changed are re-initialised.
A. Overall Rank of Variations of VEPSO
Considering the overall rank of the variations of VEPSO (as discussed in Section V) a population size of 40 particles where all swarms are re-initialised when a change in the environment is detected, ranked overall mostly in first place (refer to Tables I, II, III and IV) .
B. Effect of Population Size
From the results it can be seen that an increase in the population size leads to a higher number of non-dominated solutions found. In some cases this can lead to a higher value of the spacing metric, i.e. the non-dominated solutions are less uniformly distributed. Figure 1 illustrates various non-dominated solution sets found over various runs with different population sizes for Function FDA1 on the left. On the right only the nondominated solutions from these non-dominated solution sets are illustrated. Non-dominated solutions found over various runs with various population sizes for Functions TP2 mod and FDA4 are illustrated left and right in Figure 2 respectively.
C. Effect of Various Responses to Change
Tables V to VIII highlight the results that were obtained with various variations of response to a detected change. It is interesting to note that re-initialising either the global gbest and second gbest or 10% of the population of all swarms when a change is detected, consistently lead to one of the best 3 performances.
Furthermore, when all swarms are re-initialised in response to a change (indicated by (A) in the Tables), better results are obtained than in the case where only the specific swarm that optimises the objective function that changed is re-initialised (indicated by (C) in the Tables). Re-initialising all swarms when a change is detected, leads to a lower spacing metric value (more uniformly distributed solutions) and a higher number of non-dominated solutions found.
D. Comparison with Other Work
Zhen [18] found the average hypervolume for Function FDA1 as ±0.6654 and the average hypervolume for Function FDA4 as ±0.466 when using a GA algorithm. However, it should be noted that for these experiments τ t was set to In the experiments of this paper τ t was set to 5, i.e. a change occurred every 5 generations. Using VEPSO the highest hypervolume value for Function FDA1 was 1.05 with a population size of 40 and re-initialising 30% of the population of the swarm that optimises the objective function that has changed (refer to Table V) . The second highest hypervolume value for FDA1 was 0.57 for a VEPSO algorithm with population size of 20 particles and only the swarm optimising the objective function that has changed are re-initialised (refer to Table I ). For Function FDA4 very large hypervolume values were obtained as can be seen in Tables I and V . From the spacing metric values in these tables can be seen that the non-dominated solutions are not very uniformly distributed. Furthermore, from Figure 2 it can be seen that there are a few solutions far away from the others. If one of these values become part of the reference vector in the calculation of the hypervolume, it can explain the high hypervolume values.
VIII. CONCLUSIONS This paper introduced using the VEPSO algorithm for DMOOPs. Through the usage of benchmark functions and performance metrics variations of the VEPSO algorithm were compared with one another.
The effect of the swarms' population size, as well as various responses to changes in the environment were discussed.
The results showed that VEPSO can solve a DMOOP with a discontinuous POF and functions with more than two objectives. An increase in the population size of the swarms lead to more non-dominated solutions found. Furthermore, re-initialising all swarms and not only the swarm(s) optimising the objective function(s) that have changed, resulted in more non-dominated solutions, as well as more uniformly distributed solutions.
Future work will include investigating various performance metrics for DMOOPs, especially for cases where the true POF is unknown. 
