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When the energy functional of a Bose-condensed state of matter features an effective gauge
potential which depends on the density ρ of the condensate, the kinetic energy density of the matter
field becomes nonlinear in ρ and additional flow-dependent terms enter the wave equation for the
phase of the condensate wavefunction. To begin with, we consider a certain class of density-dependent
‘single-component’ gauge potentials, and later extend this class to encompass more general ‘multi-
component’ potentials. The nonlinear flow terms are cast into the general form of an inner-product
between the velocity field of the fluid and the gauge potential. This is achieved by introducing
a coupling matrix of dimensionless functions γij (ρ), which characterises the particular functional
form of the gauge potential and regulates the strengths of the nonlinear terms accordingly. In the
momentum-transport equation of the fluid, two non-trivial terms emerge due to the density-dependent
vector potential. A body-force of dilation appears as a product of the gauge potential and the
dilation rate of the fluid, while the fluid stress tensor features a flow-dependent pressure contribution
given by the inner-product of the gauge potential and the current density of the fluid. This explicit
dependence of the fluid pressure on the flow highlights the lack of Galilean invariance of the nonlinear
fluid.
I. INTRODUCTION
In classical mechanics, the interaction of charged par-
ticles with the electromagnetic field can be completely
described in terms of the force fields E and B. The elec-
tromagnetic potentials φ and A on the other hand, enter
merely as auxiliary mathematical quantities bearing no
physical significance. The situation is drastically different
in quantum physics: quantisation of a classical theory pro-
ceeds from knowledge of the canonical momenta, and it is
the energies and momenta which are the central quantities
determining the phases of quantum wavefunctions. As a
result, charged particles couple directly to the electromag-
netic potentials in the quantum theory, where the form of
this coupling notably leads to the Aharanov-Bohm effect
and the local gauge invariance of quantum mechanics.
The implications of the fundamental role played by the
potentials [1], have since led to a diverse range of intrigu-
ing physical effects. These arise through the interplay
between particle-particle interactions and applied fields.
Although the weak field behaviour of gauge-coupled sys-
tems is well described by linear response theory, large
perturbing field values do not generally allow for a mean-
ingful first order expansion [2]. As the field is gradually
increased, the ordering of the system changes abruptly
at certain critical values and a variety of physical phe-
nomena become associated with each intensity range [3]:
from paramagnetic effects [4], to the quantum Hall [5–7]
and spin quantum Hall [8–11] effects observed in two-
dimensional electron systems. This notably led to the
classification of symmetry protected topological phases of
matter [12, 13] and paved the way for the implementation
of topological insulators [14, 15], illustrating the range
of intriguing phenomena which emerge in gauge-coupled
many-body systems.
The charge neutrality of Bose-condensed atomic sys-
tems seemingly restricts the discovery of exotic states of
matter of this kind. However, the versatility, controllabil-
ity and robust character of ultracold quantum gases, have
since allowed for the possibility of simulating artificial
gauge potentials for charge-neutral systems. These are
generally engineered through combined interactions, such
that a system exhibits spatially varying local eigenstates
[16, 17]. In other words, the action of a gauge potential
can be mimicked by imparting a geometric phase onto
the wavefunction [16–19]. In this regard, the elucida-
tion of the geometrical nature of the Arahanov-Bohm
phase [18] was a landmark in understanding magnetism
in quantum mechanics. Local eigenstates can be induced
in a variety of different ways. Initial attempts exploited
the equivalence of the Lorentz and Coriolis forces, by
stirring the condensate with a focused laser beam in a
magnetic trap [20], a technique that quickly led to the
observation of vortex lattices [21]. More recent imple-
mentations have relied almost exclusively on dressing the
bare atomic states using light-matter interactions. For
instance, a two-photon Raman scheme [22] was employed
in a series of experiments to engineer both electric [23]
and magnetic [24] synthetic force fields, as well as syn-
thetic spin-orbit coupling [25], spin Hall effect [26] and
partial waves [27]. Atomic light-dressing has also opened
up the possibility of generating non-Abelian vector po-
tentials with non-commuting components. These can be
implemented for atoms with degenerate eigenstates, and
generally emerge when coupling to a laser field produces
a degenerate subspace of dressed states [16]. In addition,
efforts have been made to extend the first generation of
synthetic potentials - whose space and time dependence
are prescribed externally and unaffected by particle mo-
tion - and endow these with dynamical properties [22].
For instance, it was recently shown [28] how the introduc-
tion of weak collisional interactions in an ultracold dilute
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2Bose gas of optically addressed two-level atoms gives rise
to a nonlinear effective vector potential A(ρ) acting on
the condensate, where |A| is modulated by the density
of the atomic gas. Density-dependent dynamical gauge
potentials have also been proposed [29] in spin-dependent
optical lattices, by combining periodically modulated in-
teractions and Raman-assisted hopping.
It should be emphasised that while the nonlinear poten-
tial enters the effective gauge-coupled Hamiltonian in the
form of a Berry connection, its origin is clearly different
from the gauge fields encountered in field theory. The
degrees of freedom of a gauge field are tied to the points
of space and the field evolves under its own equations of
motion in accordance with some prescribed Lagrangian
density. In contrast, the “degrees of freedom” of a nonlin-
ear synthetic gauge potential are tied to those material
elements of a system which are subject to the synthetic
potential, by virtue of the combined interactions. There
is no interaction between matter-field and gauge “field”
since the situation is not that of a dynamical coupling
between fields. Rather, there are not two, but one sin-
gle field - the matter-field - whose condensed fraction
is dynamically governed by a nonlinear wave equation
featuring a density-dependent vector potential as a result
of the form taken by the Berry connection entering the
effective Hamiltonian.
It is the emergence of such nonlinear vector potentials
which has motivated the present study. From a hydro-
dynamical point of view this is an interesting situation
because the kinetic energy density becomes nonlinear in
the fluid density. Thus, flow depends explicitly on the
density profile of the fluid, where the magnitude of flow
of a volume element of fluid typically increases as the
volume element shrinks. A notable consequence of this, is
that fluids subject to density-dependent vector potentials
lack Galilean invariance, a point which will be covered in
greater detail elsewhere. In this paper, we investigate the
types of fluid stress and body-forces which emerge when a
quantum fluid couples to nonlinear potentials. To under-
take this study, we treat the condensate wavefunction as
a classical complex scalar field and construct a canonical
formalism for the matter-field in terms of the hydrody-
namical variables ρ and θ. Working in this formalism,
it will become readily apparent that density-dependent
gauge potentials invariably produce flow-dependent terms
in the dynamical equation for the scalar velocity potential
of the fluid, where such nonlinear terms arise whenever
the kinetic energy density depends nonlinearly on the fluid
density. To begin with, we derive a canonical formalism
for the Gross-Pitaevskii field and subsequently introduce
the nonlinear potentials in the resulting Hamiltonian den-
sity through minimal substitution.
II. CANONICAL FORMALISM FOR THE
MATTER-FIELD
A. The Gross-Pitaevskii field as a singular
Lagrangian system
At zero temperature, the state of a weakly interacting
dilute Bose-Einstein condensed gas is well described by a
complex wavefunction Ψ. The time evolution of the con-
densate is governed by a nonlinear Schro¨dinger equation
(NLSE)
i~∂tΨ =
(
− ~
2
2m
∇2 + g |Ψ|2 + V
)
Ψ, (1)
known as the Gross-Pitaevskii equation (GPE). When
the number of condensed particles becomes macroscopic,
the condensate wavefunction takes on a physical mean-
ing which extends into the classical domain by virtue of
the existence of a single phase function common to all
particles in the system, a feature which is central to the
manifestation of Bose-Einstein condensation and the ob-
servation of quantum phenomena at the macroscopic level.
By treating Ψ as a classical complex scalar field [30, 31],
Eq. (1) may be derived by demanding that the action
S [Ψ,Ψ∗] =
∫
dtL, be stationary with respect to varia-
tions of the independent fields Ψ (r) and Ψ∗ (r), where
the Lagrangian functional
L
[
Ψ,Ψ∗, Ψ˙, Ψ˙∗
]
=
∫
d3xL
(
Ψ,∇Ψ,Ψ∗,∇Ψ∗, Ψ˙, Ψ˙∗
)
(2)
is given in terms of the Lagrangian density function [31–
33]
L = i~
2
(
Ψ∗Ψ˙−ΨΨ˙∗
)
− ~
2
2m
∇Ψ ·∇Ψ∗ − g
2
|Ψ|4 − V |Ψ|2 . (3)
Denoting the functional derivatives applied to a functional
F [φ] =
∫
d3xF
(
φ,∇φ, φ˙
)
of a field φ, by
δF
δφ
=
∂F
∂φ
−∇ · ∂F
∂ (∇φ)
δF
δφ˙
=
∂F
∂φ˙
, (4)
and inserting Eq. (3) into the following Euler-Lagrange
field equation:
δL
δΨ∗
− ∂
∂t
δL
δΨ˙∗
= 0, (5)
yields the GPE. Carrying out the same procedure for
variation with respect to Ψ, yields the complex conjugate
of the GPE.
Notice how a complex field variable Ψ automatically
requires that L also depend on Ψ∗ in order for the action
3to be real. Yet, the fact that the GPE is first order in
time, signifies that
(
Ψ,Ψ∗, Ψ˙, Ψ˙∗
)
are not independent
and that an excess of dynamical variables are contained in
the Lagrangian [31, 34]. As we shall see in section II B, this
is invariably the situation when the Lagrangian density
is linear in the time derivatives of the fields. However,
at first sight this should not come as surprise, since the
dynamical state of the field is completely specified by
its configuration Ψ, whereas the Lagrangian equations
of motion are second order in time. As a consequence,
a mechanical field governed by a first order Lagrangian
must contain at least two components in order for the
configuration of the field to be specified at all times, some
combination of these serving as field velocity. When the
dynamical state of a field can be completely specified by a
single complex variable Ψ, the remaining 6 real variables
contained in Ψ∗, Ψ˙ and Ψ˙∗, are clearly not dynamically
independent of the components of Ψ, by definition. Two
equivalent [35] methods have been devised to eliminate
redundant variables and construct a reduced phase space
for constrained Hamiltonian systems (section II B): the
Dirac-Bergmann method [36, 37] and the Faddeev-Jackiw
method [38]. In the particular case of the Schro¨dinger
field, an alternative route is made available by performing
a suitable canonical transformation [31, 39], where one
begins by decomposing the field into real and imaginary
parts and then supplements the resulting Lagrangian by
a total time derivative to obtain a single pair of real
conjugate variables. Several other field transformations
yielding Schro¨dinger’s equation from a canonical field
equation, can also be found in the literature [34, 40].
However, these depend either on one or two complex
pairs of conjugate variables, meaning redundant variables
have not entirely been eliminated. For a review of these
formalisms, and an application of the Dirac-Bergmann and
the Faddeev-Jackiw methods to the Schro¨dinger field, see
[41]. In our study, we take a different approach and derive
a canonical formalism for the matter-field in terms of the
single pair of real variables (ρ, θ), namely the modulus and
the argument of the complex field Ψ. These constitute the
natural conjugate pair of variables connecting the field and
fluid descriptions of a condensate. It should be emphasised
that this approach is by no means original and in fact
well-known to classical and quantum hydrodynamics [42–
46], yet perhaps less discussed in the context of field
theory. The line of reasoning followed here may still be
appreciated by some readers.
B. Constrained Hamiltonian systems
Nonrelativistic Bose-condensed quantum fluids are gen-
erally described by multi-component Lagrangian densities
L
(
φα,∇φα, φ˙α
)
which are linear in the time derivatives
of the fields, where φα ≡ φ1, · · · , φn. In this situation,
the total Lagrangian of the system can be written as
L
[
φα, φ˙α
]
=
∫
d3x
∑
i
Ai (φα,∇φα) φ˙i − V [φα] , (6)
where V is an interaction functional of the field compo-
nents φα:
V [φα] =
∫
d3xV (φα,∇φα) . (7)
The key point to appreciate is that when L is of the form
(6), the canonical momenta are given as functions of φα
and ∇φα and as such, can not be treated as indepen-
dent dynamical variables. Indeed, denoting the canonical
momentum conjugate to φi, by
pii =
∂L
∂φ˙i
, (8)
we notice that if the total Hamiltonian of the system is
defined in the usual fashion, according to the Legendre
transform
H [φα, piα] =
∫
d3x
n∑
i=1
piiφ˙i − L
[
φα, φ˙α
]
, (9)
the field velocities φ˙α do not appear on the right hand
side of this expression as they would typically, given that
pii = Ai (φα,∇φα) when L is first order in the φ˙i. Thus,
the Hamiltonian (9) reduces to the interaction potential
functional (7) and it is not possible to invert φ˙i as a
function of φα and piα, since
∂2L
∂φ˙j∂φ˙i
=
∂Ai
∂φ˙j
= 0, (10)
holds at every point in space. Dynamical systems with
this property are called “singular Lagrangian systems”
or “constrained Hamiltonian systems” [37, 47]. However,
we should keep in mind that the singular nature of a
system satisfying (10), may equally well be the result
of actual physical constraints in the system, or through
mathematical artefact [38]. Now, although it may not be
possible to invert the Legendre transform (9), we can still
define the functional
H =
∫
d3x
∑
i
piiφ˙i − L, (11)
without concerning ourselves for the time being about
the details of the Lagrangian density. In other words, re-
gardless of whether the duality of the Legendre transform
holds, we simply observe that Eq. (11) can be read in
reverse, and express the action integral in the canonical
form
S =
∫
dt
[∫
d3x
∑
i
piiφ˙i −H [φα, piα]
]
. (12)
4Requiring that Eq. (12) assume a stationary value for
arbitrary variations of the φi and pii, yields the system of
canonical equations
φ˙i =
δH
δpii
(13)
p˙ii =− δH
δφi
i = 1, · · · , n. (14)
In the case where duality holds, H [φα, piα] is a functional
on the full phase space (φα, piα) and the φ˙i may be inverted
to obtain the Lagrangian description of the field. If, on the
other hand, duality does not hold, constraint equations
will occur in the system of dynamical equations (13-14).
C. Hydrodynamic canonical formalism
Following up on discussions in sections II A and II B,
we choose to describe the matter-field Ψ in terms of the
two-component real field (ρ, θ), defined according to
Ψ =
√
ρei
θ
~ , Ψ∗ =
√
ρe−i
θ
~ , (15)
and treat these components as the independent variables
subject to the process of variation [32]. For a macroscopic
occupation of the superfluid state, ρ = ΨΨ∗ represents
the particle density and θ characterises the superfluid flow.
This ‘superflow’ is of the potential type (18), depicting an
irrotational velocity field which can be obtained in terms
of θ, by substituting Eq. (15) into the current density
J =
i~
2m
(Ψ∇Ψ∗ −Ψ∗∇Ψ) . (16)
This yields the more perspicuous form
J =
ρ
m
∇θ. (17)
Given that the fluid occupies a simply-connected region
whilst in the superfluid state, Eq. (17) allows for the
identification of θ/m as the potential of the velocity field
v =
∇θ
m
. (18)
Thus, regardless of the physical meaning attributed to the
field Ψ, there remains from a mathematical perspective,
a clear role played by the fields ρ and θ in establishing
matter-wave dynamics: the first of these defines the dis-
tribution or amplitude of the matter-field over physical
space, while the second dictates the flow of this distribu-
tion.
The canonical field Eqs. (13) and (14) for the hydrody-
namical variables, are
ρ˙ =
δH
δpiρ
θ˙ =
δH
δpiθ
p˙iρ = −δH
δρ
p˙iθ = −δH
δθ
. (19)
Substituting (15) into Eq. (3), the Lagrangian density in
terms of the new variables, reads
L = −ρ
(
θ˙ +
(∇θ)2
2m
+
g
2
ρ+ V
)
− ~
2
8mρ
(∇ρ)2, (20)
and the conjugate momenta (8) are found to be
piρ = 0, piθ = −ρ. (21)
These take the form of constraint equations in the system
of Eqs. (19), from which we obtain two independent
dynamical equations:
ρ˙ =
δH
δθ
(22)
θ˙ = −δH
δρ
. (23)
This highlights the fact that the dynamics occur on the
reduced phase space (ρ, θ) spanned by a single conjugate
pair of dynamical variables, where θ takes on the signif-
icance of canonical momentum conjugate to the field ρ.
For the Gross-Pitaevskii field in Eq. (20), the Hamilto-
nian density governing the time evolution of the canonical
pair, can be obtained from Eqs. (11) and (20), taking the
form
H = ρ
[
(∇θ)2
2m
+
g
2
ρ+ V
]
+
~2
8mρ
(∇ρ)2 . (24)
Inserting this expression into the canonical field Eqs. (22)
and (23), yields respectively, a wave equation for ρ, given
by
ρ˙+∇ · J = 0, (25)
and a wave equation for θ, in the form
θ˙ +
1
2
mv2 + gρ+ V +Q = 0, (26)
where v = |v| and
Q = − ~
2
2m
∇2√ρ√
ρ
(27)
is the quantum potential. Equation (25) expresses the
conservation of fluid mass and Eq. (26) takes the form of a
quantum Hamilton-Jacobi equation (QHJE) and expresses
the conservation of mechanical momentum. The pair of
real coupled Eqs. (25) and (26) is entirely equivalent
to the complex Eq. (1), where relation (15) provides
a mapping between both sets of equations known as a
Madelung transformation [48].
The connection between the Lagrangian and Hamil-
tonian hydrodynamical descriptions is established by in-
cluding the constraints in the Legendre transform. The
constraint equation piρ = 0 signifies that ρ˙ does not enter
L, so that the Lagrangian description is obtained simply
5by transforming variable piθ into θ˙, according to the usual
prescription
L =
∫
d3x
δH
δpiθ
piθ −H. (28)
The second constraint piθ = −ρ, then leads to the following
relation between H and L:
L = −ρθ˙ −H. (29)
Finally, we note that the canonical Hamiltonian den-
sity (24) simultaneously gives the energy density of the
matter-field and generates time evolution of an arbitrary
functional F [ρ, θ] =
∫
d3xF(ρ,∇ρ, θ,∇θ) on the reduced
phase space, through the Poisson bracket
{F,H} =
∫
d3x
[
δF
δρ
δH
δθ
− δF
δθ
δH
δρ
]
. (30)
The matter-field may then be quantised by promoting the
fields to operators and Poisson brackets to commutators.
D. The nonlinear gauge potential
The canonical formalism outlined in the previous sec-
tion in terms of the conjugate pair (ρ, θ), allows for the
possibility of introducing additional effective interaction
terms in a straight forward manner. For instance, we can
investigate the dynamical properties of Bose condensed
fluids which are subject to density-dependent effective
scalar and gauge potentials η (ρ) and A (ρ). As we shall
see, A gives rise to an expected nonlinear vector potential
in the kinetic term of the dynamical equation for the
phase, but also interestingly, to additional nonlinear flow-
dependent scalar terms. This is invariably the situation
when fluid flow depends explicitly on ρ.
An effective gauge-coupled Hamiltonian density can
be obtained for the field by demanding that the energy
density be invariant under local gauge transformations.
Since a unitary transformation of the condensate wave-
function is equivalent to a local phase transformation and
θ takes on the physical role of a velocity potential, the
central quantities concerned by such explicit invariance
requirements will be those pertaining to fluid flow. Ac-
cordingly, the current density now takes the explicitly
covariant form
J =
i~
2m
[
Ψ
(
∇+ i
~
A
)
Ψ∗ −Ψ∗
(
∇− i
~
A
)
Ψ
]
. (31)
In terms of the conjugate hydrodynamic variables, the
current reads
J =
ρ
m
(∇θ −A) , (32)
and the velocity field, becomes
v =
1
m
(∇θ −A) . (33)
Note the distinction which must now be made between the
canonical (potential) flow and the mechanical (physical)
flow, due to the influence of a geometric vector potential
on the motion of the fluid. In the canonical flow u, we
include the total flow which can be accounted for locally
by a phase twist in a suitable gauge, whereas the gauge
flow denotes any additional flow contribution from A
which can not be accounted for in the phase without
destroying the form of the dynamical equation of the
fluid. For example, if in our choice of gauge the wave
equation of a fluid reads
θ˙ +
1
2
mv2 + φ = 0, (34)
where v includes a constant vector potential A = c, the
flow conveyed to the fluid by A is purely canonical, since
performing the transformations
θ → θ −
∫
C
dr · c
A→ A− c,
leaves the form of the wave equation unchanged, but the
velocity now takes the purely potential form v =∇θ/m.
From Eq. (33), we see that the transverse component of
A has the effect of biasing or curving solution trajectories,
leading to fluid circulation. Conversely, the longitudinal
component tends to stretch or shrink streamlines, leading
to fluid dilation. This is in contrast to the gauge field of
standard electrodynamic theory, where only the transverse
components enter as dynamical degrees of freedom, the
longitudinal component being redundant. In the absence
of a physical gauge field, the rate at which a fluid flows
between neighbouring points of space is dictated by the
phase twist: v = u =∇θ/m. The inclusion of a geometric
vector potential A in Eq. (33) then alters this twist, and
does so by rotating or twisting the local basis for the
phase along the direction of A (see FIG.1). This is an
example of a geometric phase being imparted onto the
fluid [16, 17]. The gauge covariant (mechanical) velocity
will be reflected in the kinetic term of the Hamiltonian
density, through the mechanical momentum density g =
mρv. The Hamiltonian density of a quantum fluid subject
to nonlinear scalar and gauge potentials, then reads
H = ρ
[
1
2
mv2 + η (ρ) + V
]
+Q (ρ,∇ρ) , (35)
where v from Eq. (33) features an effective density-
dependent vector potential A (ρ), η (ρ) is an effective
scalar potential, and
Q = ~
2
8mρ
(∇ρ)2 , (36)
is the energy density contribution from the quantum
potential Q in Eq. (27).
6x
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FIG. 1. A pictorial representation of the twist undergone by
the local basis for the phase along two constant-time paths
due to a unidirectional density-modulated gauge potential
A = ρ |a| xˆ. The waveforms represent three slices of the density
ρ (x, y) in the direction of A. The density-dependent gauge
potential sets up a gauge flow along −x. Fluid circulation
occurs through the spatial dependence of ρ along y (clockwise
circulation loops in red and anti-clockwise in blue). The
basis twist becomes path-dependent in fluid regions with non-
vanishing circulation.
III. THE SINGLE-COMPONENT NONLINEAR
GAUGE POTENTIAL
In this paper, the only physical assumption we make is
that the basis forA is externally prescribed and unaffected
by the motion of the condensate. To begin with, we
consider the case of a nonlinear gauge potential
A = α (ρ)a, (37)
whose amplitude is modulated by a density-dependent
function α and whose orientation is prescribed by some
external vector field a(x), which we take to be static.
This ensures that the dynamics of the gauge potential
depend only on the dynamics of the fluid, but one could
easily consider the situation of a time-dependent vector
field a(x, t). The configuration of a(x) would depend on
the details of the underlying microscopic model which has
produced spatially varying local eigenstates across the
system. In the case of a dilute Bose gas of optically ad-
dressed two-level atoms, the introduction of weak contact
interactions [28] produces spatially dependent perturbed
dressed states with an associated density-modulated vec-
tor potential A = ρa, whose directionality and effective
strength are determined by
a =
g11 − g22
8Ω
∇φ, (38)
where Ω is the Rabi frequency characterising the light-
matter coupling, φ is the phase of the laser field and
gij = 4pi~2aij/m is the two-body interaction coupling
strength associated with the s-wave scattering length aij
between internal atomic components i and j. In this sys-
tem a geometric phase is acquired by the condensate along
constant-time excursion curves through space, whenever
the phase of the laser field changes along the curve. In our
study, the nonlinear dependence of the vector potential
enters in the form of an arbitrary function of the density
α (ρ). For convenience, we assume that all the relevent
effective strengths have been absorbed into the function
α, such that |a| = 1. Lastly, although A is tied to the
dynamics of the fluid through |A|, its orientation along
a is fixed in time and as such, possesses only a single
dynamical component. Later, we widen the dynamical
scope of A by considering multiple basis vectors ai, each
with their own αi (ρ). Proceeding in this order, we hope
to gain a clear picture of the essential physical features
of the elementary case, at which point a mathematical
extension of the problem becomes straight forward.
A. Dynamics of the condensate
The dynamics of the hydrodynamical field variables
are governed by the canonical field Eqs. (22) and (23).
The wave equations for the variables are generated by the
total field Hamiltonian obtained from Eq. (35), where v
takes the form
v =
1
m
[∇θ − aα (ρ)] . (39)
Inserting the resulting Hamiltonian density into Eq. (23)
again yields an equation of continuity (25), but with a
current density in covariant form. The second field Eq.
(22), leads to the QHJE
θ˙ +
1
2
mv2 − γv ·A+ χη + V +Q = 0, (40)
where the density-dependence of the kinetic term within
the square brackets of Eq. (35) has produced an addi-
tional nonlinear scalar term −γv ·A, where γ and χ are
dimensionless functions, defined as
γ (ρ) =
ρ
α
dα
dρ
(41)
χ (ρ) =
ρ
η
dη
dρ
+ 1. (42)
These essentially characterise the form taken by the wave
Eq. (40), for given functions α (ρ) and η (ρ). For instance,
in the simple case where α ∝ ρn and η ∝ ρm, then
γ = n and χ = m + 1 are just numbers regulating the
strengths of the flow and density nonlinear terms v ·A
and η. More generally however, these will depend on
position through ρ. Note that in terms of the logarithmic
variable α˜ = ln (α/ρ), γ takes the form γ = 1 + ρdα˜dρ . In
the particular case where η = g/2ρ and α = |a| ρ are
both proportional to ρ (as seen in [28]), the QHJE (40)
7together with the equation of mass conservation (25), map
to the NLSE
i~∂tΨ =
[
(P−A)2
2m
− a · J+ g |Ψ|2 + V
]
Ψ, (43)
under transformations (15), where A = a |Ψ|2 and J is
given by Eq. (31).
In summary, the following key findings may be high-
lighted. When a fluid is subject to a nonlinear vector
potential, the flow v in Eq. (39) depends explicitly on
the density of the fluid such that the kinetic energy
density κ = ρmv2/2 becomes nonlinear in ρ. Thus,
the change δκ in an infinitesimal volume due to δρ,
is not determined simply by the kinetic energy mv2/2
of the volume as it is typically, but also depends on
the overlap between the flow and the vector potential,
since δκ =
(
mv2/2 + ρmv · ∂v/∂ρ) δρ. In the same way
that a scalar potential energy density with nonlinear ρ-
dependence ρη (ρ) produces a density-dependent scalar
potential χη in the wave equation under Eq. (23), a ki-
netic energy density with nonlinear ρ-dependence gives
rise to a flow -dependent scalar potential. This is a general
feature which is entirely independent of the details of the
microscopic model. We may also note that the proce-
dure followed in this section outlines a simple method
for investigating the implications of introducing effective
nonlinear ρ-dependent or θ-dependent interaction terms.
One could envisage other forms of coupling between the
fields ρ and θ, or introduce additional atomic species, and
check whether these give rise to interesting dynamical
terms in the resulting wave equation.
B. Cauchy’s equation
The remainder of section III will be devoted to deriving
a hydrodynamic Cauchy equation describing the transport
of mechanical momentum in the fluid. To this end, we
begin by stating the general form of this equation and
highlight the central quantities relevant to the problem.
Denoting the time derivative operator in the reference
frame of the fluid or convective derivative operator, by a
total time derivative
d
dt
≡ ∂
∂t
+ v ·∇, (44)
and adopting the usual summation convention over indices
appearing twice, Cauchy’s equation [49] then takes the
form
ρm
dvk
dt
= ρfk +∇jΠjk, (45)
where fk denote the body forces and Πjk are the com-
ponents of the stress tensor of the fluid. Equation (45)
holds true for any fluid medium, irrespective of the man-
ner in which stress is connected to the rate of strain. The
distinction between body and stress forces is established
according to the manner in which each type act on an
infinitesimal volume element of fluid. The former act
throughout the volume thereby changing the overall rate
of flow of the volume element, whereas the latter deform
the volume element by acting on its bounding surface and
lead to propagation of fluid disturbances. In other words,
the Πjk define a linear map between the surface normal
vectors and the forces acting on these. Thus, the stress
tensor of a fluid may be written in the form
Πjk = −Pδjk + σjk, (46)
where P is the fluid pressure associated with normal
forces and the σjk account for shearing forces. It should
be emphasised that in accordance with Eqs. (45) and
(44), P does not represent the pressure at a fixed point
of space, but the pressure of an infinitesimal volume
element which flows with the fluid. As a final point,
notice how body-forces will typically be the result of the
fluid interacting with external fields. In contrast, fluid
stress emerges due to internal-type interactions between
the fluid particles, these generally giving rise to nonlinear
effective potentials in the wave equation for the fluid.
However, if the nonlinear potential is not simply a scalar
but a tensor of higher rank whose orientation or basis is
prescribed externally (a in this instance), this separation
no longer applies. Thus, A (ρ) will be seen to play a
double role in Eq. (45), bearing implications for both Πjk
and fk.
C. Momentum-transport from the fluid description
of the condensate
Inspecting the form of Eq. (33), reveals that the dy-
namics of the velocity field can be obtained by taking the
gradient of the QHJE (40). Doing so, we find that
m
(
∂
∂t
+ v ·∇
)
v +
∂A
∂t
+mv × ω = −∇ (V +Q+ χη − γA · v) , (47)
where the kinetic energy term in Eq. (40) combines to
give rise to a convective derivative operator (44) and also
leads to a vortical force due to the non-vanishing fluid
8vorticity
ωk = ijk∇ivj , (48)
stemming from the rotational component of the vector
potential. Alternatively, if we define a synthetic magnetic
field
Bk = ijk∇iAj , (49)
the vortical force can be given a familiar magnetic form
through a trivial substitution of the vorticity for Bk =
−mωk. Similarly, the time dependence of the vector
potential together with the spatial dependence of the
scalar field
φ = χη − γv ·A, (50)
define a synthetic electric field
Ek = −∇kφ− ∂tAk. (51)
Accordingly, the forces appearing in Eq. (47) as a result
of the nonlinear potentials, now take the Lorentz form
λk = Ek + ijkviBj . (52)
In turn, this leads to the following equation for the force
acting on a infinitesimal volume element which flows with
the fluid:
mρ
dvk
dt
= ρλk − ρ∇k (V +Q) . (53)
It should be emphasised that Ek and Bk have been defined
only to make contact with the Lorentz force of electro-
magnetism, the form of which generally emerges whenever
a system is subject to scalar and vector potentials. On
this note, although λk may appear to take the form of a
body-force as seen in Eq. (53), the nonlinear character of
the potentials leading to Eq. (52) suggests that this is not
the case. In fact, λk will soon be given a different form
when it becomes apparent that the density dependence
of A signifies that both Bk and Ek are connected to the
flow profile of the fluid, at which point a separation of λk
into body and stress terms will be made. This connection
is already clearly apparent for magnetic forces, since B is
proportional to the vorticity by definition. For a super-
fluid confined to a two-dimensional surface which is left
to evolve freely from some initial configuration, this im-
plies that the total synthetic magnetic flux is proportional
to the fluid circulation on the boundary and therefore
conserved during the motion of the fluid. Thus, a super-
fluid subject to A (ρ) is constrained to evolve within a
subspace of density configurations having identical circu-
lation on the boundary. In the case of a uniform field
a, infinitesimal circulation loops arise when ρ is asym-
metrically distributed about a (see FIG.1). In the more
general case of non-vanishing
bk = ijk∇iaj , (54)
Bk is comprised of two parts:
Bk = αbk +
γ
ρ
ijkAj∇iρ, (55)
namely, an α-modulated body-type magnetic field stem-
ming from the spatial dependence of a, and a stress-like
magnetic field associated with density variations trans-
verse to a.
While a transverse flow component can always be
attributed to a synthetic magnetic field, the density-
dependence of A connects the synthetic electric field to
the longitudinal component of flow. Indeed, an equation
of conservation (e.g. Eqs. (25, 94, 95)) relates the time
dependence of a physical quantity to the longitudinal
component of its current. For A in Eq. (37), this signifies
that
∂Ak
∂t
= −γAk
ρ
∇iJi. (56)
This simple yet significant equation, encapsulates the
underlying connection between the dynamics of the gauge
potential and the dynamical state of the condensate. As
a result, the synthetic electric field defined in Eq. (51)
can be spatially resolved, as
Ek = −∇kφ+ γAk
ρ
∇iJi, (57)
indicating that a non-trivial type of force should be ex-
pected for the onset of current in the system.
Equations (48), (49) and (57) suggest that we dispose
of the synthetic fields and express the Lorentz force in
terms of the symmetric and antisymmetric parts of the
velocity gradient tensor or displacement field tensor
∇ivj ≡ dij = eij + Ωij , (58)
where eij is the deformation or rate of strain tensor, given
by
eij =
1
2
(∇ivj +∇jvi) , (59)
and Ωij is the vorticity tensor
Ωij =
1
2
(∇ivj −∇jvi) . (60)
The diagonal components of eij dictate the rates of lon-
gitudinal strain connected with pure stretching whereas
the off-diagonal components determine the rates of shear
strain connected with pure shearing [49]. In terms of
these objects, the longitudinal component of the velocity
field or dilation rate, takes the form
∇ivi = δijdij = δijeij , (61)
while the transverse component or vorticity from Eq. (48),
reads
ωk = ijkdij = ijkΩij . (62)
9After inserting Eq. (57) into Eq. (52) and noting that
Bk = −mijkΩij , we find that the Lorentz force is related
to eij and Ωij , in the form
λk = −∇kφ+γAkδijeij+mvi
(
2Ωik +
γAk
mρ
∇iρ
)
. (63)
The separation of B in Eq. (55), into body-type and
stress-type fields, also applies to the vorticity, leading to
the following relation for the vorticity tensor:
Ωik =
α
2m
ijkbj +
γ
2mρ
(Ai∇kρ−Ak∇iρ) . (64)
Substituting Eqs. (64) and (50) into Eq. (63), we notice
the double role played by the stress-like vortical field
depicted by the two last terms in Eq. (64). The second
of these cancels the “convective” force contribution from
the last term in Eq. (57), while the first combines with
−∇kφ to produce a force which is the divergence of the
rank-two tensor
Γjk = δjk [(1− χ) ρη + γJiAi] , (65)
such that
λk = γAkδijeij + αijkvibj +
1
ρ
∇jΓjk. (66)
In other words, Γjk characterises the fluid stress brought
about by the nonlinear potentials. However, Γjk is not the
full stress tensor of the fluid. The quantum potential de-
fined in Eq. (27), gives rise to two additional stress terms,
since a little manipulation reveals that fQk = −∇kQ can
be derived from a rank-2 tensor Qjk:
ρfQk = ∇jQjk, (67)
where, recalling Eq. (46), we decompose Qjk into the
form
Qjk = −PQδjk + σjk. (68)
The first contribution on the right hand side of this equa-
tion, represents the quantum pressure
PQ = − ~
2
4m
∇2ρ, (69)
while the second, is the quantum stress tensor
σjk = − ~
2
4mρ
∇jρ∇kρ. (70)
It is σjk which is responsible for the osmotic pressure
driving quantum diffusion [50–52]. By introducing the
osmotic velocity field [51]
wk = −D
ρ
∇kρ, (71)
with diffusion coefficient D = ~/ (2m), Eq. (70) takes the
form
σjk = −mρwjwk. (72)
After substituting Eqs. (66) and (67) into Eq. (53), a
Cauchy equation
mρ
dvk
dt
= ρfk +∇jΠjk, (73)
is obtained for the fluid, where the body-forces read
fk = −∇kV + γAkeijδij + αijkvibj , (74)
and the stress tensor of the fluid, is given by
Πjk = −
[
− ~
2
4m
∇2ρ+ (χ− 1) ρη − γAiJi
]
δjk + σjk.
(75)
Since the fluid pressure can be read from the diagonal
components of the stress tensor (see Eq. 46), we see that
P = PQ + (χ− 1) ρη − γAiJi, (76)
depends on the overlap of the current density and the
vector potential, and as such, depends explicitly on the
canonical flow u of the fluid. In other words, the fluid
pressure becomes a function of both independent dynam-
ical variables ρ and u and as a consequence, transforms
generally from one Galilean frame of reference to another.
Complementing this pressure term, two additional nonlin-
ear body-forces enter Eq. (74) as a result of A (ρ). The
last term in this expression, represents an α-modulated
magnetic-like force due to the spatial dependence of a.
The second term on the other hand, results from the
time-dependence of A in Eq. (56) and, interestingly, con-
stitutes a body-force of dilation. This follows from the
continuity of fluid mass from Eq. (25), which can be given
the form
eijδij = −1
ρ
dρ
dt
. (77)
Therefore, if we track an infinitesimal volume element
of fluid as it flows, an additional body-force is exerted
throughout the element of the fluid whenever the size
of the volume changes. If for instance, the element is
compressed by external fields or as a result of entering
an increasing surrounding local pressure field, flow is
imparted onto the whole element by the vector potential.
This change in mechanical momentum must be the result
of a body-type force.
IV. MULTI-COMPONENT GAUGE POTENTIAL
So far, we have considered nonlinear vector potentials
having a single dynamical component, the orientation of
A at each point of space being fixed in time. From a math-
ematical perspective, this restriction can be circumvented
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by simply allowing for the possibility of additional dynam-
ical components and a multi-component gauge potential
to emerge in the form
A =
N∑
n=1
α′n (ρ)a
′
n, (78)
where the sum is carried over the total number of static
vector fields a′n determining the directions of gauge-flow
imposed on the system. Although the a′n are fixed and
externally prescribed, the orientation of A will generally
change in time through the ρ-dependence of the α′n, so
long as it is possible to find at least two independent
linear combinations from the set a′n which have different
associated ρ-dependent component functions. When the
a′n take on values in physical space, the rank r of the
matrix of coefficients aij (x) is r (x) ≤ 3. An orthonormal
local basis aij (x) = xˆi · aˆj may be constructed for A,
such that
Ai = aijαj (ρ) , (79)
where αi = αi (α
′
1, · · · , α′N ), and the |ai| have been
absorbed into the αi so as to ensure ai = aˆi. Since
aijajk = δik, the αi may be inverted as a function of the
Ai, according to
αi = aijAj . (80)
Notice how each independent vector Ai comprising the
multi-component gauge potential A = xˆiAi = aˆiαi, gives
rise to an associated γ from Eq. (41). As a consequence,
it will be useful to define the functions
γi =
ρ
αi
dαi
dρ
, (81)
not summed over i. In the case where the αi are identical
functions of ρ, the multi-component gauge potential is
abridged to the single component potential Ai = aiα (ρ).
In turn, when the orientation of the local basis is inde-
pendent of position, aij can always be reduced to the
identity matrix by performing a suitable orthogonal trans-
formation. This is the multi-component equivalent of a
uniform field a in the single-component system. In the
more general case where aij depends on position, each
basis vector ai gives rise to an Eq. (54), calling for the
extension
bkp = ijk∇iajp. (82)
A. Dynamics of the condensate
The dynamics of the field θ are governed by the canon-
ical field Eq. (23). The Hamiltonian density of the field
again takes the form of Eq. (35), but the components of
the velocity field, now read
vi = ui − 1
m
aijαj (ρ) , (83)
where ui = ∇iθ/m is the canonical flow. In this instance,
Eq. (23) yields the QHJE
θ˙ +
1
2
mv2 − viγijAj + χη + V +Q = 0, (84)
where χ is again given by Eq. (42), but the dimensionless
overlap modulation function γ regulating the strength of
the nonlinear flow term, generalises to
γij =
∑
k
aikγkakj , (85)
where the γk are given by Eq. (81). The γij define the
couplings which take place in the wave equation between
the components of flow vi and the components of the
gauge potential Aj from Eq. (79). Since the basis for v
and the basis for A are different, the latter depending on
position, the matrix of coefficients γij at a given point
of space will not be diagonal in general. If at point x0
both bases do coincide, γij (x0) is a diagonal matrix with
diagonal elements γk.
B. Momentum-transport from the field description
of the condensate
In section III C, a Cauchy equation was derived by
observing that the gradient of the QHJE leads to an
expression for the convective derivative of the velocity
field in Eq. (47). However, a more concise route to
Cauchy’s equation is furnished by the field description
of the condensate developed in section II (see [32]). In
this treatment, the dynamical state of the matter-field
is completely specified by the stress-energy-momentum
tensor
Tµν = −
∑
φ=ρ,θ
∂L
∂(∂µφ)
∂νφ+ δµνL, (86)
while the transport equations governing the dynamics of
energy-flow and momentum-flow, follow from the conser-
vation law
∂µTµν = ∂νL, (87)
where we have adopted a relativistic-like notation with
µ = 0, 1, 2, 3. Recalling that the passage between the
Lagrangian and Hamiltonian descriptions is provided by
Eq. (29), the field Lagrangian density of a Bose-condensed
quantum fluid subject to nonlinear potentials, reads
L = −ρ
(
θ˙ +
1
2
mv2 + η + V
)
−Q. (88)
Alternatively, L can be cast in terms of the fields and
their spatial derivatives, by inserting the wave equation
for θ into the above expression. Rendering L into this
form is essential for evaluating the components of the
stress tensor Tij . For the particular case (83) considered
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here, substituting the wave equation (84) for θ into Eq.
(88), yields
L = − ~
2
4m
∇2ρ+ (χ− 1) ρη − JiγijAj . (89)
The stress-energy-momentum tensor in Eq. (86) char-
acterises the dynamical state of the field by specifying
the energy density, the momentum density, and the cur-
rents associated with both of these quantities. The energy
density of the field is
−T00 ≡ H. (90)
The energy current density −Tk0 ≡ Sk, takes the form
Sk = Dρ˙wk − ρθ˙vk, (91)
where wk is the osmotic velocity from Eq. (71) and
D is the quantum diffusion coefficient. The canonical
momentum density T0k ≡ Pk, reads
Pk = ρ∇kθ = ρmuk. (92)
Using both expressions (88) and (89) for L, the canonical
momentum current density or stress tensor Tjk of the
field, is found to be
Tjk = ρm (wjwk + vjuk) + δjkL. (93)
The interpretation of Eqs. (91) and (93) as the respective
current densities of the quantities defined in Eqs. (90) and
(92), follows from the conservation law in Eq. (87), which
separates out into an equation of continuity of energy
∂tH+∇ · S = −∂L
∂t
, (94)
and an equation of continuity of momentum
∂tPk +∇jTjk = ∂L
∂xk
, (95)
which is simply the field equivalent of Cauchy’s equation
(45). Note that the right hand sides of Eqs. (94) and (95)
should be evaluated holding the fields and their derivatives
constant. Notice also the difference in sign convention
used for the fluid stress Πjk in Eq. (45) and the field
stress Tjk in Eq. (95). In addition to this sign difference,
Πjk and Tjk differ by a flow-stress term mρvjuk as a
result of the relative motion between the fluid and field
reference frames, such that
Tjk = −Πjk +mρvjuk. (96)
Substituting Eqs. (92) and (93) into (95) and making
use of the continuity of fluid mass, leads to the following
canonical momentum-transport equation for the fluid:
mρ
(
∂
∂t
+ v ·∇
)
uk =
∂L
∂xk
+∇jΠjk, (97)
where the fluid stress takes the form
Πjk = −Pδjk + σjk, (98)
with σjk denoting the quantum stress tensor from Eq.
(70), and P the fluid pressure, given by
P = PQ + (χ− 1) ρη − JiγijAj . (99)
This highlights the equivalence of the fluid pressure and
the field Lagrangian density from Eq. (89). Supplement-
ing the fluid stress, Eq. (95) indicates that a current
∂L
∂xk
= ρ (−∇kV + αjvi∇kaij) (100)
is injected into the field as a result of the generally position-
dependent local basis aij . The transport of canonical
momentum in the fluid frame of reference is completely
determined by the fluid stress and the body force density
from Eqs. (98) and (100) respectively. A mechanical
momentum-transport equation may then be obtained,
simply by substituting the canonical flow uk in Eq. (97)
for the mechanical flow vk from Eq. (83). In other
words, the difference between canonical and mechanical
momentum-transport stems from the additional body
forces generated by the time dependence and the spatial
dependence along fluid streamlines of the gauge potential,
these taking the form
−dAk
dt
= γknAnδijeij − αjvi∇iakj . (101)
Equations (83), (100) and (101), combine in expression
(97) to yield a Cauchy equation (45) for the fluid, where
the stress tensor of the fluid is given by Eq. (98) and the
body force of the single component case, generalises to
fk = −∇kV + γknAnδijeij + αnijkvibjn, (102)
where bjn is given by Eq. (82).
V. CONCLUSION
The hydrodynamic canonical formalism is an ideal
framework for investigating the dynamics of a condensate
matter-field whose effective Hamiltonian features nonlin-
ear interaction terms which take the simplest form when
expressed as functionals of the amplitude and the phase
of the complex field. For instance, when the effective
kinetic energy of the field becomes a nonlinear functional
of the density by means of a density-dependent gauge
potential, it becomes easy to see that nonlinear flow-
dependent terms invariably enter the wave equation of
the condensate. In turn, two non-trivial terms emerge in
the mechanical momentum-transport equation of the fluid:
a flow-dependent fluid pressure and a body force of dila-
tion. These should have important consequences for both
12
the Galilean and gauge symmetries of the fluid, where
new transformations laws may be required in order to re-
store the invariance of the fluid under the transformation
groups. The immediate lack of Galilean invariance should
also carry significant implications for the elementary ex-
citations of the fluid. For instance, it should no longer
be the case that the velocity of sound vs be determined
simply by ∂P/∂ρ, since P depends explicitly on the flow.
This calls for a generalisation of the expression used to de-
rive the vs of a fluid in terms of the particular dependence
of the fluid pressure on the density. Finally, the nonlinear
body force of dilation will appear in the expectation value
of the time derivative of the mechanical momentum and
could therefore be investigated numerically in the drag
force acting on an impurity moving through the fluid. For
typical quantum fluids, the drag force is determined by
the configuration of the fluid density in the vicinity of
the localised object potential. In contrast, the reaction
to the body force of dilation exerted on a fluid subject
to A (ρ), should occur throughout the whole fluid, taking
place wherever current and density gradients overlap. We
expect the onset of vortex nucleation to depend on the
relative orientation of the gauge potential and the impu-
rity velocity, and the flow-dependent pressure to play an
important role in pressure drag.
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