Abstract
alternative approach with the advantages of automated processing and a non-destructive 1 procedure to address the question. Stauffer et al. [19, 20] developed a background 2 subtraction method to identify the front vehicle. However, when illumination conditions 3 were similar, the selection between various algorithms was difficult. Zhao et al. [21] 4 proposed a segmentation approach based on inner-frame difference and a modified 5 computer vision model. Their methods could shorten computation time and avoid 6 segmenting the entire image. An optical flow and clustering algorithm was presented for 7 spatio-temporal image segmentation. It was tested on images with mobile vehicles and 8 backgrounds, which solved the dilemma of similar background conditions. However, the 9 investigation of other features and clustering techniques should be discussed [22] . Region 10 tracking and motion-based segmentation are used to estimate the trajectories of vehicles, 11 while issues related to large vehicles and large shadows require further research [23] . In 12 addition, many methods [24] [25] [26] [27] have also been also applied to measure and calculate the 13 distance of space headway. For instance, an algorithm based on a trilinear method [27] was 14 proposed to measure the preceding vehicle distance through several extrinsic parameters 15 and perspective projection geometry. However, in these methods, many parameters of the 16 camera need to be available, such as mounting height, effective focal length, and tilt angle 17 [28] . This method assumes that the ground is flat and that the vehicle coordinate system is 18 in accordance with the world coordinate system and so forth; therefore, some errors will be 19 produced. 20 As demonstrated by the previous research described above, a variety of methods have 21 been used to estimate the distance to the front vehicle in straight segments of roadway. 22 Nevertheless, it is computationally complex and quite difficult to obtain space headway at 23 turn movement trajectories, mainly owing to the limitation of rectilinear propagation and 1 the complexity of computer processing. In order to simplify the operation process and 2 achieve more reliable and accurate results, a hybrid model based on a quadratic spline 3 curve and Newton-Cotes numerical integration is proposed. The method is flexible for 4 modeling object shapes and suitable for solving the space headway problem at turn 5 movement trajectories. In addition, the hybrid model offers reasonable compromise 6 between flexibility and speed of computation. Compared to computer vision technology, 7 the method is more stable and requires less computation and storage space. 8 The space headway at turn movements is analogous to the track of a vehicle, which is 9 difficult to fit by a single polynomial [29] . As a widely adopted standard in many research 10 efforts [30] [31] [32] [33] , a spline curve is frequently used to solve the curve-fitting and data-fitting 11 problem. It should be noted that complicated computations may be generated when 12 selecting a cubical or higher spline curve, a B-spline curve and a rational spline curve. piecewise-continuous, parametric polynomial functions by using interpolation methods.
22
The polynomial sections are fitted so that all the characteristic points are connected. 23 Consequently, the hybrid model is efficient for space headway calculation and vehicle path 1 estimation, especially at turn movement trajectories.
2
The remaining sections of the paper are organized as follows. Section 2 presents the 3 method based on a quadratic spline curve and Newton-Cotes numerical integration. In 4 Section 3, vehicle trajectory data collected from urban roads are used to evaluate 5 performance of the proposed method. Section 4 discusses results and future research. In general terms, the goal of the spline curve-fitting problem is to generate a fitted curve to 9 approximate a target curve, whose form is controlled by a series of data points, namely 10 characteristic points. The number of characteristic points can be determined by the object 11 contour and shape of the curve. In research on space headway, the target curve represents 12 the trajectories of turning vehicles at intersections and the data points are the vehicle 13 coordinates, which are defined in a 2D plane. Assuming that ( ) ( ( ), ( ))  
By solving the simultaneous equations, the quadratic spline curve can be represented 1 as follows:
In order to intuitively describe the arbitrary point coordinate ( ) ( ( ), ( ))   P t t t , the 3 authors obtain the matrix that characterizes this spline curve by rewriting equation (3) as 4 the following matrix product: 
In the same way, the i+1th segment Q i+1 (t i+1 ) is defined by P i+1 , P i+2 , P i+3 :
As mentioned above, the curve trajectories Q i (t i ) and Q i+1 (t i+1 ) produce 3 intervals, as 1 shown in Figure 1 . can be revised to:
where P i+1 (t) denotes the weighted synthesis quadratic spline curve; u is the parametric 9 variable for the weight functions g(u) and h(u), which ranges between 0 and 1; t i and t i+1 are 10 the parametric variables for the quadratic spline curves Q i (t i ) and Q i+1 (t i+1 ), and they fall 11 between 0 and 1. In order to unify these parametric variables, replace u, t i , and t i+1 with 12 parametric variable t: ( ) ( 4 4 ) (13 10 1) ( 12 8 ) (4 2 )
An open quadratic spline curve with n characteristic points consists of n-3 segments. of f(t) is within a finite interval  a t b .The integral rules are defined by:
Where L represents the space headway value; n is the number of subintervals. Suppose that
using the equally spaced nodes t i =a+ih, for i=0,1,2, … ,n.
C is the Cotes coefficient, 10 which is defined through simple transformation of s=(t-a)/h.
integrand f(t) and integral interval [a, b] . It can be expressed as:
After following the procedure described above, space headway at turn movement 13 trajectories will be estimated. The flow diagram of the computational process is briefly 14 summarized in Figure 2 . monitor traffic conditions. Thus, it is convenient to obtain vehicles' trajectory data using 8 video cameras for this study.
9
The position and velocity of the vehicles in the NGSIM data sets had some noise. Error (MAPE) (as will be described in the following section) is unsatisfactory when N is 11 less than 8. In contrast, when N is greater than (or equal to) 9, the MAPE is not sensitive to 12 the number of characteristic points and the error can be reduced significantly. But in 13 theory, complicated computations may be generated as the value of N increases. In this 14 study, N=9.
() n i
C is a coefficient of the integral rules, which must be predetermined. 
Comparison of results

11
In addition to the proposed method, another algorithm based on computer vision and a Error (MAPE) and Error Metric (EM) were chosen to evaluate their performance of the two methods. To avoid overrating the discrepancies for large distance, the EM was 1 weighted by logarithm and squared. These measures are calculated by:
where M denotes the sample size, L k and ˆk L are actual and estimated space headway, 3
respectively.
4 Table 3 shows comparison results for the proposed method and compared method. In order to better evaluate the performance of this method, the researchers selected 14 two example paths among all test samples for detailed testing and analysis. method is inferior at turn movement trajectories. pp. 261-272 (1996 
