We consider the problem of recovering two unknown vectors, w and x, of length L from their circular convolution. We make the structural assumption that the two vectors are members of known subspaces, one with dimension N and the other with dimension K . Although the observed convolution is nonlinear in both w and x, it is linear in the rank-1 matrix formed by their outer product wx * . This observation allows us to recast the deconvolution problem as low-rank matrix recovery problem from linear measurements, whose natural convex relaxation is a nuclear norm minimization program. We prove the effectiveness of this relaxation by showing that, for "generic" signals, the program can deconvolve w and x exactly when the maximum of N and K is almost on the order of L. That is, we show that if x is drawn from a random subspace of dimension N, and w is a vector in a subspace of dimension K whose basis vectors are spread out in the frequency domain, then nuclear norm minimization recovers wx * without error. We discuss this result in the context of blind channel estimation in communications. If we have a message of length N, which we code using a random L × N coding matrix, and the encoded message travels through an unknown linear time-invariant channel of maximum length K , then the receiver can recover both the channel response and the message when L N + K , to within constant and log factors.
length L, w lives in a fixed subspace of dimension K and is spread out in the frequency domain, and x lives in a "generic" subspace chosen at random, then w and x are separable with high probability.
The general statement of the problem is as follows. We will assume that the length L signals live in known subspaces of R L whose dimensions are K and N. That is, we can write w = Bh, h ∈ R K x = Cm, m ∈ R N for some L × K matrix B and L × N matrix C. The columns of these matrices provide bases for the subspaces in which w and x live; recovering h and m, then, is equivalent to recovering w and x.
We observe the circular convolution of w and x:
where the index − + 1 in the sum above is understood to be modulo {1, . . . , L}. It is clear that without structural assumptions on w and x, there will not be a unique separation given the observations y. But we will see that once we account for our knowledge that w and x lie in the span of the columns of B and C, respectively, they can be uniquely separated in many situations. This paper details a particular set of conditions under which the signals can be deconvolved tractably via convex programming.
A. Notations
Unless specified otherwise, we use uppercase bold, lowercase bold, and not bold letters for matrices, vectors, and scalars, respectively. For example, X denotes a matrix, x represents a vector, and x refers to a scalar. Calligraphic letters such as A specify linear operators. The symbol C refers to a constant number, which may not refer to the same number every time it is used. The notations · , · * , and · F denote the operator, nuclear, and Frobenius norms of the matrices, respectively. Furthermore, we will use · 2 , and · 1 to represent the vector 2 , and 1 norms.
B. Matrix Observations
We can break apart the convolution in (1) by expanding x as a linear combination of the columns C 1 , . . . , C N of C, y = m(1)w * C 1 + · · · + m(N)w * C N = circ(C 1 ) · · · circ(C N ) where circ(C n ) corresponds to the L × L circulant matrix whose action corresponds to circular convolution with the vector C n . Expanding w as a linear combination of the columns of B, this becomes
We will find it convenient to write (2) in the Fourier domain. Let F be the L-point normalized discrete Fourier transform (DFT) matrix
We will useĈ = FC for the C-basis transformed into the Fourier domain, and alsoB = FB. Then circ(C n ) = F * n F, where n is a diagonal matrix constructed from the nth column ofĈ, n = diag( √ LĈ n ), and (2) becomeŝ
Clearly, recovering m and h fromŷ is the same as recovering x and w from y. The expansions (2) and (3) make it clear that while y is a nonlinear combination of the coefficients h and m, it is a linear combination of the entries of their outer product X 0 = hm * . We can pose the blind deconvolution problem as a linear inverse problem where we want to recover a K × N matrix from observationsŷ
through a linear operator A which maps K × N matrices to R L . For A to be invertible over all matrices, we need at least as many observations as unknowns, L ≥ N K . But since we know X 0 has special structure, namely that its rank is 1, we will be able to recover it from L N K under certain conditions on A.
As each entry ofŷ is a linear combination of the entries in hm * , we can write them as trace inner products of different K × N matrices against hm * . Usingb ∈ C K for the th column ofB * andĉ ∈ C N as the th row of √ LĈ, we can translate one entry in (3) as 1
Now that we have seen that separating two signals given their convolution can be recast as a matrix recovery problem, we turn our attention to a method for solving it. In the next section, we argue that a natural way to recover the expansion coefficients m and h from measurements of the form (3) is using nuclear norm minimization.
C. Convex Relaxation
The previous section demonstrated how the blind deconvolution problem can be recast as a linear inverse problem over the (nonconvex) set of rank-1 matrices. A common heuristic to convexify the problem is to use the nuclear norm, the sum of the singular values of a matrix, as a proxy for rank [1] . In this section, we show how this heuristic provides a natural convex relaxation.
Givenŷ ∈ C L , our goal is to find h ∈ R K and m ∈ R N that are consistent with the observations in (3) . Making no assumptions about either of these vectors other than the dimension, the natural way to choose between multiple feasible points is using least-squares. We want to solve min u,v u 2 2 + v 2 2 subject toŷ( ) = ĉ , u v,b , = 1, . . . , L. (6) This is a non-convex quadratic optimization problem. The cost function is convex, but the quadratic equality constraints mean that the feasible set is non-convex. A standard approach to solving such quadratically constrained quadratic programs is to use duality (see for example [2] ). A standard calculation shows that the dual of (6) is the semi-definite program (SDP)
with the A =b ĉ * defined as in the previous section. Taking the dual again will give us a convex program which is in some sense as close to (6) as possible. The dual SDP of (7) is [3] min W 1 ,W 2 ,X 1 2 trace (W 1 ) + 1 2 trace (W 2 ) subject to W 1 X X * W 2 0 y = A(X), (8) which is equivalent to min X * subject toŷ = A(X). (9) That is, the nuclear norm heuristic is the "dual-dual" relaxation of the intuitive but non-convex least-squares estimation problem (6) . Our technique for untangling w and x from their convolution, then, is to take the Fourier transform of the observation y = w * x and use it as constraints in the program (9) . That (9) is the natural relaxation is fortunate, as an entire body of literature in the field of low-rank recovery has arisen in the past five years that is devoted to analyzing problems of the form (9) . We will build on some of the techniques from this area in establishing the theoretical guarantees for when (9) is provably effective presented in the next section.
There have also been tremendous advances in algorithms for computing the solution to optimization problems of both types (6) and (9) . In Section II-A, we will briefly detail one such technique we used to solve (6) on a relatively large scale for a series of numerical experiments in Sections II-B-II-D.
D. Main Results
We can guarantee the effectiveness of (9) for relatively large subspace dimensions K and N when B is incoherent in the Fourier domain, and when C is generic. Before presenting our main analytical result, Theorem 1 below, we will carefully specify our models for B and C, giving a concrete definition to the terms 'incoherent' and 'generic' in the process.
We will assume, without loss of generality, that the matrix B is an arbitrary L × K matrix with orthonormal columns:
where theb are the columns ofB * , as in (5) . Our results will be most powerful when B is diffuse in the Fourier domain, meaning that theb all have similar norms. We will use the (in)coherence parameter μ max to quantify the degree to which the columns of B are jointly concentrated in the Fourier domain:
From (10), we know that the total energy in the rows ofB is L =1 b 2 2 = K , and that b 2 2 ≤ 1. Thus 1 ≤ μ 2 max ≤ L/K , with the coherence taking its minimum value when the energy inB is evenly distributed throughout its rows, and its maximum value when the energy is completely concentrated on K of the L rows. Our results will also depend on the minimum of these norms
We will always have 0 ≤ μ 2 min ≤ 1 and μ 2 min ≤ μ 2 max . An example of a maximally incoherent B, where μ 2 max = μ 2 min = 1, is
where I K is the K × K identity matrix. In this case, the range of B consists of "short" signals whose first K terms may be non-zero. The matrixB is simply the first K columns of the discrete Fourier matrix, and so every entry has the same magnitude.
Our analytic results also depend on how diffuse the particular signal we are trying to recover w = Bh is in the Fourier domain. Withŵ = Fw =Bh, we define
Note that it is always the case that 1 ≤ μ 2 h ≤ μ 2 max K . The lower bound follows from the Cauchy-Schwarz inequality, i.e.,
where the last inequality is the result of (11), and h 2 = 1.
To show the lower bound of μ 2 h , take a summation over on both sides
which means
where the equality holds becauseB is a matrix with orthonormal columns. As an illustration, if B is as in (13) (i.e.,B is the partial Fourier matrix), then μ 2 h quantifies the dispersion of w in the frequency domain. In particular, if the signal w is more or less "flat" in the frequency domain, then μ 2 h will be a small constant.
With the subspace in which w resides fixed, we will show that separating w and x = Cm will be possible for "most" choices of the subspace C of a certain dimension N -we do this by choosing the subspace at random from an isotropic distribution, and show that (9) is successful with high probability. For the remainder of the paper, we will take the entries of C to be independent and identically distributed random variables,
In the Fourier domain, the entries ofĈ will be complex Gaussian, and its columns will have conjugate symmetry (since the columns of C are real). Specifically, the rows of C will be distributed as 2
Similar results to those we present here most likely hold for other models for C. The key property that our analysis hinges critically on is the rowsĉ ofĈ are independent -this allows us to apply recently developed tools for estimating the spectral norm of a sum of independent random linear operators. We now state our main result: Theorem 1: Let B be a deterministic L × K matrix satisfying (10) , and let C be an L×N Gaussian random matrix drawn as in (15) , and set w = Bh and x = Cm for arbitrary basis coefficients h ∈ R K , m ∈ R N . Let the coherence parameters of the basis B, and expansion coefficient h be as defined in (11) , and (14) above. Fix α ≥ 1. Then there exists a constant 3
then X 0 = hm * is the unique solution to (9) with probability 1 − O(L −α+1 ), and we can recover both w and x (within a scalar multiple) from y = w * x. When the coherences are low, meaning that μ max and μ h are on the order of a constant, then (16) is tight to within a logarithmic factor, as we always have max(K , N) ≤ L.
While Theorem 1 establishes theoretical guarantees for specific types of subspaces specified by B and C, we have found that treating blind deconvolution as a linear inverse problem with a rank constraint leads to surprisingly good results in many situations; see, for example, the image deblurring experiments in Section II-D.
The recovery can also be made stable in the presence of noise, as described by our second theorem:
Theorem 2: Let X 0 = hm * and A as in (4) with N, K , L obeying (16) . We observê
where z ∈ R L is an unknown noise vector with z 2 ≤ δ, and estimate X 0 by solving
Let λ min be the smallest non-zero eigenvalue of AA * , and λ max be the largest. Then with the same probability 1 − L −α+1 as in Theorem 1 the solutionX to (17) will obey
for a fixed constant C.
The program in (17) is also convex, and is solved with numerical techniques similar to the equality constrained program in (9) . The performance bound relies on the conditioning of AA * . Lemma 2 below tells us that when A is sufficiently underdetermined,
then with high probability we can replace the ratio of eigenvalues in (18) with the ratio of coherence parameters forB, as
For L large enough, there will be many N and K which satisfy (19) and (16) simultaneously.
In the end, we are interested in how well we recover x and w. The stability result for X 0 can easily be extended to a guarantee for the two unknown vectors.
Corollary 1: Letσ 1ũ1ṽ1 be the best rank-1 approximation toX, and seth = √σ 1ũ1 andm = √σ 1ṽ1 . Setδ = X − X 0 F . Then there exists a constant C such that
for some scalar multiple α. Proof of this corollary follows the exact same line of reasoning as the later part of Theorem 1.2 in [4] .
E. Relationship to Phase Retrieval and Other Quadratic Problems
Blind deconvolution of w * x, as is apparent from (1), is equivalent to solving a system of quadratic equations in the entries of w and x. The discussion in Section I-B shows how this system of quadratic equations can be recast as a linear set of equations with a rank constraint. In fact, this same recasting can be used for any system of quadratic equations in w and x. The reason is simple: taking the outer product of the concatenation of w and x produces a rank-1 matrix that contains all the different combinations of entries of w multiplied with each other and multiplied by entries in x; see (20) , as shown at the top of next page.
Then any quadratic equation can be written as a linear combination of the entries in this matrix, and any system of equations can be written as a linear operator acting on this matrix. For the particular problem of blind deconvolution, we are observing sums along the skew-diagonals of the matrix in the upper right-hand (or lower left-hand) quadrant. Incorporating the subspace constraints allows us to work with the smaller K × N matrix hm * , but this could also be interpreted as adding additional linear constraints on the matrix in (20) .
Recent work on phase retrieval [4] has used this same methodology of "lifting" a quadratic problem into a linear problem with a rank constraint to show that a vector w ∈ R N can be recovered from O(N log N) measurements of the form | w, a n | 2 for a n selected uniformly at random from the unit sphere. In this case, the measurements are being made entirely in the upper left-hand (or lower-right hand) quadrant in (20) , and the measurements in (5) have the form A n = a n a * n . In fact, another way to interpret the results in [4] is that if a signal of length L is known to live in a generic subspace of dimension ∼ L/ log L, then it can be recovered from an observation of a convolution with itself. Phase retrieval using convex programming was also explored in [5] , [6] .
In the current work, we are considering a non-symmetric rank-1 matrix being measured by matricesb ĉ * formed by the outer product of two different vectors, one of which is random, and one of which is fixed. Another way to cast the problem, which perhaps brings these differences into sharper relief, is that we are measuring the symmetric matrix in (20) by taking inner products against rank-two matrices
These seemingly subtle differences lead to a considerably different mathematical treatment.
F. Application: Multipath Channel Protection Using Random Codes
The results in Section I-D have a direct application in the context of channel coding for transmitting a message over an unknown multipath channel. The problem is illustrated in Fig. 1 . A message vector m ∈ R N is encoded through an L × N encoding matrix C. The protected message x = Cm travels through a channel whose impulse response is w. The receiver observes y = w * x, and from this would like to jointly estimate the channel and determine the message that was sent.
In this case, a reasonable model for the channel response w is that it is nonzero in relatively small number of known locations. Each of these entries corresponds to a different path [1] x [1] w [1] x [2] · · · w [1] x[L] w [2] w [1] w [2] 2 · · · w [2] w[L] w [2] x [1] w [2] x [2] [1] w [1] x [1] [2] w [1] x [2] w [2] · · · x [2] w [L] x [2] x [1] x [2] 
over which the encoded message traveled; we are assuming that we know the timing delays for each of these paths, but not the fading coefficients. The matrix B in this case is a subset of columns from the identity, and theb are partial Fourier vectors. This means that the coherence μ max in (11) takes its minimal value of μ 2 max = 1, and the coherence μ 2 h in (14) has a direct interpretation as the peak-value of the (normalized) frequency response of the unknown channel. The resulting linear operator A corresponds to a matrix comprised of N L × K random Toeplitz matrices, as shown in Fig. 2 .
The first column of each of these matrices corresponds to a columns of C. The formulation of this problem as a low-rank matrix recovery program was proposed in [7] , which presented some first numerical experiments. In this context, Theorem 1 tell us that a length N message can be protected against a channel with K reflections that is relatively flat in the frequency domain with a random code whose length L obeys L/ log 3 L (K + N). Essentially, we have a theoretical guarantee that we can estimate the channel without knowledge of the message from a single transmitted codeword.
It is instructive to draw a comparison in to previous work which connected error correction to structured solutions to underdetermined systems of equations. In [8] , [9] , it was shown that a message of length N could be protected against corruption in K unknown locations with a code of length L N + K log(N/K ) using a random codebook. This result was established by showing how the decoding problem can be recast as a sparse estimation problem to which results from the field of compressed sensing can be applied.
For multipath protection, we have a very different type of corruption: rather than individual entries of the transmitted vector being tampered with, instead we observe overlapping copies of the transmission. We show that with the same type of codebook (i.e. entries chosen independently at random) can protect against K reflections during transmission, where the timing of these bounces is known (or can be reasonably estimated) but the fading coefficients (amplitude and phase change associated with each reflection) are not.
G. Other Related Work
As it is a ubiquitous problem, many different approaches for blind deconvolution have been proposed in the past, each using different statistical or deterministic models tailored to particular applications. A general overview for blind deconvolution techniques in imaging (including methods based on parametric modeling of the inputs and incorporating spatial constraints) can be found in [10] . An example of a more modern method can be found in [11] , where it is demonstrated how an image, which is expected to have small total-variation with respect to its energy, can be effectively deconvolved from an unknown kernel with known compact support. Since the advent of compressed sensing and our understanding of the fact that the 1 penalty favors sparsity, several works; see, for example, [12] , [13] , imposed the 1 penalty on the vectors being convolved to separate the unknown sparse vectors. However, such approaches perform under additional restrictive assumptions on the convolved vectors. In [14] , a maximum-a-posteriori (MAP) based scheme is analyzed for image deblurring; the article illustrates the shortcomings of imposing sparsity enforcing priors on the gradients of natural images, and presents an alternative MAP estimator to recover only the blur kernel and then uses it to deblur the image. In wireless communications, knowledge of the modulation scheme [15] or an estimate of the statistics of the source signal [16] have been used for blind channel identification; these methods are overviewed in the review papers [17] - [20] . An effective scheme based on a deterministic model was put forth in [21] , where fundamental conditions for being able to identify multichannel responses from cross-correlations are presented. The work in this paper differs from this previous work in that it relies only on a single observation of two convolved signals, the model for these signals is that they lie in known (but arbitrary) subspaces rather than have a prescribed length, and we give a concrete relationship between the dimensions of these subspaces and the length of the observation sufficient for perfect recovery.
Recasting the quadratic problem in (1) as the linear problem with a rank constraint in (5) is appealing since it puts the problem in a form for which we have recently acquired a tremendous amount of understanding. Recovering a N × K rank-R matrix from a set of linear observations has primarily been considered in two scenarios. In the case where the observations come through a random projection, where either the A are filled with independent Gaussian random variables or A is an orthoprojection onto a randomly chosen subspace, the nuclear norm minimization program in (9) is successful with high probability when [3] , [22] L ≥ Const · R max(K , N).
When the observations are randomly chosen entries in the matrix, then subject to incoherence conditions on the singular Fig. 1 . Overview of the channel protection problem. A message m is encoded by applying a tall matrix C; the receiver observes the encoded message convolved with an unknown channel response w = Bh, where B is a subset of columns from the identity matrix. The decoder is faced with the task of separating the message and channel response from this convolution, which is a nonlinear combination of h and m. Fig. 2 . The multi-toeplitz matrix corresponding to the multipath channel protection problem in Section I-F. In this case, the columns of B are sampled from the identity, the entries of C are chosen to be iid Gaussian random variables, and the corresponding linear operator A is formed by concatenating N L × K random Toeplitz matrices, each of which is generated by a column of C.
vectors of the matrix being measured, the number of samples sufficient for recovery, again with high probability, is [23] - [26] L ≥ Const · R max(K , N) log 2 (max(K , N)).
Our main result in Theorem 1 uses a completely different kind measurement system which exhibits a type of structured randomness; for example, when B has the form (13), A has the concatenated Toeplitz structure shown in Fig. 2 . In this paper, we will only be concerned with how well this type of operator can recover rank-1 matrices, ongoing work has shown that it also effectively recover general low-rank matrices [27] .
While this paper is only concerned with recovery by nuclear norm minimization, other types of recovery techniques have proven effective both in theory and in practice; see for example [28] - [30] . It is possible that the guarantees given in this paper could be extended to these other algorithms.
As we will see below, our mathematical analysis has mostly to do how matrices of the form in (2) act on rank-2 matrices in a certain subspace. Matrices of this type have been considered in the context of sparse recovery in the compressed sensing literature for applications including multiple-input multipleoutput channel estimation [31] , multi-user detection [32] , and multiplexing of spectrally sparse signals [33] .
II. NUMERICAL SIMULATIONS
In this section, we illustrate the effectiveness of the reconstruction algorithm for the blind deconvolution of vectors x and w with numerical experiments. 4 In particular, we study phase diagrams, which demonstrate the empirical probability of success over a range of dimensions N and K for a fixed L; an image deblurring experiment, where the task is to recover an image blurred by an unknown blur kernel; a channel protection experiment, where we show the robustness of our algorithm in the presence of additive noise.
Some of the numerical experiments presented below are "large scale", with thousands (and even tens of thousands) of unknown variables. Recent advances in SDP solvers, which we discuss in the following subsection, make the solution of such problems computationally feasible.
A. Large-Scale Solvers
To solve the semidefinite program (8) on instances where K and M are of practical size, we rely on the heuristic solver developed by Burer and Monteiro [34] . To implement this solver, we perform the variable substitution
Under this substitution, the semidefinite constraint is always satisfied and we are left with the nonlinear program:
subject toŷ = A(H M * ), = 1, . . . , L. Fig. 3 . Empirical success rate for the deconvolution of two vectors x and w. In these experiments, x is a random vector in the subspace spanned by the columns of an L × N matrix whose entries are independent and identically distributed Gaussian random variables. In part (a), w is a generic sparse vector, with support and nonzero entries chosen randomly. In part (b) w is a generic short vector whose first K terms are nonzero and chosen randomly. In these experiments, x is a random sparse vector whose support and N non-zero values on that support are chosen at random. In part (a), w is a generic sparse vector, with support and K nonzero entries chosen randomly. In part (b) w is a generic short vector whose first K terms are nonzero and chosen randomly.
When r = 1, this reformulated problem is equivalent to (6) . Burer and Monteiro showed that provided r is bigger than the rank of the optimal solution of (8), all of the local minima of (21) are global minima of (8) [35] . Since we expect a rank one solution, we can work with r = 2, declaring recovery when a rank deficient M or H is obtained. Thus, by doubling the size of the decision variable, we can avoid the non-global local solutions of (6). Burer and Monteiro's algorithm has had notable success in matrix completion problems, enabling some of the fastest solvers for nuclear-norm-based matrix completion [36] , [37] . To solve (21), we implement the method of multipliers strategy initially suggested by Burer and Monteiro. Indeed, this algorithm is explained in detail by Recht et al in the context of solving problem (9) [3] . The inner operation of minimizing the augmented Lagrangian term is performed using LBFGS as implemented by the Matlab solver minfunc [38] . This solver requires only being able to apply A and A * quickly, both of which can be done in time O(r min{N log N, K log K }). The parameters of the augmented Lagrangian are updated according to the schedule proposed by Burer and Monteiro [34] . This code allows us to solve problems where N and K are in the tens of thousands in seconds on a laptop.
B. Phase Transitions
Our first set of numerical experiments delineates the boundary, in terms of values for K , N and L, for when (9) is effective on generic instances of four different types of problems. For a fixed value of L, we vary the subspace dimensions N and K and run 100 experiments, with different random instances of w and x for each experiment. The vectors h and m are selected to be standard Gaussian vectors with independent entries. Fig. 3 and 4 show the collected frequencies of success for four different probabilistic models. We classify a recovery a success if its relative error is less than 2%, 5 meaning that if X is the solution to (9), then
Our first set of experiments mimics the channel protection problem from Section I-F and Fig. 1. Fig. 3 shows the empirical rate of success when C is taken as a dense L × N Gaussian random matrix. We fix L = 2048 and vary N and K from 25 to 1000. In Fig. 3 (a), we take w to be sparse with known support; we form B by randomly selecting K columns from the L × L identity matrix. For Fig. 3 (b), we take w to be "short", forming B from the first K columns of the identity. In both cases, the basis expansion coefficient were drawn to be iid Gaussian random vectors. In both cases, we are able to deconvolve this signals with a high rate of success when L 2.7(K + N). Fig. 4 shows the results of a similar experiment, only here both w and x are randomly generated sparse vectors. We take L to be much larger than the previous experiment, L = 32, 768, and vary N and K from 1000 to 16, 000. In Fig. 4 (a), we generate both B and C by randomly selecting columns of the identity -despite the difference in the model for x (sparse instead of randomly oriented) the resulting performance curve in this case is very similar to that in Fig. 3(a) . In Fig. 4(b) , we use the same model for C and x, but use a "short" w (first K terms are non-zero). Again, despite the difference in the model for x, the recovery curve looks almost identical to that in Fig. 3 Fig. 5 demonstrates the robustness of the deconvolution algorithm in the presence of noise. We use the same basic experimental setup as in Fig. 3 (a), with L = 2048, N = 500 and K = 250, but instead of making a clean observation of w * x, we add a noise vector z whose entires are iid Gaussian with zero mean and variance σ 2 . We solve the program (17) with δ = (L + √ 4L) 1/2 σ , a value chosen since it will be an upper bound for z 2 with high probability. Fig. 5 (a) shows how the relative error of the recovery changes with the noise level σ . On a log-log scale, the recovery error (show as 10 log 10 (relative error squared)) is linear in the signal-to-noise ratio (defined as SNR = 10 log 10 ( wx * 2 F / z 2 2 ) . For each SNR level, we calculate the average relative error squared over 100 iterations, each time using independent set of signals, coding matrix, and noise. Fig. 5(a) shows how the recovery error is affected by the "oversampling ratio"; as L is made larger relative to N + K , the recovery error decreases. As before, each point is averaged over 100 independent iterations.
C. Recovery in the Presence of Noise

D. Image Deblurring
The discrete signals w and x in the deconvolution problem (1) may also represent higher-dimensional objects such as images. For example, the unknown x ∈ R L may represent an image of the form x[ 1 , 2 ] , and the unknown w ∈ R L may signify a 2D blur kernel w[ 1 
Most natural images are sparse in some basis such as wavelets, DCT, or curvelets. If we have an estimate of the active coefficients of the image x, then the image can be expressed as the multiplication of a small set of basis functions arranged as the columns of matrix C and the corresponding short vector of active coefficients m, i.e., x = Cm. In addition, if the non-zero components in the blur kernel w are much smaller than the total number of pixels L, and we have an estimate of the support of the active components in w, then we can write w = Bh, where B is the matrix formed by a subset of the columns of the identity matrix, and h is an unknown short vector. Fig. 6, 7 , and 8 illustrate an application of our blind deconvolution technique to two image deblurring problems. In the first problem, we assume that we have oracle knowledge of a low-dimensional subspace in which the image to be recovered lies. We observe a convolution of the L = 65, 536 pixel Shapes image shown in Fig. 6(a) with the motion blurring kernel shown in Fig. 6(b) ; the observation is shown in Fig. 6(c) . The Shapes image can be very closely approximated using only N = 5000 terms in a Haar wavelet expansion, which capture 99.9% of the energy in the image. We start by assuming (perhaps unrealistically) that we know the indices for these most significant wavelet coefficients; the corresponding wavelet basis functions are taken as columns of B. We will also assume that we know the support of the blurring kernel, which consists of K = 65 connected pixels; the corresponding columns of the identity constitute C. The image and blur kernel recovered by solving (9) are shown in Fig. 7 . Fig. 8 shows a more realistic example where the support of the image in the wavelet domain is unknown. We take the blurred image shown in Fig. 6(a) and, as before, we assume we know the support of the blurring kernel shown in Fig. 6(b) , with K = 65 non-zero elements, but here we use the blurred image to estimate the support in the wavelet domain -we take the Haar wavelet transform of the image in Fig. 6(c) , and select the indices of the N = 9000 largest wavelet coefficients as a proxy for the support of the significant coefficients of the original image. The wavelet coefficients of the original image at this estimated support capture 98.5% of the energy in the blurred image. The recovery using (9) run with these linear models is shown in Fig. 8(a) and Fig. 8(b) . Despite not knowing the linear model explicitly, we are able to estimate it well enough from the observed data to get a reasonable reconstruction.
III. PROOF OF MAIN THEOREMS
In this section, we will prove Theorems 1 and 2 by establishing a set of standard sufficient conditions for X 0 to be the unique minimizer of (9) . At a high level, the argument follows previous literature [26] , [39] on low-rank matrix recovery by constructing a valid dual certificate for the rank-1 matrix X 0 = hm * . The main mathematical innovation in proving these results comes in Lemmas 2, 3, 4 and 5, which control the behavior of the random operator A.
Duality in convex programming is just one of the other known approaches employed to show the success of nuclear norm minimization in recovering the unknown matrix X 0 . One method to establish the exact recovery is through the null-space properties of the linear operator A. In article [40] , the authors characterize the null-space properties of A that hold if and only if the solution to 9 equals X 0 . In particular, the article demonstrates that a linear operator A drawn from a Gaussian ensemble obeys the null-space properties with very high probability. A closely related sufficient property to show the exact and stable recovery by solving the nuclear norm heuristic is the restricted isometry property (RIP) [3] of A over all rank-1 matrices. One way to prove such an RIP result for a linear operator A is to show that A acts as almost an isometry on a fixed matrix X with very high probability, and then use a simple covering argument over all rank-1 matrices to establish the RIP. However, the construction of A considered in this paper does not preserve the energy in a fixed matrix X with appropriately high probability, hence, the argument does not work. Other methods to show an RIP result for the linear operator A require further investigation; especially, for the case when w is known to be sparse, andB is a partial Fourier matrix.
In this paper, we employ the dual certificate approach [23] to show the exact recovery of an unknown X 0 by solving the nuclear norm minimization program in 9. We will work through the main argument in this section, leaving the technical details (including the proofs of the main lemmas) until Sections V and VI.
Key to our argument is the subspace (of R K ×N ) T associated with X 0 = hm * :
where P H and P M are the (vector) projection matrices P H = hh * and P M = mm * .
A. Theorem 1: Sufficient Condition for a Nuclear Norm Minimizer
The following proposition is a specialization of the more general sufficient conditions for verifying the solutions to the nuclear norm minimization problem (9) that have appeared multiple times in the literature in one form or another (see [23] , for example).
Proposition 1: The matrix X 0 = hm * is the unique minimizer to (9) if there exists a Y ∈ Range(A * ) such that
For any two matrices A, B with same dimensions, we will use the Holder's inequality:
and the Cauchy-Schwartz's inequality:
In view of the above inequalities, we have
for all Z ∈ Null(A). In Lemma 1 in Section III-D below we show that A ≤ (α + 1)N log L =: γ with probability at least 1 − L −α+1 . Corollary 2 below also shows that (16) implies
with high probability. Then, since
we will have that
Applying this fact to (23) , we see that it is sufficient to find a Y ∈ Range(A * ) such that
Since Lemma 3 also implies that
for Z ∈ Null(A), our approach will be to construct a Y ∈ Range(A * ) such that
In the next section, we will show how such a Y can be found using Gross's golfing scheme [25] , [39] .
B. Construction of the Dual Certificate via Golfing
The golfing scheme works by dividing the L linear observations of X 0 into P disjoint subsets of size Q, and then using these subsets of observations to iteratively construct the dual certificate Y . We index these subsets by 1 , 2 , . . . , P ; by construction | p | = Q, p p = {1, . . . , L}, and p ∩ p = ∅. We define A p be the operator that returns the measurements indexed by the set p :
The A * p A p are random linear operators; the expectation of their action on a fixed matrix W is
For reasons that will become clear as we proceed through the argument below, we would like this expectation to be as close to a scalar multiple of W as possible for all p. In other words, we would like to partition the L rows of the matrixB into P different Q×K submatrices, each of which is well-conditioned (i.e. the columns are almost orthogonal to one another). Results from the literature on compressive sensing have shown that such a partition exists for L × K matrices with orthonormal columns whose rows all have about the same energy. In particular, the proof of Theorem 1.2 in [41] shows that ifB is a L × K matrix withB * B = I, is a randomly selected subset of {1, . . . , L} of size Q, and the rowsb * k ofB have coherence μ 2 max as in (11), then there exists a constant C such that for any 0 < < 1 and 0 < δ < 1,
with probability exceeding 1 − δ. If our partition 1 , 2 , . . . , P is random, then, applying the above result with δ = L −1 and = 1/4 tells us that if
with positive probability. This means that with Q chosen to obey (26) , at least one such partition must exist and we move forward assuming that (27) holds. Along with the expectation of each of the A * p A p being close to a multiple of the identity, we will also need tail bounds stating that A * p A p is close to its expectation with high probability.
These probabilities can be made smaller by making the subset size Q larger. As detailed below (in Lemmas 3, 4, and 5), taking
where M = max μ 2 max K , μ 2 h N will make these probability bounds meaningful. For C α chosen appropriately, this means (26) will hold.
The construction of Y that obeys the conditions (25) relies on three technical lemmas which are stated below in Section III-D. Their proofs rely heavily on re-writing different quantities of interest (linear operators, vectors, and scalars) as a sum of independent subexponential random variables and then using a specialized version of the "Matrix Bernstein Inequality" to estimate their sizes. Section IV below contains a brief overview of these types of probabilistic bounds. The proofs of the key lemmas (3, 4, and 5) are in Section V. These proofs rely on several miscellaneous lemmas which compute simple expectations and tail bounds for various random variables; these are presented separately in Section VI.
With the p chosen and the key lemmas established, we construct Y as follows. Let Y 0 = 0, and then iteratively define
We will show that under appropriate conditions on L, taking Y := Y P will satisfy both parts of (25) with high probability. Let W p be the residual between Y p projected onto T and the target hm * :
Notice that W p ∈ T and W 0 = −hm * ,
Applying Lemma 3 iteratively to the W p tells us that
with probability exceeding 1 − 3L −α+1 . Thus we will have the first condition in (25) ,
which can be achieved with Q as in (28) and M = max(μ 2 max K , μ 2 h N) as in (16).
To bound P T ⊥ (Y p ) , we use the expansion
and so
where the second equality follwos from the fact that W p−1 ∈ T ). Lemma 5 shows that with probability exceeding 1 − L −α+1 ,
for all p = 1, . . . , P, and so
Collecting the results above, we see that both conditions in (25) will hold with probability exceeding 1 − O(L −α+1 ) when M is chosen as in (16) .
C. Theorem 2: Stability
With the condition (16), we know though the arguments in the previous section that with the required probability there will exist a dual certificate Y that obeys the conditions (25) and that A * A is well conditioned on T :
With these facts in place, the stability proof follows the template set in [39] , [42] . We start with two observations; first, the feasibility of X 0 implies
and
SetX = X 0 + ξ . With P A as the projection operator onto the row space of A, we break apart the recovery error as
A direct result of of Proposition 1 is that there exists a constant C > 0 such that for all Z ∈ Null(A), X 0 + Z * − X 0 * ≥ C P T ⊥ (Z) * (this is developed cleanly in [23] ).
Since P A ⊥ (ξ ) ∈ Null(A), we have
Combining this with (31) and the triangle inequality yields
In addition, in (24) we established that for all Z ∈ Null(A), we have
, and then absorbing all the constants into C,
where A † is the pseudo-inverse of A. Using (32) and the fact that A † = λ −1 min , we obtain the final result
D. Key Lemmas
We start with two lemmas which characterize the singular values of the random linear operator A. The first, which gives a loose upper bound on the maximum singular value, holds for all N, K , L. The second gives a tighter bound on the maximum singular value and a comparable lower bound on the minimum singular value, but requires A to be sufficiently underdetermined.
Lemma 1 (Operator norm of A): Let A be defined with
with probability exceeding 1 − L −α . Proof: Writing A in matrix form we have
Since the |ĉ [n]| 2 are independent chi-squared random variables, P max n,
and the lemma follows by taking λ = log(N L/2) + α log L.
Lemma 2 (AA * is well conditioned.): Let A be as defined in (4), with coherences μ 2 max and μ 2 min as defined in (11) and (12) . Suppose that A is sufficiently underdetermined in that
for some constant C α > 1. Then with probability exceeding 1 − O(L −α+1 ), the eigenvalues of AA * obey
The proof of Lemma 2 in Section V decomposes AA * as a sum of independent random matrices, and then applies a Chernoff-like bound discussed in Section IV. Our third key lemma tells us that, with high probability, A is well conditioned when restricted to the subspace T . 
Fix α ≥ 1. Choose the subsets 1 , . . . , P described in Section III-B so that they have size
where C α = O(α) is a constant chosen below, and such that (27) holds. Then the linear operators A 1 , . . . , A P defined in Section III-B will obey max 1≤ p≤ P
Corollary 2: Let A be the operator defined in (4), and M be defined as in (36) . Then there exists a constant
implies
with probability exceeding 1 − 3L −α . Lemma 4: Let M, Q, the p , and the A p be the same as in Lemma 3. Let W p be as in (29) , and define
Then there exists a constant
then
with probability exceeding 1 − 2L −α+1 . Lemma 5: Let α, M, Q, the p , and the A p be the same as in Lemma 3, and μ p and W p be the same as in Lemma 4. Assume that (30) and (41) hold:
IV. CONCENTRATION INEQUALITIES
Proving the key lemmas stated in Section III-D revolves around estimating the sizes of sums of different subexponential random variables. These random variables are either the absolute value of a sum of independent random scalars, the euclidean norm of a sum of independent random vectors (or equivalently, the Frobenius norm of a sum of random matrices), or the operator norm (maximum singular value) of a sum of random linear operators. In this section, we very briefly overview the tools from probability theory that we will use to make these estimates. The essential tool is the recently developed matrix Bernstein inequality [43] .
We start by recalling the classical scalar Bernstein inequality. A nice proof of the result in this form can be found in [44, Chapter 2] .
Proposition 2 (Scalar Bernstein, Subexponential Version ): Let z 1 , . . . , z K be independent random variables with
for some constants C and σ k , k = 1, . . . , K with
Then P {|z 1 + · · · + z K | > u} ≤ 2 exp −u 2 2Cσ 2 + 2Bu , and so
with probability exceeding 1 − e −t . To make the statement (and usage) of the concentration inequalities more compact in the vector and matrix case, we will characterize subexponential vectors and matrices using their Orlicz-1 norm.
Definition 1: Let Z be a random matrix. We will use · ψ 1 to denote the Orlicz-1 norm:
where Z is the spectral norm of Z. In the case where Z is a vector, we take Z = Z 2 .
As the next basic result shows, the Orlicz-1 norm of a random variable can be systematically related to rate at which its distribution function approaches 1 (i.e. σ k in (42)).
Lemma 6 (Lemma 2.2.1 in [44] ): Let z be a random variable which obeys P {|z| > u} ≤ αe −βu . Then
Using these definitions, we have the following powerful tool for bounding the size of a sum of independent random vectors or matrices, each one of which is subexponential. This result is mostly due to [43] , but appears in the form below in [29] .
Proposition 3: [Matrix Bernstein, Orlicz Norm Version]Let Z 1 , . . . , Z Q be independent K × N random matrices with E[Z q ] = 0. Let B be an upper bound on the Orlicz-1 norms:
and define
Then there exists a constant C such that for all t ≥ 0
with probability at least 1 − e −t . Essential to establishing our stability result, Theorem 2, is bounding both the upper and lower eigenvalues of the operator AA * . We do this in Lemma 2 with a relatively straightforward application of the following Chernoff-like bound for sums of random positive symmetric matrices.
Proposition 4 (Matrix Chernoff in [43] ): Let Z 1 , . . . , Z Q be independent L × L random self-adjoint matrices whose eigenvalues obey (45) for t ∈ [0, 1], and
for t ≥ e.
V. PROOF OF KEY LEMMAS
A. Proof of Lemma 2
The proof of Lemma 2 is essentially an application of the matrix Chernoff bound in Proposition 4.
Using the matrix form of A,
we can write AA * as sum of random matrices
where n = diag({ĉ [n]} ) as in (3). To apply Proposition 4, we will need to condition on the maximum of the magnitudes of theĉ [n] not exceeding a certain size. To this end, given an α (which we choose later), we define the event
and since the |ĉ | 2 are Rayleigh random variables,
We can now breakdown the calculation as
and similarly for P {λ min (AA * ) > v}. Conditioned on α , the complex Gaussian random variablesĉ [n] are still zero mean and independent; we denote these conditional random variables asĉ [n], and set n = diag({ĉ [n]} ), noting that
1 − e −α 2 = : σ 2 α ≤ 1. We now apply Proposition 4 with
where we have take t = 1/2 in (45), and
where we have taken t = e 3/2 in (46). Then taking α = √ 2 log L establishes the lemma.
B. Proof of Lemma 3
The proof of the Lemma and its corollary follow the exact same line of argumentation. We will start with the conditioning of the partial operators A p on T ; after this, the argument for the conditioning of the full operator A will be clear.
We start by fixing p, and set = p . With
where theb k ∈ C K obey (10), (11), (14) and theĉ k ∈ C N are random vectors distributed as in (15), we are interested in how the random operator
concentrates around its mean in the operator norm. This operator is a sum of independent random rank-1 operators on N × K matrices, and so we can use the matrix Bernstein inequality in Proposition 3 to estimate its deviation.
Since A k =b kĉ * k , P T ( A k ) is the rank-2 matrix given by
The linear operator P T (·), since it maps K × N matrices to K × N matrix, can itself be represented as a K N × K N matrix that operates on a matrix that has been rasterized (in column order here) into a vector of length K N. We will find it convenient to denote these matrices in block form:
is a K × K matrix that occupies rows (i −1)K +1, . . . , i K and columns ( j −1)K +1, . . . , j K . Using this notation, we can write P T as the matrix
where δ(i, j ) = 1 if i = j and is zero otherwise.
We will make repeated use the following three facts about block matrices below: Also M * (X) = M * X pq * . We will break P T ( A k ) ⊗ P T ( A k ) into four different tensor products of rank-1 matrices, and treat each one in turn:
(49) To handle these terms in matrix form, note that if u 1 v * 1 and u 2 v * 2 are rank-1 matrices, with u i ∈ C K and v i ∈ C N , then the operator given by their tensor product is defined as (50), as shown at the top of next page.
For the expectation of the sum, we compute the following:
A straightforward calculation combines these four results with (48) to verify that
In light of (27) , this means
where G ≤ Q/4L. We now derive tail bounds for how far the sum over for each of the terms in (49) deviates from their respective means. Starting with first term, we use the compact notation
, for each addend. To apply Proposition 3, we need to uniformly bound the size (Orlicz ψ 1 norm) of each individual Z k as well as the variance σ 2 in (43) . For the uniform size bound,
Applying Lemma 8,
and combined with Lemma 6 this means
For the variance, we need to compute E[Z * k Z k ]. This will be easiest if we rewrite the action of Z k on a matrix X as 2 , and
where we have used (27) in the last step. Collecting these results and applying Proposition 3 with t = α log L yields
with probability exceeding 1 − L −α .
For the sum over the second term in (49), set
then using the fact that I − hh * ≤ 1 (since h 2 = 1), we have
This is again a subexponential random variable whose size we can characterize using Lemma 10:
To bound the variance in (44) , we again write out the action of Z k on an arbitrary K × N matrix X:
where in the last step we have used the fact that | m,ĉ k | 2 is a chi-square random variable with two degrees of freedom with variance E[(| m,ĉ k | 2 − 1) 2 ] = 1. This gives us
Collecting these results and applying Proposition 3 with
with probability exceeding 1 − L −α . The last two terms in (49) are adjoints of one another, so they will have the same operator norm. We now set
and so the action of Z k on an arbitrary matrix X is given by
from which we can see
From Lemmas 11 and 6, we that the random variable (ĉ kĉ * k − I)m 2 is subexponential with (ĉ kĉ * k − I)m ψ 1 ≤ C √ N , and so
For the variance σ 2 in (43), we need to bound the sizes of both Z * k Z k and Z k Z * k . Starting with the former, we have
and then applying Lemma 12 yields 2 ]mm * , and then applying Lemma 9 yields
Collecting these results and applying Proposition 3 with t = α log L and M = max μ 2 max K , μ 2 h N yields
Using the triangle inequality
we can combine (51) with (52), (53), and (54) to establish that
with probability exceeding 1 − 3L −α . With Q chosen as in (37) , this becomes
for C α chosen appropriately. Applying the union bound establishes the lemma.
To prove the corollary, we take = {1, . . . , L} and Q = L above. In this case, we will have k∈ b kb * k = I, and so G = 0 in (51). We have
with probability exceeding 1 − 3L −α . Then taking L as in (38) will guarantee the desired conditioning.
C. Proof of Lemma 4
We start by fixing ∈ p+1 and estimating W * pb 2 . We can re-write W p as a sum of independent random matrices: since W p−1 ∈ T , P T (W p−1 ) = W p−1 and
For the second term above
where we have used (27) and the fact that the Frobenius norms of the W p decrease geometrically with p; see (30) . The first term in (55) is the norm of a sum of independent zero-mean random vectors, which we will bound using Propositions 2 and 3. We set w k = W * p−1b k and expandb * P T (Z k )
where the z k are independent random vectors, and the z k are independent random scalars:
Using Lemma 13, we have a tail bound for each term in the scalar sum:
Applying the scalar Bernstein inequality (Proposition 2) with
and t = α log L tells us that
with probability at least 1 − L −α . For the vector term in (56), we apply Lemmas 11 and 6 to see that
For the variance terms, we calculate
with probability at least 1 − L −α .
Combining (57) and (58) and taking the union bound over all ∈ p+1 yields
with probability exceeding 1 − 2QL −α . Then taking Q as in (37) and the union bound over 1 ≤ p ≤ P establishes the lemma.
D. Proof of Lemma 5
We start by fixing p and writing
We will derive a concentration inequality to bound the first term, and use (27) for the second. We can write the first term above as the spectral norm of a sum of random rank-1 matrices:
where
We will use Proposition 3 to estimate the size of this random sum; we proceed by calculating the key quantities involved.
With w k = W * p−1b k , we can bound the size of each term in the sum as and then applying Lemmas 11 and 6 yields
For the variance terms, we calculate Then with M = max μ 2 max K , μ 2 h N , we apply Proposition 3 with t = α log L to get
with probability exceeding 1 − L −α . With Q as in (37) , this becomes
for an appropriate choice of C α . Thus
Applying the union bound over all p = 1, . . . , P establishes the lemma.
VI. SUPPORTING LEMMAS
Lemma 7: Letĉ k ∈ C N be normally distributed as in (15) , and let u ∈ C N be an arbitrary vector. Then | ĉ k , u | 2 is a chi-square random variable with two degrees of freedom and P | ĉ k , u | 2 > λ ≤ e −λ/ u 2 2 .
Lemma 8: Letĉ k ∈ C N be normally distributed as in (15) . Then P ĉ k Proof: A slight variation of (61) gives us that
The lemma follows from combining these two cases into one subexponential bound.
Lemma 11: Letĉ k ∈ C N be normally distributed as in (15), and let v ∈ C N be an arbitrary vector. Then
For the first term above, we have for any τ > 0,
We can then use the fact that | v,ĉ k | 2 is a chi-squared random variable along with (60) above to derive the following tail bound: Let R(i, j ) be the entries of the first matrix above:
On the diagonal, where i = j , all of the terms in the sum above are zero except when n 1 = n 2 , and so
Using the fact that E |ĉ k [n]| 2 |ĉ k [i ]| 2 = 2 n = i 1 n = i , we see that R(i, i ) = |v[i ]| 2 + v 2 2 . Off the diagonal, where i = j , we see immediately that E[ĉ k [n 1 ]ĉ k [n 2 ] * ĉ k [i ]ĉ k [ j ] * ] will be zero unless one of two (non-overlapping) conditions hold: (n 1 = i, n 2 = j ) or (n 1 = j, n 2 = i ). Thus
Note the lack of absolute values in the first term on the right above; in fact, since theĉ Proof: For any t > 0,
Choosing t 2 = λ v 2 / u 2 yields P | ĉ k , v u,ĉ k | > λ ≤ 2 exp − λ u 2 v 2 , and so
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