A general framework to construct schemes satisfying additional
  conservation relations. Application to entropy conservative and entropy
  dissipative schemes by Abgrall, Remi
A general framework to construct schemes satisfying additional
conservation relations.
Application to entropy conservative and entropy dissipative schemes
R. Abgrall
Institute of Mathematics, University of Zurich, Switzerland
October 3, 2018
Abstract
We are interested in the approximation of a steady hyperbolic problem. In some cases, the solution
can satisfy an additional conservation relation, at least when it is smooth. This is the case of an entropy.
In this paper, we show, starting from the discretisation of the original PDE, how to construct a scheme
that is consistent with the original PDE and the additional conservation relation. Since one interesting
example is given by the systems endowed by an entropy, we provide one explicit solution, and show
that the accuracy of the new scheme is at most degraded by one order. In the case of a discontinuous
Galerkin scheme and a Residual distribution scheme, we show how not to degrade the accuracy. This
improves the recent results obtained in [1, 2, 3, 4] in the sense that no particular constraints are set on
quadrature formula and that a priori maximum accuracy can still be achieved. We study the behaviour
of the method on a non linear scalar problem. However, the method is not restricted to scalar problems.
1 Introduction
In this paper, we are interested in the approximation of non-linear hyperbolic problems. To make things
more precise, our target are the Euler equations in the compressible regime, other examples are the MHD
equations. The case of parabolic problems in which the elliptic terms play an important role only in some
area of the computational domain, such as the Navier-Stokes equations in the compressible regime, or the
resistive MHD equations, can be dealt with in a similar way.
Let D an open subset of Rp and d C1 functions fj , j = 1, . . . , d defined on D. We consider the hyperbolic
problem, with u : Ω ⊂ Rd → D ⊂ Rp, defined by
div f(u) =
d∑
j=1
∂fj
∂xj
(u) = 0 (1a)
subjected to (
∇uf(u) · n(x), 0
)−
(u− ub) = 0 on ∂Ω. (1b)
In (1b), n(x) is the outward unit vector at x ∈ ∂Ω and ub is a regular enough function. We have also used
standard notations: if A is a p × p diagonalisable matrix in R, A = LΛR where L and R are two p × p
matrices with LR = Idp×p and Λ = diag(λi)i=1,...,p diagonal, then
A± = LΛ±R where Λ± = diag(λ±i )i=1,...,p
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and, for x ∈ R, x+ = max(x, 0) and x− = min(x, 0). The weak formulation of (1) is: u ∈ L2(Ω)d ∩ L∞(Ω)d
is a weak solution of (1) if u ∈ D and for any ϕ ∈ C10 (Ω)d,
−
∫
Ω
∇ϕ · f(u) dx+
∫
∂Ω
ϕ
(Fn(u,ub)− f(u) · n) dγ = 0 (2)
where Fn is a flux that is almost everywhere the upwind flux:
Fn(u,ug) =
(∇uf(u) · n(x))+u+ (∇uf(u) · n(x))−ug
In general, schemes are constructed starting from the conservation relation. In some cases, such as when
the solution is smooth enough, it appears that the solution of (1) also satisfies an additional conservation
relation. There is no reason that the initial discretisation will also be consistent with the new conservation
relation. A typical example is the entropy. If U , defined on D, is a convex and C1 function and if there
exists g, a C1 function, g = (g1, . . . , gd) : D → Rd, such that: for all j = 1, . . . , d,
∇uU · ∇ufj = ∇ugj , (3a)
then when u is smooth we get the additional conservation relation
div g(u) =
d∑
j=1
∂gj
∂xj
(u) = 0. (3b)
An entropy solution of (1) will satisfy div g(u) ≤ 0 in the sense of distributions.
Hence a rather natural question is: given a scheme for (1), how can we modify it so that the modified
scheme is consistent with an additional conservation relation, i.e. in the case of an entropy, how to modify
it so that it is also compatible with an entropy inequality? This is not a new question: there has been lots
of work on that particular question, see [5, 6, 7, 8, 9, 10], and more recently see [11, 12, 4, 3, 2, 13, 1, 14,
15, 16, 17, 18, 19, 20, 21, 22] and references therein for an un-complete list of contributions. One of the
salient aspects of research on this problem is a focus on the discrete version of the schemes: for example,
when some integral appear in the formulation, as in finite element method, quadrature formula are needed,
and the integrals are never computed exactly. The central question is then how to translate, from a discrete
point of view, the ’continuous’ differential relations (3a) and the algebra associated to them at the discrete
level. Up to our knowledge, entropy stable schemes can be rigorously designed only for special quadrature
formula. The objective of this paper is to provide a different point of view within the Residual Distribution
framework. In particular, we show that we can consider general quadrature formula.
The outline of the paper is as follows. In a first part, we recall the class of schemes (nicknamed as
Residual distribution schemes or RD or RDS for short) we are interested in, and show their link with more
classical methods such as finite element ones. Then we recall a condition that guaranties that the numerical
solution will converge to a weak solution of the problem, and a second one about entropy condition, and
recall a systematic way to check the formal accuracy of the scheme. In the third part, we give a general
recipe that show how to modify a scheme in order to fullfil an additional conservation law. The fourth part
is devoted to a discussion on the entropy conservation: we show explicitly how to modify a given scheme.
The next section is devoted to the construction of entropy dissipative schemes, and we provide numerical
examples. A conclusion follows.
2 Notations
From now on, we assume that Ω has a polyhedric boundary in Rd, d = 1, 2, 3. This simplification is by no
mean essential. We denote by Eh the set of internal edges/faces of a triangulation Th, and by Fh those
contained in ∂Ω. K stands either for an element K or a face/edge e ∈ Eh ∪ Fh. The boundary faces/edges
are denoted by Γ. The mesh is assumed to be shape regular, hK represents the diameter of the element K.
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Similarly, if e ∈ Eh ∪ Fh, he represents its diameter. Throughout the text, we will restrict ourselves to the
case where the elements K are simplicies, mostly for simplicity reasons.
Throughout this paper, we follow Ciarlet’s definition [23, 24] of a finite element approximation: for any
element K, we have a set of linear forms ΣK acting on the set Pk of polynomials of degree k such that the
linear mapping
q ∈ Pk 7→ (σ1(q), . . . , σ|ΣK |(q))
is one-to-one. The space Pk is spanned by the basis function {ϕσ}σ∈ΣK defined by
∀σ, σ′, σ(ϕσ′) = δσ′σ .
We have in mind either the Lagrange interpolation where the degrees of freedom are associated to the
Lagrange points in K, or other type of polynomials approximation such as using Be´zier polynomials where
we will also do the same geometrical identification. More specifically, if {A1, . . . ,Ad+1} are the vertices of
K (i.e K is the convex hull of the vertices {A1, . . . ,Ad+1}), the Lagrange points of degree k are defined by
their barycentric coordinates
Lα =
d+1∑
l=1
il
d+ 1
Al, α = (i1, . . . , id+1) (4)
with il positive integers such that i1 + . . .+ id+1 = k
Any point M of Rd can be uniquely represented by its barycentric coordinates {λ1(M), . . . , λd+1(M)}
with
M =
d+1∑
l=1
λl(M)Al,
d+1∑
l=1
λl(M) = 1.
Note that λl(M) ≥ 0 if and only if M ∈ K. The Be´zier polynomials of degree k, associated to the multi-index
α = (i1, · · · , id+1), il positive integer, i1 + . . .+ id+1 = k as in (4), are the polynomials
Bα =
k!
i1! · · · id+1!λ
i1
1 . . . λ
id+1
d+1 .
They sum up to unity, are positive on K, are interpolatory on the vertices only, span Pk as well as the
Lagrange polynomials of degree k. For the Lagrange interpolation of degree k, the set of degrees of freedom
is the set of Lagrange points of degree k, i.e. the Lα where α is as in (4). For the Be´zier approximation,
we make the geometrical identification between the muti-index α that defines the polynomial Bα and the
Lagrange point Lα, though the Be´zier polynomials are not interpolatory in general. However, the Be´zier
polynomials of degree k span Pk, as well as the Lagrange polynomials of degree k.
Considering all the elements covering Ω, the set of degrees of freedom is denoted by S and a generic
degree of freedom by σ. We note that for any K,
∀x ∈ K,
∑
σ∈K
ϕσ(x) = 1.
For any element K, #K is the number of degrees of freedom in K. If Γ is a face or a boundary element, #Γ
is also the number of degrees of freedom in Γ.
The solution is sought for in the space V kh (or Vh for short since the degree k will be assumed to be
constant) defined by, setting
Vh =
⊕
K
{v ∈ L2(K),v|K ∈ Pk}.
We will consider two cases Vh = Vh ∩ C0(Ω) in which case the triangulation needs to be conformal, and
Vh = Vh where the continuity requirement is released: the triangulation does not need to be conformal
anymore.
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Throughout the text, we need to integrate functions. This is done via quadrature formula, and the
symbol
∮
used in volume integrals ∮
K
v(x) dx := |K|
∑
q
ωKq v(x
K
q ) (5)
or boundary/face integrals ∮
∂K
v(x) dγ := |f |
∑
q
ωfq v(x
f
q ) (6)
means that these integrals are done via user defined numerical quadratures.
If e ∈ Eh, represents any internal edge, i.e. e ⊂ K ∩K+ for two elements K and K+, we define for any
function ψ the jump [∇ψ] = ∇ψ|K −∇ψ|K+ . Similarly, {v} = 12
(
v|K + v|K+
)
.
If x and y are two vectors of Rq, for q integer, 〈x,y〉 is their scalar product. In some occasions, it can
also be denoted as x · y or xTy. Similarly, if x = (x1, . . . , xd) is a vector and = (1, . . . ,d ) with j ∈ Rm, then
we denote
x · f = xT f =
d∑
i=1
xifi.
Last, vh ∈ V h will denote any test function, u will be the conserved quantities defined in (1), V will be
the entropy variable and V h ∈ V h will be its interpolant in Pk. Depending on the context, uh ∈ V h will
denote either an approximation of u or u(V h). Similarly, pih(u) ∈ V h is the interpolant of u or u(pih(V )),
depending on the context.
3 Schemes, conservation, entropy dissipation
3.1 Schemes
In order to integrate the steady version of (1) on a domain Ω ⊂ Rd with the boundary conditions (1b), on
each element K and any degree of freedom σ ∈ S belonging to K, we define residuals ΦKσ (uh). Following
[25, 26], they are assumed to satisfy the following conservation relations: For any element K, and any
uh ∈ V h, ∑
σ∈K
ΦKσ (u
h) =
∮
∂K
fˆn(u
h
|K ,u
h
|K−) dγ. (7a)
where u|K is the restriction of uh in the element K while uh|K− is the restriction of u
h on the other side of
the local edge/face of K. In addition, fˆn is a consistant numerical flux, i.e. fˆ(u,u) = f(u) · n. Similarly,
we consider residuals on the boundary elements Γ. On any such Γ, for any degree of freedom σ ∈ S ∩ Γ, we
consider boundary residuals ΦΓσ(u
h) that will satisfy the conservation relation∑
σ∈Γ
ΦΓσ(uh) =
∮
Γ
(
fˆn(u
h
|Γ,ub)− f(uh) · n
)
dγ (7b)
where, for x ∈ Γ, uh|Γ(x) = limy→x,y∈Ωu
h(y). Once this is done, the discretisation of (1) is achieved via: for
any σ ∈ S, ∑
K⊂Ω,σ∈K
ΦKσ (u
h) +
∑
Γ⊂∂Ω,σ∈Γ
ΦΓσ(u
h) = 0. (8)
In (8), the first term represents the contribution of the internal elements. The second exists if σ ∈ Γ and it
represents the contribution of the boundary conditions.
In fact, the formulation (8) is very natural. Consider a variational formulation of the steady version of
(1):
find uh ∈ V h such that for any vh ∈ V h, a(uh,vh) = 0.
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Let us show on three examples that this variational formulation leads to (8). They are
• The SUPG [27] variational formulation, with uh,vh ∈ V h = Vh ∩ C0(Ω):
a(uh,vh) := −
∮
Ω
∇vh · f(uh) dx+
∑
K⊂Ω
hK
∮
K
[∇f(uh) · ∇vh] τK [∇f(uh) · ∇uh]dx
+
∮
∂Ω
vh
(Fn(uh,ub)− f(uh) · n) dγ. (9)
and τK > 0.
• The Galerkin scheme with jump stabilization, see [28] for details. We have
a(uh,vh) := −
∮
Ω
∇vh · f(uh) dx+
∑
e⊂Ω
θeh
2
K
∮
e
[∇vh] · [∇uh] dγ
+
∮
∂Ω
vh
(Fn(uh,ub)− f(uh) · n) dγ. (10)
Here, uh,vh ∈ V h = Vh ∩ C0(Ω), and θe is a positive parameter.
• The discontinuous Galerkin formulation: we look for uh,vh ∈ V h = Vh such that
a(uh,vh) :=
∑
K⊂Ω
(
−
∮
K
∇vh · f(uh)dx+
∮
∂K
vh · fˆn(uh|K ,uh|K−) dγ
)
. (11)
In (11), the boundary integral is a sum of integrals on the faces of K, and here for any face of K uh|K−
represents the approximation of u on the other side of that face in the case of internal elements, and
ub when that face is on ∂Ω. In (11), fˆ is a consistent numerical flux. Note that to fully comply with
(8), we should have defined for boundary faces uh|K− = u
h
|K , and then (11) is rewritten as
a(uh,vh) :=
∑
K⊂Ω
(
−
∮
K
∇vh · f(uh)dx+
∮
∂K
vh · fˆn(uh|K ,uh|K) dγ
)
+
∑
Γ⊂∂Ω
∮
Γ
vh ·
(
fˆn(u
h
Γ,ub)− f(uh) · n
)
dγ.
(12)
with by abuse of language, fˆ = F on the boundary edges.
In the SUPG, Galerkin scheme with jump stabilisation or the DG scheme, the boundary flux can be chosen
different from F . This can lead to boundary layers if these flux are not ”enough” upwind, but we are not
interested in these issues here.
Using the fact that the basis functions that span Vh have a compact support, then each scheme can be
rewritten in the form(8) with the following expression for the residuals:
• For the SUPG scheme (9), the residual are defined by
ΦKσ (u
h) =
∮
∂K
ϕσf(u
h) ·n dγ−
∮
K
∇ϕσ · f(uh) dx+hK
∮
K
(
∇uf(uh) · ∇ϕσ
)
τK
(
∇uf(uh) · ∇uh
)
dx
(13)
with τK > 0.
• For the Galerkin scheme with jump stabilization (10), the residuals are defined by:
ΦKσ (u
h) =
∮
∂K
ϕσf(u
h) · n dγ −
∮
K
∇ϕσ · f(uh) dx+
∑
e faces of K
θe h
2
e
∮
∂K
[∇u] · [∇ϕσ] dγ (14)
with θe > 0. Here, since the mesh is conformal, any internal edge e (or face in 3D) is the intersection
of the element K and an other element denoted by K+.
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• For the discontinuous Galerkin scheme,
ΦKσ (u
h) = −
∮
K
∇ϕσ · f(uh)dx+
∮
∂K
ϕσ · fˆn(uh|K ,uh|K−) dγ (15)
using the second definition of uh|K− .
• The boundary residuals are
ΦΓσ(u
h) =
∮
Γ
ϕσ
(
fˆn(u
h
Γ,ub)− f(uh) · n
)
dγ (16)
All these residuals satisfy the relevant conservation relations, namely (7a) or (7b), depending if we are dealing
with element residuals or boundary residuals.
For now, we are just rephrasing classical finite element schemes into a purely numerical framework.
However, considering the pure numerical point of view and forgetting the variational framework, we can
go further and define schemes that have no clear variational formulation. These are the limited Residual
Distribution Schemes, see [25, 26], namely
ΦKσ (u
h) = βσ
∮
∂K
f(uh) · n dγ (17)
or
ΦKσ (u
h) = βσ
∮
∂K
f(uh) · n dγ + hKθS
∮
K
(
∇uf(uh) · ∇ϕσ
)
τK
(
∇uf(uh) · ∇uh
)
dx (18)
or
ΦKσ (u
h) = βσ
∮
∂K
f(uh) · n dγ + θJ h2K
∮
∂K
[∇uh] · [∇ϕσ] dγ. (19)
or, combining the two kind of stabilisations
ΦKσ (u
h) = βσ
∮
∂K
f(uh)·n dγ+θJ h2K
∮
∂K
[∇uh]·[∇ϕσ] dγ+hKθS
∮
K
(
∇uf(uh)·∇ϕσ
)
τ
(
∇uf(uh)·∇uh
)
dx
(20)
where the parameters βσ are defined to guarantee conservation,∑
σ∈K
βσ = 1
and such that (18) without the streamline term and (19) without the jump terms satisfy a discrete maximum
principle. The parameters τK , θJ and θS in (18), (19) and (20) are positive real numbers. The streamline
term and jump term are introduced because one can easily see that spurious modes may exist, but their role
is very different compared to (13) and (14) where they are introduced to stabilize the Galerkin scheme: if
formally the maximum principle is violated, experimentally the violation is extremely small, if not existant.
See [29, 25] for more details.
A similar construction can be done starting from a discontinuous Galerkin scheme without non-linear
stabilisation such as limiting, has been applied.
The non-linear stability is provided by the coefficient βσ which is a non-linear function of u
h. Possible
values of βσ are described in the appendix A.
3.2 Conservation
It is time to state the geometrical assumptions we make on the quadrature formula:
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Assumption 3.1 (Assumption on the quadrature formula). In (7b) and (7a), numerical integrations are
made on the faces of the elements of Th, boundary of Ω included. Hence when we write, for an element K∮
∂K
ψ · n dγ, or for a face on ∂Ω ∮
Γ
ψ dγ, we are adding contributions ’living’ on the squeleton of Th. We
request that the quadrature formula depend only on the squeleton elements, so that if f = K1 ∩K2 then∮
f∩∂K1
ψ · n dγ +
∮
f∩∂K2
ψ · n dγ = 0. (21)
In the previous relation, the first integral is a numerical formula on f seen from K1, and the second term
is an integral seen from K2. Since the normal are opposite, this means that the geometrical location of the
quadrature points are the same on f seen from K1 and f seen from K2. If f is on the boundary of K, this
is also the intersection of an element K and the boundary of Ω, and again, the quadrature points have the
same geometrical locations whatever be the way we consider f .
In practice, this is not a restriction at all since quadrature points are defined by their barycentric coor-
dinates and symmetric with respect to permutations of the vertices that respect orientation.
From (8), using the conservation relations (7b) and (7a), we obtain for any vh ∈ V h,
vh =
∑
σ∈S
vσϕσ,
the following relation:
0 = −
∮
Ω
∇vh · f(uh) dx+
∮
∂Ω
vh
(
fˆn(u
h,ub)− f(uh) · n
)
dγ
+
∑
e∈Eh
∮
e
[vh]fˆn(u
h
|K ,u
h
|K−) dγ +
∑
K⊂Ω
1
#K
( ∑
σ,σ′∈K
(vσ − vσ′)
(
ΦKσ (u
h)− ΦK,Galσ (uh)
))
+
∑
Γ⊂∂Ω
1
#Γ
( ∑
σ,σ′∈Γ
(vσ − vσ′)(ΦΓσ
(
uh,ub)− ΦGal,Γσ (uh,ub)
))
(22a)
where
ΦK,Galσ (u
h) = −
∮
K
∇ϕσ · f(uh) dx+
∮
∂K
ϕσ fˆn(u
h
|K ,u
h
|K−) dγ,
ΦΓ,Galσ (u
h,ub) =
∮
Γ
ϕσ
(
fˆn(u
h,ub)− f(uh) · n
)
dγ.
(22b)
Note that ∑
σ∈K
ΦK,Galσ (u
h) =
∮
∂K
fˆn(u
h
|K ,u
h
|K−) dγ
and ∑
σ∈Γ
ΦΓ,Galσ (u
h,ub) =
∮ (
fˆn(u
h,ub)− f(uh) · n
)
dγ.
The proof of (22a) is given in appendix C. The relation (22a) is instrumental in proving the following results.
The first one is proved in [30], and is a generalisation of the classical Lax-Wendroff theorem.
Theorem 3.2. Assume the family of meshes T = (Th) is shape regular. We assume that the residuals
{ΦKσ }σ∈K, for K an element or a boundary element of Th, satisfy:
• For any M ∈ R+, there exists a constant C which depends only on the family of meshes Th and M
such that for any uh ∈ V h with ||uh||∞ ≤M , then∣∣ΦKσ (uh|K)∣∣ ≤ C ∑
σ,σ′∈K
|uhσ − uhσ′ |
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• The conservation relations (7a) and (7b) with quadrature formulas satisfying assumption 3.1.
Then if there exists a constant Cmax such that the solutions of the scheme (8) satisfy ||uh||∞ ≤ Cmax and
a function v ∈ L2(Ω) such that (uh)h or at least a sub-sequence converges to v in L2(Ω), then v is a weak
solution of (1)
Proof. The proof can be found in [30], it uses (22a) and some adaptation of the ideas of [31]. One of the key
arguments comes from the consistency of the flux fˆ as well as (21) applied to fˆ
Another consequence of (22a) is the following result on entropy inequalities:
Proposition 3.3. Let (U,g) be a entropy-flux pair for (1) and gˆn be a numerical entropy flux consistent
with g · n. Assume that the residuals satisfy: for any element K,∑
σ∈K
〈Vσ,ΦKσ 〉 ≥
∮
∂K
gˆn(V h|K ,V
h
|K−) dγ (23a)
and for any boundary edge e, ∑
σ∈e
〈Vσ,Φeσ〉 ≥
∮
e
(
gˆn(V hΓ ,Vb)− g(V h) · n
)
dγ. (23b)
Then, under the assumptions of theorem 3.2, the limit weak solution also satisfies the following entropy
inequality: for any ϕ ∈ C1(Ω), ϕ ≥ 0,
−
∮
Ω
∇ϕ · g(V ) dx+
∮
∂Ω−
ϕ g(Vb) · n dγ ≤ 0.
Proof. The proof is similar to that of theorem 3.2 once we are writing the conservative variables in term of
the entropy variable
Another consequence of (22a) is the following condition under which one can guarantee to have a k+1-th
order accurate scheme. We first introduce the (weak) truncation error
E(uh, ϕ) = ∑
σ∈Sh
ϕσ
[ ∑
K⊂Ω,σ∈K
ΦKσ +
∑
Γ⊂∂Ω,σ∈Γ
ΦΓσ
]
. (24)
Proposition 3.4. Assuming that:
1. The solution of the steady problem u is smooth enough,
2. The approximation pih(u) of u is accurate with order k + 1, and f Lipschitz continuous,
3. The quadrature formula (5) and (6) are of order k + 1: for any ψ of class at least Ck+1, for any
element K and face f ,∫
K
ψ(x) dx =
∮
K
ψ(x) dx+O(hd+k+1),
∫
f
ψ dγ =
∮
f
ψ dγ +O(hd+k),
4. The residuals, computed with the interpolant pih(u) of the solution, are such that for any element K
and boundary element Γ
ΦKσ (pih(u)) = O
(
hk+d
)
, ΦΓσ(pih(u)) = O
(
hk+d−1
)
(25)
then the truncation error satisfies the following relation
|E(pih(u), ϕ)| ≤ C(f ,u) ||ϕ||H1(Ω) hk+1,
with C a constant which depends only on f , and ||u||∞.
The proof can be found in appendix C.
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Local conservation. In [32], we show that schemes satisfying the conservation requirements (7a) and
(7b) are indeed locally conservative. More precisely, for each degree of freedom, one can define a control
volume Cσ of polygonal type, and numerical flux fˆnσσ′ (u
h) that depend on the values uσ′ in a neighborhood
of Cσ and the local normal of Cσ ∪ Cσ′ which is planar. This set of connection defines a dual graph. By
construction, we have
fˆnσσ′ (u
n) = −fˆnσ′σ (uh),
which ensure local conservation. Details can be found in [32], but we give two examples in appendix B.
This means that (8) can be rewritten as ∑
σ′∈Nσ
fˆnσσ′ (u
h) = 0
where Nσ is the set of degrees of freedom connected to σ by the dual graph defined from the cells.
3.3 Construction of entropy conservative schemes
In the rest of the paper, V h ∈ V h represents the approximation of the entropy variable V = ∇uU(u) in V h,
and since, the mapping u→ V (u) is one-to-one, uh := u(V h) here. Hence in general it is not a polynomial.
Starting from a scheme {Φσ}, we show in this section how to construct a new scheme, with residuals
{Φ′σ} such that ∑
σ∈K
〈Vσ,Φ′σ〉 =
∮
∂K
gˆn(V h|K ,V
h
|K−) dγ. (26)
This relation is motivated by Proposition 3.3 where the inequality is replaced by an equality, so that combined
with Theorem 3.2, we know that if the scheme converges, the limit solution will satisfy two conservation
relations: one on u and one on the entropy. The equality, together with the remark of the appendix B shows
that we get indeed local conservation of the entropy, too.
Following [33, 34],the idea is to write:
Φ′σ = Φσ + rσ (27)
such that conservation is still guaranteed∑
σ∈K
(
ΦKσ + rσ
)
=
∫
∂K
fˆn(V h|K ,V
h
|K−) dγ,
i.e. ∑
σ∈K
rσ = 0, (28a)
and (26) holds true, i.e. ∑
σ∈K
〈Vσ, rσ〉 =
∮
∂K
gˆn(V h|K ,V
h
|K−) dγ −
∑
σ∈K
〈Vσ,Φσ〉 := E (28b)
The two relations (28) defines a linear system with always at least two unknowns: the solution which is
always valid is
rσ = α
(
Vσ − V¯
)
with V¯ =
1
#K
∑
σ∈K
Vσ. (29a)
Since ∑
σ∈K
〈Vσ,Vσ − V¯ 〉 =
∑
σ∈K
〈Vσ − V¯ ,Vσ − V¯ 〉+ 〈V¯ ,
∑
σ∈K
(Vσ − V¯ )〉 =
∑
σ∈K
〈Vσ − V¯ ,Vσ − V¯ 〉
=
∑
σ∈K
(Vσ − V¯ )2
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since
∑
σ∈K
(Vσ − V¯ ) = 0 by construction. Thus we get
α =
E∑
σ∈K
(Vσ − V¯ )2
. (29b)
Remark 3.5. 1. Since (28b) means that the new set of residuals satisfy a conservation relation for the
entropy on each element, from [32] the new scheme will be locally conservative for the variable u and
the entropy.
2. Relation (29b) becomes singular for a constant state. In practice, we use
α =
E∑
σ∈K
(Vσ − V¯ )2 + ε
(30)
and we have taken ε = 10−20.
3. Interpretation of (29). In fact adding α(Vσ − V¯ ) = α#K
∑
σ′∈K
(Vσ − Vσ′) to each residual is like adding
diffusion. If we had a Cartesian mesh, this amounts to adding an approximation of
∆x
∂
∂x
(
α
∂V
∂x
)
+ ∆y
∂
∂y
(
α
∂V
∂y
)
.
Since α has a priori no sign, depending on the local entropy production of the original scheme, one
adds or removes the right amount to be entropy conservative.
Now, let us have a look at the accuracy of such a scheme. Let us remind we are looking at steady problems.
According to the accuracy conditions (25), we assume Φσ = O(h
k+d). Similarly, since the numerical flux
gˆ is Lipschitz continuous and consistent, we also have point-wise, for a smooth steady exact solution V ,
div g(V ) = 0, so that
0 =
∫
K
div g(V ) dx =
∫
∂K
g(V ) · n dγ
and then∮
∂K
gˆn(V h|K ,V
h
|K−) dγ =
∮
∂K
gˆn(V h|K ,V
h
|K−) dγ −
∫
∂K
g(V ) · n dγ
=
∮
∂K
(
gˆn(V h|K ,V
h
|K−)− g(V ) · n
)
dγ +
∮
∂K
g(V ) · n dγ −
∫
∂K
g(V ) · n dγ
= O(hk+d)
(31)
provided the quadrature formula on the boundary is at least of order k. This is the case by assumption. In
general, we cannot have more than O(hk+d) because even if the integration is exact, we cannot have∮
∂K
(
gˆn(V h|K ,V
h
|K−)− g(V )
)
dγ = O(hk+d+1).
Hence, E = O(hk+d). However, for smooth problems, we have
α = O(hk−2+d),
so that the correction rσ is only O(h
k−1+d) a priori: we loose one order. Thus we get
Proposition 3.6. The scheme defined by (27), (29) is localy entropy conservative and at least of order k at
steady state.
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Up to now, we have shown, starting form a general additional conservation constraint, how to modify
a scheme so that the modified scheme will satisfy one additional conservation relation, and what we see is
that a priori we loose one order of accuracy. This is a general statement that assumes there is no particular
connection between the ’old’ conservation relation and the new one. However, there is a connection for the
entropy flux, it is given by the following relation, see [7]: the entropy flux g is related to the flux f by the
relation
g(V ) = 〈V , f(V )〉 − θ(V )
In addition, the potential satisfies
∇V θ(V ) = f(V ).
Using this, and a proper definition of the entropy numerical flux, it is possible to do better. We explore
this question for the discontinuous Galerkin method, and the non linear RD scheme. The discussion on the
discontinuous Galerkin method will also embed the continuous Galerkin approximation.
3.3.1 Discontinuous Galerkin methods
In the case of the discontinuous Galerkin methods, we get
E = −
∮
∇V h · f(V h) dx+
∮
∂K
〈V h, fn(V h|K ,V h|K−)〉 dγ −
∮
∂K
gˆn(V h|K ,V
h
|K−) dγ.
The precise definition of gˆn will be done later in this section. Since point-wise
1, we have
∇V h · f(V h) = div (〈V h, f(V h)〉)− V h · ∇f(V h)
and V h · div f(V h) = div g(V h), we can write:
E = −
∮
K
∇V h · f(V h) dx+
∮
∂K
〈V h, fˆn(V h|K ,V h|K−) dγ −
∮
∂K
gˆn(V h|K ,V
h
|K−) dγ
= −
∮
K
div
(〈V h, f(V h)〉) dx+ ∮
K
V h · div f(V h) dx+
∮
∂K
〈V h, fˆn(V h|K ,V h|K−) dγ −
∮
∂K
gˆn(V h|K ,V
h
|K−) dγ
= −
∮
K
div
(〈V h, f(V h)〉) dx+ ∮
K
div g(V h) dx+
∮
∂K
〈V h, fˆn(V h|K ,V h|K−) dγ −
∮
∂K
gˆn(V h|K ,V
h
|K−) dγ
= −
(∮
K
div (〈V h, f(V h)〉) dx+
∫
K
div (〈V h, f(V h)〉) dx
)
︸ ︷︷ ︸
(I)
+
(∮
K
div g(V h) dx−
∫
K
div g(V h) dx
)
︸ ︷︷ ︸
(II)
−
∫
K
(
div (〈V h, f(V h)〉 − g(V h)) dx+ ∮
∂K
(〈V h, fˆn(V h|K ,V h|K−) dγ − gˆn(V h|K ,V h|K−)) dγ
= (I) + (II) +
(∫
∂K
(
V hfn(V h)− gn(V h)
)
dγ −
∮
∂K
(
V h · fn(V h)− gn(V h)
)
dγ
)
︸ ︷︷ ︸
III
+
∮
∂K
(
〈V h · (fˆn(V h|K ,V h|K−)− fn(V h))〉 − (gˆn(V h|K ,V h|K−)− gn(V h))) dγ
(32)
Since V h is a polynomial, if the quadrature formulas are of order k, we get that I, II and III in (32) are
I = O(hd+k+1), II = O(hd+k), III = O(hd+k).
Let us have a look at the last term. If we define the entropy flux to be
gˆn(V h,V h,−) = 〈{V h}, fˆn(V|Kph,V h|K−)− θ({V h}), (33)
1Note that we are computing the divergence (in x) of the function 〈V h, f(V h)〉
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we have
−〈V h, f(V h)〉+ 〈V h, fˆn(V h|K ,V h|K−) + g(V h) · n− gˆn(V h|K ,V h|K−)
= 〈V h − {V h}, fˆn(V h|K− ,V h|K−)〉+
(
θ({V h})− θ(V h)) · n
= 〈V h − {V h}, fˆn(V h|K ,V h|K−)〉 − 〈∇vθ(V¯ ),V h − {V h}〉
= 〈V h − {V h}, fˆn(V h|K ,V h|K−)−∇V θ(V¯ )〉
where V¯ = t{V h}+ (1− t)V by abuse of language 2. Since ∇V θ = f , we have indeed
−〈V h, f(V h)〉+ 〈V h, fˆn(V h|K ,V h|K−) + g(V h) · n− gˆn(V h|K ,V h|K−)
= 〈V h − {V h}, fˆn(V h|K ,V h|K−)− f(V¯ )〉 = O(h2(k+1))
because the numerical flux is Lipschitz continuous. Hence∮
∂K
(
− 〈V h, f(V h)〉+ 〈V h, fˆn(V h|K ,V h|K−) + g(V h) · n− gˆn(V h|K− ,V h|K−)
)
dγ = O(hd+2k+1)
provided suitable quadrature formulas. In the end we get
Proposition 3.7. The scheme defined by (27), (29) is localy entropy conservative. In addition E =∑
σ∈K
〈Vσ,Φσ〉 −
∮
∂K
gˆn(V h|K ,V
h
|K−) dγ, with
gˆn(V h|K ,V
h
|K−) = 〈{V }, fˆ〉 − θ({V h})
satisfies
E = O(hd+k+1) (34)
if the quadrature formula are of order k for the surface/volume integrals and k+ 1 for the boundary, so that
the scheme (27)-eqrefent is stil of order k + 1 at steady state.
Remark 3.8. 1. We do not use the fact we are solving a steady problem: the same would be true for the
semi-discrete unsteady problem.
2. We have only used approximation properties: the same would be true when non linear limiting is
applied, provided the formal order is kept for sommth solutions
3.3.2 Non linear RD schemes
Let us recall that for the non linear RD schemes defined in appendix A, the accuracy condition is that the
boundary integrals are of order k − 1, since then∮
∂K
fˆn(V h|K ,V
h
|K−) dγ = O(h
k+d).
2We write θ({V h})− θ(V h) component by component. For the component #l, we get
θl({V h})− θl(V h) = 〈
∂θl
∂V
(tl{V h}+ (1− tl)V ), {V h} − V 〉,
tl ∈ [0, 1] Hence
〈V h − {V h}, fˆn(V h|K ,V h|K− )−∇V θ(V¯ )〉
means, by abuse of language
p∑
l=1
(
V h − {V h})
l
((
fˆn(V h|K ,V
h
|K− )
)
l
− ∂θl
∂V
(tl{V h}+ (1− tl)V )
)
.
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If gˆn is a Lipschitz continuous flux that is consistent with the entropy flux, we also have∮
∂K
gˆn(V h|K ,V
h
|K−) dγ = O(h
k+d).
Let us look at E in more detail when Φσ = βσΦ,
∑
σ∈K
βσ = Id. We have, defining again gˆ = 〈{V }, fˆ〉−θ({V h})
and V =
∑
σ∈K
βσVσ, and taking into account we assume a smooth steady solution
E =
∮
∂K
gˆn(V h|K ,V
h
|K−) dγ −
∮
∂K
〈V, fˆn(V h|K− ,V h|K−) dγ
=
∮
∂K
(
gˆn(V h|K ,V
h
|K−)− g(V )
)
dγ −
∮
∂K
(
〈V, fˆn(V h|K ,V h|K−)− 〈V, f(V )〉
)
dγ.
We look at each term. First, using Taylor formula, and the fact that ∇V θ(V ) = f(V ),
gˆn(V h|K ,V
h
|K−)− g(V ) = 〈{V h}, fˆn(V h|K ,V h|K−)〉 − θ({V h} − 〈V , f(V )〉+ θ(V )
= 〈{V h} − V , f(V )〉+ 〈{V h}, fˆn(V h|K ,V h|K−)〉 − f(V )〉
+ 〈∇V θ(V ),V − {V h}〉+O
(
(V − {V h})2)
= 〈{V h}, fˆn(V h|K ,V h|K−)− f(V )〉+O
(
(V − {V h})2)
so that
gˆn(V h|K ,V
h
|K−)− g(V )− 〈V , fˆn(V h|K− ,V h|K−)− f(V )〉 = 〈{V h} − V , fˆn(V h|K ,V h|K−)− f(V )〉+O
(
(V − {V h})2)
= O(h)×O(hk+1)
if the boundary quadrature formula is of order k. We have
Proposition 3.9. The scheme defined by (27), (29) is localy entropy conservative. In addition, E =∑
σ∈K
〈Vσ,Φσ〉 −
∮
∂K
gˆn(V h|K ,V
h
|K−) dγ, with
gˆn(V h|K ,V
h
|K−) = 〈{V }, fˆ〉 − θ({V h})
satisfies
E = O(hk+d+1) (35)
if the boundary quadrature formula is of order k.
Remark 3.10. Here we must use the fact we are solving a steady problem.
3.4 Construction of entropy stable schemes
Starting form the residuals {ΦKσ }K∈Th,σ∈K , we want to construct a scheme {Φ
′K
σ }K∈Th,σ∈K , that is entropy
stable, i.e., for any K, ∑
σ∈K
〈Vσ,Φ′Kσ (V h)〉 ≥
∮
∂K
gˆn(V h|K ,V
h
|K−) dγ.
Starting from the previous construction, and dropping the superscript K because we will consider only
quantities in K, the idea is to write the new residuals as:
Φ′σ(V
h) = Φσ + rσ + Ψσ (36)
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where the rσ are defined by (29) and the Ψσ satisfy∑
σ∈K
Ψσ = 0 and
∑
σ∈K
〈Vσ,Ψσ(V h)〉 ≥ 0
without violating the accuracy condition (25).
Let us consider these two expressions for Ψσ(V h) which obviously satisfy the conservation requirement∑
σ∈K
Ψσ(V h) = 0
since
∑
σ∈K
ϕσ = 1:
1. With jumps: We define
Ψσ = θh
2
K
∮
∂K
[∇xϕσ] · [∇xV h] dγ (37)
We have ∑
σ∈K
〈Vσ,Ψσ(V h)〉 = θ h2K
∑
e edge of K
∮
K
[∇xV h]2 dγ ≥ 0
for any θ > 0. It is also easy to check that if V h is an approximation of order k of a smooth V , we
have, provided the quadrature formula is of order k that
Ψσ = O(h
k+d)
so that the accuracy requirement are met.
2. With streamline: we define
Ψσ = θhK
∮
K
(∇V f(V h) · ∇xϕσ) τK(∇V f(V h) · ∇xV h) dx. (38)
Clearly, ∑
σ∈K
〈Vσ,Ψσ(V h)〉 = θhK
∮
K
(∇V f(V h) · ∇xVσ) τK(∇V f(V h) · ∇xV h) dx ≥ 0
for any θ > 0 and any τ > 0 In practice, we take τK as the scalar/matrix defined by
τ−1 =
∑
σ′∈K
K−σ′ ,Kσ =
1
|K|
∫
K
∇uf · ∇xϕσ dx, K+σ = max(Kσ, 0),K−σ = min(Kσ, 0).
It is also easy to check that if V h is an approximation of order k of a smooth V , we have, provided the
quadrature formula is of order k that
Ψσ = O(h
k+d)
so that the accuracy requirement are met.
In practice, the quadrature formula involved in the edge integrals and the surface integrals need to be
such that:
• For ∮
e
[∇xV h]2 dγ: if V h is not constant, ∮
e
[∇V h]2 dγ > 0.
• For ∮
K
(∇V f(V h) · ∇xV h) τK(∇V f(V h) · ∇xV h) dx: if ∇V f(V h) · ∇xV h is not identicaly 0, then∮
K
(∇V f(V h) · ∇xVσ) τK(∇V f(V h) · ∇xV h) dx > 0.
In [25], we have provided minimal conditions on these quadrature formula, such that this conditions
are met. Note that these quadrature formulas may be non-consistent: the only things we need is to
keep the accuracy, and have a strictly positive entropy production.
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4 Numerical illustrations
In this section, we illustrate the behaviour of the methods on non linear examples. We first study the
conservation issues, for mass and entropy, and then show the behavior of the scheme on a Burger-like
problem.
4.1 Conservation
In Ω = [−20, 20]× [−20, 20] we look at the problem
∂u
∂t
+
∂
√
u
∂x
+
∂u
∂y
= 0 (39a)
with
u0(x, y) =
{
1 if r =
√
(x+ 5)2 + (y + 5)2 > 0.5
1 + 2 sin
(
pi
4 (1− 2r)
)
else.
u(x, y, t) = u0(x, y) for t ≥ 0, and x ∈ ∂Ω.
(39b)
We integrate for t ∈ [0, 5]: at time t = 5, the non constant part of the solution has not reached the boundary,
this is why we have taken such a large domain. We want to avoid any interference with the boundary
conditions. The flux is non polynomial, so that any standard quadrature rule will never be exact.
Following the notations of (8), we integrate in time with an Euler forward method
un+1σ = u
n
σ −
∆t
Cσ
( ∑
K⊂Ω,σ∈K
ΦKσ (u
n,h) +
∑
Γ⊂∂Ω,σ∈Γ
ΦΓσ(u
n,h)
)
, (40)
where Cσ is a dual control volume. This method is not accurate in time, but we can check numerically the
conservation of mass,
M =
∑
σ∈Ω
|Cσ|uσ.
An entropy for (39a) is U(u) = u
2
2 , the entropy flux is g(u) = (
u2
2 ,
1
3u
√
u). Since
〈V (un),un+1 − un〉 ≤ U(un+1)− U(un)
we will not get conservation of entropy, but we will check that, the entropy residuals defined by (27) Φ′σ are
such that ∑
σ∈Ω
( ∑
K⊂Ω,σ∈K
〈Vσ,ΦKσ (un,h)〉+
∑
Γ⊂∂Ω,σ∈Γ
〈Vσ,ΦΓσ(un,h)〉
)
= 0. (41)
Up to our knowledge, any of the so-called entropy conservative schemes show rigorous conservation of the
spatial discretisation terms only. To get also entropy conservation at the time-discrete level, it seems that
the scheme must be implicit in time, see [17]. This is the reason why we are not showing
E =
∫
Ω
U(uh) dx
but how well (41) is fullfiled in figure 1. We see that the mass is always conserved up to machine accuracy,
while the correction has a clear effect on the spatial conservation of entropy. This was shown for the pure
Galerkin scheme.
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(a) pure Galerkin, mass (b) pure Galerkin, entropy
Figure 1: Plot of (41) for the pure galerkin scheme, with and without the correction
4.2 Accuracy
In this section we want to show that the correction does not spoil the accuracy. This is done on the following
test case: in Ω = [0, 1]× [0, 1],
∂ sinhu
∂x
+
∂u
∂y
= 0 (42a)
with the boundary condition, for y = 0,
u(x, 0) = x− 1
2
(42b)
The solution is regular and computed by the method of characteristics. We have chosen the exponential flux
to make sure that none of the standard quadrature formula is exact. The quadrature formula are:
• Linear approximation. the quadrature point in the triangle K is its centroid, and the weight is 1. On
the boundary, we have chosen the Gaussian formula associated to the Legendre polynomials of degree
2: there are two points of weight 12 that are the image of ± 1√3 in the mappings form [−1, 1] to any of
the edges of K.
• Quadratic approximation. The surface integrals are computed with 7 quadrature points, the formula
is exact for degree 5
– The centroid with weight 0.225,
– The points defined by the barycentric coordinates (a, b, b),
a = 0.797426985353087, a+ 2b = 1
and cyclic permutations of the coordinates. The weights are ω = 0.125939180544827.
– The points defined by the barycentric coordinates (a, b, b),
a = 0.059715871789770, a+ 2b = 1
and cyclic permutations of the coordinates. The weights are ω = 0.132394152788506.
The integral on the edges are evaluated by the same Gaussian formula as before.
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h ndofs L
1 slope L2 slope L∞ slope
7.06 10−2 525 9.16 10−5 − 1.39 10−4 − 1.14 10−3 −
3.53 10−2 2017 2.12 10−5 2.11 3.30 10−5 2.07 3.23 10−4 1.81
1.76 10−2 7905 5.04 10−6 2.06 7.96 10−6 2.04 8.75 10−5 1.87
8.82 10−3 31297 1.51 10−6 1.74 2.76 10−6 1.53 3.13 10−5 1.5
Table 1: Error for problem (42), linear approximation.
h ndofs L
1 slope L2 slope L∞ slope
1.41 10−1 525 1.35 10−5 − 2.46 10−5 − 2.15 10−4 −
7.06 10−2 2017 1.88 10−6 2.84 3.62 10−6 2.76 4.08 10−5 2.39
3.53 10−2 7905 2.33 10−7 3.01 4.77 10−7 2.92 6.28 10−6 2.69
1.76 10−2 31297 3.12 10−8 2.88 6.35 10−8 2.90 8.88 10−7 2.81
Table 2: Error for problem (42), quadratic approximation.
We have used the scheme 36 where Φσ is obtained by the Galerkin formulation using the above quadrature
and Ψσ is defined by (37) with θ = 0.01. The boundary conditions are implemented with a local Lax
Friedrich numerical scheme. The errors are given in table 1 and 2.
As expected the optimal orders are reached. We can also observe the improved accuracy for a given
number of freedom, between second and third order.
4.3 Behavior on discontinuous solutions
The non linear example is an adaptation of the Burgers equation:
∂u
∂y
+
∂ sinhu
∂x
= 0 if x ∈ [0, 1]2
u(x, y) = 12 − x on the inflow boundary.
(43)
If the y-coordinate corresponds to time, we are back to a more standard formulation.
The exact solution consists in a fan that merges into a shock. We have performed the simulations using
a quadratic approximation. The mesh (i.e. all the degrees of freedom) is displayed in figure 2.
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Figure 2: Mesh for the numerical experiments. All the Lagrange degrees of freedom are represented. From
the representation, we evaluate the solution at the P2 degrees of freedom and then plot the solution using a
local P1 representation in all the triangles represented on the figure.
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(a) SUPG-θ = 0.1 (b) SUPG-θ = 0.01
(c) SUPG-θ = 0.02 (d) GALJ-θ = 0.01
Figure 3: Results without entropy correction, linear schemes
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The numerical solutions are obtained by several methods:
• The SUPG scheme with different values of θ in (38).
• The Galerkin scheme with jumps and different values of θ in (37)
• The non-linear RD scheme where the first order scheme is the Rusanov one (see appendix A)
• The non-linear RD scheme with jump filtering, (19), the jumps being tuned by θ
• The non-linear RD scheme with streamline filtering, (18), the jumps being tuned by θ
These schemes are nicknamed respectively as SUPG-θ, GalJ-θ, RD, RD-J-θ and RD-S-θ. We also have
made a second set of simulations where the schemes are modified by adding the entropy correction. More
precisely, this is done after the evaluation of the Galerkin term for the SUPG-θ and GALJ-θ schemes, and
after the nonlinear RD step of the RD-J-θ and RD-S-θ steps, i.e. before the filtering step in all cases, as
described in section 3.4. These schemes are nicknamed as SUPG-E-θ, GalJ-E-θ, RD, RD-J-E-θ and RD-
S-E-θ respectively. Since the numerical flux is not polynomial, the Galerkin step is only approximate: the
entropy correction is a priori acting. We have used the same quadrature points as in section 4.2.
Our goal is to see if we can lower the parameter θ in the filtering term because we have a fine tuning of
the local entropy production. All the simulations are done with the Euler forward time stepping, CFL=0.3.
The plots use the same isolines between 2 and −2, 100 isolines: we can see the numerical oscillations, if any.
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(a) RD scheme (b) RDJ-0.1
(c) RDJ-0.02 (d) RDJS-0.02-0.02
Figure 4: Results without entropy correction, non linear schemes
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From figure 3, we see that the SUPG scheme without correction and θS = 0.1 provides very good results
in the fan but is almost unstable in the shock (the calculation has been stopped since it is meaningless).
When we lower the parameter θ to 0.01, the shock does not improve, and some wiggles exist in the fan, so
we are not filtering enough. A relatively good compromise is reached for θ = 0.02. This is in contrast with
the GalJ-0.01 result that are comparable to the SUPG-0.02 ones (with smaller oscillations at the shock, by
the way).
From figure 4, we see that θ = 0 leads to wiggles in the fan. They are due to spurious modes, and not
a stability problem, see [35, 36]. We have tried several values of θ for the streamline and the jump term, it
seems that the best results are obtained for θ = 0.1, both for the fan and the discontinuity (remember that
we have 100 isolines between −2 and 2, so 25 between −0.5 and 0.5.
From figure 5, we see that Gal-E-0.01 behaves much better that SUPG-E-0.01. This is an other indication
(comparing to figure 3-(b) that the streamline term is not suffisant. The solution is much better with θ = 0.02,
see figure 5-(c), but it is similar to 3-(c). We have also experienced similar disapointments with the unsteady
version of these schemes in [37] where the jump term seems to filter out more efficiently. Comparing figures
4-(c) and 5-(d), we see that the quality of the fan has improved with the entropy correction, while, of course,
the shock becomes wiggly. If we decrease the value of θ, then the solution becomes similar to 5-(b).
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(a) GALJ-E-θ = 0.01 (b) SUPG-E-θ = 0.01
(c) SUPG-E-θ = 0.02 (d) RDJ-E-0.02
Figure 5: Results with with the entropy term
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5 Conclusion
We have developed a general technique to guaranty that the discretisation of a conservative hyperbolic
problem is consistent with an additional conservation relation. This is a generalisation of the work [34]
and a sequel of [32]. This construction uses in depth a reinterpretation of conservative schemes as Residual
distribution schemes.
Of course, the modifications will depend on the problem. Aiming at illustrating this idea, this is why we
have focussed on an entropy equality and have constructed explicit modifications of the original discretisation
that guaranty a consistency with the original PDE and the additional entropy inequality. We also have shown
that independently of the choice of the entropy flux, one lose one order of accuracy. However, in the case
of discontinuous Galerkin schemes, and stabilized residual distribution schemes, we can provide an explicit
form of the entropy flux that does not lead to a degradation of the accuracy. To achieve this goal, we do not
need any particular structure of the quadrature formula, in particular they do not need to be exact nor to
achieve the summation-by-part property.
We have tested the method on scalar problem, the formula we have given also work for systems. We have
shown, numerically, at least for finite element like methods, that the optimal accuracy is kept. We have also
checked that the method is globally conservative for the original conserved variable and the entropy. Using
the results of [32], it is easy to see that, at least for the steady case, that these schemes can be reformulated
as finite volume schemes. In the case of entropy stable scheme, we can get an explicit form of the numerical
flux for the conserved variable and the entropy.
We have also shown that adding this entropy correction can help to lower the amount of artificial diffusion
that is needed to filter spurious modes for the Galerkin method and the non linear residual distribution ones.
Our study also confirm that the stabilisation by jump is more efficient than the streamline diffusion one.
One reason is probaly that the jump stabilisation allow inter-element exchange of informations, contrarily
to the streamline one.
The emphasis of this paper is put on the steady case, but the unsteady state is similar, see [38] and
[37, 39]. However, if the unsteady case can be considered as well, this is to the price of having implicit
formulations, in the spirit of [34]. This issue will be considered in future work. Future work will also deal
with the question of how to have an entropy conservative scheme in smooth regions, and how to guaranty
non oscillatory behaviour in discontinuous ones
We conclude this work in noticing that one of the ingredients of the method is that any element has at least
2 vertices: the conservation relation translates by a linear relations on the residuals, and the modification
by another one. Having more than 2 degrees of freedom, one solution is a priori possible. As a consequence,
it could be possible, using the same kind of technique, to guaranty more that one additional conservation
relation, this will also be considered for future work.
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A Construction of the non linear stabilisation for RD schemes
Here we consider a globally continuous approximation: uh ∈ Vh ∩ C0(Ω).
Consider one element K. Since there is no ambiguity, the drop, for the residuals, any reference to K in
the following. The total residual is defined by
Φ(uh) =
∫
∂K
f(uh) · n dγ,
and we assume to have monotone residuals {ΦLσ}σ∈K . By this we mean
ΦLσ (u
h) =
∑
σ′∈K
cLσσ′(uσ − uσ′)
with cσσ′ ≥ 0 that also satisfies ∑
σ∈K
ΦLσ = Φ.
It can easily be shown that the condition cσσ′ ≥ 0 garanties that the scheme is monotone under a CFL like
condition. One example is given by the Rusanov residuals:
ΦRusσ (u
h) = −
∫
K
∇ϕσ · f(uh) dx+
∫
∂K
ϕσf(u
h) · n dγ + α(uσ − u¯),
where u¯ is the arithmetic average of of the u′σs on K and α satisfies:
α ≥ #K max
σ,σ′∈K
∣∣∣∣ ∫
K
ϕσ∇uf(uh) dx
∣∣∣∣.
Here #K is the number of degrees of freedom in K. Indeed, this residual can be rewritten as
ΦRusσ (u
h) =
∑
σ′∈K
cσσ′(uσ − uσ′)
with
cσσ′ =
∫
K
ϕσ · ∇uf(uh) dx+ α
#K
.
Under the condition above, cσσ′ ≥ 0 and hence we have a maximum principle.
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The coefficients βσ introduced in the relations (18) and (19) are defined by:
βσ =
max(0,
ΦLσ
Φ )∑
σ′∈K
max(0,
ΦL
σ′
Φ )
.
and can be shown to be always defined, to guaranty a local maximum principle for (18) and (19), see [25].
Remark A.1 (About the coefficients cLσσ′). All the examples of monotone residual we are aware of are such
that for linear problems, te cLσσ′ are independant of u
h. Then one can show that for any σ ∈ K,∑
σ′∈K
(
cLσσ′ − cLσ′σ
)
=
∫
K
∇f(uh) · ∇ϕσdx.
This relation implies the conservation relation (7a).
B Examples of finite volume writing of Residual distribution schemes
This part is taken from [32]. As a motivation, we first show that any finite volume scheme can be written
as a residual distribution sccheme. Then we give two example of the converse. The general statement can
be found in [32], it applies also to discontinuous representations, see the same reference
B.1 Finite volume as Residual distribution schemes
The notations are defined in Figure 7. We specialize ourselves to the case of triangular elements, but exactly
G
T
1
2
3
P
Q
R
n31
n12
n23
2
(a)
σ ≡ 1 K
2
3
1
(b)
Figure 6: Notations for the finite volume schemes. On the left: definition of the control volume for the
degree of freedom σ. The vertex σ plays the role of the vertex 1 on the left picture for the triangle K. The
control volume Cσ associated to σ = 1 is green on the right and corresponds to 1PGR on the left. The
vectors nij are normal to the internal edges scaled by the corresponding edge length
the same arguments can be given for more general elements, provided a conformal approximation space can
be constructed. This is the case for triangle elements, and we can take k = 1.
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The control volumes in this case are defined as the median cell, see figure 7. We concentrate on the
approximation of div f , see equation (1). Since the boundary of Cσ is a closed polygon, the scaled outward
normals nγ to ∂Cσ sum up to 0: ∑
γ⊂∂Cσ
nγ = 0
where γ is any of the segment included in ∂Cσ, such as PG on Figure 7. Hence∑
γ⊂∂Cσ
fˆnγ (uσ,u−) =
∑
γ⊂∂Cσ
fˆnγ (uσ,u−)−
( ∑
γ⊂∂Cσ
nγ
)
· f(uσ)
=
∑
K,σ∈K
∑
γ⊂∂Cσ∩K
(
fˆnγ (uσ,u−)− f(uσ) · nγ
)
To make things explicit, in K, the internal boundaries are PG, QG and RG, and those around σ ≡ 1 are
PG and RG. We set
ΦKσ (u
h) =
∑
γ⊂∂Cσ∩K
(
fˆnγ (uσ,u−)− f(uσ) · nγ
)
=
∑
γ⊂∂(Cσ∩K)
fˆnγ (uσ,u−).
(44)
The last relation uses the consistency of the flux and the fact that Cσ ∩K is a closed polygon. The quantity
ΦKσ (u
h) is the normal flux on Cσ ∩K. If now we sum up these three quantities and get:∑
σ∈K
ΦKσ (uh) =
(
fˆn12(u1,u2)− fˆn13(u1,u3)− f(u1) · n12 + f(u1) · n31
)
+
(
fˆn23(u2,u3)− fˆn12(u2,u1) + f(u2) · n12 − f(u2) · n23
)
+
(
− fˆn23(u3,u2) + fˆn31(u3,u1)− f(u3) · n23 + f(u3) · n31
)
= f(u1) ·
(
n12 − n31
)
+ f(u2) ·
(− n23 + n31)+ f(u3) · (n31 − n23)
= f(u1) · n1
2
+ f(u2) · n2
2
+ f(u3) · n3
2
where nj is the scaled inward normal of the edge opposite to vertex σj , i.e. twice the gradient of the P1
basis function ϕσj associated to this degree of freedom. Thus, we can reinterpret the sum as the boundary
integral of the Lagrange interpolant of the flux. The finite volume scheme is then a residual distribution
scheme with residual defined by (44) and a total residual defined by
ΦK :=
∫
∂K
fh · n, fh =
∑
σ∈K
f(uσ)ϕσ. (45)
Let K be a fixed triangle. We are given a set of residues {ΦKσ }σ∈K , our aim here is to define a flux function
such that relations similar to (44) hold true. We explicitly give the formula for P1 and P2 interpolant.
B.2 General case
One can deal with the general case, i.e when K is a polytope contained in Rd with degrees of freedoms on
the boundary of K. The set S is the set of degrees of freedom. We consider a triangulation TK of K whose
vertices are exactly the elements of S. Choosing an orientation of K, it is propagated on TK : the edges are
oriented.
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Figure 7: Notations for the finite volume schemes. On the left: definition of the control volume for the
degree of freedom σ. The vertex σ plays the role of the vertex 1 on the left picture for the triangle K. The
control volume Cσ associated to σ = 1 is green on the right and corresponds to 1PGR on the left. The
vectors nij are normal to the internal edges scaled by the corresponding edge length
The problem is to find quantities fˆnσ,σ′ for any edge [σ, σ
′] of TK such that:
Φσ =
∑
edges [σ,σ′]
fˆnσ,σ′ + fˆ
b
σ (46a)
with
fˆnσ,σ′ = −fˆnσ′,σ (46b)
and
fˆ bσ =
∮
∂K
ϕσ fˆn(u
h,uh−) dγ. (46c)
The control volumes will be defined by their normals so that we get consistency. The discontinuous nature
of uh, if any, is handled through the numerical flux fˆn.
Note that (46b) implies the conservation relation∑
σ∈K
Φσ =
∑
σ∈K
fˆ bσ, (46d)
so that we rewrite (46a), introducint Ψσ = Φσ − fˆ bσ as:
Ψσ =
∑
edges [σ,σ′]
fˆnσ,σ′ (46e)
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The general P1 case. A solution is
fˆn13 =
Ψ1 −Ψ3
3
fˆn23 =
Ψ2 −Ψ3
3
fˆn32 =
Ψ3 −Ψ2
3
In order to describe the control volumes, we first have to make precise the normals nσ in that case. It is
easy to see that in all the cases described above, we have
Nσ = −nσ
2
.
Then a short calculation shows that n12n23
n31
 = 1
6
n1 − n2n2 − n3
n3 − n1
 .
Using elementary geometry of the triangle, we see that these are the normals of the elements of the dual
mesh. For example, the normal n12 is the normal of PG, see figure 7.
Relying more on the geometrical interpretation (once we know the control volumes), we can recover the
same formula by elementary calculations, see [40].
The general example of the P2 approximation. Using a similar method, we get (see figure 8 for
some notations):
fˆ14 =
1
12
(
Ψ1 −Ψ4
)
+
1
36
(
Ψ6 −Ψ5
)
+
7
36
(
Ψ1 −Ψ2
)
+
5
36
(
Ψ3 −Ψ1
)
fˆ16 =
1
12
(
Ψ4 −Ψ1
)
+
5
36
(
Ψ5 −Ψ1) + 7
36
(
Ψ6 −Ψ1
)
+
1
36
(
Ψ3 −Ψ2
)
fˆ46 =
2
9
(
Ψ2 −Ψ6
)
+
1
9
(
Ψ3 −Ψ5
)
fˆ54 =
2
9
(
Ψ5 −Ψ2
)
+
1
9
(
Ψ5 −Ψ1
)
fˆ42 =
7
36
(
Ψ2 −Ψ3
)
+
5
36
(
Ψ1 −Ψ3
)
+
1
12
(
Ψ6 −Ψ3
)
+
1
36
(
Ψ5 −Ψ4
)
fˆ25 =
1
36
(
Ψ2 −Ψ1
)
+
5
36
(
Ψ3 −Ψ5
)
+
7
36
(
Ψ3 −Ψ5
)
+
1
12
(
Ψ3 −Ψ6
)
fˆ53 =
1
36
(
Ψ1 −Ψ6
)
+
5
36
(
Ψ3 −Ψ5
)
+
7
36
(
Ψ4 −Ψ5
)
+
1
12
(
Ψ2 −Ψ5
)
fˆ63 =
1
36
(
Ψ4 −Ψ3
)
+
5
36
(
Ψ5 −Ψ1
)
+
7
36
(
Ψ5 −Ψ6
)
+
1
12
(
Ψ5 −Ψ2
)
fˆ65 =
1
9
(
Ψ1 −Ψ3
)
+
2
9
(
Ψ6 −Ψ4
)
Then we choose the boundary flux:
fˆ bσ =
∫
∂K
ϕσn dγ
31
and get:
Nl = −nl
6
if l = 1, 2, 3
N4 =
n3
3
N5 =
n1
3
N6 =
n2
3
The normals are given by:
n14 =
1
12
(
N1 −N4
)
+
1
36
(
N6 −N5
)
+
7
36
(
N1 −N2
)
+
5
36
(
N3 −N1
)
n16 =
1
12
(
N4 −N1
)
+
5
36
(
N5 −N1) + 7
36
(
N6 −N1
)
+
1
36
(
N3 −N2
)
n46 =
2
9
(
N2 −N6
)
+
1
9
(
N3 −N5
)
n54 =
2
9
(
N5 −N2
)
+
1
9
(
N5 −N1
)
n42 =
7
36
(
N2 −N3
)
+
5
36
(
N1 −N3
)
+
1
12
(
N6 −N3
)
+
1
36
(
N5 −N4
)
n25 =
1
36
(
N2 −N1
)
+
5
36
(
N3 −N5
)
+
7
36
(
N3 −N5
)
+
1
12
(
N3 −N6
)
n53 =
1
36
(
N1 −N6
)
+
5
36
(
N3 −N5
)
+
7
36
(
N4 −N5
)
+
1
12
(
N2 −N5
)
n63 =
1
36
(
N4 −N3
)
+
5
36
(
N5 −N1
)
+
7
36
(
N5 −N6
)
+
1
12
(
N5 −N2
)
n65 =
1
9
(
N1 −N3
)
+
2
9
(
N6 −N4
)
There is not uniqueness, and it is possible to construct different solutions to the problem. In what follows,
we show another possible construction. We consider the set-up defined by Figure 8.
C Proof of (22a).
Proof of (22a). We start from (8) which is multiplied by vσ, and these relations are added for each σ ∈ S.
We get:
0 =
∑
σ∈S
vσ
( ∑
K⊂Ω,σ∈K
ΦKσ (u
h) +
∑
Γ⊂∂Ω,σ∈Γ
ΦΓσ(u
h,ub)
)
.
Permuting the sums on σ and K, then on σ and Γ, we get:
0 =
∑
K⊂Ω
(∑
σ∈K
vσΦ
K
σ (u
h)
)
+
∑
Γ⊂∂Ω
(∑
σ∈Γ
vσΦ
Γ
σ(u
h,ub)
)
.
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Figure 8: Geometrical elements for the P2 case. Iij is the mid-point between the vertices i and j. The
intersections of the dotted lines are the centroids of the sub-elements.
We look at the first term, the second is done similarly. We have, introducing ΦK,Galσ and #K the number
of degrees of freedom in K,∑
σ∈K
vσΦ
K
σ (u
h) =
∑
σ∈K
vσΦ
K,Gal
σ (u
h) +
∑
σ∈K
vσ
(
ΦKσ (u
h)− ΦK,Galσ (uh)
)
= −
∮
K
∇vh · f(uh) dx+
∮
∂K
vhfˆn(u
h
|K ,u
h
|K−) dγ +
∑
σ∈K
vσ
(
ΦKσ (u
h)− ΦK,Galσ (uh)
)
= −
∮
K
∇vh · f(uh) dx+
∮
∂K
vhfˆn(u
h
|K ,u
h
|K−) dγ
+
1
#K
∑
σ,σ′∈K
(vσ − vσ′)
(
ΦKσ (u
h)− ΦK,Galσ (uh)
)
because from (7a), ∑
σ∈K
(
ΦKσ (u
h)− ΦK,Galσ (uh)
)
= 0.
Similarly, we have∑
σ∈Γ
vσΦ
Γ
σ(u
h) =
∮
Γ
vh
(
fˆn(u
h,ub)− f(uh) · n
)
dγ +
∑ 1
#Γ
∑
σ,σ′∈Γ
(vσ − vσ′)(ΦΓσ
(
uh,ub)− ΦGal,Γσ (uh,ub)
)
Adding all the relations and using the assumption 3.1 on the quadrature formulas, we get:
0 =
∑
K⊂Ω
(
−
∮
K
∇vh · f(uh) dx+
∮
∂K
vhfˆn(u
h
|K ,u
h
|K−) dγ
)
+
∑
Γ⊂∂Ω
∮
Γ
vh
(
fˆn(u
h,ub)− f(uh) · n
)
dγ
+
∑
K⊂Ω
1
#K
( ∑
σ,σ′∈K
(vσ − vσ′)
(
ΦKσ (u
h)− ΦK,Galσ (uh)
))
+
∑
Γ⊂∂Ω
1
#Γ
( ∑
σ,σ′∈Γ
(vσ − vσ′)(ΦΓσ
(
uh,ub)− ΦGal,Γσ (uh,ub)
))
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i.e. after having defined [vh] = vh|K − vh|K− and chosen one orientation of the internal edges e ∈ Eh, we get
(22a).
Proof of Proposition 3.4. We first show that ΦK,Galσ (pih(u)) = O
(
hk+d
)
. Since u is regular enough, we have
pointwise div f(u) = 0 on K, so that, by consistency of the flux,
0 = −
∫
K
∇ϕ · f(u) dx+
∫
∂K
ϕfˆn(u,u) dγ.
This shows that
−
∮
K
∇ϕ · f(u) dx+
∮
∂K
ϕfˆn(u,u) dγ = O(h
k+d+1).
Then,
ΦK,Galσ (pih(u)) = −
∮
K
∇ϕσ ·
(
f(pih(u))− f(u)
)
dx+
∮
∂K
ϕσ
(
fˆn(pih(u), pih(u))− fˆn(u,u)
)
dγ
+
∮
K
∇ϕ · f(u) dx−
∮
∂K
ϕfˆn(u,u) dγ
= |K| × O(h−1)×O(hk+1) + |∂K| × O(1)O(hk+1)
+O(hk+d+1)
= O(hd)×O(h−1)×O(hk+1) +O(hd−1)×O(1)×O(hk+1)
+O(hk+d+1)
= O(hd+k)
because the flux is Lipschitz continuous and the mesh is regular.
The result on the boundary term is similar since the boundary numerical flux is upwind and the boundary
of Ω is not characteristic: only two types of boundary faces exists, the upwind and downwind ones. On the
downwind faces, the boundary flux vanishes. On the upwind ones, we get the estimate for the Galerkin
boundary residuals thanks to the same approximation argument.
The mesh is assumed to be regular: the number of elements (resp. edges) is O(h−d) (resp. O(h−d+1)).
Let us assume (25). Let v ∈ C10 (Ω). Using (22a) for pih(u),
E(uh, ϕ) =− ∮
Ω
∇pih(v) · f(pih(u)) dx+
∮
∂Ω
pih(v)
(
fˆn(pih(u),ub)− f(pih(u)) · n
)
dγ
+
∑
e∈Eh
∮
e
[pih(v)]fˆn(pih(u), pih(u)−) dγ +
∑
K⊂Ω
1
#K
( ∑
σ,σ′∈K
(vσ − vσ′)
(
ΦKσ (pih(u))− ΦK,Galσ (pih(u))
))
+
∑
Γ⊂∂Ω
1
#Γ
( ∑
σ,σ′∈Γ
(vσ − vσ′)(ΦΓσ
(
pih(u),ub)− ΦGal,Γσ (pih(u),ub)
))
.
where pih(u)− represents the interpolant of u on K−.
We have, using
−
∮
Ω
∇pih(v) · f(u) dx+
∮
∂Ω
pih(v)
(Fn(u,ub)− f(u) · n) dγ = 0,
−
∮
Ω
∇pih(v) · f(pih(u)) dx+
∮
∂Ω
pih(v)
(
fˆn(pih(u),ub)− f(pih(u)) · n
)
dγ
= −
∮
Ω
∇pih(v) ·
(
f(pih(u))− f(u)
)
dx+
∮
∂Ω
pih(v)
(
fˆn(pih(u),ub)− fˆn(u,ub)
)
dγ
−
∮
∂Ω
pih(v)
(
f(pih(u))− f(u)
) · n dγ
= O(hk+1)
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since the flux on the boundary is the upwind flux Fn, and using the approximation properties of pih(u).
Then ∑
e∈Eh
∮
e
[pih(v)]fˆn(pih(u), pih(u)
−) dγ = O(h−d+1)×O(hd−1)×O(hk+1)×O(1) = O(hk+1),
∑
K⊂Ω
1
#K
( ∑
σ,σ′∈K
(vσ − vσ′)
(
ΦKσ (pih(u))− ΦK,Galσ (pih(u))
))
= O(h−d)×O(h)×O(hk+d) = O(hk+1),
and similarly∑
Γ⊂∂Ω
1
#Γ
( ∑
σ,σ′∈Γ
(vσ−vσ′)(ΦΓσ
(
pih(u),ub)−ΦGal,Γσ (pih(u),ub)
))
= O(h−d+1)×O(h)×O(hk+d−1) = O(hk+1)
thanks to the regularity of the mesh, that pih(v) is the interpolant of a C
1 function and the previous
estimates.
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