Section S1. Optimized Conditions for Synthesizing Zn 1-x Mg x O by Atmospheric ALD
Atmospheric Atomic Layer Deposition (AALD) system. [1, 2] Afterwards, the substrate moves back through the gas channels in the opposite direction, and so forth to obtain the desired film thickness. The precursors were introduced to the gas phase by bubbling carrier gas (N 2 ) [3] [4] [5] The ZnO (110) peak for x = 0 is not noticeable above the background because undoped ZnO is strongly c-axis oriented and few ZnO (100) and (110) planes (which run parallel to the c-axis) diffract. The ZnO (110) peak has a lower intensity than the ZnO (100) peak, which itself is barely noticeable. But these peaks become more intense with Mg doping as the grains become more a-axis oriented.
Section S2. Pulsed Laser Deposited Zn 1-x Mg x O
The AALD Zn The PLD films were highly crystalline and c-axis oriented ( Figure S2a ), and had bandgaps that corresponded with those of the AALD films with the same Mg doping (as seen from the excitonic peaks in Figure S2b and the onset of absorption in Figure S2c ). The presence of band tails, evident in Figure S2b The CQDSCs showed an increase in the V OC and efficiency with Mg doping, as expected, and the change in the J SC s and FFs did not exceed the uncertainties in those quantities (Table S2 ). The PLD films were rougher than the AALD films, as can be seen from the topography images in Figure S3 . The AALD film was highly conformal to the substrate (as seen by comparing Figure S3a with Figure S3c ) and the roughness was mainly due to the ITO substrate. The high degree of smoothness would have led to the deposition of a uniform PbSe QD layer. By contrast, the PLD films had large vertical variations in thickness (~30 nm) that were significant compared with the 100 nm thick PbSe QD layer ( Figure S3b The PDS measurements show absorption due to defect states within the bandgap, in addition to the tail of sub-bandgap states. To deconvolute these contributions, we fitted the Urbach model to the absorption front. The Urbach model is given by Eq. S1: [7] U
where E U is the Urbach energy, α the absorption coefficient, E g the bandgap, hν the photon energy and α 0 a constant. [7] The Urbach fit was applied to the absorption front in the log-linear absorption plots ( Figure   S5a and S5b). A comparison of the fitted Urbach models to the absorbance data is given in Figure S5a -c, showing that there is a good fit. If we compare the Urbach models themselves to observe the absorption only due to the tail of sub-bandgap states, we can see that as the conduction band was raised, the energy required for sub-bandgap absorption also increased ( Figure S5d ). This is in agreement with the photoluminescence spectra data in Figure 3b and suggests that the available electron acceptor levels due to any sub-bandgap states below the Zn 1-x Mg x O conduction band were shifted to higher energies as the conduction band was shifted upwards by Mg doping.
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Section S5. Hall-Effect Measurements of AALD Zn 1-x Mg x O Films
The carrier concentration and mobility of the Zn 1-x Mg x O films were measured using the Van der Pauw method in a Hall effect rig. The sheet resistance was first measured with a Keithley 6220 current source and 2182A Nanovoltmeter. A 1 T magnetic field was then applied and the current source and the Nanovoltmeter used to measure the Hall voltage, from which the carrier concentration was calculated. The mobility was calculated from the carrier concentration and resistivity. [1, 8] The decrease in the carrier concentration found ( Figure S6 ) may have been due to a change in the formation of point defects in the ZnO with Mg doping. [9] The decrease in the carrier concentration observed here was smaller than that previously reported for N-doped ZnO. [10] This is because N has a higher valency than O, meaning that N would remove more free electrons than O, leading to a decrease in the carrier concentration. Mg, however, has the same valency as Zn and should not donate fewer free electrons to the lattice than Zn.
In Figure 2b in the manuscript, there is a decrease in J SC for x > 0.21. As discussed in the manuscript, this was due to a significant extent to the reduction in the accessible density of ZnO band-tail states as the conduction band was raised. The J SC s reduction can also be attributed in part to a reduced electron mobility in the Zn 1-x Mg x O upon doping ( Figure S6 ), which is expected to arise from an increase in the effective electron mass and alloy disorder scattering. [11] Section S6. Photointensity measurements From Figure S7a and S7b, it can be seen that an effective applied bias (V 0 -V) of 0.35 V occurs in the square-root regime (slope = 0.5 in a log-log plot) for the devices with x = 0 and x = 0.21.
The photocurrent vs. effective applied bias log-log plot for the devices with x = 0.42 ( Figure   S7c ) was unconventional as it did not have a region where the slope was unity or 0.5. Rather, the slope was 0.875. This could be because this device does not follow the assumptions made by Goodman et al. when they derived the governing equations for current extraction. For example, the device with x = 0.42 had more mid-bandgap defect states than lower doping levels, whereas Goodman et al. assumed that there were no defect states present. [12] As a result, it was not possible to use this method to detect if there was a space-charge region in the
device with x = 0.42. However, measurements of the fill factor vs. light intensity and the white-light bias EQE for x = 0.42 (Figure 5b and Figure S8 ) indicate a reduction in the efficiency of charge collection from the quantum dots, which is consistent with the presence of a space-charge region in the quantum dot layer, and supports the idea that the metal oxide has an active conduction band tail.
White-light biased EQE measurements were performed using a 250 W tungsten light source (chopped using a Thorlabs MC2000 mechanical chopper) coupled to an Oriel Cornerstone 130 monochromator. The white-light bias illumination was provided using a white LED array and calibrated using a silicon photodiode and solar simulator. To differentiate the signal due to the monochromatic illumination (which had an intensity of less than 1 mW.cm -2 ) from that due to the white light bias, the current from the device was passed to a Stanford Research SR 570 current preamplifier to subtract the constant background before being fed into a Femto LIA-MVD-200 lock-in amplifier. Figure S8 shows that with no white-light background illumination (WLB), the EQE increased monotonically with doping, even under an applied bias. The generation rate of the photogenerated carriers was suitably small, such that charge transfer was efficient, even in the device with x = 0.42. The reduction in interfacial recombination with Mg doping therefore resulted in a slightly higher EQE for the devices with Mg-doped ZnO. With WLB (1 sun), the cell with the highest doping (x = 0.42) showed the lowest EQE due to limited electron transfer from the PbSe to the smaller density of accepting states in the oxide. 
