This paper rst proposes a computationally e cient spatial directional interpolation scheme which makes use of the local geometric information extracted from the surrounding blocks. The proposed error concealment scheme produces results that are superior to those of other approaches, in terms of both peak signal-to-noise ratio and visual quality. Then a novel approach which incorporates this directional spatial interpolation at the receiver is proposed for block-based low bit rate coding. The key observation is that the directional spatial interpolation at the receiver can reconstruct faithfully a large percentage of the blocks that are intentionally not sent. Rate-distortion optimal way to drop the blocks is shown. The new approach can be made compatible with standard JPEG and MPEG decoders. The block-dropping approach also has an important application for dynamic rate shaping in transmitting precompressed videos over channels of dynamic bandwidth. Experimental results show that the proposed coding and rate shaping systems can provide signi cant subjective and objective gains over conventional approaches.
Introduction
The problem of recovering lost data in coded images due to imperfect communication channels has attracted much attention. This problem becomes more important in interactive video communication over wireless networks, since the time varying nature of wireless channels can cause severe error bursts or dropouts. Traditional error control strategies employed for data transmission such as Forward Error Correction and Automatic Repeat Request have been found to have some practical limitations, especially in the wireless context 1]. As an alternative, error concealment takes advantage of the spatial or temporal correlation of images and videos without incurring much overhead and delay.
A good spatial interpolation scheme is considered as essential for replenishing missing blocks in still images and video frames. It has been argued 2] that in wireless communication, intra-frame coding (thus spatial interpolation for error concealment) may be preferred in order to avoid severe inter-frame error propagation and to reduce the hardware complexity. Various methods have been proposed to conceal the missing data by exploiting the spatial redundancy 3, 4, 5, 6] . Most of these schemes are related to block-based image and video coding techniques, probably because the most emerging image and video compression standards such as JPEG 7] , H.261 8] and MPEG 9] are all block-based coding schemes. Wang et al. 3] imposed spatial and temporal smoothing constraints on the reconstructed block to estimate the lost DCT coe cients. Block interleaving was incorporated to minimize the e ect of packet loss so that the damaged blocks tend to be isolated and the loss recovery is facilitated. Sun and Kwok 5] utilized spatially correlated edge information from a large local neighborhood of surrounding pixels to conceal damaged blocks. Their approach can be viewed as an alternating projection onto convex set method. A fuzzy logic reasoning based approach 6] was proposed by Lee et al. for block-based image coding techniques. The problems with most existing techniques are that they either lose the high frequency information 3] , and/or are iteration-based, thus require high computational cost 5, 6] .
This paper rst proposes a computationally e cient spatial directional interpolation scheme which makes use of the local geometric information extracted from the surrounding pixels of a lost block. Speci cally, statistics of the local geometric structure is modeled as a bimodal distribution. The two nearest surrounding layers of pixels of a missing block are converted into a binary pattern to reveal the local geometric structure. A measure of directional consistency is employed to resolve the ambiguity of possible matchings of the transition points on the inner layer. Then the missing pixels are interpolated in a way to preserve the local geometric structure. As will be shown in Section 2.3, the proposed scheme can recover the high frequency details well and are computationally simple.
The superior performance of the geometric-structure-based directional interpolation in fact suggests a new idea in low bit rate image and video coding. In the baseline JPEG 7] or the I-frames of MPEG 9] , the picture is partitioned into 8 8 blocks. The intrablock redundancy is exploited e ciently by using Discrete Cosine Transform (DCT). The inter-block correlation, however, is only partially exploited because only the DC component is di erentially coded. The AC components are encoded separately, independent of other blocks 1 . This turns out to be ine cient in low bite rate coding.
To more e ciently exploit the inter-block correlation in block-based coding schemes, a novel approach which combines directional spatial interpolation and DCT coding is then proposed for low bit rate coding. As will be shown, a large percentage of the blocks can be reconstructed faithfully from the neighboring blocks using the geometry-structure-based interpolation scheme at the receiver. These blocks need not be sent. The saved bits can be used to more nely quantize those blocks to be sent. As a result, the proposed coding system can provide signi cant subjective and objective gains over conventional approaches for still image compression and video coding. A rate-distortion (R-D) optimal strategy to intentionally drop some blocks is formulated. Starting from a high quality point with certain level of quantization, one can sweep the entire block-dropping R-D curve over a continuous range of target bit rates by dropping insigni cant blocks (in the R-D sense) in the image or video frames. Thus the algorithm could nd all points that reside on the convex hull of the block-dropping R-D curve. One of the advantages of the new approach is that it can be made compatible to some international compression standards such as JPEG and MPEG.
While some works 11, 12] have been done to improve the performance of the encoder of the standard JPEG and MPEG schemes, to our knowledge, little has been done on the decoder of these standard schemes. This is probably due to the fact that there is less exibility in the decoder design since the standards de ne the bitstream syntax and the decoding process. However, there are still some tricks one can play at the decoding end. For example, postprocessing can be applied to reduce the blocky e ect of the decoded pictures at low bit rates 13, 14] . While conventional postprocessing techniques do their work independent of the encoder and decoder design, this paper will show how one can jointly consider the encoder and decoder design so that some \proactive" postprocessing schemes can be employed to achieve some gain while still keeping the scheme standard-compatible.
The block-dropping approach can also be applied to compressed domain dynamic rate shaping 15]. For reliable video services over networks which can not guarantee quality of services such as the Internet, wireless networks and ATM Available Bit Rate mode, it is advantageous to rst estimate the instantaneous available bandwidth in a given network, and then adaptively scale or shape the bit rate of a precoded video in the compressed domain down to match the available bandwidth in the network. This approach is more aggressive than error-concealment-alone without adaptive transmission. Pruning o some blocks naturally provides a good way of reducing the bit rate. It will be shown that this block-dropping-based approach signi cantly outperforms some conventional approaches. This paper is organized as follows. Section 2 presents the geometric-structure-based directional ltering scheme and shows its superior performance in recovering missing blocks. In Section 3, the spatial-interpolation-assisted approach for low bit rate coding is proposed. A JPEG-compatible version of this new approach is described. The idea is also extended for video coding. Section 4 brie y addresses the application of the block dropping approach for rate reduction in transmitting MPEG-precoded video over channels of dynamic bandwidth. Some experimental results and discussions are presented in Section 5. Section 6 draws the conclusion.
2 Geometric-structure-based directional ltering High detail areas in images most often have a de nite geometric structure or pattern, such as in the case of edges. Interpolation in the low frequency direction is much better than interpolation in the high frequency direction. Therefore, to preserve the local geometric structure of an image, a local analysis of the image structure has to be performed rst. Jung et al. 4 ] proposed a projective interpolation scheme for block-based image coding where the projection data and the interpolation direction are estimated using the boundary pixels surrounding a missing block. This scheme is computationally simple and reveals good subjective and objective quality. However, as the directional interpolation scheme presented in 5], it assumes a simple edge structure (i.e., only one edge direction) and hence does not work well for more complex structures such as streaks, corners, etc. In this section, a simple but more e ective directional ltering scheme is proposed to deal with the more complex structure.
Within a small analysis window of an image, the local structure can often be characterized by a bimodal distribution 16, 17] . In their work of doubling the sample density of an image in both the horizontal and vertical directions, Algazi et al. 17] used a 3 3 analysis window to analyze the spatial structure of interest which is characterized by a bimodal distribution. They obtained good perceived quality of interpolated images.
In the error concealment scenario, the size of the individual lost image block is N N. Random block loss is assumed in this work. Therefore, in most cases, the lost image blocks are isolated. In some cases, there are some consecutive lost blocks, resulting in a larger missing area. Our approach is to use the available surrounding pixels to extract the local geometric information, and then interpolate the missing pixels from the surrounding pixels. The local structure is characterized by a bimodal distribution.
Isolated lost blocks
The lost block is isolated and all its eight neighboring blocks are received correctly. To reduce the complexity and avoid over-complicating the decision process, only the two nearest surrounding layers of pixels are used to extract the local geometric information. These two layers of pixels are rst converted into a binary pattern which reveals the local geometric structure (see Fig. 1 ). A simple scheme has been adopted in our experiments for the thresholding. The fourth largest value Max 4 and the fourth smallest value Min 4 among pixels on the two surrounding layers are rst determined. Their average value (Max 4 + Min 4 )=2 is then used as the threshold. The fourth largest and smallest values are chosen based on the observation that if there is an edge passing through a block, usually there should be at least four pixels on the two surrounding layers whose values are in either high or low level intensity range. To reduce the e ect of some noise, a median lter of length 3 is applied to the two binary layers to eliminate isolated white or black points after the thresholding. This also helps to reduce the number of transitions on the inner layer, thus will facilitate the edge inferring process which will be introduced in the following.
Whenever there is a transition, the corresponding white point is referred to as the transition point. A transition point on the inner layer indicates that there is an edge passing through this point. A transition point on the outer layer helps to identify the direction of the edge. Depending on the complexity of the local structure, the number of transitions on the inner layer varies from block to block. We classify the situation into ve cases: 0, 2, 4, 6, and more than 6 transitions on the inner layer. Note that the number of transitions must be even. When Max 4 and Min 4 are very close, the missing block is considered as a smooth block. This case is referred to as 0 transition case. Note that potentially the smooth blocks can be determined before the binary pattern is generated, based on some threshold on the variance of the surrounding pixels. However, this approach might misclassify a block with an edge passing through one of its corners as a smooth block, due to the insensitivity of the variance to this situation. It is assumed that the edge can be approximated as a straight line in a small block. Given the binary pattern of the two surrounding layers, there is always an ambiguity about how the transition points on the inner layer should be matched to each other to illustrate the local edge structure. Here a measure of directional consistency is used to resolve this problem. For the i-th transition point on the inner layer, denote the angle of the line connecting this point and the corresponding transition point on the outer layer as i . Given a transition point on the inner layer, the corresponding transition point on the outer layer is de ned as the closest transition point on the outer layer which has the same transition property (i.e., from 1 to 0 or vice versa in the clockwise direction). The angle of the line connecting the i-th transition point and the j-th transition point on the inner layer is denoted as ij (see Fig. 1 ). If there is an edge passing through transition points i and j, then ij , i and j should be consistent. The cost function for matching transition point i to transition point j is de ned as C ij = j i ? ij j + j j ? ij j (1) The decision rules for di erent cases are described in the following.
Case 1: zero transition case.
In this case, the missing block is classi ed as a smooth block. It is generally easier to recover a smooth block. In our experiments, the projective interpolation scheme of 4] is applied. In this scheme, the edge orientation is classi ed into eight possible directions, i.e., k 22:5 0 ; k = 0; 1; :::; 7: Let P 1 k and P 2 k represent the two sets of projection data at orientation k. For example, in case of vertical direction (k = 4), we have the following two sets of projection data (see An appropriate direction needs to be chosen. Once the direction is determined, the bilinear interpolation (BLI) along that direction can be used to reconstruct the missing pixels. In Fig. 2 
The weights in Eq. (4) are determined inversely proportional to the normalized di erence of projection data at the corresponding orientation,
Case 2: two transitions case.
It is most likely that an edge goes through this two transition points. However, there are some cases in which a narrow streak or corner goes into the block and stops somewhere inside the block. Therefore we use the following decision rule: If C 01 < 3 =4, it is decided that an edge goes through these two transition points. All the missing pixels are interpolated using bilinear interpolation along the direction of 01 .
If C 01 3 =4, it is assumed that a streak or corner exists. Let = ( 0 + 1 )=2:0. Then all the missing pixels are interpolated using bilinear interpolation along the direction.
Case 3: four transitions case.
Denote the transition points as 0; 1; 2; 3 in the clockwise direction along the inner layer. There are two possibilities. Transition point 0 is either connected to transition point 1 (Situation 1) or 3 (Situation 2). If C 01 + C 23 < C 03 + C 21 , it is assumed that Situation 1 is true. Otherwise Situation 2 is assumed to be true. Once the connections have been established, the original missing block is divided into three regions (see Fig. 3(a) ). The missing pixels in Region 1 and 3 are bilinearly interpolated along the direction of Line 1 and Line 2, respectively. The missing pixels in Region 2 are bilinearly interpolated along either the direction of Line 1 or the direction of Line 2, depending on whether they are closer to Line 1 or Line 2. For example, if the point to be interpolated is closer to Line 1 than Line 2, it is bilinearly interpolated along the direction of Line 1. For some points in Region 2, one of the intersecting point of the surrounding inner layer and the line with the direction of Line 1 or Line 2 passing through these points could be somewhere outside Region 2, e.g., point P in Fig. 3(a) . In this case, the corresponding mid-point of the boundary segment belonging to Region 2 is used as the end point instead. In other words, P is linearly interpolated from P 1 and M in Fig. 3(a) .
Some remarks are in order here. In some rare cases, there could be no corresponding transition points on the outer layer for some transition points (e.g., some transition point i on the inner layer). If this is the case, we set j i ? ij j = 0 for any j in the cost function.
There are also cases in which there is a strong edge while another narrow streak goes into the block and stops somewhere inside the block. For example, in Fig. 3(b) , C 03 is quite small while C 21 is quite big (close to ). In this case, every pixel is rst bilinearly interpolated along Direction 1. Then pixels in the shaded portion of the block are interpolated along Case 4: 6 transitions case.
The pair of transition points with the smallest C ij is rst identi ed. Denote the cost function for this pair as C min . Since ji ? jj must be odd, there are nine possibilities. The other four transition points are connected using the decision rule of Case 3. In fact, for some selected pairs, the connections of the other four points are xed. For example, if transition points 0 and 3 have been selected, then transition point 1 has to be connected to transition point 2, and transition point 4 has to be connected to transition point 5. Denote the cost function due to the connection of the four points as C 4 . If both C min and C 4 are small enough, we have high con dence that this current connection is a good one. Usually a block is divided into four regions. Pixels in di erent regions are bilinearly interpolated along di erent directions, as in Case 3. If, on the other hand, we do not have high con dence that the current connection is good, the block is treated in the same way as in Case 5.
Case 5: 6+ transitions case.
When there are eight or more than eight transitions, it becomes more di cult to decide how the transition points should be connected. In this case, we concentrate on the most dominant direction. The most frequent direction most among all the i is selected, and all the missing pixels are bilinearly interpolated along this most frequent direction. Actually for better results, we con ne the candidate directions to the set f most ?22:5 o ; most ; most +22:5 o g, and then apply Eq. (4) here. It should be noted that for texture areas, replacing the missing block with a neighboring available block sometimes may provide a visually better solution. Fig. 1 shows an example of how the whole system works. The surrounding two layers of pixels of the lost block are rst converted into a binary pattern by thresholding. Then the structure is inferred using the above proposed rules. Finally, directional ltering is applied to the missing pixels in each region. It can be seen that the recovered block is visually very close to the original one. 
Contiguous lost blocks
Even though random loss is assumed, lost blocks can still be contiguous. In principal, the contiguous lost blocks can be treated as a virtually single large missing block, and the same methodology can be applied to this virtual large block. However, when the large missing block is too big, the previous local analysis based on the large block may not be acurate for a speci c small block. For example, if across the large missing block, there are three di erent levels of pixel value. Then because of the bimodal distribution model, two levels of pixel value will be treated as one level, therefore some edges will not be identi ed. To overcome this problem, each single N N block is interpolated separately. The thresholds are di erent for di erent N N blocks. In other words, for each single N N block, the threshold for the bimodal distribution is determined only by the correctly received surrounding pixels of this particular block. For example, for the intermediate small blocks of a large missing block shown in Fig. 4 , only the N boundary pixels above and the N boundary pixels below the current missing block are used to determined the threshold. However, all the surrounding pixels of the large missing block are still used for the edge inferring and the interpolation of the missing pixels in that particular block.
Simulation results and discussions
The test image is 512 512 \lenna" image, and the block size is 8 8. Fig. 5 shows that the proposed scheme has superior peak signal-to-noise ratio (PSNR) and subjective quality over the projective interpolation scheme of 4]. The locations of the lost blocks have a regular pattern (every one out of four blocks is assumed to be missing). This is to test how the schemes work on isolated lost blocks. The PSNR improvement is more than 1 dB. Both schemes work well for the smooth area or simple edge area. The main noticeable subjective di erences are in the area of complex structure. Fig. 6 shows an enlarged portion of the reconstructed image. It is seen that the proposed scheme works quite well on the streaks and corners, while the projective interpolation scheme of 4] does not. Fig. 7 illustrates an interesting special case in which about 50% of the blocks are lost. The proposed error concealment scheme can not be applied directly to this case, since some of the surrounding pixels around the four corners of the missing block are not available now.
If the transition happens around the four corners, it is not straightforward to see how one can obtain the corresponding i . This problem can be solved in the following way: if a transition point i lies around one corner, denote the missing block located adjacent to the current missing block at this corner as B adj . Then the surrounding pixels of B adj are used to estimate the corresponding i of this transition. In particular, the transition point j of B adj which results in the most consistent adj j and adj ij is identi ed, and then adj ij is used as the estimate of the i of the corner transition point. Fig. 7 shows that this solution provides quite satisfactory results. Fig. 8 shows another case in which there are some contiguous lost blocks. It can be seen that most of the contiguous blocks are well recovered. Similar results have been observed for the 512 512 \peppers" image.
The computation requirements of the proposed scheme are as follows. For each missing block, the thresholding involves some comparison operations. Calculation of the cost functions for each missing block can be simpli ed with the help of a look-up table. Finally, we have a bilinear interpolation for each missing pixel. Note that most of the 8 8 blocks are smooth blocks or blocks having only one single edge for which the interpolation is simple. More complexity is involved in the structure inferring process for more complex blocks. Fortunately, those more complex blocks usually constitute a very small percentage. In general, the computation is less than or in the same order of that of an inverse DCT. We should note, though, that the structure inferring may have some di culty in hardware implementation.
3 Interpolation-assisted low bit rate coding Section 2 shows that with a nonlinear directional lter applied to a lost image block, the received damaged image can be reconstructed faithfully with block loss rates of as high as 50%. This fact suggests an economic way to transmit coded images over error-free channels: if a block can be recovered well from its neighbors, we can just interpolate it at the receiving end instead of encoding and sending it.
Interpolation-assisted approach
The geometric-structure-based interpolation scheme works under the condition that at least four of the neighboring blocks (i.e., top, bottom, left and right) are available. Therefore, the image blocks are divided into two categories as in a checkerboard pattern (see Fig. 9 ). All the white blocks are encoded and transmitted. The black blocks are subject to block-dropping, and the dropped blocks will be recovered at the receiver. If, ideally, all the black blocks can be recovered faithfully at the receiving end, then the bit rate can be reduced by as much as 50%. Of course, some of the black blocks may not be recovered well by the interpolation scheme. These \unrecoverable" black blocks will also be encoded and sent. A small amount of extra bits are needed to send the address information of the unrecoverable black blocks.
The new idea is illustrated in the following using JPEG as the prototype scheme. Fig.  10 shows a diagram for the new approach. In the preprocessing stage, the original image is rst encoded by JPEG using a quantization scale of Q. Then each black block in the checkerboard pattern is assumed to be missing and then interpolated from the neighboring decoded white blocks using the geometric-structure-based directional interpolation scheme presented in last section. The decision is made on which black blocks are to be dropped using an optimal strategy to be shown in the following. A new image is formed by concatenating those blocks to be encoded in each row in their original order (from left to right). Therefore, the new image will have the same number of rows of blocks as the original one. However, the number of blocks in each row depends on how many black blocks have been retained in this row. The address information of these retained black blocks will be transmitted. At the modi ed JPEG encoder stage, everything is the same as the baseline JPEG encoder except that now di erent rows may have di erent numbers of blocks. The modi ed JPEG decoder also has to deal with similar problems caused by unequal number of blocks in di erent rows. The discarded black blocks are recovered at the receiver from its neighboring decoded white blocks. The address information of the retained black block is used at this stage to locate the positions of the black blocks to be interpolated. This new approach will be referred to as Scheme-1.
Modified JPEG Decoder
Modified JPEG Encoder Interpolation Preprocessing + address info. It is possible to make rate-distortion optimal decision on whether a black block is to be encoded. Let X be the original image,X the JPEG-quantized image corresponding to a xed quantization scale of Q, and X the dropping-followed-by-interpolation version ofX. Given the JPEG-quantized imageX, we seek to minimize the distortion between X and X by dropping and interpolating some black blocks, subject to the constraint of total bit rate budget of R budget (R budget R(X)) for X. In other words, we seek to nd the optimal X opt:
where D(X; X) is the distortion between X and X, and R( X) is the actual bit rate of X. 
where M 0 and M 1 are the numbers of white blocks and black blocks in the image respectively, and D white is the average distortion contributed by all white blocks in X. The average distortion D i contributed by the i-th block in X is a function of the corresponding bit rate R i . The overall average bit rate is
where R white is the average bit rate contributed by all white blocks in X, and R B i is the bit rate contributed by the i-th black block. Denote the average number of bits for transmitting the address information of one dropped block as R adr . It should be noted that when dropping a black block, the bit number of the following white block will be changed (usually increased) because now the prediction of the DC value of this white block is the DC value of the last white block, instead of the current black block. In the sequel, we virtually treat the sum of this extra number of bits and R adr as the R B i of the dropped black block, even though only the address information of the black block is sent. As a consequence, the bit number of each white block is assumed to be unchanged. 
For a xed , the problem is now equivalent to determining the vector B to minimize
where R B i and D B i are, respectively, the number of bits saved and the extra distortion introduced by dropping the i-th black block and interpolating it from the neighboring decoded white blocks. Therefore, the optimal B for a xed would be
For di erent , the resulting solution will cost di erent bits. The optimal for the target bit budget R budget can be obtained using a fast convex search 11]. The problem can in fact be easily solved using the optimal tree pruning algorithm presented in 18]. In our case, the tree has only two layers. The root is the image X with all black blocks being dropped and interpolated. The initial tree has M 1 leaves, each corresponding to a black block, i.e., all black blocks are retained. By pruning a leaf, we mean the corresponding black block is dropped and interpolated from its neighboring blocks. One can sweep the entire convex hull of the operational distortion-rate curve by pruning the leaves with the smallest ratios of = D B i = R B i . Note that because of the particular arrangement of the black blocks (checkerboard pattern), pruning o one black block will not change the D B i and R B i of pruning other black blocks. Therefore the algorithm is extremely simple.
The optimal pruning algorithm for Scheme-1 is now outlined in the following for the target bit rate R budget .
Step 0 LetX be the JPEG coded image with bit rate R JPG which should be greater than R budget . Let bitrate=R JPG .
Step 1 Calculate the D B i , R B i and associated with each leaf (black block).
Step 2 Select the black block S with the smallest among the remaining black blocks to drop. Let bitrate = bitrate ? R s
Step 3 If bitrate R budget , stop; otherwise, goto Step 2. Giving a target bit rate, one can \back o " to a ner quantization scale (i.e., start with a JPEG coded image with a higher rate than the budget) and start pruning (dropping) the black blocks with the smallest until the target bit rate is reached. It was found in all our simulations that, similar to the case presented in 11], the PSNR gain of the new approach is a concave function of the amount of \back-o " from the reference point (see Fig. 13 and Fig. 15) . In other words, neither starting with a JPEG coded image with a too high rate nor with a too low rate will be the optimal solution. Therefore, a binary-search method can be used to nd this optimal \back-o " point 11].
In some sense, this new approach can be viewed as similar to some vector predictive schemes 19]. What makes this new scheme distinct from other predictive schemes is that, due to the particular arrangement of the blocks, each black block is to be predicted using all its four neighboring blocks. In addition, the geometric-structure-based interpolation scheme is nonlinear, feature preserving, and in general visually much more pleasing. Therefore, the prediction residue usually needs not be sent at all. The interpolation scheme is also computationally simple.
A JPEG-compatible version of the new approach
It would be desirable if one can make the new approach JPEG compatible. The scheme proposed in last subsection di ers from the baseline JPEG in that there are di erent numbers of blocks in di erent rows in the new approach. This problem can be avoided if the discarded black block is replaced with a constant block with each pixel value in this block set to the DC value of the previous white block. Then JPEG can be directly applied to this newly formed image. The number of extra bits are minimized because actually the AC values and the di erential DC value of the constant block are all zero. The only overheads sent for the constant block are the coding bits (i.e., 6 bits) for the zero di erential DC value and an end of block symbol. In fact, these overheads convey the address information of the dropped blocks as discussed below. Therefore, the overheads of this JPEG-compatible scheme over Scheme-1 is less than 6 bits per dropped block.
It is desirable that no extra bit has to be sent through some side channel to convey the address information of the constant block. Therefore, at the receiver, after JPEG decoder, each decoded black block with constant (the DC value of the previous block) components is treated as a discarded black block and is interpolated from its four neighboring white blocks. It is almost impossible that a real black block which possesses such a unique feature -constant and has the same DC value as the previous block, is unrecoverable from its neighboring blocks. Therefore, there is virtually no false alarm here. This JPEG compatible scheme will be referred to as Scheme-2. The overall system diagram is shown in Fig. 11 .
JPEG Encoder JPEG Decoder Preprocessing
Detection + Interpolation It is possible to replace the discarded black block with a constant block which has the true DC value of the discarded black block as the constant. In that case, the system will still work but it may cost a little bit more bits because the di erential DC value is often nonzero now. However, if the true DC value can be incorporated to improve the accuracy of the interpolation scheme, it might be a better approach. This problem remains to be investigated.
Extension to MPEG for video coding
In MPEG, there are three types of pictures, i.e., I, P and B pictures 9]. The formulation of the problem for the intra-coded (I) pictures is quite similar to that for the still image compression. However, there are some minor di erences. One is that DC prediction pattern in MPEG is di erent from that in JPEG. Coding of the luminance blocks within a macroblock follows the normal scan of Fig. 12(a) . Thus the DC value of block 4 becomes the DC predictor for block 1 of the following macroblock. The checkerboard pattern should be chosen such that the black blocks will be in the position shown in Fig. 12(b) . With this con guration, whenever a black block is dropped, the DC value of the next transmitted block (white or black) will be di erentiated from the DC value of a neighboring transmitted block. While in the other con guration as shown in Fig. 12(c) , some blocks such as block 2 may have to be predicted from some far away blocks (e.g., block 3 of the previous macroblock). This proper choice will mitigate the adverse e ect in DC prediction caused by dropping some blocks. In fact, on the average, this e ect is negligible with the proper con guration. For chrominance blocks, either con guration will be ne.
The other one is that due to the temporally recursive structure of motion compensated predictive coding, any modi cation in the I pictures will propagate to future P and B pictures. Therefore an optimal block-dropping solution would have to take into account a complete group of pictures (I to I). This turns out to be quite complicated and the delay would be unacceptable. We consider the \causally" optimal approach as suggested in 15] in which the algorithm takes into account only the e ect accumulated from past pictures, but not the one that will be propagated to future ones. For intra-coded pictures, no accumulated e ect needs to be considered.
The situation is more involved for P or B frames. Before dropping black blocks, we rst nd the motion vector for each macroblock and do the motion compensation and residue DCT coding in the same way as in MPEG. Then the picture is decoded. The decoding process for P pictures can be described by the equation: X i = M i ( X i?1 ) +ê i (13) whereX i is the i-th decoded picture without block dropping, X i?1 is the (i ? 1)-th decoded picture with block dropping. M( ) is the motion compensation operator, andê i denotes the DCT-coded prediction residue before block dropping. Note thatX i actually takes into account the error accumulated from previous frames. After that, the optimal rate-distortion dropping of the black blocks is performed onX i . By dropping a black block, we mean dropping the corresponding DCT-coded prediction residue and replacing it with the interpolation result. When we consider the rate reduction for dropping one black block, we only consider the bits spent for coding the prediction residue. Therefore motion vectors are always sent unless all 8 8 blocks in a macroblock are dropped (either by the selection or originally not coded because the energy of the residue is too small). Now we have X i = M i ( X i?1 ) + e i (14) where X i is the i-th reconstructed picture with block dropping and e i denotes the DCTcoded prediction residue with block dropping. Generalization to two reference pictures for B pictures is straightforward. Similar to the still image compression cases shown in Section 3.1 and 3.2, a small amount (typically 1%) of extra bits are needed to convey the address information of the dropped black blocks. For I frames or intra-coded macroblocks in P or B frames, the picture needs to be reorganized for Scheme-1 in consideration of the dropped black blocks. For nonintra-coded macroblocks in P or B frames, one only needs to modify the Coded Block Pattern (CBP) number which de nes which blocks within the macroblock are coded. To make the scheme MPEG-compatible (Scheme-2), one can use the approach of inserting constant blocks and detecting them at the receiver for I frames or intra-coded macroblocks in P or B frames. Nothing needs to be done to the non-intra-coded macroblocks in P or B frames except modifying the CBP number and possibly the macroblock address (MBA) codeword due to some additional skipped macroblocks caused by intentional black block dropping. However, a small amount of extra bits have to be sent through other channels to convey the address information of the dropped black blocks in non-intra-coded macroblocks.
For some applications of video coding, encoder complexity is of concern. Of course binary search 11] can be used to nd the optimal \back-o " point for each picture. To reduce and quantify the extra complexity required, we propose the following PSNR-Quantization modeling scheme to nd the optimal \back-o " quantization scale, motivated by the ratequantization modeling method in 20]. Fig. 13 shows the PSNR values for di erent \back-o " quantization scales with respect to the reference quantization scales of 12, 20 and 28. Given a reference quantization scale, PSNR values of di erent \back-o " points are measured at a xed reference bit rate which is the bit rate of the MPEG-encoded frame using the reference quantization scale. Apparently, the PSNR gain of the new approach is approximately a concave function of the amount of \back-o " from the reference quantization scale. Let Q 0 be the reference quantization scale (1 Q 0 31). Let Q (Q Q 0 ) be the \back-o " quantization scale before pruning. The PSNR versus quantization scale (P-Q) curve is modeled by P = a (Q ? Q 0 ) 2 + b (Q ? Q 0 ) + c (15) Therefore, giving three tting points, one can determine the values of a, b and c. The optimal \back-o " quantization scale Q opt: is the closest integer to Q 0 ? b=(2a). For a better tting around the optimal \back-o " point, at least one tting point should be chosen on either side of the optimal \back-o " point. Fig. 13 shows that the models t the actual data quite well locally. Note that the optimal \back-o " points of the model and the actual curve are always consistent. It is also clear that around the optimal points, the PSNR values are quite close to each other. Therefore a slight mismatch (e.g., by one unit of quantization scale), if any, will not result in noticeable degradation. Another observation is that, in general, the range of the optimal amount of \back-o " is not wide (e.g., from 1 to 5 for I frames of the \salesman" sequence), depending on the reference quantization scale. Thus it is generally easy to make a good initial guess of the optimal \back-o " point.
There is usually no change of optimal amount of \back-o " from one I or P picture to the next picture of the same type within a scene. B pictures are not considered here because our experiments showed that the extra PSNR gain obtained by applying the new approach to B pictures is relatively small. Therefore the extra computation may not be justi able. It is generally safe to just use the same amount of \back-o " for consecutive pictures of the same type and reexamine the correctness once in a while (e.g., whenever a scene change is detected). Thus, for most pictures only half frame extra computation of interpolation (which is usually less than an IDCT), and possibly half frame extra computation of IDCT for those P frames which will not be referenced, are needed. For a small fraction of the frames, two frames extra computation of quantization and run-length entropy coding, and two halfframes extra computation of IDCT and interpolation are needed. The extra computation is moderate compared with motion estimation and DCT.
Applications in dynamic rate shaping
The key idea in the block-dropping-followed-by-interpolation approach is to save bits by incorporating an interpolator to recover the intelligently dropped data. This general idea has another application in dynamic rate shaping 15], a technique to adapt the rate of precompressed video bitstreams to transmission media of lower rate capacity than required by the pre-compressed video, or to dynamically varying bit rate constraints. This rate shaping capability is particularly important for reliable video services over networks which can not guarantee quality of services. Unlike error-concealment-alone without adaptive transmission, this is a more proactive approach for resilient video transmission. It can avoid network congestion and increase the robustness of transmission in an intelligent way. Several applications of rate shaping have been discussed in 15, 21] . These include providing an interface between an encoder and a network so that the network's quality of service characteristics can be perfectly met, matching the rate capability of an encoder with a variety of decoders which might have di erent decoder bu er constraints and storage requirements, facilitating multipoint communication with mobile hosts, and providing smoother trick-mode operation in digital video recorders, etc.
One traditional approach to rate shaping is transcoding, i.e., rst decode the video, and then recompress to the lower bit rate. This approach is highly asymmetric, as the MPEG encoder requires dramatically more processing power than the decoder. Designing a scalable encoder where the bitstream consists of multiple layers is another approach, but has the disadvantage of providing only a small number of possible transmission rates 22]. A promising approach is to perform the rate shaping process in the compressed domain 15, 22] . This requires only partial decompression of the bitstream, and avoids the need to perform the most computationally intensive operations of the encoder. This approach may employ requantization by modifying the quantized transform coe cients using coarser quantization 22], may selectively transmit coe cients 15]. In 15], two di erent cases for selective-transmissionbased algorithms have been examined: truncation and arbitrary selection of coe cients. The former approach, referred to as constrained dynamic rate shaping (DRS), eliminates a set of DCT coe cients at the end of each block. For the general DRS in the latter case, arbitrary selection of DCT coe cients for elimination is allowed. It was reported in 15] that general DRS outperforms constrained DRS by about 0.5 dB.
A common theme in all the above mentioned methods is to drop some information which is not critical to the decoded signal quality. Traditionally one treats low frequency components as more important than high frequency components. Therefore information dropped often consists of high frequency components. In this section we employ the block-droppingfollowed-by-interpolation idea and present a new technique which acts in a way conceptually quite di erent from traditional ones. Similar methodology as in the low bit rate coding application will be adopted here.
Similar to the previous application discussed in Section 3.1, the image blocks are divided into two categories as in a checkerboard pattern. All the white blocks are transmitted. The black blocks are subject to block-dropping, and the dropped blocks will be recovered at the receiver. The overall proposed rate shaping system diagram is shown in Fig. 14 with a MPEG precompressed video stream at a certain rate, the system selectively drops some blocks to reduce the bit rate so that the rate constraint imposed by the network can be met. In principle, the rate constraint imposed by the network can vary with time. It may be a constant, may be provided by the network management layer, or may be the result of realtime end-to-end bandwidth availability estimates 15]. The target bit budget of each frame can be set according to its original proportion in the pre-compressed video. The R-D optimal strategy to drop the blocks presented in Section 3.1 is used. After block dropping, another MPEG bitstream with a lower rate is generated and then transmitted over the network. At the receiving end, after the MPEG decoder decodes the received bitstream, those missing blocks in the decoded video are detected and recovered by the geometric-structure-based directional interpolation scheme. Note that conventional systems for rate shaping do not have the last component. Due to the faithful recovery of the dropped blocks at the receiver, the new approach can provide signi cantly higher PSNR and much better visual quality than conventional approaches for image and video transmission. Note that for the rate shaping application here, the motion vectors will be the same before and after rate shaping, not being determined on the y as in Section 3.3. Therefore no motion vector search is needed in the rate shaping process. Note that in the formulation presented in Section 3, it is assumed that the original frame is available. This is generally not true for rate shaping of precompressed videos. However, it is reasonable to assume that when the video was compressed and stored, the ranking of the black blocks in terms of the ratio were calculated and stored with the compressed video. Some extra storage requirement is needed. To reduce the extra storage, can be coarsely quantized. For example, can be categorized into four levels, hence two extra bits are required for each black block. Within each level, the black blocks will be dropped in the raster-scan order. In Section 5, we will show that this simpli cation only a ects the block-dropping curve slightly. It is also possible to embed/hide these two extra bits directly into the compressed bitstream without incurring visual di erence of the decoded video so that no extra storage is required 24]. This data hiding approach has the potential advantage of allowing the rate shaping process to be implemented at the intermedia router, instead of just at the end hosts. When rate shaping is needed to further reduce the bit rate at the time of transmission, the ranking of the black blocks is readily available. What needs to be done is to drop the black blocks according to this ranking. Therefore the rate-shaping process can be extremely simple. Another solution is to replace X byX in Eq. (7) . In this case, one tries to make the rate shaped frame as close to the pre-compressed frame as possible. Sincê X is available at the time of transmission, it is not necessary to pre-store the ranking of the black blocks. However, some extra computation is required at the encoder at the time of transmission.
In the approach described above, the bit rate can be reduced by at most half. This is because at most half of the blocks can be dropped. In addition, some of the black blocks may not be recovered faithfully by the interpolation scheme. To overcome these di culties, a joint block dropping and coe cient elimination approach has been proposed in 25]. One can reduce the bit rate by simultaneously dropping some black blocks and eliminating coe cients from those retained blocks. In this way, the bit rate can be reduced further, and some additional gain can be obtained. Details about this joint approach can be found in 25]. Feature analysis can also be employed to assist the rate shaping process so that perceptually better rate-shaped frames can be obtained 26].
Simulation results and discussions
In all the experiments, all the boundary blocks of the image/frame are treated as white blocks and are encoded and sent over the channels for the proposed coding and rate shaping schemes.
A. Low bit rate image coding
The two proposed schemes are rst tested on a number of still images. These two schemes are based on and compared to the standard baseline JPEG scheme which is not rate-distortion optimized (i.e., the scalesize of the \example" JPEG Q-matrix trades compression for quality). It was observed that, at the optimal operational point for low bit rates, about 10% to 20% of the black blocks were retained. Transmitting the address information of the retained black blocks for Scheme-1 incurred only about 1% extra bits. Fig. 15 shows the optimal black-block-dropping R-D curves for the 512 512 blackand-white \peppers" image. It is seen clearly that the PSNR gain of the new approach is a concave function of the amount of \back-o " from the reference point. For example, for a target bit rate of 0.3 bit per pixel (bpp), Point B is a better \back-o " point than both Point A and Point C. The optimal \back-o " point is somewhere between Points A and C. It is also clear from the gure that at the very beginning of the pruning, the bit rate is reduced while the PSNR can actually increase a little bit. This suggests that some black blocks can be better recovered by the interpolation scheme than by decoding the presumedly transmitted data.
The results for 512 512 black-and-white \lenna" and \peppers" images are shown in Fig. 16 . In the low bit rate range (less than 0.5 bpp), for both images, the improvement of the PSNR of Scheme-1 over the baseline JPEG is signi cant (up to 2.5 dB). The PSNRs of Scheme-2 are also noticeably better than the baseline JPEG scheme, though not as signi cant as Scheme-1. As is mentioned in Section 3, the gain of Scheme-2 has been traded for the compatibility with the JPEG standard. It is observed that for both Scheme-1 and Scheme-2, the lower the bit rate is, the larger the gain is. The reason for this is speculated as follows. At higher bit rates, since there is not much distortion to begin with, the extra distortion introduced by dropping a black block outweights the saved bits for most of the black blocks. On the other hand, at lower bit rates, for most of the black blocks, the interpolation can produce comparable or better reconstructed blocks than JPEGdecoding the blocks. Therefore larger PSNR gain is achieved at lower bit rates. For the same PSNR, Scheme-1 saves up to 30% bits over the baseline JPEG for \lenna" image. More importantly, the visual gain is even more signi cant. Figs. 17 and 18 show that the visual quality of Scheme-1 is signi cantly much better than that of the baseline JPEG. The results of Scheme-1 and Scheme-2 look much smoother at at regions, while the edge parts still look sharp. It is seen that, partially attributed to the smoothing e ect of the interpolation scheme, the proposed schemes eliminate most of the blocking and ringing artifacts which is common in the decoded images of the baseline JPEG at low bit rates. Actually, for roughly the same visual quality, our informal observation suggests that the bit saving of Scheme-1 could be as high as 40%. The reason that the visual gain is more signi cant than the PSNR gain is that even though some interpolated black blocks have relatively large square error, they still preserve the structure of the original block. Therefore the reconstructed blocks still look natural and are in harmony with the neighboring blocks. Note that no postprocessing except the black-block-interpolation for the new approach has been applied to the decoded images. The interpolation operator, whose complexity is generally less than an inverse DCT, is only applied to those dropped black blocks. Note also that the JPEG decoder actually does not need to do the inverse DCT for those dropped black blocks. Therefore the decoders for all schemes have virtually the same complexity. However, the new approach involves more complexity than the baseline JPEG in the encoder, since the encoder has to nd the optimal \back-o " point and do the optimal selection of dropped black blocks. The price is acceptable for some asymmetric applications in which encoding complexity is not critical.
We now look at the sensitivity issue of the performance of the new approaches to the size of the image. A 256 256 and a 128 128 \lenna" image were generated by downsampling the 512 512 \lenna" image. Various schemes were applied to these images of di erent sizes. The results are presented in Fig. 19 . Several observations can be drawn here. First, as the size of the image decreases, the gain of the new approach tends to decrease too. However, the gain is still about 1 dB for 256 256 size, and about 0.7 dB for 128 128 size. This is because, in general, images of smaller size have more high frequency components. Therefore it is more di cult for the interpolation scheme to reconstruct a faithful 8 8 black block (see Table 1 ). The advantage of the new approach is thus mitigated. For a better recovery, it would help to use a smaller block size such as 4 4. Table 2 shows that as the block size decreases, better reconstructed image is obtained. Due to the system con guration, however, the DCT size has to be reduced to 4 4 too. While the interpolation scheme works better for smaller block sizes, it may be less e cient to do a smaller size DCT-based coding. It remains open to see how the overall system works. The second observation is that, as the size of the image decreases, the PSNR di erence between Scheme-1 and Scheme-2 seems to decrease. This is probably because that, for a xed PSNR, the smaller the image size is, the higher the bit rate is. Thus, the extra bits saved by Scheme-1 over Scheme-2, which consist of a xed number of bits for each dropped black block, have relatively small impact on the performance. For the same reason, the di erence decreases as the bit rate increases, given the same image size. shown account for both luminance and chrominance components. For the \claire" sequence, the PSNR gain of Scheme-2 over MPEG is quite signi cant (1.5-2 dB , equivalent to 15-20% bit rate reduction for the same PSNR). The \claire" sequence is relatively simple, which is often the case for many low bit rate applications such as videoconferencing. This makes it easier for the interpolation scheme to work. The visual quality of Scheme-2 is much better than that of the conventional one (see, e.g., Fig. 21 ). For more complex sequences such as the \football" sequence, it is interesting to see that the performances of Scheme-1 and Scheme-2 are almost the same. Even though the PSNR gains of Scheme-1 and Scheme-2 over MPEG are not signi cant (0.3-0.7 dB), the visual quality of Scheme-2 appears to be noticeably better (see Fig. 22 ).
For P-frames, we also observe some PSNR gains for the new approach for the \football" sequence (Fig. 23) . In the experiments, the reference frame was quantized by MPEG at the same quality for Scheme-2 and MPEG. We examine the performances of both schemes on the P-frame for di erent bit rates. Scheme-1 and Scheme-2 have the same performance for P-frames, since most of the macroblocks are nonintra-coded macroblocks which are coded in the same way for Scheme-1 and Scheme-2. The gain of the new approach over MPEG tends to be a little bit smaller for P-frame than for I-frame. This is probably because the inter-frame prediction has imposed a good prediction of the P-frame. The gain due to the additional spatial prediction by the new approach hence is relatively small, compared to that of I-frame where no temporal prediction is involved. Since in reality the decoded reference pictures have been improved by the new approach for a given xed bit rate, adverse e ect of the new approach on the accuracy of motion vector estimation was seldom observed. On the contrary, the actual gains on P frames are larger than what are shown in Fig. 23 , because the prediction residue by the new approach tends to be smaller due to the improvement of the decoded reference pictures. For the \claire" sequence, if the quality of the reference pictures is xed to be the same for Scheme-2 and MPEG, the gain of the new approach is observed to be small, since motion compensation works very well in reducing the inter-frame redundancy, considering the slow and regular motion of the person. The gain due to the additional spatial prediction by the new approach hence is very small. On the other hand, this good motion compensation also suggests that P or B frames cost a small fraction of the total bit budget (e.g., 20%). Therefore the bit rate reduction by the new approach on I-frames is also considerable for the whole sequence. The actual PSNR gain of P frame case was observed to be close to that of the I-frame case, due to the quality propagation property.
It is worthwhile to point out that, although the results reported here are based on the baseline JPEG and MPEG schemes which do not employ any adaptive rate-distortion optimization, the interpolation-assisted approach is orthogonal to the speci c baseline JPEG or MPEG scheme used. It is equally applicable to other JPEG/MPEG schemes of higher performance such as the rate-distortion optimized JPEG scheme in 12], and is expected to provide similar gains over them. It is also applicable to other block-based coding schemes such as vector quantization 19].
C. Application in rate shaping
To illustrate the e ectiveness of the block-dropping-based rate shaping algorithm, we compared it to a simple coe cient-truncation scheme 23] in which the last K numbers of coe cients in the zigzag order are dropped to reduce the bit rate. The PSNR values reported here, unless otherwise speci ed, are those of the luminance components and are with respect to the original uncompressed frames, while the bit rates shown account for both luminance and chrominance components. Fig. 24 shows that the block-dropping approach provides considerable gains for I-frames of the \claire" and \football" sequences over the coe cienttruncation scheme. For the \claire" sequence, the PSNR gains are quite signi cant (up to 6 dB). Even for the more complex \football" sequence, the gains are still signi cant (up to 2.5 dB). Fig. 24 also shows the block-dropping curve for an I-frame of the \claire" sequence when the ratio are quantized into four levels and within each level the black blocks are dropped in the raster-scan order. It is seen that this simpli cation results in only slightly lower PSNR (within 0.3 dB) than storing the original ranking of . However it reduces the extra storage signi cantly. The superior subjective performance of the block dropping scheme is demonstrated in Fig. 25 for the \claire" sequence. The result of the coe cient truncation scheme looks quite blurred due to the loss of high frequency components, while the result of the block dropping scheme still looks very sharp. Fig. 26 shows the locations of the dropped blocks corresponding to the image at the top of Fig. 25 . It is interesting to see that most of the dropped blocks are around the regions of middle complexity. These are the regions which are easy to recover by directional interpolation but consume a lot of bits. On the other hand, many blocks in the at regions are retained because dropping them will not reduce the bit rate much. The di erence of visual quality for the \football" sequence is also observed to be quite signi cant.
For P-frames, we also observe some PSNR gains for the block dropping approach (see Fig. 27 ). In the experiments, the reference frame was quantized by MPEG at the same quality for the block dropping scheme and the coe cient truncation scheme. We examine the performances of both schemes on the P-frame for di erent target bit rates. It is seen that the gain of the block dropping approach over the coe cient truncation scheme tends to be smaller for P-frames than for I-frames. It should be noted that in actual rate shaping process, for the same target bit rate, since the reference frame of the current P frame receives certain PSNR gain by the block dropping approach, the nal reconstructed P frame which depends on the reference frame will have larger PSNR gains than what are shown in Fig.  27 .
Experimental results with the \football" sequence coded using MPEG with pattern IBBPB BPBBP at 1.23 Mbps and rate-shaped at 1.04 Mbps are shown in Fig. 28 . The gains of the optimal block dropping approach are signi cant. Note that the PSNR gains of both P and B frames are also fairly signi cant, due to the PSNR gain propagation (initially from I frames) property. Note that K in the coe cient truncation scheme was assumed to be the same for the whole sequence in the results presented. This assumption can be relaxed and better performance is expected 15]. Fig. 29 shows the results for the \claire" sequence coded using MPEG with pattern IBBPBBPBBP at 341 Kbps and rate-shaped at 298 Kbps. The block dropping approach outperforms the coe cient truncation scheme by about 5 dB. It even outperforms MPEG coding of the original sequence using the same bit rate of 298 Kbps. This is because it more fully exploits the interblock correlation which is only partially exploited by MPEG.
Concluding remarks
An e cient error concealment algorithm for block-based image coding is rst proposed in this paper. This directional ltering scheme makes use of the geometric information extracted from the surrounding pixels, thus can preserve the geometric structure of the missing block. Experimental results show that this new algorithm has superior performance over the projective interpolation scheme of 4]. In addition, the proposed algorithm is computationally simpler, when compared with some other existing schemes 3, 5, 6] .
As an application of this error concealment algorithm, a novel approach utilizing spatial interpolation at the receiving end to assist low bit rate coding is then proposed. Simulation results show that the proposed schemes provide signi cant subjective as well as objective gains over the baseline JPEG and MPEG schemes. The decoder complexity is virtually the same as JPEG and MPEG. Extra computation needed at the encoder is moderate. The signi cant advantage of this block-dropping-based approach for another important application -dynamic rate shaping in the transmission of pre-compressed video over channels of dynamic bandwidth, is also demonstrated. Interestingly, the general idea of making use of directional interpolation to save other costs (e.g., bandwidth in our case) has also been used to save computational power for progressive radiance evaluation in computer graphics 27]. Figure 29 : \Claire" sequence, coded using MPEG at 341 Kbps, and rate-shaped at 298 Kbps.
