Following a brief description of the SSC, the computing needs are discussed for both the accelerator design and the experimentation. The 
required is considerably beyond that being used at present facilities, and parallel processing is expected to play an important role in supplying these needs. Perhaps the most important reason for building the SSC is that we simply do not know what forces and interactions be unleashed at these energies.
The cross sections (or probabilities) for producing massive particles fall as i/M2 and to achieve the highest rates, it is generally assumed that two beams of protons will be collided with one another.
Since the two beams have the same charge, the magnetic field must be up for one beam and down for the other, and two rings of magnetic guide field must be provided.
The beamns travel through the magnets in high-vacuum tubes (about 10-9 Torr). The protons are bent through 3600 by very Offline there will be several passes through the CDF data. Pass 1 will involve the final calorimeter analysis and clustering of the towers into jets. In addition, event vertices will be found with the vertex TPC. Perhaps 30 seconds per event of VAX-L11/780 CPU will be needed Eor this pass, which will keep 10-15% of the events.
Pass 2 will involve a full track reconstruction and take 100-150 seconds per event.
All events will be kept at this stage. Pass 3 will correlate data from all detector subsystems and sort the events onto several data summary tapes (DST's). Twenty to sixty seconds per event is anticipated at this level.
Altogether it is expected that 25 VAX-11/780 equivalents will be needed for this offline data reduction and reconstruction. Assuming an equal amount of computer power is needed for DST analysis, Monte Carlo studies, and program development, an equivalent of 50 VAX's is required offline.lU
The most cost-effective way of providing this is expected to be a mix of mainframe computers, VAX's, and the modular multi-microprocessor system being develoftd,2by the Fermilab Advanced Computer Project (ACP). ' In many ways, the ACP serves as a prototype for computing at the SSC, both for event reconstruction and for somne of the accelerator calculations.
As events pass down the CDF reconstruction chain, it is expected that those events which are retained will grow in length, with new calculated qualities being added to the raw data. This may well lead to a logistics bottleneck and simply be a luxury that can not be long afforded. The conservative experimentaIist may have to change 'nis mode of operation and get along without the raw data, instead relying on the output of the reconstruction programs, including results calculated online. This means that suclh programs will have to be thorougly debugged, much as the hardware is presently debugged, and finally trusted to give the correct answer.
Early and rutlhless compaction of data will become a necessity if high statistics are to be achieved. There will have to be a balance, however, between the systematic and statistical requirements for the study of a particular piece of physics.
An idea of the computer needs for colliding beam experiments can also be gained by looking at the UA-1 computer usage at the CERN computer center.10 This usage has increased rapidly since their first run, and by the middle of 1983 (their Z run), they were using the equivalent of two IBM 168's or upwards of 30% of the entire CERN computer center. This was far from adequate, however, in that the analysis has gone more slowly than desirable and only a small fraction of the events have been reconstructed.
Estimates are given in Table 2 for the computing requirements of the LEP experiments which will come into operation in 1989. The record length per event, number of tapes per year, and computing power expected are all similar to that for CDF.
For the estimates of the computing needs of SSC detectors, I have drawn heavily on the work of the Snowmass group headed by A. Firestone. Note that this rate of 1 Hz is chosen not for physics reasons, but is due to logistics and calculational limitations.
As for present-day colliding beam experiments, there will be several online trigger levels sifting through the dgta to reduce the event rate from 108 to a few hertz.
Level 1 will use calorimetry and fast electronics to look for large transverse energy and/or imbalanced (missing ET. This level might reduce the rate from 108 to 10 Hz. The next several levels will use specialized hardware to count clusters of ET in the calorimeter (jets) and to determine the characteristics (0, X, width, etc.) of each cluster.
At these levels one will look for electrons and work on the muon information using microprocessors. Calorimeter microprocessors will peak up the resolutions, suppress zeroes, and generally correct and compact the data.
These trigger levels will reduce the event rate from 105 down to about 102 Hz.
The final selection level will be made using parallel processors. The exact number and strategy for these processors is not yet well determined. There might be 50 of them, each working on a single event to apply complex acceptance criteria involving all detector subsystems (including tracking), or it might be fewer computers, one each for the vertex, tracking, electromagnetic calorimnetry, hadron calorimetry, and muons. These processors will then identify the most interesting of the events and sort them into various classes.
This will result in several data streams being recorded onto different tapes. A possible set of data streams might be:
I. "Express" -all information on highly promising events (e.g., huge ET) at < 0.1 Hz.
2.
Interesting events with all information at -0. The remaining events will require substantial computing time before deciding whether they are truely of interest and worth pursuing.
At the present price of about $5M each, fifty 3081K's would cost approximately $250M per 4ir experiment. Clearly it is of interest to find a more cost-effective solution and the Snowmass computing group considered three options:13 1.
Micro-VAX farm of 1000 micro-VAX's at $20K each for a total of $20M. In addition, there would be costs for controls, peripherals, and a mainframe computer for physics analysis and other tasks.
Emulator farm of 350 3081E's at $30K each for a total of $10M.
Again one must add host computers, controls, communications, and so on.
3.
Supercomputer mainframes. The Snowmass group assumed that five years from now one might achieve the equivalent compute power of a 3081K for a factor of 8 reduction in price, or a total cost of $35M.
To this cost must be added the online and data acquisition computers and inicroprocessors necessary to collect, correct, compact and record the data. Also, the collaborating institutions will need to upgrade their local computers with workstations, graphics terminals, networking and so on. The total cost per large detector is then expected to be in the neighborhood of $50M for computers.13 This is roughly 20% of the cost estimated for such a detector (about $250M) .14 Conclusions Computational limitations are expected to be a major factor restricting the accelerator design and physics output of the SSC. Given the huge capital investment in the SSC and its detectors, it seems foolish not to spend adequate resources in an attempt to ameliorate this limitation.
It appears that parallel processing will be a key element in this.
In order to achieve the highest useful event rates, the attitudes of the experimentalist will have to undergo a radical change.
Computers must be considered an integral part of the experiment and taken into account from the earliest design phases. The output from the online computers must be highly compacted, and this process must be thorougly debugged and eventually trusted in much the same way as the hardware is debugged and trusted. 
