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Abstract 
 
MODELLING AND ANALYSIS OF COMPLEX 
ELECTROMAGNETIC PROBLEMS USING FDTD SUBGRIDDING 
IN HYBRID COMPUTATIONAL METHODS 
 
Development of Hybridised Method of Moments, Finite- 
Difference Time-Domain Method and Subgridded Finite-Difference Time-Domain 
Method for Precise Computation of Electromagnetic Interaction with Arbitrarily 
Complex Geometries 
 
Keywords 
Computational Electromagnetics; Method of Moments (MoM); Finite-Difference Time-Domain 
(FDTD); Quasi-static method; Hybrid computational method; Subgridding; Principle of 
equivalent sources; Perfectly Matched Layer (PML); Antennas. 
 
The main objective of this research is to model and analyse complex electromagnetic problems 
by means of a new hybridised computational technique combining the frequency domain 
Method of Moments (MoM), Finite-Difference Time-Domain (FDTD) method and a subgridded 
Finite-Difference Time-Domain (SGFDTD) method. This facilitates a significant advance in the 
ability to predict electromagnetic absorption in inhomogeneous, anisotropic and lossy dielectric 
materials irradiated by geometrically intricate sources. The Method of Moments modelling 
employed a two-dimensional electric surface patch integral formulation solved by independent 
linear basis function methods in the circumferential and axial directions of the antenna wires. A 
similar orthogonal basis function is used on the end surface and appropriate attachments with 
the wire surface are employed to satisfy the requirements of current continuity. The surface 
current distributions on structures which may include closely spaced parallel wires, such as 
dipoles, loops and helical antennas are computed. The results are found to be stable and showed 
good agreement with less comprehensive earlier work by others.   
 
The work also investigated the interaction between overhead high voltage transmission lines and 
underground utility pipelines using the FDTD technique for the whole structure, combined with 
a subgridding method at points of interest, particularly the pipeline. The induced fields above 
the pipeline are investigated and analysed.  
 
FDTD is based on the solution of Maxwell’s equations in differential form. It is very useful for 
modelling complex, inhomogeneous structures. Problems arise when open-region geometries 
are modelled. However, the Perfectly Matched Layer (PML) concept has been employed to 
circumvent this difficulty. The establishment of edge elements has greatly improved the 
performance of this method and the computational burden due to huge numbers of time steps, in 
the order of tens of millions, has been eased to tens of thousands by employing quasi-static 
methods.  
 
This thesis also illustrates the principle of the equivalent surface boundary employed close to 
the antenna for MoM-FDTD-SGFDTD hybridisation. It depicts the advantage of using hybrid 
techniques due to their ability to analyse a system of multiple discrete regions by employing the 
principle of equivalent sources to excite the coupling surfaces. The method has been applied for 
modelling human body interaction with a short range RFID antenna to investigate and analyse 
the near field and far field radiation pattern for which the cumulative distribution function of 
antenna radiation efficiency is presented. The field distributions of the simulated structures 
show reasonable and stable results at 900 MHz. This method facilitates deeper investigation of 
the phenomena in the interaction between electromagnetic fields and human tissues. 
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Chapter 1  
Introduction  
1.1 Background and Motivations 
Over the past years, a number of numerical and analytical approaches to Maxwell's 
time-dependent curl equations were broadly used with the increases in computer 
memory capacity and relentless advances in computational imitating efficiency. 
Consequently, the demand for efficient field modelling tools in electromagnetic 
scattering problems is ceaselessly expanding. In general, computational electromagnetic 
techniques have been applied to vast areas including the study of the radiation, 
scattering and penetration of electromagnetic wave with 3-D objects, in problems 
related to telecommunication, electromagnetic compatibility (EMC), microwave devices, 
waveguide structures and medical diagnosis.  
 
Apparently, many considerations need to be taken into account when deciding to choose 
the most suitable numerical technique in order to solve a specific problem. Some of the 
main factors include the geometry of the scattering and radiating objects, computer 
requirements, the domain of interest whether time-domain or frequency-domain, and the 
absorbing boundary conditions (ABC). The material characteristics and its geometry 
play important roles in choosing the approach used to mathematically model the 
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properties of the electromagnetic interaction. In biomedical application for instance, the 
object is inhomogeneous, anisotropy, penetrable body which cannot be easily included 
in the formulations. However, the ability of FDTD algorithm to simulate and investigate 
the inhomogeneous, anisotropy media makes it very useful and effective technique thus 
far. Typically, there are two main categories of numerical algorithms approaches applied 
by researches. They are namely the frequency-domain integral formulation using the 
Method of Moments (MoM), and the time-domain differential formulation by means of 
the Finite-Difference Time-Domain (FDTD) method and the Finite Element Method 
(FEM). Integro-differential equation method is generally global in nature so that the 
initial and boundary conditions must be imposed as the algorithm continues. In contrast, 
differential-equation technique is typically local in nature so that the initial and 
boundary conditions are both directly included in the computational algorithm. The 
former technique usually postulates extensive analytical pre-processing whereas the 
later demands negligible analytical pre-processing. The methods mentioned above can 
be applied to certain specific geometries of concern. Consequently, the differential-
equation formulations are increasingly well-known due to the fact that it can solve any 
type of geometries in the problem space of the computational domain. 
 
1.2 Development History of FDTD  
First introduced by Yee in 1966 [1], FDTD is widely used to solve electromagnetic 
scattering problems due to its muscular characteristics including:  
• Simplicity: The second-order accurate central finite-difference approximations 
for spatial and temporal derivatives of the electric and magnetic vector field 
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components is directly used to solve Maxwell's equations explicitly in the 
absence of linear algebra. 
• Fidelity: Wideband and narrowband applications can be easily implemented by 
applying different type of time pulse shape such as Gaussian and sinusoidal 
wave respectively. 
• Robustness: Numerical dispersions in FDTD computations can be enclosed to 
model very large variety of electromagnetic scattering problems accurately. 
Furthermore, the FDTD algorithm can be easily implemented on parallel 
computers for faster simulation time. 
• Effectiveness: Problems involving nonlinear media can be inherently alleviated 
in a straightforward manner in the time-domain compared with those in the 
frequency-domain technique. 
• Versatility: It can intrinsically be used to model inhomogeneous, anisotropy 
materials such as biological tissues, geophysical strata and shielding metal 
structures.  
 
Generally, the algorithm used by Yee was described by the electric field component 
which was spatially and temporally offset from the magnetic field component to acquire 
the update equations. These equations were used in a leap-frog manner to propagate the 
electric and magnetic fields ahead in time. The equations provide the present fields in 
terms of the past fields all over the computational domain. After Yee’s publication, the 
approach was widely used with different endeavour [2-6].  
 
The boundaries of the computational domain in FDTD need to be carefully treated when 
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simulating problems in open regions. Spurious reflections will generally occur from the 
termination of the grid. The problem can be solved by means of the well known method 
called the absorbing boundary condition (ABC). It is generally meant to absorb any 
outgoing propagating waves without ideally producing spurious reflections. The ABCs 
was first proposed in 1971 by Merewether [7] to solve the open region difficulties. The 
development chronicle to magnify the practicability study of the technique was 
continued in the literature by [8-12] which were based of nonmaterial type. In contrast, 
Berenger presented a new idea in 1994 called the perfectly matched layer (PML) ABC 
which was based on material category [13]. The state of the art of Berenger’s PML 
contributes to notably better precision when compared to the other ABCs in the written 
works [14, 15] for broad assortment of applications.   
 
The main handicap of FDTD lies in the truth that only consistent grids can be used. 
Accordingly, the geometry resemblance in FDTD is restricted to staircase-shaped 
boundaries which lead to a large number of computer memory requirements and the 
CPU time particularly when dealing with curvature geometries with fine features [16]. 
The total number of cells in the computational domain grows significantly due to a 
global fine mesh. Another FDTD weakness is the presence of error due to numerical 
dispersion [17, 18]. In this case, many scientists were prompted to examine the 
subgridding scheme as an approach to parry the problem. A variety of methods have 
been proposed to boost the efficiency of FDTD technique such as non-uniform meshing 
[19], sub-cellular technique [20], non-orthogonal meshing [21], alternative direction 
implicit (ADI) method [22-24], higher-order technique [25, 26], hybrid method [27-29] 
and subgridding method [30-34]. In FDTD subgridding technique, the smaller size 
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components in a structure is filled with fine grids and the remaining of the space is 
represented by coarse grids. The fields on the boundary between coarse and fine grids 
are basically unknown in nature. They are predicted by using spatial and temporal 
interpolations. The regions of the coarse and fine grids are computed by the FDTD 
method and are kept in time step which satisfy the Courant stability condition. 
Consequently, the stable subgridding algorithm can refine the mesh locally. Hence, the 
accuracy of the solution can be improved without increasing the computational efforts 
significantly.  
 
1.3 Development History of MoM 
The MoM is basically a general procedure for solving linear equations. The “moments” 
in its name is due to the process of taking moments by multiplying the suitable 
weighting functions and integrating. In other words, it is essentially the technique of 
weighted residuals applicable for solving both the differential and integral equations. 
The advantages of MoM are accuracy, versatility and the potential to compute the near 
and far zone parameters. Furthermore, the method proved its ability to solve real 
complex antenna geometry in both frequency and time domain. The use of MoM and 
related matrix methods has become widespread in electromagnetic areas since the 
published paper of Richmond in 1965 [35] by generating a system of linear equations 
for the unknown current density and enforcing the boundary conditions at discrete 
points in the scattering body. Afterwards, he developed a point-matching solution for 
scattering by conducting bodies of arbitrary shape [36]. In 1967, Harrington 
documented the mathematical concept of MoM by which the functional equations of the 
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field theory were reduced to matrix equations [37]. Later, he published a book on MoM 
which was a step forward towards the development of the numerical techniques [38].  
 
The prime drawback of using MoM lies beneath its rectangular and triangular basis 
function. Their usage to examine the problem of electromagnetic scattering by dielectric 
objects with high dielectric constant leads to spurious charges. This problem was 
alleviated by means of solenoidal basis function [39, 40]. Wilton and Govind [41] made 
an effort to circumvent the error currents and anomaly behaviour of the solution near the 
edges by means of triangle expansion functions with suitable singular pulses at the 
edges.  
 
The MoM has been favourably employed in variety of electromagnetic applications 
such as scattering problems [42-45], synthesis of slotted waveguide array antenna [46], 
field analysis in circular-loop antenna [47, 48], the solution for patch antenna using 
volume integral equation (VIE) [49], VHF propagation modelling [50] and microwave 
tomography system [51].   
 
1.4 State of the Art of the Original Contribution 
The dominant focus of the research work is the modelling and analysis of the complex 
electromagnetic problems by means of subgridded FDTD (SGFDTD) scheme to be 
employed in several applications. In order to achieve the research goal, the basic idea is 
to use the hybridisation of SGFDTD with MoM in which the tools for electromagnetic 
field modelling problems can be designed with more accuracy and efficiency. The 
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surface kernel solution of MoM technique is derived. The method is used to predict the 
surface current distributions on structures with closely spaced parallel wires, such as 
dipoles, loops and helical antennas. Next, the present work is devoted to mathematical 
modelling and implementing SGFDTD in 2-D Cartesian coordinate keeping minimum 
reflection at the boundary. This method is applied to the interaction between overhead 
transmission lines to the underground pipeline for validation purposes. The SGFDTD 
formulation is then embedded inside the hybrid MoM-FDTD method. The full code 
with the adaptation of subgridding inside the hybrid MoM-FDTD design problems is 
written in Fortran 90 as a platform. The hybridisation of MoM-FDTD-SGFDTD code is 
used to analyse and investigate the applications in electromagnetic problems for 
validation such as the interaction between EM fields to the human body. 
 
1.5 Overview of the Thesis  
Chapter 1 postulates historical background and literature survey of FDTD and MoM 
techniques used to solve electromagnetic scattering issues. It should be noted that a 
more detailed review of existing literature is reported at the beginning of each chapter 
with separate references at the end. 
 
Chapter 2 unfolds the theoretical concept of FDTD principles including the derivation 
of the magnetic and electric field update equations, parameters that control the stability 
and accuracy, plane wave source modelling concept by applying the equivalent surface, 
and finally the implementation of Berenger’s PML absorbing boundary condition.  
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Chapter 3 presents the surface kernel solution of the Method of Moments. The surface 
current distributions on structures with closely spaced parallel wires, such as dipoles, 
loops and helical antennas, are computed by using the method of moments with a 
general surface patch formulation.  The modelling method employed a two-dimensional 
electric surface patch integral equation formulation solved by independent piecewise-
linear basis function methods in the circumferential and axial directions of the wire. 
 
Chapter 4 explains the modelling and analysis of quasi-static FDTD subgridding 
technique in two-dimensional approach. The method has been applied to model 
biological cell with floquet theorem. The interaction between overhead transmission 
lines and underground pipeline at power-line frequency is also modelled for validation. 
FDTD technique is used for the whole structure spatial problem combined with subgrid 
method at the pipeline. The soil in the common corridor has been designed as arbitrarily 
inhomogeneous.  
 
Chapter 5 describes the hybridisation MoM-FDTD-SGFDTD computational method. 
The modelling on multiple-region hybrid techniques with frequency-domain MoM and 
time-domain FDTD and subgridding are suggested and investigated. The method is 
validated for near field and far field applications particularly on the interaction between 
electromagnetic fields and human body in which the RFID antenna is located and 
moved at several positions in front and back of inhomogeneous human body model.   
 
Chapter 6 summarises the overall conclusions and recommendations for further work on 
related topics. 
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Chapter 2  
 
FDTD Technique for Field Truncation  
 
 
 
2.1 Introduction 
Over the past few years, finite-difference time-domain (FDTD) method [1] have 
become increasingly prevalent in the computational electromagnetic problems due to its 
simplicity, efficiency, robustness and versatility scheme for highly complex 
configuration in the computational domain. Generally, FDTD technique is the most 
well-known numerical method for the solution of problems in electromagnetic 
simulation ranging from RF to optical frequencies. It is considered to be one of the most 
powerful numerical techniques for solving partial differential equations of any kind.  In 
addition, it can be utilized to solve the spatial as well as the temporal distributions of 
electric and magnetic fields in various media. In principle, FDTD is a method that 
divides the solution domain into finite discrete points and then replaces the partial 
differential equation with a set of difference equations. It has successfully been applied 
to many problems of propagation, radiation and scattering of electromagnetic waves 
such as antenna, radar, wireless communication system, high speed electronic, photonic, 
radiography, x-ray crystallography, bio-electromagnetic and geophysical imaging. A 
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good measure of its success lies in the fact that thousand of papers on the subject have 
been published in journals and international symposium, apart from the books and 
tutorials devoted to it. Moreover, much specific and general purpose commercial 
software is available on the market which further extends its appeal globally. 
Furthermore, three books are used as the main references to the recent FDTD research 
written by Taflove and Hagness [1], Taflove [2] and Kunz and Luebbers [3]. 
 
2.2 FDTD Updating Stencils 
A pioneering way of describing the electromagnetic phenomena was introduced by 
James Clerk Maxwell in 1865 [4]. Later in 1873, he published an article called “Treatise 
on Electricity and Magnetism” in which the discoveries of Coulomb, Oersted, Ampere 
and Faraday were united into four refined constructed mathematical equations known as 
Maxwell’s equations. The differential time domain Maxwell’s equations in a linear 
medium are given by: 
 
mJEt
B −×−∇=∂
∂
 
(2.1) 
 
eJHt
D −×∇=∂
∂
 
 
 
(2.2) 
B is the magnetic flux density in Wb/m2, D is the electric flux density in C/m2, E is the 
electric field in V/m and H is the magnetic field in A/m. Jm is the magnetic current 
density in V/m2 and is defined to relate any magnetic loss to the field. Je is the electric 
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current density in A/m2 and is defined to relate any electric loss to the field. Jm and Je 
are respectively given by:  
 
HJm ×= ∗σ  (2.3) 
  
EJe ×=σ  (2.4) 
 
σ* is magnetic resistivity in Ω/m and σ is the electric conductivity in S/m. In materials 
with field-independent, direction-independent and frequency-independent electric and 
magnetic properties, the following proportions apply: 
 
B = μ × H (2.5) 
  
D = ε × E (2.6) 
 
μ is the magnetic permeability in H/m and ε is the electric permittivity in F/m. Inserting 
(2.3) and (2.5) to (2.1) and dividing by μ gives: 
 
( )HE
t
H ∗−×∇−=∂
∂ σμ
1
 (2.7) 
 
σ*H is the magnetic losses which may exist inside the medium. Inserting (2.4) and (2.6) 
to (2.2) and dividing by ε gives:  
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( )EH
t
E σε −×∇=∂
∂ 1
 
(2.8) 
 
σE is the electric losses which may exist inside the medium. In Cartesian coordinates, 
equations (2.7) and (2.8) yield the following six scalar equations:  
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A space point in a rectangular grid is defined from Yee's original notation [5] as:  
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),,(),,( zkyjxikji ΔΔΔ=  (2.15) 
 
Let F denote any function of discrete space and time given by: 
 
n
kjiFtnzkyjxiF ,,),,,( ≡ΔΔΔΔ  (2.16) 
 
Δx, Δy and Δz are the grid space increments in x, y and z directions respectively, and ∆t 
is the time increment. Using a central finite-difference approximation, space and time 
derivatives of F can be written as:  
 
2,,21,,21 )( xO
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FF
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(2.17) 
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FF
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(2.18) 
 
In equation (2.17), 2)( xO Δ is the error term that represents all the remaining terms in a 
Taylor series expansion. It is known as a central finite difference scheme in space with 
second-order accuracy. Similarly, (2.18) is second-order accurate in time. Applying 
Yee's finite-difference scheme to (2.9) gives: 
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The n
kjix
H
,,
 field component in (2.19) is evaluated at time step n. However, the value of 
n
kjix
H
,,
 at time step n is not available and hence the following interpolated 
approximation is used:  
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By substituting equation (2.20) in (2.19), leaving 21
,,
+n
kjix
H  on the left hand side and 
passing the all remaining terms to the right, assuming cubical FDTD cells are used, the 
finite difference updating equation for the magnetic and electric field components can 
be derived as:  
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It can be seen that the coefficients on the left hand side are referred to as Yee's updating 
coefficients. The electric field coefficients are given by: 
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The magnetic updating coefficients can be written as: 
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The subscript p can be x, y or z and Δp is the cell size in the p-direction. Assuming the 
structure under investigation contains different types of material such as dielectric or 
magnetic, electric and magnetic field updating coefficients can be easily calculated from 
equations (2.27) to (2.30) before the FDTD time stepping algorithm starts. The 
orientation of the fields in Figure 2.1 is known as the FDTD lattice or Yee cell. The 
magnetic and electric fields are located on the faces and the edges of the cube 
respectively. Each electric field vector component is surrounded by four circulating 
magnetic field vector components and vice versa. Both the electric and magnetic field 
vector components are located half a cell from each other. In addition, this arrangement 
permits easy implementations of the central finite difference approximations and the 
integral form of the Faraday's law and the Ampere's law. The system of difference 
equations is solved at the nodes. Figure 2.2 illustrates the typical relationship between 
field components within a quarter of a cell and on a plane distinctly helpful when 
handling boundary conditions of a closed region.    
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Figure 2.1: The electric and magnetic field components distribution on the FDTD 
lattice [6]. 
 
 
 
 
Figure 2.2: Relationship between field components: (a) within a quarter of a unit cell, 
(b) on a plane [6]. 
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Figure 2.3: Space-time chart of the Yee algorithm in a leapfrog arrangement [1]. 
 
The field quantities are solved with a leapfrog arrangement where a half time step 
separates the solutions of the electric and magnetic fields as shown in Figure 2.3. The 
time-stepping of the FDTD algorithm is continued until the desired late time pulse 
response or steady state behaviour is reached. Figure 2.4 depicts the time-stepping 
FDTD algorithms flow chart. Apparently, a suitable size of the time step should be 
chosen properly to avoid the late time instability of the algorithms, after determining the 
spatial resolution based on the geometrical features and the operating frequency. It can 
be seen that a leapfrog arrangement between the electric and magnetic field vector 
components is used to implement the time step of the FDTD algorithm. The grids of the 
electric and magnetic fields are displaced half a cell between them indicating that the 
computer must work through them in turn.  
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Figure 2.4: The flow chart of the time stepping FDTD algorithm [3]. 
 
2.3 Numerical Dispersion and Stability 
The accuracy and stability of FDTD method is controlled by two significant parameters 
namely the space resolution Δx, Δy, Δz and the time resolution Δt. Waves of different 
frequencies will propagate at slightly different speeds through the grid due to the 
approximations inherent in FDTD. As a result, the grid dispersion error will occur in the 
FDTD. The difference in the propagation speed also depends on the direction of 
propagation relative to the grid. Hence, the grid dispersion error must be reduced to an 
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acceptable level to increase the accuracy and stability of the results. To ensure the 
FDTD numerical accuracy, the spatial increment h used in the simulation is required to 
be small enough compared to the wavelength. Usually, h is less than or equal to λmin/10, 
where λmin is the shortest wavelength at the frequency of computation. The numerical 
grid produces a certain amount of numerical dispersion error, when the grid size and the 
angle of propagating wave are increased as illustrated in Figure 2.5. Numerical 
dispersion is observed to be approximately 1% when the cell size is exactly λ/10. 
 
 
 
Figure 2.5: Variation of the numerical phase velocity with wave propagation angle in 
two-dimensional FDTD grid [1]. 
 
 
The time increment Δt must satisfy the CFL criterion [1, 3] to ensure the stability of the 
computation process, which sets the relation between the time and space resolution for 
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three-dimensional FDTD given by:  
 
( ) ( ) ( )222
max 111
1
zyx
c
tv
Δ+Δ+Δ
≤Δ
 
(2.31) 
 
vmax is the maximum phase velocity of the propagating wave in any material in the 
model. For the three-dimensional cubic cell space lattice with Δx = Δy = Δz = h in a d-
dimensional spatially homogeneous FDTD grid, the time step is bounded by: 
 
dv
ht
max
≤Δ
 
(2.32) 
 
d is the number of the space dimensions (d = 1, 2 or 3). The time step should be chosen 
as large as possible to minimise the burden on the computer run time requirement. 
Smaller time step will give more accurate result with longer simulation run time. The 
time resolution value of h/(2vmax) is always conceived in many FDTD codes to 
compromise the accuracy and stability of FDTD simulation whilst the CFL criterion is 
satisfied. 
 
2.4 Incident Wave Source Conditions 
An electromagnetic wave excitation will be introduced into the FDTD lattice for 
modelling the scattering problem. This can be achieved by using the electric and 
magnetic field vector components to realize the wave source compared to the total 
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number of field components in the space lattice. In addition, the required computation 
time and resources to simulate the source is relatively small compared to the required 
ordinary time-stepping of the fields. As a result, the maximum algorithm efficiency is 
achieved. The compact electromagnetic wave sources can be classified into two general 
classes namely the hard source and the total/scattered field formulation for the plane 
wave excitation in one and three dimensional lattices.  
 
2.4.1   Hard Source Excitation 
The hard source is set up by assigning a desired time function to specific electric or 
magnetic field components in the FDTD lattice. In 1-D TM grid, the hard source on Ez 
could be established at the grid source point is to generate a continuous sinusoidal wave 
of frequency fo which is switched on at n = 0. There are three common hard sources 
discussed here. The first type of the hard source can be expressed as [1]: 
 
( )tnfEE ooniz s Δ= π2sin  (2.33) 
 
The second hard source provides a wideband Gaussian pulse with finite DC content. 
The pulse is centred at the time step no and has a 1/e characteristic decay of ndecay time 
steps. It is simply given by: 
 
( )( )2/ decayo
s
nnn
o
n
iz eEE
−−=  (2.34) 
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Equation (2.34) has a nonzero value at n = 0. no should take a value of at least 3ndecay if 
a smooth transition from zero into the Gaussian pulse is needed. The third hard source 
provides zero DC content, bandpass Gaussian pulse with Fourier spectrum symmetrical 
about fo. The pulse is centred at the time step no and has a 1/e characteristic decay of 
ndecay time steps. It is expressed as: 
 
( )( ) ( )[ ]tnnfeEE decay
s
nnnn
iz
Δ−= −− 00/0 2sin
2
0 π  (2.35) 
 
2.4.2 Plane-Wave Source Excitation  
The plane wave source excitation model was used by Yee in 1966 [5]. An arbitrary 
incident plane wave is used for the excitation purposes. The incident plane wave is 
modelled and approximated within the FDTD space lattice. Two methods of excitation 
of the plane wave on the space lattice is discussed here, namely the initial condition 
technique and the total/scattered field formulation technique. The initial condition 
method was used by Yee in the implementation of the FDTD method to represent an 
incident plane wave with special applications in the RCS simulations. The values of 
electric and magnetic field vector components at the zero time step of the incident plane 
wave throughout the problem space are preset in sign and magnitude. As a result, this 
will give the desired polarisation of the incident plane wave. However, this method has 
a drawback due to the fact that it is a non-compact wave source. It requires a large 
number of additional free space cells to contain initial conditions of long duration pulses 
or continuous sinusoids for oblique incident angles of the propagating wave. This will 
unfortunately increase the size of the problem space which one must avoid. Hence, the 
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technique is limited to special usage only. The most popular method used in many 
FDTD software is the total/scattered field formulation method [7, 8] due to the fact that 
it allows the modelling of the FDTD with long-duration pulsed or sinusoidal 
illuminations for arbitrary plane wave propagation directions.  
 
 
Figure 2.6: Total and scattered field zoning for a generic scattering case [1]. 
 
Figure 2.6 presents the total and scattered field zoning for a generic scattering case. 
Basically, it shows two distinct regions of interest namely the total field and scattered 
field region. Both of the regions are separated by a non-physical virtual surface applied 
numerically with a special treatment to include the incident wave excitation and to split 
the problem space into the total field and scattered field regions. As a result, the 
scattered field vector values can be computed in the scattered field region without the 
presence of the incident field. Furthermore, the arbitrary incident plane wave with 
different oblique incidence angles using incident-field array (IFA) excitation scheme [1] 
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can be modelled efficiently. The IFA is generally an FDTD-based lookup table from 
which the incident-field values are covered on the FDTD lattice in the propagating 
direction.  
 
2.4.2.1 Total/Scattered Field Formulation in 1-D 
 
Figure 2.7: Total and scattered field components for 1-D FDTD grid. 
 
The basic principle of the total/scattered formulation example is best illustrated by 
simple example of one-dimensional transverse magnetic (TM) field case, as shown in 
Figure 2.7 [1]. The formulation divides the x-directed array of Ez and Hy components 
into two regions, region 1 (total fields) and region 2 (scattered fields) by a virtual 
surface. At this surface interface between the two regions, there exists a special set of E 
and H components as depicted by the grey-coloured components. These four field 
components are Ez at iL and iR and Hy at (iL-1/2) and (iR+1/2). Subscripts L and R 
represent left and right respectively. According to Yee algorithm, these may have 
different types, total or scattered, respectively. The incident fields, Einc and Hinc are 
known and may be calculated at the outer interface points. They are added to the regular 
updating equations. For example, Ez at iL, the left interface surface, is considered to be a 
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total field component and by applying the basic FDTD algorithm, it is updated as:  
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n
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HHtEE
οε  (2.36) 
 
Subscripts tot and scat stand for total and scattered fields respectively. It is clear that the 
above equation is inconsistent, so Hy,tot at (iL-1/2) must be subtracted from Hy,tot at (iL+1/2) 
to advance the value of Ez,tot at iL. To correct this updating equation, the vector function 
Hy,inc at (iL-1/2) is added as an excitation wave source of the FDTD algorithm. The 
boundary Ez updating equation is given by: 
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Subscript inc stands for incident field. The added term is assumed to be a known 
function such as sinusoidal wave or Gaussian pulse for plane wave representation, while 
the rest of the terms of the right hand side are assumed stored in computer memory from 
the previous updating time step. By following proper modifications of equation (2.37), 
the updating equations for the other three special magnetic and electric boundary field 
components are expressed as follows: 
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Equations (2.38)-(2.40) are the one-dimensional total/scattered field FDTD 
formulations to generate the equivalent effects of the plane wave at one surface 
interface. The same principle can be extended to 2-D and 3-D scattering problems. 
 
2.4.2.2 Total/Scattered Field Formulation in 3-D 
In general, the equivalence principle surface implementation in FDTD code is employed 
with electric and magnetic field nodes are located at half a cell apart between each other. 
In three-dimensional case, the interface of the total and the scattered field zone is 
constituted by six flat planes to form a closed rectangular box as depicted in Figure 2.8. 
Furthermore, each face of the rectangular box consists of two tangential electric and 
magnetic fields in a closed surface.   
 
The notation used by Taflove in [1] is used in order to simplify the equations. Equations 
from (2.21) to (2.26) are used as the basis of the updating equations. A cubic-cell space 
lattice is assumed for simplicity. 
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Figure 2.8: Coordinate origins for the calculation of incident field. 
 
 
Figure 2.9: Location of Ey(→) and Ez(↑) components in planes i = io and i = i1. 
 
The Ey and Ez components can be determined from Figure 2.9. Ey (i = io; j = jo + ½, …, 
j1 - ½; k = ko, …, k1) is given by: 
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Ez (i = io; j = jo, …, j1; k = ko + ½, …, k1 - ½) is given by:  
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Ey (i = i1; j = jo + ½, …, j1 - ½; k = ko,…,k1) is given by: 
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Ez (i = i1; j = jo, …, j1; k = ko + ½, …, k1 - ½) is given by:  
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Figure 2.10: Location of Ex(→) and Ez(↑) components in planes j = jo and j = j1. 
 
The Ex and Ez components can be determined from Figure 2.10. Ex (i = io + ½, ..., i1 - ½; 
j = jo; k = ko, …, k1) is given by: 
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Ez (i = io, …, i1; j = jo; k = ko + ½, …, k1 - ½) is given by: 
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Ex (i = io + ½, …, i1 - ½; j = j1; k = ko, …, k1) is given by:  
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Ez (i = io, …, i1; j = j1; k = ko + ½, …, k1 - ½) is given by: 
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Figure 2.11: Location of Ex(→) and Ey(↑) components in planes k = ko and k = k1. 
 
The Ex and Ey components can be determined from Figure 2.11. Ex (i = io + ½, …, i1 - ½; 
j = jo, …, j1; k = ko) is given by:  
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Ey (i = io, …, i1; j = jo + ½, …, j1 - ½; k = ko) is given by: 
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Ex (i = io + ½, …, i1 - ½; j = jo, …, j1; k = k1) is given by:  
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Ey (i = io, …, i1; j = jo + ½, …, j1 - ½; k = k1) is given by:  
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The consistency condition for the magnetic field components located 0.5Δ outside of 
each face of the total/scattered-field interface are given by analogy. The Hy and Hz 
components can be determined from Figure 2.9. Hy (i = io - ½; j = jo, …, j1; k = ko + 
½, …, k1 - ½) is given by: 
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Hz (i = io - ½; j = jo + ½, …, j1 - ½; k = ko, …, k1) is given by: 
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Hy (i = i1 + ½; j = jo, …, j1; k = ko + ½, …, k1 - ½) is given by:  
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Hz (i = i1 + ½; j = jo + ½, …, j1 - ½; k = ko, …, k1) is given by:  
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The Hx and Hz components can be determined from Figure 2.10. Hx (i = io, …, i1; j = jo - 
½; k = ko + ½, …, k1 - ½) is given by: 
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Hz (i = io + ½, …, i1 - ½; j = jo - ½; k = ko, …, k1) is given by: 
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Hx (i = io, …, i1; j = j1+½; k = ko + ½, …, k1 - ½) is given by: 
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Hz (i = io + ½, …, i1 - ½; j = j1+½; k = ko, …, k1) is given by: 
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The Hx and Hy components can be determined from Figure 2.11. Hx (i = io, …, i1; j = jo + 
½, …, j1 - ½; k = ko - ½) is given by:  
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Hy (i = io + ½, …, i1 - ½; j = jo, …, j1; k = ko - ½) is given by:  
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Hx (i = io, …, i1; j = jo + ½, …, j1 - ½; k = k1 + ½) is given by:  
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Hy (i = io + ½, …, i1 - ½; j = jo, …, j1; k = k1 + ½) is given by: 
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2.5 Absorbing Boundary Conditions (ABC) 
ABC is generally one of the most critical elements in FDTD simulation and analysis for 
several reasons. It is introduced at the outer boundary of the FDTD lattice to limit the 
problem space into bounded regions and hence the electromagnetic wave interaction 
problems can be solved easily. It is meant to simulate the extension of the FDTD mesh 
to infinity. In other words, it is used to truncate the computational region at the edges of 
the finite FDTD mesh. The key to the success of an ABC is that it should be able to 
absorb the waves travelling outward from the FDTD lattice with extremely low 
reflection at the boundary.  
 
There have been numerous ABC approaches [1] to effectively approximate an infinite 
mesh. Mur [7] used analytical ABC which provides the effective reflection at the 
boundary between -35 to -40 dB. Liao et al. [9] implemented both spatial and temporal 
extrapolation of the electromagnetic fields by means of Newton backward-difference 
polynomial. The result was 20 dB less reflective than the second order Mur. 
Nevertheless, the method was delicate to the frequency and direction of propagation of 
the incident wave [10]. Therefore, the ABC boundary must be located at large distances 
from the radiator and scatterer to be more efficient and effective. Mei et al. [11] used 
error cancellation procedure to improve the performance of the local ABC. However, 
the method had a considerable residual error due to the assumption of zero degree of the 
incidence wave angle. One of the most flexible and efficient methods is the perfectly 
Chapter 2: FDTD Technique for Field Truncation                                                      42 
 
matched layer (PML) developed by Berenger [12]. Though PML is perfect in theory, 
spurious reflection is present in the actual FDTD computation [13, 14]. The basic idea 
in [12] is to produce an artificial lossy medium by complex electric permittivity and 
magnetic permeability surrounding the FDTD problem space so that the wave will be 
absorbed before it hits the boundary. In addition, this technique permitted the boundary 
reflections below -80 dB. The PML boundary can now be placed close to the scatterer 
and radiator. Berenger’s PML is now considered as the predominant and standard used 
in the most FDTD imitations [15, 16]. 
 
2.5.1   3-D Berenger’s PML 
In 3-D, all six Cartesian field vector components are separated to realize the following 
twelve modified version of Maxwell’s equations [12]:  
 
y
EE
H
t
H zyzx
xyy
xy
o ∂
+∂−=+∂
∂ )(*σμ
 
(2.65) 
 
z
EE
H
t
H yzyx
xzz
xz
o ∂
+∂=+∂
∂ )(*σμ
 
(2.66) 
 
z
EE
H
t
H xzxy
yzz
yz
o ∂
+∂−=+∂
∂ )(*σμ
 
(2.67) 
 
 
x
EE
H
t
H zyzx
yxx
yx
o ∂
+∂=+∂
∂ )(*σμ
 
(2.68) 
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PML matching conditions and lattice structures are basically similar to the TM case. 
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2.5.2    3-D PML Numerical Implementations 
The standard time-stepping of the Yee algorithm cannot be used since the attenuation of 
the outgoing source waves in the PML layer is very fast. Consequently, an explicit 
exponential time step algorithm is suggested in the PML layer [17]. From equations 
(2.70) and (2.71), the updating Hzy and Exy in the PML medium can both be expanded by 
the expressions: 
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The subscript p can be x, y or z and Δp is the cell size in the p-direction. In addition, the 
updating equation for the other ten vector field components can be derived by using the 
same technique. The thickness of the PML layer can be reduced to obtain the optimum 
profile of the conductivity by means of geometric progression [18, 19]: 
 
( ) ( ) ( ) pp gRg gcg Npoo ΔΔ −Δ−==
ρρ εσρσ 0ln
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(2.79) 
 
N is the number of cells in the PML layer and g is the geometric progression grading 
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factor. This is an empirical factor in a function of the number of cells in the scatterer 
region. Equation (2.79) shows that the conductivity increases by the factor g from one 
cell to the other. 
 
2.6 Conclusion 
The fundamental concepts of the FDTD computational method were briefly explained 
in this chapter. Some of them deal with the solution of Maxwell's equations by means of 
finite differences, the derivation of FDTD updating equations for electric and magnetic 
field vector components, and the explanation on the accuracy and stability which 
necessitate the FDTD computational method. In addition, the excitation source inside 
the FDTD lattice was also explained. The general idea of the ABC to the specific 
Berenger’s PML in 2-D and 3-D were well treated. Last but not least, Fortran 90 source 
code was written successfully in 2-D FDTD with subgridding (SGFDTD) and 3-D 
MoM-FDTD-SGFDTD hybrid technique for different applications in electromagnetic 
scattering problems.  
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Chapter 3  
 
Surface Kernel Solution of the Method 
of Moments 
 
 
 
3.1 Introduction 
When parallel wires are close together the surface current distribution becomes non-
uniform. This effect has been investigated previously, subject to certain approximations. 
Smith [1, 2] and Olaofe [3] assumed that the average current flowing in a set of parallel 
wires was equal, which means that the cross-sectional distribution of surface current 
remains constant along the wires. Tulyathan and Newman [4] used a more general 
treatment but still neglected the possibility of a circumferential component in the 
surface current: it is intuitively obvious that such a component must be present when 
there is significant displacement current flow in the inter-wire capacitance. A more 
general detailed solution by Abd-Alhameed and Excell [5] included the modelling of 
two surface current components at any point on the wire surface, subject to certain 
geometry constraints. And more recently [6-8] in which two parallel dipoles and loop 
antennas were investigated for the existence of the non-uniform surface currents, in 
which the antenna power losses were fully covered in [8].  
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In addition, most of the methods used for analysis of wire antennas of arbitrary shape 
(including the possibility of closely parallel wires) assume a uniform surface current 
distribution across the cross section, (e.g. Djordjevic et al. [9], Burke and Poggio [10] 
and Richmond [11]). Hence, surface resistive losses and reactive effects that may be 
augmented by the non-uniform surface current will not be correctly predicted. 
 
This problem is particularly significant for resonant coiled electrically-small antennas, 
such as the normal-mode helical antenna (NMHA), in which the surface current 
distribution has a critical effect on the efficiency and Q-factor. A moment-method 
(MoM) formulation uses two orthogonal basis functions on the surface of the wire 
including its ends was thus developed to investigate this problem in details. The work 
detailed a more generalised theory and results of the work done by the present authors 
[6]. It should be noted that there are more advanced commercial codes now available 
which, in particular, implement patch modelling more effectively (e.g. FEKO [12], CST 
[13], HFSS [14] and IE3D [15]). 
 
Basically, the original motivation for this work was to assess the degree of benefit that 
would be obtained if an antenna of this type were to be realised in high-temperature 
superconductor. Electrically-small antennas have a low radiation resistance that is easily 
swamped by ohmic loss resistance, resulting in a low efficiency. Superconductors have 
the potential to remove much of the loss and hence raise the efficiency significantly. 
There is then the possible disadvantage that the inherent Q-factor of the antenna may 
become very high: whether this is a real disadvantage depends on the nature of the 
system into which the antenna is proposed for deployment. To quantify the reduction in 
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loss, and hence improvement in efficiency, which might accrue from the use of 
superconductor, it is necessary to quantify the surface loss Ps measured in W/m2: 
 
s
s
s
JP σ
2
=  (3.1) 
 
where Js is the surface current density (A/m) and σs is the surface conductivity (Ω).The 
self-resonant helix had already been identified as a convenient design of electrically-
small antenna in which quite interesting results were reported for example, broad band 
V-helical antenna [16], circular NMHA [17], double pitch NMHA [18] and multiple 
pitches NMHA [19], however, for realisation in high-temperature superconductor, the 
superconducting element may be left electrically isolated. The detailed quantification of 
Js in this particularly complex case was thus the main original objective of the work. 
The very detailed modelling procedure that has been developed has much wider uses, 
particularly in the accurate modelling of normally-conducting NMHAs, which see 
extensive use in mobile telecommunications. Complete validation of the predictions of 
the procedure poses considerable difficulties, since it would require measurement of the 
surface current distribution on wire. This matter is an important topic for future work, 
but an adequate degree of validation can be claimed for the results that have been 
presented in this work from this type of modelling process. 
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3.2 Moment Method Formulation 
Initially, the normal MoM approach is followed, but no attempt is made to approximate 
the surface current or the scattered field observation points to a single point on the wire 
cross-section. Instead, both are allowed to be completely general points on the wire 
surface and the surface current is allowed to have components both parallel to, and 
transverse to the wire axis. This leads to an equation of the form: 
 
)()(. i
j
jj LI EJ =∑  (3.2) 
 
where Ij is a basis function for the surface current Jj, Ei is the incident electric field 
strength and L is the integro-differential operator given by: 
 
tan)()( φω ∇+= AJ jL  (3.3) 
 
where A and φ are the vector and scalar potentials. If a set of testing functions Wm is 
defined, equation (3.2) may be rewritten as: 
 
NjforLI im
j
jmj ,...2,1,)(, ==∑ EWJW   (3.4) 
 
where 
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∫∫ ∫∫ ==
s s
mjjmjm ZdsdsLL
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s
mimim VdsEWEW   (3.6) 
 
where ds′ and ds are the differential areas on the wire surface for the source and the 
observation points respectively, m = 1, 2, ...N is the index of the testing function and Z 
and V are the conventional abbreviations for the interaction matrix and excitation vector 
terms in the Method of Moments. 
 
3.3 Evaluation of Impedance Matrix Elements 
The impedance matrix elements Zmj can be written using the closed surface integral 
identity [20] as follows:   
 
∫∫∫∫ ⎟⎠⎞⎜⎝⎛ ∇∇−= s s mjmjmj dsdsRgkjZ ' 2 ')().)(.(
1. WJWJωμ  (3.7) 
 
where g(R) is the free-space Green function [21-23] and is given by the expression: 
 
R
eRg
jkR
π4)(
−
=  (3.8) 
 
R is the distance between the observation and source points on the wire surface. 
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Singular integral occurs when R = 0 (i.e., g(R) → ∝). The coordinates for a point on the 
surface of the helix wire can be given by: 
 
( ) ( ) ( )φφαφ sin'cos', yxx −=  (3.9) 
 
( ) ( ) ( )φφαφ cos'sin', yxy −=  (3.10) 
 
( ) ( ) ( )δαφπαφ cossin2, a
Pz +=  (3.11) 
 
where  
 
( )αcos' abx +=  (3.12) 
 
( ) ( )δα sinsin' ay −=  (3.13) 
 
( )
b
P
πδ 2tan =  (3.14) 
 
where a is the radius of the helix wire, b is the radius of the helix, P is the pitch distance 
between the turns, α is the azimuth angle of the circumferential cross-section wire and δ 
is the pitch angle. Equations (3.12), (3.13) and (3.14) are the exact coordinates of helix 
geometry. Defining two orthogonal directions on the surface of the helix wire as shown 
in Figure 3.1, the unit vectors of the curvilinear surface patches in both directions are:  
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Figure 3.1: Basic geometry of the helical antenna driven by a voltage source at its centre.  
The directions of the orthogonal basis or test functions are shown on the right and  
represent the source or observations points on the wire surface and its ends. 
 
 
( ) ( ) ( ) ( ) ( ) zyx aaaa ˆsinˆcoscosˆcossinˆ δδφδφγ ++−=  (3.15) 
 
( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) zy
xcs
aa
aa
ˆcoscosˆsincoscossinsin
ˆsinsincoscossinˆ
δαδφαφα
δφαφα
++−
+−=
 (3.16) 
 
where γaˆ and csaˆ are the unit vectors in the axial and circumferential surfaces of the 
wire respectively as shown in Figure 3.1. The differential lengths in both directions are: 
 
φγ dbd ''=  (3.17) 
αaddcs =  (3.18) 
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where dφ and dα are the differential lengths in φ and α respectively, and 
 
22 '
2
'' bPb +⎟⎠
⎞⎜⎝
⎛= π  (3.19) 
 
2
2
))cos((' αabb +=  (3.20) 
 
The coordinates of the start surface of the helix at φ = 0 is given by: 
 
( ) ( )αα cos, rbrx +=  (3.21) 
  
( ) ( ) ( )δαα sinsin, rry −=  (3.22) 
 
( ) ( ) ( )δαα cossin, rrz =  (3.23) 
 
where 0 ≤ r ≤ a. Hence, the unit direction vectors of the basis function on the end 
surface can be expressed as: 
 
( ) ( ) ( ) ( ) ( ) zyxr aaaa ˆcossinˆsinsinˆcosˆ δαδαα +−=  (3.24) 
 
( ) ( ) ( ) ( ) ( ) zyxce aaaa ˆcoscosˆsincosˆsinˆ δαδαα +−−=  (3.25) 
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where raˆ and ceaˆ are the unit vectors in the radial and the circumferential directions on 
the end surface of the wire respectively as shown in Figure 3.1. The differential area on 
the end surface can be given by: 
 
αrdrddAend =  (3.26) 
 
Similarly, the unit direction vectors, coordinators and differential area on the other end 
of the helix wire can be defined. Now, assume the surface current density over the wire 
surface can be expressed by two orthogonal current components in γaˆ and 
csaˆ (similarly at the surface end directions raˆ  and ceaˆ ). Then if the surface current is 
expanded over the wire surface using triangular basis functions in which the divergence 
of the current continuity is finite [24], then as example, these functions into the axial 
direction can be given by: 
 
( ) 210
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αααγγ
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andfor
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f  (3.27) 
 
( ) ( ) 210'' αααγγγ
γγγ ο
ο
≤≤≤≤±=±= andforff  (3.28) 
 
where )(' γf is the differentiation of )(γf and ογ is the axial length of the curvilinear 
patch presented in Figure 3.1 in the direction of γ  for all angle values of α from α1 to 
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α2. A similar basis functions in the directions of csaˆ , raˆ  and ceaˆ  can be given. The 
testing functions are chosen to be identical to the expansion basis functions (Galerkin’s 
method) yielding a symmetric impedance matrix. Hence, by substituting equations 
(3.9)-(3.28) into equation (3.7), the impedance matrix elements can be found. As an 
example, the impedance element for basis and test function in the axial direction can be 
stated as follows: 
 
∫∫∫∫ ⎟⎠⎞⎜⎝⎛ −= s s dsdsRgffkffjZ ' 2'' ')()'()(
1)'()(ˆ.ˆ γγγγωμ γγγγ aa  (3.29) 
    
where  
 
αφddabds ''=  (3.30) 
 
The other self and mutual impedance elements for all other basis directions can be 
obtained in a similar way. The magnitude of R is written as: 
 
( ) ( ) ( )222 ''' zzyyxxR −+−+−=  (3.31) 
 
Since x, y and z are the function of φ and α, then R is also a function of φ and α. By 
integrating equation (3.17), the following expression is achieved: 
 
 φγ ''b=  (3.32) 
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By substituting equations (3.19) and (3.20) into equation (3.32) gives: 
 
φαπγ ⎟⎟
⎟
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⎞
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Let say there is another axial length 1γ of the curvilinear patch, then: 
 
1
2
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1 ))cos((2
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It can be clearly seen that α  remains constant along the axial length. In other words: 
 
11
)( φ
φ
γ
γγ ==f  (3.35) 
 
 
3.4 Solution for Singularity 
Equation (3.29) can be rewritten as: 
 
∫ ∫ ∫ ∫ −=
α φ α φ
αφαφ
αφαφ αφαφαφαφπ
αφαφωμ
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 (3.36) 
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From this equation, singularity occurs when: 
 
'' ααφφ == and  (3.37) 
 
Moreover, when the surfaces of the patches are very close in proximity to each other 
still there will be pseudo-singularity. The condition occurs when:   
 
'''' δαααδφφφ +=+= and  (3.38) 
 
In this case, equation (3.36) cannot be integrated directly due to the problem of 
singularity. However, the obstacle can be alleviated by means of cancellation technique 
[25] with the introduction of additional function (see Appendix A).  
 
Consider a point P on a patch of helix wire as depicted in Figure 3.2. The point is 
considered to be anywhere on the patch which is located in proximity above the origin. 
It should be noted that point S is the starting point for integration process. L and W are 
the length and the width of the patch respectively. γaˆ and csaˆ are the unit vectors in the 
axial and circumferential surfaces of the wire respectively. puˆ and tuˆ are the new unit 
vectors due to point P in the axial and circumferential surfaces of the wire respectively. 
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Figure 3.2: Point P on a patch of helix wire above the origin. 
 
It can be shown that from Figure 3.2, the following expression can be obtained 
fundamentally:      
 
tpp utupr ˆˆ +=  (3.39) 
 
ps rrr −= 11  (3.40) 
 
By substituting equation (3.39) into equation (3.40), the following expression can be 
achieved: 
 
)ˆˆ(11 tps utuprr +−=  (3.41) 
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In general, equation (3.41) is used as the starting point for integration. Equation (3.36) 
can thus be expanded as:   
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(3.42) 
 
The above equation can be solved using numerical solution: 
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The last term of equation (3.43) can be solved using analytical solution: 
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For simplicity, the above equation can be reduced to the following format: 
 
∫ ∫ ++++ += p t dtdpttppv
taaI
2
1
2
1
2
21
)()(
 (3.45) 
 
where a1, a2, v, p1 and t1 are constants. The analytical solution of the equation is given 
by the expression:  
 
constantDaCaI ++= 21  (3.46) 
 
The expression for C and D are given in the Appendix B.   
 
3.5 Simulation and Results 
Initially, simple antenna geometries such as dipole and loop antennas were investigated 
and discussed as special cases of more complex geometries such as the helix. The 
antenna geometries of the parallel dipoles and loops are shown in Figure 3.3. A similar 
procedure of placing orthogonal basis distribution over the wire surface and wire ends 
as for the dipoles are used. A computer program was written to implement the analysis 
given in the previous section. The surface patch subdivision was automatically 
generated by the program, subject to the number of the basis functions in both 
orthogonal directions. The impressed field Ei is modelled by a delta-function voltage 
source at the centre of the dipole and the helix whereas in loop it was placed at φ = 0°.  
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Figure 3.3: The geometry models of two parallel dipoles and loop antennas including 
the directions of the basis or test functions used; (a) dipoles, (b) loops. 
 
A simple axial excitation (in the γ-direction) was considered. Thus the impressed field 
can be given by: 
 
γγδπ aaE ci ˆ)(2
1=  (3.47) 
 
where a is the radius of the wire antenna and γc is the half axial length of the dipole or 
the helix. The antenna wire for all geometries was assumed to be perfectly conducting 
and surrounded by free space. Several examples were used to investigate the surface 
current distribution of dipoles, loops and NMHA as predicted by the formulation, as 
follows: 
 
The response of the input impedance of two parallel dipoles of 50 cm length and 5 mm 
wire radius separated by 15 mm is presented in Figure 3.4. In this example, both dipoles 
were centrally fed as presented in equation (3.47). 
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Figure 3.4: The input impedance versus frequency for two parallel dipoles separated by 
15 mm; solid line: NEC [6], (‘ooo’ Resistance, ‘xxx’ Reactance present work). 
 
The axial and circumferential lengths were subdivided by 16 curvilinear patches of 
equal lengths in both directions. The attachment basis modes between the wire ends and 
the wire surface were placed subject to the corresponding number of axial and 
circumferential patches used. It is found that the results agree well with those calculated 
using NEC [10] (extended kernel solution), although it is to be expected that the latter 
will be less reliable, as less detail in the behaviour of the wire is taken into account. It is 
worth noting that Tulyathan and Newman [4], observed this behaviour on half 
wavelength dipoles when they ignored the circumferential surface current component.  
 
For the same antenna geometry, the input impedance at 300 MHz (equivalent to half 
wavelength dipoles and 0.005 wavelength wire radius) versus the separated distance 
between the dipoles is shown in Figure 3.5.  
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Figure 3.5: Input impedance at 300 MHz operating frequency of two parallel dipoles  
of 50 cm length and 5 mm wire radius versus the separated distance between them; 
(‘***’, ‘+++’: Present work), (‘ooo’ and ‘xxx’: NEC). 
 
 
 
Figure 3.6: The normalised magnitudes of the axial and circumferential surface current 
components of the antenna geometry given in Figure 3.3 separated by 15 mm versus α 
at γ = 6.25 cm for axial and γ = 4.6845 cm for circumferential from the bottom of the 
dipoles for different operating frequencies: ‘xxx’ 100 MHz, ‘***’ 300 MHz, ‘ooo’ 500 
MHz; (a) axial component, (b) circumferential component. 
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It is clearly seen that there is good agreement between the results of the present work 
and those obtained from NEC except for the reactance values for closely spaced 
distances. However, the methods were completely different in their numerical solutions. 
The normalised magnitudes of the axial and circumferential surface current components 
of two parallel dipoles separated by 15 mm for the same wire radius as above are shown 
in Figure 3.6, versus α (the azimuth of the circumferential cross-section wire) at 6.25 
cm and 4.6845 cm respectively, considered from bottom of the dipoles of their local 
axes (equivalent to γ length measured from the bottom of the dipole), for different 
operating frequencies. It is very interesting to note that the non-uniform variations of 
these currents over different frequencies have small marginal differences. The 
maximum ratio of the axial component to the circumferential component was around 
34:1. Similarly, these currents at 300 MHz (equivalent to half wavelength dipoles) for 
different separation distances are presented in Figure 3.7. It should be noted that the 
actual magnitudes of the circumferential component is inversely proportional to the 
distance between the dipoles in spite of their fixed variations shown in Figure 3.7(b). 
Also the axial component is still non-uniform even when the separation distance 
between the dipoles is 100 mm (0.1 wavelengths). The normalised surface currents for a 
thicker wire of radius of 10 mm (0.01 wavelengths) for the same antenna geometry 
versus the separation distances between the dipoles are shown in Figure 3.8. Comparing 
Figures 3.7(a) and 3.8(a) the non-uniform effects on the axial components can be 
strongly seen on the thick wires, for example at the separation distance of 100 mm. It is 
clear from Figures 3.4 and 3.5 that the average current along the local axis of the dipoles 
will be similar to that computed using NEC, thus the expected field pattern will be 
similar, and is not reproduced here. The ratio of the power losses predicted from the 
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non-uniform surface current distribution to those predicted from the average (or uniform) 
current distribution was considered as an equivalent measure of the improvement in 
modelling verisimilitude when using the new method. However, since the losses are 
small in most cases it is possible to assume that the antenna wire is perfectly conducting 
and surrounded by free space; then losses can be predicted by taking them as 
proportional to the surface current density squared. The variation of the power loss ratio 
against the separated distance between two parallel half wavelength dipoles, for two 
wire thicknesses, is shown in Figure 3.9. It can be noticed that for high separation 
distances, the power loss converged to unity value as is expected. However, the 
variations show a significant power loss for closely spaced dipole antennas. For the 
following two antenna geometries we restrict our discussion on the presence of non-
uniformity of the surface currents that clearly match the variations of the power loss 
ratios. 
 
 
Figure 3.7: The normalised magnitudes of the axial and circumferential surface current 
components versus α at similar location as Figure 3.6, for different separated distances 
between the dipoles at 300 MHz (equivalent half wavelength dipoles with 0.005λ wire 
radius): (a) axial component, (b) circumferential component. (‘ooo’: 15 mm, ‘xxx’: 30 
mm, ‘***’: 50 mm, ‘+++’: 100 mm, ‘□□□’:500 mm). 
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Figure 3.8: The normalised magnitudes of the axial and circumferential surface current 
components versus α at similar locations as Figure 3.6, for different separated distances 
between the dipoles at 300 MHz (equivalent to half wavelength dipoles with 0.01λ  
wire radius): (a) axial component, (b) circumferential component. 
(‘ooo’: 30 mm, ‘xxx’: 50 mm, ‘***’: 100 mm). 
 
 
 
 
 
 
Figure 3.9: Power loss ratio of two parallel half wavelength dipoles for various 
separation distances; ‘ooo’: wire radius = 0.005λ, ‘xxx’: wire radius = 0.01λ. 
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Figure 3.10: The normalised magnitudes of the axial and circumferential surface current 
components versus α at φ = 0°: axial component and φ = 33.75°: circumferential 
component, for a single loop antenna for different operating frequencies.  
The loop radius and wire radius are 3 cm and 5 mm respectively.  
(a) axial component, (b) circumferential component.  
(‘xxx’: 400 MHz, ‘ooo’: 600 MHz, ‘+++’: 800 MHz, ‘***’: 900 MHz). 
 
 
 
 
Figure 3.11: The normalised magnitudes of the axial and circumferential surface current 
components versus α at φ = 0°: axial component and φ = 33.75°: circumferential 
component, for two parallel loops separated by 15 mm and each has a radius of  
3 cm and 5 mm wire radius versus different operating frequencies.  
(a) axial component, (b) circumferential component. 
(‘+++’: 400 MHz, ‘xxx’: 600 MHz, ‘***’: 800 MHz, ‘ooo’: 900 MHz). 
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The normalised magnitudes of the axial and circumferential surface current components 
for single and two parallel loops versus α for different operating frequencies are shown 
in Figures 3.10 and 3.11 respectively. For both figures the loop radius and wire radius 
are 3 cm and 5 mm respectively. In the case of parallel loops the separation distance was 
selected to be 15 mm. The loops are fed by a simple delta excitation source at φ = 0°. 
The axial component is taken at the source location whereas the circumferential is taken 
at φ = 33.75° (angles are simply used here to define the locations of the circumferential 
cross-section wire, and for this particular angle the γ length is 0.0177cm). It should be 
noted that the variations of the currents for two parallel loops are taken for the bottom 
loop as shown in Figure 3.3(b). It is clearly shown that the maximum variations of the 
axial currents for frequencies less that the expected parallel resonance frequency of the 
antenna structure are always pointed inside the loops  geometries (i.e. α = 180°). The 
circumferential component for the single loop antenna is similar to that computed on the 
two parallel dipoles, and its ratio compared to the axial component was found to be 41:1. 
However, the same component for two parallel loops was reduced to minimum around 
α = 90°, whereas its ratio to axial component was 28:1. Moreover, the normalised 
magnitudes of the axial and circumferential surface current components for two half 
wavelength parallel loops each of radius 0.0796 wavelength and 0.013 wavelength wire 
radius versus α for various separation distances d are shown in Figure 3.12. The 
locations of these currents are similar to those taken in Figures 3.10 and 3.11. The axial 
component reserved its variations for most of the distances considered in this example 
as in the case of the single loop antenna except when at very close distance. The 
variations of the circumferential component was also eliminated around α = 90° even 
the separation distance was 20a. 
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Figure 3.12: The normalised magnitudes of the axial and circumferential surface current 
components versus α at φ = 0°: axial component and φ = 33.75°: circumferential 
component, for two half wavelength parallel loops each of radius 0.0796 wavelength 
and 0.013 wavelength wire radius, versus the separation distance ‘d’.  
(a) axial component, (b) circumferential component. 
(‘+++’: d = 3a, ‘xxx’: d = 6a, ‘***’: d = 20a, ‘ooo’: d = 100a). 
 
 
 
 
Figure 3.13: The normalised magnitudes of the axial and circumferential surface current 
components of a half wavelength single turn helix antenna versus α at different 
positions from the first end of the helix. The helix radius, wire radius and pitch  
distance are 0.0796λ, 0.013λ and 3a respectively.  
(a) axial component: ‘***’:0.031λ, ‘ooo’:0.125λ, ‘+++’:0.25λ 
(b) circumferential component: ‘***’:0.0156λ, ‘ooo’:0.109λ, ‘+++’:0.234λ. 
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Figure 3.14: The normalised magnitudes of the axial and circumferential surface current 
components of the same antenna geometry given in Figure 3.12, except that the 
operating frequency is half than that used in Figure 3.12 (i.e. operating wavelength 2λ).  
(a) axial component: ‘***’:0.031λ, ‘ooo’:0.125λ, ‘+++’:0.25λ 
(b) circumferential component: ‘***’:0.0156λ, ‘ooo’:0.109λ, ‘+++’:0.234λ. 
 
 
 
 
Figure 3.15: The normalised magnitudes of the axial and circumferential surface current 
components of a half wavelength two turns helix antenna versus α for different pitch 
distances. The helix radius and wire radius are 0.04λ and 0.006λ respectively.  
(‘ooo’: P = 3a, ‘+++’: P = 5a, ‘xxx’: P = 7a, ‘***’: P = 9a) 
(a) axial component: taken at 0.031λ from the bottom end of the helix.  
(b) axial component: taken at the centre of the helix. 
(c) circumferential component: taken at 0.023λ from the bottom end of the helix. 
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The normalised magnitudes of the axial and circumferential surface current components 
of a half wavelength single turn helix antenna versus α at different positions from the 
first end of the helix are shown in Figure 3.13. The helix radius, wire radius and pitch 
distance are 0.0796λ, 0.013λ and 3a respectively. It is shown that the strong effects of 
the axial component were pointed inside the helix for all locations presented. These 
results might help to approximate the equivalent of these variations into one curve that 
might be taken along all the local length of the helix to assess the total loss power in the 
axial direction. Similar variations were observed on the circumferential component 
except that the strong effect has shifted from α = 90° to α = 135° for the locations 
presented. However, considering the strong effect locations of these currents regardless 
of the locations of their maxima and taking into account the similarities in these 
variations it may be concluded that this indicates the approximate contribution of this 
current to the total loss power.  
 
However, for the same antenna geometry given in Figure 3.13, the currents were 
computed at half the operating frequency (i.e. operating wavelength 2λ) as shown in 
Figure 3.14. It is clearly shown that the strong effects of these current variations are 
mostly similar to that presented in Figure 3.13. Moreover, a strong correlation can be 
found in the variations of the circumferential currents for different locations for this 
example.  However, a one turn helix is not sufficient to permit comment on the currents 
variations of a multi-turn helix antenna, thus the following examples are considered.  
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Figure 3.16: The normalised magnitudes of the axial and circumferential surface current 
components of a half wavelength three turns helix antenna versus α for different pitch 
distances. The helix radius and wire radius are 0.0265λ and 0.004λ respectively.  
(‘ooo’: P = 3a, ‘+++’: P = 5a, ‘xxx’: P = 7a, ‘***’: P = 9a) 
(a) axial component: taken at 0.0294λ from the bottom end of the helix.  
(b) axial component: taken at the centre of the helix. 
(c) circumferential component: taken at 0.022λ from the bottom end of the helix. 
 
 
 
 
Figure 3.17: The normalised magnitudes of the axial surface current components of a 
half wavelength four turns helix antenna versus α for different pitch distances. (a) four 
turns: the helix radius and wire radius are 0.02λ and 0.003λ respectively; (b) five turns: 
the helix radius and wire radius are 0.015λ and 0.002λ respectively;   
(‘ooo’: P = 3a, ‘+++’: P = 5a, ‘xxx’: P = 7a, ‘***’: P = 9a). 
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The normalised magnitudes of the axial and circumferential surface current components 
of a half wavelength of two, three, four and five turns helix antenna versus α for 
different pitch distances are shown in Figures 3.15, 3.16 and 3.17. It is very clear that 
the axial and circumferential components were non-uniform even if the pitch distance 
between the helix turns was nine times the radius of the wire. Another interesting point 
is that the peak values of the axial component were pointed inside the helix (i.e. around 
α = 180°) for all helices presented. This is clearly shown in the variations of these 
currents at the feed points on Figures 3.15(b), 3.16(b), 3.17(a) and 3.17(b) and the helix 
turns in Figures 3.15(a) (first turn) and 3.16(a) (first turn). The similarities of these 
variations permit the approximate calculation of the effective power loss in that 
particular direction. It was also observed that the maximum variations of the 
circumferential component on the first turn confined between α = 0° and 180° as shown 
in Figures 3.13(b), 3.14(b), 3.15(c) and 3.16(c). However, the maximum ratio of the 
axial component to the circumferential component for all pitch distances was found 
between 15:1 and 40:1 for all helices more than one turn.  
  
General comments on the trend of these results are to predict the accurate or 
approximated equivalent power losses that are associated with non-uniform variations 
along the wire surfaces. Hence this will follow to affect the radiation efficiency of this 
kind of antennas.  
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3.6 Conclusion 
The surface current distributions on structures with closely spaced parallel wires, such 
as dipoles, loops and helical antennas, can be computed by using the method of 
moments with a general surface patch formulation. The current distribution varies 
substantially from the common assumption that it is uniform around the wire cross-
section. Transverse (circumferential) currents are shown to be present: they are 
relatively weak on thin wires (around 0.01λ wire radius) excited by axial component 
parallel to the local axis of the wire. The effect is still significant when the wire 
separation distance is relatively large. 
 
In spite the strong variations of the axial and circumferential currents, it was found that 
the input impedance and the average value of the axial surface current are in reasonable 
good agreement with the results of thin wire codes such as NEC using an extended 
kernel solution. The power loss ratio resulting from use of non-uniform surface current, 
compared with the conventional uniform assumption of two parallel dipoles, shows a 
significant increase of power loss when they are closely separated. However, these 
current variations will dominate the radiation efficiency when predicting the accurate 
total power loss on these types of antennas and this can be important in some 
applications, e.g. highly resonant antennas and antennas realised in superconducting 
materials. As a matter of interest it was computed that the maximum ratio of the 
variations of the axial component to the circumferential component on a half 
wavelength helix of a few turns for different pitch distances was between 15:1 to 40:1. 
This behaviour is expected as the NMHA has a hybrid of dipole and loop behaviour. 
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The modelling method employed a two-dimensional electric surface patch integral 
equation formulation solved by independent piecewise-linear basis function methods in 
the circumferential and axial directions of the wire. A similar orthogonal basis function 
was used on the end surface and appropriate attachments with the wire surface were 
employed to satisfy the requirements of current continuity. The results were stable and 
showed good agreement with less comprehensive earlier work by others.  
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Chapter 4  
 
Quasi-Static Finite-Difference Time-
Domain Subgridding Technique 
 
 
 
4.1 Introduction 
The development of robust finite-difference time-domain (FDTD) method has been 
widely used in electromagnetic scattering problems due to its easiness and potentiality 
to treat complex geometry structures in the huge calculation region [1]. This method of 
solving Maxwell’s differential equations was first proposed in two-dimensional 
problems [2] and then utilized in three-dimensional applications [3]. However, the 
standard FDTD method is incompetent if the details of the geometry need to be 
modelled due to a global fine mesh. As a result, the total number of cells increases 
dramatically. The time step must be reduced to fulfill the Courant stability condition 
causing the computational time to increase significantly. The discretisation of time step 
is crucial for accurate determination of the scheme and has to be small enough to 
resolve different dielectric or metal structures.   
 
A few methods can be used to improve the efficiency of the FDTD method, such as 
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non-uniform meshing [4], sub-cellular technique [5],  non-orthogonal meshing [6] and 
subgridding method [7-10]. Subgridding generally involves local mesh refinement 
particularly inside the area or volume of interest which require more accurate 
discretisation. A stable subgridding algorithm can refine the mesh locally and improve 
the accuracy of the result without increasing the computational efforts significantly. It is 
hence very useful for FDTD code. Both the numerical dispersion and memory usage 
must be reduced but there is a trade-off between them. The accuracy of the solution can 
be improved by using finer grids since numerical dispersion is controlled by the size of 
the grid in the computational domain. However, the memory and computation 
requirement are increased accordingly.   
 
An alternative approach to reduce the memory usage in the computational domain is to 
use FDTD subgridding scheme by controlling the distribution of the degrees-of-freedom. 
In FDTD subgridding method, the smaller size components in a structure is discretised 
by fine grids and the residual of the space is filled with coarse grids. The fields on the 
boundary between coarse and fine grids are coupled using spatial and temporal 
interpolations. The regions of the coarse and fine grids are computed by the FDTD 
method and are kept in time step. Many articles are published with different updating 
field methods at the unknown cell of the boundary by means of both interpolation and 
extrapolation techniques. In general, some of them are based on interpolation of current 
density [7], time interpolation subgridding algorithm [9], dielectric transverse capability 
[11] and finite element formulation [12, 13].  
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4.2 Quasi-Static Theorem 
FDTD technique is not a practical scheme when low frequency is applied due to lengthy 
simulation time. The computer burden cannot be solved even for reasonable spatial 
resolution. For example, the spatial resolution of Δx = Δy = Δz = 1 cm is given at 50 Hz 
power line frequency. The duration of time step required is given from Courant stability 
criterion, Δt = Δx/c 3 = 1.92 ns. In order to cover one complete cycle, the number of 
time steps needed is N = 1/(fΔt) = 1.0 × 107. It needs many years to complete the 
simulation even when run on fast machine. However, a method known as quasi-static 
approximation proposed by Moerloose et al. [14] solve the difficulties. The formulation 
takes into account the wavelength which is much greater than the object of study. The 
primary advantage of quasi-static formulation is thus reducing the long simulation time 
constraint. There have been some early efforts of using quasi-static idea to study the 
interaction between living tissues exposed to extremely low frequency (ELF) electric 
fields in the published literature such as [15-17]. The basis of their research dominantly 
verifies the effectiveness of quasi-static scheme at very low frequency. FDTD comes 
into play when researches in [18-21] applied the same knowledge. In this case, the 
dimension of the object of study is at a fraction of the wavelength. An attempt to gain 
the scheme of using the same technique but at much higher frequencies of 900 MHz and 
1800 MHz has been made by Emili et al. in 2003 [22].  
 
The theoretical method discussed by the authors in [15-17] has been realised in the 
present work to approximate the quasi-static FDTD subgridding. In general, two 
conditions must be satisfied before applying the quasi-static formulation: 
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i. The size of the object is a factor of 10 or more, smaller than the 
wavelength. 
ii. │σ  + jωε│ >>  ωεo 
 
where: 
σ is the conductivity of the object (S/m)  
ε is permittivity of the object (F/m) 
ω is the angular frequency (measured in radians per second, with units s-1) 
εo is the free space permittivity (8.85 × 10-12 F/m) 
 
From the conditions stated above, the electric field components tangent to the surface of 
the structure and the internal fields are roughly zero compared to the applied field. The 
external electric field components can be viewed as orthogonal to the structure. From 
Maxwell’s equation with div D = ρ, the boundary condition for the normal electric field 
components at the surface of the region of interest is given by the expression [16-18]:  
 
( ) tissuetissuetissueairo EnjEnj r)r •+=• ωεσωε ˆ  (4.1) 
 
The ‘•’ symbol in equation (4.1) basically refers to vector dot product. From this 
equation with the two stated conditions satisfied, the scaling relationship can be 
deduced [16-18]: 
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( ) ( ) ( )( ) ( ) ( )fEfjf
fjffE tissuetissue ′′⎥⎦
⎤⎢⎣
⎡
+
′′+′′⎟⎠
⎞⎜⎝
⎛
′=
rr
ωεσ
εωσ
ω
ω
 (4.2) 
 
where: 
( )fEtissuer  is the resultant internal electric field (V/m) 
( )fEtissue ′′r  is the scaling internal electric field (V/m) 
 f is the frequency of interest (Hz) 
 f ′ is the scaling frequency (Hz) 
 ω is the angular frequency of interest (s-1) 
 ω′ is the scaling angular frequency (s-1) 
 σ is the conductivity of the object (S/m)  
 σ ′ is the scaling conductivity of the object (S/m)  
 
Assuming that ( ) ( )ff σωε <<  and ( ) ( )ff ′′<<′′′ σεω , then equation (4.2) can be 
approximated as [16-18]: 
 
( ) ( )( ) ( )fEff
fffE tissuetissue ′′⎥⎦
⎤⎢⎣
⎡
′
′′≅ rr σ
σ
 (4.3) 
 
It can be concluded that from this equation, a higher working scaling 
frequency f ′ which falls within the quasi-static region can be chosen to excite the 
model in order to reduce the computational burden. Hence, the scaling internal electric 
field which is calculated at much higher frequency can be shifted back to the actual 
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power line frequency.  
 
4.3 Plane Wave Solutions 
This section explains Maxwell’s equation solutions and derives the basis of 
electromagnetic wave motion in free space, lossy and lossless penetrable media [23, 24]. 
 
4.3.1 Plane Wave in Free Space 
The following equations can be expressed in free space: 
 
oo μμεεσ === ,,0  (4.4) 
 
coo
ωεμωβα === ,0  
(4.5) 
 
β
πλεμβ
ω 2,1 ==== cu
oo
 
 
(4.6) 
 
Ω≈== 377120πε
μη
o
o
o  
 
(4.7) 
 
where σ is the conductivity, ε is the permittivity, εo is the free space permittivity, µ is the 
permeability, µo is the free space permeability, α is attenuation factor, β is phase 
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constant, ω is the angular frequency, c is the speed of light in free space, u is the wave 
velocity, λ is the wavelength and ηo is the free space intrinsic impedance of the media. 
 
4.3.2 Plane Wave in Lossy Medium 
Maxwell’s equations in a linear, isotropic, homogeneous, lossy dielectric medium 
without the presence of a source can be written in phasor form as: 
 
HjE ωμ−=×∇  (4.8) 
 
( )EjH ωεσ +=×∇  (4.9) 
  
0=⋅∇ E  (4.10) 
 
0=⋅∇ H  (4.11) 
 
Taking the curl of both side of equation (4.8) gives: 
 
HjE ×∇−=×∇×∇ ωμ  (4.12) 
 
Vector identity is given by: 
 
( ) AAA 2∇−⋅∇∇=×∇×∇  (4.13) 
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Equation (4.13) is applied to the left-hand side of equation (4.12) with both equations 
(4.9) and (4.10) are implemented to get the expression below: 
 
022 =−∇ EE γ  (4.14) 
 
( )ωεσωμγ jj +=2  (4.15) 
 
where γ is called the propagation constant of the medium and is measured in per meter. 
Similarly, the magnetic field H can be derived with the same technique: 
 
022 =−∇ HH γ  (4.16) 
 
Equations (4.14) and (4.16) are known as homogeneous vector Helmholtz’s equations or 
simple vector wave equations. The propagation constant of the penetrable medium γ is 
basically a complex quantity which is governed by: 
  
ωε
σμεωβαγ jjj −=+= 1  
 
(4.17) 
 
⎥⎥⎦
⎤
⎢⎢⎣
⎡
−⎥⎦
⎤⎢⎣
⎡+= 11
2
2
ωε
σμεωα  
 
 
(4.18) 
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⎥⎥⎦
⎤
⎢⎢⎣
⎡
+⎥⎦
⎤⎢⎣
⎡+= 11
2
2
ωε
σμεωβ  
(4.19) 
 
 
where α is known as the attenuation constant or attenuation factor of the medium and is 
measured in Np/m or dB/m. The parameter β is a measure of the phase shift per length 
and is called the phase constant or wave number. µ, ε and σ are the permeability, 
permittivity and conductivity of the media respectively. ω is the angular frequency and 
is measured in radian. Both the wave velocity u and wavelength λ can be written in 
terms of β as depicted in equation (4.6). It should be noted that the solution of the basic 
plane wave can be found by considering the wave that propagates in z direction and 
polarises in x direction. Hence, equation (4.14) can be expressed as:         
  
022
2
=− xx Edz
Ed γ  
 
(4.20) 
 
The solution of equation (4.20) is given by: 
 
( ) zzx eEeEzE γγ −−+ +=  (4.21) 
 
where E+ and E− are arbitrary amplitude constants. The positive travelling wave has a 
propagation factor in terms of the attenuation constant α and phase constant β: 
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zjzz eee βαγ −−− =  (4.22) 
 
Equation (4.22) can be expressed in the time domain as:  
 
)cos( ztee zz βωαγ −= −−  (4.23) 
 
This equation shows a wave travelling in the +z direction. The wave has a wavelength 
λ=2π/β, phase velocity vp=ω/β and an exponential damping factor. The attenuation 
constant α represents the decay rate with distance. The negative part of the travelling 
wave term in the equation (4.21) is similarly damped along the –z-axis. The solution for 
positive electric travelling wave E(z,t)  is thus achieved by:  
 
( ) ( ) ( ) xzoxztjzo azteEaeeEtzE βωαβωα −== −−− cos)Re(,  (4.24) 
 
The solution for the positive magnetic travelling wave H(z,t) can be realised in the same 
way by solving equation (4.16).  
 
( ) ( ) ( ) yzoyztjzo azteHaeeHtzH βωαβωα −== −−− cos)Re(,  (4.25) 
 
The relationship between Eo and Ho can be achieved by applying Faraday’s law to 
equation (4.8), Ampere’s law to equation (4.9) and comparing the solution of both 
equations. From Faraday’s law, equation (4.8) can be expressed as: 
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t
HE ∂
∂−=×∇ μ  
( )dtEH ∫ ×∇−= μ1  
(4.26) 
 
 
 
(4.27) 
 
By definition, ∇ × E is given by the expression: 
 
( ) ( ) yztjzox
x
aejeEE
z
E
zyx
kji
E βωα βα −− +−=∂
∂=∂∂∂∂∂∂=×∇
00
 
 
(4.28) 
 
Inserting equation (4.28) into equation (4.27) gives: 
 
( ) ( ) yztjzo aeejEjH βωαβαμω −−+=
1
 
(4.29) 
 
From Ampere’s law, equation (4.9) can be expressed as: 
 
t
EEH ∂
∂+=×∇ εσ  (4.30) 
 
By definition, ∇ × H is given by the expression: 
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( ) ( )
x
ztjzo
y
y
aee
j
jEH
z
H
zyx
kji
H βωαωμ
βα −−+=∂
∂−=∂∂∂∂∂∂=×∇
2
00
 
 
(4.31) 
 
 
Next, equation (4.31) is simplified to give: 
 
( ) ( )ztjzo eeEjH βωαωεσ −−+=×∇  (4.32) 
 
Equations (4.31) and (4.32) are compared to obtain the expression: 
 
( ) ( )( )ωμωεσβα jjj +=+  (4.33) 
 
Substituting equation (4.33) into equation (4.29) gives the relation between Eo and Ho: 
 
η
o
o
EH =  
 
(4.34) 
 
where η is a complex quantity known as the intrinsic impedance of the medium. It is 
measured in ohms. It can also be written in the following form: 
 
ηθη ηθηωεσ
ωμη je
j
j =∠=+=  
 
(4.35) 
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ωε
σθ
ωε
σ
ε
μ
η η =
⎥⎥⎦
⎤
⎢⎢⎣
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⎞⎜⎝
⎛+
= 2tan,
1
4/12  
 
(4.36) 
 
 
where 0° ≤ θη ≤ 45° . The relationship between H(z,t) and E(z,t) is determined replacing 
equations (4.34) and (4.35) into equation (4.25), which is stated as: 
 
( ) ( ) )Re(, yztjzjo aeee
EtzH βωαθηη
−−=  
 
By taking the real part of equation (4.37), the final expression is given by: 
 
( ) ( ) yzjo aztee
EtzH ηαθ θβωη η −−=
− cos,  
(4.37) 
 
 
 
 
(4.38) 
 
 
4.3.3 Plane Wave in Lossless Medium 
In a lossless dielectric, σ  << ωε. It is a special case from previous section except that: 
 
roro μμμεεεσ ==≅ ,,0  (4.39) 
 
In this case, εo and µo are the permittivity and permeability of the media in vacuum, εr 
and µr are the relative permittivity and relative permeability of the media respectively. 
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Inserting these into equations (4.18) and (4.19) gives the equations: 
 
μεωβα == ,0  (4.40) 
 
β
πλεβ
ω 2,1 ===
u
u  
 
(4.41) 
 
o0∠= ε
μη  
 
(4.42) 
 
It should be noted that from equation (4.42), the electric field E and magnetic field H 
are revealed to be in time phase with each other in a lossless medium. 
 
4.4 Modified Berenger’s PML 
Finite-difference time-domain method is generally derived from the solution of 
differential time-domain Maxwell’s equations. It is regarded as very efficient method 
since its invention by K. S. Yee in 1966 [2]. The method is considered as a very 
practical tool in designing anisotropy and inhomogeneous complex structures. However, 
problem arises when open-region geometry is modelled. The development of an 
artificial boundary condition at the boundaries of the computational space has been 
applied to circumvent this difficulty. The establishment of perfectly matched layer 
(PML) has greatly improved the performance of this technique. It should be noted that 
the implementation of absorbing boundary condition (ABC) is very important in FDTD 
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computation to truncate the outgoing electromagnetic waves at the bounded region. 
There have been several effort to circumvent this problem by means of analytical ABC, 
such as Mur [3], Liao et al. [25] and Mei et al. [26]. The proposed techniques provide 
effective reflection at the boundary in the order of -35 to -60 dB for most FDTD 
computational simulations. However, the performance of the ABC has been improved 
significantly by Berenger in 1994 [27] in the order of below -80 dB reflection at the 
boundary. It is basically based on surrounding the FDTD computational space with 
highly lossy medium with matched non-physical absorber. Later, he developed the 
technique in 3-D [28-30] with some numerical experiments to illustrate its efficiency. 
The state of art of the original contribution by Berenger’s PML thus became the choice 
of the boundary for the simulation problems of this chapter.    
 
The general matching impedance condition between free space and a dispersionless 
medium is given by [27]: 
 
oo μ
σ
ε
σ ∗=  
 
(4.43) 
   
If equation (4.43) is satisfied, an incident plane wave from free space is perfectly 
transmitted to a dispersionless medium without any spurious reflection. In other words, 
it is stated to be matched across a plane boundary for all incoming incident 
electromagnetic waves. The matching criteria in free space for PML explained 
previously are extended to lossy and lossless media:    
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oror μμ
σ
εε
σ ∗=  
 
(4.44) 
 
where σ is the electric conductivity, σ * is the magnetic resistivity, εr is the relative 
permittivity and μr is the relative permeability of the medium. εo and μo are the 
permittivity and permeability in vacuum respectively. An optimum value of the 
geometric grading factor g has been selected to reduce the reflection on the interface 
layer between the FDTD problem space and the PML, using an empirical expression 
given by Berenger in 1996 [29]: 
 
)0(ln
1
ln
2
R
g
g
x
c
N −Δ−=
εσ  (4.45) 
 
where c is the velocity of the travelling electromagnetic waves in free space or lossy 
medium, Δx is the spatial increment of FDTD lattice, N is the number of the cells in the 
PML and R(0) is the normal reflection factor.  
 
4.5 Floquet Boundary Condition 
The study of scattering characteristic of structures that are periodic in one or more 
dimensions due to propagating plane wave is very important in electromagnetics. In 
general, the structures are assumed to be infinite along the axis in order to perform 
scattering analysis with reasonable simulation time. The analysis can be simplified into 
a single unit FDTD cell problem by means of Floquet theorem [31, 32]. The primary 
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advantage of applying this theorem is that it can be used to design large structure much 
simpler and more computationally efficient rather than designing the whole structure 
since the unit cell has linear dimension of less than one wavelength. Some examples of 
using the same boundary theorem in electromagnetic analysis are frequency selective 
surface (FSS) [33-35], antenna array [36], infinite periodic scatterers [37] and photonic 
bandgap (PBG) [38]. Recently, several absorbing boundary conditions have been 
compared for numerical analysis of periodic structures [39]. It was found from written 
literature that floquet theorem has been successfully implemented inside FDTD to 
analyse the case of normal incidence [37, 40] and oblique incidence [41, 42] for 2-D 
and 3-D cases. The case of normal incidence method for 2-D and 3-D problems is 
explained in the following section, to understand basic theory and implementation of 
floquet periodic boundary into FDTD. 
 
4.5.1 Two-dimensional TM Case 
Figure 4.1 shows the basic periodic structure illuminated by plane wave at broadside 
incidence parallel to y-axis. From the figure, it can be seen that the fraction of the 
scatterer is replicated alongside x direction. The magnetic barriers are formed along y-
axis at x = 0 and x = d. In this case, the boundary from x = 0 and x = d is called a unit 
cell boundary of the FDTD computational grid. The absorbing boundary condition is 
applied at the upper and lower edges alongside y direction to solve the electromagnetic 
wave propagation in unbounded y-axis regions in order to simulate the extension of the 
grid to infinity [3, 27]. The problem of solving periodic geometries can thus be 
facilitated on the basis of a single unit cell structure due to the scatterer periodicity 
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characteristic along y-axis. 
 
 
 
Figure 4.1: General periodic boundary structure in 2-D. 
 
 
In 2-D TM case analysis, the electric field component involved is Ez whereas the 
magnetic field components are Hx and Hy. For simplicity, a lossless medium with σ = 0, 
ε = εoεr and μ = μo is considered, in which σ, ε and μ are the conductivity, permittivity 
and permeability of the lossless medium respectively, εo and μo are the free space 
permittivity and permeability respectively, and εr is the relative permittivity. Thus, the 3-
D FDTD updating equations of (2.21), (2.22) and (2.26) for Hx, Hy and Ez respectively 
can be reduced to 2-D TM case periodic analysis. These equations can be written in the 
following simplified form:  
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( )n jizn jizn jixn jix EEtHH 21,21,21,21, +−−+ −ΔΔ+= μ  (4.47) 
 
( )n jizn jizn jiyn jiy EEtHH ,21,2121,21, −+−+ −ΔΔ+= μ  (4.48) 
 
Δt is the time step (s)  
Δ is the size of the FDTD mesh (m)  
 
The periodic boundary conditions have to be imposed at the border of x = 0 and x = d, in 
order to copy the periodic structure of the problem. This can be done by modifying 
equation (4.48) of the tangential component Hy along x = 0 and x = d, in the following 
forms [37]: 
 
( )n jizn jizn jiyn jiy NEEtHH ,21,2121,21, −+−+ −ΔΔ+= μ  (4.49) 
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where iN is the largest FDTD grid number in the x direction. Equations (4.49) and (4.50) 
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are well known as a periodic boundary condition. For TE case, the magnetic walls are 
replaced with the electric walls at x = 0 and x = d, and a dual forms of the previous 
equations can be obtained.  
 
4.5.2 Three-dimensional TM Case 
Figure 4.2 depicts the basic infinite periodic geometry illuminated by normal incident 
plane wave parallel to z-axis. In this case, the periodic boundaries are imposed on the x- 
and y-axis of the structures, while ABCs are applied along z-axis. The coordinate point 
(io, jo, ko) and (iN, jN, kN) denote a space point in a uniform rectangular mesh, where io, jo 
and ko are the smallest FDTD grid number in x, y and z direction  respectively and iN, jN 
and kN are the largest FDTD gird number in x, y and z direction respectively. 
 
 
 
Figure 4.2: General infinite periodic structure in 3-D. 
 
Chapter 4: Quasi-Static Finite-Difference Time-Domain Subgridding Technique          101 
 
For simplicity, the dielectric volume inside problem space is filled with the lossless 
medium whose σ = 0, ε = εoεr and μ = μo. The tangential electric fields distribution on 
planes i = io and i = iN, and planes j = jo and j = jN are shown in Figures 4.3 and 4.4 
respectively.   
 
 
Figure 4.3: Location of Ey(↑) and Ez(→) components in planes i = io and i = iN. 
 
 
 
Figure 4.4: Location of Ex(↑) and Ez(→) components in planes j = jo and j = jN. 
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The red arrows stand for the tangential electric field components which are located on 
edge of the surface plane. The black arrows represent the least of the tangential electric 
field components which are located on the surface plane.  
 
Consider four surface planes at i = io and i = iN, and j = jo and j = jN, in which the floquet 
periodic boundary condition is applied. From Figure 4.3, the tangential electric field 
updating equation components Ey and Ez which are not located on the edge of the 
surface plane at i = io and i = iN, can be derived from equations (2.25) and (2.26) to give 
the expressions: 
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where Δt is the time increment and Δ is the space mesh increment. From Figure 4.4, the 
tangential updating equation components Ex and Ez which are not located on the edge of 
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the surface plane at j = jo and j = jN, can be modified from equations (2.24) and (2.26) to 
give the following forms: 
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The tangential electric components of Ex, Ey and Ez located on the edge of the surface 
plane at i = io, i = iN, j = jo and j = jN, and due to the Ex and Ey components are on the 
edge of the ABC are assumed to be updated by the ABC updating equations. As a result, 
only the edged Ez tangential components are derived here for periodic boundary 
condition. 
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Figure 4.5: Location of the orthogonal Ez components at the edges due to the normal 
incident plane wave parallel to z-axis. 
 
 
Four equations of Ez tangential components can be updated at once due to the normal 
incidence plane wave as illustrated in Figure 4.5. Thus, the following four formulations 
can be written by modifying equation (2.26):   
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4.6 Biological Cell Tissue Modelling 
The enormous rise of electronic, information and communication technologies has 
motivated the explosive usage of mobile handsets over the last decade. The possible 
mechanism of biological effect on human cells which might contribute to complex 
cellular process that leads to cancer, by using mobile phone, has prompted the public 
concern over recent years. As a result, this leads to a high demand on modelling 
biological structure used to clarify the uncertainty of the electromagnetic behaviour of 
cells exposed to these fields. In this work, finite-difference time-domain (FDTD) 
method has been dominating over other numerical methods due to its simplicity and the 
ability to treat highly nonhomogeneous structures [1]. 
 
Research on the interaction mechanism of electromagnetic field with the living tissue at 
mobile communication frequencies have been performed previously by See et al. [43] 
and Emili et al. [22] by adapting modified FDTD technique. However, the accuracy of 
the model is questionable due to the thickness of the cell membrane in the model (1 µm) 
and a minimum of one FDTD cell is used to represent the membrane. Cell membrane 
has been identified as the primary target for the study of possible actions of 
electromagnetic fields on biological structures. In order to facilitate deeper investigation 
of the field distribution inside the membrane, where the previous proposed models in 
[22, 43] cannot be clarified, a modified subgridding finite-difference time-domain 
(SGFDTD) scheme is used to model a high definition biological tissue. 
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The traditional FDTD is not capable to model extremely small object which is much 
smaller than a wavelength. This is due to the unaffordable computational resource 
required to perform the calculation. By adapting the frequency scaled FDTD method 
[18, 22, 43], this problem can be easily overcome. Many structures of electromagnetic 
interest are extremely large and periodic in one or more dimensions. In order to perform 
the EM analysis of these types of structures with reasonable computational time, the 
structures are assumed to be an infinite grid and subsequently reducing the problem into 
a unit-cell analysis by using Floquet boundary condition [44]. This will enable the 
numerical solution to simulate the effect of the periodic replication. In order to include 
the membrane effect on the biological tissue model, lumped-element membrane model 
[22, 43] is used as a working hypothesis to develop the modelling technique.  
 
Standard FDTD suffers from staircase error due to cartesian grids everywhere in the 
computational grid [45] and this error makes it less favour to use for complex geometry 
and small object modelling. Many researchers such as in [46, 47] have extended FDTD 
to handle multi-resolution problems by using finer grids near structures with small 
geometrical features abutted to coarse grids in regions of empty space. It is well-known 
that the subgridding scheme in FDTD always encounters the late time instability 
problems due to the interpolation and extrapolation of neighbouring field values in the 
FDTD computation domain. However, this is a challenge to implement this technique to 
establish a novel sophisticated biological tissue model.  
 
A computer program was written in Fortran to implement the analysis. A cubical FDTD 
cells was implemented in which the cell size was set with Δx = Δy = Δz = 20 μm. It was 
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chosen such that the length of the grid remained at a fraction of a wavelength only. The 
time step was set at 1.5 ps to satisfy the Courant stability condition. An interpolation 
algorithm was required to predict the missing fields between the coarse and fine region 
of the FDTD lattice. There were many articles published in the literature with different 
updating field methods at the unknown cell of the boundary by means of both 
interpolation and extrapolation techniques. In general, some of them were based on 
separated time and space interpolation interfaces [48], spatial field interpolation 
algorithm [10], dielectric transverse capability [11], interpolation of current density [7], 
time interpolation subgridding algorithm [9], finite element formulation [12, 13] and 
quadratic interpolation [49]. In this research area, the magnetic field in the fine region 
was interpolated by the six neighbouring magnetic fields in the coarse region. The mesh 
ratio of the coarse-to-fine grids was 1:2. Generally, the basis of the fields in 2-D domain 
was determined due to solving the electric and magnetic fields in a plane. The magnetic 
field basis in 2-D domain can be written as: 
 
)()()()()(),( 22 yfxexydycxbayxHH x +++++==  (4.63) 
 
where a is the constant, b, c, d, e and f are the coefficient of the equation. It can be 
deduced in matrix form as: 
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The coefficients can then be obtained by the following matrix inversion: 
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Hence, the magnetic field in the fine region of subgridding can be calculated by: 
 
)()()()()( 22 oooooox yfxeyxdycxbaH +++++=  (4.66) 
 
where xo and yo are the reference points at the interpolation region.  
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Figure 4.6: A half-wavelength dipole antenna was used as current source excitation to 
the subgrid cells. NCGX, NCGY and NCGZ are the number of cells to be subgridded in 
the direction of x-axis, y-axis and z-axis respectively. 
 
 
 
 
 
 
 
Figure 4.7: Stability analysis for different number of subgrid cells in one main FDTD 
cell. 
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Figure 4.6 depicts the configuration of the stability analysis simulation environment 
inside the FDTD computational domain. A half-wavelength dipole was used to excite a 
sinusoidal voltage source of 1 V/m at 1800 MHz. The subgrid cells can be represented 
by free space or by a dielectric with different electrical characteristics. They were 
located near the voltage source as a scatterer. The interpolation scheme discussed earlier 
can be extended to the other mesh ratios such as 1:4, 1:6 and 1:8. In this case, the 
subgridding scheme is considered to be the same as normal FDTD if 1:1 mesh ratio is 
used inside the computational domain. Two separate simulations were done for free 
space (εr = 1.0) and a dielectric medium with εr = 41.8 and σ = 1.3 S/m for different 
number of subgrid cells. The results in Figure 4.7 illustrate the stability of the 
simulation inside the problem space. The electric field remained at 0.18 mV/m when 
using different values of subgrid cells for free space. Furthermore, it remained at 0.41 
mV/m when a dielectric was inserted inside the subgrid area.         
 
  
 
Figure 4.8: 3-D view of the basic simulated cubical structures in FDTD computational 
domain. The direction of propagation (DOP) is in the z-axis. 
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Figure 4.9: New proposed high definition biological tissue model by using modified 
subgridding FDTD model. 
 
 
 
 
 
Figure 4.10: 2-D view of subgridding on a face of a single biological cell (not to scale). 
 
Figure 4.8 shows a stack of ten cubical cells tissue model. The reason behind using 
cubical cell is, when compacted into connected tissues, living cells are not perfectly 
spheres. Thus, a cluster of cubical cells was assumed. The model consists of cytoplasm, 
membrane and extracellular medium. The side length of each cell was 20 μm in which 
the thickness of the membrane was 1 μm. The problem space was 20 × 20 × 220 cells of 
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which the cell size was 1 μm. A plane wave of 100 V/m propagating in the z-direction 
and polarized in x-direction was used as excitation source. Six FDTD cells were used 
for PML model. The floquet boundary condition was imposed along the x and y-axes to 
effectively extend the grid structure to infinity. The detailed description and electrical 
properties of the structure can be found in [43]. Applying the subgridding approach into 
the similar model of Figure 4.8, a new high definition biological tissue model can be 
considered as shown in Figure 4.9. The subgridding was imposed on cytoplasm cells in 
which a cell size of 0.5 μm was used (2 cells). In other words, the ratio of coarse to fine 
grids was 1:2. The cell size used for cell cytoplasm was 1 μm. Since the cell cytoplasm 
dominant the entire volume of the model then the entire problem space was descretised 
with membrane cell size except the cytoplasm volume which was kept at 1 μm. The 
simulation parameters are tabulated in Table 4.1. The dielectric properties of the media 
were obtained from [50] as summarised in Table 4.2. 
 
 
Table 4.1: Biological cell simulation parameters. 
 
Parameter Measurement 
FDTD spatial resolution 20 × 20 × 220 
Subgrid spatial resolution 10 × 10 × 10 
Number of FDTD PML cells 6 
Coarse grid cell size  1.0 µm 
Fine grid cell size 
Number of subgrid cells 
0.5 µm 
8 
Time step 1.3 fs 
Operating frequency 10 GHz 
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Table 4.2: Electrical properties of cubical cell composition at 2450 MHz. 
 
Parameter εr 
Cytoplasm 0.9360 
Membrane 0.9838 
Extracellular medium 0.9301 
 
 
 
Figure 4.11:  Electric field distribution along z-axis through the centre of the cubical cell. 
 
 
 
 
Figure 4.12:  Modulus of the electric field on xz-plane at intermediate  
frequency 10 GHz. 
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Figure 4.13:  Modulus of the electric field inside subgrid region on xz-plane at 
intermediate frequency 10 GHz. 
 
 
The proposed subgridding approach was shown in Figure 4.10. The distributions of the 
electric field through the centre of the simulated structure, along the incident wave 
propagation direction at 2450 MHz are given in Figure 4.11 to verify the proof of 
concept. The electric field distributions (in dB scale) along the problem space are 
illustrated in Figure 4.12. Figure 4.13 shows the field distribution (in dB scale) inside 
subgrid region.  
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4.7 Interaction Between OHTL and Buried Pipeline  
The sharing of route by overhead high voltage power transmission lines (OHTL) and 
buried utility pipelines has become quite common nowadays. Most of the countries in 
the world typically follow the same procedure to distribute the energy to rural and urban 
territories. The primary reason of this tendency is the restriction imposed by 
government and private organisations concerning the environmental effect due to the 
development of the facilities needed on a given location of interest. The numerous 
constraints become more alarming as new construction reaches high density urban areas. 
This sharing of way prompts the question to the public concern as to the effect of OHTL 
has on underground pipelines. In some situations, the underground utility pipelines may 
be very close in proximity to OHTL. In this case, it is necessary to take into account the 
electromagnetic absorption energy in the pipelines. Electromagnetic interference can be 
generated in the pipelines due to the electromagnetic induction between the 
underground pipelines and OHTL when they are close to each other in the vicinity. In 
general, the interference can be composed into two; namely conductive interference and 
inductive interference. Conductive interference is the potential increase of the ground in 
the vicinity of the pipelines. It happens from a large current injected into the ground 
from the transmission line particularly due to the lightning strikes between the tower 
and the overhead transmission line. In contrast, inductive interference is the voltage 
generated in the pipelines due to the induction of the electromagnetic field of the OHTL.  
 
This work presents the development of a new approach of modelling the source 
excitation and the penetration of structures by continuous propagating electromagnetic 
plane waves. The technique incorporates the solution of time-dependent Maxwell’s 
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equations and the initial value problem as the structures are illuminated by the plane 
waves. The propagation of waves from source excitation is simulated by solving a 
finite-difference Maxwell's equation in the time domain. Finite-difference based on 
integral formulation [1, 51, 52] has been used in the published literature to improve the 
accuracy of the finite-difference formulation near the surfaces that does not fit in the 
lattice or small objects such as thin wires which alter the electromagnetic field 
distribution significantly. In this case, analytical expressions have been established to 
express the field near a particular object for precise evaluation of the integrals. Many 
researchers in the past have been prompted to investigate the subgridding technique as 
an approach to circumventing the problem [53, 54]. In general, this technique is used to 
condense the lattice at the point of interest locally and does not require any analytical 
formula to be taken into account, and hence it is appropriate for objects of any shape. 
 
The method mentioned above has two main advantages relative to the other modelling 
approaches. First, it is simple to implement for complicated dielectric or metal 
structures due to arbitrary electrical parameters can be assigned to each cell on the grid. 
Second, the entire computational spaces need not to be discretised with a fine grid as it 
put unreasonable burden on the computer processing time. 
 
The ultimate objective of research in this area is to access the appropriateness of the 
method in determining the amount of electromagnetic penetrating fields between OHTL 
and underground utility pipeline. The three-phase OHTL are modelled as the AC 
sources and the pipeline as the dielectric material. In this case, the pipeline is defined as 
the fine grid and the residual spaces as the coarse grid in the computational spaces. The 
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fields between these two grids are unknown in nature and have to be calculated. 
Interpolation algorithm is thus required between the grids. The aim of the present work 
is to develop the general code for solving the electric and magnetic fields within 
arbitrary metal or dielectric structures, while maintaining a boundary of uncertainty low 
reflection level in two-dimensional approach.  
 
Two-dimensional finite-difference time-domain with subgridding method has been used 
in the literature with different applications. Chilton and Lee [55] developed a 
subgridding method based on multigrid finite element principles in 2-D. The work was 
then extended to 3-D. The method was applied to the parallel plate waveguide with 
different dielectric material and shape for validation purposes. Later, they developed a 
higher order FDTD with appropriate media boundary conditions. The method which 
was called conservative subgridding was derived for Lobatto Cell [56]. Lin and Kuo [57] 
used Crank-Nicolson algorithm in the subgridding scheme to handle problems involving 
fine structural features. Numerical results were presented for unilateral fin-line and 
dielectric cylinder scattering. Some attempts have been taken in the analysis of cavity 
with one and two perfect electric conductor (PEC) fins [58, 59], metamaterial slab [60], 
electrostatic plate condensator, circular coaxial waveguide and circular waveguide [61], 
PEC cylinder with a current filament in free space [62, 63], lossy dielectric block 
located near a short linear antenna [64] and passive equivalent circuit [65].  
 
FDTD technique has been well known over the years of its strength with robust 
simulation technique for transient electromagnetic interactions. In this research work, 
two-dimensional FDTD technique is used with subgridding to model the utility pipeline 
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and the overhead high voltage power transmission line. FDTD technique has been 
applied to the high voltage power transmission line analysis in the published literature. 
Dedkova and Kriz [66] proposed a new effective approach to evaluate the distribution 
of voltage and current along the nonlinear transmission line by using FDTD method. An 
improved technique was proposed by Tang et al. [67] to calculate the transient inductive 
interference in underground metallic pipelines due to a fault in nearby power lines. The 
frequency-dependent problem in the analysis of transient interference was solved in 
phase domain based on FDTD method. Lu and Cui [68] used FDTD method to calculate 
the wave processes of voltage and current distributed along the three-phase 500 kV 
busbars and the power lines without load in the substation of multi-conductor 
transmission lines (MTL). The iterative formulas were presented to determine the 
boundary conditions at the node of the branches. The work was extended to 
transmission line network and non-uniform line [69]. Vector fitting method was adopted 
in FDTD to treat with the frequency dependent parameters [70]. In this case, the 
corresponding voltage and current recursion formulations in FDTD technique were 
presented based on the recursive algorithm for time domain convolution. The 
comparison of transient analysis method using Bergeron's method, FDTD method and 
time-domain finite-element (TDFE) was discussed in [71]. Numerical results of MTL 
simulations based on Laplace transform and FDTD method was presented and 
compared in [72].  
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Figure 4.14: Case 1: The observed field was located inside subgrid area: (a) Without 
subgrid, (b) With subgrid. 
 
 
 
 
 
Figure 4.15: Case 2: The observed field was located outside subgrid area: (a) Without 
subgrid, (b) With subgrid. 
 
 
 
Subgrid technique was validated by illustrating example in two cases. Case 1 was 
considered when the observed field was located inside subgrid area with two conditions: 
(a) Without subgrid, and (b) With subgrid, as shown in Figure 4.14. Case 2 was 
considered when the observed field was located outside subgrid area with two 
conditions: (a) Without subgrid, and (b) With subgrid, as depicted in Figure 4.15. The 
problem space was excited by sinusoidal wave and gaussian pulse at 1800 MHz. The 
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electric fields at the same point for case 1 and case 2 were observed and compared as 
illustrated in Figures 4.16 and 4.17 respectively. The magnetic fields at the same point 
for case 1 and case 2 were also observed and compared as illustrated in Figures 4.18 and 
4.19 respectively. 
 
 
 
Figure 4.16: Case 1: The electric field in subgrid region (Ezg) and at normal grid (Ez): (a) 
When sinusoidal wave was excited, (b) When gaussian pulse was excited. 
 
 
 
 
 
 
Figure 4.17: Case 1: The magnetic field in subgrid region (Hyg) and at normal grid (Hy): 
(a) When sinusoidal wave was excited, (b) When gaussian pulse was excited. 
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Figure 4.18: Case 2: The electric field Ez with and without subgrid: (a) When sinusoidal 
wave was excited, (b) When gaussian pulse was excited. 
 
 
 
 
 
Figure 4.19: Case 2: The magnetic field Hy with and without subgrid: (a) When 
sinusoidal wave was excited, (b) When gaussian pulse was excited. 
 
 
The electric fields in subgrid region (Ezg) and at normal grid (Ez) for case 1 were found 
to be identical to each other to confirm the proof of concept. The electric fields Ez with 
and without subgrid for case 2 were also found to be identical to each other. A similar 
explanation also applies for the magnetic fields for both case 1 and 2. 
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Example 1: A source code was written to implement the design and analysis of the 
interaction between overhead high voltage power transmission lines and buried utility 
pipeline. Fortran 90 was used as a programming language platform. The work was 
devoted to 2-D TM case. Figure 4.20 depicts the cross section and the dimension of a 
common corridor in which a buried utility pipeline runs parallel to a 132 kV overhead 
power transmission line. The height from the ground to the bottom conductors is 15 m. 
The overhead ground wire was located at the top of the tower. In this case, the height to 
the earth surface is 27 m. The phase conductors for the bottom, middle and top were 
collocated horizontally with a separation of 4.0 m, 4.5 m and 4.0 m respectively 
between two adjacent conductors. Sinusoidal wave excitation of 460 kHz (λ = 652.17 m) 
was applied at each of the power transmission line cables. In this case, the three phase 
steel lattice transmission high voltage suspension tower was designed with 6 cables.  
 
 
Figure 4.20: Outline of standard circuit 132 kV steel lattice transmission high voltage 
suspension towers with normal span of 300 m (not to scale) [73, 74]. 
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These cables were used as the source signal which propagates inside the problem space. 
Each of the 2 cables carries the same phase of the AC current. The general equations of 
phase A, phase B and phase C cables were given respectively by the expressions:   
 
)2sin( ftAPhase π=  (4.67) 
 
⎟⎠
⎞⎜⎝
⎛ += ππ
3
22sin ftBPhase  (4.68) 
 
⎟⎠
⎞⎜⎝
⎛ += ππ
3
42sin ftCPhase  (4.69) 
 
where f is the frequency (Hz) and t is the time (s). The pipeline was separated at a 
distance of 100 m from the steel lattice suspension towers and buried 2 m beneath the 
surface of the earth. It was made from metal with a very high conductivity of 4.75 × 106 
S/m. The radius of the pipeline was 25 cm. The soil in the common corridor was 
designed to be inhomogeneous. It was modelled with different relative permittivity by 
means of random number generator. It was known that the relative permittivity of soil 
varies from 1 to 5 at 460 kHz [75]. Figure 4.21 and 4.22 depict the histogram and 
cumulative distribution function of soil relative permittivity respectively. The 
representation of Figures 4.21 and 4.22 clearly indicates that the soil was designed as 
arbitrarily inhomogeneous. 
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Figure 4.21: Histogram of soil relative permittivity. 
 
 
 
Figure 4.22: Cumulative distribution function of soil relative permittivity. 
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The cumulative distribution function (CDF) is given by: 
 
( ) dxxCDF x∫= 1
1 4
1
 (4.70) 
 
where x1 is the variable of which is unknown in nature and must be determined by using 
random number generator. Basically, random number generator is given by the 
expression: 
 
( ) ( )1
4
110 1 −=→ xRg  (4.71) 
 
where Rg(0→1) is the random number generator that generates random number from 
zero to one. Rearranging equation (4.71), the x1 term can be deduced as: 
 
( ) 11041 +→= gRx  (4.72) 
 
In addition, the conductivity of soil mainly depends on the water content in it and 
slightly on the granularity. In general, its value was very small typically in the order of 
2.0 × 10-3 S/m or less [75]. The computational region at the coarse grids was discretised 
at a spatial resolution of 2,609 cells per wavelength (Δy = Δz = 25 cm). Subgridding 
involves local mesh refinement in the pipeline and some part of the ground in order to 
determine the propagation of the waves inside that area while observing the change in 
the electric and magnetic fields.  
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Figure 4.23: The main region in the computational domain for 132 kV steel lattice 
transmission high voltage suspension towers model. 
 
 
 
Figure 4.24: The subgrid region in the computational domain for 132 kV steel lattice 
transmission high voltage suspension towers model. 
 
The computational space for the main region was 521 cells × 145 cells (130.25 m × 
36.25 m) as illustrated in Figure 4.23. The value of 130.25/λ was checked and found to 
be 0.1997 to secure the quasi-static approximation can be implemented for the electric 
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and magnetic field components. The computational space for subgrid area was 10 cells 
× 10 cells (250 cm × 250 cm) or 40 subgrid cells × 40 subgrid cells as depicted in 
Figure 4.24. The distribution of ground surrounding the pipeline was generated by using 
random number to simulate the inhomogeneity of the media. The fine grids was 
discretised at a spatial resolution of 10,435 cells per wavelength (Δy = Δz = 6.25 cm). In 
other words, the ratio of the coarse to the fine grids was 4:1. The length of the coarse 
grids remained at 3.83 × 10-4 of the wavelength. The length of the fine grids remained at 
9.58 × 10-5 of the wavelength. The induced EM fields section above the pipeline were 
observed for 30 cells × 20 cells (7.5 m × 5 m). The Courant stability condition for 2-D 
case is given by: 
 
2c
ht ≤Δ  (4.73) 
 
where h is the spatial homogeneous FDTD grid (h = Δy = Δz) and c is the speed of light 
in free space. According to this equation, the time step was set at 0.4 ns to satisfy the 
Courant stability condition. The simulation was run for 21,160 time steps to allow for 
the wave to fully traverse the spatial domain for 4 cycles.   
 
Example 2: Figure 4.25 illustrates the cross section and the dimension of a common 
corridor in which a buried utility pipeline runs parallel to a 275 kV overhead power 
transmission line. The height from the ground to the bottom conductors is 20 m. The 
distance from the overhead ground wire to the earth surface is 38 m. The phase 
conductors for the bottom, middle and top were collocated horizontally with a 
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separation of 6.0 m, 6.5 m and 6.0 m respectively between two adjacent conductors. The 
computational space for main region was 521 cells × 189 cells (130.25 m × 47.25 m) as 
shown in Figure 4.26. The subgrid computational space was 40 subgrid cells × 40 
subgrid cells as shown in Figure 4.27. Other parameters were set to be the same as in 
example 1. In general, these parameters were shown in Table 4.3, Table 4.4 and Table 
4.5. 
 
 
 
Figure 4.25: Outline of standard circuit 275 kV steel lattice transmission high voltage 
suspension towers with normal span of 365 m (not to scale) [73, 74]. 
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Figure 4.26: The main region in the computational domain for 275 kV steel lattice 
transmission high voltage suspension towers model. 
 
 
 
 
 
 
 
 
Figure 4.27: The subgrid region in the computational domain for 275 kV steel lattice 
transmission high voltage suspension towers model. 
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Table 4.3: FDTD simulation parameters.  
 
Parameter Measurement 
Source frequency 460 kHz 
Coarse grids 25 cm 
Fine grids 6.25 cm 
Refinement factor 4 
Time step 0.4 ns 
Number of time steps 21,160 
Number of cycles 4 
Subgrid spatial resolution 40 subgrid cells × 40 subgrid cells 
Induced EM fields spatial 
resolution 30 cells × 20 cells  
 
 
 
 
 
Table 4.4: Pipeline parameters.  
 
Parameter Measurement 
Distance from steel lattice 
suspension towers 100 m 
Radius 25 cm 
 
 
 
 
 
Table 4.5: Material properties at 460 kHz.  
 
Material Type σ (S/m) 
Pipeline Metal 4.75 × 106 
Soil Dry, 1 ≤ εr ≤ 5 2.0 × 10-3 
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Example 3: Figure 4.28 illustrates the cross section and the dimension of a common 
corridor in which a buried utility pipeline runs parallel to a 400 kV overhead power 
transmission line. It is designed with low height construction. The height from the 
ground to the bottom conductors is 17 m. The distance from the overhead ground wire 
to the earth surface is 32 m. Phase A conductors at the top were collocated horizontally 
with a separation of 3.0 m. The bottom conductors of phase B, phase B to C and phase C 
were collocated horizontally with a separation of 1.75 m, 3.5 m and 1.75 m between two 
adjacent conductors respectively. The computational space for main region was 521 
cells × 185 cells (130.25 m × 46.25 m) as shown in Figure 4.29. The subgrid 
computational space was 40 subgrid cells × 40 subgrid cells as illustrated in Figure 4.30. 
The values for the other parameters were shown in Table 4.3, Table 4.4 and Table 4.5. 
 
 
Figure 4.28: Outline of standard circuit 400 kV steel lattice transmission high voltage 
suspension towers with normal span of 300 m  
(low height construction design, not to scale) [73, 74].  
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Figure 4.29: The main region in the computational domain for 400 kV steel lattice 
transmission high voltage suspension towers model. 
 
 
 
 
 
 
 
 
Figure 4.30: The subgrid region in the computational domain for 400 kV steel lattice 
transmission high voltage suspension towers model. 
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4.5.1 Near Field Simulation 
 
In this section, the electric and magnetic field distributions are discussed for examples 1, 
2 and 3. Except in time, all fields are plotted in dB scale.  
 
Example 1: The interaction results between 132 kV steel lattice transmission high 
voltage suspension towers and underground metallic pipeline are presented in this 
section. In general, the simulation was carried out at the transformed intermediate 
frequency of 460 kHz and the overall model was then transformed back to the proposed 
lower frequency of 50 Hz. Figure 4.31 shows the three-phase 132 kV sinusoidal sources 
driven from the steel lattice transmission suspension towers.  
 
In common, each of the sinusoidal AC source was separated by 120ο phase. Figure 4.32 
depicts the amplitude of the electric field constituent Ezg inside subgrid area which was 
plotted against time. The amplitude of the magnetic field components Hyg and Hxg 
plotted against time were illustrated in Figure 4.33. Ezg, Hyg and Hxg were observed at 
point (31.25 cm, 31.25 cm) inside subgrid spatial section.  
 
The EM wave propagates from the 6 cables of the suspension tower to the surrounding 
area of air, ground and the pipeline. It varies from 1.0 V/km (0 dBV/km) to 1.78 × 109 
V/km (185 dBV/km). The distribution of the electric field Ez, magnetic fields Hy and Hx 
through the simulated problem space, along the incident wave propagation direction 
were given in Figures 4.34, 4.35 and 4.36 respectively. In the subgrid region, the 
distribution of Ezg, Hyg and Hxg were demonstrated in Figures 4.37, 4.38 and 4.39 
respectively.  
 
From assessment of Figures 4.37, 4.38 and 4.39, the fields inside the metallic pipeline 
were found to be zero due to the excess electrons at the surface of the metal preventing 
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any incoming propagating waves from penetrating the pipeline. The electric field 
distribution surrounding the pipeline alters from 3.16 V/km (10 dBV/km) to 1.0 × 103 
V/km (60 dBV/km). The variation of the field was high which can be seen from the 
plots represented by red colour, from 50 dBV/km to 60 dBV/km. However, the 
distribution at close proximity to the pipeline was small, typically from 5 dBV/km to 10 
dBV/km. Some of the waves were reflected back to the surface of the ground thus 
producing induced EM fields which were illustrated in Figures 4.40, 4.41 and 4.42 
respectively.  
 
The results were verified by comparing them with [76] which shows good agreements. 
In normal condition, the OTHL circuit carried currents in each phase. Phase imbalance 
in the line may be produced due to the difference in the relative distance of each phase 
from the nearby pipeline. Under fault condition, the currents on the faulty phases of 
transmission lines were high. This in turn will induce AC voltage on the pipeline and 
create shock hazard rather than corrosion.    
      
 
Figure 4.31: Three-phase sinusoidal sources driven from 132 kV steel lattice  
transmission high voltage suspension towers.  
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Figure 4.32: The amplitude of electric field Ezg plotted against time  
inside subgrid region.  
 
 
 
Figure 4.33: The amplitude of magnetic field Hyg and Hxg  
plotted against time inside subgrid region.  
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Figure 4.34: The electric field Ez distribution in the main FDTD grid.  
 
 
 
 
Figure 4.35: The magnetic field Hy distribution in the main FDTD grid.  
 
 
 
 
Figure 4.36: The magnetic field Hx distribution in the main FDTD grid.  
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Figure 4.37: The electric field Ezg distribution in the subgrid section.  
 
 
 
Figure 4.38: The magnetic field Hyg distribution in the subgrid section.  
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Figure 4.39: The magnetic field Hxg distribution in the subgrid section. 
 
  
 
Figure 4.40: The induced electric field Ez at 1.75 m above metallic pipeline.  
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Figure 4.41: The induced magnetic field Hy at 1.75 m above metallic pipeline.  
 
 
 
Figure 4.42: The induced magnetic field Hx at 1.75 m above metallic pipeline.  
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Example 2: This section presents the EM interaction results between 275 kV OHTL 
suspension towers and underground metallic pipeline. The frequency of 460 kHz was 
employed in the FDTD simulation before scaled back to the powerline frequency. 
Figure 4.43 shows the three-phase 275 kV sinusoidal sources separated by 120ο phase 
shift. The amplitude variation of electric field Ezg within subgrid region was represented 
by Figure 4.44. The amplitude variation of magnetic fields Hyg and Hxg within subgrid 
area were illustrated in Figure 4.45. The observation point at (31.25 cm, 31.25 cm) 
within subgrid spatial section was employed for measuring Ezg, Hyg and Hxg. The 
distribution of Ez varies from 1.0 V/km (0 dBV/km) to 1.0 × 1010 V/km (200 dBV/km). 
Figures 4.46, 4.47 and 4.48 represent the distribution of the electric field Ez, magnetic 
fields Hy and Hx in the coarse grid respectively. Figures 4.49, 4.50 and 4.51 demonstrate 
the distribution of Ezg, Hyg and Hxg in the fine mesh respectively. From inspection of 
Figures 4.49, 4.50 and 4.51, the fields inside the metallic pipeline were found to be zero. 
Finally, Figures 4.52, 4.53 and 4.54 show the induced EM fields at 1.75 m above the 
pipeline due to the arriving reflected waves. The electric field distribution surrounding 
the pipeline changes from 5.62 V/km (15 dBV/km) to 3.16 × 103 V/km (70 dBV/km) 
which shows good agreements with [76]. The difference in relative distance of each 
phase from the nearby pipeline can create phase imbalance in the transmission line. 
Under fault condition, the currents on the faulty phases of transmission lines were high 
causing induced AC voltage on the pipeline.  
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Figure 4.43: Three-phase sinusoidal sources driven from 275 kV steel lattice  
transmission high voltage suspension towers.  
 
 
  
 
Figure 4.44: The amplitude of electric field Ezg plotted against time  
inside subgrid region.  
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Figure 4.45: The amplitude of magnetic field Hyg and Hxg  
plotted against time inside subgrid region.  
 
 
 
 
Figure 4.46: The electric field Ez distribution in the main FDTD grid.  
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Figure 4.47: The magnetic field Hy distribution in the main FDTD grid.  
 
 
 
 
Figure 4.48: The magnetic field Hx distribution in the main FDTD grid.  
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Figure 4.49: The electric field Ezg distribution in the subgrid section. 
 
 
 
 
Figure 4.50: The magnetic field Hyg distribution in the subgrid section.  
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Figure 4.51: The magnetic field Hxg distribution in the subgrid section.  
 
 
 
 
Figure 4.52: The induced electric field Ez at 1.75 m above metallic pipeline.  
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Figure 4.53: The induced magnetic field Hy at 1.75 m above metallic pipeline.  
 
 
 
 
Figure 4.54: The induced magnetic field Hx at 1.75 m above metallic pipeline.  
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Example 3: The interaction results between 400 kV steel suspension towers and 
metallic cylinder are presented in this section. The frequency of 460 kHz was employed 
to get the fields before they were altered back to 50 Hz. Figure 4.55 shows the three-
phase 400 kV sinusoidal sources separated by 120ο phase shift. The fields Ezg, Hyg and 
Hxg were observed at point (31.25 cm, 31.25 cm) within subgrid section. Ezg was plotted 
in Figure 4.56 whereas Hyg and Hxg were plotted in Figure 4.57. The EM wave which 
travels from the suspension tower to the pipeline varies from 1.0 V/km (0 dBV/km) to 
3.16 × 1010 V/km (210 dBV/km). The distribution of the electric field Ez, magnetic 
fields Hy and Hx through the simulated FDTD computational space were given in 
Figures 4.58, 4.59 and 4.60 respectively. In subgrid region, the distribution of Ezg, Hyg 
and Hxg were demonstrated in Figures 4.61, 4.62 and 4.63 respectively. Here, the fields 
inside the metallic pipeline were also found to be zero. The reason for this phenomenon 
was due to the excess electrons at the surface of the metal preventing any incoming 
propagating waves from penetrating the pipeline. It was shown that the electric field 
distribution surrounding the pipeline alters from 10 V/km (20 dBV/km) to 3.16 × 103 
V/km (70 dBV/km) which shows good conformity with [76]. The difference in relative 
distance of each phase from the nearby pipeline can create phase imbalance in the 
transmission line. Under fault condition, the currents on the faulty phases of 
transmission lines were high causing induced AC voltage on the pipeline. The induced 
field will not contribute to shock hazard in normal condition. Figures 4.64, 4.65 and 
4.66 illustrate the induced EM fields for Ez, Hy and Hx respectively. 
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Figure 4.55: Three-phase sinusoidal sources driven from 400 kV steel lattice  
transmission high voltage suspension towers.  
 
 
 
 
Figure 4.56: The amplitude of electric field Ezg plotted against time  
inside subgrid region.  
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Figure 4.57: The amplitude of magnetic field Hyg and Hxg  
plotted against time inside subgrid region.  
 
 
 
 
Figure 4.58: The electric field Ez distribution in the main FDTD grid.  
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Figure 4.59: The magnetic field Hy distribution in the main FDTD grid. 
 
 
 
 
Figure 4.60: The magnetic field Hx distribution in the main FDTD grid.  
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Figure 4.61: The electric field Ezg distribution in the subgrid section.  
 
 
 
Figure 4.62: The magnetic field Hyg distribution in the subgrid section.  
 
Chapter 4: Quasi-Static Finite-Difference Time-Domain Subgridding Technique          152 
 
 
Figure 4.63: The magnetic field Hxg distribution in the subgrid section.  
 
 
 
Figure 4.64: The induced electric field Ez at 1.75 m above metallic pipeline.  
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Figure 4.65: The induced magnetic field Hy at 1.75 m above metallic pipeline.  
 
 
 
Figure 4.66: The induced magnetic field Hx at 1.75 m above metallic pipeline.  
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4.8 Conclusion 
An approach to model the interaction between overhead transmission lines and 
underground utility pipeline at power-line frequency has been presented. This uses the 
FDTD technique for the whole structure of the problem combined with subgridding 
method at the object of interest particularly at the underground pipeline. By 
implementing a modified version of Berenger’s PML, the reflection on the boundary 
layers inside the spatial FDTD computational region has been successfully decreased, 
although it is surrounded by lossy penetrable media. The computational burden due to 
huge number of time steps in the order of tens of millions has been eased to tens of 
thousands by employing the method called quasi-static approximation scheme. A new 
approach to microdosimetric modelling of bioelectromagnetic interactions at higher 
definition cellular level by using modified subgridded finite-difference time-domain 
(SGFDTD) has been presented. The utility of the method has been demonstrated, in 
which the SGFDTD technique was applied to model detailed biological cell structure. In 
addition, the use of inhomogeneous soil in the common corridor permits a non-trivial 
proximity region of authentic ground properties to be simulated. Profound investigation 
of the interaction between electromagnetic fields and natural or utility arrangement with 
different electrical characteristics at different level of spatial resolution can be assisted 
by such tools. The combination of frequency scaling SGFDTD approach with arbitrary 
inhomogeneous dielectric volume, floquet periodic boundary theorem and the modified 
Berenger’s PML paves a way as a good candidate model of EM fields interaction 
modelling for complex geometries.    
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Chapter 5  
 
Interaction of EM fields to the Human 
Body Using Hybrid Computational 
Method 
 
 
 
5.1 Introduction 
The precise determination of electromagnetic fields within an arbitrary, anisotropy, 
inhomogeneous dielectric bodies is an important study for researchers exploring the 
microwaves consequence upon living tissue. The problem related to the penetration of 
electromagnetic wave upon scatterer is difficult to treat with analytical or numerical 
technique due to the inability of these methods to deal with the effects curvature, corner 
and aperture. In addition, a relatively simple geometry is explored in an attempt to gain 
insight the key penetration mechanisms and to permit prediction of the penetration for 
more complex problems. The exact solutions for simple dielectric scatterer such as 
circular cylinder and sphere can be obtained analytically by means of variables 
separation. On the other hand, numerical technique must be used for complicated 
dielectric scatterer such as most of human body organs if an accurate model is to be 
investigated. Nowadays, the environment is irradiated with a vast number of 
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electromagnetic signals which comes from the terrestrial and satellite broadcasting, and 
the enormous number of mobile phones. Despite the full usage of the transmitted signal, 
some radiation can cause energy leakage from devices that have no radiation properties 
due to inadequate shielding and unblocked apertures such as those found in metal 
masses. The possible hazard of non-ionising electromagnetic radiation has become a 
concern to the public whether this effect is produced thermally or non-thermally to the 
living tissue, and if so, whether such effects present a hazard to human health. This 
question has been asked of every technology that has utilised electromagnetic energy, 
ranging in frequency from power transmission systems operating at tens of hertz to 
radar and microwave systems at tens or hundreds of gigahertz. Electromagnetic field is 
induced inside any biological system such as human body when it is illuminated by an 
electromagnetic wave. The electromagnetic wave is scattered externally by the body. It 
is known that the human body is an irregularly shaped heterogeneous conducting 
medium whose permittivity and conductivity depend on the frequency of the incident 
wave. In other words, the distribution of the electromagnetic field and the scattered 
electromagnetic wave depend on the body’s physiological parameters and geometry, as 
well as the polarization and frequency of operation.  
 
In the past, much effort has been put in the study and analysis of the energy absorption 
of RF induced in the human body by a source of EM radiation such as mobile phone or 
RFID tag. Abalenkov et al. [1] reported the safety assessment of the influence of 
complex UWB MIMO communication systems which operate close proximity to the 
human beings and UWB on-body sensors. They proposed a method called Huygens 
Subgridding (HSG) in one-dimensional, to relate different mesh regions based on the 
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Huygens-Kirchhoff principle. Antenna performance at 2.4 GHz on the human body was 
analysed by [2] and its effect on the radio channel characteristics. An efficient numerical 
technique based on the FDTD technique and the equivalence principle was developed. 
The equivalence principle was used as an interface between the two computational 
domains. In addition, there was an effort by [3] to apply parallel FDTD method to 
provide a simulation environment for subject-specific radio channel modelling in 
wireless body sensor networks (WBSN). The simulation environment takes into account 
realistic antenna radiation patterns in channel modelling to analyse their effects on 
WBSN. An attempt to calculate the electromagnetic fields radiated from an intestine-
ingested source in the human body model was originally performed by [4] using the 
FDTD. The propagation characteristics of the vertically polarized components of the 
electric fields at the receiving points vertically placed on the model surface were 
analysed from 100 MHz to 700 MHz frequency range. However, the human body model 
was simplified by means of homogeneous circular cylinder. Bahillo et al. [5] proposed 
case studies using FDTD to assess the electric field strength errors caused by the 
presence of the human body on Received Signal Strength (RSS) based localisation 
schemes in theoretical and experimental approach. The error could reach up to 15 dB in 
worst case scenario. There was an effort by [6] to use Alternating Direction Implicit 
FDTD (ADI-FDTD) method to compute induced current densities in the human body 
due to contact electrodes for human electromuscular devices at frequencies below 200 
kHz. Using quasi-static assumptions, discrete Fourier transforms had been used to 
average the electric field values at the desired frequencies. This study suggests that the 
ADI-FDTD method can be used for the solution of low-frequency large-scale 
bioelectromagnetic problems. ADI-FDTD approach was also suggested by [7] to model 
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antenna mounted either in-body or on-body which renders the simulation of Body Area 
Networks (BAN). The study on human body with wearable devices that includes a 
receiver on a wall was performed by [8]. Fundamental characteristics were numerically 
analyzed by using FDTD method. Some work to assess the exposure limit of 
electromagnetic field generated by wireless devices was done by [9] using FDTD 
technique. Examples of SAR computations inside the human body were presented and 
analysed. The computation of SAR was also done by the authors in [10-14]. An attempt 
has been taken to evaluate the SAR for a full scale homogeneous model of a human 
body by CST Microwave Studio simulation [15] and by measurement using a computer-
controlled scanning system [16]. All documented work pertain to the realisation of 
FDTD computational space to discretise inhomogeneous anisotropy structure of the 
human body and the source of EM radiation in Cartesian coordinate system. Perfectly 
matched layer (PML) was used to circumvent open region difficulties in the FDTD 
computational domain.  
 
The work reported by [1] applies the advantage of subgridding technique in their design 
and computational analysis. However, none of the published literature used hybrid 
MoM-FDTD-SGFDTD in three-dimensional method which paves the way to the state 
of art of the original contribution of the present research work discussed here. The 
ultimate advantage of using subgridding over critical regions in the computational space 
is the ability to visualise the near field deviation in high resolution. The integral 
equation technique such as Method of Moment is basically well suited for modelling 
complex type of antenna in free space. In other words, it has the strength in solving PEC 
structures effectively. MoM is basically a scheme that employs a technique known as 
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the method of weighted residuals. All weighted residual techniques begin by 
establishing a set of trial solution functions with one or more variable parameters. The 
residuals are obtained by measuring the difference between the trial and true solution. 
The variable parameters are determined in a manner that guarantees a best fit of the trial 
function based on a minimization technique. In contrast, FDTD technique is best outfit 
for modelling electromagnetic fields inside and outside inhomogeneous media 
particularly human body. The presence of arbitrary inhomogeneous objects inside 
FDTD computational domain does not seriously impact on the number of unknowns 
which must to be determined. The prime advantage of using hybrid approach is the 
increase in efficiency of the problem solving methodology due to the best attributes 
offered by different techniques to solve problems that neither technique alone can be 
modelled precisely.  
 
There are many techniques in the past which has been hybridised with different 
numerical procedures. An effort to crossbreed Multistructure MoM with Genetic 
Algorithm (MSMoM-GA) was completed by Arnaud-Cormos et al. [17] particularly 
employed to the bandwidth and the axial ratio optimization of an antenna fed by 
electromagnetic coupling with a microstrip line. Becker and Hansen [18] published their 
study on multitemporal resolution (MTR) time domain MoM and time domain 
geometrical theory of diffraction (GTD) hybridisation which works entirely in the time 
domain to calculate the transient fields radiated by antennas in the presence of large 
objects. However, the time-domain MoM is not at the state of maturity and flexibility 
when compared to the frequency-domain integral technique. The hybridisation of FEM-
MoM was advocated by [19] in which its performance rigorously evaluated for far field 
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radiation and scattering patterns of antennas and scatterers. A hybrid time-domain 
technique in conjunction with the FEM, FDTD and MoM was suggested by Monorchio 
et al. [20] to solve complex electromagnetic problems by means of the time-domain 
version of the solution to couple the methods. A hybrid MoM-FDTD computational 
electromagnetics formulation for simulation of antennas coupled to lossy and dielectric 
volumes was studied by Abd-Alhameed et al. [21] in which the coupling of multiple 
regions was investigated and applied to complex antenna structures. The work was 
extended to include a broadband antenna response using the hybrid method [22]. A 
similar technique was also proposed by [23] to predict human body exposure to the near 
field of a mobile communication device such as 900 MHz half wavelength dipole 
antenna, [24] to handle large multiscale structures such as an antenna placed on the top 
of large ship and the recently [25] to predict the current distribution and radiation 
pattern for HF antenna located above heterogeneous ground.  
 
In this area of research, the interaction between RFID antenna and human body 
particularly the chest, tummy and back part is investigated and analysed. The antenna is 
assumed to be operating at 900 MHz. The near field and far field exposure of the 
antenna is investigated, with the antenna mounted on different locations of the human 
body. The distributions of radiated and absorbed power are computed for the antenna in 
the various locations, and with different polarizations. Moreover, the radiation 
efficiency and the ratio of the absorbed power over radiated power of the antenna 
operating in proximity to the human body are inferred; the cumulative distribution 
function (CDF) of the radiation efficiency and the ratio of the absorbed power over 
radiated power for these locations are also evaluated.  
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5.2 Modified Total/Scattered Field Formulation 
 
Figure 5.1: Overview of the modified total and scattered field region for hybrid method.  
 
 
Plane wave characterisation by the total/scattered field formulation, as reviewed in 
Chapter 2 section 2.4.2.2 represented by the equations (2.41) to (2.64) is implemented 
to the hybrid method in order to simulate the MoM-modelled antenna near field 
excitation into the FDTD computational domain. Instead of the known calculated plane 
wave incident electric field Einc and incident magnetic field Hinc obtained from the look-
up table and linear interpolation in those equations, the MoM calculated near field 
values of EMoM and HMoM are substituted to the five faces of the rectangular equivalent 
surface. This is mainly due to one of the surface is the finite ground plane in which the 
E-field is zero. This was discussed and implemented using the differential method in 
Chapter 2 section 2.4.2. A modified total/scattered field formulation is used to exchange 
the scattered and total field regions as illustrated in Figure 5.1. In this case, the field 
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inside and outside the Huygens surface are considered to be the scattered field and the 
total field region respectively. The hybrid formulation is only suitable if the size of the 
source is smaller than the size of the scatterer. Before proceeding, the updating 
equations (2.37) to (2.40) for 1-D discussed in Chapter 2 section 2.4.2.1 can be 
modified with two different boundary treatments discussed hereafter. 
 
5.2.1 Outside H Surface Method  
 
Figure 5.2: Modified total and scattered field components for one-dimensional  
FDTD hybrid method (outside H surface method). 
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It should be noted that for one-dimensional case, the surface of the special H field 
components (surface electric current J) is situated at the outside of the FDTD Huygens 
surface grids and the boundary of the total/scattered field regions is Hy components as 
shown by the grey-coloured fields in Figure 5.2. 
 
5.2.2 Inside H Surface Method  
 
Figure 5.3: Modified total and scattered field components for one-dimensional  
FDTD hybrid method (inside H surface method). 
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It should be noted that for one-dimensional case, the surface of the special H field 
components (surface electric current J) is situated at the inside of the FDTD Huygens 
surface grids and the boundary of the total/scattered field regions is Ez components as 
shown by the grey-coloured fields in Figure 5.3. 
 
5.2.3 Boundary Field Components Update Equation in 3-D  
The modified total/scattered field formulation for three-dimensional case used in the 
hybrid computational code is as the same as equations (2.41) to (2.64) but with changes 
in the sign for incident field components, when referring to the one-dimensional 
reassessed in Chapter 2 section 2.4.2.2. For the case of outside H surface method, 
equations (2.41) to (2.42) for E field components and equations (2.53) to (2.54) for H 
field components can be rewritten as follows. For instance, consider only face io as 
shown in Figure 2.9 (Chapter 2), Ey (i = io; j = jo + ½, …, j1 - ½; k = ko, …, k1) is given 
by: 
 
21
,,21,,,
,(2.25)
1
,,
1
,, 0000
}{
+
−
++ −= n
kjiMoMzkjiEb
n
kjiy
n
kjiy
HCEE
y
 (5.9) 
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Ez (i = io; j = jo, …, j1; k = ko + ½, …, k1 - ½) is given by:  
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Hy (i = io - ½; j = jo, …, j1; k = ko + ½, …, k1 - ½) is given by: 
 
n
kjiMoMzkjiHb
n
kjiy
n
kjiy
EDHH
y ,,,,,21,)22.2(
21
,,21
21
,,21 0000
}{
−
+
−
+
− +=  (5.11) 
 
Hz (i = io - ½; j = jo + ½, …, j1 - ½; k = ko, …, k1) is given by: 
 
n
kjiMoMykjiHb
n
kjiz
n
kjiz EDHH z ,,,,,21,)23.2(
21
,,21
21
,,21 0000
}{ −
+
−
+
− −=  (5.12) 
 
The same changes are also applied to equations (2.43) to (2.52) and equations (2.55) to 
(2.64) for E and H field components respectively. For the case of inside H surface 
method, those equations can be rewritten in the following forms: 
 
Ey (i = io; j = jo + ½, …, j1 - ½; k = ko, …, k1) is given by: 
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Ez (i = io; j = jo, …, j1; k = ko + ½, …, k1 - ½) is given by:  
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Hy (i = io + ½; j = jo, …, j1; k = ko + ½, …, k1 - ½) is given by: 
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Hz (i = io + ½; j = jo + ½, …, j1 - ½; k = ko, …, k1) is given by: 
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The similar treatment is also implemented at the other five faces of the cubic FDTD cell 
related equations. Consider the geometry illustrated in Figure 5.1 for hybrid 
arrangement, a change of sign must be applied on the right hand part of equations (5.9) 
to (5.12) together with the other five faces of the cubic cell. 
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5.3 Hybrid MoM-FDTD-SGFDTD Theoretical Formulation 
 
 
Figure 5.4: Hybrid MoM-FDTD-SGFDTD configuration for the single source  
and scatterer geometries. 
 
 
Consider the electromagnetic hybrid geometry illustrated in Figure 5.4. The figure 
depicts two regions, one representing the source in region A, and the other the scatterer 
in region B. The source region is bounded by a closed Huygens surface Sc. The method 
starts by computing the fields due to the real currents of the source region on the surface 
Sc, excluding the scatterer region B. These fields are computed by applying Galerkin's 
method with a set of variable polynomial basis functions [26]. The equivalent surface 
currents on the surface Sc represent the outward travelling wave-fields from the source 
to the scatterer, due to the fields of the source. These may be expressed as: 
 
ifif HnJ ×= ˆ  (5.17) 
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nEM ifif ˆ×=  (5.18) 
 
nˆ  is the outwardly directed unit vector normal to the surface from the source region. Hif 
and Eif are the equivalent forward scattered magnetic and electric fields respectively 
from the source region on the equivalent surface Sc. Jif and Mif are the corresponding 
electric and magnetic source currents on the surface Sc respectively. These currents are 
hence treated as the source in the FDTD computational province, propagating fields to 
the scatterer by using the E and H curl equations given by the expression: 
 
ifMt
BE −∂
∂−=×∇  (5.19) 
 
ifJt
DH +∂
∂−=×∇  (5.20) 
 
The FDTD updating equations for the field components are expanded with a three-
dimensional modified total/scattered FDTD formulation for the special components on 
the Huygens surface as reviewed in section 5.2.3, while the rest of the spatial field 
components follow the normal updating equations. The back-scattered fields were 
computed by FDTD at −cS (the closed surface interior to the surface Sc and bounding 
the region A). This surface is closed in the scattered field region, so that the calculated 
surface currents are due to the scattered field only. The equivalent surface currents due 
to these fields, representing an additional source to the MoM domain (region A), are 
given by: 
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nHJ ibib ˆ×=  (5.21) 
 
ibib EnM ×= ˆ  (5.22) 
 
where Hib and Eib are the back-scattered fields computed at −cS . Note that nˆ  is as above, 
directed outwards from the source region. Jib and Mib are the electric and magnetic 
equivalent surface currents at .−cS Now, the voltage back scattered (the excitation for 
the MoM) on the source region can be evaluated using either of the following equations, 
defined by reciprocity theorem in the same way as in [26]:  
 
∫∫ ⋅=
aS
ibmsab EJdSV )(  (5.23) 
 
−⋅−⋅= cmsibmsibb dSHMEJV ,  (5.24) 
 
∫∫
−
⋅−⋅= −
cS
msibmsibcb HMEJdSV )(  (5.25) 
 
where 
 
)(1)()( rFrVrAjEib ×∇−∇−−= εω  (5.26) 
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{ }∫∫
−
−=
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G(r,r′) is the free space Green function. It is given by the expression: 
 
'
)',(
'
rr
errG
rrjk
−=
−−
 (5.30) 
 
The vectors r and r′ apply to the source and observation points respectively and Sa is the 
conducting surface area of the structure within region A. Jms is the electric test function 
used on the wire. Ems and Hms are the electric and magnetic fields respectively for the 
test function Jms. Equation (5.23) explicitly requires a double integral to evaluate Eib and 
integrate over the surface on the antenna; assuming that the FDTD discretisation is very 
small compared to the operating wavelength. In this case, equation (5.23) can be 
reduced by ignoring the surface integral and evaluating the voltage back-scattered 
corresponding to the centre of the cell surface, by a summation over grid cell surfaces, 
to get the following equation for the hybrid case: 
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where rk is the position vector of the centre of the cell surface and ak is the surface area 
of the cell surface. Therefore 
kib
J and 
kib
M  are considered to be the equivalent surface 
currents at the centre of the surface cell n. Since the excitation voltages are known, the 
MoM can be executed to compute the new currents and the procedure can be repeated 
until the steady state solution is reached. 
 
5.4 Development of the Antenna  
The antenna adopted in this research has been previously described by the authors in 
[27]. The antenna structure is composed of two strips having multiple but equal 
meanders, where the horizontal lines control the radiation resistance and the vertical 
lines acts as storage of electric energy and loss resistance. It is basically a simple planar 
meander-line tag antenna for RFID application at 900 MHz UHF band designed and 
optimized using genetic algorithms (GA). The antenna dimensions are optimized and 
evaluated using GA in collaboration with NEC source code [28] with good efficiency, 
and maintain performance when held in proximity with the human body. Figure 5.5 and 
5.6 depict the geometry of the antenna for linear horizontal and vertical polarisation 
respectively.  
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Figure 5.5: Antenna geometry for linear horizontal polarisation. 
 
 
 
Figure 5.6: Antenna geometry for linear vertical polarisation. 
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5.5 Hybrid Model Technique   
The operation begins by introducing a Huygens surface around the proposed antenna as 
illustrated in Figure 5.7 and 5.8 for linear horizontal and vertical polarisation 
respectively. The equivalent electric and magnetic source on the Huygens surface are 
produced at each time step from the electric and magnetic fields created by the antenna 
in free space using NEC [28]. This field data is used as an input source for the FDTD 
code. The overall FDTD spatial volume is 118 × 77 × 327. The Huygens box is set with 
volume of 16 × 4 × 10 and 10 × 4 × 16 FDTD cells for horizontal and vertical 
polarisation as illustrated in Figure 5.7 and 5.8 respectively. The FDTD method is 
applied over the entire computational domain. The equivalence principle is carried out 
in 3-D by applying the hybrid electromagnetic method described in section 5.2.3 with 
cell size dx = dy = dz = 6.0 mm and dx = dy = dz = 3.0 mm for the coarse and fine 
FDTD lattice respectively. The time step is set at 7.0 ps. A 6 cell PML is used to 
terminate the FDTD space, and the distance between the antenna Huygens surface box 
and human body is 12.0 mm (2 cells). The simulation parameters are summarised in 
Table 5.1. The human body model used in this study is known as the “visible man”, the 
tissue-classified numerical model for which was previously developed at Brooks Air 
Force Base, San Antonio, Texas, USA [29].  
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Table 5.1: Simulation parameters.  
 
Formulation Horizontal Vertical 
FDTD spatial resolution 118 × 77 × 327 118 × 77 × 327 
Huygens surface box spatial resolution 16 × 4 × 10 10 × 4 × 16 
Subgrid spatial resolution 10 × 10 × 10 10 × 10 × 10 
Number of FDTD PML cells 6 6 
Coarse grid cell size  6.0 mm 6.0 mm 
Fine grid cell size 3.0 mm 3.0 mm 
Time step 7.0 ps 7.0 ps 
Operating frequency 900 MHz 900 MHz 
Distance between the antenna Huygens 
surface box and human body 12.0 mm 12.0 mm 
Distance between the antenna and subgrid 
FDTD boundary 30.0 mm 30.0 mm 
 
 
 
 
Figure 5.7: Equivalent Huygens surface enclosing the antenna for linear horizontal 
polarisation. 
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Figure 5.8: Equivalent Huygens surface enclosing the antenna for linear vertical 
polarisation. 
 
 
5.5.1 Near Field and Far Field Simulation  
The near and far field radiation of the antenna at 900 MHz for different locations has 
been analysed, in order to investigate the performance of the antenna in proximity to the 
human body. As shown in Figure 5.9, a total of 32 locations were investigated; 16 
locations on the back, and 16 on the front, were taken. 
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Figure 5.9: The location of the antenna in proximity to the human body represented by 
the black dots. 
 
 
 
 
Figure 5.10: The antenna is located at the back of the human. Subgrid cells of 10 × 10 × 
10 FDTD cells are taken inside the human body.  
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Figure 5.11: The antenna is located in front of the human. Subgrid cells of 10 × 10 × 10 
FDTD cells are taken inside the human body. 
 
Figure 5.10 and 5.11 show the location of the antenna at the back and in front of the 
human body respectively. In this case, subgrid cells of 10 × 10 × 10 FDTD cells were 
taken inside the human body for near field analysis. The fields between the coarse and 
fine grids were generally unknown in nature. The missing fields could be determined by 
means of interpolation. This has been discussed in Chapter 4 section 4.7.   
 
The following example was chosen to validate the method accuracy [30]. A 900 MHz 
centre-fed half-wavelength dipole of 0.0025λ radius was considered as a transmitter 
source that represents as example the RFID reader, whereas the RFID tag was 
considered as a small half-wavelength meander antenna, as shown in Figure 5.12. The 
tag was designed in a zig-zag pattern with 17 turns in which subgridding cells of 6 × 6 × 
6 volumetric were imposed. Two different distances between the source and the tag 
were studied and discussed.  
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Table 5.2: Input parameters for hybrid method validation. 
Formulation Far field Near field 
FDTD problem space 32×43×43 17×17×18 
Huygens surface in the main grid 14×14×22 8×6×16 
FDTD volume in length (cm) 38.4×51.6×51.6 cm 20×20×22 cm 
FDTD cell size and time step 12 mm, 16.8 ps 12 mm, 16.8 ps 
PML layers in cells  8×8×8 8×8×8 
Subgridding cells 6×6×6 6×6×6 
Subgridding FDTD cell size and time 
step 
2 mm, 2.8 ps 2 mm, 2.8 ps 
Operating frequency 900 MHz 900 MHz 
Dt : distance between the centres of 
transmitter and the sensor. 
16.8 cm (for Fig. 5.13), 
33.6 cm (for Fig. 5.15) 
16.8 cm (for Figs. 
5.13 and 5.14) 
Df : distance between the centre of the 
sensor to the subgridding FDTD 
boundary 
36 mm 36 mm 
 
 
 
Figure 5.12: A basic geometry of FDTD-SGFDTD for near and far fields validation. 
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Figure 5.13: Magnitude of Ey and Ez electric field components along z axis at y=7.2 cm: 
Near field Ey (‘ooo’), Ez (‘xxx’), Far field Ey and Ez (‘⎯ ⎯ ’). 
 
 
 
 
 
 
Figure 5.14: Distribution of the Ez and Etotal field components in dBs at 7.2 cm away 
from the sensor using near field method: (a) Ez, (b) Etotal.  
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Figure 5.15: Distribution of the Ez and Etotal field components in dBs at 7.2 cm away 
from the sensor using far field method: (a) Ez, (b) Etotal. 
 
 
Two separate simulations were undertaken for each case, one with the far field 
application and other with near field application. The parameters used are summarized 
in Table 5.2. It should be noted that the centres of the source and the sensor were placed 
on the y axis and they are separated by the distance Dt (see Figure 5.12). For both 
simulations, a thin wire subroutine code inside the subgridded FDTD was used to 
include the effects of the wire radius of the meander antenna inside the new FDTD 
subgrid. In this example, for simplicity, the medium surrounding the source and the 
scatterer was considered as free space; however, the scatterer can be placed on dielectric 
objects in which part of its volume can be subgridded. A sinusoidal excitation voltage 
was applied at the centre of the antenna source. The antenna wires were assumed to be 
perfectly conducting. The magnitude of Ey electric field components along z axis at y = 
7.2 cm were compared between near and far fields simulation. Both agreed well as 
shown in Figure 5.13. The Ez components were also assessed and found to be identical 
with each other (see Figure 5.13). The field distribution over an x-z plane 7.2 cm distant 
from the sensor for near field and far field techniques is shown in Figures 5.14 and 5.15 
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respectively. The plane size considered here was 20 cm × 16 cm for x and z axes 
respectively.  The far field and near field techniques were checked for comparisons of 
one antenna geometry i.e. Dt was fixed to 16.8 cm for both techniques, the fields were 
found identical to the one shown in Figure 5.14. Both methods show a good stability 
and the results were convergent within four iterations. However, the total field 
components was found ±2% when compared to results computed using NEC software. 
 
Subgrid technique was validated by illustrating example in two cases. Case 1 was 
considered when the observed field was located inside subgrid area with two conditions: 
(a) Without subgrid, and (b) With subgrid, as shown in Figure 5.16. Case 2 was 
considered when the observed field was located outside subgrid area with two 
conditions: (a) Without subgrid, and (b) With subgrid, as depicted in Figure 5.17. The 
problem space was excited by RFID antenna at 900 MHz. The electric fields at the same 
point for case 1 and case 2 were observed and compared as illustrated in Figures 5.18 
and 5.19 respectively. The magnetic fields at the same point for case 1 and case 2 were 
also observed and compared as illustrated in Figures 5.20 and 5.21 respectively. 
 
 
Figure 5.16: Case 1: The observed field was located inside subgrid area: (a) Without 
subgrid, (b) With subgrid. 
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Figure 5.17: Case 2: The observed field was located outside subgrid area: (a) Without 
subgrid, (b) With subgrid. 
 
 
 
 
 
 
 
 
Figure 5.18: Case 1: The electric field in subgrid region (Ezg) and at normal grid (Ez). 
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Figure 5.19: Case 1: The magnetic field in subgrid region (Hyg) and at normal grid (Hy). 
 
 
 
 
 
 
 
 
Figure 5.20: Case 2: The electric field Ez with and without subgrid. 
 
 
 
Chapter 5: Interaction of EM Fields to the Human Body Using Hybrid Computational ...      194 
 
 
 
Figure 5.21: Case 2: The magnetic field Hy with and without subgrid. 
 
 
The electric fields in subgrid region (Ezg) and at normal grid (Ez) for case 1 were found 
to be identical to each other to confirm the proof of concept. The electric fields Ez with 
and without subgrid for case 2 were also found to be identical to each other. A similar 
explanation also applies for the magnetic fields for both case 1 and 2. 
 
Table 5.3 shows the electrical properties of different type of human tissues at 900 MHz. 
Figure 5.22 depicts the human body model at xz plane (front view) with different tissue 
at different cross-section of y = 35, y = 47 and y = 55. Figure 5.23 illustrates the human 
body model at yz plane (side view from left of the human to the right) with different 
tissue at different cross-section of x = 43, x = 67 and x = 92. Figure 5.24 shows the 
human body model at xy plane (top view) with different tissue at different cross-section 
of z = 14, z = 67 and z = 150. Similarly, Figure 5.25 shows the human body model at xy 
plane but at different cross-section of z = 205, z = 247 and z = 300. For the sake of 
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simplicity, only 3 positions of the results will be shown in the following text. Figures 
5.26 to 5.28 show the component inside the human body at subgrid region at position 1, 
2 and 3 (front side). Figures 5.29 to 5.31 show the component inside the human body at 
subgrid region at position 1, 2 and 3 (back side). The electric field distributions in this 
section are plotted in dB scale. Figures 5.32, 5.34 and 5.36 illustrate the electric field 
distribution for horizontal polarised antenna placed at the front of the human from 
position 1 to position 3. Figures 5.33, 5.35 and 5.37 describe the electric field 
distribution in subgrid region for horizontal polarised antenna placed at the front of the 
human body from position 1 to position 3. Figures 5.38, 5.40 and 5.42 illustrate the 
electric field distribution for horizontal polarised antenna placed at the back of the 
human from position 1 to position 3. Figures 5.95, 5.41 and 5.43 describe the electric 
field distribution in subgrid region for horizontal polarised antenna placed at the back of 
the human body from position 1 to position 3. Figures 5.44, 5.46 and 5.48 illustrate the 
electric field distribution for vertical polarised antenna placed at the front of the human 
from position 1 to position 3. Figures 5.45, 5.47 and 5.49 describe the electric field 
distribution in subgrid region for vertical polarised antenna placed at the front of the 
human body from position 1 to position 3. Figures 5.50, 5.52 and 5.54 illustrate the 
electric field distribution for vertical polarised antenna placed at the back of the human 
from position 1 to position 3. Figures 5.51, 5.53 and 5.55 describe the electric field 
distribution in subgrid region for vertical polarised antenna placed at the back of the 
human body from position 1 to position 3.  
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Table 5.3: Human tissues properties at 900 MHz. 
 
Tissue εr σ  (S/m) ρ (kg/m3) 
Air 1 0 1.3 
Bile 
Body fluid 
Eye (cornea) 
Fat 
Lymph 
Muscous membrane 
Nails 
Nerve (spine) 
Muscle 
Heart 
White matter 
Stomach 
Glands 
Blood vessel 
Liver 
Gall bladder 
Spleen 
Cerebellum 
Bone (cortical) 
Cartilage 
Ligaments 
Skin/dermis 
Intestine (large) 
Tooth 
Gray matter 
Eye (lens) 
Lung (outer) 
Intestine (small) 
Eye (sclera) 
Lung (inner) 
Pancreas 
Blood 
Cerebral spinal 
Eye (retina) 
Eye (aqueous) 
Kidneys 
Bone marrow 
Bladder 
Testicles 
Bone (cancellous) 
70.19 
68.90 
55.24 
5.462 
59.68 
46.08 
12.45 
32.53 
55.03 
59.89 
38.89 
65.06 
59.68 
44.78 
46.83  
59.14 
57.18 
49.44 
12.45 
42.65 
45.83 
41.41 
57.94 
12.45 
52.73 
46.57 
51.42 
59.49 
55.27 
22 
59.68 
61.36 
68.64 
55.27 
68.9 
58.67 
5.504 
18.94 
60.55 
20.79 
1.838 
1.636 
1.394 
0.05104 
1.039 
0.8448 
0.1433 
0.5737 
0.9430 
1.230 
0.5908 
1.187 
1.039 
0.6961 
0.855 
1.257 
1.273 
1.263 
0.1433 
0.7824 
0.7184 
0.8668 
1.080 
0.1433 
0.9423 
0.7934 
0.858 
2.165 
1.167 
0.4567 
1.039 
1.538 
2.413 
1.167 
1.636 
1.392 
0.04022 
0.3831 
1.210 
0.34 
1010 
1010 
1076 
916 
1040 
1040 
1030 
1038 
1047 
1030 
1038 
1050 
1050 
1040 
1030 
1030 
1054 
1038 
1990 
1097 
1220 
1125 
1043 
2160 
1038 
1053 
1050 
1043 
1026 
260 
1045 
1058 
1007 
1026 
1009 
1050 
1040 
1030 
1044 
1920 
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(a)    (b)    (c) 
 
Figure 5.22: The human body model in xz plane of the computational domain.  
Cross-section at: (a) y = 35, (b) y = 47, (c) y = 55.  
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(a)    (b)    (c) 
 
Figure 5.23: The human body model in yz plane of the computational domain.  
Cross-section at: (a) x = 43, (b) x = 67, (c) x = 92.  
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(a)    (b)    (c) 
 
Figure 5.24: The human body model in xy plane of the computational domain.  
Cross-section at: (a) z = 14, (b) z = 67, (c) z = 150. 
 
 
 
(a)    (b)    (c) 
 
Figure 5.25: The human body model in xy plane of the computational domain.  
Cross-section at: (a) z = 205, (b) z = 247, (c) z = 300. 
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Figure 5.26: Subgrid cells composition inside the front of human body at position 1:  
(a) xy plane, (b) xz plane, (c) yz plane. 
 
 
Figure 5.27: Subgrid cells composition inside the front of human body at position 2:  
(a) xy plane, (b) xz plane, (c) yz plane. 
 
 
Figure 5.28: Subgrid cells composition inside the front of human body at position 3:  
(a) xy plane, (b) xz plane, (c) yz plane. 
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Figure 5.29: Subgrid cells composition inside the back of human body at position 1:  
(a) xy plane, (b) xz plane, (c) yz plane. 
 
 
Figure 5.30: Subgrid cells composition inside the back of human body at position 2:  
(a) xy plane, (b) xz plane, (c) yz plane. 
 
 
Figure 5.31: Subgrid cells composition inside the back of human body at position 3:  
(a) xy plane, (b) xz plane, (c) yz plane. 
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Figure 5.32: Electric field distribution for horizontal polarised antenna placed at the 
front of the human (position 1): (a) xy plane, (b) xz plane, (c) yz plane. 
 
 
Figure 5.33: Electric field distribution in subgrid area for horizontal polarised antenna 
placed at the front of the human (position 1): (a) xy plane, (b) xz plane, (c) yz plane. 
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Figure 5.34: Electric field distribution for horizontal polarised antenna placed at the 
front of the human (position 2): (a) xy plane, (b) xz plane, (c) yz plane. 
 
 
Figure 5.35: Electric field distribution in subgrid area for horizontal polarised antenna 
placed at the front of the human (position 2): (a) xy plane, (b) xz plane, (c) yz plane. 
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Figure 5.36: Electric field distribution for horizontal polarised antenna placed at the 
front of the human (position 3): (a) xy plane, (b) xz plane, (c) yz plane. 
 
 
Figure 5.37: Electric field distribution in subgrid area for horizontal polarised antenna 
placed at the front of the human (position 3): (a) xy plane, (b) xz plane, (c) yz plane. 
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Figure 5.38: Electric field distribution for horizontal polarised antenna placed at the 
back of the human (position 1): (a) xy plane, (b) xz plane, (c) yz plane. 
 
 
Figure 5.39: Electric field distribution in subgrid area for horizontal polarised antenna 
placed at the back of the human (position 1): (a) xy plane, (b) xz plane, (c) yz plane. 
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Figure 5.40: Electric field distribution for horizontal polarised antenna placed at the 
back of the human (position 2): (a) xy plane, (b) xz plane, (c) yz plane. 
 
 
Figure 5.41: Electric field distribution in subgrid area for horizontal polarised antenna 
placed at the back of the human (position 2): (a) xy plane, (b) xz plane, (c) yz plane. 
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Figure 5.42: Electric field distribution for horizontal polarised antenna placed at the 
back of the human (position 3): (a) xy plane, (b) xz plane, (c) yz plane. 
 
 
Figure 5.43: Electric field distribution in subgrid area for horizontal polarised antenna 
placed at the back of the human (position 3): (a) xy plane, (b) xz plane, (c) yz plane. 
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Figure 5.44: Electric field distribution for vertical polarised antenna placed at the front 
of the human (position 1): (a) xy plane, (b) xz plane, (c) yz plane. 
 
 
Figure 5.45: Electric field distribution in subgrid area for vertical polarised antenna 
placed at the front of the human (position 1): (a) xy plane, (b) xz plane, (c) yz plane. 
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Figure 5.46: Electric field distribution for vertical polarised antenna placed at the front 
of the human (position 2): (a) xy plane, (b) xz plane, (c) yz plane. 
 
 
Figure 5.47: Electric field distribution in subgrid area for vertical polarised antenna 
placed at the front of the human (position 2): (a) xy plane, (b) xz plane, (c) yz plane. 
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Figure 5.48: Electric field distribution for vertical polarised antenna placed at the front 
of the human (position 3): (a) xy plane, (b) xz plane, (c) yz plane. 
 
 
Figure 5.49: Electric field distribution in subgrid area for vertical polarised antenna 
placed at the front of the human (position 3): (a) xy plane, (b) xz plane, (c) yz plane. 
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Figure 5.50: Electric field distribution for vertical polarised antenna placed at the back 
of the human (position 1): (a) xy plane, (b) xz plane, (c) yz plane. 
 
 
Figure 5.51: Electric field distribution in subgrid area for vertical polarised antenna 
placed at the back of the human (position 1): (a) xy plane, (b) xz plane, (c) yz plane. 
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Figure 5.52: Electric field distribution for vertical polarised antenna placed at the back 
of the human (position 2): (a) xy plane, (b) xz plane, (c) yz plane. 
 
 
Figure 5.53: Electric field distribution in subgrid area for vertical polarised antenna 
placed at the back of the human (position 2): (a) xy plane, (b) xz plane, (c) yz plane. 
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Figure 5.54: Electric field distribution for vertical polarised antenna placed at the back 
of the human (position 3): (a) xy plane, (b) xz plane, (c) yz plane. 
 
 
Figure 5.55: Electric field distribution in subgrid area for vertical polarised antenna 
placed at the back of the human (position 3): (a) xy plane, (b) xz plane, (c) yz plane. 
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From the results, it can be concluded that the electric field distribution near the whole 
human body was almost the same when the mobile positions were changed regardless of 
any changes in the antenna polarisation. Similarly, the electric field distribution at 
subgrid section was almost the same when the mobile positions were changed 
regardless of any changes in the antenna polarisation. It can also be observed that the 
surrounding electric fields were very strong when the antenna was located in very close 
proximity to the human tissue, as indicated by the red colour distribution in the figures. 
 
For far field radiation pattern, only 3 positions will be presented. Figures 5.56 to 5.58 
show the far field radiation pattern for horizontal polarised antenna placed at the front of 
the human from position 1 to position 3 respectively. Figures 5.59 to 5.61 show the far 
field radiation pattern for horizontal polarised antenna placed at the back of the human 
from position 1 to position 3 respectively. Figures 5.62 to 5.64 show the far field 
radiation pattern for vertical polarised antenna placed at the front of the human from 
position 1 to position 3 respectively. Figures 5.65 to 5.67 show the far field radiation 
pattern for vertical polarised antenna placed at the back of the human from position 1 to 
position 3 respectively. All the far field figures are basically normalised to one watt 
input power. 
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Figure 5.56: Far field pattern for horizontal polarised antenna placed at the front of the 
human (position 1): (a) xy plane, (b) xz plane, (c) yz plane; ‘o-o-o’: Eθ, ‘x-x-x’: Eφ. 
 
 
Figure 5.57: Far field pattern for horizontal polarised antenna placed at the front of the 
human (position 2): (a) xy plane, (b) xz plane, (c) yz plane; ‘o-o-o’: Eθ, ‘x-x-x’: Eφ. 
 
 
Figure 5.58: Far field pattern for horizontal polarised antenna placed at the front of the 
human (position 3): (a) xy plane, (b) xz plane, (c) yz plane; ‘o-o-o’: Eθ, ‘x-x-x’: Eφ. 
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Figure 5.59: Far field pattern for horizontal polarised antenna placed at the back of the 
human (position 1): (a) xy plane, (b) xz plane, (c) yz plane; ‘o-o-o’: Eθ, ‘x-x-x’: Eφ. 
 
 
Figure 5.60: Far field pattern for horizontal polarised antenna placed at the back of the 
human (position 2): (a) xy plane, (b) xz plane, (c) yz plane; ‘o-o-o’: Eθ, ‘x-x-x’: Eφ. 
 
 
Figure 5.61: Far field pattern for horizontal polarised antenna placed at the back of the 
human (position 3): (a) xy plane, (b) xz plane, (c) yz plane; ‘o-o-o’: Eθ, ‘x-x-x’: Eφ. 
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Figure 5.62: Far field pattern for vertical polarised antenna placed at the front of the 
human (position 1): (a) xy plane, (b) xz plane, (c) yz plane; ‘o-o-o’: Eθ, ‘x-x-x’: Eφ. 
 
 
Figure 5.63: Far field pattern for vertical polarised antenna placed at the front of the 
human (position 2): (a) xy plane, (b) xz plane, (c) yz plane; ‘o-o-o’: Eθ, ‘x-x-x’: Eφ. 
 
 
 
Figure 5.64: Far field pattern for vertical polarised antenna placed at the front of the 
human (position 3): (a) xy plane, (b) xz plane, (c) yz plane; ‘o-o-o’: Eθ, ‘x-x-x’: Eφ. 
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Figure 5.65: Far field pattern for vertical polarised antenna placed at the back of the 
human (position 1): (a) xy plane, (b) xz plane, (c) yz plane; ‘o-o-o’: Eθ, ‘x-x-x’: Eφ. 
 
 
Figure 5.66: Far field pattern for vertical polarised antenna placed at the back of the 
human (position 2): (a) xy plane, (b) xz plane, (c) yz plane; ‘o-o-o’: Eθ, ‘x-x-x’: Eφ. 
 
 
Figure 5.67: Far field pattern for vertical polarised antenna placed at the back of the 
human (position 3): (a) xy plane, (b) xz plane, (c) yz plane; ‘o-o-o’: Eθ, ‘x-x-x’: Eφ. 
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The variation of the far field patterns indicate that the fields were significantly stronger 
in the direction facing the normal axis of the RFID antenna and accordingly away from 
the human body. It should be noted that the magnitude of the field reduced between 10 
dB to 20 dB due to the tailing effect of the human body.   
 
5.5.2 Cumulative Distribution Function  
The absorbed power inside the human body and inside subgrid region were taken during 
simulations. The radiated power from the antenna was also recorded from the 
simulation results. The radiation efficiency of the antenna can be calculated using:  
 
absorbedinput
radiated
PP
Pefficiency +=  (5.32) 
 
The cumulative distribution function (CDF) is evaluated for each location in order to 
estimate the probability of the power absorbed and radiation efficiency on the human 
body. The CDF of radiation efficiency and absorbed power over radiated power 
(Pabsorbed / Pradiated) is difficult to predict from the result obtained due to the limited 
sample size generated through the simulation. A total of 32 different locations in parallel 
with the rest of the simulation have been considered, recognising the constraints 
surrounding simulation time and memory. The data from these locations was then 
combined to obtain the probability of the radiation efficiency and absorbed power over 
radiated power (Pabsorbed / Pradiated).  
 
Figure 5.68 and 5.69 depict the histogram of radiation efficiency and Pabsorbed / Pradiated 
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for horizontal polarised antenna located at the front and back of the human respectively. 
Figure 5.70 shows the associate CDF calculated when the antenna was placed on these 
placed. The front and back histogram of radiation efficiency and Pabsorbed / Pradiated for 
horizontal polarised antenna is illustrated in Figure 5.71. In this case, the related CDF 
evaluated on these locations is shown in Figure 5.72.  
 
Figure 5.73 and 5.74 depict the histogram of radiation efficiency and Pabsorbed / Pradiated 
for vertical polarised antenna located at the front and back of the human respectively. 
Figure 5.75 shows the associate CDF calculated when the antenna was placed on these 
placed. The front and back histogram of radiation efficiency and Pabsorbed / Pradiated for 
vertical polarised antenna is illustrated in Figure 5.76. In this case, the related CDF 
evaluated on these locations is shown in Figure 5.77.   
 
 
 
Figure 5.68: Histogram of horizontal polarised antenna located at the front of the human 
for: (a) radiation efficiency, (b) Pabsorbed / Pradiated. 
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Figure 5.69: Histogram of horizontal polarised antenna located at the back of the human 
for: (a) radiation efficiency, (b) Pabsorbed / Pradiated. 
 
 
 
 
 
 
 
 
Figure 5.70: Cumulative distribution function of horizontal polarised antenna located at 
the front and back of the human for: (a) radiation efficiency, (b) Pabsorbed / Pradiated. 
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Figure 5.71: Histogram (front and back combination) of horizontal polarised antenna for: 
(a) radiation efficiency, (b) Pabsorbed / Pradiated. 
 
 
 
 
 
 
 
 
Figure 5.72: Cumulative distribution function (front and back combination) of 
horizontal polarised antenna for: (a) radiation efficiency, (b) Pabsorbed / Pradiated. 
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Figure 5.73: Histogram of vertical polarised antenna located at the front of the human 
for: (a) radiation efficiency, (b) Pabsorbed / Pradiated. 
 
 
 
 
 
Figure 5.74: Histogram of vertical polarised antenna located at the back of the human 
for: (a) radiation efficiency, (b) Pabsorbed / Pradiated. 
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Figure 5.75: Cumulative distribution function of vertical polarised antenna located at 
the front and back of the human for: (a) radiation efficiency, (b) Pabsorbed / Pradiated. 
 
 
 
 
 
 
 
Figure 5.76: Histogram (front and back combination) of vertical polarised antenna for: 
(a) radiation efficiency, (b) Pabsorbed / Pradiated. 
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Figure 5.77: Cumulative distribution function (front and back combination) of vertical 
polarised antenna for: (a) radiation efficiency, (b) Pabsorbed / Pradiated. 
 
 
 
It can be observed from the histogram that the radiation efficiency values increase as the 
antenna moves from the back to the front of the human body. The antenna achieves 
better radiation efficiency of 43% mean percentage value for both horizontal and 
vertical polarisation when the antenna been located on the front of the human model 
compared to the case of the back position. The understanding for this appears to be due 
to a loss of characteristics in the tissue at the front, and a greater degree of absorbed 
power, as can be seen from the figures. The absorbed power is generally much higher at 
the back of the human body compared to the front side. This is clearly shown in some of 
the figures for subgrid area such as Figures 5.35 and 5.39 for horizontal polarisation, 
Figures 5.47 and 5.51 for vertical polarisation. Here, high electric field concentration 
inside the human tissue can be seen clearly. It can be concluded from the figures that the 
CDF has similar curves for horizontal and vertical polarisation for these locations. In 
addition, it is apparent that the standard deviation of the radiation efficiency when the 
mobile is located in the front is less compared to back location. Taking the previous 
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simulation results into account, we may safely conclude that altering the position of the 
antenna on the front will not results in a large dispersion in the radiation efficiency of 
the antenna. In addition, the CDF has similar curves for horizontal and vertical cases for 
both locations.  
 
5.6 Conclusion 
A hybrid MoM-FDTD-SGFDTD approach has been adopted for modelling the human 
body interaction with short range RFID antenna. A total of 32 locations on the human 
body were investigated, 16 on the back and 16 on the front. In order to ensure the 
optimal quality of results were achieved through this limited sample, each point was 
investigated using two polarisations; essentially horizontal and vertical polarisations. 
MoM technique was used to produce the electric and magnetic fields created by the 
antenna in free space. From here, the equivalent electric and magnetic sources on the 
Huygens surface were produced at each time step. FDTD technique was then applied for 
the whole structure of the problem combined with subgridding method at the object of 
interest particularly inside the human body nearby the source excitation. The model of 
the human body was designed to be inhomogeneous at proximity to the RFID antenna 
operating at 900 MHz. The near and far field distributions were incorporated into the 
study to heighten the understanding of the impact on human tissue both facing the 
antenna, and not directly facing the antenna. The cumulative distribution function of the 
radiation efficiency and the ratio of absorbed power over radiated power of the antenna 
at these locations was also computed. The results support the conclusion that there was 
a clear improvement in the front of the human body model compared to the back 
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position. The combination of hybrid MoM-FDTD-SGFDTD method approach with 
arbitrary inhomogeneous human body model sustains development of new EM fields 
interaction modelling approach. This study will robustly support the requirements of the 
total power dissipated of the human body samples to estimate the SAR values inside 
human tissue.  
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Chapter 6  
 
Conclusion and Recommendation for 
Further Work 
 
 
 
6.1 Summary of Thesis 
The primary objective of this thesis is the development of hybrid MoM-FDTD-
SGFDTD numerical method by using the principle of equivalence surface boundary to 
connect the three techniques. The hybridisation of MoM-FDTD-SGFDTD method is 
applicable to electromagnetic radiation and scattering problems due to its capability to 
overcome the drawbacks of homogeneous MoM and FDTD simulations including its 
appropriateness in modelling realistic electromagnetic analysis. The state of art of the 
original achievement of the present work can be summarised as follows: 
 
• In chapter 2, the overview and formulation of FDTD concept has been discussed, 
including the implementation of FDTD code procedure with the adaptation of 
Berenger’s PML absorbing boundary condition. The method has the advantage of 
discretising a continuous domain into finite number of sections which necessitate a set 
of difference equations to solve Maxwell’s curl equations in the time domain. The 
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parameters that control the accuracy and stability of the FDTD simulation and the 
modelling of the plane wave source technique by means of the equivalent surface were 
also described.  
 
• Chapter 3 unfolds the theoretical concept behind MoM principles including the 
mathematical formulation of the surface kernel solution. The problem of singularity was 
alleviated by means of singular cancellation technique. The desired impedance matrix 
elements have been evaluated and its inversion was computed using standard inversion 
NAG subroutine code. The elements of impedance matrix were employed to calculate 
the current and then the radiation pattern of the radiating antenna element. The surface 
current distributions on structures with closely spaced parallel wires was computed with 
a general surface patch formulation. Two-dimensional electric surface patch integral 
equation formulation was solved by independent piecewise-linear basis function 
methods in the circumferential and axial directions of the wire. 
 
• Chapter 4 presents the modelling and analysis of quasi-static FDTD subgridding 
technique in two-dimensional approach. The method has been applied to model 
biological cell with floquet theorem. Subgridding technique was imposed on cytoplasm 
cells to observe electric field distribution in high resolution. The interaction between 
high voltage overhead transmission lines and underground pipeline at power-line 
frequency is also modelled for validation purposes. FDTD technique was used for the 
whole structure in the computational domain combined with subgrid method employed 
at the object of interest particularly the underground pipeline and some surrounding 
medium. The soil in the common corridor has been designed as arbitrarily 
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inhomogeneous to simulate real dry soil. The field distribution for the whole spatial 
problem and the area surrounding the pipeline has been reported. The induced EM fields 
above the ground where the pipeline was located has been investigated. 
 
• Chapter 5 explains the new hybridisation technique of MoM-FDTD-SGFDTD 
computational electromagnetic and establishing the importance of past published 
literature survey on hybrid methods. The modelling on multiple-region hybrid 
techniques with frequency-domain MoM and time-domain FDTD including embedded 
subgridding were suggested and investigated. The method was validated for near field 
and far field applications, particularly on the interaction between electromagnetic fields 
and human body in which short range RFID antenna is located and moved at several 
positions in front and back of inhomogeneous human body model. Statistical analysis 
such as the cumulative distribution function of the radiation efficiency and Pabsorbed / 
Pradiated ratio of the antenna at these locations was incorporated into the research work to 
enhance the understanding of the electromagnetic fields distribution impact on human 
tissue. 
 
6.2 Conclusion 
The project concerns the new modified development of numerical methods that involves 
the hybridisation of MoM and FDTD including the subgridding process within the 
problem space. The principle of the equivalent surface boundary was employed with a 
possibility of replacing one or two equivalent surface boundaries by conducting surfaces. 
For the proposed subgridding technique, a linear field interpolation technique of a 
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maximum order of six divisions is used to predict the unknown fields between the 
coarse and fine area of the lattice. The implementation of subgridding which is 
embedded inside FDTD problem space involves local mesh refinement particularly 
inside the region or volume of interest which need more accurate discretisation to 
predict field distribution in high resolution. The method is particularly useful for 
analysing complex problems involving coupling between source excitation such as 
antenna and arbitrarily inhomogeneous dielectric volume such as human body. In 
general, hybrid approach takes advantage of the best attributes offered by different 
techniques to solve problems that neither technique alone can be modelled precisely. As 
a result, the electromagnetic computational problem solving methodology was increased 
efficiently. In other words, the antenna structure can be designed using the frequency-
domain MoM whereas the inhomogeneous dielectric volume might be modelled by 
means of computationally-efficient FDTD. Several examples have been discussed and 
the results show good convergence stability. The combination of singular cancellation 
technique in surface kernel MoM solution, arbitrarily inhomogeneous dielectric volume 
model and the modified Berenger’s absorbing boundary condition represent a 
significant advance in modelling the complex electromagnetic scattering problems. 
  
6.3 Recommendation for Further Work 
Finally, the following are examples of interesting themes that deserve further 
development in the future: 
• Further study on accurate modelling of small sensors such as RFID tag antennas 
with dual polarisation mounted on complex dielectric structures can be carried 
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out [1, 2]. The method can also be applied to other type of complex surface 
patch antennas working at different frequency band such as 3G UMTS 
frequency band (1920 MHz to 2170 MHz) [3], and dual bands planar inverted F-
L antenna for 2.5 GHz cellular and 5.2 GHz WLAN applications [4]. 
• Different spatial resolution for subgrid region such as 30 × 30 × 30 or 40 × 40 × 
40 can also be employed to observe the fields in more resolution pattern. 
• The work can be further investigated by using different type of subgridding 
technique for comparison purposes such as non-uniform mesh [5] and lobatto 
cell [6, 7]. Figure 6.1(a), 6.1(b) and 6.1(c) describe the general geometry of 
normal subgridding, non-uniform mesh and lobatto cell procedure respectively.  
 
 
Figure 6.1: Comparison between subgridding method: (a) Normal subgridding,  
(b) Non-uniform mesh, (c) Lobatto cell method. 
 
 
• 1 mm human tissue size can be proposed to model the inhomogeneous human 
body [8].  
• The work presented here can be extended to study human body tissue heat 
absorption measured by SAR variation values [9, 10].  
Chapter 6: Conclusion and Recommendation for Further Work                                      237 
 
• The present work can be very attractive to include sub-surface radar application 
to predict the existance of breast cancer cells for modelling purposes in which 
the accurate field distribution inside the breast tissue can be obtained. 
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Appendix A 
 
 
To find the tangent surface equation at a point on the curved surface can be stated in the 
following. For simplicity, assume each point on the curved surface S for all 3-D axes 
can be represented by two variables as u and v given by: 
 
 ( ) ( )οοο vufxvufx ,,, ==  (A.1) 
 
( ) ( )οοο vugyvugy ,,, ==  (A.2) 
  
( ) ( )οοο vuhzvuhz ,,, ==  (A.3) 
 
It should be noted that the above equations must be differentiable at any given point 
such as (xo, yo, zo). Hereafter, these should be differentiable at (uo, vo). Thus, the partial 
differentiation with respect to u and v evaluated at (uo, vo) is given by: 
[ ]uuu hgfa =  (A.4) 
 
[ ]vvv hgfb =  (A.5) 
 
where Rp = ∂R/∂p, R could be f or g or h and p might be u or v. The normal vector to the 
surface (i.e. orthogonal to the surface), can be expressed as: 
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ba
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M
L
×=
⎥⎥
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⎦
⎤
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⎢
⎣
⎡
 (A.6) 
 
The above notation can be extended using the cross product as in the following matrix: 
 
( ) ( )
( ) ( )
( ) ( )⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
×−×
×−×
×−×
=
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⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
uvvu
vuuv
uvvu
hfgf
hfhf
hghg
N
M
L
 (A.7) 
 
The total length of the normal vector can be given by: 
 
222 NMLD ++=  (A.8) 
 
The tangent plane should satisfy the following formula: 
 
οοο NzMyLxzD
Ny
D
Mx
D
L ++=++  (A.9) 
 
Thus, the tangent surface for a point at (xo, yo, zo) can simply be expressed by the 
following:  
 
( ) ( ) ( ) 0=−+−+− οοο zzNyyMxxL  (A.10) 
 
Of course the result is equivalent to the following necessary condition: 
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( ) 0,, =zyxF  (A.11) 
 
The above equations are also applicable to direct surface equation such as that given by 
the unit sphere at the origin: 
 
01222 =−++ zyx  (A.12) 
 
The equation of the tangent plane at (xo, yo, zo): 
 
( ) ( ) ( ) 0
,,,,,,
=−∂
∂+−∂
∂+−∂
∂
οοο
οοοοοοοοο
zz
z
Fyy
y
Fxx
x
F
zyxzyxzyx
 (A.13) 
 
Keep in mind the required transformation can also be implemented for other coordinates 
such as between the spherical and the Cartesian coordinates, given by:  
ο
ο
ο
ο
ο
ο
φ
θ
z
y
xr
→  (A.14) 
 
Again the above derivation can be applied to simple surfaces such as the one given by 
the following example. Surface equation is z = 4x3y2 + 2y and the tangent at point (1, -2, 
12) can be derived as: 
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( ) yyxyxf 24, 23 +=  (A.15a)
 
2212 yx
x
f =∂
∂
 (A.15b)
 
28 3 +=∂
∂ yx
y
f
 (A.15c)
 
Substituting the value of xo = 1 and yo = -2 to equation (A.15b) and (A.15c) gives: 
 
48
,
=∂
∂
οο yxx
f
 (A.15d)
 
14
,
−=∂
∂
οο yx
y
f
 (A.15e)
 
Hence, the tangent plane is given by the expression: 
 
( ) ( ) ( ) 012214148 =−−+−− zyx  (A.15f)
 
641448 =−− zyx  (A.15g)
 
Finally, the tangent surface of helix wire can be derived as follows: 
Given the coordinates of the helix by the following:  
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( ) φθ coscosabx +=  (A.16) 
 
( ) φθ sincosaby +=  (A.17) 
 
θφπ sin2 a
Pz +=  (A.18) 
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The expression for C in equation (3.46) in Chapter 3 is given by:  
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