Abstract -Threshold selection -a selection mechanism for noisy evolutionary algorithms -is put into the broader context of hypothesis testing. Optimal selection thresholds were derived theoretically. These theoretical results were used to find threshold values for a simple model of stochastic search and for a simplified elevator simulator. Design of experiments methods are used to validate the significance of the results.
I. INTRODUCTION
Many real-world optimization problems have to deal with noise. Noise arises from different sources, such as measurements errors in experiments, the stochastic nature of the simulation process, or the limited amount of samples gathered from a large search space. Evolutionary algorithms (EA) can cope with a wide spectrum of optimization problems [Sch95] . Common means used by evolutionary algorithms to cope with noise are resampling, and adaptation of the population size. Newer approaches use efficient averaging techniques, based on statistical tests, or local regression methods for fitness estimation [BeyOO] , [AmOl] , [Sta98] , [BSSOl] , [SKOO] .
In the present paper we concentrate our investigations on the selection process. From our point of view the following case is fundamental for the selection procedure in noisy environments: Reject or accept a new candidate, while the available information is uncertain. Thus, two errors may occur: An Q error as the probability of accepting a worse candidate due to noise and a , B errol; the error probability of rejecting a better candidate. A well established technique to investigate these error probabilities is hypothesis testing. We state that threshold selection (TS) can be seen as a special case of hypothesis testing. TS is a fundamental technique, that is used also used in other contexts and not only in the framework of evolutionary algorithms. The TS-algorithm reads: Determine the (n0isy)Jitnes.s values of the parent and the offspring. Accept the offspring i f its noisyjtness exceeds that of the parent by at least a margin of r; otherwise retain theparent. The theoretical analysis in [MAB+OI] , where TS was introduced for EAs with noisy fitness function values, were based on the progress rate theory on the sphere model and were shown for the (1 + 1)-evolution strategy (ES). These results were subsequently transfered to the S-ring, a simplified elevator model. Positive effects of TS could be observed. In the current paper we will base our analysis on mathematical statistics. This paper is organized as follows: In the next section we give an introduction into the problems that arise when selection in uncertain (e.g. noisy) environments takes place. The basic idea of TS is presented in the following section. To show the interconnections between the threshold value and the critical value, statistical hypothesis testing is discussed. Before we give a summary, we show the applicability of TS to optimization problems: A stochastic search model -similar to the model that was used by Goldberg in his investigation of the mathematical foundations of Genetic Algorithmsand the S-ring -a simplified elevator simulator -are investi-
SELECTION IN UNCERTAIN ENVIRONMENTS
Without loss ofgenerality we will restrict our analysis in the first part of this paper to maximization problems. A candidate is 'better' ('worse'), if its fitness function value is 'higher' ('lowery) than the fitness function value of its competitor. Suppose that the determination of the fitness value is stochastically perturbed by zero mean Gaussian noise. Let f denote the perturbed fitness function value, while 7 denotes the average fitness function value. Obviously four situations may arise in the selection process: A { better I worse} candidate can be { accepted 1 rejected }. This situation is shown in Fig. 1 . The chance of accepting a good (respectively of rejecting a worse) candidate plays a central role in our investigations. In the next section, we shall discuss the details of the TS process.
The investigation of the requirements for the determination of an optimal threshold value reveals similarities between TS and hypothesis tests.
IV. HYPOTHESIS TESTS P*$

A. Hypothesis and Test Statistics
The determination of a threshold value can be interpreted in the context of hypothesis testing as the determination of a critical value. To formulate a statistical test, the question of interest is simplified into two competing hypotheses between which we have a choice: the null hypothesis, denoted Ho, is tested against the alternative hypothesis, denoted H I . The de- 
THRESHOLD SELECTION
A. Definitions
Threshold selection is a selection method, that can reduce the error probability of selecting a worse or rejecting a good candidate. Its general idea is relatively simple and already known in other contexts. Nagylaki states that a similar principle is very important in plant and animal breeding: Accept a new candidate ifits (noisy)fitness value is significantly better than that of theparent [Nag92].
DEFINITION 1 (THRE_SHOLD ACCEPTANCE PROBABILITY)
Let f ( X ) := Cy=l f ( X i ) / n be the sample average of the perturbed values, and f denote the unperturbed fitness function value. The conditionalpmbability, that thefitness value of a better candidate Y is higher than thefitness value of the parent X by at least a threshold r, (1) is called a threshold acceptance probability.
DEFINITION 2 (THRESHOLD REJECTION PROBABILITY)
The conditionalprobability, that a worse candidate Y has a lower noisyfitness value than the fitness value ofparent X by at least a threshold T, is called a threshold rejection probability. cision is based on a quantity T calculated from a sample of data using a test function or test statistic. In the following we will use the r. v.
n . m
as a test function. m and n define the number of samples taken from the parentXt respectively offspring Yt at time step t.
B. Critical Value and Error Probabilities
The critical value c1 -a for a hypothesis test is a threshold to which the value of the test statistic in a sample is compared to determine whether or not the null hypothesis is rejected. We are seeking a value C I -~, such that
Making a decision under this circumstances may lead to two errors: an error of the first kind occurs when the null hypothesis is rejected when it is in fact true; that is, Ho is wrongly rejected with an error probability a. If the null hypothesis Ho is not rejected when it is in fact false, an error of the second kind happens. ,d denotes the corresponding error probability.
V. HYPOTHESIS TESTS AND THRESHOLD SELECTION
A. The Relationship between a, p, and P,f 
Eq.4.
Pro08
This can be seen directly by combining Eq. 2 and
The conditional acceptance probability P$ and the error of the second kind are 'complementary' probabilities: 
In this model, p is given; it is interpreted as the probability of generating a better candidate. In general, the experimenter has no control over p, which would be some small value for non-trivial optimization tasks.
THEOREM 3 ALGORITHM I can be represented by a Markov chain { X t }
with the followingproperties:
P{Xt+l = i -l l X t = i ) = ( l -p ) . ( l -P p , -) 4. P(Xt+l = i l X t = i } = p . ( l -P , + ) + ( l -p ) . P , -, with
A.2 Search Rate and Optimal r
The measurement of the local behavior of an EA can be based on the expected distance change in the object parameter space. This leads to the following definition:
DEFINITION 4 (SEARCH RATE)
Let R be the number of advance in the state number t in one step:
The search rate is defined as the expectation
E [ R ( 4 U € , P , t)l, Assume there is a very small success probability p. Then the search can be misled, although the algorithmselects only 'better' candidates. We can conclude from Eq. 16, that a decreasing success probability (p \ 0) leads to a negative search rate.
Based on Eq. 17, we calculated the optimal threshold value for 5 different success probabilities to illustrate the influence of TS on the search rate, cp. Tab I. Corresponding values of the search rate are shown in the third column. TS can enhance the search rate and even avoid that the search rate becomes negative. This can be seen from the values in the last column. Fig. 4 reveals that simulations lead to the same results. For two different p-values, the influence of TS on the search rate is shown. The search rate becomes negative, if p is set to 0.3 and no TS is used (D). The situation can be improved, if we introduce TS: The search rate becomes positive (C). A comparison of (A), where a zero threshold was used, and (B), where the optimal threshold value was used, shows that TS can improve an already positive search rate. These results are in correspondence with the theoretical results in Tab. I. In the following we will analyze a 'S-ring model', a simplified version of the elevator group control problem [Mar95], [h4AB+O1]. The S-ring has only a few parameters: the number of elevator cars s, , the number of customers s,, and the passenger arrival rate SA. Therefore, the rules of operation are very simple, so that this model is easily reproducible and suitable for benchmark testing. However, there are important similarities with real elevator systems. The S-ring and real elevator systems are discrete-state stochastic dynamical systems, with high-dimensional state space and a very complex behavior. Both are found to show suboptimal performance when driven with simple 'greedy' policies. They exhibit a characteristic instability (commonly called 'bunching' in case of elevators). The policy x, that maps system states to decisions, was represented by a linear discriminator (perceptron) [MAB+Ol] . An EA was used to optimize the policy x .
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B.2 DOE-Methodology
The analysis of many real-world optimization problems requires a different methodology than the analysis of the optimization of a fitness function f , because f remains unknown or can only be determined approximately. We use an approach that is similar to the concept discussed in [Kle87]: From the complex real-world situation we proceed to a simulation model. In a second step we model the relationship between the inputs and outputs of this model through a regression model (meta-model). The analysis of the meta-model is based on DOE methods.
Let the termfactor denote a parameter or input variable of our model. DOE methods can be defined as selecting the combinations of factor levels that will be actually simulated when experimenting with the simulation model use DOE methods on account of the exponential growth in the number of factor levels as the number of factors grows (the applicability of DOE methods to EAs is discussed in detail in [BeiOI] ). Based on these methods, we investigate the S-ring model. The principal aim is to minimize the number of waiting customers, so we consider a minimization problem. A prototype S-ring with the following parameter settings was used as a test case: customers s, = 6, servers s, = 2, and arrival rate
The number of fitness function evaluations was set to lo5, and every candidate was reevaluated 5 times. Eq. 10 was used to determine the threshold. The TS-scheme was compared to a comma-strategy and a plus-strategy. Global intermediate recombination was used in every simulation run. 50 experiments were performed for every ES-parameter setting. The population size and the selective pressure (defined as the ratio X / p ) were varied. The corresponding settings are shown in Tab. 11.
B.3 Validation and Results
Before we are able to present the results of our simulations, the underlying simulation model has to be analyzed. We validated that the response values are approximately standard normal. This is an important assumption for the applicability of the F-test, that was used in the regression analysis to determine the significance of the effects and of the interactions. Further statistical analysis reveals that the effects of the main factors are highly significant.
[BD87]
The results are visualized in two different ways. Box plots, shown in Fig. 5 , give an excellent impression how the change of a factor influences the results. Comparing the comma- [BeiOl] selection plot and the plus-selection plot to the TS selection plot, we can conclude that TS improves the result. In addition to the box plots, it may be also important to check for interaction effects (Fig. 6 ): Obviously TS performs better than the other selection methods. [LKOO]
VII. SUMMARY AND OUTLOOK
The connection between TS and hypothesis tests was shown. A formula for the determination of the optimal r value in a simple search model and a formulae for the determination of the threshold value for the error of the first kind Q and the (estimated) variance s : were derived. Theoretical results were applied to a simplified elevator group control task problem. TS performs significantly better than other selection methods. This work will be extended in the following way: To reduce the number of fitness function evaluations it might be sufficient to determine the noise level only at the beginning and after a certain number of time steps, instead of in every generation. Furthermore, we will investigate the situation shown in Fig. 1 from the viewpoint of Bayesian statistics.
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