Lower bounds of martingale measure densities in the
  Dalang-Morton-Willinger theorem by Rokhlin, Dmitry B.
ar
X
iv
:0
80
4.
17
61
v1
  [
ma
th.
PR
]  
10
 A
pr
 20
08
LOWER BOUNDS OF MARTINGALE MEASURE DENSITIES
IN THE DALANG-MORTON-WILLINGER THEOREM
DMITRY B. ROKHLIN
Abstract. For a d-dimensional stochastic process (Sn)
N
n=0 we obtain criteria
for the existence of an equivalent martingale measure, whose density z, up to a
normalizing constant, is bounded from below by a given random variable f . We
consider the case of one-period model (N = 1) under the assumptions S ∈ Lp;
f, z ∈ Lq, 1/p + 1/q = 1, where p ∈ [1,∞], and the case of N -period model
for p = ∞. The mentioned criteria are expressed in terms of the conditional
distributions of the increments of S, as well as in terms of the boundedness
from above of an utility function related to some optimal investment problem
under the loss constraints. Several examples are presented.
Introduction
Let (Ω,F ,P) be a probability space, endowed with a discrete-time filtra-
tion F = (Fn)
N
n=0, FN = F . Consider a d-dimensional stochastic process
S = (Sn)
N
n=0, adapted to the filtration F, and a d-dimensional F-predictable
process γ = (γn)
N
n=1. In the customary securities market model S
i
n describes the
discounted price of ith stock and γin corresponds to the number of stock units in
investor’s portfolio at time moment n. The gain process is given by
Gγn =
n∑
k=1
(γk,∆Sk), ∆Sk = Sk − Sk−1, n = 1, . . . , N, (0.1)
where (a, b) is the scalar product of a, b ∈ Rd.
Let’s recall the classical Dalang-Morton-Willinger theorem [3], [13] (ch.V, §2e).
As usual, we say that theNo Arbitrage (NA) condition is satisfied if the inequality
GγN ≥ 0 a.s. (with respect to the measure P) implies that G
γ
N = 0 a.s. A
probability measure Q on F is called a martingale measure if the process S is a
Q-martingale. The measures P and Q are called equivalent if their null sets are
the same. Denote by κn−1(ω) the support of the regular conditional distribution
Pn−1(ω, dx) of the random vector ∆Sn with respect to Fn−1.
Theorem 0.1 (Dalang-Morton-Willinger). The following conditions are equiva-
lent:
(i) NA;
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(ii) there exists an equivalent to P martingale measure Q with a.s. bounded
density z = dQ/dP;
(iii) the relative interior of the convex hull of κn−1 contains the origin a.s.,
n = 1, . . . , N .
The question concerning the existence of an equivalent martingale measure Q,
whose density z satisfies the the lower bound z ≥ c (where c is a positive constant)
was posed in [8] (Remark 7.5), [4] (Remark 6.5.2). In general, the answer to this
question is negative. An evident necessary condition is the integrability of S
with respect to P. Moreover, the example of [4] shows that a measure Q with
the above properties need not exist even for a uniformly bounded process S. A
sufficient condition was obtained in [8]. In particular it is satisfied for a process
S with independent increments, if the random vectors ∆Sn have finite moments
of all orders.
Following [12], let us formulate the problem concerning the existence of an
equivalent martingale measure, whose density (up to a normalization constant)
is bounded from below by a random variable f , in a more general context. Denote
by EX the expectation with respect to P, by Lp = Lp(F ) = Lp(Ω,F ,P), p ∈
[1,∞) the Banach spaces of equivalence classes of F -measurable functions with
the norms ‖X‖p = E|X|
p and by L∞ the Banach space of essentially bounded
functions with the norm ‖X‖∞ = ess sup|X|. The cone L
p
+ of non-negative
elements induces the partial order on Lp .
Consider the subspace K ⊂ Lp, p ∈ [1,∞) of investor’s gains (discounted
wealth increments). Denote by q the conjugate exponent, that is, 1/p+1/q = 1.
The condition K ∩ Lp+ = {0} corresponds to NA. An element f ∈ L
q
+ induces
the functional on Lp by the formula 〈X, f〉 = E(Xf), X ∈ Lp. It turns out that
the existence of an element g, satisfying the conditions
〈X, g〉 = 0, X ∈ K; g ≥ f, g ∈ Lq (0.2)
is equivalent to the boundedness of f form above on a certain subset K1 of the
subspace K:
vp := sup
X∈K1
〈X, f〉 <∞, K1 = {X ∈ K : ‖X
−‖p ≤ 1}, (0.3)
where X− = max{−X, 0}. For p = ∞, q = 1 this statement is not true in
general, see [12], Examples 1 and 3. It becomes true under the assumption that
f is bounded from above on the subset {X ∈ K : X− ∈ V }, where V is a
neighborhood of zero in the Mackey topology τ(L∞, L1), or if L1 is replaced by
the topological dual space (L∞)∗ of L∞. These results are contained in Theorem
1 of [12].
It should be mentioned that the problems, equivalent to (0.3) when f = 1,
were considered in the recent paper[6]. From the financial point of view they
correspond to the maximization of expected gain under the loss constraint, if
the loss value is measured either by pth moment E|X−|p for p ∈ [1,∞) or by
ess sup|X−| for p =∞. The equivalence of (0.2) and (0.3) for p ∈ (1,∞) follows
from the results of the cited paper as well ([6], Theorem 4.1). Unfortunately, the
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related statement for p = ∞ ([6], Theorem 6.1) is incorrect: a counterexample
is, in fact, contained in [12] (Example 3) and its another version is given below
(Example 5.4).
Turning back to the finite securities market model, assume that S ∈ Lp and
denote by K the set of random variables GγN , where γ is a bounded predictable
process. Then the elements g, satisfying (0.2), up to a normalization constant,
coincide with the P-densities of martingale measures: dQ/dP = g/Eg.
The aim of the present paper is to establish effective criteria for the fulfilment
of (0.2), (0.3) for a market model with finite discrete time and a finite collection of
stocks. Such criteria, expressed in terms of the regular conditional distributions of
the increments ∆Sn, are obtained for a one-period model under the assumptions
S ∈ Lp, f, g ∈ Lq, p ∈ [1,∞] (Theorem 1.3), as well as for N -period model in
the case p = ∞ (Theorem 4.1). These results show also that in the case under
consideration the equivalence of (0.2) and (0.3) for p = ∞ is nevertheless true!
Thereby, we give the negative answer to the question, raised in the end of the
paper [12].
In the last part of the paper we give some examples, illustrating the effective-
ness of the obtained criteria, and a counterexample to the mentioned statement
of [6]. Also, it is interesting to note that the case p = 1 of Theorem 1.2 leads to
a new proof of the key implication (iii) =⇒ (ii) of the Dalang-Morton-Willinger
theorem (Remark 1.5).
1. One-period model
Let (Ω,F ,P) be a probability space and let H be a sub-σ-algebra of F . A
set-valued mapping F , assigning some set F (ω) ⊂ Rd to each ω ∈ Ω, is called
H -measurable, if {ω : F (ω)∩V 6= ∅} ∈ H for any open set V ⊂ Rd. A function
η : Ω 7→ Rd is called a selector of F , if η(ω) ∈ F (ω) for all ω ∈ domF := {ω′ :
F (ω′) 6= ∅}. An H -measurable set-valued mapping F with non-empty closed
values F (ω) is measurable if and only if there exists a sequence (ηi)
∞
i=1 of H -
measurable selectors of F such that the sets {ηi(ω)}
∞
i=1 are dense in F (ω) for all
ω ([10], Theorem 1B). Such a sequence is called a Castaing representation of F .
Denote by B(Rd) the Borel σ-algebra of Rd. A function ϕ : Ω × Rd 7→ R is
called a Carathe´odory function if (a) ϕ(·, x) : Ω 7→ R is (H ,B(R))-measurable
for all x ∈ Rd, (b) ϕ(ω, ·) : Rd 7→ R is continuous for all ω ∈ Ω.
Denote by Lp(H , F ), 1 ≤ p < ∞ the set of equivalence classes of H -
measurable functions η satisfying the conditions
∫
|η|p dP < ∞, η ∈ F a.s.,
where |x| = (x, x)1/2. We introduce also the sets of equivalence classes of
essentially bounded functions L∞(H , F ) and of all H -measurable functions
L0(H , F ), taking values in F a.s. In accordance with the above notation we
put Lp(H ) = Lp(H ,R). By Lp+(H ) and L
p
++(H ) we denote the sets of non-
negative and strictly positive elements of Lp(H ) respectively. Let ‖X‖p be the
norm of an element X of the Banach space Lp(H ), 1 ≤ p ≤ ∞.
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The completion of the σ-algebra H with respect to the measure P is denoted
by H P. Note that Lp(H P) = Lp(H ) in the sense that any H P-measurable
function possesses an H -measurable modification.
In the sequel we use the customary notation of convex analysis for the polar
A◦ = {x ∈ Rd : (x, y) ≤ 1, y ∈ A} of a set A ⊂ Rd and also for its Minkowski
function and the support function:
µ(x|A) = inf{λ > 0 : x ∈ λA}, s(x|A) = sup
y∈A
(x, y).
Denote by convA, riA the convex hull and the relative interior of A.
Consider the one-period model (0.1) (that is, N = 1). Put ξ = ∆S1, H = F0.
Let Pξ(ω, dx) be the regular conditional distribution of ξ with respect to H and
let κξ(ω) be the support of the measure Pξ(ω, ·). By Dξ(ω) ⊂ R
d we denote the
linear span of κξ(ω). Define the functions
ψp(ω, h) =
(∫
Rd
[(h, x)−]p Pξ(ω, dx)
)1/p
, p ∈ [1,∞);
ψ∞(ω, h) = s(−h|κξ(ω))
from Ω× Rd to [0,∞], and the set-valued mappings
ω 7→ Tp(ω) = {h ∈ Dξ(ω) : ψp(ω, h) ≤ 1}. (1.1)
Lemma 1.1. Assume that 0 ∈ ri (convκξ(ω)) a.s. Then Tp is an H
P-measurable
set-valued mapping with a.s. compact values, p ∈ [1,∞].
Proof. The set-valued mapping ω 7→ κξ(ω) is H -measurable:
{ω : κξ(ω) ∩ V 6= ∅} = {ω : Pξ(ω, V ) > 0} ∈ H
for any open set V ⊂ Rd. Its values κξ(ω) are closed. It follows from the formula
ψ∞(ω, h) = sup
i≥1
(−h, ηi(ω)),
where (ηi)
∞
i=1 is a Castaing representation of κξ, that the function ω 7→ ψ∞(ω, h)
is H -measurable. The same property of ψp for p ∈ [1,∞) is evident.
Put Ωp = {ω :
∫
|x|p dPξ(ω, dx) <∞} for p ∈ [1,∞) and let Ω∞ be the set of ω,
for which the set κξ(ω) is compact. Note that Ω∞ = {ω : suph∈D ψ∞(ω, h) <∞},
where D is a countable dense subset of Rd. Consequently, Ωp ∈ H , p ∈ [1,∞]
and P(Ωp) = 1. Put Ω
′
p = Ωp ∩ {ω : 0 ∈ ri (convκξ(ω))}. Clearly, Ω
′
p ∈ H
P and
P(Ω′p) = 1.
Assume that ω ∈ Ω′p. It follows from continuity of ψp with respect to h that
the set Tp(ω) is closed. From the codition 0 ∈ ri (convκξ(ω)) we see that for
h ∈ Dξ(ω)\0 the set κξ(ω) is not contained in the half-space {x ∈ Dξ(ω) :
(h, x) ≥ 0}. Therefore, ψp(ω, h) > 0, p ∈ [1,∞] and the set Tp(ω) is compact,
because ψp(ω, h)→∞ when |h| → ∞, h ∈ Dξ(ω).
Consider the trace of the σ-algebra H on Ω′p: Hp = {A ∩ Ω
′
p : A ∈ H }.
To complete the proof it is sufficient to check that the set-valued mappings
ω 7→ Tp(ω), ω ∈ Ω
′
p are Hp-measurable. We make use of the representation
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Tp(ω) = {h ∈ R
d : ψp(ω, h) ≤ 1} ∩Dξ(ω) and the fact that ψp : (Ω
′
p × R
d,Hp ⊗
B(Rd)) 7→ [0,∞) are Carathe´odory functions. The measurability of the each
of set-valued mappings, whose intersection is Tp, follows from Corollary 1Q and
Proposition 1H of [10], and the measurability of Tp is implied by Theorem 1M of
the same paper. 
Let us recall the ”measurable maximum theorem” ([1], Theorem 18.19).
Lemma 1.2. Let F be an H -measurable set-valued mapping with non-empty
compact values F (ω) ⊂ Rd, and let ϕ : Ω×Rd 7→ R be a Carathe´odory function.
Put
m(ω) = max
x∈F (ω)
ϕ(ω, x), G(ω) = {x ∈ F (ω) : ϕ(ω, x) = m(ω)}.
Then (a) the function m and the set-valued mapping G are H -measurable; (b)
there exists an H -measurable selector η∗ of G.
Our first main result is the following.
Theorem 1.3. Let ξ ∈ Lp(F ,Rd), f ∈ Lq+(F ), where p ∈ [1,∞] and 1/p+1/q =
1. If 0 ∈ ri (convκξ) a.s., then the following conditions are equivalent:
(i) vp := sup{E(fX) : ‖X
−‖p ≤ 1, X ∈ K} <∞, where
K = {(γ, ξ) : γ ∈ L∞(H , Dξ)}; (1.2)
(ii) there exists a random variable g ∈ Lq(F ), satisfying the conditions
E(gξ|H ) = 0, g ≥ f ; (1.3)
(iii) s(a|Tp) ∈ L
q(H ), where a = E(fξ|H ) and Tp is defined by the formula
(1.1).
Let us make some remarks before the proof of this theorem (sect. 2 and 3).
Remark 1.4. If 0 ∈ ri (convκξ) and ξ ∈ L
1(F ,Rd) does not depend on H , then
there exists g ∈ L∞(F ):
E(gξ|H ) = 0, g ≥ 1.
Actually, in this case s(a|T1) = s(Eξ|T1) does not depend on ω and thus belongs
to L∞(H ).
Remark 1.5. If 0 ∈ ri (convκξ) and ξ ∈ L
1(F ,Rd), then there exists g ∈
L∞++(F ):
E(gξ|H ) = 0.
To prove this statement it is sufficient to note that there exists an H -measurable
function f ∈ L∞++(H ) such that
s(E(fξ|H )|T1) = s(E(ξ|H )|T1)f ∈ L
∞(H ).
A function g ∈ L∞(F ), satisfying (1.3), is the desired one.
In fact, this proves the implication (iii) =⇒ (ii) of Theorem 0.1 for N = 1 and
S ∈ L1. As is known, this is the key point of the proof of the Dalang-Morton-
Willinger theorem.
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Remark 1.6. Note that
a = E(E(f |H ∨ σ(ξ))ξ|H ) =
∫
b(ω, x)xPξ(ω, dx) ∈ Dξ(ω) a.s. (1.4)
The existence of an H ⊗B(Rd)-measurable function b(ω, x), satisfying the condi-
tion E(f |H ∨ σ(ξ)) = b(ω, ξ), follows from the fact that the σ-algebra H ∨ σ(ξ)
is generated by the mapping ω 7→ (ω, ξ(ω)) from Ω to the measurable space
(Ω⊗ Rd,H ⊗B(Rd)).
Remark 1.7. We have the following convenient representation of the random
variable s(a(ω)|T∞(ω)) for a ∈ Dξ a.s.:
s(a|T∞) = sup{(h, a) : −h ∈ Dξ ∩ κ
◦
ξ} = s(−a|κ
◦
ξ ) = µ(−a|convκξ) a.s.
It the last equality we have used the formula
µ(x|A◦) = inf{λ > 0 : λ−1x ∈ A◦} = inf{λ > 0 : s(λ−1x|A) ≤ 1} = s(x|A),
which is true under the assumption 0 ∈ A. We have also used the bipolar
theorem: A◦◦ = cl(convA) and the compactness property of the convex hull of
a compact set.
2. Proof of Theorem 1 for p ∈ [1,∞)
Denote by Up the unit ball of the space Lp = Lp(Ω,F ,P) and put Up+ = {X ∈
Lp+ : X ∈ U
p}.
Lemma 2.1. For any element X ∈ Lp, p ∈ [1,∞] we have
‖X+‖p = sup{〈X, z〉 : z ∈ U
q
+},
1
p
+
1
q
= 1.
Proof. Consider the elements
ζq =
(X+)p/q
‖X+‖
p/q
p
∈ U q+, q ∈ (1,∞); ζ∞ = I{X≥0} ∈ U
∞
+ ; ζ
n
1 =
IAn
P(An)
∈ U1+,
where An = {ω : X(ω) ≥ ‖X
+‖∞ − 1/n}. If X ∈ L
p and q is the conjugate
exponent, then
〈X, ζq〉 = ‖X
+‖p, q ∈ (1,∞]; 〈X, ζ
n
1 〉 ≥ ‖X
+‖∞ −
1
n
.
On the other hand,
〈X, z〉 ≤ 〈X+, z〉 ≤ ‖X+‖p, z ∈ U
q
+. 
Though the next result follows from Theorem 1 of [12], it seems convenient to
give its direct proof. The idea of this proof is contained also in the paper [11]
(Lemma 2.5).
Recall that the closure of a convex set A ⊂ Lp, p ∈ [1,∞) in the weak topology
σ(Lp, Lq), 1/p+ 1/q = 1 coincides with its norm closure in Lp.
Lemma 2.2. For a subspace K ⊂ Lp, p ∈ [1,∞) and an element f ∈ Lq+,
1/p+ 1/q = 1 the following conditions are equivalent:
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(a) supX∈K1〈X, f〉 <∞, where K1 = {X ∈ K : ‖X
−‖p ≤ 1};
(b) there exists g ∈ Lq, satisfying the conditions
〈X, g〉 = 0, X ∈ K; g ≥ f. (2.1)
Proof. (b) =⇒ (a). If X ∈ K1 then
〈X, f〉 = 〈X, g〉+ 〈X, f − g〉 = −〈X, g − f〉 ≤ 〈X−, g − f〉 ≤ ‖g − f‖q.
(a) =⇒ (b). Put λ = supX∈K1〈X, f〉. If the assertion (b) is false then
(f + λU q+) ∩K
◦ = ∅, K◦ = {z ∈ Lq : 〈X, z〉 ≤ 0, X ∈ K}.
By applying the separation theorem ([1], Theorem 5.79) to the σ(Lq, Lp)-compact
set f + λU q+ and to the σ(L
q, Lp)-closed set K◦, we conclude that there exists
Y ∈ Lp such that
sup
z∈K◦
〈Y, z〉 < inf{〈Y, ζ〉 : ζ ∈ f + λU q+}.
Since K is a subspace it follows that 〈Y, z〉 = 0, z ∈ K◦ and Y ∈ K◦◦ = clpK by
the bipolar theorem ([1], Theorem 5.103), where clpK is the closure of K in the
norm topology of Lp. Moreover,
〈Y, f〉+ λ inf{〈Y, η〉 : η ∈ U q+} > 0. (2.2)
By Lemma 2.1 we have
inf{〈Y, η〉 : η ∈ U q+} = − sup{〈−Y, η〉 : η ∈ U
q
+} = −‖Y
−‖p. (2.3)
If Y − = 0 then 〈Y, f〉 > 0 and αY ∈ Lp+ ∩ clpK for any α > 0. Hence, the
functional X 7→ 〈X, f〉 is unbounded from above on the ray {αY : α > 0}, which
lies in the set
clpK1 ⊃ clp
(
{X : ‖X−‖p < 1} ∩K
)
⊃ {X : ‖X−‖p < 1} ∩ clpK.
Here we have used the elementary inclusion clp(A ∩B) ⊃ A ∩ clpB, which holds
true when the set A is open ([2], chap.1, §1, Proposition 5).
Thus, ‖Y −‖p > 0. It follows from (2.2), (2.3) that
〈Y/‖Y −‖p, f〉 > λ
in contradiction with the definition of λ since Y/‖Y −‖p ∈ K1. 
Lemma 2.2 implies that the conditions (i) and (ii) of Theorem 1.3 are equiva-
lent. Indeed, for the subspace (1.2) condition 〈X, g〉 = 0, X ∈ K means that
E[g(γ, ξ)] = E(γ,E(gξ|H )) = 0, γ ∈ L∞(H , Dξ). (2.4)
In turn, (2.4) is reduced to the equality E(gξ|H ) = 0: putting
γ = E(gξ|H )I{|E(gξ|H )|≤M} ∈ L
∞(H , Dξ)
and passing in (2.4) to the limit as M → ∞ we conclude that E(gξ|H ) = 0 by
the monotone convergence theorem.
The equivalence of the conditions (i) and (iii) for all p ∈ [1,∞] follows from
the equality vp = ‖s(a|Tp)‖q, which is proved in Lemma 2.4 below.
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Lemma 2.3. Let ξ ∈ L0(F ,Rd) and 0 ∈ ri (convκξ). If (γ, ξ) ≥ 0 a.s. for some
γ ∈ L0(H , Dξ), then γ = 0 a.s.
Proof. Put A = {γ 6= 0}. For any ω ∈ A there exists y ∈ κξ(ω) such that
(γ(ω), y) < 0 and hence
∫
(γ(ω), x)− Pξ(ω, dx) > 0. If P(A) > 0 then we obtain
the contradiction:
E(γ, ξ)− ≥ EE(IA(γ, ξ)
−|H ) = E
(
IA
∫
Rd
(γ(ω), x)− Pξ(ω, dx)
)
> 0. 
Lemma 1.1 together with the measurable maximum theorem (Lemma 1.2)
imply the existence of an element h∗p ∈ L
0(H , Tp) such that
s(a(ω)|Tp(ω)) = (h
∗
p(ω), a(ω)) a.s.
Lemma 2.4. Under the assumptions of Theorem 1.3 we have
vp = sup
γ
{E(γ, a) : ‖(γ, ξ)−‖p ≤ 1, γ ∈ L
∞(H , Dξ)} = ‖s(a|Tp)‖q, p ∈ [1,∞].
Proof. (a) The case 1 ≤ p < ∞. Put Up+(H ) = {g ∈ L
p
+(H ) : ‖g‖p ≤ 1}.
We have
Up+(F ) = {g ∈ L
p
+(F ) : E(E(g
p|H )) ≤ 1}
=
⋃
w∈Up
+
(H )
{g ∈ Lp+(F ) : (E(g
p|H ))1/p ≤ w}.
Consequently,
vp = sup
γ
{E(γ, a) : (γ, ξ)− ∈ Up+(F ), γ ∈ L
∞(H , Dξ)}
= sup
w∈Up
+
(H )
sup
γ
{E(γ, a) :
(
E([(γ, ξ)−]p|H )
)1/p
≤ w, γ ∈ L∞(H , Dξ)}
On the set {w = 0} we have the equality E([(γ, ξ)−]p|H ) = 0. Therefore,
E([(γI{w=0}, ξ)
−]p) = 0
and γI{w=0} = 0 by Lemma 2.3. Putting γ = wθ, where θ is an H -measurable
vector, we obtain
vp = sup
w∈Up
+
(H )
sup
θ
{Ew(θ, a) : E([(θI{w>0}, ξ)
−]p|H ) ≤ 1, wθ ∈ L∞(H , Dξ)}.
Since the values of θ on the set {w = 0} do not affect Ew(θ, a), by the definition
of Tp and the equality E([(θ, ξ)
−]p|H ) = ψpp(ω, θ(ω)) a.s., we get
vp = sup
w∈Up
+
(H )
sup
θ
{Ew(θ, a) : θ ∈ L0(H , Tp), wθ ∈ L
∞(H , Dξ)}.
But (θ, a) ≤ s(a|Tp) a.s. for θ ∈ L
0(H , Tp). This yields that
vp ≤ sup
w∈Up
+
(H )
E(s(a|Tp)w) = ‖s(a|Tp)‖q. (2.5)
We have used Lemma 2.1 in the last equality.
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To obtain the inequality, converse to (2.5), put θ = h∗pI{w|h∗p|≤M}, M > 0.
Clearly, wθ ∈ L∞(H , Dξ) and
vp ≥ sup
w∈Up+(H )
E[w(h∗p, a)I{w|h∗p|≤M}] = sup
w∈Up+(H )
E(s(a|Tp)wI{w|h∗p|≤M})
= ‖s(a|Tp)I{w|h∗p|≤M}‖q.
By the monotone convergence theorem it follows that vp ≥ ‖s(a|Tp)‖q.
(b) The case p =∞. It follows from
P((γ, ξ) ≥ −1) = EP({γ, ξ) ≥ −1}|H ) = EPξ(ω, {x : (γ(ω), x) ≥ −1})
that the condition ‖(γ, ξ)−‖∞ ≤ 1, meaning that P((γ, ξ) ≥ −1) = 1, can be
represented in the form Pξ(ω, {x : (γ, x) ≥ −1}) = 1 a.s. In other words,
γ(ω) ∈ −κ◦ξ (ω) a.s..
Since T∞ = (−κ
◦
ξ ) ∩Dξ this implies that
v∞ = sup
γ
{E(γ, a) : γ ∈ L∞(H , (−κ◦ξ ) ∩Dξ)} ≤ Es(a|T∞).
On the other hand, h∗∞I{|h∗∞|≤M} ∈ L
∞(H , (−κ◦ξ )∩Dξ) for all M > 0. There-
fore,
v∞ ≥ E((h
∗
∞, a)I{|h∗∞|≤M}) = E(s(a|T∞)I{|h∗∞|≤M})
and v∞ ≥ Es(a|T∞) by the monotone convergence theorem. 
3. Proof of Theorem 1 for p =∞
As we have already mentioned, Lemma 2.4 yields that conditions (i) and (iii)
of Theorem 1.3 are equivalent. Assume that (ii) is satisfied and put X = (γ, ξ),
γ ∈ L∞(H , Dξ). The implication (ii) =⇒ (i) is a consequence of the inequality
E(fX) = E(gX)− E((g − f)X) ≤ E(γ,E(gξ|H )) + E((g − f)X−)
≤ ‖g − f‖1‖X
−‖∞. (3.1)
Let us prove that (ii) follows from (iii). We look for g of the form g = f +
ϕ(ω, ξ(ω)), where ϕ ∈ L0+(H ⊗ B(R
d)). Firstly, the desired function ϕ should
satisfy (1.3):
E(ϕξ|H ) =
∫
ϕ(ω, x)xPξ(ω, dx) = −a(ω) a.s.
Secondly, the function ω 7→ ϕ(ω, ξ(ω)) should be P-integrable. We construct a
function ϕ with these properties in Lemma 3.3 after some preliminary work.
Lemma 3.1. Consider a probability measure Q on (Rd,B(Rd)) with the support
κ. If 0 ∈ ri (convκ) then for all y in the linear span D of κ the following equality
holds true:
w(y) := inf
{∫
ϕ(x)Q(dx) :
∫
ϕ(x)xQ(dx) = y, ϕ ∈ L∞+ (Q)
}
= µ(y|convκ).
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Proof. It is easy to check that the epigraph of w: epiw = {(y, α) ∈ D × R :
w(y) ≤ α} is a convex set (see [9], Lemma 2). Following the general scheme of
duality theory (see e.g. [9], [7]) let us find the conjugate function (Young-Fenchel
transform) of w:
w∗(λ) = sup
y∈D
{(y, λ)− w(y)}
= sup
ϕ,y
{(y, λ)−
∫
ϕ(x)Q(dx) :
∫
ϕ(x)xQ(dx) = y, ϕ ∈ L∞+ (Q)}
= sup
ϕ
{
∫
ϕ(x)((x, λ)− 1)Q(dx) : ϕ ∈ L∞+ (Q)} = δ(λ|κ
◦), λ ∈ D.
Here δ is the indicator function: δ(λ|κ◦) = 0, λ ∈ κ◦; δ(λ|κ◦) = +∞, λ 6∈ κ◦.
The Young-Fenchel transform of w∗ is of the form:
w∗∗(y) = sup
λ∈D
{(y, λ)− w∗(λ)} = s(y|κ◦) = µ(y|convκ), y ∈ D.
We claim that domw := {y ∈ D : w(y) < ∞} = D. Clearly, this is the case
iff the set A = {
∫
ϕ(x)xQ(dx) : ϕ ∈ L∞+ (Q)} coincides with D.
Assume that z ∈ D does not belong to the convex set A. Then there exists a
non-zero vector h ∈ D, separating A and z:(∫
ϕ(x)xQ(dx), h
)
=
∫
ϕ(x)(x, h)Q(dx) ≤ (z, h), ϕ ∈ L∞+ (Q).
Putting ϕ(x) = cI{(h,x)≥0}, where c ∈ R+, we conclude that the inequality
c
∫
(x, h)+ Q(dx) ≤ (z, h)
should hold true for all c > 0. Consequently (x, h)+ = 0 Q-a.s. Then (h, x) ≤ 0,
x ∈ κ and κ is contained in the subspace orthogonal to h, since 0 ∈ ri (convκ).
This means that the linear span of κ does not coincide with D, a contradiction.
Thus, domw = D, w is continuous on D and w = w∗∗ by the Fenchel-Moreau
theorem [7]. 
Lemma 3.2. There exists a function χ : [0, 1]×Rd 7→ R, measurable with respect
to B([0, 1]) ⊗ B(Rd) and possessing the following property: for any probability
measure Q on B(Rd) and for any B(Rd)-measurable real-valued function f there
exists r ∈ [0, 1] such that χ(r, x) = f(x) Q-a.s.
Lemma 3.2 is borrowed from the paper [5] (Theorem A.3).
Lemma 3.3. If ξ ∈ L1(F ,Rd), 0 ∈ ri (convκξ) a.s., a ∈ L
0(H , Dξ) and ν =
µ(−a|convκξ), then there exists a function ϕ ∈ L
0
+(H ⊗B(R
d)) such that∫
ϕ(ω, x)xPξ(ω, dx) = −a(ω) a.s.,∫
ϕ(ω, x)Pξ(ω, dx) ∈ [ν(ω), ν(ω) + ε(ω)] a.s.
for any H -measurable function ε > 0.
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Proof. Consider the trace H ′ = Ω′ ∩ H of the σ-algebra H on the set
Ω′ = {ω : 0 ∈ ri (convκ(ω))} ∈ H P. Let χ be some function, mentioned in
Lemma 3.2. We fix an H -measurable function ε > 0 and introduce the set-
valued mapping G : Ω′ 7→ [0, 1] by the formula
G(ω) = {y ∈ [0, 1] :
∫
χ(y, x)Pξ(ω, dx) ∈ [ν(ω), ν(ω) + ε(ω)],∫
χ(y, x)xPξ(ω, dx) = −a(ω),
∫
χ−(y, x)Pξ(ω, dx) = 0}.
Applying Lemma 3.1 to Q(dx) = Pξ(ω, dx) and Lemma 3.2, we conclude that
G(ω) 6= ∅ for all ω ∈ Ω′. The functions∫
χ−(y, x)Pξ(ω, dx),
∫
χ(y, x)Pξ(ω, dx),
∫
χ(y, x)xPξ(ω, dx),
depending on (ω, y), are measurable with respect to H ⊗ B([0, 1]): see [3],
Lemma 2.2(a). Hence,
grG = {(ω, y) ∈ Ω′ × [0, 1] : y ∈ G(ω)} ∈ H ′ ⊗B([0, 1])
and by Aumann’s measurable selection theorem there exists an H ′-measurable
function r : Ω′ 7→ [0, 1], satisfying the condition r(ω) ∈ G(ω) a.s. on Ω′
([1], Corollary 18.27). The function ϕ(ω, x) = χ(r̂(ω), x), where r̂ is an H -
measurable modification of r, has the desired properties. 
The end of the proof of Theorem 1.3. Let us prove that condition (iii)
implies (ii) (p =∞). According to the assumption,
s(a|T∞) = µ(−a|convκξ) ∈ L
1(H ), a = E(fξ|H ).
Let ε > 0 be some constant. Using the notation of Lemma 3.3, we put g(ω) =
f(ω) + ϕ(ω, ξ(ω)). The function g ≥ f is F -measurable, P-integrable since
E(ϕ ∧M) = EE(ϕ ∧M |H ) = E
∫
(ϕ(ω, x) ∧M)Pξ(ω, dx)
≤ Eµ(−a|convκξ) + ε, M > 0, (3.2)
and satisfies the equality (1.3):
E(gξ|H ) = a(ω) +
∫
ϕ(ω, x)xPξ(ω, dx) = 0 a.s. 
4. N-period model
We turn to N -period market model on a filtered probability space, presented
in the introductory section. In addition to the introduced notation denote by
Dn−1(ω) the linear span of κn−1(ω).
Our second main result is the following.
Theorem 4.1. If the process Sn ∈ L
∞(Fn,R
d), n = 0, . . . N satisfies the NA
property, then for an element f ∈ L1++(F ,P) the following conditions are equiv-
alent:
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(i) v := sup{E(fX) : ‖X−‖∞ ≤ 1, X ∈ K} <∞, where
K = {GγN : γn ∈ L
∞(Fn−1, Dn−1), n = 1, . . . , N};
(ii) there exist an equivalent to P martingale measure Q, whose density sat-
isfies the inequality dQ/dP ≥ cf with some constant c > 0;
(iii) the recurrence relation
βN = f,
βn = E(βn+1|Fn) + µ(−an|convκn), an = E(βn+1∆Sn+1|Fn)
specifies the P-integrable sequence (βn)
N
n=0.
Proof. (ii) =⇒ (i). This statement follows from an estimate, similar to (3.1).
(i) =⇒ (iii). Consider the process Xγ = 1 +Gγ:
Xγn+1 = X
γ
n + (γn+1,∆Sn+1), X
γ
0 = 1.
If the random variable βn ∈ L
0
+(Fn) is well-defined, put
un = sup
γ
{E(βnX
γ
n) : X
γ
k ≥ 0, γk ∈ L
∞(Fk−1, Dk−1), 1 ≤ k ≤ n}.
By virtue of assumption (i) we have
uN ≤ sup
γ
{E(βNX
γ
N) : X
γ
N ≥ 0, γk ∈ L
∞(Fk−1, Dk−1), 1 ≤ k ≤ n} = Ef+v <∞.
If um+1 < ∞ and the process γ satisfies the conditions of the definition of
um+1, then βm+1 ∈ L
1(Fm+1) and
E(βm+1X
γ
m+1) = E(X
γ
mE(βm+1|Fm)) + E(γm+1, am).
Consequently,
um+1 ≥ E(X
γ
mE(βm+1|Fm)) + tm+1, (4.1)
tm+1 = sup
γm+1
{E(γm+1, am) : X
γ
m+1 ≥ 0, γm+1 ∈ L
∞(Fm, Dm)}.
The condition Xγm+1 = X
γ
m + (γm+1,∆Sm+1) ≥ 0 a.s. can be rephrased as
(γm+1(ω), x) ≥ −X
γ
m(ω), x ∈ κm(ω) a.s.,
that is, γm+1 ∈ −X
γ
mκ
◦
m a.s. (see the proof of Lemma 2.4 for p = ∞). Here we
take into account that γm+1 = 0 a.s., if (γm+1,∆Sm+1) ≥ 0 and γm+1 ∈ Dm a.s.
(Lemma 2.3). Thus,
tm+1 = sup
γm+1
{E(γm+1, am) : γm+1 ∈ L
∞(Fm,−X
γ
mκ
◦
m)}.
The measurability of the set-valued mapping κ◦m with respect to Fm follows
from κ◦m(ω) =
⋂∞
i=1{h : (h, ηi(ω)) ≤ 1}, where (ηi)
∞
i=1 is a Castaing represen-
tation of κm and from Theorem 1M of [10], concerning the measurability of a
countable intersection. Owing to the compactness of κ◦m(ω) a.s., which follows
from 0 ∈ ri (convκm), by the measurable maximum theorem there exists an
element γ∗m+1 ∈ L
0(Fm,−X
γ
mκ
◦
m) such that
(γm+1, am) ≤ (γ
∗
m+1, am) = s(am| −X
γ
mκ
◦
m) = X
γ
mµ(−am|convκm).
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In particular, tm+1 ≤ E(γ
∗
m+1, am). On the other hand, by approximation of γ
∗
m+1
by the elements γ∗m+1I{|γ∗m+1|≤M} ∈ L
∞(Fm,−X
γ
mκ
◦), M →∞, we deduce that
E(γ∗m+1, am) = lim
M→∞
E(γ∗m+1I{|γ∗m+1|≤M}, am) ≤ tm+1
by the monotone convergence theorem.
By plugging the obtained value tm+1 = E [X
γ
mµ(−am|convκm)] in (4.1), we get
vm+1 ≥ E
((
E(βm+1|Fm) + µ(−am|convκm)
)
Xγm
)
= E(βmX
γ
m).
This inequality holds true under the assumption Xγk ≥ 0, γk ∈ L
∞(Fk−1, Dk−1),
k = 1, . . . , m. Hence, vm ≤ vm+1 <∞. By induction this implies (iii).
(iii) =⇒ (ii). Put νn = µ(−an|convκn). Recall that an ∈ L
0(Fn, Dn) (see
(1.4)). By Lemma 3.3 for any n = 1, . . . , N there exists a function ϕn ∈ L
0
+(Fn⊗
B(Rd)) such that ∫
ϕn(ω, x)xPn(ω, dx) = −an(ω) a.s., (4.2)∫
ϕn(ω, x)Pn(ω, dx) ∈ [νn(ω), νn(ω) + βn(ω)] a.s. (4.3)
Put ζn+1(ω) = ϕn(ω,∆Sn+1(ω)). The inequality
E(ζn+1 ∧M) = E
∫
(ϕn(ω, x) ∧M)Pn(ω, dx) ≤ E(νn + βn),
similar to (3.2), these functions are P-integrable. We can rewrite (4.2), (4.3) as
follows:
E(ζn+1∆Sn+1|Fn) = −an, E(ζn+1|Fn) = νn + εnβn, (4.4)
where εn is an Fn-measurable function, taking values in [0, 1]. Put zN = 1+ζN/f ,
zn =
1
1 + εn
(
1 +
ζn
βn
)
, n = 1, . . . , N − 1; Z = f
N∏
n=1
zn.
We claim that the random variable Z is integrable and
E(zn+1 . . . zNf |Fn) = βn(1 + εn), n = 0, . . .N − 1. (4.5)
By virtue of (4.4) and the definition of (βn)
N
n=0 we have
E(zNf |FN−1) = E(f |FN−1) + E(ζN |FN−1)
= E(βN |FN−1) + νN−1 + εN−1βN−1 = (1 + εN−1)βN−1.
Assume that the random variable zm+1 . . . zNf is integrable and (4.5) holds true
for n = m. Then
E(I{zm≤M}zmzm+1 . . . zNf) = E(I{zm≤M}zmβm(1 + εm)) ≤ E(βm + ζm).
Hence, zmzm+1 . . . zNf ∈ L
1(F ). Moreover,
E(zmzm+1 . . . zNf |Fm−1) = E(zmβm(1 + εm)|Fm−1) = E(βm + ζm|Fm−1)
= E(βm|Fm−1) + νm−1 + εm−1βm−1 = (1 + εm−1)βm−1.
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By induction (4.5) hold true for all n. In particular, Z ∈ L1(F ).
Consider a probability measure Q with the density dQ/dP = cZ, c = 1/EZ.
Evidently, dQ/dP ≥ 2−N+1cf . Let us check that Q is a martingale measure. Put
An−1 ∈ Fn−1. We have
1
c
EQ(IAn−1∆Sn) = E(E(Z|Fn)IAn−1∆Sn) = E(z1 . . . znβn(1 + εn)IAn−1∆Sn)
= E(z1 . . . zn−1IAn−1E((βn + ζn)∆Sn|Fn−1)) = 0
since E(ζn∆Sn|Fn−1) = −an−1 = −E(βn∆Sn|Fn−1). 
5. Examples
In example 5.1 we concretize the formulas of condition (iii) of Theorem 1.3 for
a scalar random variable ξ in the case of general probability space. In example
5.2 we consider a one-period model on a countable space.
Example 5.3 underlines the non-local character of the conditions of Theorem
4.1. Therein we construct a process (S0, S1, S2) with no martingale measure,
whose density is bounded from below by a positive constant, but, at the same
time, for each of the processes (S0, S1), (S1, S2) such a measure exists.
At last, example 5.4 shows that conditions (0.2), (0.3) need not be equivalent
for p = ∞ even if there exists z ∈ L1++, satisfying the condition E(Xz) = 0,
X ∈ K and the subspace K is generated by a countable collection of elements.
Example 5.1. Consider the case of scalar random variable ξ. We use the
notation of Theorem 1.3. Assume that ξ ∈ Lp(F ), 0 ∈ ri (convκξ) and f ∈
Lq+(F ), 1/p+ 1/q = 1, p ∈ [1,∞].
For q ∈ (1,∞] we have
ψp(ω, h) =
∫
[(hx)−]p Pξ(ω, dx) = (h
+)pE((ξ−)p|H )(ω) + (h−)pE((ξ+)p|H )(ω)
and condition (iii) shapes to
s(a|Tp) = sup
h
{E(fξ|H )h : ψp(ω, h) ≤ 1}
=
(E(fξ|H ))+
E((ξ−)p|H )1/p
+
(E(fξ|H ))−
E((ξ+)p|H )1/p
∈ Lq(H ). (5.1)
For q = 1, p = ∞ we have convκξ(ω) = [δ1(ω), δ2(ω)], 0 ∈ (δ1, δ2) a.s. By
virtue of Remark 1.7 condition (iii) becomes
µ(−a|[δ1, δ2]) =
(E(fξ|H ))+
|δ1|
+
(E(fξ|H ))−
δ2
∈ L1(H ). (5.2)
Example 5.2. Here we slightly generalize the model of [4] (Remark 6.5.2),
[12] (Example 2). Put Ω = N. Consider a countable partition (Aj0)
∞
j=1 of the set
Ω:
N =
∞⋃
j=1
Aj0, A
i
0 ∩ A
k
0 = ∅, i 6= k.
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Denote by H the σ-algebra, generated by this partition. Let
Aj0 = A
2j−1
1 ∪A
2j
1 , A
2j−1
1 ∩ A
2j
1 = ∅, j = 1, . . . ,∞
and consider the σ-algebra F generated by the sets (Aj1)
∞
j=1. Assume that
P(Aj1) > 0, j ∈ N and let ξ ∈ L
p(F ), 1 ≤ p ≤ ∞ be a random variable
with 0 ∈ ri (convκξ):
ξ(ω) > 0, ω ∈ A2j−11 , ξ(ω) < 0, ω ∈ A
2j
1 , j ∈ N.
Let f ∈ Lq+(F ), 1/p + 1/q = 1, p ∈ [0,∞]. For brevity, we put η
j = η(ω),
ω ∈ Aj1 for any F -measurable random variable η. Define the random variable ρ
by the formula
ρ(ω) =
∞∑
j=1
(
f 2j
∣∣∣∣ ξ2jξ2j−1
∣∣∣∣ P(A2j1 )
P(A2j−11 )
IA2j−1
1
(ω) + f 2j−1
∣∣∣∣ξ2j−1ξ2j
∣∣∣∣ P(A2j−11 )
P(A2j1 )
IA2j
1
(ω)
)
.
We claim that a necessary and sufficient condition for the existence of a random
variable g, satisfying conditions (ii) of Theorem 1.3, is the following:
ρ ∈ Lq(F ). (5.3)
We make use of conditions (5.1), (5.2), obtained in example 5.1. In our case
E(fξ|H )(ω) =
∞∑
j=1
f 2j−1ξ2j−1P(A2j−11 ) + f
2jξ2jP(A2j1 )
P(Aj0)
IAj
0
(ω),
(E(fξ|H ))+(ω) =
∞∑
j=1
|ξ2j|P(A2j1 )(ρ
2j − f 2j)+
P(Aj0)
IAj
0
(ω),
(E(fξ|H ))−(ω) =
∞∑
j=1
ξ2j−1P(A2j−11 )(f
2j−1 − ρ2j−1)−
P(Aj0)
IAj
0
(ω).
Let q = 1. Since [δ1, δ2] =
∑∞
j=1[ξ
2j , ξ2j−1]IAj
0
, condition (5.2) shapes to
Eµ(−a|[δ1, δ2]) =
∞∑
j=1
(
(ρ2j − f 2j)+P(A2j1 ) + (f
2j−1) − ρ2j−1)−P(A2j−11 )
)
= ‖(ρ− f)+‖1 <∞,
which is equivalent to (5.3), as long as f ∈ L1(F ).
For q ∈ (1,∞] we use (5.1). By virtue of the equalities
E((ξ−)p|H ) =
∞∑
j=1
|ξ2j|pP(A2j1 )
P(Aj0)
IAj
0
, E((ξ+)p|H ) =
∞∑
j=1
(ξ2j−1)pP(A2j−11 )
P(Aj0)
IAj
0
we get
s(a|Tp) =
∞∑
j=1
(ρ2j − f 2j)+P(A2j1 )
1−1/p + (f 2j−1 − ρ2j−1)−P(A2j−11 )
1−1/p
P(Aj0)
1−1/p
IAj
0
.
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For q ∈ (1,∞) condition (5.1) means that
‖s(a|Tp)‖
q
q =
∞∑
j=1
(
[(ρ2j − f 2j)+]qP(A2j1 ) + +[(f
2j−1 − ρ2j−1)−]qP(A2j−11 )
)
= ‖(ρ− f)+‖qq <∞,
and is reduced to (5.3). At last, condition s(a|T1) ∈ L
∞(H ) for f ∈ L∞(F ) is
equivalent to the boundedness of ρ.
Example 5.3. Put Ω = N and consider the filtration F0 ⊂ F1 ⊂ F2, where
the σ-algebra Fn is generated by the sets (A
j
n)
∞
j=1, n = 0, 1, 2,
Aj0 = {4j − 3, 4j − 2, 4j − 1, 4j}, A
j
1 = {2j − 1, 2j}, A
j
2 = {j}.
Define the probability measure P on F2 = F by P(A
2j−1
2 ) = P(A
2j
2 ) = 2
−j−1.
Note that
P(Aj1) = P(A
2j−1
2 ) + P(A
2j
2 ) = 2
−j,
P(Aj0) = P(A
2j−1
1 ) + P(A
2j
1 ) = 2
−2j+1 + 2−2j =
3
22j
.
We put
ξ1(ω) = ∆S1(ω) =
∞∑
j=1
(
IA2j−1
1
(ω)−
1
2j
IA2j
1
(ω)
)
,
ξ2(ω) = ∆S2(ω) =
∞∑
j=1
(
IA2j−1
2
(ω)−
1
2j/2
IA2j
2
(ω)
)
.
According to Example 5.2, for the existence of gn ∈ L
1(Fn), n = 1, 2, satisfying
the conditions
E(gnξn|Fn−1) = 0, gn ≥ 1,
it is necessary and sufficient that the functions
ρn(ω) =
∞∑
j=1
(
1
2j/n
P(A2jn )
P(A2j−1n )
IA2j−1n (ω) + 2
j/nP(A
2j−1
n )
P(A2jn )
IA2jn (ω)
)
, n = 1, 2
in the conditions of the form (5.3), are integrable. A simple calculation shows
that it is the case:
Eρ1 = E
∞∑
j=1
(
1
2j+1
IA2j−1
1
+ 2j+1IA2j
1
)
=
∞∑
j=1
(
1
23j
+
2
2j
)
<∞,
Eρ2 = E
∞∑
j=1
(
1
2j/2
IA2j−1
2
+ 2j/2IA2j
2
)
=
∞∑
j=1
(
1
23j/2+1
+
1
2j/2+1
)
<∞.
Nevertheless, as we shall see, in the two-period model under consideration,
there is no equivalent martingale measure Q with the density dQ/dP ≥ c > 0,
where c is some constant.
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Let ω ∈ Aj1. With the notation of Theorem 4.1 we have β2 = 1,
a1(ω) = E(ξ2|F1)(ω) =
E(ξ2IAj
1
)
P(Aj1)
=
P(A2j−12 )− 2
−j/2P(A2j2 )
P(Aj1)
=
1− 2−j/2
2
,
µ(−a1|convκ1)(ω) = inf{λ > 0 : −a1(ω) ∈ λ[−2
−j/2, 1]} = 2j/2a1(ω),
β1(ω) = 1 + µ(−a1|convκ1)(ω) = 1 + 2
j/2 (1− 2
−j/2)
2
=
2j/2 + 1
2
and Eβ1 =
∑∞
j=1(2
j/2 + 1)P(Aj1)/2 <∞.
Now assume that ω ∈ Aj0. Then
a0(ω)P(A
j
0) = E(β1ξ1|F0)(ω)P(A
j
0) = E(β1ξ1IAj
0
) =
2j−1/2 + 1
2
P(A2j−11 )
−
2j + 1
2
1
2j
P(A2j1 ) =
1
22j
(
2j−1/2 +
1
2
−
1
2j+1
)
In addition, a0(ω) > 0 and
µ(−a0|convκ0)(ω) = inf{λ > 0 : −a0(ω) ∈ λ[−2
−j, 1]} = 2ja0(ω).
This yields that
Eµ(−a0|convκ0) =
∞∑
j=1
2jaj0P(A
j
0) =∞, a
j
0 = a0(ω), ω ∈ A
j
0.
Therefore, β0 = E(β1|F0) + µ(−a0|convκ0) 6∈ L
1(F0).
This result shows also that
sup
γ
{EGγ2 : γn ∈ L
∞(Fn−1), n = 1, 2, G
γ
2 ≥ −1} =∞,
whereas
sup
γn
{E(γn, ξn) : γn ∈ L
∞(Fn−1), (γn, ξn) ≥ −1} <∞, n = 1, 2.
Let us present a strategy γn ∈ L
0(Fn−1), n = 1, 2, satisfying the conditions
EGγ2 =∞, G
γ
2 ≥ −1.
The strategy, constructed below, is ”aggressive” and consists in buying of the
maximal allowable amount of stocks in each step.
Put γ1(ω) =
∑∞
j=1 2
jIAj
0
. Then
Gγ1 =
∞∑
j=1
(
2jIA2j−1
1
− IA2j
1
)
≥ −1.
Since A2j−11 = A
4j−3
2 ∪A
4j−2
2 and
ξ2(ω) = 1, ω ∈ A
4j−3
2 , ξ2(ω) = −
1
2j−1/2
, ω ∈ A4j−22 ,
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we see that the portfolio γ2(ω) =
∑∞
j=1 2
j−1/2(2j + 1)IA2j−1
1
is admissible:
Gγ2 =
∞∑
j=1
(
2jIA2j−1
1
− IA2j
1
)
+
∞∑
j=1
(
2j−1/2(2j + 1)IA4j−3
2
− (2j + 1)IA4j−2
2
)
≥ −1
and EGγ2 =∞ as long as
P(A2j−11 ) = 2
−2j+1, P(A2j1 ) = 2
−2j , P(A4j−32 ) = P(A
4j−2
2 ) = 2
−2j.
Example 5.4. Let Ω = N, F0 = {∅,Ω} and let F be generated by one-point
subsets of N. We put Aj =
⋃∞
i=j{2i}, Bj = {4j + 1},
∆Sj1 = ξ
j = 2jIBj−1 − IAj , j ∈ N
and define the probability measure Q on F by Q{2j − 1} = Q{2j} = 2−j−1.
Clearly, Q is a martingale measure for S:
Q(Bj−1) = Q{2(2j − 1)− 1} =
1
22j
, Q(Aj) =
∞∑
i=j
1
2i+1
=
1
2j
EQξ
j = 2jQ(Bj−1)− Q(Aj) = 0.
Put B = ∪∞j=1Bj−1 and B
′ = Ω\(A1 ∪B) = ∪
∞
j=1{4j− 1}. The set Ω coincides
with the union of disjoint sets A1, B, B
′. We note that
Q(A1) =
1
2
, Q(B′) =
∞∑
j=1
Q{2(2j)− 1} =
∞∑
j=1
1
22j+1
=
1
6
and define an equivalent to Q ”market” measure P by
P(C) = EQ(ζIC), ζ =
∞∑
i=1
2i−1IBi−1 +
3
4
(IA1 + IB′), C ∈ F .
Let J be a finite subset of N . Putting in the inequality
Gγ(ω) :=
∑
j∈J
γjξj(ω) ≥ −1, ω ∈ N (5.4)
ω = 2m > max J and then ω = 4(m− 1) + 1, we get:∑
j∈J
γj ≤ 1, 2mγm ≥ −1.
As far as
EQ(ζξ
j) = EQ(2
2j−1IBj−1 −
3
4
IAj ) =
1
2
−
3
4
1
2j
,
for γ satisfying (5.4) we have
EGγ =
∑
j∈J
γjEQ(ζξ
j) =
1
2
∑
j∈J
γj −
3
4
∑
j∈J
γj2−j ≤
1
2
+
3
4
∞∑
j=1
1
22j
=
3
4
.
On the other hand, if g is the P-density of a martingale measure and g is
uniformly bounded from below by a constant c > 0, then
E(gξj) = 2jE(gIBj−1)− E(gIAj) = 0,
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E(gIAj) ≥ c2
jP(Bj−1) = c2
2j−1Q(Bj−1) =
c
2
,
in contradiction to the dominated convergence theorem, since limj→∞ IAj = 0
a.s.
Summing up, for the subspace K ⊂ L∞(F ), generated by the countable collec-
tion of elements (ξj)∞j=1, condition (0.3) is satisfied for f = 1, p =∞. Moreover,
there exists and element z = ζ−1 ∈ L1++(F ) such that 〈X, z〉 = E(Xz) = EQX =
0, X ∈ K. However, there is no element g, satisfying (0.2) for q = 1: a coun-
terexample to the assertion of Theorem 6.1 of [6].
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