Abstract. In this article I defend the thesis that modern computer science has a significant philosophical potential, which is expressed in a form of worldview, called here informational worldview (IVW). It includes such theses like: a) each being contains a certain informational content (which may be revealed by computer science concepts, such as code or algorithm), b) the mind is an information processing system (which should be modeled by means of data processing systems), c) cognition is a type of computation. These (pre)philosophical theses are accepted in many sciences (e.g. in cognitive science), and this is both an expression and strengthening of the IWV. After a general discussion of the relations between philosophy, particular sciences and the worldview, and then the presentation of the basic assumptions and theses of the IWV, I analyze a certain specification of thesis b) expressed in the statement that "the mind is the Turing machine". I distinguish three concepts of mind (static, variable and minimal) and explain how each of them is connected with the concept of the Turing machine.
Introduction
This article presents computer science as a domain important both in terms of worldview and philosophically. The central concept of the work, i.e. informational worldview, is a kind of conceptual "interface" between information sciences (in particular: computer science) and various branches of philosophy (in particular: philosophy of mind) 1 .
Initially speaking, it means a certain type of prephilosophical views that are scientifically grounded (mainly by computer science) and based on the assumption that computer science concepts such as data, code, algorithm or computability play a very important role in describing the world and human-world relations.
For example, within this view of the world, the human mind -something that enables the "activation" of the relationship between man and the world -is described as an information processing system, modeled partially by means of appropriate data processing systems.
The presented work consists of three parts. In the first part, which includes chapters 2 and 3, I discuss in general terms the relationship between philosophy, the worldview and the specific sciences, making them more concrete in relation to computer science. In the next chapter I clarify the idea of the informational worldview, placing it in a wider conceptual structure (including informational pre-awareness, informational awareness and informational philosophy), and then I explain computer science concepts that are key to this idea. In the last chapter I analyse in detail one of the theses of informational worldview -a thesis which is very close to philosophy and is summarized in the slogan that "the human mind is a Turing machine".
Particular sciences, philosophy and worldview

2.1.
In the vast majority of classifications of sciences, philosophy differs from particular sciences 2 , and is presented as the most general discipline. This distinction is justified by the fact that the key philosophical concepts include: being, cognition, time, space, matter or spirit; i.e., the most general ones, referring to the broadest possible classes of objects and being the basis for the most general theses. For example, the term "being" means all possible things, processes, properties, or relationships; and the claims of the theory of being, also called ontology, are to apply to all beings. A similar degree of generality is characteristic of the theory of knowledge (or epistemology), which examines the nature of all knowledge and all methods of obtaining and justifying it 3 . (See [1] , [26] ). The general nature of philosophical concepts gives them a character of scientific universality. This means that they occur in various (sometimes even: all) sciences, determining the majority of research undertaken within them. For example: the above 2 In this text, by particular sciences I will mean sciences with a clearly defined subject and method, exploring certain distinguished parts of reality (such as physics, chemistry, computer science, sociology, or algebra). 3 In order to give a picture of the general character of philosophical theses, it is worth to mention some of them, together with an indication of the area of philosophy to which they belong.
(1) The ontological principle of non-contradiction: It is not possible for an object, at a given moment, to possess any feature and to contradict it at the same time, or briefly every being is not contradictory. 
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P. Stacewicz mentioned concept of matter is assumed and specified in all natural sciences (which, after all, examine specific forms of matter); while the equally general concept of scientific law (precisely defined, inter alia, in the field of epistemology) permeates literally all fields of research in various variants. It is worth stressing that Immanuel Kant has opened the way for such an understanding of philosophy, noting that there are such universal ideas (as cause, space, or time), which cannot be derived from experience, but must still be used in the elaboration of empirical data 4 . Getting closer to the main thread of the work, it is worth stressing that information is an important universal concept nowadays, which is located on the border of philosophy and specific sciences. From the philosophical point of view, this concept reveals a certain universal component of being, related to the Aristotelian form (it is claimed, for example, that information is the third constitutive element of the world, apart from matter and energy [15] ). On the side of specific sciences, we have a number of specialist studies on specific forms of information, e.g. information contained in language utterances (this form is researched e.g. by linguistics and semiotics), or information processed using special types of machines (handled, among others, by computer science, electronics and automata theory).
2.2.
It is no exaggeration to say that in the Western civilisation, initiated by the philosophical inquiry of the ancient Greeks and built up thanks to the successes of science, both philosophy and specific sciences have a significant impact on individual and social worldviews. About philosophy it is claimed, that the main function of it is to satisfy the needs of the human worldview. This is how its role is defined, for example, by Władysław Tatarkiewicz, who writes in the first sentences of his three-volume "History of Philosophy" [27] :
"For as long as science has existed, efforts have been made to go beyond particular considerations, and include all that exists in one science; attempts have never been given up to build, along with specific sciences, one that would provide a worldview: this science has been and still is called philosophy 5 
".
While we remain within the circle of Polish philosophy, it must be said that such an attitude to philosophy and such a way of its practicing were the hallmarks of the LvovWarsaw School, close to Tatarkiewicz. It was repeatedly expressed by various representatives of the School, including its founder, Kazimierz Twardowski, and one of his most eminent disciples, Kazimierz Ajdukiewicz 6 . Paraphrasing the words of the first one, 4 Let us add that the signaled distinction between philosophy and detailed sciences does not contradict the fact that contemporary philosophy, like all sciences, is divided into a number of specialist branches, in which individual general concepts/objects are studied in depth, although still very abstractly. Thus, metaphysics is interested in being and time, epistemology in knowledge and truth, and axiology in value systems that give meaning to human action (and each of the three disciplines is further divided into more specific sections). 5 This quotation, as well as two subsequent ones (on this page and the next), are provided in author's translation of this article. 6 For example, K. Ajdukiewicz [Ajdukiewicz 2003 ] describes metaphysics (together with epistemology, which supports it) as the way to gaining a final view of the world. 
2.3.
Although from the above quotations and explanations there emerges a picture of worldview understood as something strongly intertwined with philosophy, both concepts should be distinguished. The most important difference between them is that the concept of the worldview (as opposed to philosophy) is psychological and, more broadly, social. In the first sense, it means a set of individual beliefs of a particular person in fundamental and vital issues (such as the nature of truth); in the second sense, it means a certain type of sociallygrounded individual worldview which, as a conceptual pattern, can shape the beliefs of particular people. In the latter sense, one speaks of a certain type of worldview, e.g. Christian, romantic, rationalistic, scientistic or mechanistic.
Socially well-established worldviews often play the role of a "philosophical leaven", a leaven that can be developed through the systematic work of scholars into mature concepts and theories. This is how Witold Marciszewski [18, p. 219 
2.4.
Summarizing the above considerations, we can state that the relation between the worldview and philosophy is two-way and consists in mutual interactions. On the one hand, philosophical systems originate and develop thanks to spontaneously emerging worldviews, and on the other hand, philosophy provides concepts and theories that allow to satisfy people's worldview needs.
In accordance with point 2.1, these characteristics should be enhanced by the reference of interrelated areas of philosophy and worldview to particular sciences. This reference again takes the form of interaction, although this time it is about interaction at the "external" level, interaction with philosophy and with the worldview (or more precisely with their relations). At this new level, certain general (pre)philosophical concepts are gradually being defined, sometimes even formalised, and, secondly, certain philosophical insights (such as the Aristotelian concept of form) are permeating the sciences in a revitalising way. The following remark by Kazimierz Twardowski [30] accurately captures this account:
…some reciprocity is thus created: particular sciences draw on some ideas, notions and thesis from metaphysical systems, and metaphysical systems receive these ideas, notions and theses back from those sciences in a scientified form".
Within the framework of so outlined field of interaction it can be stated that in certain times certain sciences respond particularly well to current civilisation challenges and that they shape social views of the world in the strongest possible way (and thus: they foster the emergence of new types of philosophies). Nowadays, computer science is one of such sciences.
Computer science and worldview
But is computer science really the one among the particular sciences that has the strongest influence on the worldview attitudes (and more broadly: philosophical views) of contemporary man? In this chapter, I will briefly outline a few arguments for an possitive answer.
3.1.
First of all, IT tools -both theoretical and practical -are used in a wide number of particular sciences, and their typical applications range from "simple" automation of calculations, through digital modelling and simulation of various phenomena, to attempts at creating new hypotheses by machines, which are not far from creativity. In short, the vast majority of specific disciplines successfully use some or other IT solutions.
The methodological fact that theoretical computer science is a formal science, whose formal objects, such as algorithms or data structures, can be interpreted in different problem areas, i.e. from the point of view of different sciences, harmonizes with the above argument. For philosophical reasons, two interpretations seem to be particularly important: a) cognitive -concerning human cognitive activities, and b) ontological -concerning the nature of being.
The first one owes the most to research on artificial intelligence [20] , which provides effective methods and tools for modelling mental activities. For example, artificial neural networks model this kind of brain activity, which determines perception and learning. The second interpretation refers to more fundamental research (see [4] , [9] , [31] ), and its core is the assumption that each being contains some informational content, which can be described -even roughly -by means of such notions as digital code, control code or algorithm. For example, if one takes Aristotle's hylemorphism as the right one, then the form that co-creates each being can be understood as a appropriately coded algorithm [28] .
From the above, it is concluded that contemporary computer science has the status of a fundamental science, which determines research in other disciplines, including those that concern the mind and/or the essence of the reality.
3.2.
Moving from methodological to social issues, it has to be stated that IT-based products -such as digital computers, tablets, smartphones, the Internet, social networking 31 From Computer Science to the Informational Worldview ... sites and millions of specialised applications -have a strong impact on people's social behaviour in terms of their lifestyles, how they communicate with others, their professional preferences and so on. As consequences of this vast range of these interactions sociologists more and more often define contemporary society as "information society" or "computerized society" [2] , [11] . A philosophical aspect of this new cultural formation is the tendency to describe the world in terms of information.
In the social context, one more point is worth highlighting. Namely, computer science applications consist in an algorithmic solving of problems, while many such problems that are civilisational challenges for human beings. What is important, however, is that computer science not only helps to overcome certain difficulties, but also provides some theoretical results regarding the scope of possible algorithmicization. It turns out, for example, that not all problems -even if they are precisely defined -can be solved by means of algorithms. In other words, even a limited knowledge of the basics of computer science allows us to gain a socially important awareness of the limitations of certain methods of problem solving (perhaps even of any methods that are available to the human mind).
Summarizing the above arguments, contemporary computer science: a) is fundamental for other sciences, b) deals with information, c) provides a specific insight into the information content of being, d) allows to model the mind, and e) provides important social applications; and for all these reasons has a very strong impact on the awareness of the contemporary man 7 . We can even say more, that this impact goes beyond awareness itself, leading to an overall view of the world based on information technology concepts. We will further call this overall view 'informational worldview'.
Informational worldview and related concepts
The overall view of the world, which refers in a significant way to computer science, is called here the informational worldview (abbreviated as: IWV). Expanding slightly the characteristics given in the introduction, we can say that it is a certain type of prephilosophical views (in other words: protophilosophical one), which responds to the worldview needs of the contemporary man (living in an information society), concern the mind, the world and knowledge, and in the conceptual layer involve computer science concepts (such as code, algorithm or computability).
4.1.
The concept outlined above (IWV) takes on a full meaning within a broader conceptual structure, which also includes: informational pre-awareness, informational awareness, and informational philosophy of the future, referred here to as informatism (see [18] , [22] ). The sequence given is not accidental, because it reflects, firstly, a certain chronology of events (how certain phenomena have been and will be occurring in social reality), and secondly, certain psychological dependencies (how the individual mind is developing more and more extensive and mature forms of informational awareness).
The first element of the proposed structure, i.e. informational pre-awareness, is the early form of the IWV, characteristic of the pre-computer age, expressed in the conviction that both information and various techniques of its processing are extremely important for a human being. At the root of this belief is a rational attitude (rationalism) typical for Western culture, which considers the primary obligation of man to seek knowledge, i.e. information that is maximally well justified. A practical expression of this attitude (and of the awareness intertwined with it) are breakthrough inventions for our civilization, such as: writing, numerical systems, logic, libraries, calculating devices, or printing. All of them are used to record, process and transfer various forms of information. For example, logic is used to process information truthfully and numerical systems allow digital coding of information.
The next element of the discussed structure, the informational awareness, could emerge from the "pre-aware" state as late as in the middle of the 20th century, with the spread of the information category in science and technology. The breakthrough event that triggered the information revolution was the invention of a universal information processing machine, i.e. a digital computer 8 . At present, two types of informational awareness should be distinguished: a) technological awareness -reflected in the ability to use various devices for data processing (including: computers), and at a deeper level, in the knowledge of theoretical basis for their operation, and b) prephilosophical awareness -going beyond technology, towards the philosophical belief that informational concepts apply not only to artifacts, but also to the human mind, social structures or biological reality.
The way to the informational worldview is opened by the awareness of the second type. It is thanks to it that such broad theses can be put forward as this, that the deepest basis of all kinds of phenomena are some computations (implemented on a specific type of code, e.g. digital), or that the human mind is in the elementary mathematical sense reducible to a Turing machine. Such theses are undoubtedly present in contemporary philosophy, they also have a powerful mathematical and computer science base, however, they do not yet form a comprehensive coherent system which could be described as a mature informational philosophy. Such a philosophy, which we could call informatism (forming the term and the concept by analogy to mechanicism) should be considered a far-reaching project, which currently has the status of an expanded vision of the world (see [18] , [13] , [8] ).
4.2.
The theoretical basis of the informational worldview is constituted by computer science concepts, which in their source form, before their wider interpretation, concern certain computational techniques. The following concepts 9 are particularly important for the IVW: From Computer Science to the Informational Worldview ... h) computability and uncomputability -the property of a problem which consists in the fact that in a given model of computation there exists an effective algorithm for solving this problem (a computable problem) or there is no such an effective algorithm (an uncomputable problem); i) computational power of the model -the range of problems that can be resolved in a given model of computation.
A worldview interpretation of the presented concepts (as well as of related or derived from them) consists in their relation to man and the world. Therefore, it consists in giving them new meanings, which, however, have a very strong connection with the primary meanings (e.g. when interpreting an data processing system as a partial model of the mind, we refer to the purely computer-based properties of this system).
These new meanings constitute a kind of an informational picture of the world (outlook on the world), and going further, not only a picture, but a set of justified beliefs about its elements (worldview) 10 . The difference indicated in the last sentence is extremely important because it shows that simply perceiving the world in terms of information technology does 10 In two other texts, I discuss in detail the difference between the worldview and the outlook on the world. See [23] , [24] .
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P. Stacewicz not automatically lead to a worldview. For the latter to exist, questions are needed which, on the one hand, are a result of reflection on the world in terms of computer science and, on the other hand, lead to conclusions that shape a particular worldview (and not only an outlook). An example of such a view is the optimistic conviction that every problem that cannot be solved at a given stage of human cognition can become, as a result of the development of computational techniques and the concepts behind them, solvable (computable). Such a position is presented, for example, by Witold Marciszewski [16] , who indicated as its precursors David Hilbert and Kurt Gӧdel. Bearing in mind the indicated difference between the outlook and worldview, we can provide several theses characteristic for the informational outlook on the world -theses that are the starting point for further worldview decisions. We will write them down in a form as brief as possible, even metaphorical, indicating the areas in which they are most intensively used and developed:
T1: world as a result of computations (thesis accepted by some physicists, originating from G.W. Leibniz; see [16] ); T2: mind as an information processing system (which is taken as a starting point by, among others, cognitive scientists; see [19] );
T3: cognition as a computation (which is a concretisation of the thesis T3; see [19])
T4: organism as a kind of automaton and its developmental pattern 11 as a code (which corresponds to the practice of geneticists dealing with, inter alia, the DNA code) 12 .
4.3.
Because of the further part of this work, I will briefly develop the contents of the T2 thesis (the mind as an information processing system), revealing interpretations of the above mentioned IT concepts that are important for it. These interpretations become sensible in the context of the mind-modelling strategy using computational systems (such as rule-based or connectionist systems) that is typical for IWV [21] .
Within this strategy, it is assumed that the content of the mind (what the mind processes) is a kind of code which has numerical representation at the elementary mathematical level of description (e.g. digital codes are represented by natural numbers and analogue codes by real numbers). It is also assumed that the activity of the mind is some sort of processing of data -a computing that falls under a specific model of computation (e.g. digital). In the context of this model, it makes sense to formulate a hypothesis that the limitations of the 11 When we use the term "developmental pattern", we mean the fact that each organism (belonging to a certain species) has its own developmental cycle (e.g. from the embryo to a mature individual), which is physically coded in a specific way inside the organism (e.g. in the form of a DNA code). 12 Note that the above formulations define a certain way of seeing the world: we perceive something as ... e.g. the mind as a system that processes information. At the same time, this way of viewing causes that a certain computer science concept, standing on the right side of the word "as", acquires a new, non-technological meaning. For example, computation is interpreted as cognition (T4).
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From Computer Science to the Informational Worldview ... model, i.e. its inherent uncomputable problems, set the limits of human cognition; in other words, that the computational power of the model matches the cognitive power of the mind.
To sum up, it must be said that by adopting thesis no. 2, we obtain a general informational view (image) of the mind, on the basis of which we can ask questions that lead to some kind of worldview. Among them are the following two: (p1) what kind of code (e.g. digital, analogue, or perhaps another) describes the content of the mind, (p2) is the essence of the mind algorithmic, and if so, does it affect the cognitive limitations of the mind?
Philosophical potential of the concept of the Turing machine
In the last chapter of this paper I will elaborate further on the thesis that compares the mind to an information processing system, but this time I will refer specifically to Turing's model of computation. I will consider the following issue: "In what sense can the human mind be compared to the Turing machine?" or shorter, "What does it mean that the mind is a Turing machine?" 13 . The presented analyses will be a partial justification of the thesis that the informational worldview paves the way for the informational philosophy, i.e. it allows to pose and analyze initially important philosophical issues.
5.1.
Historically, the concept of the Turing machine that we are interested in here was introduced to the science by the English mathematician, Alan Turing [29] , who used it to define precisely (mathematically) what should be understood by algorithm, i.e. the procedure of mechanical processing of symbolic data into symbolic results 14 . Although Turing's idea is called a machine, i.e. something physical, in fact it combines two meanings: hardware (physical) and software (logical).
According to the first meaning the Turing machine is a physical device equipped with a potentially infinite tape divided into cells, a head for reading/writing symbolic data (encoded in a specific alphabet) and a physically executed (e.g. mechanically or electronically) instruction table controlling the movements of the head. This device operates on the basis of the program contained in the instruction table, each instruction having the form of a conditional statement: if (the current state of the machine is x and the head reads the symbol s), then (change the state to y, change the symbol to p and move the head one cell to the right or left). Following the instructions, the machine changes the content of the tape until it stops in the final state and leaves a sequence of symbols on the tape which is the encoded result of the task assigned to it. The most important thing, however, is that the Turing machine, understood in hardware terms, can actually do all this, similarly to actual digital computers [9] .
Since the key element of the mechanism described is the instruction table or program, the Turing machine is more often located in the area of programming theory, and this leads us to the second of the meanings mentioned above. In the latter sense, Turing's construction is a theoretical idea which shows what mechanical data processing is all about, i.e. what algorithmic operation consists in. According to this idea, data must be unambiguously encoded and then undergo strictly defined transformations, described one after the other, without any gaps in the machine program. In such an approach the physical construction of the machine does not matter much; it is important that the operation of the machine is somehow correlated with its program (and Turing simply provided some extremely simple and rather theoretical scheme of such correlation).
At this point, we need to clarify one more point, which is crucial from the point of view of an abstract theory of computation. Alan Turing actually developed two types of machines. Firstly, they were specific machines -equipped with specific programs for performing specific tasks (e.g. adding numbers). Secondly, these were universal machinesequipped with special programs for simulating the operation of any specific machines [29] . And what is very important: although the machines of the second type can be defined or designed in different ways (it depends on the number of their elementary internal states), because they are all identical in terms of simulation capabilities, they are replaced (in the mathematical sphere of abstraction) by a collective concept of the one universal Turing machine (in abbreviation: UTM).
If one thinks about the UTM machine as a device that actually works, it operates in the following way. On its tape a encoded description of a specific M machine (strictly speaking: the program that defines it) and the input data of the M machine are entered. Then the UTM machine reads alternately: once the input data of the M machine, once its instruction table (this is what controls its universal program) and depending on the current instructions it writes on the tape the appropriate symbols. As these are the same symbols that would appear on the tape of the automat M, about the UTM machine it has to be stated that it simulates the operation of the automaton M, the program of which was supplied to it. And what is extremely important: it can imitate any specific machine in the same way.
5.2.
But why are the above concepts so important for modern computer science, especially those branches that focus on digital computer applications? The answer may seem surprising, but from a mathematical point of view it is true. The Turing machines are equivalent to digital computers 15 [9] . From Computer Science to the Informational Worldview ...
From the programming point of view, this fact can be expressed as follows: every program for a digital machine, regardless of its complexity and hardware requirements as to the speed of the processor, can be properly coded and executed by a device as simple as described by Alan Turing. In other words, the digital computers and the Turing machines are equivalent to each other in terms of the range of tasks that can be carried out, and this is because every program for a digital machine can be translated into a set of instructions for a Turing machine. However, with a fairly obvious reservation: although the scope of the problems to be solved is the same in both cases, the pace of implementation of the programmes (as well as their clearness) must be different in each case (and the progress in digital data processing technologies still serves the purpose of increasing this pace).
Let us return, however, to the Turing distinction between specialized and universal machines. In its light the above thesis about equivalency of Turing machines and digital computers is "splitting". Firstly, a specific TM machine is equivalent to a computer running a specific program (e.g. a program for summing up numbers); secondly, the universal UTM machine is equivalent to a computer, not equipped with specialized software, but prepared to run various possible programs.
To sum up, the universal Turing machine (UTM) is an abstract model of operation of programmable digital computers, what should be understood as a claim that each program for a digital machine can be coded in a form feasible for a specific TM machine, and thus for a UTM machine as well 16 .
5.3.
Having explained the computer science concept of the Turing machine, we can proceed to an interpretation of the thesis according to which the mind is in a crucial sense similar to such a machine. In view of the equivalence between Turing machines and digital computers discussed above, this thesis, expressed in less technical terms, shows a similarity of mind to a digital computer 17 . But what does this mean specifically? And how do the components of a computer (e.g. a digital one) relate to the structure of the mind?
The overall correspondences seem obvious. Firstly, the biological basis of the mind, means the brain (which is also a mental subsystem), has its counterpart on the side of the physical component of the computer (hardware). Secondly, the informational content of the mind that is a kind of mental software forces the brain to operate in one way or another, finds its computer counterpart on the side of computer software.
And having translated these relations into the language of Turing machines, the following would have to be said. The biological part of the mind, that is, the brain, corresponds to the physical equipment of the Turing machine (tape, head, etc.), while the 16 It should be noted that the opposite is also true: any program that a universal Turing machine can execute using the finite part of its tape is also feasible for a certain digital machine. On the other hand, a program that is not executable for UTM is also not executable for any digital computer [9] . 17 Generally speaking, the thesis about the similarity of the mind to the computer is expressed in the fact that: 1) the mind, like a computer, processes the information it receives (visual, sound, etc.), and 2) just as the computer controls (if necessary) the physical activities of the device it is linked to, i.e. the body. See [10] , [12] .
38
P. Stacewicz mental software of the brain corresponds to the instruction table of the machine. It is not claimed that the mind is a Turing machine in the literal sense (means that actually exist a brain head or a set of mental instructions that control this head). It is said ONLY that there are the above correspondences. But also SO MUCH that the computational power of the human mind, i.e. the range of problems it can solve, is the same as that of the Turing machines (collectively represented by the UTM universal machine). The last sentence is very important because it reveals the essential sense of the procedure of bringing digital computers and human minds down to the level of an extremely simple machine, controlled by extremely simple instructions. The point is to simplify the analysis. It turns out that by analyzing such a simple construction 18 as a Turing machine it is relatively easy to determine the limits of the mind's possibilities compared to a digital computer. In particular, limitative theorems known from the theory of computation [6] concerning the existence of uncomputable problems can be used to determine these limits. Let us recall that one of them is the halting problem of Turing machines, and the other is the problem of resolvability of diophantic equations.
5.4.
The conclusion of point 5.3, expressed in one sentence, is as follows: "When comparing the mind to the Turing machine, one refers to the hypothesis that the cognitive power of the mind, so the range of problems it can solve, is identical to the computing power of digital computers, which in terms of this power are equivalent to the Turing machines".
However, despite such a precisely drafted conclusion, the key question remains. How should we treat the mind that is concerned by this hypothesis? Due to the ambiguity of the concept of the Turing machine, as well as the characteristics of the mind, three possibilities arise [18] .
Firstly, the individual mind can be treated as a time variable object, which in subsequent periods T has a different information content, and thus exhibits different possibilities. This is what everyday observation leads to -after all, we ourselves, undoubted mind holders, are constantly developing, learning, gaining new experiences and, as a result, the content of our minds, if not improving, is at least changing. Because of these changesthe changes that occur with the elapse of time T -we propose to call the variable mind a "Tmind". Expressing its essence in computer terms, we could say that the T-mind is a computer that has access to different programs at different times; the open question is whether these programs are provided from outside or whether the mind creates them and activates them itself (importantly, that at different times the mind has different sets of programs at its disposal).
Secondly, however, the mind can be understood as a certain unchangeable whole, which seems to be only changing, but actually contains a full, once and for all defined, algorithm of action. This algorithm is so complex (or so: its code is such a huge number) that it is impossible to unravel all its complexities and to determine with certainty how this algorithm would work in all circumstances. In fact, however, the algorithmic scheme is strictly defined and the mind is strictly deterministic. (It seems that this is how Leibniz perceived the mind, describing it as a closed, once and for all defined, monad [14] ). Therefore, it would be some unchangeable, static superstructure, controlling the organism in a total way -hence its proposed name: "S-mind"; with the letter S, which is to emphasize the assumed the assumed static nature of the mind. Returning to computer stylistics, one would have to say that the S-mind resembles a supercomputer equipped with extremely sophisticated software, covering billions of ready-made procedures intended for all possible situations (possibly: if some of these procedures are not ready directly, then the "mental software" can generate them reliably using certain well-defined schemes of selfimprovement, i.e. learning).
Thus, we obtain two extremely different interpretations of the mental domain: on the one hand, a variable and probably undeterministic T-mind, and on the other hand, a constant and probably deterministic S-mind. Somewhere between them, or rather within them, there is a third possibility, namely the mind reduced to the minimum of algorithms that allow it to complete any other algorithmic procedure. Let's call this possibility a "minimum mind", which can be shortened to a "M-mind". The question is, of course, whether the last concept has any sensible meaning, and therefore whether psychologists are considering any equivalent of the M-mind. The answer seems to be immediate. The mental minimum would be the same as a certain innate knowledge, thanks to which all people develop in a similar way, reason similarly and act in a similar way, doing different things automatically.
The careful reader of the text probably noticed the similarity between the M-mind that contains innate knowledge, and the universal Turing machine (UTM). Let us remind that UTM is able to simulate each specific Turing machine, thanks to a program that is used to read and execute codes of all other machines (codes treated as input data of UTM). Similarly, the minimal M-mind is able to interpret and execute appropriately every algorithmic procedure provided to it (independently of where this procedure comes from).
And so we returned to the concept of the Turing machine, which is the thematic axis of this chapter. With this concept in mind, let us explain synthetically what a thesis equating the mind with the Turing machine means in the light of three different interpretations of the mind (hypothetical interpretations).
Let us list:
(1) the variable T-mind has to be compared to a series of specific Turing machines (partial machines if one considers all the problems that can be solved by Turing machines); (2) the invariable S-mind can be compared to a specific Turing super-machine (a machine whose program allows to solve all the problems available to a given mind; obviously, that this program must be extremely complex and large).
(3) the minimal M-mind can be compared to the universal Turing machine UTM (i.e. a machine capable of simulating each specific machine, provided that the UTM receives its program).
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