Abstract. We address the problem of Blind Source Separation (BSS) in the context of instantaneous (memoryless) linear mixtures, where the unknown mixing coefficients are time varying, changing periodically in time. Such a mixing model is realistic, e.g., when considering a biological or physiological system where the mixing coefficients are affected by periodic processes like breathing, heart-beating etc. Assuming stationary sources with distinct spectra, we rely on second-order statistics (SOS) and offer an expansion of the classical Second Order Blind Identification (SOBI) algorithm, accommodating the periodic variation model. The proposed algorithm consists of estimating several types of correlation matrices related to the time-varying SOS of the observations, followed by applying generalized joint diagonalization, which leads to estimates of the parameters of the periodic mixing. These estimated parameters are used in turn to apply a time-varying unmixing operation, recovering the desired sources. In its basic form (as presented in here), the algorithm requires prior knowledge (or a good estimate) of the cyclic period. We demonstrate the performance improvement over SOBI in simulation.
Introduction
In quite a few Blind Source Separation (BSS) applications the classical assumption of static (i.e., time-invariant) mixing coefficients seems implausible. Often, the mixing medium undergoes some modifying processes during the observation interval, possibly causing slight variations in the mixing coefficients. Nevertheless, the case of time-varying mixtures has not been studied as extensively in the BSS community. It is common practice to rely of the adaptive nature of some sequential learning algorithms to track possible time-variations in the mixturesee, e.g., [1] . Yet another possible approach is to parameterize the time variation and try to estimate the associated variation parameters from the data, to be used, in turn, for constructing the time-varying separation. Such an approach was taken, e.g., in [2] , where the time variations were modeled as linear in time.
In some bio-medical and other applications, such as in the case of multi-lead Electrocardiogram (EEG) (e.g., [3] , [4] ), it may be more reasonable to assume periodic variation of the mixing coefficients, as the medium (the human body) may be affected by the periodic breathing mechanism throughout the measurement interval.
The concept of periodic modeling of the mixtures' time-variations can be applied to various source models, thereby enhancing classical BSS algorithms based on respective properties of the sources. In this work we chose to concentrate on Second-Order Statistics (SOS), enhancing the well-known Second Order Blind Identification (SOBI) algorithm (Belouchrani et al., [5] ). The resulting algorithm may thus be applied to any wide-sense stationary (WSS) source signals, as long as they are mutually uncorrelated and have non-similar spectra (i.e., no source is allowed to have a spectrum which is a scaled version of another source's spectrum).
problem formulation
We consider M zero-mean WSS mutually uncorrelated source signals with unknown (but distinct) spectra, denoted by
T . The most general representation of a square instantaneous time-varying (and noiseless) mixture model would be
where
T are the M observations (at time-instant n). Assuming that each element of A[n] varies periodically in time (with known 1 angular frequency ω), the most general expression for each element A ij [n] of A[n] would be (for i, j = 1, 2, ..., M ):
where {A
are the unknown amplitudes and phases of the different harmonics. Note further, that using some trivial transformations, (2) can be written in matrix form as
where A 0 is the "mean" constant matrix, I denotes the M × M identity matrix and {E
are the relative coefficients matrices of the quadrature components of the respective harmonics.
In order to simplify the discussion, we shall assume later that all the coefficients in the relative coefficients matrices have "small" absolute values (relative to 1). Further, we shall now assume that all relative coefficients pertaining to second and higher harmonics are negligible, thereby reducing the discussion to a first-order Fourier approximation of the periodic variations. Hence, for notational convenience we shall, from now on, denote the remaining E simply as E c and E s (respectively).
To conclude, the mixing model is given by:
where x[n], n = 1, 2, ..., N are the observed mixtures, from which it is desired to recover the sources s[n], possibly via estimation of A 0 , E c and E s .
Derivation of the algorithms
We begin by evaluating the SOS of x[n]. It should be noted that despite the stationarity of the sources, the observations are obviously nonstationary, due to the time-varying nature of the mixture. First we establish the following:
are the source signal's diagonal autocorrelation matrices at lag ℓ. For additional convenience we shall also denote
. We assume that the correlation span of the sources is small relative to the variation period of the mixing, hence for all values of ℓ to be considered we may assume that cos(ωℓ) ≈ 1 and sin(ωℓ) ≈ 0. We therefore have cos(ω(n+l)) ≈ cos(ωn) and sin(ω(n + l)) ≈ sin(ωn), leading to
Recalling that E c and E s are small (and both cos(ωn) and sin(ωn) are bounded), we now make some further approximation by neglecting all terms that are quadratic in either of these two matrices, namely we neglect the last three terms in (6) , resulting in
We now wish to estimate the unknown matrices R (0)
To this end, note that the (i, j)-th element of R ℓ [n], which is the expected value of the product x i [n + ℓ]x j [n], can be regarded as a "noisy" measurement thereof (with zero-mean noise). We can therefore arrange these samples in the following manner, applying the model specified by (8) casted as a linear least squares model in the unknown parameters:
. . .
where θ(ℓ, i, j) denotes the unknown parameters, namely the (i, j)-th elements of the three matrices R ℓ , and therefore needs to be estimated for each 1 ≤ i, j ≤ M and for all desired lags, say 0 ≤ ℓ ≤ L, where L is some maximum lag to be used. It is also assumed implicitly in (10), that N + L samples are actually available, so that end effects are mitigated at the cost of not exploiting all the available samples for the shorter lags. Assuming L << N , the associated loss is quite negligible.
The Least Squares (LS) estimate is then given bŷ
where the elements of the matrix H T H are given by the respective sums, and can be approximated by the associated integrals (assuming 1 ≪ 2π ω ) as indicated in Table 1 . Once the parameters vector θ(ℓ, i, j) is estimated for each i, j and ℓ, the results can be plugged into the respective estimated matrices, obtaininĝ
ℓ . Note that while the true matrices R ), p = 0, c, s. Using these estimated matrices, we now proceed to obtain estimates of the unknown mixing parameters A 0 , E c and E s . Recalling the relations (7), (9a), (9b) between A, E c , E s and the matrices R ℓ , several approaches can be taken in extracting estimates of A , E c and E s from the estimates of the correlation matrices, essentially by trying to attain the closest match when plugged into (7), (9a), (9b). To this end, we choose to employ the same sub-optimal (but computationally more simple) approach as in [2] , i.e., attempting to match each term separately.
The first terms to be matched in the LS sense would be {R 
which is exactly the static SOBI term, leading to a standard joint diagonalization approach. Note, however, thatR (0) ℓ as obtained from (11) is (in general) not necessarily a positive definite matrix, which in turn implies that the standard whitening phase in SOBI may yield a complex whitening matrix. To mitigate this, we may use a non-orthogonal joint diagonalization algorithm such as [6] , yieldingÂ 0 andΛ ℓ , ℓ = 0, 1, 2, ..., L.
LS matching of {R
requires the following minimization:
Fortunately, the minimization criterion (13) is quadratic in E p , and can therefore be minimized as follows. Denoting by ε i the columns of E 
Denoting by vec(•) the operation of concatenating the columns of the argument M × M matrix into one M 2 × 1 column, and denoting ε p
where I denotes the M × M identity matrix and ⊗ denotes Kronecker's product. Consequently, the linear LS minimization problems (13) can be restated as
(where H 1 and H 2 are defined in (15) above), whose solution iŝ
Once the minimizingε p = vec(Ê T p ) is computed for p = {c, s},Ê c andÊ s can be easily extracted by undoing the vec(•) operation, and we can construct an estimate of the periodically varying mixing matrix:
which, in turn, can be used for demixing the data:
The signalŝ s[n] are the estimated source signals, up to the inherent scale and permutation ambiguities induces in any BSS problem. Note, however, that all scaling ambiguities are absorbed in the estimated A 0 only, and there are no scaling ambiguities in the estimates of E c and E s .
Regularization for short observation intervals
When the observation length N is short relative to the variation period ℓ , conveying the information that they are supposed to be small relative to R (0) ℓ . A convenient way for conveying that information is to augment each "measurement vector" y(ℓ, i, j) in (10) (for all ℓ, i and j) with two zeros, similarly augmenting the matrices H with two rows: 0 1 0 0 0 1 . Then, a Weighted LS solution can be used, so as to attribute the proper weight to these fictitious measurements: assuming that the variation in all the true measurements are of the order of one 2 , the additional measurements would be weighted by ℓ , e.g., using σ = 0.1. As a result, the only computational change that has to be applied in the algorithm is the substitution of H T H in (11) is the regularization parameter. For longer observation intervals this operation is not necessary, but it may be left in anyway, since the associated weight would be overwhelmed by the weight of the data (or, in other words, the regularization matrix would be negligible with respect to H T H).
simulation results
We demonstrate the performance with M = 2 sources, generated by filtering two uncorrelated zero-mean white Gaussian processes with the following digital filters: 
, where ⊙ denotes Hadamard's (element-wise) product (implying element-wise squaring in this case). Once T is calculated, the permutation ambiguity is resolved by selecting the row permutation which maximizes T 's trace, and then the OISR for each source is the ratio of off-diagonal to diagonal energy in the respective row.
Conclusion
We presented an algorithm for blind separation of periodically time-varying mixtures, where the periodic variation introduces slight, smooth fluctuations about the mean values of the mixing parameters. The estimation algorithm consists of estimating the parameterized variations in the time-varying correlation matrices (at different lags), followed by a LS matching scheme which leads to the estimation of the time-varying mixing parameters. In a truly periodical mixture scenario, this approach offers considerable improvement over SOBI, especially with observation intervals considerably longer than the variation period. Future work would address the estimation of ω as well as the accommodation of more than a single frequency mode in the time-varying mixture.
