The smart field has drawn much attention for the field business functions to be tied into a smoothly operating system. However, its operation decisions still cannot meet the ever-increasing multiple data source requirements. This paper proposes a novel smart field cyber-physical system (SF-CPS), which comprises some sensors transmitting real-time sensed information between the marine terminals and the petroleum refinery, and an asset optimization-based decision maker using the pumping schedule to determine the best configuration. From a unique functional unit perspective, the resource allocation of volumes and qualities is implemented with the Dinkelbach method to address this enterprise-wide optimization. Taking advantage of the unloading flows at a low cost, we settle the state variables to the steady process of refinery planning, and then, the next multi-operations sequence follows the tailored outer approximation approach for decomposition to achieve high-cost efficiency. Moreover, the two-phase stochastic scheduling decisions coupled with inventory levels hosted on the SF-CPS platform can cope well with uncertainty in the process between the oil supply and maritime conditions. The experimental results validate the proposed techniques for typical oil and gas resources.
I. INTRODUCTION
Since its inception, digital oil field (DOF) has quickly been accepted as a new enabling technology to improve the profitability of oil and gas production operations [2] - [4] . A DOF promises unprecedented oilfield recovery to opportunistically eliminate non-productive time for operational efficiency, in terms of advanced software and data analysis techniques. While most of the prior research in oil industry focused on the problem of effectively monitoring, predicting and proactively responding to oil and gas field events, recent research has gone beyond a set of isolated parts to identify the challenges of implementing a smart field (SF) as a total system [5] - [7] , which greatly shortens time-to-value and increase investment returns.
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Typically, in a SF, crude-oil scheduling activities have been used to reduce cost using cheaper types of crude intelligently and minimizing crude changeovers. It has been shown to make decision by refinery operators considering large economic and operability benefits. In parallel to the development of SF, Cyber-Physical System (CPS) has widely been implemented and deployed in civilian and commercial domain [8] , [9] . A full-fledged CPS involves embedded computers, network monitors, and intelligent control of physical processes with humans in the loop enterprise-wide optimization (EWO) [10] . The study on CPS can provide a comprehensive and inter-disciplinary system framework for analyzing and designing crude-oil scheduling in SF.
However, a crude-oil scheduling network becomes a challenging task in smarter oil and gas fields. First, the full promise of SF has a more difficult forecasting and budgeting requirement than the traditional oil and gas field. As a result, VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ the volume and detail of the data can be viewed as resources themselves, capable of providing a wealth of information in the face of ongoing cost volatility and the many other uncertainties. Second, instrumented and interconnected SF technologies have to integrate petro-technical processes to take advantage of real-time data in slots. Such inevitable data governance and ownership process potentially complicates the cost-efficient crude-oil scheduling strategies. Last but not the least, the rational decision-making carries out the calculation required to diagnose, analyze, model, allocate and optimize the multi-operations sequence. Thus, the algorithm design for SF is highly dynamic, further complicating the resource allocation strategies [1] .
To meet these challenges, we propose a CPS framework, Smart Field Cyber-Physical System (SF-CPS), which makes energy proactive decisions for petroleum scheduling using mixed integer nonlinear fractional programming (MINLFP) [11] . This method makes no assumption on the unknown distribution of the oil supply pattern, and thus offers flexible and accurate models which can be updated in an online fashion with acceptable complexity. Moreover, we design a parametric algorithm with tailored outer approximation to perform pumping schedule for all scenarios [12] , [13] , and an accumulative combination method to further improve modeling accuracy. Then, SF-CPS takes inputs from the SF's crude-oil scheduling model to construct resource allocation strategies.
Our main contributions can be summarized as follows: 1) We start from the SF model to formally derive a general framework to use ambient sensors in a CPS, which jointly considers the crude-oil operation scheduling and refinery planning. In particular, we design a resource allocation method with proactive unloading control to enable the real-time prediction in slots, which is able to support dynamic and complex oil supply patterns. 2) The crude-oil scheduling network problems can be formulated as MINLFP by incorporating the petroleum asset objective with the functional units, for which we provide an algorithm coupled with the Dinkelbach method to optimize different costs and unloading flows for inventory levels of a terminal-refinery system, respectively. 3) We further present the tailored outer approximation and decomposition algorithm that exploits separability.
To pursue feasible solutions, we develop the iterative approach with easier, decomposed primal problems and relaxed master problems, which lead to better bounds to guarantee optimality and to improve computational efficiency. 4) Numerical analysis shows the solutions can solve this separable model for the SF scheduling problem, thus converging to the global optimum by meeting a predefined gap. Furthermore, we conduct extensive simulations and experiments to validate the efficacy and efficiency of the entire SF-CPS scheme on a modern oil and gas industry system.
The remainder of this paper is organized as follows. We introduce the related work in Section II. In Section III, we describe the system model. In Section IV, we introduce the optimal scheduling network in smart field. The solution procedure for the Dinkelbach method under the unit cost objective coupled with the tailored outer approximation is depicted in Section V. Section VI presents the numerical results. Finally, Section VII concludes the paper.
II. RELATED WORK
The crude-oil scheduling in the future oil and gas field have been studied in several previous works. A major thrust of these efforts is to develop various modeling method for pump and compressor scheduling. In [14] , the authors propose a hybrid genetic algorithm to find the least cost pump operation with optimal control in large-scale water supply system. Similarly, the work [15] uses dynamic programming algorithm to solve the optimal operation scheduling between a pumping station and multiple pumps for the reduction for energy and maintenance cost. The recent paper [16] studies the operation schedule of the multiple tank farms with continuous time representation for a multiproduct pipeline network to receive and deliver oil products. In the proposed pump and compressor scheduling research, the most widely adopted performance metrics have been merely focus on minimizing the operational cost. These are in contrast to our work in this paper, which follows a functional unit perspective with the goal of offering the notion of cost efficiency for the final solution, in light of an area that is not well studied in the crude-oil scheduling contexts.
The idea of accelerating asset management under crude scheduling has initiated the ''smarter'' techniques and promotes a lot of interesting research on oil and gas big data [2] , [3] . The recent work [17] uses integrated production systems to identify and classify the so-called intelligent or smart operations, which is the essence of continuous observation and analysis of real-time data to operate subsea networks outside hydrate conditions. In [18] , smart waterflood completion can be limited by large stress and permeability contrast, while smart injectors with some inflow control valves can be planned to build the appropriate resource allocation in the oil reservoirs. In addition, the work [19] uses the big data technologies viewpoint to examine data management for the upstream oil sector, in terms of the high-level data integrator and analyzer of data within the ecosystem. Thus, oil and gas companies should reshape their contract strategies in light of this new data analytics reality. All those studies overcome a critical drawback of previous models that assume single source configurations, but the modeling multi-source pipeline network in a ''smart'' manner is still a great challenge [20] .
To fully explore loop optimization at cyberspace of crude oil scheduling system, the optimization approach is presented for solving the multi-source pipelines scheduling problem with complex configurations and sensitivity analysis in a mixed-integer linear programming (MILP) formulation (see, e.g. [21] , [22] ). Among related works in studying the pipeline networks, such as non-convexity model, multiple scenarios method, and two-stage algorithm (see, e.g. [23] - [25] ), we find that a multi-product pipelines transportation model from refineries is built with distant distribution terminals. This corresponds to a mixed-integer nonlinear programming (MINLP) scheme where the scheduling of pipelines can reduce the pumping costs at every pipeline segment with nonlinearities. However, since tight coordination can be featured between system computational and physical elements, potential benefits of CPS as a strong digital platform with a computational core in the SF have not been explored.
In this work, we are trying to bridge the gap between these active research areas in oil and gas industry. With the proposed smart field system, SF-CPS, we have a comprehensive study on the optimal crude-oil scheduling network considering multiple factors including uncertain oil supply, adaptive operational procedure, proactive computational core, etc. Our work effectively extends the per-user based field data management into the ''smarter'' resource allocation and makes those data analytics inspired crude-oil scheduling network practically applicable in the oil and gas industry.
III. SYSTEM MODEL A. SF-CPS ARCHITECTURE
In this section, we consider the SF-CPS resource allocationwell structured and well integrated-for the designated use in ''smarter'' oil and gas management system. Our objective is to make rational decisions at the most appropriate times, considering the asset optimization for the crude-oil scheduling network. There are the network's operators, such as crude supplied through marine terminals that are combined with oil vessels, as well as the embedded systems typically connected by pipeline that is used to transfer the crude-oil received in the refinery. As illustrated in Fig. 1 , the SF-CPS consists of the following components in the two parts, i.e., the ''physical world'' side and the ''cyber system'' side:
1) MARITIME TERMINAL AND REFINERY LOADS
The maritime terminal activities involve the scheduling of berthing and unloading, volume, composition, and inventory levels on the physical world side. The oil supply changes in real-time to reflect the demand and supply conditions of the crude-oil scheduling networks, as well as highly complex configuration and operation to coordinate the decisions making. Within a given time slot, the marine terminals deploy an intelligent supply predictor from which the crude-oil must be sent to the refinery, while the refinery loads correspond to an intelligent demand predictor for multiple types of data sources to which the amounts demanded for every type of crude is known. The real-time field analysis and forecasting instrumentation are carried out by the SF-CPS via secure wireless networking with continuous nature.
2) PIPELINE CONTROLLERS
We consider the operating scenario with field making decision, concerning the crude availability, refinery demand, capacity constraints, and especially the pipeline operational characteristics throughout the duration of required time slots. The SF with pipeline controller and enhanced communication capabilities facilitates closer real-time interaction between crude vessels and refinery. The corresponding logistics cost guarantees operational feasibility, i.e., scheduling robustness, in terms of the crude flows in the distributed locations.
Using vessels for long-distance travel with dedicated pipelines makes transportation more cost-effective than other inland oil travel. The pipeline controller can regulate crude unloading flow among the oil supply resources, marine terminals, and refinery loads. Depending on the high energy demanding hardware, the use of pipeline controllers for vessel should be managed carefully on the cyber system side. Also, the pipeline controller has relays or switches, which can either connect the marine terminal and refinery, or the specific types of crude, to the main grid in the operation ''connected'' mode, or isolate from the main grid in the operation ''islanded'' mode.
3) SYNCHRONIZATION AND PREDICTION
The synchronization is adopted in for the conflicting nature between the marine terminals and refinery. The synchronized devices can receive sensing information from the sensors and then actuate the pipeline controller with the batch processes and contract policy. Such an efficient synchronization is useful for the refinery to receive needed resources with the planned crude, as the marine terminals seek to unload from the vessels for preventing demurrage behavior happening as soon as possible.
Clearly, given the SF uncertainties inherent in the maritime process, the demand and supply can be predicted at the start of the time interval under the asset optimization decision. These predictions can be made by the intelligent demand predictor and intelligent supply predictor on the cyber system side. Depending on the limited storage capacity of tanks provided, the system flow control can guarantee a continuous demand flow in the refinery and a rational supply flow in the marine terminal.
4) AMBIENT SENSORS
From vessel sensors and marine terminal sensors, the intelligent supply predictor can receive real-time sensing data streams and allocate oil supply resource from distributed sources under different conditions. Also, we use ambient information, in particular, real-time sensing data streams from refinery charging and crude distillation unit (CDU) sensors, to predict users' oil supply demands. The above prediction of intelligent demand and supply involves realtime sensing data and history information, and the current and historical real-time cost efficiency of SF are provided into an oil and gas application decision maker, which both satisfy immediate requirement and projects into the near-term need.
We implement a SF-CPS prototype system with sensing data streams feeding into a workstation with data center construction, where the intelligent demand and supply predictors and the SF decision maker can work out the asset optimization decisions [26] . On the cyber system side, we connect the workstation to a pipelines controller which regulates oil supply flows between the marine terminals, distributed oil supply sources, synchronization, and the refinery loads from multiple oil data sources. On the physical world side, the smart refinery tankage meters can measure the actual oil supply and demand under the instrumentation and field data capturing.
Eventually, the aim is to reduce the system cost efficiency in an embedded oil field management system, in terms of a smaller footprint of a cost-effective manner for the crude-oil scheduling network. Under the capabilities of decision-making and asset optimization, traditional crude oil architecture can be upgraded with CPS. Thus, SF-CPS is an evolution of traditional crude oil architecture by the introduction of more intelligent and interactive operations, corresponding to the pump operation scheduling.
B. CRUDE-OIL SCHEDULING CONFIGURATION
Unlike more traditional crude-oil scheduling systems, a fullfledged SF-CPS is typically designed as a scheduling network of interacting elements with physical input and output instead of as standalone devices. The uncertainties inherent in the crude-oil scheduling network reflect dependence between the crude supply and maritime conditions. In general, the maritime transportation and docking operation are confronted with weather and ocean currents, thereby directly having an effect on the vessels' arrival time and the unloading's start time. For simplicity, we assume that crude prices is deterministic in the scheduling horizon for pipeline pumping and vessel berthing, and do not consider crude quality specifications and oil mixture in each tank.
As a high energy-demanding activity in pipeline operation, the energy provider must set a contract ahead of time. Under this contract, the users can only operate the pipeline during the assigned critical time slots, considering the busy energy supply of pipeline from 6:00 PM to 10:00 PM in normal times; otherwise, the users operating the pipeline will encounter heavy fines. In terms of estimated times of arrival (ETA) of each vessels, the scheduling horizon with pipeline pumping must be implemented ahead of time.
For the sake of generality in this investigation, we consider an integrated planning of this embedded pumping schedule system, which not only encompasses all the features in existing operational constraints and the uncertainty for the vessels arrival, but also is positioned to be the two-phase stochastic programming under recourse. Thus, algorithmic and optimization results for SF-CPS are not only important for future SF, but are also generalization of traditional crudeoil scheduling network.
We consider a SF-CPS consisting of a set of I (i = 1, · · · , I ) discrete time slots for uniform length in a finite time representation. Under this crude-oil scheduling network, the configuration and operation of the terminal-refinery resource allocation must be planned for a certain slot of time. Denote S(s = 1, · · · , S) as the discrete scenarios for possible deviations in the programmed ETA for each supply vessel, which will arrive at some of the time slots. Given oil supply uncertainty at the terminal, the scenarios can be generated according to historical data as well as ambient sensing information. Assume that the batch set of the same size through the pipeline along the planning horizon is B(b = 1, · · · , B), which is the batch scheduling for the oil pumping. Denote v(v = 1, · · · , V ) as the vessel index, and t(t = 1, · · · , T ) the crude-oil type index. For consistency, we give parameters upper-case or Greek alphabet names, and give variables lower-case names x, y, z. Table 1 lists all notations in this paper. 
IV. OPTIMAL SCHEDULING NETWORK IN SMART FIELD A. MODEL FORMULATION
With the implementation of CPS in smart field, major potentials for improvement in light of efficiency, multi-operations and scheduling design are expected. Given that the logistics costs will increase with more unloading flows, there is a need to shift focus from optimizing resource allocation of the crude-oil scheduling for pure performance alone to optimizing for cost efficiency to maintain high service level performance.
To simplify the presentation, we consider the following two-phase fractional programming in the vector form, which has a fractional objective as the ratio of two functions of the crude-oil scheduling network:
where numerator functions P 1 and P 2 are the objective function for economic indicators in different phases, and the denominator function F is the quantity of functional units involved in the crude-oil scheduling network. Specifically, P 1 is the ''contract'' phase, which is composed of both the incurred contract cost, if we use the pipeline during the critical time slots, and the penalty costs for crude supply. Similarly, P 2 is the ''demurrage'' phase, in terms of the expected vessel demurrage costs. As for the specified functional unit, F is the unloading flows, which accounts for the flow aspect for fractional objective normalizing the total cost impacts. It is assumed that F(x, y, z) > 0 for all feasible solutions. Also, vector function g : R → R is the inequality constraints of nonlinear functions (e.g., stream composition constraints with heavy or light crude-oil) and the equality constraints of linear demand and supply equations (e.g. scheduling constraints).
In addition, the component of vector x(x ∈ X ) is a set of continuous variables to model total CDU feed-stock quantities over the scheduling horizon, (e.g. inventory level, additional volume), vector y(y ∈ Y ) is a set of continuous variables to model unloading flows, and z(z ∈ {0, 1}) is a discrete vector of binary variables representing sequencing decisions for the crude-oil operations. This model captures the main features of a process-based scheduling network and simultaneously optimizes decision making across the SF-CPS from a unique functional unit perspective [10] .
In the above fractional programming, integrating a functional unit within the crude-oil scheduling network leads to the fractional objective. Further, the decisions of P 1 with pumping schedule along the time slot can be determined ahead of the uncertainty realization, and the decisions of P 2 with recourse measures can be taken after the uncertainty in unfolding for vessel's arrival time.
The constraints explore the system flow direction where it is possible to stop it at a given time slot. More specifically, the operational constraint g : R → R for the crude-oil scheduling network are as follows:
1) DEMAND AND SUPPLY CONSTRAINTS
The sensing-driven prediction combined with the asset optimization-based decision maker hosted on the SF-CPS can cope well with the uncertainty in demand and supply. Now we analyze batch processes with the pipeline controller. Given the input of crude-oil type t, the resource allocation of volumes and qualities can be implemented with the batches in the pipeline. If there is no input received from the marine terminal, the resource allocation with all batches in the pipeline can be the same. In this study, we consider batch scheduling VOLUME 7, 2019 during the planning horizon. Denote 
The following set of constraints model the crude movement, in terms of the intelligent demand predictor and the intelligent supply predictor in the framework. The predictions of demand and supply with regard to real-time sensor information and historical data, together with batch process and contract policy, are fed into the decision maker for the asset optimization as well.
Note that the batch in the pipeline means the divided sections with the same size. The pipeline can deliver several types of crudes in batches one after another. We can manage the crude flows, start and stop pumps, open and close valves, and follow the batches along the pipeline network. Then, pumping schedule involves what crude in what batch during each time slot. For the input of some crude t leaving the marine terminal, the first batch (b = 1) in the pipeline can consist of the same crude t:
Suppose that Z 0 b,t is whether every part of the pipeline is empty or filled with crude t at the beginning of the scheduling horizon (i = 0). In this setting, at the first time slot (i = 1), we have
Similarly, for the remaining time slots (∀i > 1) along the pipeline, we have
Further, due to a crude input at the marine terminal, the crude transported to the refinery involves precisely the crude allocated to the last batch. Denote 
Putting the above constraints together, for the first time slot (i = 1) and the remaining time slots (∀i > 1), we have
Under pipeline controllers, whenever there is the input in crude t there must have the output in crude t. This condition for the same crude t can be formulated as follows:
Given the successful batch scheduling, the number of crude types allocated in every batch during every time slot must be set to 1, i.e., t z b,t,i = 1 (∀b, ∀i).
Now we consider the contract in the critical time with the pipeline controller. Based on some crude input during these critical time slots, we must pay the contract cost, which is independent of the number of critical time slots. Even if we use only one critical time slot for pipeline pumping, there a contract cost to be paid with some crude input along the pipeline. Denote I ⊆ {1, · · · , I } the critical time slot, and assume the binary indicator marking whether or not the pipeline is used during at least one critical time slot as z C , we have
2) MATERIAL BALANCE CONSTRAINTS Among the material balances of the marine terminal and refinery, denote S b as the batch size, x M t,i (s) the inventory level of crude t at the marine terminal during slot i under scenario s, and y v,t,i (s) the unloading flow of crude t during slot i from vessel v under scenario s. The volumes and types of crudeoil can be supplied to the refinery with a superior scheduling level strictly followed. Under the SF-CPS, computing is deeply embedded into every marine terminals with different inventory levels. Then, we can define the inventory level at the marine terminal during a given slot i, by the inventory level during the previous slot minus the batch allocated from the marine terminal to the refinery, then plus the volume discharged from the docked vessel. Thus, we have
Similarly, denote x R t,i (s) as the inventory level of crude t at the refinery during slot i under scenario s, x a t,i the additional amount of crude t necessary during slot i, and D t,i the demand of crude t during slot i. Following the material balance of the refinery, we can obtain the inventory level at the refinery during a given slot i, by the previous inventory level plus the batch arriving at the refinery and the additional volume of crude purchased, afterwards minus the demand of crude. Therefore, we have as the initial storage level of crude t at the marine terminal and at the refinery, respectively. Further, it follows that
Recall that the SF-CPS has physical limits for inventory levels both at the terminal and the refinery. Denote L M t and U M t the lower bound (i.e., security storage limit) and upper bound (i.e., storage capacity) of crude t at the marine terminal, respectively, L R t and U R t the lower bound and upper bound of crude t at the refinery, respectively, i.e.,
3) VESSEL ARRIVAL CONSTRAINTS
The advantageous utilization of SF-CPS is that the crudeoil scheduling is integrated, monitored, and controlled by an asset optimization core. Mathematically, the crude scheduling can be easily modeled based on the vessels arrival, the vessels berthing, and the crude unloading operations. 
Similarly, each vessel can remains docked only once under the scheduling horizon, we have
Denote z UD v,i (s) the binary indicator to mark whether or not vessel n is undocked during slot i under scenario s. In practice, the vessel that transports known volumes of different types of crude-oil remains docked, i.e., z v,i (s) = 1, during the slot from the docking time to the undocking time, then
Also, denote L v and U v the minimum and maximum amount (ton) of crude t transported in vessel v, d t the density of crude-oil type t, and α v the cargo ratio of the vessel v. Moreover, all vessels should be unloaded under the scheduling horizon, then
Considering different crude type for refinery crude operation, the crude composition transported into the refinery must be the same as the unloading flows. As a result, the constraint is nonlinear with a nonlinear structure for splitting in the refinery operation
(∀v, ∀t, ∀i, ∀s), (23) where the convex envelopes are known for this bi-linear case explicitly.
In addition to the above crude composition constraints for ∀v, ∀i, and ∀s, the amount for unloaded flow during each slot after the vessel docking must belong to the domain between the minimum flow rate L F v and the maximum flow rate U F v . Therefore, for the adjustment of the flow rate with discharging pressure control, we have ∀v, ∀t, ∀i, ∀s) . (24) 
4) LOGICAL STATEMENT CONSTRAINTS
It is easily to verify that the logical statements are satisfied. More formally, if a vessel has docked at the time before the current slot, i.e., it only has the undocking job, then
If a vessel currently docked, i.e., it only has the undocking job, then
If a vessel has docked, i.e., it only has the berthing job, then
B. PROBLEM FORMULATION AND SOLUTION APPROACH 1) OBJECTIVE FUNCTION
In the problem formulation, we are interested in minimizing a flow rate related objective function from a functional unit perspective. This functional unit provides a reference to which the system's inputs and outputs can be related, and a logical basis for comparing the sustainability for different crude-oil types. Further, the model's objective is to minimize operational costs for the quantity of functional units, taking into account the refinery demand fulfillment, capacity constraints, crude availability, and pipeline operational characteristics to guarantee operational feasibility, i.e., scheduling robustness. We emphasize that the same methodology regarding how to correctly use the SF-CPS scheduling network model is applicable to all these objective settings.
2) PROBLEM FORMULATION
The objective function consists of the two-phase costs for all scenarios s ∈ S. In the ''contract'' phase, with the additional crude penalty cost P t , x a t,i is the additional volume of crude t necessary during slot i, and ρ is the contractual cost for using the pipeline during the critical time. In the ''demurrage'' phase, denote Pr(s) as the probability of scenario s, τ v the vessel v demurrage cost. Further, denote ξ v as the estimated vessel v arrival slot, and ζ v (s) the estimated disturbance on vessel v arrival slot in scenario s. We can have the demurrage cost by the number of time slots between the time for the vessel arriving (ξ v + ζ v (s)) and the time for Under the SF-CPS model of (1), putting together all the above constraints for demand and supply, material balance, vessel arrival, and logical statement, we have the more specific form: min (P 1 + P 2 ) F (i.e., Costs/Unloading flows) 
Recall that the cost in the ''contract'' phase, comprises the penalty costs for additional crude supply and the contractual cost for the used pipeline during the critical time slots, i.e.
The cost in the ''demurrage'' phase is the expected vessel demurrage cost
In some sense, we have the following logistics costs to be minimized, i.e., the costs of vessel demurrage, the costs of crude transference at the marine terminal, and the cost for penalty of the operated pipeline during the critical time slots, for efficiency's consideration.
V. A SOLUTION PROCEDURE A. FUNCTIONAL UNIT BASED EWO FOR SCHEDULING DESIGN
Due to the binary variables and the nonlinear fractional terms in the objectives, the crude-oil scheduling network under SF-CPS is in the MINLFP form, which becomes computationally intractable, especially for large-scale cases [11] . Consequently, the roadmap for cost efficiency analysis is shown in Fig. 2 , considering the ''functional unit'' with the analysis. An important step in the crude-oil scheduling network is to build a novel functional unit under the EWO cycle, which systematically optimizes the asset performance under the SF-CPS. The outlined life cycle optimization method involves costs (contract phase, demurrage phase) over constraints (demand and supply, material balance, vessel arrival, logical statement, etc). Thus, it represents one of the first kind to achieve high cost efficiency of the functional unit with the ambient sensing information in the decision-making cycle (implemented with the Dinkelbach method and tailored outer approximation, described in greater detail in the next subsections B and C, respectively). Such a method allows us to view the multi-operations crude sequence from a novel lens.
To address this challenge, the efficient parametric algorithm is adopted to solve the equivalent parametric problem.
B. DINKELBACH'S ALGORITHM FOR FRACTIONAL PROGRAMMING
Note that the difficulty of this optimization problem comes from the fractional objective function. Once the values of numerical quotient finding are determined, the values of the remaining mixed integer nonlinear programming (MINLP) problem [12] , [26] , [27] can be obtained with the unchanged size via the iterations. Thus, the key step to solve our problem is to exploit the relationship between nonlinear parametric programming and fractional programming, as shown in Fig. 2 . To the best of our knowledge, as a standard mathematical tool, the so-called Dinkelbach's algorithm [28] - [30] is most effective in solving this problem. Under this approach, we aim at solving the functional-unit based crude-oil scheduling problem by successive transforming a fractional form into a subtractive form. The Dinkelbach's algorithm solves problem in the vector form with Dinkelbach parameter λ(x, y, z) = , and the feasible region T = {F(x, y, z) > 0, g(x, y, z) ≤ 0, and x ∈ X , y ∈ Y , z ∈ {0, 1}}.
Now we present how to use the Dinkelbach's algorithm for our problem min (x,y,z)∈T λ(x, y, z) in SF-CPS. We start with λ 1 , and then generates the sequence λ 1 , λ 2 , · · · in Algorithm 1. Then, we can obtain this algorithm's optimality as the following theorem:
the remaining MINLP problem with the feasible master problem and subproblem (see in Algorithm 2, with the output of (x m+1 , y m+1 , z m+1 ) under the loop);
Go to Step 2.
end
Theorem 1: For the crude-oil scheduling networks, the optimal value in Algorithm 1 is described by (x * , y * , z * ) = arg min 
Proof: See Appendix A.
In terms of convergence properties, e.g. superlinear convergence rate, for convex nonlinear fractional programming problems in this algorithm, we obtain the following lemmas:
Lemma 1: Denote (x , y , z ) and (x , y , z ) as the optimal solution of Q(λ ) and Q(λ ) respectively. Then, [P1(x ,y ,z )+P 2 (x ,y ,z )]
Lemma 2: Denote (x , y , z ) and (x * , y * , z * ) as the optimal solution of Q(λ ) and Q(λ * ) respectively, in terms of λ * satisfying Q(λ * ) = 0. We have λ * − [P1(x ,y ,z )+P 2 (x ,y ,z )]
F(x ,y ,z ) . Proof: Owing to λ * satisfying Q(λ * ) = 0, we have [P1(x = λ * . From Lemma 1, it is now obvious that Lemma 2 holds.
Lemma 3:
Proof: See Appendix C. Moreover, we analyze the algorithm convergence property as the following theorem.
Theorem 2: In a parametric form, Algorithm 1 converges superlinearly for the crude-oil scheduling network.
Proof: See Appendix D.
C. TAILORED OUTER APPROXIMATION APPROACH FOR DECOMPOSITION
To avoid the slow convergence, one intuitive decomposable approach in Algorithm 1 is applying outer approximation (OA) [31] for an alternating sequence of subproblems and relaxed master problems, thereby treating nonlinearities in the integer and discrete variables, as shown in Fig. 2 . By exploiting convex underestimators [32] , we can develop decomposition algorithms for the nonconvex function in the MINLP problem hereafter. Taking tangents at the specified points, the OA involves decomposition strategy [12] , [33] , [34] , which can solve the remaining lower bounding convex MINLP in pure cost minimization efficiently.
1) SUBPROBLEM
Let g : R → R represents the convex underestimators of vector function g(x, y, z), it suffices to understimate and convexify the nonconvex part in the crude stream composition. Then, denote (x, y, z) i and (x, y, z) W as component i and components with W ⊂ {1, · · · , n} of (x, y, z), respectively. Now we are in the position to present the bounding nonlinear programming (NLP) subproblem SP(z j ) :
which fixes the integer variables to z j at the iterate (x j , y j , z j ).
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If SP(z j ) cannot be solved, then we can have an equivalent solution FSP(z j ) in a feasible form [32] :
where g
> 0 is a weight chosen to reduce to the 1 or ∞ norm minimization (it may differs for different z j ), W and W ⊥ are the sets of currently feasible constraints and its complement, respectively.
An approach for handling nonconvex function is to approximate them by using piecewise-linear functions. After relaxing nonconvex constraint of cost objective and constraint, we find that the corresponding convexity brings about the linearization for the solution (x j , y j , z j ) with SP(z j ) or FSP(z j ) , in terms of the minimization having the OA cuts of the feasible set
and
If the subproblem SP(z j ) is infeasible, then the OA set implies that z = z j contradicts (34) and (35) .
2) MASTER PROBLEM
There is only a finite number of different integer z j , and hence an index set T of all possible feasible integer realizations is a finite set with the bounded T :
We now turn on a tailored relaxation method, which can solve an alternating sequence of the MILP master problems and the NLP subproblems: Firstly, we solve the cost minimization subproblem SP(z j ) with a given initial value (x j , y j , z j ) = (x 0 , y 0 , z 0 ) for relaxation. By introducing an objective (dummy) variable θ, we have the constraint θ ≥ [P 1 (x, y, z) + P 2 (x, y, z)] − λ k F(x, y, z) .Then, we add cost UB (upper bounds) over θ for the best solution up to now:
Practically, this constraint can be substituted with θ ≤ UB m − ε2, where ε2 (ε2 > 0) is another optimality tolerance. It implies that once we have solved the subproblem and added OA in (34) and (35) 
To get the solution of the remaining parametric MINLP in the step (2) of Algorithm 1, we use the tailored OA to solve the problem with the sensed information in Algorithm 2.
In Algorithm 2, we can find whether the equivalent MINLP is feasible. If it exits with UB m = ∞, then all integer realization for crude-oil scheduling network is infeasible. The upper bound on θ and T m implies that no z j can be repeated in Algorithm 2. It follows that this algorithm can terminate after some iterations, in terms of a finite number of integer realization in SF-CPS.
As for step (2) in Algorithm 1, the parametric functions [P 1 (x, y, z) + P 2 (x, y, z)] − λ k F(x, y, z) and bounding g(x, y, z) are convex and once continuously differentiable, where T is a bounded polyhedral set for the crude-oil scheduling network. Then, we can see that Algorithm 2 can terminate with an optimal solution after traversing some nodes or that this algorithm has no solution with the result proved in [35] , [36] . It implies that we can solve every NLP node with global optimality. Moreover, the boundary of T implies that we have the finite multitree search.
To see the optimality and convergence of Algorithm 2, we can see that if the number of integer points in T for the crude-oil scheduling network is finite, then Algorithm 2 can terminate after some iterations with either an optimal solution, or a claim that objective can not be solved. Based on the convexity of objective and constraints after bounding, the optimality of Algorithm 2 implies that the linearization is supporting hyperplanes. For the optimality of (x j , y j , z j ) in the cost minimization subproblem SP(z j ) , we can see
The utilization of cost UB on θ and the definition of W and W ⊥ make sure that no z j is replicated by Algorithm 2. As a result, Algorithm 2 can end up in finite steps for only a finite number of integer assignment.
3) BARRIER METHODS FOR THE CONSTRAINTS
In Algorithm 2, we can adopt the barrier method [37] to change the constrained master problem (M (T m )), the constrained subproblem SP(z j ) , and the constrained feasibility problem FSP(z j ) to a sequence of specially constructed unconstrained optimization.
Consider a point (x 0 , y 0 , z 0 ) that lies in the interior of the feasible region S, where S = {(x, y, z) ∈ T | g(x, y, z) ≤ 0}. We can impose a very large cost on feasible points that lie ever closer to the boundary of S, thereby creating a barrier to exiting the feasible region. The barrier function is any continuous function defined on the interior of the feasible set S. With open domain of the objective function, we can dissuade points (x, y, z) from ever approaching the boundary of the feasible region.
VI. NUMERICAL RESULTS

A. SIMULATION SETTINGS
In the following, we consider a randomly generated crudeoil scheduling network with real-world cargo vessel data [38] from a terminal-refinery system for nominating and confirming shipper activity. For ease of exposition, we normalize all units for composition, throughput, amount of crude-oil (bbl), tankage capacity (bbl), and arrival time with appropriate dimensions. In this work, the algorithms are implemented in GAMS 24.2 [39] in a PC with Intel Core 2 Duo, CPU 2.6 GHz, 8 GB of RAM, and Windows 7 64-bit operating system. The data on the required variables, constraints, and computing time are in common use. The resulting two-phase stochastic programming models are solved considering the deterministic equivalent formulation using CPLEX 12. Table 2 depicts the multi-source crude-oil scheduling network configuration for each vessel's arrival with sensed system tankage data. For simplicity, the uncertainty of the vessel arrival needs some elements in the system model for an accurate approximation in SF-CPS. Within this network under refinery operations with sensed information, we assume that the scheduling horizon is composed of 8 days in the following 3 patterns: 96 discrete time slots of 2 hours (I = 96), 48 discrete time slots of 4 hours (I = 48), and 24 discrete time slots of 8 hours (I = 24), in light of three marine vessels scheduled to arrive with different ETA with regard to crudeoil A and B, respectively. Clearly, crude-oils are grouped by type in terms of the sulfur content and the specific gravity, i.e., the American Petroleum Institute (API) [41] gravity standard for how heavy or light petroleum liquid compared with water. The crude-oils differ mainly in their sulphur content and are identified as light (i.e., low sulphur concentration) and heavy (i.e., high sulphur concentration). These are expected to be supplied during this time slot by three vessels in SF-CPS.
Next, cargo ships or vessels come in different types and sizes, with flow rate limitations (bbl/day) to meet the various demands of marine cargo transportation. In U.S., there are 7.33 barrels in a metric ton. Then, we adopt Deadweight tonnage (DWT) as a measure to weight a vessel carrying or safely carrying, which is the sum of the weights of cargo, fuel, fresh/ballast water, provisions, crew, and so on. Proportionally, a 20,000 DWT tanker can have a cargo capacity of around 16,000 Tonnes. In this crude vessel setting, sizes of cargo vessels can range from the mid-sized cargo carriers, i.e., Aframax (80,000-120,000 DWT) and Panamax (Average 65,000 DWT), to the larger size one, i.e., Suezmax tankers (120,000-200,000 DWT) [38] .
We address the uncertainty in SF-CPS concerning the arrival of vessels with regard to a discrete 50 scenarios' setting (S = 50). Considering the randomness of the deviation that every vessel arrives at the terminal either earlier or later than the ETA, we build a distribution fitting process, which performs risk analysis to show possible outcomes in spreadsheet model and tells how likely they are to occur. We generate these scenarios using the software @RISK [40] , which is an add-in to Microsoft Excel to analyze risk using Monte Carlo sampling, in terms of the historical data and normally distributed parameters.
Under the fractional functional, we can view the different pump scheduling information as the independent variable, and view the cost efficiency as the real-valued function. In the definitional domain, the heavy/light composition in the pump scheduling plan can be changed by the 3 patterns (96 time slots, 48 time slots, 24 time slots) and batches number with sensitivity analysis in the simulation settings. Fig. 3 illustrates the average system cost efficiency λ for crude-oil scheduling versus the iteration indices given by Algorithm 1. For the sake of comparison, we set the 8 days' horizon in the above three patterns. The variables for the crude-oil scheduling networks are initialized by the steady state value based on the refinery operation sequences. For simplicity, we set the optimality tolerance ε1 of 0.01, ε2 of 0.01, and the basic iteration restriction number of 10. As for the objective function values, Algorithm 1 starts from the initial value k = 0 and the iteration procedure stops at the 10th step. Algorithm 1 converges only in 3 iterations with the system cost efficiency under the three patterns, thereby notifying the decision maker. As for λ in 8 days' scheduling horizon, the 2 hours' time slot division performs best (0.205 $/bbl) for As is the case in many of these tradeoffs, we must balance the operational feasibility and the short time slot division representation.
B. COMPUTATIONAL RESULTS
1) CONVERGENCE PROPERTY OF THE DINKELBACH'S ALGORITHM
Also, we find that the smaller optimality tolerance ε1 and ε2 have no influence of the more accurate Dinkelbach's solution. As for the best system cost efficiency solution, Algorithm 1 to solve the equivalent parametric programming problem is the good method with large-scale fractional programming under SF-CPS. The Dinkelbach's method is based upon the Newton's algorithm considering the subgradient, which makes clear the advantage of solution via the parametric programming over the direct optimization for the fractional objective function. Further, we can observe that the numbers of iteration required for convergence is independent of crude-oil vessel and oil kind in the scheduling horizon, which confirms the scalability of our proposed method. Similarly, Fig. 5 The larger gaps between the lines of average system cost efficiency λ show that the increased terminal tankage capacity from crude marine vessels (at berths or jetties) has a notable influence of crude-oil operations, in terms of 0.205 $/bbl, 0.194 $/bbl, 0.165 $/bbl in the solution given by the Dinkelbach's algorithm, respectively. Obviously, the sensed terminal tankage capacity has more degrees of freedom than the sensed refinery tankage capacity, which provide opportunity to improve the total performance in the SF for potential benefits of CPS. Compared with Fig. 4 , it is the oil supply uncertainty that may have the reduction in the average cost efficiency due to the capacity limitation. and 12, respectively. Given the multi-stage batch scheduling with critical time slots, i.e. 6:00 PM to 10:00 PM, it is not necessary for set batches number too big (B = 12) or too small (B = 6). All these results indicate that the solution found by the Dinkelbach's algorithm with appropriate batch division (e.g., B = 10 or B = 8) can be close to the optimum, while some other factor may also affect the result of average cost efficiencies for batch processes scheduling, such as pumping in the pipeline no matter unfolding in every scenario.
3) TAILORED OA DECOMPOSITION PERFORMANCE
We examine the convergence performance of the tailored OA decomposition for 96 discrete time slots of 2 hours in Algorithm 2. The corresponding iteration steps are recorded in ''dynamic set'' with the changed memebership [38] . As mentioned before, at each iteration k of the Dinkelbach method, a subtractive form optimization problem arg min
solved. More specifically, Fig. 7 illustrates the convergence for the tailored OA decomposition of Algorithm 2 when k = 1 in Algorithm 1, as it becoming the total logistics cost minimization problem regardless of the system flow restriction. Getting rid of the denominator consideration, the tailored OA decomposition method converges within 9 iterations, where both the subproblem objective values (i.e., SP(z j ) in (32) or FSP(z j ) in (33) ) and the master problem objective values (i.e., (M (T m )) in (38) ) at feasible iterations are presented. Then, the subproblem solutions in the sequence (i.e., the non-increasing UB) are 133001.987 ($), 78188.816 ($), 64057.72 ($), 61226.976 ($), and 36981.475 ($) in the 1st, 3rd, 5th, 6th, and 7th iterations, respectively. Meanwhile, the selective master problem solutions θ (i.e., the non-decreasing LB) in the 1st, 6th, and 9th iteration are −2283060000 ($), −23923800 ($), and 23772370 ($), respectively. As a result, the solution for total cost minimization with k = 1 is 36981.475 ($) after the 9th iteration, due to the fact that the master problem solution θ is larger than the subproblem (the smallest value in the 7th iteration, m = 7) ultimately. It can be observed that the subproblem objective value coincides with the master problem objective value as the iteration proceeds, implying that the tailored OA decomposition method can achieve optimal solutions. This is due to the fact that unique solutions in Algorithm 2 are always observed for problem (28) in our simulations. Fig. 8 has a similar convergence speed for tailored OA decomposition for 96 discrete time slots of 2 hours with k = 2 in Algorithm 1. For comparison, we also provide the subproblem value and master problem value in the plot as bounds for the total cost. Considering the system flows of the denominator in Algorithm 1, the tailored OA decomposition method converges within 10 iterations in the second loop of Dinkelbach's algorithm. Similar observations can illustrate the total cost from reformulating the fractional form into a parametric form. The subproblem solutions (i.e., the non-increasing UB) in the sequence are 163596.513 ($), 95336.79 ($), 81671.927 ($), 78380.916 ($), 71910.567 ($), 54183.892 ($), 51370.195 ($), and 41667.745 ($) in the 1st, 3rd, 5th, 6th, 7th, 8th, 9th and 10th iterations, respectively. Meanwhile, the selective master problem solution θ sequence in the 1st, 9th, and 10th iteration are −2283060000 ($), −23923800 ($), and 23772370 ($). So the solution for total cost minimization with k = 2 is 41667.745 ($) in the 10th iteration (m = 10) of Algorithm 2, when the master problem solution θ is larger than the subproblem. It can be observed that, the tailored OA method coincides with the monotonicity of UB and LB, implying again that the Algorithm 2 can converge to the optimal solutions.
Moreover, the iteration with k = 3 in Algorithm 1 has a similar convergence speed for tailored OA decomposition for 96 discrete time slots of 2 hours in Fig. 9 . For comparison, we also provide the total cost performance of the crude-oil , which is about 27.012% larger than the optimal one 36981.475 ($) (k = 1). Consequently, integration of marine terminals and refinery with is able to achieve a better overall performance by making a tradeoff between the conflicting factors in both total system logistic cost and crude-oil flows. These observations confirm that the functional unit is a key element in the multioperations sequence under the EWO framework.
4) COMPARISON RESULT OF COMPUTATIONAL TIME
Finally, we investigate the CPU times for both Algorithms 1 and 2 under SF-CPS. The computational times for the tailored OA decomposition are depicted in parallel with those of the Dinkelbach's algorithm. For a thorough comparison, the computational times obtained by the Dinkelbach's method, tailored OA decomposition with k = 1, with k = 2, and with k = 3 ∼ 10 are run in 20 times in Fig. 10 . As for the time computation to solve the system model, we utilize the model attribute ''resUsd'' [39] to record CPU seconds after the solving statements. In this example, the fluctuations in the first pattern (i.e., 2 hours, 96 slots) are generated due to the complexity of the refinery operations with short time slot division in the loop EWO. On the one hand, the iteration in Algorithm 2 from k = 3 to k = 10 returns the approximately same CPU time, and involves much more computation time than Algorithm 1. This, again, demonstrates the advantage of the Dinkelbach's algorithm, which is computationally efficient for the iteration. It not only returns the global optimal solution, but also can save less computation times compared with the MINLP for the smarter oil and gas management system.
As it can be seen, on the other hand, Algorithm 2 can find more qualified solutions for the three patterns under 8 days's scheduling horizon within reasonable time. Compared with the 2 hours of 96 slots, the computational time for 8 hours of 24 slots is reduced to less than 14%. Moreover, the computational times of the tailored OA method decrease with the increase of time slot duration, under a decomposable structure which can be advantageously exploited for the realtime implementation in the total SF-CPS system.
VII. CONCLUSION
In this paper, we addressed the problem associated with the crude-oil scheduling network under the cyber-physical system, an area that is of great significance to smart field but has not been well studied by the research community. Specifically, we explored cost-efficient resource allocation via a SF-CPS framework enabling ambient sensors of CDU, shipping, docking, and refinery charging. We formulated this problem as a mixed-integer nonlinear fractional programming and proposed a Dinkelbach solution procedure with tailored outer approximation for decomposition to tackle the unique functional unit in the digital oil field. In our study, we considered the tight coordination for crude-oil scheduling between the system's computational and physical elements, which turns out to be a significant factor that affects an interacting network with physical input and output but has been overlooked in prior efforts. The results offer both theoretical solutions and practical insights to smart field, which is known in industry by names such as i-field and field of the future, when pervasive and ubiquitous computing devices is of interest for best configuration in the oil and gas fields.
APPENDIX A PROOF OF THEOREM 1
The proof of the above theorem follows the same line in [28] .
1) Suppose (x * , y * , z * ) ∈ T is an optimal solution of min (x,y,z)∈T [P 1 (x, y, z) + P 2 (x, y, z)] − λ * F(x, y, z), we can easily establish that P 1 (x * , y * , z * ) + P 2 (x * , y * , z * ) − λ * F (x * , y * , z * ) = 0 and [P 1 (x, y, z) + P 2 (x, y, z)] − λ * F(x, y, z) ≥ P 1 (x * , y * , z * ) + P 2 (x * , y * , z * ) − λ * F(x * , y * , z * ) = 0, ∀(x, y, z) ∈ T .
For the unloading flows satisfying F(x, y, z) > 0, it follows that λ * = P 1 (x * , y * , z * ) + P 2 (x * , y * , z * )
F(x * , y * , z * ) .
2) Let us consider the optimal solution (x * , y * , z * ) of min (x,y,z)∈T [P 1 (x,y,z)+P 2 (x,y,z)]
F (x,y,z) and the optimal functional unit value λ * in (39) . As the unloading flows satisfying F(x, y, z) > 0, we can claim that [P 1 (x, y, z) + P 2 (x, y, z)] − λ * F(x, y, z)
It ensures that (x * , y * , z * ) satisfies the optimal solution condition of min The proof is completed.
APPENDIX B PROOF OF LEMMA 1
On account of the optimality condition for (x , y , z ), it follows that P 1 (x , y , z ) + P 2 (x , y , z ) − λ F(x , y , z ) ≤ P 1 (x , y , z ) + P 2 (x , y , z ) − λ F(x , y , z ).
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Therefore, we have
This completes the proof of Lemma 1.
APPENDIX C PROOF OF LEMMA 3
Denote (x * , y * , z * ) as the optimal solution which minimizes Q(λ ). Recall that the unloading flows satisfying F(x, y, z) > 0, we have
Q(λ )
= min (x,y,z)∈T [P 1 (x, y, z) + P 2 (x, y, z)] − λ F(x, y, z) 
This completes the proof of Lemma 3.
APPENDIX D PROOF OF THEOREM 2
Algorithm 1 updates cost efficiency λ i with the value in [P 1 (x,y,z)+P 2 (x,y,z)] F (x,y,z) ahead. We can then rewrite the updated fractional programming value as: is nondecreasing. Combining the above two observations, the cost efficiency sequence {λ i } in Algorithm 1 can converge superlinearly to optimal cost efficiency λ * with every λ i > λ * . The proof is completed.
