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Abstract
The main motivation behind this thesis is the problem of automatically dis-
covering and describing coherent and meaningful topics underlying a target
collection of text documents; where a topic is a theme that runs through doc-
uments in the collection.
In this work, discovering topics means to (automatically) produce a pro-
cessable representation for each of the individual topics in the collection de-
spite they are unobserved data (e.g. using clusters of documents or proba-
bility distributions of words); whereas describing a topic aims to generate a
summary of the representation of the topic that allows users to identify and
discriminate the topic in the context of the target collection.
By semantically coherent topics, we refer to topics that can be easily in-
terpreted by humans, bearing an intelligible (underlying) subject or matter;
whereas meaningful topics are meant to represent and summarize the main
(vs. background or supporting) themes addressed by each of the individual
documents in the target collection.
Discovering and describing topics with these two features can be shown
useful to exploratory browsing, but also to obtain semantic decompositions of
document collections that bring support to many information accessing and
processing tasks. Notice that these topics and their descriptions can be directly
applied to provide ostensible end-users with a summary of the main contents
included in a target collection of texts.
There are two major trends to discover topics from a collection of text doc-
uments. These are clustering-based approaches and the approaches based on
Probabilistic Topic Modeling (PTM). The first ones represent each topic using a
cluster of documents; whereas the second ones employ a probability distribu-
tion of words to define each topic.
Nevertheless, as far as we know, none of the existing approaches simul-
taneously address the issues of ensuring coherence and meaningfulness on
the discovered topics as defined in this work. Indeed, only a few existing ap-
proaches have been focused on the problem of discovering coherent topics,
whereas the issue of providing meaningful topics has not been addressed so
far.
In this context, this thesis firstly proposes an abstract framework for dis-
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covering and describing topics. Then, from the proposed framework we de-
rive and evaluate two general methodologies, one producing clusters of doc-
uments and the other one obtaining probability distributions of words, both
aimed to discover and describe topics deemed to satisfy the requirements of
coherence and meaningfulness. The main novelty of these methodologies is
the combination of both:
 modeling topics from sets of lexically related words in the context of the
collection, so that these sets of words determine the aboutness of each
topic and hence topic coherence is deemed to be satisfied.
 assessing topic meaningfulness by means of probabilistic criteria that
penalize topics with an underlying content close to the random contents
underlying the target text collection (e.g., topics determined by abstract
concepts such as “death victims of murder or accidents”, that can merge
topics about specific accidents or crimes, etc.).
In the framework and, consequently, in the two derived methodologies,
the topic discovery process is implemented as an iterative search in which
topics are successively discovered, in a fully unsupervised manner, until all
the documents in the target collection are considered to be covered by at least
one topic.
No prior knowledge about the topics is utilized, and the number of topics
is not needed to be prescribed beforehand. The latter is one of the strongest
points of our proposal, since many approaches –most based on PTM– require
from setting a priori the number of topics to be discovered from the collection,
which is very difficult to know in practice (mainly, if we are indeed interested
in obtaining data that describe the collection).
The experiments carried out over target collections of news stories and col-
lections of tweets about different entities in a given domain (e.g., music/artists
and carmakers) show that the proposed methodologies achieves a higher per-
formance in terms of coherence scores and meaningfulness than state-of-the-
art related approaches. The latter is based on the agreement (i.e., comparison)
with human annotations.
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Resumen, principales
contribuciones y resultados
La presente tesis trata el problema no supervisado del descubrimiento y la
descripcio´n de to´picos coherentes y significativos a partir de una coleccio´n de
textos, donde un to´pico es una abstraccio´n que representa una tema´tica que
fluye a trave´s de los documentos de la coleccio´n.
Descubrir to´picos en esta tesis significa entonces producir de manera au-
toma´tica una representacio´n procesable mediante ordenador de cada uno de
los to´picos de la coleccio´n (por ejemplo, mediante grupos de documentos o
distribuciones de probabilidad sobre un vocabulario), a pesar de ser el con-
junto de to´picos una variable no observada en los datos de entrada, es decir,
en la coleccio´n de documentos.
Mediante to´picos coherentes nos referimos a to´picos que pueden ser fa´cil-
mente interpretable por personas, a partir de los cuales se puede inferir un
asunto. El calificativo de significativos se refiere a to´picos que representan el
tema principal tratado por documentos individuales de la coleccio´n.
El descubrimiento y la descripcio´n de to´picos con estas caracterı´sticas re-
sulta de gran utilidad en tareas tales como la exploracio´n por parte de usuarios
de un grandes colecciones de documentos; pero se puede emplear, adema´s, en
la obtencio´n de descomposiciones sema´nticas de colecciones de documentos
que puedan dar soporte a muchas tareas de procesamiento y acceso a la infor-
macio´n. No´tese que estos to´picos y sus descripciones pueden ser usados para
proporcionar a usuarios finales un resumen de los principales contenidos de
la coleccio´n de entrada.
En la actualidad existen dos grandes tendencias en el descubrimiento de
to´picos a partir de una coleccio´n de textos. Estas tendencias son: el agru-
pamiento de documentos y el modelado probabilı´ctico de to´picos (en ingle´s,
Probabilistic Topic Modeling). En la primera, cada to´pico se representa medi-
ante un grupo o clu´ster de documentos, mientras que en la segunda se emplea
una distribucio´n de probabilidad sobre un vocabulario para representar cada
to´pico.
Sin embargo, hasta donde conocemos, no existen en la actualidad aproxi-
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maciones que traten la cuestio´n de descubrir al mismo tiempo to´picos cohe-
rentes y significativos tal y como se definen en esta tesis. So´lo algunas aproxi-
maciones han tratado en solitario el problema de obtener to´picos interpreta-
bles. La cuestio´n de descubrir to´picos significativos no ha sido tratada hasta
ahora.
En este contexto, esta tesis se centra en proponer nuevas methodologı´as
generales para descubrir y describir simulta´neamente y demanera automa´tica
los to´picos coherentes y significativos de una coleccio´n de documentos de
texto que es dada como entrada.
Se toman como punto de partida dos hipo´tesis principales que se corres-
ponden con las propiedades de coherencia y significatividad de los to´picos.
Estas son:
1. Hipo´tesis de descubrimiento de to´picos coherentes: Cada to´pico coherente
puede ser descubierto o aprendido a partir de un conjunto de palabras
relacionadas le´xicamente en el contexto de la coleccio´n.
2. Hipo´tesis de descubrimiento de to´picos significativos: Partiendo de que cada
to´pico tratado en un documento se descubre a partir de un conjunto de
palabras relacionadas de manera le´xica, se asume que un to´pico signi-
ficativo no debe ser tan general o abstracto que este´ demasiado pro´ximo
a contenidos selecionados al azar en la coleccio´n. Tampoco debe ser tan
especı´fico como para que las palabras que permiten definirlo este´n pre-
sentes muy probablemente en otros to´picos.
El problema de descubrir y describir to´picos se trata de manera totalmente
no supervisada. No se consideran muestras de los to´picos a descubir y el
nu´mero de e´stos tampoco se conoce de antemano.
Principales contribuciones
La principales contribuciones de esta tesis son las siguientes:
1. Primeramente, se realiza una revisio´n de los principales me´todos exis-
tentes para el descubrimiento de to´picos que al mismo tiempo propor-
cionan una descripcio´n de los mismos, realiza´ndose todo de manera no
supervisada. Se incluyen tanto me´todos basados en agrupamiento (es-
pecı´ficamente, me´todos basados en el minado de conjuntos frecuentes
de palabras) y me´todos basados en modelos probabilı´sticos de to´picos.
Se describen las principales limitaciones de los me´todos en cuanto a la
obtencio´n de to´picos coherentes y significativos.
2. En lı´nea con las principales hipo´tesis de la tesis, y teniendo en cuenta
el estudio de las principales limitaciones encontradas en los me´todos
existentes, se propone un marco general y abstracto para el descubri-
miento y la descripcio´n de to´picos. El marco implementa el proceso de
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descubrimiento de to´picos en te´rrminos de una bu´queda basada en una
definicio´n abstracta de signaturas le´xicas (conjuntos de palabras rela-
cionadas de manera le´xica en el contexto de la coleccion de documen-
tos). Adema´s, se basa en un conjunto de componentes abstractas que
se emplean para dar soporte al descubrimiento de to´picos con las carac-
terı´sticas de coherencia y significatividad.
3. A partir del marco general, primeramente se deriva un me´todo nuevo
para descubrir y describir to´picos representados por una agrupacio´n de
documentos. El me´todo propuesto implementa el concepto de signatu-
ras le´xicas por medio de pares de palabras, que intentan representar de
manera breve y precisa el asunto tratado por cada uno de los to´picos.
Estos pares guı´an directamente el proceso de bu´squeda de los to´picos en
la coleccio´n.
4. Como parte de este me´todo, se introduce el criterio de homogeneidad
de un conjunto soporte de documentos para evaluar la significatividad
de un to´pico a partir del par de palabras que lo define. El criterio de ho-
mogeneidad necesita de un umbral de semejanza entre documentos que
se calcula de manera automa´tica a partir de la coleccio´n de documentos
de entrada.
5. Usando el umbral de semejanza anterior, se propone un nuevo me´todo
para definir un to´pico coherente a partir de un par de palabras. El
me´todo se define a partir del concepto de grafo de ma´xima b-semejanza.
6. Se propone tambie´n un nuevo mecanismo para obtener descripciones
extendidas de grupos de documentos que se basa en una prueba de
razo´n de verosimilitud.
7. A partir del marco general se deriva, adema´s, otro nuevo me´todo para
descubrir y describir to´picos que se expresan en te´rminos de distribu-
ciones de probabilidad sobre el vocabulario de la coleccio´n de docu-
mentos. El me´todo se basa tanto en modelos estadı´sticos de lenguajes
como en el modelado probabilı´stico de to´picos para aprender to´picos
coherentes y significativos de manera no supervisada. La bu´squeda de
to´picos en este caso se basa en signaturas le´xicas que se obtienen de do-
cumentos individuales de la coleccio´n.
8. Como parte de esta instancia del marco general, se propone el me´todo
SLM para aprender y describir to´picos a partir de una signatura le´xica.
SLM se define mediante la combinacio´n de modelos de probabilidades
condicionadas entre palabras y de un procedimiento de refinamiento de
modelos de lenguajes.
9. Tomando como base el modelado probabilı´stico de to´picos, se introduce
SDM como un mecanismo para modelar la significatividad sema´ntica
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de un conjunto de to´picos a partir de un nuevo modelo probabilı´stico
basado en urnas, cuyo objetivo es modelar el grado de significatividad
de los to´picos en un documento.
10. Se realiza la evaluacio´n de los me´todos propuestos haciendo uso de
colecciones de documentos de registros diferentes. Especı´ficamente, se
consideran dos colecciones de noticias (una en espan˜ol y otra en ingle´s)
y dos colecciones de mensajes de Twitter acerca de entidades especı´ficas
de dos dominios: automocio´n y artistas musicales. Los documentos de
las colecciones han sido etiquetados previamente con to´picos por parte
de expertos. Se comparan los resultados obtenidos por cada me´todo con
los obtenidos por me´todos relacionados. Adema´s, se comparan los re-
sultados obtenidos por los me´todos propuestos entre sı´ en te´rminos de
informacio´n mutua con respecto a los to´picos manuales.
Resultados
A partir del marco general propuesto y de los dos me´todos que se derivan, se
obtienen los principales resultados de esta tesis que consisten en corroborar
las hipo´tesis planteadas. Adema´s, se corrobora:
- el impacto positivo de combinar el criterio de homogeneidad y elme´todo
basado en el grafo dema´xima b-semejanza en elme´todo de agrupamiento
para obtener to´picos de gran calidad en cuanto a coherencia y significa-
tividad sema´ntica. Los to´picos obtenidos se acercan ma´s a los definidos
por los expertos que aquellos obtenidos por los algoritmos de agru-
pamiento que se basan en conjuntos frecuentes de palabras tales como
FIHC y similares (que son los me´todos del estado de la cuestio´n que
guardan ma´s similitud con el propuesto).
- la validez delme´todo SLMque se propone para el aprendizaje de to´picos
coherentes y sus descripciones a partir de conjuntos de palabras rela-
cionadas le´xicamente. Los to´picos aprendidos por medio de SLM re-
sultan ser ma´s coherentes que aquellos obtenidos por LDA y me´todos
similares en general. Tambie´n resultan ser ma´s coherentes que los in-
feridos por el me´todo Quad-Reg en colecciones de mensajes de Twitter,
a pesar de que Quad-Reg se centra en modelar to´picos coherentes por
medio de mecanismos de regularizacio´n (que no se emplean en nuestra
propuesta pero que pudieran ser incorporados directamente).
- la utilidad del me´todo SDM propuesto para modelar la significatividad
sema´ntica de los to´picos. Mediante SDM, el me´todo de descubrimiento
y descripcio´n de to´picos propuesto que se basa en modelos de lengua-
jes y en el modelado probabilı´stico de to´picos es capaz de aprender de
manera no supervisada to´picos con mayor significancia sema´ntica que
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los obtenidos por me´todos tradicionales basados en el modelado proba-
bilı´stico de to´picos.
- que el me´todo derivado del marco general que se basa en modelos de
lenguajes y en el modelado probabilı´stico de to´picos supera al me´todo
basado en agrupamiento de documentos en te´rminos de informacio´n
mutua respecto a los to´picos manuales. Adema´s, este me´todo descubre
un nu´mero de to´picos que se aproximamejor al nu´mero de to´picos man-
uales etiquetados por los expertos.
- el marco general propuesto puede ser usado para derivar me´todos que
de manera satisfactoria descubran to´picos coherentes y significativos
desde el punto de vista sema´ntico, sin tener en cuenta supervisio´n al-
guna y sin necesidad de proporcionar de antemano el nu´mero de to´picos
a descubrir.
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Chapter 1
Introduction
1.1 Motivation
The ever-increasing availability of text documents has led to a growing chal-
lenge for information systems to effectively manage and retrieve the informa-
tion comprised in large collections of texts according to the users’ information
needs.
As previously pointed out in (Cutting et al., 1992), the standard formula-
tion of the information access problem presumes a query, which is the user’s
expression of an information need. The task is then to search a target collection
for documents that match this need and retrieve them for the user.
However, it is not always easy or even possible for users to formulate such
needs precisely. For example, users may not be familiar with the vocabulary
that defines the themes of their interest, or simply they wish to get a broad
summary of the collection in order to guide their searches.
For this reason, there exists a great interest to develop methodologies and
tools for analyzing and summarizing these collections according to their main
topics; i.e., the main themes addressed by the collection documents.
Traditionally, two major approaches have been applied to organize a text
collection according to theirmain topics. These are clustering-based approaches
and the approaches based on Probabilistic Topic Modeling.
Clustering is an unsupervised learning technique that has been widely
used in the process of topic discovery from documents. Basically, clustering
methods are aimed at generating document groups or clusters, each one rep-
resenting a different topic. Clusters are often generated in such a way that
documents belonging to the same cluster are very similar to each other while
exhibit some differences with respect to documents in other clusters.
On the other hand, Probabilistic Topic Modeling (PTM) (Blei, 2012; Blei
et al., 2010; Steyvers and Griffiths, 2007; Blei et al., 2003; Griffiths and Steyvers,
2004; Mimno et al., 2011) has been proposed to discover –also in an unsuper-
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vised manner– different distributions of words from a text collection in such
a way that these distributions “jointly” model the generation of individual
documents as a mixture model. Each of these distributions of words is also
expected to capture a salient theme that runs through the documents in the
text collection, and therefore, they are considered to be topics.
Clearly, both clustering and PTM approaches can be applied to organize
and summarize large collections of text documents in terms of a relative small
number of topics represented by clusters and word distributions respectively.
Unfortunately, a major limitation of these approaches is the quality of the dis-
covered topics.
As pointed out in previous work (Boyd-Graber et al., 2009; Newman et al.,
2009; Mimno et al., 2011; Newman et al., 2011), traditional PTM approaches
do not always correlate with human judgments so as to always provide os-
tensible end-users (beyond Machine Learning practitioners, in a fully unsu-
pervised scenario) with semantically coherent and meaningful topics. By se-
mantically coherent topics, we refer to topics that can be easily interpreted by
humans, bearing an intelligible (underlying) subject or theme; whereas mean-
ingful topics are meant to represent and summarize the main (vs. background
or supporting) themes addressed by each of the individual documents in the
target collection.
In traditional PTM approaches, topics are modeled as latent (hidden) vari-
ables representing word distributions, and despite their values are statistically
significant, they are sometimes difficult to interpret and explain by humans
since the information they convey in many cases is not at all directly related to
a subject heading (i.e., they are not coherent). In other cases, the topics corre-
spond to either background (abstract) or supporting (very specific) themes in
the collection (e.g., a very abstract concept or a specific event from a striking
news).
A similar criticism has been applied to common clustering-based approaches.
Since experimental results have shown that document clusters often tend to
merge documents from different topics as manually labeled by human anno-
tators, it has been claimed that the obtained clusters do not always correspond
to actual coherent and meaningful topics (Anaya-Sa´nchez et al., 2010; Fung
et al., 2003; Pons-Porrata et al., 2007a).
Besides, the application of topic discovery techniques to summarize the
contents of text collections needs from a mechanism that summarizes or de-
scribes each topic for the users, in order to let them determining at a glance
those topics of their interest. In this regard, common clustering-based ap-
proaches do not use to provide a “built-in” mechanism that summarize the
clusters’ contents; whereas a word distribution from a PTM approach can be
considered as a topic description for ostensible end-users up to some degree
of interpretability of the topic.
In this context, this thesis addresses the following issues:
(i) How to discover the semantically coherent and meaningful topics un-
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derlying a target collection of text documents?
(ii) How to simultaneously provide an appropriate description for each topic
so that humans can easily judge its relevance?
Here, semantically coherent topics refers to topics that can be easily inter-
preted by humans, bearing an intelligible (underlying) subject or matter that
we refer to as aboutness. Meaningful topics are meant to represent and summa-
rize the main (vs. background/abstract or supporting) themes addressed by
each of the individual documents in the target collection.
In particular, we are interested in providing new methodologies for dis-
covering and describing topics to copewith the issuesmentioned above, while
overcome other technical limitations of existing approaches such as:
 Use of user-specific parameters: Some topic discovery approaches require
from defining a priori a set of parameters by the user. Often, these
parameters have an important impact on the performance of the ap-
proaches, and they are also difficult to be defined by expert users. For
example, most PTM approaches require from prescribing the number of
topics to be discovered in advance (which is unfeasible to predict by os-
tensible end-users in a fully unsupervised manner). In the same vein,
some clustering-based approaches that rely on frequent word sets re-
quires from setting up a minimum support threshold for mining these
word sets, and this threshold directly determines a minimum bound on
the size of the topics to be discovered.
 Generating a large number of redundant topics: Existing approaches –most
in the class of clustering-based approaches– tend to produce a very large
number of topics; which, sometimes, entails a large degree of overlap-
ping/redundancy between pairs of discovered topics. Approaches based
on PTMdo not systematically address the issue of obtaining non-redundant
topics.
 Failure to detect/discover small-size topics: Despite the possible unbalance
between topic sizes in a target collection, the approaches should not
only attempt to discover large-size topics but also medium- and small-
size topics whenever these topics actually represent the main themes
addressed by existing documents in the target collection. 1
1.2 Goals
The main goal of this thesis is to develop new methodologies to effectively
discover and describe topics from a target collection of texts. Specifically, the
aim is to:
1In this thesis, a topic’s size is measured by the number of documents in the collection that are
addressed by the topic.
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1. Contribute with general methodologies to approach the problem of si-
multaneously discovering and describing semantically coherent andmean-
ingful topics from both perspectives: (a) representing topics using clus-
ters of documents and (b) defining each topic as a probability distribu-
tion of words. The proposed methodologies are required to:
A) be fully unsupervised approaches,
B) obtain topics covering all of the documents in the target collection
of texts,
C) discover topics of any size despite the possible unbalance of topic
sizes in the target collection,
D) provide illustrative and discriminating descriptions of the discov-
ered topics (descriptions with vague or very ambiguous words,
such as thing, today, person, etc., should be avoided),
E) do not need to know a priori the number of topics to be discov-
ered (to predict the number of topics addressed by a collection of
documents is currently a very hard problem),
F) rely on the smallest number of user-defined parameters as possible,
G) discover actual semantically coherent and meaningful topics (i.e.,
discover topics with a clear, subject-heading like interpretation, which
must be the main non-abstract theme of a non-empty subset of doc-
uments in the collection).
2. Evaluate the performance of the proposed approaches using manually-
labeled target collections of different document registers (e.g., news sto-
ries of medium and large size documents, and tweets –i.e. shorts texts of
up to 140 characters that are posted using a nonstandard language with
similarities to SMS style–). Broadly, the evaluation should include both:
(i) validating the adequacy of each component of the approaches (i.e.,
the engineering of the solutions) and (ii) comparing the performance of
the approaches to state-of-the-art methods bymainly regarding topic co-
herence and meaningfulness.
1.3 Hypothesis
There are two main (general) hypotheses underlying this thesis. These hy-
potheses correspond to the quality features of coherence and meaningfulness
demanded for the topic to be discovered, namely:
(H1) Coherent topic discovery hypothesis: Each coherent topic can be learned
as an explanation of a set of lexically related words in the context of the target
text collection.
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(H2) Topic meaningfulness hypothesis: Assuming that each topic in a docu-
ment is discovered from a set of lexically related words, we claim that a mean-
ingful topic should not be too general/abstract so that it is too close to ran-
dom contents (or concepts) underlying the target text collection; neither too
specific/concrete so that the set of lexically related words from which it is dis-
covered be likely generated from other (more general) topics in the collection.
Two primary abstractions can be used to define these hypotheses: sets of
lexically related words and topic meaningfulness. Thus, different instantiations of
these abstractions (that is, different ways of interpreting or representing lex-
ical relations between words and different ways to assess topic meaningful-
ness) will lead to different implementations of these hypotheses and, finally,
to different approaches to our problem of simultaneously discovering and de-
scribing topics.
1.4 Methodology
Aligned with the main goal and hypotheses of this thesis, the operational
methodology devised can be summarized as follows:
1) Perform a thorough analysis of the problem of simultaneously discov-
ering and describing topics in the context of the state-of-the-art of topic
discovery approaches. The aim is to elucidate the issues that need to be
solved. Since there are two main perspectives for discovering topics, the
study needs to be partitioned; however, the issues must be lined up with
the quality features they affect in order to be successfully addressed by
the proposed methods.
2) Build upon and generalize existing approaches in line with the qual-
ity features/hypotheses to devise an abstract framework for discovering
and describing topics regardless the topic representation perspective.
3) Derive concrete methods from the abstract framework to discover and
describe topics from the perspectives of clustering and PTM by separate.
To implement in each case the necessary components to deal with the
issues identified in Step 1 of this methodology.
4) Evaluate each concrete method regarding traditional quality measures
from the corresponding perspective. Validate the engineering solutions
(i.e., the adequacy of each component in the approaches).
5) Make general conclusions about the strengths and limitations of the dif-
ferent approached perspectives for discovering and describing high qual-
ity topics.
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1.5 Organization
The rest of this document is organized as follows.
 Firstly, Chapter 2 provides a background on document clustering and
PTM (Section 2.2 and Section 2.3), which are currently the main tech-
niques employed to discover topics in a fully unsupervised manner.
This chapter also provides a more formal definition of the research prob-
lem (Section 2.1), summarizes the different evaluation approaches (Sec-
tion 2.4), and briefly describe related tasks (Section 2.5).
 Then, Chapter 3 reviews the current state-of-the-art of the research prob-
lem, which mainly includes those topic discovery approaches that si-
multaneously discover and describe topics. Overall, the set of clustering-
based approaches that rely on frequent word-based itemsets (Section
3.1) and a variety of extensions and modifications to LDA aimed at im-
proving the quality of the topics (Section 3.2) is surveyed. Some con-
clusions summarizing the main issues that concern topic quality in the
reviewed approaches are provided (Section 3.3).
 Chapter 4 is devoted to introduce a general abstract framework for dis-
covering and describing topics. In this chapter, the main framework
components are also outlined and the most related approaches in the
state-of-the-art are contextualized within the framework.
 In Chapter 5, a novel clustering-based approach derived from the ab-
stract framework is presented for discovering and describing topics.
 Chapter 6 introduces a new method, also derived from abstract frame-
work, that discover and describe coherent and meaningful topics based
on PTM.
 Finally, Chapter 7 concludes this thesis by summarizing the contribu-
tions and results obtained. Some discussion comparing the different
perspectives approached is also provided in this chapter. Finally, the
chapter outlines and describes feasible directions for further research re-
lying on the results of this thesis.
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Chapter 2
Background
2.1 The problem of discovering and describing co-
herent and meaningful topics
The problem of discovering and describing the coherent and meaningful top-
ics comprised in a given collection of text documents consists of both deter-
mining the main themes addressed by the collection documents and provid-
ing an illustrative yet discriminant description for each one; where each theme
is referred to as a topic.
More formally, this problem can be expressed as that one of determining
a set of pairs f(T1, d1), . . . , (TK, dK)g from a collection of text documents D =
fd1, . . . , dNg, in such a way that:
i. 8k 2 f1, . . . ,Kg, Tk represents the main topic (i.e., the main concrete
theme) addressed by each of the documents in a non-empty subset of
documents G(Tk)  D,
ii. dk is a word-based description for Tk in the context of D, and
iii. there exists an intelligible (latent but concrete) subject or matter sk con-
veyed by both Tk and dk that represents the “aboutness” of the topic and
makes it interpretable; that is, sk uniquely determines both Tk and its
description dk in the given text collection.
In this problem, no prior knowledge about the collection or the topics is
considered to be known in advance (e.g., domain information of the collection
documents, topic samples, etc.). Even, the number of topics to be discovered
is a priori unknown.
The above problem statement leads to a topic definition that is in accor-
dance to that followed by the Topic Detection and Tracking (TDT) research
program, in which a topic is defined in the domain of news stories to be a
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seminal event or activity, plus all its derivative (directly related) facts, events
or activities Doddington (1998); being an event defined as something that hap-
pens at some specific time and place (e.g., a specific airplane crash; whereas
airplane crash in general is not).
Thus, according to TDT, a news story (i.e., a news report of any length,
usually presented in a straightforward style and without editorial comment)
is considered to address a given topic whenever the story is directly connected
to the associated event. 1 Besides, as part of an effort to broaden the notion of
topic, in TDT a topic is also a set of news with a coherent focus on a concrete
theme, even when there is no a clear underlying event.
However, our definition of topic is not limited to news stories. Instead,
we consider arbitrary collections of text documents, where each document
coherently focuses on one or more concrete themes.
To address the issue of discovering topics from a collection of text doc-
uments immediately implies to give a representation for topics. From our
problem statement two alternative representation can be straightforward re-
alized: (1) to represent a topic as a group or cluster of documents from the
collection and (2) representing a topic as a combination of words (e.g., a prob-
ability distribution of words) from the vocabulary of the collection. Indeed,
most approaches to the problem of topic discovery are based on document
clustering or Probabilistic Topic Modeling (PTM).
2.2 Document clustering
The aim of clustering text documents is to sort out a collection of documents
D = fd1, . . . , dNg into a set of document groups or clusters G = fG1, . . . ,GKg
(1  K  2N   1), each one representing a document category Gk  G (8k 2
f1, . . . ,Kg).
It can be assumed that for each clustering G of the documents in D there
exists a function f : D G ! IR satisfying the following propositions:
i. 8(d 2 D)[8(Gk 2 G)[d 2 Gk ) 8(Gk0 2 G)[ f (d,Gk)  f (d,Gk0)]]]
ii. 8(d 2 D)[8(Gk 2 G)[d /2 Gk ) 9(Gk0 2 G)[ f (d,Gk0) > f (d,Gk)]]]
where function f is frequently determined by an optimization problem re-
ferred to as clustering scheme. Thus, solving function f is equivalent to solve
the target text clustering problem.
In practice, the objective function of the clustering scheme depends on both
the function f to be solved and some data objects (i.e., constants and/or vari-
1For example, a story on the search for survivors of an airplane crash, or on the funeral of the
crash victims, will be considered to be a story on the crash event topic. Obviously, there are limits
to this inclusiveness. Thus, stories on FAA repair directives that derive from a crash investigation
probably would not be considered to be stories on the crash event Doddington (1998).
8
ables) representing the documents and/or clusters. For example, a prototypi-
cal objective function may take the form:
J(F,Y) =
N
å
i=1
K
å
k=1
I(di,Gk)d(fi,yk) (2.1)
where fi is a representation for document di, yk is an internal representation
for cluster Gk, d is an expression that specifies some estimated or desired re-
lationship between a document representation and an internal cluster repre-
sentation (e.g., d(fi,yk) = kfi   ykk if both document di and cluster Gk are
represented by vectors), and I(di,Gk) is a binary variable that represents the
membership of document di to cluster Gk.
In this way, a key problem to face for specifying a clustering algorithm is
that one of specifying a representation for the collection documents and the
clusters in order to allow defining the clustering scheme in a suitable manner.
2.2.1 Document representation models
In the literature, there are several models that are frequently used as a gen-
eral framework for representing documents in a text collection. The following
sections present three of the most commonly used models.
2.2.1.1 Bag-of-words model
The bag-of-words model (Manning and Schu¨tze, 1999) is perhaps the simplest
model for representing documents. In this model, a text document is rep-
resented as the bag (multiset) of its indexing terms –commonly, words in the
vocabulary of the collection or their lemmas– disregarding grammar and even
term order but keeping term multiplicity; i.e., the number of times a term oc-
curs in the document.
2.2.1.2 Vector Space Model
In the Vector Space Model (VSM) (Grossman and Frieder, 2004), each docu-
ment di in the collection is represented by means of an r-dimensional vector (r
is the number of different indexing terms chosen for the collection), in which
each component represents the weight of the term associated to that dimen-
sion.
Theweight associated to a term tj in a document di –denoted bywij– uses to
represent a statistical estimate of the importance of the term for describing the
document; that is, the usefulness of the term for distinguishing the document
from among the other documents in the collection.
Similar to the bag-of-words model, indexing terms may correspond to
words in the vocabulary of the collection or their lemmas, but also they can be
keywords or phrases extracted from the collection documents.
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In this model, a term is often weighted with value 0 in the representation
of every document in which it does not appear. Both very frequent and rare
terms appearing in the collection are usually disregarded as indexing terms.
Commonly, document vectors are normalized so that the length of each docu-
ment affect weight of its terms.
There are different techniques referred to as weighting schemes aimed to
assign the weight to each term in a document. Some of these schemes include
the following.
 Boolean or binary scheme. Weights take values in the set f0, 1g. If the term
occurs in the document it is weighted with value 1; otherwise, the term’s
weight is 0.
 Term Frequency (TF) scheme. Each term is assigned with a weight propor-
tional to the number of times it occurs in the document. In this scheme,
the term weight is typically denoted by the expression t f (tj, di). Of-
ten, frequencies are normalized to mitigate high frequency phenomena
caused by very large documents. In this regard, the standard L1 normal-
ization is frequently applied.
 TFIDF. It considers both the frequency with which the term occurs
in a document (i.e., the TF factor) and how frequently the term occurs
in the collection documents (i.e., the IDF factor). The weight of term
tj in document di is defined as wij = t f id f (tj, di) = t f (tj, di)  id f (tj),
where id f (tj) = log Nd f (tj) and d f (tj) is the number of documents in the
collection containing the term tj. This combination favors those terms
with both a high term frequency in a document and a sparse presence
among the documents in the collection.
 SMART ltc. It is a variant of the TFIDF scheme firstly implemented in
SMART system (Buckley et al., 1995a) that defines the weight of term tj
in document di as follows:
wij = (1+ log t f (tj, di))  log
N
d f (tj)
(2.2)
Usually, text clustering methods that employ the VSM for representing
documents rely on a similarity function between documents to define its clus-
tering scheme.
In the literature, the most widely used similarity function to relate vectors
representing documents is the cosine function; which defines the similarity
between two documents di1 and di2 as the cosine of the angle determined by
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their corresponding vectors as follows:
cos(di1 , di2) =
di1  di2
jjdi1 jj  jjdi2 jj
=
årj=1 w
i1
j  wi2jr
årj=1 (w
i1
j )
2 
r
årj=1 (w
i2
j )
2
(2.3)
where wi1j and w
i2
j represent the weight of the jth dimension in the represen-
tation of documents di1 and di2 respectively.
2.2.1.3 Statistical Language Models
Statistical Language Models constitutes another common way to represent
text documents.
Formally, a statistical language model is a function that defines a probabil-
ity distribution over the elements in a language; where a language is a set of
word sequences over a vocabulary.
In this document representation scheme, each document is represented by
means of a statistical language model, that is often a model from which the
document is the sample of maximum likelihood.
Usually, the language underlying themodel is defined in terms of all possi-
ble sequences of fixed length composed over the vocabulary of the document
collection. These sequences are called n-grams, and the statistical language
model is referred to as n-gram language model; where n is the length of the
sequences (n  1).
In an n-gram language model, the probability distribution that represents
a text document is estimated from all the sequences of length n included in
the document (i.e., the n-grams of the document). Some estimation methods
of the probability distribution that defines a model for a document di are the
following:
 Maximum Likelihood Estimator (MLE):
pMLE(sjdi) =
t f (s, di)
ås02di t f (s
0, di)
(2.4)
 Laplace or adding one smoothing
p(sjdi) = t f (s, di) + 1ås02di t f (s0, di) + jSj
(2.5)
 Jelinek-Mercer smoothing
p(sjdi) = (1  l)pMLE(sjdi) + lp(sjD) (2.6)
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 Dirichlet smoothing
p(sjdi) = t f (s, di) + mp(sjD)ås02di t f (s0, di) + m
(2.7)
where s 2 S is an n-gram over the vocabulary of the collection, t f (s, di) ac-
counts for the number of times n-gram s is included document di, p(sjD) is an
estimated probability value for s under the document collection, and both l
and m represent smoothing factors (0 < l < 1, m > 0).
Commonly, an n-gram language model representing a document di is cho-
sen to be a stochastic language model; i.e, a model fp(sjdi)gs2S such that
ås2S p(sjdi) = 1.
Particular cases of n-gram language models frequently used for represent-
ing text documents in practice are the unigram and bigram language models,
which are defined by setting n = 1 and n = 2 respectively.
Representing documents using statistical language models allows to relate
text documents in a variety of ways. For example, it can be estimated the
probability of generating an arbitrary document or phrase (over the vocabu-
lary of the collection) from the statistical language model representing a given
document in a document collection. Besides, distance metrics between doc-
uments, such as the geodesic distance between distributions (Lafferty et al.,
2005; Dillon et al., 2012), can be employed to set up a clustering scheme. The
geodesic distance between distributions pi = fpi(s)gs2S and pj = fpj(s)gs2S
is defined as follows:
g(pi, pj) = 2 arccos
0@å
s2S
q
pi(s)
q
pj(s)
1A (2.8)
Other measures traditionally employed to relate/compare probability dis-
tributions are the following:
 Hellinger distance:
h(pi, pj) =
0@1
2å
s2S
q
pi(s) 
q
pj(s)
1A 12 (2.9)
 Kullback-Leibler divergence:
KLD(pi jjpj) =å
s2S
pi(s) log
pi(s)
pj(s)
(2.10)
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2.2.2 Internal representation for document clusters
Generally, internal representations of a set of documents in a cluster result
from combining the representation of the individual documents in the cluster,
or from relying on more complex structures (e.g., graphs) that relate a set of
individuals in their definition. Thus, examples of non-trivial cluster represen-
tations utilized by existing document clustering approaches are the following:
 Term vectors. In this representation, each cluster is represented using
a vector that results from an algebraic combination of the vectors rep-
resenting the individual documents in the cluster (e.g., as the median
of the vectors that represent the documents in the cluster (Hartigan and
Wong, 1979; Arora et al., 1998)).
 Weighted graphs. Given a similarity or distance function between doc-
ument representations, a document cluster can be represented by means
of a connected digraph whose set of nodes is given by the documents in
the cluster, and each edge in the graph is weighted using the similarity
or distance value between the representation of its documents (Aslam
et al., 2004; Pons-Porrata et al., 2002).
 Term sets. Sets of indexing terms that frequently co-occur in the doc-
uments comprising a cluster and that do not frequently co-occur in the
complement of the cluster (w.r.t. the entire collection of documents) have
been also used to represent a cluster of documents (Beil et al., 2002; Fung
et al., 2003; Yu et al., 2004; Malik and Kender, 2006).
2.2.3 Classifying text clustering algorithms
Document clustering methods can be classified into two broad classes: strict
partitioning clusterings and overlapping clusterings. Strict partitioning clus-
terings obtain pairwise disjoint document clusters; whereas in overlapping
clusterings each document may belong to more than one cluster.
A distinguished subclass of overlapping clusterings is the class of hierar-
chical clusterings. The document groups obtained from a hierarchical cluster-
ing can be arranged into a document inclusion hierarchy. As a categorization
tool, the hierarchical clustering provides a categorization schema composed
by multiple levels of abstraction. Clusters belonging to higher levels in the hi-
erarchy are considered to be more general categories than those ones in lower
levels.
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2.3 Probabilistic Topic Modeling
PTM proposes to model each document d in a collection of text documents
from a mixture of K topics (i.e., distributions of words) b1, . . . , bK:
pd(w) =
K
å
k=1
p(wjz = bk)qd,k (2.11)
where, for all k 2 f1, . . . ,Kg, qd,k is the prior probability (or proportion) of
topic bk used to model document d, p(wjz = bk) is the probability of word w
under distribution bk, and both the topics and the priors are (hidden) latent
variables from a (stochastic) generative model of documents that allows the
generation of all the documents in the collection.
PTM approaches can be easily described by means of the Latent Dirichlet
Allocation (LDA) (Blei et al., 2003), which is the simplest generative model of
documents that falls into the PTM framework.
2.3.1 The LDA model
LDA is a generative PTM approach that applies to a collection of text docu-
ments D = fd1, . . . , dNg represented using the bag-of-words scheme.
Similar to most PTM approaches, LDA assumes that a generative process
is responsible for creating the target collection of documents. Then, apply-
ing LDA to collecttion D consists of doing inference to “invert” the generative
process and recover the latent (unobserved) topics from the observed docu-
ments.
Thus, LDA is mainly described by its generative process; that is, the ran-
dom process by which the model assumes the documents in a collection arose
from a mixture of topics.
2.3.1.1 The generative process
Assuming that there are K topics b1, . . . , bK that have been specified before
any data has been generated, the generative model of LDA proposes to gener-
ate the collection of documents D by individually (independently) generating
each document d in D from the following two-stage process:
i. Firstly, randomly choose a distribution qd =


qd,1, . . . , qd,K
 2 PK over
the K topics. 2
ii. Then, generate each word occurrence wd,n in d (1  n  Nd, Nd being
the number of word occurrences in document d) as follows:
2PK denotes the (K  1)-simplex, defined as PK = fq 2 IRK : 8i 2 f1, . . . ,Kg, qi > 0,åKi=1 qi =
1g.
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Figure 2.1: Generative model for a document d according to LDA.
a) Randomly choose a topic index zd,n (zd,n 2 f1, . . . ,Kg) from the
distribution of topics qd.
b) Randomly choose wd,n from the topic (i.e., distribution of words)
bzd,n .
This process supports the idea of generating documents with multiple top-
ics. Specifically, each document d in a collection “addresses” topics in different
proportions (according to distribution qd) as each word occurrence wd,n in d is
randomly chosen from one of the topics in the second stage of the process.
Figure 2.1 graphically depicts using plate notation the generative process
for a document d according to LDA. In the model, a is the (constant) hyperpa-
rameter of a uniform Dirichlet distribution from which topic proportions are
sampled, bk represents the kth topic in the model, qd represents the topic pro-
portions for document d, wd,n represents the nth word in document d, and zd,n
is the topic assignment for word wd,n. The variables representing the topics,
the topic proportions and the assignment of topics to words are all latent vari-
ables; whereas word occurrences are observed in the corpus of documents.
These variables are considered to be distributed as follows:
qd  DirichletK(a) (2.12)
zd,n  Discrete(qd) (2.13)
wd,njzd,n, b1, . . . , bK  Discrete(bzd,n) (2.14)
where DirichletK(a) represents a symmetric Dirichlet distribution with hyper-
parameter a.
2.3.1.2 Inference in LDA
The central computational problem of a probabilistic topic model is that of
inferring the values of the hidden variables in order to use the model. This
problem is typically addressed by approximating the posterior distribution of
the hidden variables given the actual data (i.e., observations, hyperparame-
ters, model constants, etc.). In LDA, this posterior has the form p(b, q, zjw, a),
where b = fb1, . . . , bKg, q = fqdgd, z = fzd,ngd,n and w = fwd,ngd,n. Thus, the
topic discovery process in LDA consists in estimating the values of variables
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b, q and z that maximize their joint posterior conditioned on both the word
observations and the hyperparameter a.
In PTM, the full inference problem (i.e., the assignment of the most likely
values to all latent variables) can be thought of as “reversing” the current gen-
erative process, since the generative model leads to a joint posterior probabil-
ity distribution for variables (q, z,w) defined as:
p(q, z,wja, b) µ
 
Õ
d2D
p(qdja)
!0BB@ Õ
d2D,
1nNd
p(zd,njqd)p(wd,njb, zd,n)
1CCA (2.15)
Techniques such as Gibbs sampling (Geman and Geman, 1984) or vari-
ational methods (Blei et al., 2003; Teh et al., 2007) are usually employed to
perform the inference. It has been shown that the choice between this two
inference methods has negligible effect on the probability of held-out docu-
ments or inferred topics (Asuncion et al., 2009).
In the case of LDA, Griffiths and Steyvers (Griffiths and Steyvers, 2004)
proposed a (collapsed) Gibbs sampling procedure that considers each word
occurrence wd,n observed in the text collection in turn, and estimates the prob-
ability of individually assigning topics b1, . . . , bK to wd,n, conditioned on the
topic assignment to all other word occurrences z d,n. That is, for each wd,n
the value of p(zd,n = kjz d,n,wd,n, b, q, a) is estimated for each k 2 f1, . . . ,Kg.
From this posterior distribution, a topic is sampled and stored as the topic
assignment to word wd,n (i.e., the estimated value of zd,n). The posterior dis-
tribution of topic assignments is calculated as follows:
p(zd,n = kjz d,n,w, b, q, a) µ
N(q) d,k + a
åKi=1 N
(q)
 d,i + aK
N(b) wd,n ,k + m
åw02V N
(b)
 w0 ,k + mjVj
(2.16)
where V is the vocabulary of the document collection, z d,n represents all the
topic assignment to word occurrences except for wd,n, m is a (constant) param-
eter suitably introduced to smooth the distribution of words that represent
each topic, N(q) d,k is the number of times topic bk is assigned to a word occur-
rence in document d (excluding wd,n), and N
(b)
 w0 ,k is the number of times that
word w0 in the collection is assigned to topic bk (excluding current occurrence
wd,n from the count).
This sampling procedure provides direct estimates for q and b based on
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the following equations:
qd,k =
N(q)d,k + a
åKk0=1 N
(q)
d,k0 + aK
(2.17)
bk,w =
N(b)w,k + m
åw02V N
(b)
w0 ,k + mjVj
(2.18)
where qd,k represents the probability of sampling topic k from distribution qd,
bk,w is the probability of word w in topic bk, and N
(q)
d,k accounts for the number
of times topic bk is assigned to a word in d, and N
(b)
w,k is the number of times
that word w is assigned to topic bk in the whole collection.
In the Gibbs sampling procedure, the initial state assigned to z should not
matter in theory, since the Markov chain eventually converges to the true dis-
tribution of the data after many sampling iterations. However, in this thesis
we perform “on-line” initialization, a heuristic procedure aimed to speed con-
vergence in inference problems. On-line initialization begins with an empty
z, which is increased in each iteration with a sample zd,n according to Equa-
tion 2.16. The very first zd,n is based on the hyperparameters only, whereas the
final one is a true Gibbs sample conditioned on all other z d,n (Andrzejewski,
2010).
The hyperparameters in the model can be either empirically set or auto-
matically learned from the data (e.g., by coupling an Expectation Maximiza-
tion procedure with the Gibbs sampling to optimize them, or by including
them in the Gibbs sampling procedure assuming they are generated from cer-
tain distributions). In (Griffiths and Steyvers, 2004), it is said that a reasonable
starting point is to set b = 0.1 and a = 50/K; where K is the number of topics
modeled.
Currently, fully unsupervised approaches to automatically determine the
number of topics to model a collection rely on nonparametric Bayesian statis-
tics. For example, Dirichlet processes have been applied in (Teh et al., 2006) to
encode uncertainty about the number of topics in the PTM approach known as
Hierarchical Dirichlet Process (HDP), since a Dirichlet process is a distribution
over multinomial distributions with potentially infinitely many components.
Thus, inference under these models automatically sets the number of topics
based on the observed data and given hyperparameters.
2.4 Evaluating topic discovery approaches
Traditionally, approaches to the problem of topic discovery have been em-
pirically evaluated in experimental environments using benchmark test col-
lections. Broadly, one or several quality measures are employed to assess the
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performance of individual approaches on the benchmark test collection. Then,
it follows a comparison between the different approaches in terms of the ob-
tained values for the different measures.
Benchmarking collections in topic discovery are generally provided with
a explicit structure that organizes documents into topics. All these collections
and the topic structures are typically built in by human experts (often in a
semi-automatic manner) using documents extracted from diverse information
sources (e.g., newspapers, archives of historical documents, databases of sci-
entific articles, etc.).
The topics in a benchmark test collection are also referred to as either gold-
standard topics, manual topics or classes. They are used as the reference from
which to compare the topics generated by the individual approaches (also
called peer topics).
Some examples of widely used benchmark test collection in topic discov-
ery are the different versions of TDT2 document collection from the tracks
of Topic Detection and Tracking, and the collections of document retrieval from
TREC (Text REtrieval Conference).
There are several measures for evaluating the quality of the topics discov-
ered by an approach. However, the specific measures to be used in each case
obviously depends on the perspective of the approach since the obtained top-
ics are modeled by different kinds of abstractions. Thus, the measures em-
ployed to evaluate clustering-based approaches cannot be directly applied to
evaluate PTM-based approaches and vise versa.
Next subsections briefly summarize the most widely used measures to
evaluate the quality of topic discovery approaches.
2.4.1 Quality measures for clustering-based approaches
The evaluation of clustering-based approaches to topic discovery has been
mainly based on extrinsic measures that compare the peer clusters to the gold-
standard produced by human annotators.
2.4.1.1 Micro- and macro-F1 measures
Two of the most widely used measures are the measures of micro- and macro-
F1measures. Thesemeasures compare the clusters generated by the approaches
to the manual topics by combining both precision and recall factors. Whereas
micro-averaging gives equal weight to every document, macro-averaging gives
equal weight to each topic. Overall, the higher the values of these measures
the better the clustering is.
The definition of these measures involves the calculation of the F1 value
between each obtained cluster and each manual topic. The F1 value of the ith
topic in the gold-standard with respect to the jth obtained cluster is defined
as:
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F1(i, j) =
2  Precision(i, j)  Recall(i, j)
Precision(i, j) + Recall(i, j)
(2.19)
=
2  Nij
Ni + Nj
(2.20)
where Nij is the number of common members in the ith manual topic and
jth cluster, Ni and Nj are the respective cardinalities of ith manual topic and
the jth cluster. The measures of recall and precision Recall and Precision of jth
cluster with respect to the ith manual topic are defined as follows:
Precision(i, j) =
Nij
Nj
(2.21)
Recall(i, j) =
Nij
Ni
(2.22)
Then, the macro- and micro-averaged F1 measures are calculated as fol-
lows:
F1-macro =
1
m
m
å
i=1
F1(i, s(i)) (2.23)
F1-micro =
2 microP microR
microP+microR
(2.24)
where m is the number of manual topics, and
s(i) = argmax
j
fF1(i, j)g (2.25)
microP =
1
m
m
å
i=1
Precision(i, s(i)) (2.26)
microR =
1
m
m
å
i=1
Recall(i, s(i)) (2.27)
It is worth noting that these measures do not explicitly take into account
the number of peer topics generated by an approach. Indeed, these measures
fail to provide good quality estimates for approaches that produce massive
overlapping clusters. In such cases, the closer the obtained clustering is to
the power set of the target document collection, the larger the values of these
measures.
Nevertheless, the obtained values for these both measures are a good indi-
cator of the overall quality of the discovered topics (namely, in terms of topic
coherence and meaningfulness) in the case that a small or no overlapping is
produced. This is because they provide a comparison of the obtained clus-
ters to topics that have been defined by human annotators and so they can be
regarded as coherent and meaningful.
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2.4.1.2 Mutual Information between sets of clusters
Another measure that has been often employed to compare a peer clustering
to a gold-standard is the Mutual Information (MI). Broadly, this measure is
define as follows:
MI =å
i,j
p(i, j) log
p(i, j)
pgold(i)ppeer(j)
(2.28)
where p(i, j), pgold(i) and ppeer(j) respectively represent estimates of:
- the joint probability between the ith cluster in the gold-standard and the
jth peer cluster,
- the marginal probability of the ith cluster in the gold-standard, and
- the marginal probability of the jth peer cluster.
MI measures how much knowing one of these sets of topics reduces the
uncertainty about the other; which intuitively measures the amount of infor-
mation that the peer and the gold-standard share.
The main concern for applying MI to compare two sets of topics repre-
sented by document clusters is that it would need “good” estimates for the
joint probability distribution between the clusters in both sets. It is worth
mentioning that in the case that the topics were represented by probability
distributions of words, this joint probability distribution would be easier to
estimate (also in a more natural way) than in the case of clusters.
Nevertheless, the measure of MI opens the door to compare topic discov-
ery approaches from different perspectives (e.g., one based in clustering to
one based in PTM), whenever we can properly estimate the joint probability
distribution between the topics’ representations.
Other measures such as the clustering cohesiveness have been applied to
intrinsically evaluate the quality of the discovered topics under the cluster-
ing perspective. However, such measures have not been shown to correlate
with human judgments of actual topic coherence and meaningfulness. They
simply relies on heuristics about the closeness and separation of intra- and
inter-cluster documents.
So far, no methodology nor quality measure has been applied to explic-
itly evaluate the quality of topic descriptions in the case of clustering-based
approaches.
2.4.2 Quality measures for PTM-based approaches
Unlike the approaches based on clustering, the quality of the topics discovered
by means of PTM has been mainly evaluated using intrinsic measures; where
the averaged value of log-likelihood (that is obtained in the generation of held-
aside data) has been perhaps the most widely used evaluation measure.
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However, as shown in (Boyd-Graber et al., 2009; Newman et al., 2009;
Mimno et al., 2011; Newman et al., 2011) such a measure does not correlate
with human judgments of what are actually coherent topics.
2.4.2.1 The UMass measure
The recent work by Mimno et al. (2011) and posteriorly the work by Stevens
et al. (2012) have corroborated the use of a new intrinsic measure called UMass
to evaluate the coherence of individual topics modeled by means of word dis-
tributions. Specifically, (Mimno et al., 2011; Stevens et al., 2012) have shown
that the values of UMass measure correlate with human judgments of topic
coherence.
The definition of the UMass measure given by Stevens et al. (2012) regards
word co-occurrence frequencies and a positive real value e to measure the
coherence of a peer topic bi as follows:
UMass(bi; n) =
n
å
r=1
n
å
l=1
l 6=r
log
S(w(i)r ,w
(i)
l ) + e
S(w(i)l )
(2.29)
where (w(i)1 , ..,w
(i)
n ) is the list of the n most probable words under topic ti
and S(w(i)r ,w
(i)
l ) is the number of documents in the collection containing both
words w(i)r and w
(i)
l . Similarly, S(w
(i)
l ) represents the number of documents
in which word w(i)l occurs. The parameter e is employed to penalize the in-
clusion of words that do not co-occur with other words in the top n. Thus,
values of e 2 (0, 1) are used to help distinguishing between topics that are
semantically interpretable and topics that are artifacts of statistical inference.
The larger the values of UMass(bi, n) the more coherent the topic bi is.
The UMass measure significantly computes its counts from the original
corpus used to train the topicmodels, instead of using an external corpus Stevens
et al. (2012). So that, it attempts to confirm that themodels learned data known
to be in the corpus.
The values of UMass provides a topical score indicating to what extent
there is a meaning underlying a topic. However, such a score does not offer
hints about how much abstract or specific the meaning is, and therefore it
cannot be applied to assess the meaningfulness of a topic.
2.4.2.2 Mutual Information between sets of distributions
To our better knowledge, the problem of evaluating the meaningfulness of a
topic has not been addressed before (at least in an explicit manner). Neverthe-
less, the overall quality of the inferred topics can be evaluated by measuring
the correspondence between the word distributions that represents the peer
topics and the word distributions that correspond to the gold-standard.
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Thus, MI can be adopted to measure such a correspondence as follows:
MI =
Kpeer
å
i=1
Kgold
å
j=1
p(ti, tj )  PMI(ti, tj ) (2.30)
where:
PMI(ti, tj ) = log
 
p(ti, tj )
p(ti)p(tj )
!
(2.31)
p(ti, tj ) µ
1
KgoldKpeer
å
w2V
p(wjti)p(wjtj )
p(w)
(2.32)
(2.33)
Here Kgold is the number of topics in the gold-standard, Kpeer is the number
of topics modeled by the approach under evaluation, and fp(wjti)gw2V and
fp(wjtj )gw2V represent the probability distributions of words that define the
peer topic ti and the topic tj in gold-standard, respectively. Since the aim is to
obtain a qualitative evaluation, topics can be regarded as equally probable in
this comparison (and so, p(ti) = 1/Kpeer, p(tj ) = 1/Kgold).
The distribution of words corresponding to a manual topic can be esti-
mated from the averaged MLE models of its documents.
2.5 Related tasks
The problem of discovering and describing topics can be inscribed in the broad
area of Text Mining (Feldman and Dagan, 1995), which refers to the process
of extracting interesting and non-trivial information and knowledge from un-
structured texts. In particular, it can be contextualized into the set of problems
concerning the organization of text collections that aims to obtain a structure
in which the different contents that arise from the collection are represented.
In this way, some closely related tasks to the problem of discovering and
describing topics are the following:
 Text classification. Given a collection of text document D and a prede-
fined set of document classes or categories C = fC1, ...,CjCjg, this task
consists in finding a relationR  DC such that each document d 2 D
be in correspondence with the classes in C that it is intended to belong
to, given a set of class samples from D.
If topic samples are provided in the topic discovery problem, the prob-
lem of classifying collection documents into their respective topics could
be seen as a task of text classification.
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 Automatic summarization. The goal of automatic summarization is to
take an information source, extract content from it, and present the most
important content to the user in a condensed form and in a manner sen-
sitive to the user’s or application’s needs (Mani, 2001).
A summary can be generated from a single document (Single Document
Summarization) or, alternatively, from a collection of documents (Multi-
Document Summarization).
The result of combining the descriptions of the topics discovered from
a collection of text documents can be seen as a generic multi-document
summary built from the documents in the collection.
 Subtopic retrieval. In the context of Information Retrieval, the prob-
lem of subtopic retrieval has to do with finding documents that cover as
many different subtopics of a general topic as possible (Zhai et al., 2003;
Zhai and Lafferty, 2006). In this problem a topic is usually formulated in
terms of a user query, and the aim is to obtain a ranking of relevant doc-
uments for the query in such a way that the top ranked documents cover
all possible subtopics (i.e. aspects, interpretations, etc.) underlying the
query.
Subtopic retrieval approaches can be categorized into implicit or explicit
approaches (Santos et al., 2010). The implicit approaches assume the
similar documents will contain similar subtopics; which leads to redun-
dant information; whereas the explicit ones directly model the subtopics
of queries using generally a topic discovery approach, and then search
the retrieved documents to maximize the coverage of the subtopics.
2.6 Summary
This chapter has described the main research problem addressed by this thesis
together with the main techniques –namely, document clustering and PTM–
on which the different existing approaches rely. The main aspects of these
techniques have been reviewed (e.g., the issue of document representation
in the case of clustering-based approaches, and the problem of inference in
PTM), as well as the methodology concerning their evaluation on the problem
of topic discovery. Finally, we have outlined some of the most related tasks.
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Chapter 3
Related work
The goal of this chapter is to review the current state-of-the-art of our research
problem, which mainly includes those topic discovery approaches that simul-
taneously discover and provide some description of the topics. Overall, this
set of approaches subsumes both the set of clustering-based approaches that
rely on frequent word-based itemsets and the set of approaches based on PTM.
3.1 Clustering approaches based on frequentword-
based itemsets
Unlike traditional clustering-based approaches (that do not center on provid-
ing topic descriptions and disregard the notion of topic aboutness to define the
topics), the series of works such as FIHC (Fung et al., 2003), CFWS (Li et al.,
2008) and the method proposed by Malik and Kender (Malik and Kender,
2006), aim at obtaining simultaneously both the coverage of a topic and its de-
scription by means of a new clustering criterion based on the concept of fre-
quent word-based itemsets (e.g., sets of words that co-occur in at least a min-
imum number of documents in the text collection). In these approaches the
topics correspond to either clusters of documents that share frequent word-
based itemsets or mixtures of these itemsets if they are similar.
Given a document collection D and a minimum support threshold m0 (0 
m0  1), a word-based itemset t is said to be frequent if the number of doc-
uments in D where t occurs (e.g., the number of documents that simultane-
ously contain all the words in t) is greater or equal than m0  jDj; being D the
total number of documents in the collection.
The set of all documents in a collection D where a frequent word-based
itemset t occurs is called support set of t in D, and will be denoted by Djt
hereafter.
Thus, approaches based on frequent word-based itemsets rely on these
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concepts to approach the topics in a collection together with their respective
descriptions. The topics are mainly determined by the support sets of the fre-
quent itemsets and the descriptions are given by the own frequent itemsets. A
summary of these approaches is presented in the next subsections.
3.1.1 FTC and HFTC
In (Beil et al., 2002), two greedy methods that operate in an iterative man-
ner for clustering documents are presented: the method FTC (Frequent Term-
based Clustering) that obtains a partition of the target collection, and a hier-
archical version of FTC called HFTC. These methods rely on the concept of
frequent term sets as their frequent itemsets to represent both the document
clusters and the clusters’ descriptions.
In each iteration, FTC generates a cluster and its description as follows.
Firstly, it is obtained the set of all frequent word sets from the target doc-
ument collection by relying on a minimum support threshold that is given
by the user. Each frequent word set determines a candidate cluster and its
description represented by the support set and the set of frequent words re-
spectively. Then, the candidate cluster with minimum overlap with respect to
the other candidates is selected as the cluster generated by the iteration, and
a new iteration is carried out in order to generate new clusters using as tar-
get collection the set of documents that have not been included in a cluster
yet. The iterative process –and hence, the generation of new clusters– finishes
when the target collection is empty.
The following entropy-based measure is employed to measure the over-
lapping of each cluster G:
EO(G) =   å
d2G
P(d) log P(d) (3.1)
where,
P(d) =
1
jft j t is a frequent word set in D ^ d 2 Djtgj (3.2)
and D represents the current target collection of documents for the iteration.
Different from FTC, the hierarchical versionHFTC generates an entire level
of the hierarchy in each iteration. The first level is obtained by applying FTC
to the whole document collection using only frequent word sets of cardinality
1. The clusters in the ith level (i  2) are generated from the clusters in level
i   1 by applying FTC on each individual cluster, using only frequent word
sets of cardinality i. HFTC adds to the hierarchy as many levels and clusters
as possible.
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3.1.2 FIHC
The clustering approach FIHC (Frequent Itemset Hierarchical Clustering) (Fung
et al., 2003) also obtains a hierarchy of groups determined by the frequent
word sets in the collection.
This method relies on the vector space model to represent each document
using the TFIDF weighting scheme. Besides, it employs two user-defined
minimum support thresholds: one for mining frequent word sets and the
other one for obtaining the most frequent words in a group of documents.
The latter sets up a minimum bound on the ratio between the size of the sup-
port of a frequent word in a group and the cardinality of the group in order to
regard the word among the most frequent ones in the group.
This approach starts by mining the frequent word sets in the target collec-
tion. Each frequent word set is employed as a label for the group consisting of
its support. Then, the overlapping between groups is eliminated by assigning
each document dj to the group Gi that maximizes the following function:
Score(Gi  dj) = [å
ftg
w(w, dj)  j (Gijftg) j] 
  [å
fw0g
w(w0, dj)  j (Djfw0g) j] (3.3)
whereGi is a document group that contains dj, fwg represents a frequent word
set in the collection that is also frequent in Gi, fw0g represents a frequent word
set in the collection such that word w0 is not a frequent one in Gi, and w(w, dj)
and w(w0, dj) represent the weights of w and w0 in dj respectively.
Afterwards, the groups are organized in a hierarchy by levels, from the
deepest one to level 0 containing the root. The root joins all the groups in level
1 together with the singletons that correspond to each document that has not
been clustered by means of the frequent word sets mechanism. The root is
labeled as Æ.
The kthe level (k  1) in the hierarchy consists of the groups labeled with
frequent word sets of size k. For each group Gi in this level, a parent is selected
from among the groups labeled with subsets of the label of Gi having size
k  1. The selection of the parent follows a similar criterion to that of selecting
the group for a document when eliminating the overlapping between groups
(see Equation 3.3). In this case, all documents in the sub-hierarchy of Gi are
merged together in a single conceptual document and the value of function
Score for this document is calculated with respect to each possible parent.
Once the hierarchy has been created, its branches are bounded with the
aim of obtaining a more “natural” and “accurate” hierarchy to be employed
by users for browsing. The branch bounding consists of: (1) removing descen-
dant groups if the parent and descendant are similar enough (only applied to
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parent and descendant at level 2 or deeper), and (2) merging of groups level 1
regarding their similarity.
The process of removing descendant groups is carried out in a bottom-
up approach; whereas merging groups at level 1 is performed greedily by
merging the most similar group pairs each time if its similarity is above a
predefined threshold or a predefined number of clusters is obtained.
The similarity between two groups is defined bymeans of function Inter Sim
as follows:
Inter Sim(Gi $ Gj) = [Sim(Gi  Gj)  Sim(Gj  Gi)]
1
2 (3.4)
Sim(Gi  Gj) =
Score(Gi  doc(Gj))
å
fwg
w(w, doc(Gj)) + å
fw0g
w(w0, doc(Gj))
+ 1(3.5)
where doc(Gj) represents the conceptual single document obtained by merg-
ing all the documents in the sub-hierarchy Gj, fwg represents a frequent word
set in the collection that is also frequent in Gi, fw0g represents a frequent word
set in the collection such that t0 is not frequent in Gi, and w(w, doc(Gj)) and
w(w0, doc(Gj)) are the weights ofw andw0 in doc(Gj). The similarity threshold
proposed by authors in the algorithm is 1.
3.1.3 TDC
In (Yu et al., 2004), the clustering algorithm TDC (Topic Directory Construc-
tion) is proposed to generate a topic directory from a collection of documents
by relying on the concept of closed term set. A closed term set is a frequent fre-
quent word set such that its support set is a strict superset of all of the support
sets that correspond to their strict word subsets.
TDC employs the vector space model with TFIDF weighting scheme to
represents the documents, and different from other approaches based on fre-
quent itemsets, TDC does not need a user-defined minimum support thresh-
old to mine the frequent sets. Instead, this threshold is automatically calcu-
lated in order to ensure that the union of all support sets of the closed term
sets constitutes a cover of the document collection. Thus, all of the documents
in the collection are considered in the process of generating the topic directory.
The algorithm starts from an initial set of document groups obtained from
the support sets of the closed term sets (each closed term set identifies an
labels a group consisting in its support set). Then, the overlapping between
the groups is minimized by applying the following branching criteria:
i. Removing inner term sets. If multiple nodes in the same path in a directory
contain the same documents, to minimize the document redundancy,
we only leave the one in the lowest node and remove the others. This is
done by removing inner term sets – among frequent closed term sets, the
termsets whose superset exists in the same document (Yu et al., 2004).
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ii. Constraining the maximal number of document duplication. The user is al-
lowed to specify a maximum number of duplication for the documents
in the directory. According to that number, each document d is only
assigned to those groups whose labels maximize the following function:
score(d, t) = å
w2t
t f id f (w, d) (3.6)
where t represents a closed term set in whose support set d occurs, and
t f id f (w, d) represents the weight of w in d.
The directory’s hierarchy is built by relying on the subsumption relation-
ship between the labels of the groups. Starting from an abstract root that is
place at level 0, level 1 is built using the groups labeled with closed term sets
of size (i.e., cardinality) 1. These groups are placed as direct descendants of
the root. Each group labeled with term set t = fw1, . . . ,wkg (k  2) is placed
at level k as direct descendant of all groups at level k   1 whose labels are
subsets of t.
Finally, in a similar way to FIHC, groups at level 1 are merged according
to their similarities to reach a number of groups less or equal than a user-
defined threshold. The well-known Jaccard coefficient (i.e., the ratio between
the cardinality of the intersection and union of the groups) is used as similarity
function between groups.
3.1.4 Method by Malik and Kender
Arguing in favor of the closeness property of term sets from (Yu et al., 2004)
and against the use of minimum support thresholds, the use of “closed inter-
esting” itemsets is proposed in (Malik and Kender, 2006) to obtain a hierarchi-
cal document clustering. The notion of close interesting itemset refers to closed
term sets (Yu et al., 2004) that replace the minimum threshold property of
closed term sets by a property of high interestingness, which is implemented
by putting a threshold on an association measure referred to as interestingness
measure. Association measures such as Chi cuadrado, Jaccard coefficient, Mutual
Information and the correlation coefficient have been used as interestingness
measures.
The method by Malik and Kender (Malik and Kender, 2006) operates in a
similar way to TDC. The main differences are:
1) Relying on closed interesting itemsets to obtain the initial groups instead
of using closed term sets.
2) The criterion of removing inner term sets is redefined as follows:
 If a document is contained in multiple clusters that are based on
itemsets of varying sizes, this document duplication is reduced by
pruning the document from all but the clusters based on the largest
sized itemsets (Malik and Kender, 2006).
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3) When building the hierarchical structure, each group different from the
root labeled as t = fw1, . . . ,wkg is assignedwith one and only one direct
ancestor, which is selected as the group labeled as t0 (jt0j = k  1, t0 
t) that maximizes the association between the partitions fDjt0 ,DnDjt0g
and fDjtnt0 ,D nDjtnt0g with respect to the interestingness measure.
3.1.5 STC
The clustering algorithm STC (Suffix Tree Clustering) (Zamir and Etzioni, 1998)
is a non-hierarchical document clustering algorithm that relies on a suffix tree
to discover and describe document clusters from a target collection of text
documents.
STC represents each document in the collection as a set of (lemmatized)
word sequences, each one representing a sentence in the document.
Basically, STC operates in two phases. Firstly, it obtains a set of initial clus-
ters from the set of all (word-based) substrings of the sentences that are shared
by the documents in the collection. Specifically, the substrings are obtained by
building a suffix tree from the sentences. Each substring determines an group
and its description in such a way that the substring is the description of the
group and the documents in the group are those one containing the substring.
In a second phase, similar initial groups are merged together to obtain the
document clustering. In (Zamir and Etzioni, 1998), two initial groups Gi and
Gj are considered to be similar if both jGi \Gjj/jGij > 0.5 and jGi \Gjj/jGjj >
0.5. Each document cluster is obtained by merging together the documents
belonging to the connected components of the similarity graph determined
by the similar initial groups. This graph is an undirected one whose vertices
are the initial groups and there is an edge between each pair of similar initial
groups.
STC allows to obtain overlapping clusters and can build the document
clustering in an incremental manner. However, it is extremely expensive in
terms of memory usage since it has to store all substrings of words shared by
the documents in the target collection. Therefore, STC can be applied in prac-
tice only to small collections comprised of small size documents (e.g., snippets).
3.1.6 CFWS and CFWMS
In (Li et al., 2008), the document clustering algorithmsCFWS (Clustering based
on Frequent Word Sequences) and CFWMS (Clustering based on Frequent
Word Meaning Sequences) have been proposed based on the concepts of fre-
quent word sequences and frequent word meaning sequences respectively.
Both CFWS and CFWMS simultaneously obtain the document clusters and
their respective descriptions by relying on a similar idea to STC. That is, the-
ses algorithms firstly obtain a set of initial clusters by mining the suffix tree
in which the document representations have been inserted, and then merge
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together similar groups to obtain the final clustering. However, different from
STC, CFWS and CFWMS represent each document using a single sequence of
frequent words and concepts respectively (arranged in the order they “occur”
in the text) instead of a set of sequences with all the lemmatized words from
the sentences.
In CFWS and CFWMS, frequent words (concepts) correspond to words
(concepts) belonging to frequent sets of cardinality 2 in the collection. Thus,
both CFWS and CFWMS obtain an important save of memory usage with
respect to STC. 1
Concepts in CFWMS are based on sysnsets from WordNet (Miller, 1995)
that correspond to nouns and verbs in the texts. Specifically, each concept
is build as a combination of the two most frequent synsets from each word
senses. Thus, despite CFWMS obtains a conceptual description of the ob-
tained document clusters, it can introduce some errors and inconsistencies
caused by possible word ambiguities.
3.1.7 Main limitations
One of the claims of these works is that they outperform classical document
clustering algorithms such as Bisecting K-Means (Steinbach et al., 2000) and
UPGMA (Jain and Dubes, 1988) at the same time that they provide a descrip-
tion for the clusters relying on word sets. However, several issues still remain
open in order to apply such algorithms. For example:
 Minimum support threshold. Clustering algorithms based on frequent item-
sets need to set up a minimum support for mining frequent word-based
itemsets. Determining this value is one of the most critical aspects of
all these algorithms. High values for the support threshold produce a
handful set of word-based itemsets, but these ones only cover the broad-
est topics (i.e. many documents will not be assigned to a topic). Instead,
low support values produce either a very large set of term sets or a com-
binatorial explosion, mainly in large and heterogeneous document col-
lections. To alleviate this problem some approaches rely on closed and
interesting word-based itemsets to remove those ones that make little
contribution. However, from our point of view there is no minimum
support threshold able to simultaneously capture the underlying topics
in a collection and generate a treatable number of frequent itemsets at
the same time. Related to this issue is the fact that in general these al-
gorithms rely on several user-defined parameters whose values are dif-
ficult to determine in advance. In addition to the minimum support
threshold, these algorithms rely on user-defined parameters such as the
1Frequent words and concepts are obtained using a minimum support threshold that authors
propose to be in the interval [0.005, 0.15].
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overlapping or minimum similarity threshold between groups, a mini-
mum term frequency threshold in a group of documents, lower bounds
on interestingness measures, a maximum number of groups in the first
level of the hierarchy, etc.
 Topic coverage. Overall, the mechanism of building a document cluster
using only documents in the support set of a frequent itemset is too con-
strained. For example, there can be topics in a document collection not
covered by a single frequent itemset but by multiple ones in such a way
that each frequent itemset is a lexical variation of the other ones. Such
topics could not be determined by one but more frequent itemsets. Sev-
eral approaches attempt to address this issue by joining together similar
support sets. On the other hand, it is also possible that the minimum
support threshold employed does not entail covering the entire target
collection by means of the frequent itemsets. In this case, the actual top-
ics containing documents not included in the support sets could not be
fully discovered by means of these clustering criteria.
 Topic Redundancy. The collection of support sets corresponding to fre-
quent word-based itemsets usually determines a high overlapping cover
of the target text collection. Even when specific strategies are applied to
reduce the overlapping between document groups or to decrease the
number of support sets to be considered, the number of topics finally
produced by these approaches is much greater than the number of ac-
tual topics in the collection.
 Topic meaningfulness. The selection of a word-based itemset from which
a topic is produced in these approaches is mainly based on the number
of documents in the collection that simultaneously contain all its words.
Thus, despite each topic is built around a set of words which can be
though of as the topic meaning, the relative importance of these words
in a document is not regarded at all and therefore its meaningfulness is
either. Notice that association measures used as interestingness measure
in (Malik and Kender, 2006) do not measure meaningfulness but corre-
lation amongwords. In practice, if we randomly choose a frequent word
set based on (frequency- based) language statistics, the chosen word set
is more likely to be a frequent domain pattern or a language colloca-
tion than a true topic descriptor. For example, in a collection addressing
sport topics, possible frequent word sets in a collection like fsport, ath-
leteg (regardless stopwords) are frequent correlations between possible
frequent words in a domain, and they are more likely to be generated
(i.e., to be more frequent) than fSochi, Olympicsg, which would be more
likely to be a topic-based co-occurrence.
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3.2 Approaches based on PTM
As explained in Chapter 2, topic discovery approaches based on PTM (from
which LDA Blei et al. (2003) is the simplest generative approach that falls in
this category) simultaneously discover and describe topics by inferring a set
of word distributions that jointly model the generation of each individual doc-
ument in the target text collection; each distribution being the representation
and description of a topic.
Since LDA, the class of PTM-based approaches has been growing with
LDA extensions aimed at improving the quality of the discovered topics. In
this section, we describe a set of these extensions that are closely related to the
approach proposed in this thesis. To sum up, these extensions focus on:
 Using non-parametric Bayesian statistic to automatically infer the num-
ber of topics (Teh et al., 2006).
 Using asymmetric Dirichlet priors to model the topic proportions that
generate each document (Wallach et al., 2009).
 Using regularization factors to improve topic coherence Newman et al.
(2011).
3.2.1 Hierarchical Dirichlet Processes
Hierarchical Dirichlet Processes (HDP) (Teh et al., 2006) assumes that each
document is modeled as a Dirichlet Process Mixture Model (DPMM) (Anto-
niak et al., 1974); i.e., as a mixture model with an infinite number of distribu-
tions representing the topics, though only finitely distributions are used (i.e.,
the topics).
3.2.1.1 The generative process in HDP
The DPMM aimed to generate a document d supposes that each word wd,n in
d arises as follows:
Gd  DP(G0, a) (3.7)
fd,njGd  Gd (3.8)
wd,njfd,n  F(fd,n) (3.9)
where F(fd,n) denotes the topic employed to generate word wd,n. The factors
ffd,ngn2f1,...,Ng are conditionally independent given Gd (factors belong to an
infinite set of factors F such that for each factor f 2 F there is a topic F(f)),
and the observation wd,n is conditionally independent on the other observa-
tions given factor fd,n. Finally, Gd is distributed according to a Dirichlet pro-
cess (Ferguson, 1973) with concentration parameter a and base distribution G0
(G0 is a distribution over factor in F).
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Oneway to characterize a distribution drawn from aDirichlet process with
concentration parameter a and base distribution G0 is by means of a modified
urn model in which initially there are a balls labeled with factor f0 (f0 /2 F).
Each time, one ball is drawn randomly from the urn and its label is inspected.
If the label is in the set of factors F, the ball is placed back in the urn together
with an additional ball with the same label. Otherwise, the ball is placed back
in the urn together with a new ball labeled with a new factor f from F that is
randomly drawn according to base distribution G0.
Thus, a drawn G from the Dirichlet process DP(G0, a) is a distribution of
factors that correspond to the distribution of labels from F in the urn.
Figure 3.1 graphically depicts both the DPMMaimed at generating a single
document (left) and the HDP focused on generating a collection of documents
(right). In the HDP, the variables in the model are distributed as follows: 2
G0  DP(H,g) (3.10)
Gd  DP(G0, a) (3.11)
fd,njGd  Gd (3.12)
wd,njfd,n  F(fd,n) (3.13)
where g is a concentration parameter and H is a base distribution for the
Dirichlet process G0 that is employed to generate the distribution of factors
for each document.
Typically, H is chosen to be a conjugate prior for the family of distributions
F(.); e.g., a Dirichlet distribution.
3.2.1.2 Inference in HDP
Inference in HDP consists in repeatedly performing the following two sam-
pling steps until convergence over a variable state that includes factors and
topics associated to word observations:
 For all wd,n: If the present value of fd,n is associated with no other obser-
vation, remove the factor and the associated topic from the state. Draw
a new value for fd,n from fd,njf d,n,wd,n according to the following pos-
terior:
p(fd,n = fjf d,n,wd,n) µ
(
(nd,f d,n + amf) f (wd,njf) if f is in the state
ag f (wd,n) otherwise
(3.14)
where f (wd,njf) is the probability of wd,n under topic F(f), f (wd,n) is
the prior of word wd,n ( f (w) =
R
f (wjf)h(f)df, being h(f) the density
2The term hierarchical refers to the hierarchy of variables distributed as a DP in the generative
process.
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(a) (b)
Figure 3.1: (a) A DPMM modeling the generation of a document. (b) A HDP
modeling the generation of a document collection (Teh et al., 2006).
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Figure 3.2: LDA with symmetric priors over Q = fqdgd2D representing the
model proposed by Wallach et al. (2009).
of H), mf is the number of times factor f has been selected as a new
factor in all Gd for an observation excluding wd,n in the actual factor
assignment, and nd,f d,n similarly accounts for the number of times f has
been selected as a particular previously used value for an observation in
d excluding wd,n in the actual factor assignment. If the new fd,n is not
associated with any other observation, draw a new topic F(fd,n) from H
and add both the new factor and the topic to the state.
 For all f in the set of factors in the state: Draw a new value F(f) from
F(f)j prior H and all wd,n for which fd,n = f.
After performing inference, the finite set of topics in the state corresponds
to the set of topics discovered by the HDP approach. Thus, the number of
topics in the collection is automatically inferred instead of being prescribed
by the users.
Additionally, some implementations include a third sampling step inwhich
hyperparameters are learned as samples from predetermined distributions.
3.2.2 LDA with asymmetric priors
In (Wallach et al., 2009), authors study the performance of using asymmetric
Dirichlet priors over the document-topic distributions in LDA. They empiri-
cally find that an asymmetric Dirichlet prior has substantial advantages over
a symmetric one in the generation of held-out documents.
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3.2.2.1 The generative process
Figure 3.2 represents the extended generative model of LDA that uses an
asymmetric prior am over the document-topic distributions as in (Wallach
et al., 2009). In this extended model, variables m and qd are distributed as
follows:
u  Dirichlet(a0u01, . . . , a0u0K) (3.15)
qd  Dirichlet(au1, . . . , auK) (3.16)
where u0 =


u01, . . . , u
0
K

is a constant vectorwith u0i = 1/K for all i 2 f1, . . . ,Kg.
In this case, one way to approach the topic proportions in qd is by means
of a urn model with two urns u and u0 that operates as follows. Initially, there
are a and a0 balls in u and u0 respectively, each one labeled with category c0.
Each time, one ball is randomly drawn from u and its label is inspected. If
the label is in the set fc1, . . . , cKg, the ball is placed back in the urn u together
with an additional ball with the same label. Otherwise (i.e., if the label is c0),
the ball is placed back in the urn u, and a new ball is randomly drawn from
u0. In this case, if the label of the ball is in the set fc1, . . . , cKg the ball is placed
in u0, and two new balls are included in the urns (one in u and the other one
in u0). The two new balls are labeled with the label of the drawn ball.
In the case that the ball drawn from u0 is labeled with c0, the ball is placed
back in the urn u0, and again two new balls (one in u and the other in u0) are
included the urns. The two balls are labeled with label c randomly chosen
from the set fc1, . . . , cKg.
Topic proportions are distributed in the same way that balls with labels in
fc1, . . . , cKg are distributed in urn u.
3.2.2.2 Inference
In (Wallach et al., 2009), inference is performed by means of a Gibbs sampling
procedure in which the sampling path of each topic assignment is maintained;
that is, it is known if the topic drawn comes from a draw from u or from a draw
from u0.
Overall, sampling a topic assignment for a word occurrence wd,n is based
on the posterior distribution defined as follows:
p(zd,n = jjz d,n,wd,n, b, qa, a0, u0) µ
N(q) d,j + a
Nˆj+ a
0
K
åKi=1 Nˆi+a0
åKi=1 N
(q)
 d,i + a
N(b) wd,n,j +
m
jVj
åw02V N
(b)
 w0 ,j + m
(3.17)
where Nˆk is the number of observations (different from wd,n) that has been
assigned with topic j and this topic is sampled from u0. The rest of variables
in the form are defined as in Equation 2.16.
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3.2.3 Conv-Reg and Quad-Reg
Based on the method GPUM-LDA Mimno et al. (2011), which relies on MI
scores to perform a kind of regularization in the definitions of the topics dur-
ing inference, the approaches Conv-Reg and Quad-Reg Newman et al. (2011)
formally add a regularization factor to the target function that seeks to maxi-
mize the likelihood of the latent variables in LDA (in the case of Quad-Reg it
is a quadratic term that is added, whereas Conv-Reg define each topic from a
convolution to include a spread of related words ). The aim is to enhance the
coherence of LDA topics by means of a MI-based regularization, so that the
burstiness of a word in a topic entails the burstiness of its related words via
MI.
The main concern with this approach is that frequent words usually have
frequent co-occurrences with many other words, and therefore it does not pro-
duce coherent enough topics. Frequent words are ranked top in many topics.
To alleviate this problem, the regularized topic models in Newman et al.
(2011) rely on more sophisticated correlation matrices between words to set
up their models. However, these correlation matrices are expected to be built
from external knowledge, so that these methods can only be useful to discover
topics from collections of specific, well-characterized domains.
Conv-Reg has been shown to outperform Quad-reg in terms of topic co-
herence Newman et al. (2011).
3.2.4 Topic Signature Language Models
Topic Signature Language Models (TSLM) have been recently introduced in
(Zhou et al., 2007) to provide an internal representation of documents in terms
of a word distribution to be applied to ad-hoc document retrieval.
Given a set of topic signatures ft1, . . . , tKg from a document collection D,
where topic signatures correspond to frequently occurring word sets in D or,
alternatively, frequent concepts drawn from an existing ontology, TSLMman-
ages to represent a document d 2 D as the distribution of words:
pt(wjd) =
K
å
k=1
p(wjtk)pmle(tkjd) (3.18)
where pmle(tkjd) represents the likelihood of generating topic signature tk
from document d, which is estimated as follows:
pmle(tkjd) =
c(tk, d)
åKi=1 c(ti, d)
(3.19)
being c(ti, d) the frequency of occurrence of topic signature ti in d.
The topic signature model fp(wjtk)g is estimated from the set of docu-
ments containing tk, by assuming that words in this set are generated by a
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mixture model that interpolates the topic signature model with a background
collection model as follows:
p(wjtk,D) = (1  a)p(wjtk) + ap(wjD) (3.20)
Here, the coefficient a is accounting for the background noise and is set
to 0.5 in (Zhou et al., 2007). Under this mixture language model, the log-
likelihood of generating the document set Dk containing topic signature tk is:
log p(Dkjtk,D) =å
w
c(w,Dk) log p(wjtk,D) (3.21)
where, c(w,Dk) is the frequency of word w in Dk. Thus, the topic signature
language model for tk is estimated by means of an Expectation-Maximization
algorithm with the following update formulas:
Z(w) =
(1  a)p(wjtk)
(1  a)p(wjtk) + ap(wjD) (3.22)
p(wjtk) = c(w,Dk)Z(w)åw0 c(w0,Dk)Z(w0)
(3.23)
The main concern with this approach in order to be applied to learn co-
herent and meaningful topics is that, despite each topic signature language
model is contextually learned from a topic signature, topics signatures cor-
respond to frequent patterns observed in the context of the document collec-
tion, which hardly correlate with the actual topics underlying the collection
(Anaya-Sa´nchez et al., 2008; Anaya-Sa´nchez et al., 2010).
3.2.5 Main limitations
Overall, topic discovery approaches based on PTM do not guarantee to obtain
high quality topics in terms of topic coherence and meaningfulness.
On the one hand, except in the case of TSLM, each topic learned by these
approaches corresponds to a pure latent word distribution that can be hardly
associated to a short topic description or summary from which to display a
topic as discussed in (Blei, 2012).
On the other hand, the proposal of TSLM builds a similar scenario for dis-
covering and describing topics to that set up by the clustering approaches
based on frequent word-based itemsets, in which many topic quality issues
(mainly, topic meaningfulness concerns) are still open.
So far, from our point of view the attempts to obtain true better quality
topics are mainly focused on applying correlation measures between words
such as MI-based coefficients to improve topic coherence. These methods has
been centered on regularizing topic definitions (see Section 3.2.3); which is not
enough to assess topic meaningfulness in arbitrary document collections, and
not enough to obtain completely coherent topics neither.
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Both the problem of automatically determining the number of topics in a
collection and the one of minimizing the redundancy between the generated
topics have received relatively little attention in the perspective of PTM.
3.3 Conclusions
This chapter has reviewed the class of approaches that simultaneously dis-
cover and describe topics, which is the class that better fits in with our research
problem of discovering and describing high quality topics from a target text
collection.
This class of approaches mainly consists of two major sub-classes of ap-
proaches: the clustering approaches based on frequent (word-based) itemsets
and the approaches based on PTM.
In each case, the reviewed approaches have attempted to step forward in
the topic discovery performance. Nevertheless, the quality of the discovered
topics by these approaches is still far from satisfying the quality requirements
of coherence and meaningfulness as stated in this thesis. This is mainly due
to:
 Topic redundancy: this quality property of topics has not been well ad-
dressed in both kinds of approaches. Topic redundancy has not been
systematically regarded in the PTM-based approaches. In the case of
clustering-based approaches (that often produce “comprehensive” topic
hierarchies with high overlapping between groups), the attempts to re-
duce redundancy have been carried out mainly in an ad-hoc manner
during late stages of the approaches, such as in post processing steps by
merging similar clusters.
 Topic meaningfulness: Addressing topic coherence (i.e., ensuring to obtain
interpretable topics) is not enough to produce an effective set of topics
for end-users. Topic meaningfulness is still demanded. However, his
quality property has not been fully taken into account in none of the ap-
proaches. To our better knowledge, no mechanism has been previously
implemented to avoid obtaining too abstract topics. In the case of the
clustering-based approaches, the similarity-based mechanisms already
used to assess topic cohesion can be hardly applied to arbitrary docu-
ment collections (at least in a direct manner) in order to avoid obtaining
abstract topics. This is because of the possible variability on the granu-
larity (i.e., broadness or coverage) of the actual topics.
 Quality of generated descriptions. The quality of the generated topic de-
scriptions is another issue of existing approaches. In both the clustering-
based approaches based on frequent word sets and the PTM-based ap-
proaches, the quality of the topic descriptions directly depends on the
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quality of discovered topics and vice versa. The methods that employs
themost frequent words to produce the topic descriptions (which are the
majority in the approaches based on clustering) cause the generation of
vague and irrelevant descriptions with a very low discriminative power
for the users.
Hence, we can conclude that there is still enough room to develop new
methodologies focused on discovering and describing high quality topics.
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Chapter 4
An abstract framework to
discover and describe topics
This chapter introduces a general framework for discovering and describing
topics with two important properties not simultaneously addressed before in
a completely unsupervised manner; namely, coherence and meaningfulness.
The framework is entirely abstract and relies on the concept of lexical sig-
natures, which broadly refers to sets of lexically related words. These signa-
tures are intended to represent the aboutness of the topics; that is, the basic
elements from which each topic can be accurately discovered and described.
The aim of the framework is to provide a general and open enoughmethod-
ology to discover high quality user-interesting topics from a concrete, yet ar-
bitrary, definition of lexical signatures.
The framework does not constrain all of the topic discovering approaches
derived from it to be exclusively included in one of the pre-existing topic dis-
covery perspectives (i.e., clustering vs PTM-based approaches); neither neces-
sarily entails a strict partition of the documents regarding their topic coverage,
though no topic hierarchy is explicitly constructed.
4.1 The proposed framework
In line with the hypotheses of this work, the proposed framework mainly re-
lies on the following abstract components:
C1) a concrete representation and implementation of lexical signatures, which
will represent the possible aboutness of the topics (see Section 2.1) and
hence they will determine the topics and their respective descriptions,
C2) a method to discover/learn the possible topic underlying a lexical sig-
nature in the context of the target collection of texts,
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C3) a method to assess topic meaningfulness, which should assign each lex-
ical signature with a score of meaningfulness, useful to decide whether
the underlying topic is not too abstract nor specific, and also
C4) a method for generating a topic description; which can be properly de-
fined by default as the lexical signature, or can be learned as an enhanced
version of the signature from either the own signature or the underlying
(discovered or learned) topic in the context of the text collection.
From these components, we formulate the framework in terms of an iter-
ative search in which each iteration is focused on discovering a new coherent
and meaningful topic from the target document collection as follows:
- Firstly, a (finite) set of lexical signatures S is chosen to find topic diver-
sity regarding the set of previously discovered topics; where the lexical
signatures in S follow C1.
- Then, the meaningfulness of the topic underlying each lexical signature
in S is assessed by assigning a scoring of meaningfulness to the signature
regarding the abstract component C3 (the aim is to determine if a lexical
signature is the aboutness of a meaningful topic).
- A filtering process based on the meaningfulness score is then applied
to filter out non-meaningful topics (i.e., disregard the lexical signatures
that are not deemed to represent meaningful topics).
- Finally, a new topic is obtained from each remaining lexical signature
by applying component C2 to discover/learn the topic underlying the
signature; and also is so its description by means of C4.
At the end of each iteration, the new topics are stored together with their
respective descriptions. Then, if all the documents in the collection are cov-
ered by the discovered topics, the iterative search is stopped and the set of
stored topics (and their respective descriptions) is returned. Otherwise, the
topic discovery search proceed with a new iteration in order to find new top-
ics. The general steps of the proposedmethodology are shown in Algorithm 1.
In the algorithm, functions topic-definition, topic-meaningfulness and topic-
description respectively represent the abstract components C2, C3 and C4 from
the framework; whereas sample-lexical-signatures and stop-discovering-criterion
are other abstract components in the framework that respectively represent:
- A mechanism to generate a set of lexical signatures focused on discov-
ering new topics from the target text collection by regarding the set of
discovered topics in previous iterations. In the algorithm, T¯ denotes an
abstract data element representing the complement of the discovered
topics. The signatures in S are assumed to follow C1.
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Algorithm 1 A general framework for discovering and describing coherent
and meaningful topics from a target collection of texts.
Entrada: A target collection of texts D = fd1, .., dNg.
Salida: The set of pairs T = f(Ti, di)gi containing the topics and their respective
descriptions.
1: T  Æ
2: repeat
3: S  sample-lexical-signatures(T¯)
4: Let wi  topic-meaningfulness(si) for all si 2 S.
5: S0  fsijsi 2 S ^wi > w0g
6: T  T [ f(Ti, di)jsi 2 S0 ^ Ti = topic-definition(si) ^ di = topic-description(si)g
7: until stop-discovering-criterion
- The general condition that is satisfied when all of the documents in the
collection are covered by at least one of the topics discovered, or no lex-
ical signatures can be obtained for generating new topics.
The value w0 is intended to express a lower bound on the meaningfulness
score that performs like a decision boundary for filtering meaningful topics.
As it will be shown later, this element can be defined as a global constant value
or can be contextually determined by the elements in S.
By specifying different definitions for all of the above abstract components,
different approaches can be derived for discovering and describing topics
from this abstract framework as performed in the next chapters.
4.2 Specifying related approaches
The proposed framework is general enough so as to be employed to spec-
ify the state-of-the-art approaches reviewed in Chapter 3 as instances of the
framework. By doing this, we will be able to further analyze the framework
components and decide where to put the focus of our research in order to
obtain significant improvements over the state-of-the-art related approaches.
To sum up, the related approaches can be broadly specified as follows:
 Clustering approaches based on frequent itemsets: Overall, these approaches
can be expressed as framework instances by defining lexical signatures
to be the corresponding frequent word-based itemsets mined from the
entire document collection in each case, and also by defining function
sample-lexical-signatures to return all these frequent itemsets at the same
time. In the case of methods that do not rely on interestingness measures
(e.g., FTC, HFTC and FIHC), the meaningfulness scoring function topic-
meaningfulness can be defined as a constant, so that every lexical signa-
ture generated is considered to be the aboutness of a meaningful topic.
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In the case of other methods, this function can be fulfilled with the cor-
responding interestingness measure to only regard the interesting item-
sets as meaningful enough to determine the topics. Only one framework
iteration is needed to specify all these approaches; thus, stop-discovering-
criterion can be defined as propositional constant ’True’. Function topic-
definition can be defined from the support sets of the lexical signatures
according to the topic definition of each specific approach.
 PTM-based approaches: Traditional PTM-based approaches can be expressed
as framework instances in a similar way to that of clustering-based ap-
proaches. The main difference stems from the use of multisets of words
to define the lexical signatures. In this case, lexical signatures can be
defined so that there is exactly one lexical signature for each topic, de-
fined as the multiset of word occurrences that have been labeled with
the topic at inference time. The topic definition from each lexical signa-
ture is straightforward from the way in which the specific PTM-based
approach define its topics from the labeled word occurrences (see for ex-
ample Equation 2.18). Themain issue here is that these lexical signatures
do not necessarily correspond to actual sets of lexically related words.
4.2.1 Main observations
Several observations can bemade from specifying existing approaches as frame-
work instances:
- Lexical signatures and topic coherence: Regarding the clustering proposals
based on frequent itemsets, we support the idea that lexical signatures
should not be directly based on frequent word sets from the target text
collection. Not all of the actual topics in a text collection (mainly, the
smallest ones) can be covered by these kinds of lexically related words.
Neither should we directly base topic definitions on the support sets of
lexical signatures, whatever these signatures may be.
To directly base lexical signatures on labeled words from latent topics is
actually not a good idea. These multisets do not correspond to actual
sets of lexically related words, and therefore the coherence of the topics
may be compromised.
- Topic meaningfulness: We cannot directly base the meaningfulness score
of a lexical signature on word correlations. It might lead to obtain false-
positive meaningfulness assessments such as validating lexical signa-
tures that cover very specific events (mainly, in case of target collections
comprising very separated topics) or too abstract signatures entailing
several concrete topics in case of domain-specific document collections.
Topic meaningfulness assessments have not been implemented beyond
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correlation measures, so there is enough room to explore different alter-
natives despite the complexity of the task.
- Topic redundancy: The above specification of existing approaches in terms
of the framework components is based on a single iteration to find the
topics, and the issue of obtaining redundant topics (that is not system-
atically addressed by the approaches) cannot be addressed by the itera-
tive search mechanism aimed at finding topic diversity. This makes ex-
tremely important to accurately define function sample-lexical-signatures.
The aim should be to attempt discovering just one meaningful topic in
each iteration to minimize the risk of discovering redundant topics.
4.3 Framework evaluation
Since the proposed framework is an abstract one, we consider evaluating it
by means of performing empirical evaluations (see Section 2.4) on concrete
approaches derived from the framework as instances.
Specifically, we consider to evaluate the performance of the different ap-
proaches on different benchmark text collections, namely:
 TDT2 English corpus (version 4.0) of news stories from the TDT research
campaign.
 AFP Spanish collection of news stories from TREC. 1
 The collection of tweets (RL-MA) about entities in the domain of MU-
SIC/ARTISTS from the training set of RepLab 2013 evaluation campaign
on Online Reputation Management. 2
 The collection of tweets (RL-CARS) about entities in the automotive do-
main from the training set of RepLab 2013 evaluation campaign.
These collections correspond to different document registers, and they have
been manually labeled with topical information by human annotators at the
document level. A description of these collections is shown in Table 4.1.
In the case of TDT2 and AFP, topics correspond to the main events ad-
dressed by news stories; whereas in the case of RL-M/A and RL-CARS topics
correspond to opinion aspects submitted by users in the form of tweets about
different entities in a domain.
The aim of using these document collections is to assess the performance of
the derived methods on very different input collections. It is worth mention-
ing that in addition to the differences in the type of documents between the
collections of news and the collections of tweets, the topics based on tweets
1http://trec.nist.gov
2http://www.limosine-project.eu/events/replab2013
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Table 4.1: Description of the benchmark text collections that will be used in
the evaluation of the framework instances.
Feature TDT2 AFP RL-M/A RL-CARS
Number of documents 8042 2384 11956 11121
Vocabulary size 38847 27549 20895 29620
Number of topics 96 25 10183 12373
Document register news news tweets tweets
Source language English Spanish English English
3One of the topics labeled as “Other topics” groups together a broad set of tweets that do not
belong to the rest of the topics.
have a significant vocabulary overlapping between each other because they
correspond to opinion aspects of entities in the same domain. Thus, to some
extent these topics can be considered as subtopics of a broad topic that involve
opinions about a certain type of entities.
These collections were preprocessed to consider only word lemmas as the
documents’ features. Stopwords were removed in the case of news stories, but
they were kept in the case of the collections based on tweets because in many
cases they corresponded to meaningful words in the message being transmit-
ted.
4.3.1 Experimental targets
In first place, our goal is to validate the reliability of the instances of the main
abstract component in each derived approach; that is, to check for the effec-
tiveness of the components in the solution.
We will be interested in evaluating the performance of the approaches in
terms of the coherence and meaningfulness of the discovered topics. To do so,
we will consider the assumption:
The closer the obtained set of topics to the gold standard, the more coher-
ent and meaningful the individual topics are, and vice versa.
The aim is to assess topic meaningfulness in absence of intrinsic evaluation
metrics for this quality property.
Finally, wewill be focused on comparing the performance of our proposals
to those of the main state-of-the-art methods reviewed in Chapter 3.
4.4 Conclusions
In this chapter, a new abstract framework for discovering and describing top-
ics have been introduced. The framework has been devised as an iterative
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topic search from a set of abstract components that seek to verify the main
hypotheses of this work. The aim is to derive concrete approaches from the
proposed framework to successfully address the problem of discovering and
describing coherent and meaningful topics.
The proposed framework is general enough so as to be used to specify re-
lated approaches from the state-of-the-art as instances of the framework. This
allows to contextualize the framework with these approaches and, in turn,
to know where to put the focus of our research in order to obtain significant
improvements.
To evaluate the proposed abstract framework we will consider to carry out
empirical evaluations on concrete framework instances that will be mainly
based on the comparison of the obtained topics to gold-standard produced by
human annotators.
The evaluation will be based on very different benchmark text collections
(in terms of document register and vocabulary overlapping between the top-
ics).
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Chapter 5
A clustering-based
framework instance
5.1 Introduction
In this chapter, we introduce a new clustering algorithm that is derived from
the framework proposed in the previous chapter. The concrete hypothesis is
that high quality topics (i.e., the coherent and meaningful ones) can be iden-
tified from highly probable word pairs that co-occur across the documents in
the target collection and that are also likely to represent homogeneous (i.e.,
non-abstract) contents.
The method assumes that no prior knowledge about the collection exists,
and therefore no training samples are available to supervise neither the dis-
covery nor the description processes.
The approach is an extension of the methods proposed in (Anaya-Sa´nchez
et al., 2008) and (Anaya-Sa´nchez et al., 2010) Firstly, based on the general
framework, we provide a new formalization of the main concepts on which
the approach relies. Secondly, a comprehensive set of experiments is carried
out on benchmark text collections of different document register. That is, in
addition to collections of news stories we apply our approach to discover
opinion topics from collections of tweets.
Despite the method is based onword pairs, it is able to provide larger topic
descriptions than just a pair of words.
Themethod represents the documents in the VSM (see Section 2.2.1). How-
ever, it avoids similarity threshold tuning by automatically estimating a simi-
larity value from the collection, which produces near-optimal results.
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5.2 Overview and notation
Given a document collection D = fd1, . . . , dNg, the proposed method aims to
obtain a clustering G = f(G1, d1), . . . , (GK, dK)g; where, for all 1  i  K, each
cluster Gi represents a topic in the collection (Gi  D), di being its description.
Assuming that each topic can be represented by a pair of words from the
vocabulary of the collection, in this clustering instance we implement the con-
cept of lexical signatures (i.e., the abstraction that represents the aboutness of
each topic) by means of word pairs. Then, the approach relies on a probabilis-
tic model of word pairs from the collection to guide the search for a “good”
partition of the data in terms of coherence and meaningfulness as follows.
Starting from themost probable word pair in the collection, a homogeneity
criterion is applied to the pair in order to test whether the content underlying
the meaning of the pair in the collection is meaningful or not (see Section 5.4).
If the homogeneity criterion holds, a coherent cluster consisting of the set of
relevant documents for the content represented by the pair is created (see Sec-
tion 5.5). Otherwise, the pair is discarded. Thus, word pairs representing
abstract contents are disregarded for representing a topic.
Once a cluster has been built, its documents are removed from the col-
lection. Then, this process is repeated again (regarding only the remaining
documents and the pairs not evaluated yet) until either the set of remaining
documents is empty or no more relevant pairs can be found. Finally, if there
are documents not clustered yet, a singleton is created for each one consider-
ing its most probable word pair as its description.
Next sections are respectively focused on giving details about:
- the probabilistic model of word pairs,
- the homogeneity criterion employed to assess the meaningfulness of a
word pair to define a topic, and
- the definition of coherent topics
Then, Section 5.6 focuses on specifying how the different framework compo-
nents defined in Chapter 4 are instantiated to derive the entire methodology.
To illustrate the concepts introduced in the next sections we mainly rely on
the following example of target text collection.
Example Collection. Consider the text collection composed of the seven doc-
uments shown in Table 5.1. These documents have been built from TDT2 col-
lection, and their document names (specifically, the prefix before the period)
indicate their topics. For each term, the table includes the number of its occur-
rences in the documents. The last row in the table indicates the total number
of terms in each document.
Table 5.2 summarizes the notation adopted in this chapter.
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Table 5.1: Example document set.
Term T20011.1 T20002.2 T20096.3 T20001.4 T20001.5 T20001.6 T20001.7
clinton 4 2 4 - - - -
president 2 4 2 - - - -
state 2 - - - - - -
nation 2 - - - - - -
white house 2 - - - - - -
address 2 - - - - - -
monica lewinsky - 2 - - - - -
affair - 2 - - - - -
sexual - 2 - - - - -
scandal - 3 - - - - -
china - - 2 - - - -
beijing - - 2 - - - -
tiannamen - - 2 - - - -
jiang zemin - - 2 - - - -
crisis - - - 4 2 4 2
asia - - - 4 4 2 -
market - - - 2 - 2 -
...
Total 100 92 90 138 156 120 100
Table 5.2: Main notation used in the proposed clustering-based methodology
to discover and describe coherent and meaningful topics.
Variable Description
D = fd1, . . . , dNg Set of documents defining the targetdocument collection.
G = f(G1, d1), . . . , (GK, dK)g
The document clustering that we seek to find;
where each Gi is a cluster of documents that
represents a topic in the collection (Gi  D),
di being its description.
V = fw1, ..,wjVjg Vocabulary of the target document collection.
P
The set of all term pairs that co-occur in at
least one document in D.
This set represents the set of all possible
lexical signatures.
p, fwi,wjg An arbitrary term pair representing a lexicalsignature from P .
p(pjD), p(fwi,wjgjD) The probability of a word pair that is used tomodel the probabilistic model of term pairs.
Djp
The support set of a word pair in the collection
D; that it, the set of documents from D that
simultaneously contain the words in p.
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Table 5.3: Top five most probable term pairs.
Term pair
Probability
proportional to
{clinton, president} 0.000390
{asia, crisis} 0.000246
{president, scandal} 0.000202
{beijing, clinton} 0.000141
{clinton, jiang zeming} 0.000141
5.3 A probabilistic model of word pairs
Let P be the set of all word pairs that co-occur in at least one document in the
collection D. For a given p 2 P , we denote by Djp the support set of p in D,
i.e. the set of documents in D that simultaneously contain both words in p.
We define the probability of a word pair fwi,wjg 2 P from D as:
p(fwi,wjgjD) µ å
d2D
p(wijd)P(wjjd)p(djD) (5.1)
where p(djD) is the probability of selecting document d from among all docu-
ments inD, and p(wjd) represents the conditional probability of wordw given
d. As we consider each document in D to be equally probable, we estimate
p(djD) as 1/jDj for all d 2 D.
In this work, the conditional probability of a word w given a document d
is estimated using MLE as the fraction:
p(wjd) = TF(w, d)
å
w02d
TF(w0, d) (5.2)
where TF(w, d) is the number of occurrences of word w in d. Note that For-
mula 5.1 weights a word pair not only by considering the number of docu-
ments that contain the words, but also by regarding the frequency of each
word in the documents.
Example In Table 5.3, we show the top five most probable word pairs gener-
ated from the example collection. As it can be appreciated, the most probable
word pair is fclinton, presidentg, whose probability is p(fclinton, presidentgjD)
µ 4/100  2/100  1/7 + 2/92  4/92  1/7 + 4/90  2/90  1/7 = 0.000390.
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Table 5.4: Entropies for some TDT2 topics.
Source topics 20002 ∪ 20096 20002
Monica Lewinsky Case
20096
Clinton-Jiang Debate
Vocabulary entropy
of the sample
9.81 9.18 (-6.4%) 9.38 (-4.4%)
5.4 A homogeneity criterion to assess topic mean-
ingfulness
We consider a homogeneity criterion to test whether a word pair represents
a meaningful content in the target document collection. Our intuition is that
highly probable word pairs in a collection are likely to represent a meaning-
ful content only if such a content is homogeneous; that is, if it comprises a
single, cohesive content instead of several or many. The task is then to de-
vise a boolean criterion that expresses the homogeneity of a document set that
represents the content underlying a word pair.
Information entropy has been often used as a characterization of the in-
formation content comprised in a data source. For example, it has been used
as a measure for feature selection, lossless data compression methods, or for
evaluating the quality of clustering partitions. In order to measure the homo-
geneity of a document collection D0, entropy has been usually applied over
the vocabulary of the collection at hand. That is,
H(V) =   å
w2V
p(wjD0) log2 p(wjD0) (5.3)
where V is the vocabulary of the collection D0 and p(wjD0) represents the
probability of word w in D0.
However, this value gives us little information about the number of top-
ics a collection is actually covering. To show this let us consider, for exam-
ple, two TDT2 topics (20002 and 20096) that share some vocabulary (they are
about events related to President Clinton). For each topic, we select a ran-
dom sample of 85 documents and then we prepare a uniform topic mixture
by completely merging the two topic samples. The individual topic samples
are considered to be homogeneous, whereas the topic mixture is considered to
be heterogeneous. In Table 5.4, we show the vocabulary entropies obtained for
these document sets. Notice that the differences in the vocabulary entropy of
the homogeneous document sets with respect to the heterogeneous mixture
are negligible (the relative differences are shown in parenthesis). Thus, we
cannot easily define a threshold for the vocabulary entropy that determines
the homogeneity of these document sets.
In this way, we propose an alternativemanner to estimate the homogeneity
of a set of documents (specifically, for the support set of a given word pair) by
analyzing its possible content coverage. The intuition behind our proposal is
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that for a homogeneous document set there must be a content-based partition
in which a component prevails. This component would represent the (main)
theme of the document set. Thus, given the support set of a word pair, the
proposedmethod estimates a content-based partition for this set, and by using
the notion of entropy it analyzes the possible existence of such a component.
As a content-based partition for the support set of a word pair p, we
use that one induced by the connected components of the b-similarity graph
that corresponds to the support set. Given a similarity function S : D 
D ! IR, the b-similarity graph of the support set Djp is an undirected graph
whose vertices are the documents in Djp , and there is an edge between docu-
ments di and dj if they are b-similar. Two documents di and dj are b-similar if
S(di, dj)  b, where b is a minimum similarity threshold (Pons-Porrata et al.,
2007b). This partition is equivalent to that one produced from the b-level of
the document hierarchy obtained by applying the standard single-link cluster-
ing method (Sibson, 1973).
For instantiating function S we use the cosine similarity function (see Equa-
tion 2.3). The features in this case are the documents’ words, which areweighted
using SMART ltc (Buckley et al., 1995b).
We estimate the minimum similarity threshold b for a document collection
D by averaging the similarities between each document in this collection and
its k-most similar documents, that is:
b =
1
jDj åd2D
1
k åd02msd(k,d)
S(d, d0) (5.4)
where msd(k, d) represents the collection of the k-most similar documents of d
in C. It is worth mentioning that we calculate the b value from the document
collection at once, before the iterative process of topic discovery begins.
For estimating the value of k, we rely on the k-nearest neighbor estimation
approach. Thus, we fix the value of k to be bpjDjc in the case of the news
stories, and we use k = blog jDjc in the case of RL-M/A and RL-CARS; that
is, we define k in terms of a sublinear function on the size of the document
collection, as it is suggested across the literature on density estimation (Lofts-
gaarden and Quesenberry, 1965; Duda et al., 2001; Zhang et al., 2007). In a
previous work (Anaya-Sa´nchez et al., 2008), we have shown that the quality
results obtained by varying the b threshold are stable. In the collections tested
here, the proposed estimation of b thresholds produces result values that are
not statistically different from estimations of the optimal ones (obtained by
varying the value of b in the range [0, 1]).1
1In previous experiments performed on news stories (Anaya-Sa´nchez et al., 2010), we have
shown that k = bpjDjc is a good value to estimate the threshold b. However, we have re-
cently found that in document collections such as RL-M/A and RL-CARS that have a significant
overlapping in the vocabulary of their documents, a good value of k should be estimated from a
lower-order function such as the logarithmic one.
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Table 5.5: Entropies for some TDT2 topics.
Source topics 20002 ∪ 20096 20002
Monica Lewinsky Case
20096
Clinton-Jiang Debate
Most probable term pair
of the sample
{clinton, president} {monica, lewinsky} {clinton, president}
Vocabulary entropy
of the support set
9.85 9.02 (-8.4%) 9.36 (-5.0%)
Content-based entropy
of the support set
1.69 0.42 (-75.1%) 0.37 (-78.1%)
In this way, we define that the content underlying a word pair p is homoge-
neous in content if the “pure” entropy of the partition induced by the connected
components of the b-similarity graph of Djp is less than 1. The pure entropy
of a partition Q = fQ1, . . . ,Qqg is calculated as follows:
H(Q) =  
q
å
i=1
p(QijQ) log2 p(QijQ) (5.5)
where p(QijQ) can be estimated as jQij/
q
å
j=1
jQjj.
As entropy expresses the number of units on the average required to de-
scribe some information (in this case the partition), this definition stems from
the following fact: if less than one unit is needed to encode the contents com-
prised in a support set, then such a set includes a predominant content which
makes it homogeneous enough. We will call core of the support set Djp , de-
noted as core(Djp), to the largest connected component, which represents this
predominant content.
In Table 5.5, we show both the vocabulary entropy and the content-based
entropy of the support sets of themost probable term pair generated from each
of the TDT2 samples that had been used above. As it can be noticed, unlike the
vocabulary entropy, the content-based entropy values of single topics are well
distinguished from that of the mixture. Also, we can corroborate that value 1
is a good estimate for the homogeneity decision boundary.
Example Consider the similarity matrix for the documents of the example
collection (see Table 5.6). From these values, we estimate k = bp7c = 2
and b=1/7 (1/2(0.00388+0.00513) + 1/2(0.00388+0.00420) + 1/2(0.00513 +
0.00420) + 1/2(0.01111+0.01205) + 1/2(0.00726+0.01076) + 1/2(0.01111+0.01189)
+ 1/2(0.01205+0.01189)) = 0.00818. Regarding the pair fclinton, presidentg and
its support set fT20011.1, T20002.2, T20096.3g, it can be appreciated that the
documents are not b-similar to each other. Thus, the content-based partition
induced by the connected components is ffT20011.1g, fT20002.2g, fT20096.3gg,
which has the entropy value: H(Djfclinton,presidentg) = -(1/3 log2(1/3)+1/3
log2(1/3)+1/3 log2(1/3)) = 1.585. Therefore, the content represented by the
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Table 5.6: Similarity matrix from the example collection.
T20011.1 T20002.2 T20096.3 T20001.4 T20001.5 T20001.6 T20001.7
T20011.1 - 0.00388 0.00513 0.00 0.00 0.00 0.0
T20002.2 0.00388 - 0.00420 0.00 0.00 0.00 0.0
T20096.3 0.00513 0.00420 - 0.00 0.00 0.00 0.0
T20001.4 0.00 0.00 0.00 - 0.00726 0.01111 0.01205
T20001.5 0.00 0.00 0.00 0.00726 - 0.01076 0.00710
T20001.6 0.00 0.00 0.00 0.01111 0.01076 - 0.01189
T20001.7 0.00 0.00 0.00 0.01205 0.00710 0.01189 -
pair fclinton, presidentg is not homogeneous and therefore the pair is not re-
garded for generating a topic. This was expected because this pair clearly
merges three topics. The next most probable word pair is fasia, crisisg, whose
support set is fT20001.4, T20001.5, T20001.6g. For this pair, the generated par-
tition includes a single connected component. Thus, the content-based en-
tropy is 0, and therefore the pair is regarded for generating a topic. In this
case, the core coincides with the support set of the pair.
5.5 Building coherent topics
Let p 2 P be a pair of words that represents a homogeneous content. Let also
core(Djp) be the core of its support set. We define the set of relevant documents
for the content represented by p as:
Rel(p) = core(Djp) [

d 2 D
9d0 2 core(Djp)[S(d, d0) = max
d002D0nfdg
S(d,d00)b
S(d, d00)]
	
(5.6)
where D0 denotes the original document collection (i.e. the current collection
D plus all the documents included in the previously identified topics).
That is, we consider as relevant documents for the content represented by
a pair of words all of the documents in the core of its support set, together with
those documents in the collection D whose most b-similar document belongs
to the core.
We consider that this set of relevant documents constitutes a topic. Notice
that this way of generating topics accepts documents about a topic in which
the word pair does not occur. Also, documents belonging to the support set
that are not relevant to its predominant content can be disregarded to build a
topic.
Example Rel(fasia, crisisg)=fT20001.4, T20001.5, T20001.6g[ fT20001.7g, be-
cause the most b-similar document of T20001.7 is T20001.4.
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5.5.1 Generating topic descriptions
The word pair p may be insufficient to describe the topic Rel(p), because the
pair may be an arbitrary term correlation under a topic or it may represent a
single entity (e.g. President Clinton). In order to give a more adequate context
for topic interpretation, we propose a method to determine a larger descrip-
tion extracted from the words occurring in the topic.
Assuming we have preclassified documents into a set of relevant docu-
ments Rel(p) and a set of non-relevant documents C n Rel(p), we define a
word w to be descriptive for the content labeled by a word pair p if w occurs in
Rel(p) and also if it is highly correlated to Rel(p) in the context C. Let d(p)
denote the set of all words that are descriptive for the content labeled by p. In
our method, we consider that d(p) is the description of the topic generated by
p.
For calculating the correlation between a word w and a topic Rel(p), we
apply the likelihood ratio score (Dunning, 1993) to the contingency tables be-
tween the topic and the word w. This score has been widely used for estimat-
ing the correlation of words with respect to a target topic (e.g., to define topic
signatures (Lin and Hovy, 2000; Harabagiu and Lacatusu, 2005)).
Given the following contingency table:
Rel(p) D n Rel(p)
w O11 O12
:w O21 O22
where :w represents the category of documents that do not contain word w,
the likelihood ratio score of word w is defined as:
  2logl(w) = 2å
i,j
Oij log2
Oij
Eij
(5.7)
where O11 is the number of documents in topic Rel(p) that contain word w,
O12 is the number of collection documents that do not belong to the topic but
contain w, O21 is the number of documents in the topic that do not contain
word w, O22 is the number of documents that do not contain w and belong to
D n Rel(p), and Eij is the expected value for cell i, j.
For generating the description, we regard as highly correlated words all of
the words w occurring in Rel(p) such that  2logl(w)/  2logl  p, where
 2logl represents the perfect score for the topic Rel(p), and p is a given cor-
relation ratio (0 < p < 1). The perfect score,  2logl, is obtained from the
values O11 = jRel(p)j, O12 = O21 = 0, and O22 = jD n Rel(p)j.
In the experiment carried out in Section 5.8, we use p = 0.25. Notice that,
except for this parameter, the proposed method provides a parameter-less al-
gorithm for topic discovery. The value of p affects the length of the topics’
descriptions. However, it can be noticed that this value does not affect the
process of topic generation (see for example Equation 5.6).
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Figure 5.1: Likelihood ratio scores.
Example Consider the topic Rel(fasia, crisisg)=fT20001.4, T20001.5, T20001.6,
T20001.7g. Figure 1 depicts the contingency tables and the likelihood ratio
scores corresponding to the word market and the perfect score value for this
topic. As it can be appreciated, for p = 0.25 the word market is included in
d(fasia, crisisg).
5.6 Instantiating the abstract framework
To set up the topic discovery approach, we instantiate the components of the
abstract framework from the above definitions as follows:
 Lexical signatures (component C1): We define lexical signatures as word
pairs that co-occur in at least on document in the target collection D.
That is, the set of lexical signatures is given by the set of word pairs P .
In the context of the iterative search for the topics, let D0 be the set of
documents that have not been clustered yet as part of an already discov-
ered topic. Then, we define component sample-lexical-signatures(T¯) as the
result of sampling a word pair as follows:
sample-lexical-signatures(T¯) = fpg (5.8)
where p = argmax
fwi ,wjg2P
p(fwi,wjgjD0). This means that in each iteration,
we process the most probable word pair in order to search for a topic;
which would be defined from the content represented by the pair in D0.
 Topic definition/learning (Component C2) and the topic’s description:
As previously stated in Section 5.5, for a given lexical signature p we
define:
topic-definition(p) = Rel(p) (5.9)
(5.10)
Accordingly, the topic description will be given by the set of words:
topic-description(p) = fwjw occurs in Rel(p)^
 2logl(w)
 2logl  pg (5.11)
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 Topic meaningfulness (Component C3): Based on the meaningfulness
criterion presented in Section 5.4, we define topic-meaningfulness(p) as:
topic-meaningfulness(p) =  H(Q) (5.12)
where H(Q) is defined as in Equation 5.5, andQ represents the partition
induced by the connected components of the b-similarity graph of D0jp .
In this case, the framework parameter w0 is defined to regard only those
pairs having -H(Q) greater than -1.
 Stopping criterion of the search:
In our search for the cluster-based topics, two conditions can determine
the stop for the search. The first one is that all of the documents be clus-
tered into already discovered topics. In this case, the search must be im-
mediately stopped and the set of clusters together with their respective
descriptions must be given as result.
The second case holds when there are still documents that remain un-
clustered yet and no pair of words from these documents satisfy the
condition of representing an homogeneous content. In such a case, the
topic search must be stopped but we also propose to include a singleton
cluster ...
The general steps of the proposed clustering-based approach is summa-
rized in Algorithm 2. This algorithm is equivalent to Algorithm 1 under the
substitution of the abstract components with the concrete ones as defined ear-
lier in this section.
The general steps of the proposed method are shown in Algorithm 2.
5.7 Time Complexity
For giving an expression of the time complexity of the proposed method, we
analyze the time complexity of the following operations:
i. The computation of both the minimum similarity threshold b and the most b-
similar document for each document in the collection. The latter is used for
calculating the part after the union symbol in Formula 5.6. These two
computations are carried out before the iterative process of topic dis-
covery begins. The similarity between documents di and dj (see For-
mula 2.3) can be computed in time O(li + lj), where, 8n 2 f1, . . . ,Ng, ln
denotes the length of the collection document dn (i.e. the number of dif-
ferent words contained in dn). As we need to calculate all the pairwise
similarities between documents, the complexity of these calculations is
O(åN 1i=1 å
N
j=i+1 li+ lj) = O((N  1)åNi=1 li) = O((N  1)NL1) = O(N2L1),
where N is the number of documents in the collection and L1 is the arith-
metic mean of the document lengths.
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Algorithm 2 A clustering algorithm for discovering and describing coherent
and meaningful topics.
Entrada: A set of documents D = fd1, . . . , dNg.
Salida: The set of topics generated from D together with their descriptions, G =
f(G1, d1), . . . , (GK , dK)g.
1. Build the set of term pairs P .
2. Let G = Æ.
3. p = argmax
fti ,tjg2P
P(fti, tjgjD)
4. If Djp is homogeneous in content then
(a) G = Rel(p)
(b) d = d(p)
(c) G = G [ f(G, d, )g
(d) D = D n G
5. P = P n fpg
6. If D 6= Æ ^ P 6= Æ then go to Step 3.
7. If D 6= Æ then
(a) G = G [ f(fdg, d)j d 2 D ^ d is the most probable term pair in dg
8. Return G.
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ii. The iterative process for discovering and describing the topics. The time com-
plexity of the i-th iteration depends on the time complexity of:
a) The computation of the probabilities of generating all term pairs that co-
occur in the collection documents. This calculation is performed by
accumulating progressively the pairs’ probabilities over the docu-
ments of the collection. In this way, the complexity of this step is
O(l21 + . . .+ l
2
N) = O(NL
2
2), where L2 is the quadratic mean of the
document lengths.
b) The computation of the homogeneity test for the support set of the most
probable term pair. As this step requires to compute the connected
components in the b-similarity graph of the support set, its time
complexity is O(s2i ), where si is the cardinality of the support set
of the term pair (the pairwise similarities between the documents
have been previously computed).
c) The calculation of the topic’s documents. This step is performed by
firstly retrieving the core from the connected components of the b-
similarity graph, and then incorporating the documents from the
collection whose most b-similar documents are in the core. This
can be carried out in O(si + N).
d) The generation of the description. This operation involves the calcula-
tion of the likelihood ratio score for the terms occurring in the topic,
and therefore its time complexity is O(l1 + . . .+ lN) = O(NL1).
Thus, we can reduce the time complexity of the i-th iteration toO(NL22+
s2i ). In this way, t iterations are performed in O(tNL
2
2 + å
t
i=1 s
2
i ). An
upper bound for the number of iterations of our method may be the
number of word pairs, which is O(NL22). Hence, the complexity of the
iterative process isO(N2L42 +NL
2
2S
2
2), where S2 represents the quadratic
mean of the cardinalities of the support sets of the term pairs that co-
occur in the collection documents.
The previous analysis suggests that the time complexity of our method is
dominated by the iterative process for discovering and describing the topics.
However, L1, L2 and S2 can be considered as constant values when N ! ¥,
because they become population means. Therefore, the overall time complex-
ity of our method is O(N2).
Experimentally, we have calculated the values of L1, L2 and S2 in three
document collections (Anaya-Sa´nchez et al., 2010). In these collections, the
averages of L1, L2 and S2 are around 85.32 words, 104.34 words and 8.98 doc-
uments respectively.
Based on a similar analysis, it can be easily shown that the space complex-
ity of the proposed method is O(N2).
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5.8 Evaluation
For evaluating the proposed approach, we use the four benchmark collections
described in Chapter 4; namely, TDT2, AFP, RL-M/A, and RL-CARS.
These collections are different in terms of number of topics, topic sizes,
number of dimensions and document register. All of the documents in these
collections have been manually labeled with topics by human annotators.
Since there are no measures that directly evaluate topic coherence and/or
meaningfulness on document clusters (at least in amanner that correlates with
human judgments), we rely on the assumption stated in Section 4.3.1 to eval-
uate the overall quality of the discovered topics. That is, we assume that the
closer the topics to the gold standard produced by humans, the more coherent
and meaningful the individual topics are.
Thus, we compare the obtained topics to the gold-standard in terms of
macro- andmicro-averaged F1measure. We firstly focus on evaluating the im-
pact of both components: the one aimed at producing coherent topics and the
other one centered on ensuring topic meaningfulness in the performance of
the proposed approach. Then, we compare our method to related approaches
in the state-of-the-art; that is we compare to approaches that produce docu-
ment clusters based on frequent word sets.
5.8.1 Performance of the main components
In the first experiment we consider two versions of our method in order to
evaluate the impact of: (1) using only term pairs whose support sets are ho-
mogeneous in content, and (2) adding those documents whose most b-similar
document is included in the core of the support set of the pairs (see For-
mula 5.6).
For the first version (Version 1), we disregard the homogeneity constraint
imposed to the most probable term pairs, i.e. we remove the conditional part
of Step 4 in Algorithm 2. Also, in this version clusters simply consist of all the
documents that contain the pair, that is, for a given term pair p 2 P , Rel(p)
is defined as Djp .
For the second version (Version 2), we test the homogeneity condition on
the term pairs (i.e. we regard the conditional part of Step 4 in the algorithm),
but we only consider the cores for creating the clusters, i.e. Rel(p) is defined
as core(Djp).
The aim of the first version is to validate the performance of the instanti-
ated component C3 to ensure topic meaningfulness; whereas the second ver-
sion aims at validating the performance of the instantiated component C2 to
produce coherent topics.
For each test collection, we also consider a baseline directly built from its
manual topics. Each cluster in the baseline coincides with the support set of
the most probable term pair generated by a manual topic. The probability of
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Table 5.7: Micro- and macro-averaged F1 values obtained for the test collec-
tions.
Data Algorithm Macro-F1 Micro-F1
TDT2
Baseline
Version 1
Version 2
Our approach
0.727
0.461
0.828
0.868
0.787
0.588
0.861
0.901
AFP
Baseline
Version 1
Version 2
Our approach
0.714
0.677
0.651
0.719
0.750
0.725
0.715
0.766
RL-M/A
Baseline
Version 1
Version 2
Our approach
0.235
0.099
0.241
0.424
0.297
0.213
0.452
0.526
RL-CARS
Baseline
Version 1
Version 2
Our approach
0.351
0.169
0.360
0.565
0.413
0.326
0.579
0.685
the pairs is calculated by using Formula 5.1 but constraining D in each case to
be the manual topic (i.e., the set of documents labeled with the topic).
Table 5.7 shows both macro- and micro-averaged F1 values obtained for
each test collection. Several observations can be made by analyzing these re-
sults.
Firstly, it can be appreciated that our proposal obtains very good results
for both macro- and micro-averaged F1 measures in the case of the collections
based on news stories; whereas in the collections of tweets the performance
was poorer. The reason might be twofold:
- Unlike TDT2 and AFP, there is a noisy topic included in RL-M/A and
RL-CARS (i.e., a topic labeled as ”Other topics”). Such a topic comprises
a significant number of documents and this might alter the meaning of
some word pairs in the collection. Notice also that our method depends
upon an estimated threshold b, whose value might be affected by the
“noisy” tweets.
- The method relies on the VSM model to represents the documents. This
model might not be the most appropriate one to represent the tweets.
Secondly, we can see that the results obtained by Version 1 are very poor,
except for the AFP collection. This was expected since the manually labeled
topics in AFP are more distinguishable than the other ones in terms of the
main vocabulary that defines the topics. For example, in TDT2 dataset the
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most probable word pair in the collection is fclinton, presidentg, which fre-
quently occurs in documents about the topics 20002 (Monica Lewinsky Case),
20011 (State of the Union Address), 20096 (Clinton-Jiang Debate) and 20099
(Oregon bomb for Clinton?). Obviously, the support set of this pair merges
these three topics, and therefore it can decrease the quality of the results. A
similar situation is observed in RL-MA/ and RL-CARS, in which topics are
actually different aspects of a set of entities in a domain.
We can also appreciate that the proposed method outperforms both the
baseline and the two versions of our approach defined above. This indicates
that using only word pairs is not enough for discovering topics, even though
the pairs be the most probable ones generated from the manual topics. More-
over, these results corroborate the positive impact of both (i) filtering out word
pairs by considering the homogeneity of their support sets and (ii) adding b-
similar documents to the core of the support sets of the pairs in order to define
a topic.
The second experiment was focused on validating the proposed estima-
tion method of the minimum similarity threshold b for a document collection.
With this aim, we consider a third version (Version 3) of our method that dis-
regards the automatic calculation of b as defined in Formula 5.4.
In this new version, the minimum threshold b is defined as an additional
input parameter of the method. Thus, we apply this third version of the al-
gorithm over the four test collections using different values for b that try to
uniformly cover its entire domain (i.e. the range [0, 1]). Specifically, we vary
b from 0 to 1 with an increment of 0.01. In previous work (Anaya-Sa´nchez
et al., 2008), we have shown that the results obtained by varying threshold b
are stable.
In Table 5.8, we compare the best results of macro- and micro-averaged
values of F1 obtained using the third version to those results obtained by our
approach in the four test collections. As it can be appreciated, the proposed
estimate for b approximates well the values that produce the best results for
macro- and micro-averaged F1 in TDT2, but it is also close to the optimal val-
ues for macro-averaged F1 in AFP and micro-averaged F1 in RL-M/A and
RL-CARS.
The values of both macro- and micro-averaged F1 obtained from the es-
timated b are close to the optimal ones in TDT2, AFP and RL-M/A collec-
tions. In this way, we can say that, overall, the proposed estimation method
for threshold b produces result values that are near optimal.
5.8.2 Comparison to state-of-the-art approaches
In a third experiment, we compare the results obtained by our proposal to
those ones produced by approaches based on frequent term sets in the state-of-
the-art. In particular, we use FIHC (Fung et al., 2003) version 1.0 2 and our own
2http://www.cs.sfu.edu.ca/˜ddm/dmsoft/Clustering/products/fihcDistribution.zip
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Table 5.8: Micro- and macro-averaged F1 values obtained for different b
thresholds.
Data Algorithm β Macro-F1 Micro-F1
TDT2
Version 3, β best macro-F1
Version 3, β best micro-F1
Our approach
0.19
0.19
0.197
0.870
0.870
0.867
0.903
0.903
0.901
AFP
Version 3, β best macro-F1
Version 3, β best micro-F1
Our approach
0.14
0.10
0.139
0.719
0.717
0.719
0.766
0.784
0.766
RL-M/A
Version 3, β best macro-F1
Version 3, β best micro-F1
Our approach
0.58
0.51
0.499
0.440
0.429
0.424
0.523
0.529
0.526
RL-CARS
Version 3, β best macro-F1
Version 3, β best micro-F1
Our approach
0.47
0.47
0.399
0.609
0.609
0.565
0.705
0.705
0.685
implementations of both CFWS (Li et al., 2008) and the method proposed by
Malik and Kender in (Malik and Kender, 2006). For the latter, we use Mutual
Information as interestingness measure with threshold 0.1. To ensure a fair
comparison, we use the parameter values recommended by the authors. We
also tuned support thresholds for each dataset and reported the best results.
In the case of hierarchical algorithms (FIHC and the method by Malik and
Kender), we report the values obtained by evaluating the whole hierarchy.
Table 5.9 shows the obtained values of micro- and macro-averaged F1 in
the four test collections. For each approach, the table also includes the over-
lapping degree of the discovered topics (i.e. the number of clusters in which a
document is included on the average) and the number of generated itemsets.
Itemsets correspond to the number of frequent term sets, closed interesting
itemsets and frequent word sequences generated by FIHC, the method byMa-
lik and Kender and CFWS respectively. In the case of our method, we report
the total number of probable word pairs on which the homogeneity criterion
was satisfied.
As it can be appreciated, our algorithm significantly outperforms the other
approaches. The obtained macro- and micro-averaged F1 values corroborate
the dependence of these algorithms with respect to the minimum support,
which rejects all the topics whose size is below this threshold. To make an
understanding of this, it is worth mentioning that for a support of 5% there
are only 8 manual topics in AFP and 5 in TDT2 collections, whose respective
sizes are above this threshold (which is the recommended one for CFWS).
Also, we can observe that, unlike our method and FIHC, the other ap-
proaches obtain a high overlapping in their generated topics that does not
correspond to the actual topic labeling. As previously mentioned, this over-
lapping produces an effect of boosting in the calculation of the F1 values that
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Table 5.9: Comparison w.r.t. approaches based on frequent term sets.
Data Algorithm Macro-F1 Micro-F1 Overlapping Itemsets
AFP
FIHC
CFWS
Malik
Our approach
0.537
0.401
0.609
0.719
0.642
0.463
0.661
0.766
1.0
32.5
14.6
1.0
48084
53417
3047
134
TDT2
FIHC
CFWS
Malik
Our approach
0.404
0.095
0.684
0.868
0.515
0.135
0.748
0.901
1.5
27.5
14.7
1.0
40630
508246
5811
979
RL-M/A
FIHC
CFWS
Malik
Our approach
0.153
0.128
0.284
0.424
0.235
0.160
0.336
0.526
1.02
11.0
6.02
1.0
208074
6442
8244
6945
RL-CARS
FIHC
CFWS
Malik
Our approach
0.208
0.119
0.378
0.565
0.292
0.147
0.412
0.685
1.05
11.06
5.70
1.0
22696
6032
4021
6547
actually hides the performance of these approaches.
Regarding efficiency, we can also see that our approach has the best perfor-
mance by large in the case of the collections of news stories if we consider the
number of generated itemsets as a measure of cost; whereas it is beaten only
by CFWS in both collections of tweets (but only by a very narrow margin).
5.8.3 Descriptions
Finally, for illustrating how the generated descriptions are representative enough
of the topics they describe, we respectively show in tables 5.10 and 5.11 the
obtained descriptions for some topics in TDT2 and RL-M/A together with the
corresponding topic titles (as provided by the human annotators).
For each manual topic i, the tables include the F1 value (i.e., the value
F1(i, s(i)), see Section 2.4.1), the label and the description (top terms) obtained
for the best matched cluster s(i). In the case of FIHC, the labels correspond to
the frequent term sets, whereas the descriptions are the frequent terms in the
clusters. In our method, the labels coincide with the term pairs that generate
the topics.
It can be seen that unlike FIHC, our method is not only able to properly
identify the topics, but also to provide meaningful descriptions for each one.
See for example the description given by FIHC for the topic “Fossett’s Balloon
Ride” in TDT2 or the topic “WH performance in Cinderella movie” in RL-
M/A. The words in these descriptions obviously do not identify these topics.
Notice also the close correspondence between the topic titles and the obtained
descriptions in the case of our method.
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Table 5.10: Descriptions and F1 values obtained for some topics in TDT2.
Manual topics
title / size
Method
Best F1 matching clusters
F1 / label / description
Monica Lewinsky Case / 969
FIHC
0.87 / house /
white, president, lewinsky, clinton, monica
Our approach
0.92 / {lewinsky, monica} /
lewinsky, monica, starr, counsel, grand
Fossett’s Balloon Ride / 15
FIHC
0.18 / problem /
day, make, year, man, high
Our approach
1.00 / {balloon, world} /
fossett, steve, balloon, balloonist, louis
Current Conflict with Iraq/1486
FIHC
0.92 / council /
security, u.n., iraq, weapon, inspector
Our approach
0.85 / {u.n., iraq} /
iraq, u.n., inspector, weapon, iraqi
Cable Car Crash / 110
FIHC
0.23 / force /
military, official, death, kill, people
Our approach
0.97 / {cable, car} /
cable, marine, italian, car, italy
Tornado in Florida / 53
FIHC
0.22 / central /
people, continue, hit, home, kill
Our approach
0.95 / {tornado, florida} /
tornado, florida, central, twister, storm
Oprah Lawsuit / 70
FIHC
0.47 / show /
talk, make, time, bring, u.s.
Our approach
1.00 / {winfrey, show} /
winfrey, oprah, beef, cattle, cow
LaSalle Boat FOUND! / 1
FIHC
1.00 / find, year /
authority, expect, large, run
Our approach
1.00 / {lasalle, ship} /
divers, lasalle, aimable, explorer, artefact
Asteroid Coming?? / 31
FIHC
0.37 / close /
pass, year, chance, base, call
Our approach
0.98 / {earth, astroid} /
asteroid, earth, astronomer, scientist, orbit
India, A Nuclear Power? / 475
FIHC
0.88 / pakistan /
nuclear, test, india, minister, country
Our approach
0.93 / {test, nuclear} /
nuclear, test, pakistan, india, pakistani
Puerto Rico Phone Strike / 13
FIHC
0.13 / friday, president /
day, attack, bank, buy, close
Our approach
1.00 / {telephone, puerto} /
puerto, rico, gte, telephone, consortium
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Table 5.11: Descriptions and F1 values obtained for some topics in RL-M/A.
Manual topics
title / size
Method
Best F1 matching clusters
F1 / label / description
Follow the leader / 30
FIHC
0.33 / jam /
ft., i, jennifer, video, a, you
Our approach
0.79 / {the, leader} /
leader, wisin, yandel, follow, jennifer
“Gangnam Style” spotlighted on
CNN / 13
FIHC
0.20 / charger /
psy, style, gangnam, on, allkpop
Our approach
0.75 / {style, cnn} /
spotlight, cnn,
http://www.allkpop.com/2012/08/psys
-gangnam-style-spotlighted-on-cnn,
gangnam, style
WH performance in Cinderella
movie / 11
FIHC
0.10 / nbc /
late, the, be, in, with, at
Our approach
0.76 / {with, brandy} /
brandy, conderella, houston, whitney, with
The topic descriptions generated by the other methods were less represen-
tative of their topics, and so these methods were not included in this compar-
ison.
5.9 Conclusions
In this chapter, a new clustering algorithm for discovering and describing the
topics comprised in a text collection has been presented. The proposed algo-
rithm provides a novel parameter-less method for the user in order to discover
the topics in the collection, at the same time that it attaches suitable descrip-
tions to the discovered topics.
The method relies on word pairs as lexical signatures to represent the topic
aboutness fromwhich topics are discovered. Within the method, a homogene-
ity criterion based on entropy has successfully been introduced to assess topic
meaningfulness. Coherent topics are produced by relying on the maximum b
similarity relation of documents in the collection.
The experiments carried out over TDT2 English corpus, AFP Spanish col-
lection and the collections of tweets RL-M/A and RL-CARS validate our pro-
posal and show significant improvements over state-of-the-art-methods (namely,
FIHC (Fung et al., 2003), CFWS (Li et al., 2008) and the method proposed
by Malik and Kender in (Malik and Kender, 2006)) in terms of the standard
macro- and micro-averaged F1 measures.
The approach does not require to know the number of topics to be dis-
covered a priori, and it can be applied to collections of documents of arbitrary
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register, thoughwe have experimentally found that it has a better performance
on news stories than in tweets in terms of macro- and micro-averaged F1.
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Chapter 6
Amethodology based on
statistical modeling of
language and topics
6.1 Introduction
This chapter presents a novel methodology derived from the proposed frame-
work to discover and describe coherent and meaningful topics. The method-
ology mainly relies on the statistical modeling frameworks of LM and PTM
(see Chapter 2) to implement the framework components.
Specifically, two new modeling methods are proposed: Signature Lan-
guage Modeling (SLM) and Signature Document Modeling (SDM). The for-
mer relies on language modeling techniques and is employed to set up the
framework components related to both the modeling of lexical signatures and
the learning and description of coherent topics behind them; whereas the lat-
ter is aimed to assess topic meaningfulness by means of a new PTM approach
centered on modeling the main contents of individual documents from the
target collection.
SLM is a newmethod aimed at obtaining a distribution of words that mod-
els the language of the main contents underlying a set of lexically related
words; whereas SDM is introduced as a novel method focused on modeling
the meaningful contents addressed by a document taking as context a back-
gound document collection.
The rest of this chapter is organized as follows. Firstly, Section 6.2 sum-
marizes the main conceptual notions and the notation employed in this chap-
ter. Then, Section 6.3 and 6.4 present SLM and SDM respectively. Section 6.5
shows how the abstract framework components are implemented from the
proposed modeling techniques. In Section 6.6, the experiments carried out to
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validate our proposal as well as the obtained results are presented. Finally,
Section 6.7 presents some conclusions.
6.2 Overview and notation
Different from the methodology presented in Chapter 5, in which the topic
search is guided by lexical signatures based on word pairs, the one introduced
here directly relies on documents from the target collection to guide the search
for the coherent and meaningful topics.
Thus, the abstract component sample-lexical-signatures is implemented by
composing two operations: one in which a document d is chosen to find new
topics according a topic diversity model, and another operation in which a set
of lexical signatures deemed to represent the main contents in d is calculated.
Nevertheless, lexical-signatures remains to be the framework component
fromwhich the abstract andmeaningful topics are defined. In this case, lexical
signatures will correspond to subsets of words (from the vocabulary of the
target collection) that attempt to describe the main contents addressed by the
documents in the collection.
Words in a given lexical signature will share some lexical relationship that
is realized by means of spectral clustering. No bounds or size constraints are
imposed to a set of (lexically related) words to be a lexical signature.
The calculation of lexical signatures from a document is based on SLM, the
language modeling technique introduced in this work that is also employed
for both: (i) learning coherent topics and (ii) obtaining accurate topic descrip-
tions. These two operations respectively correspond to the framework com-
ponents topic-definition and topic-description.
Assessing topic meaningfulness (i.e., implementing the component topic-
meaningfulness in the abstract framework) is carried out in this case by means
of SDM, the new topic modeling approach proposed in this work to asses
the meaningfulness of the topics underlying a set of lexical signatures that
attempts to describe the main contents in a document.
Table 6.1 summarizes the notation followed in this chapter to specify the
entire methodology.
6.3 SLM: learning coherentword distributions from
lexically related words
SLM is a language modeling technique that proposes to learn a model of
the language underlying the meaning of a set of lexically related words s
in the context of a target collection D = fd1, .., djDjg with vocabulary V =
fw1, ..,wjVjg.
74
Table 6.1: Main notation used in the methodology to discover and describe
coherent and meaningful topics by relying on statistical modeling of language
and topics.
Variable Description
D = fd1, . . . , djDjg Set of documents defining the targetdocument collection.
V = fw1, ..,wjVjg Vocabulary of target document collection.
s An arbitrary lexical signature.
sd,k A lexical signature from document d.
tsd,k
Distribution of words representing the topic
underlying signature sd,k in the context of D.
qsd,k
Discrete distribution of words representing
the description of topic tsd,k .
s = s1, .., sN A sample of lexical signatures.
zi
Variable representing the topic assigned to
the sample lexical signature si in SDM.
The assigned topic is previously learned from
a sample lexical signature that is not necessarily
equal to si as SDM attempts to model a
distribution of the most meaningful topics.
U (a,g, m0, . . . , mK)
A probability distribution of elements in IPK
represented by an urn process. This distribution
is responsible of modeling topic meaningfulness.
Values a,g, m0, . . . , mK are the hyperparameters.
p
A sample from U (a,g, m0, . . . , mK) that is
learned in order to assess the meaningfulness
of the topics underlying a sample of lexical
signatures.
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The aim of SLM is to obtain a probability distribution of words in which
words likely to be accurately included in an explanation or description of s
in the context of D are assigned with high probability values; whereas other
words, including those ones that are very ambiguous in D, receive marginal-
ized values.
SLM is also aimed at performing in an unsupervised manner, without ex-
plicitly knowing which documents in D are relevant to the lexical signature s
and which are not.
6.3.1 The SLMmodel
Given a set of lexically related words s = fwi1 , ..,wijsjg (8j 2 f1, .., jsjg, wij 2
V), SLM proposes to learn a probability distribution of words to represent
the language model underlying s by relying on a statistical (stochastic) map-
ping t = fp(wijwj)gwi2V ,wj2V deemed to reflect the lexical relationships be-
tween words from D. Such a mapping can be directly estimated from word
co-occurrences in D.
Specifically, in SLM we consider to learn the distribution of words from s
as a refined version of the posterior distribution fp(wjs)gw2V defined as:
p(wjs) µ
jsj
Õ
j=1
p(wij jw)p(w) (6.1)
The aim of the refinement is mainly twofold: (i) to boost the likelihood of
words that accurately describe the underlying meaning of s in the context of
D and (ii) to decrease the likelihood of very common or ambiguous words
than can be close to random contents from D. Notice that some words co-
occurring with words in s –or equivalently, words assigned with high prob-
ability values according to p(wjs)– can be actually relevant to describe the
meaning underlying s in D, whereas some others cannot because they can be
found co-occurring with other words likely to model other contents from the
collection.
Thus, by representing the context of the target collection D with a proba-
bility distribution of words fp(w)gw2D , SLM learns the language underlying
the meaning of s in D as the probability distribution ts = fts(w)gw2V that
minimize the cross entropy value:
Hs =   å
w2V
p(wjs) log ((1  l)ts(w) + lp(w)) (6.2)
where the argument of the logarithm is a mixture in which l is a mixture
weight that accounts for the proportion of “context noise” in fp(wjs)gw2V ,
and p(w) is the probability of word w under the context model (i.e., the prior
of w in D).
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This way of optimizing the language model underlying a lexical signa-
ture resembles the one employed in (Zhou et al., 2007) to learn the so called
TSLM (see Equation 3.21). However, instead of relying on a mapping model
between words and then considering cross-entropy to learn the model, TSLM
learns a model from a signature s by relying on a set of document Dk (Dk  D)
deemed to be relevant for the contents behind the set of words under model-
ing. Specifically, TSLM aims to maximize the likelihood of word occurrences
in Dk by regarding that each word is generated from a similar mixture to that
in the argument of the logarithm above (specifically, TSLM aims to maximize
Õw2V ((1  l)ts(w) + lp(w))c(w,Dk), where c(w,Dk) accounts for the number
of times word w occurs in Dk).
Thus, the main concern with TSLM is that it is based on a knowledge that
is as hard to model as that of modeling the language we are interested in. In-
deed, in Zhou et al. (2007) the set of documents Dk is defined as the set of doc-
uments that simultaneously contain all words in the target signature; which
–as we will show in our experiments– does not guarantee to learn coherent
enough distributions.
Besides, the model proposed in (Zhou et al., 2007) is focused on providing
an internal representation of documents that incorporate contextual informa-
tion to be applied to ad-hoc document retrieval, instead of providing accurate
definitions for specific contents included in a text collection.
6.3.2 Learning issues
From Equation 6.2, we base the learning of distribution ts on an Expecta-
tion Maximization procedure that starting from initial values for fts(w)gw2V ,
namely ft(0)s (w)gw2V , it iteratively approximates the values in fts(w)gw2V un-
til convergence by means of the following updates in the rth iteration:
From Equation 6.2, we base the learning of distribution ts on an Expecta-
tion Maximization procedure that starting from initial values for fts(w)gw2V ,
namely ft(0)s (w)gw2V , it iteratively approximates the values in fts(w)gw2V un-
til convergence by means of the following updates in the rth iteration:
t(r)s (w) =
p(wjs)Zw
åw02V p(w0js)Zw0
(6.3)
where Zw is:
Zw =
(1  l)t(r 1)s (w)
(1  l)t(r 1)s (w) + lp(w)
(6.4)
In our work, we define both the mapping between words t and the dis-
tribution of words representing the context model of the entire collection as
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follows:
p(wijwj) =
p(wi,wj)
p(wj)
(6.5)
p(wj) = å
w02V
p(wj,w0) (6.6)
where p(wi,wj) µ åd2D p(wijd)p(wjjd)p(d). For all w 2 V and all d 2 D,
p(wjd) represents the MLE estimate of the probability of occurrence of word
w in document d. Documents in the collection are assumed to be equally prob-
able (i.e., p(d) = 1/jDj for all d 2 D).
6.3.3 Summarizing a SLMmodel
Despite a set of lexically relatedwords s and themodel ts learned from s can be
used to describe some contents from the target collection of text documentsD,
we propose an alternative way to describe such contents in terms of a discrete
distribution of words qs that summarizes ts in a lower dimensional simplex
than that determined by the entire vocabulary of the collection.
The aim is to obtain customizable descriptions of the contents underlying
a set of lexically related words s that can be larger (possibly, more informative
or richer) than s and shorter than ts. This would allow to model documents
relevant to s in a more efficient and accurate way.
Equation 6.2 allows to reduce the dimensionality of ts according to two
word features: one corresponding to the value ts(w) and another one regard-
ing the posterior probability p(tsjw) = (1  l)ts(w)/((1  l)ts(w) + lp(w));
where the latter represents the probability of explaining an occurrence of w by
means of the modeled content from s vs. explaining it by means of the context
model of the collection.
Thus, given a likelihood cutoff q0 (0 < q0 < 1) and a threshold b0 (0 <
b0 < 1), we define a summary of ts as the discrete distribution of words qs =
fqs(w)gw2V(qs), such that qs(w) µ ts(w) and:
V(s) = fw 2 Vjts(w)  q0, p(tsjw)  b0g (6.7)
Table 6.2 shows some examples of distributions and their summaries learned
from lexically related words found by analyzing one document in the context
of TDT2 collection version 4.0. 1 As it can be seen, very frequent words in the
collection (such as world, today, and u.s.), are removed from the top probable
words after refinement.
Also, it can be noticed that the obtained summaries represent the about-
ness of the contents behind each set of words as stressed in the collection doc-
uments. For example, in the case of the set fnuclear, pakistang, that is closely
1http://www.itl.nist.gov/iad/mig//tests/tdt/1998/
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Table 6.2: Examples of word distributions and their descriptions learned from
lexically related words found by analyzing documents in TDT2. Distributions
were refined by setting l = 0.75. Stopwords were removed in a preprocessing
step from the target document collection.
lexical signature
sd,k
top words
regarding p(w|sd,k)
top words
regarding tsd,k (Zw)
topic description qsd,k
(θ0 = 0.1 ·max
w∈V
{tsd,k(w)},
β0 = 0.75 · max
w′∈V
tsd,k (w
′)≥θ0
{Zw(w
′)})
{nuclear, pakistan}
test:0.0300
nuclear:0.0282
india:0.0269
pakistan:0.0216
minister:0.0097
weapon:0.0089
u.s.:0.0088
president:0.0085
country:0.0084
clinton:0.0068
prime:0.0066
conduct:0.0063
united:0.0058
pakistani:0.0057
world:0.0056
today:0.0055
official:0.0054
security:0.0050
test:0.0690 (0.92)
nuclear:0.0638 (0.90)
india:0.0616 (0.92)
pakistan:0.0496 (0.93)
minister:0.0161 (0.66)
conduct:0.0139 (0.89)
country:0.0135 (0.65)
weapon:0.0132 (0.60)
pakistani:0.0131 (0.92)
prime:0.0118 (0.68)
indian:0.0102 (0.88)
device:0.0094 (0.93)
u.s.:0.0093 (0.42)
arm:0.0087 (0.83)
sanction:0.0084 (0.80)
testing:0.0080 (0.91)
treaty:0.0080 (0.93)
united:0.0074 (0.51)
(θ0 = 0.10 · 0.0690,
β0 = 0.75 · 0.93)
test:0.2086
nuclear:0.1929
india:0.1862
pakistan:0.1499
conduct:0.0420
pakistani:0.0396
indian:0.0308
device:0.0284
arm:0.0263
sanction:0.0254
testing:0.0242
treaty:0.0242
indians:0.0215
{prime, minister}
minister:0.0186
prime:0.0136
president:0.0105
u.s.:0.0082
nuclear:0.0080
test:0.0066
iraq:0.0065
india:0.0063
israeli:0.0063
government:0.0053
clinton:0.0053
pakistan:0.0053
country:0.0051
netanyahu:0.0050
state:0.0049
weapon:0.0046
minister:0.0506 (0.83)
prime:0.0386 (0.87)
nuclear:0.0182 (0.69)
israeli:0.0178 (0.86)
test:0.0145 (0.67)
india:0.0141 (0.68)
netanyahu:0.0140 (0.86)
pakistan:0.0121 (0.70)
u.s.:0.0104 (0.39)
pakistani:0.0102 (0.87)
benjamin:0.0096 (0.88)
meet:0.0088 (0.63)
foreign:0.0087 (0.63)
peace:0.0081 (0.77)
palestinian:0.0080 (0.83)
talk:0.0073 (0.51)
(θ0 = 0.10 · 0.0506,
β0 = 0.75 · 0.93)
minister:0.2542
prime:0.1939
israeli:0.0889
netanyahu:0.0703
pakistan:0.0608
pakistani:0.0512
benjamin:0.0482
peace:0.0407
palestinian:0.0402
israel:0.0337
indian:0.0335
arafat:0.0301
nawaz:0.0281
sharif:0.0261
{indian}
nuclear:0.0229
test:0.0168
india:0.0142
minister:0.0136
pakistan:0.0120
indian:0.01129
prime:0.0094
president:0.0075
government:0.0072
country:0.0070
weapon:0.0058
pakistani:0.0054
foreign:0.0050
u.s.:0.0047
united:0.0047
indians:0.0045
clinton:0.0045
world:0.0045
party:0.0042
sanction:0.0039
make:0.0039
state:0.0037
states:0.0037
people:0.0037
nuclear:0.0514 (0.89)
test:0.0370 (0.87)
india:0.0307 (0.86)
indian:0.0271 (0.95)
pakistan:0.0265 (0.87)
minister:0.0262 (0.76)
prime:0.0193 (0.81)
pakistani:0.0124 (0.91)
country:0.0105 (0.59)
government:0.0103 (0.57)
indians:0.0103 (0.90)
atal:0.0090 (0.97)
foreign:0.0088 (0.69)
party:0.0081 (0.76)
sanction:0.0078 (0.79)
vajpayee:0.0070 (0.93)
kashmir:0.0067 (0.95)
hindu:0.0065 (0.93)
china:0.0058 (0.66)
delhi:0.0057 (0.92)
arm:0.0057 (0.76)
weapon:0.0056 (0.39)
election:0.0056 (0.76)
treaty:0.0053 (0.89)
(θ0 = 0.10 · 0.0514,
β0 = 0.75 · 0.97)
nuclear:0.1612
test:0.1159
india:0.0962
indian:0.0851
pakistan:0.0830
minister:0.0823
prime:0.0604
pakistani:0.0390
indians:0.0323
atal:0.0283
party:0.0256
sanction:0.0244
vajpayee:0.0219
kashmir:0.0211
hindu:0.0205
delhi:0.0180
arm:0.0178
election:0.0176
treaty:0.0167
conduct:0.0166
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related to TDT2 topic 20070 “India, a Nuclear Power?”, the learned summary
includes words related to the “nuclear tests performed by India and Pakistan
and theirs consequences”, which was central on the news addressing the topic
(i.e., the documents in the collection labeled with the topic). Besides, other se-
mantically related words such as weapon, and minister that frequently appear
in other topics related to war conflicts (e.g., topic 20015 “Current conflict with
Iraq” and topic 20071 “Israeli-Palestinian Talks (London)”) entail lower poste-
rior probability values for the learned distribution.
On the other hand, the distributions underlying the sets fprime, ministerg
and findiangmerge descriptions of different subjects that are related to differ-
ent (more meaningful) manually annotated topics. For example, the contents
underlying fprime, ministerg mainly refer to the prime ministers of Israel –
related to topic 20071– and Pakistan –involved in topic 20070–. The contents
behind findiang include terminology related to topic 20070 and topic 20039
“India Parliamentary Elections” (mainly described by the underlined words
in the table).
6.4 Assessing topicmeaningfulness bymeans of SDM
This section introduces SDM, a probabilistic mixture model of word distri-
butions built upon SLM that is aimed at modeling the meaningful contents
addressed by a document d.
Our aim is to use SDM to asses themeaningfulness of the topics underlying
a set of lexical signatures that is deemed to describe the different contents in a
given document d. SDM takes as context the collection D represented by the
word priors fp(w)gw2V defined in the previous section.
6.4.1 The Signature Document Model
SDM assumes that for a given document d 2 D there is a set of lexical signa-
ture Sd = fsd,1, . . . , sd,Kg that describes the different contents in d (in the next
section we will describe a method to obtain such a set). Then, from a sam-
ple of lexical signatures s = s1, . . . , sN randomly drawn in a multinomial way
from Sd, SDM proposes to model the contents in d in terms of the following
distribution of lexical signatures from s:
pd(s) =
K
å
k=0
pd(z = tsd,k )p(sjz = tsd,k ) (6.8)
where s 2 s, tsd,1 , . . . , tsd,K are the topics underlying lexical signatures sd,1, . . . , sd,K
respectively (via SLM), tsd,0 is the context model of the target collection D (for
all d, d0 2 D tsd,0 = tsd0 ,0 ), and z is a random variable indicating the model
(topic or context model) from which signature s is generated (z takes values
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on the domain ftsd,0 , . . . , tsd,Kg). The mixture coefficient pd(z = tsd,k ) repre-
sents the probability of drawing model tsd,k to generate a signature from d,
and p(sjz = tsd,k ) represents the probability of generating s under model tsd,k .
In SDM, we assume that the vector
D
pd(z = tsd,0), . . . , pd(z = tsd,K )
E
2 PK
is distributed according to (the distribution of labels in) an urn process U =
U (a,g, m0, m1, . . . , mK) defined as follows.
Initially, the urn contains g + am0 + . . . + amK balls, from which g + am0
balls are labeled with category c0, and amk balls (1  k  K) are labeled with
category ck (the parameters m0, . . . , mK can be seen as “priors” for categories
c0, . . . , cK respectively, a plays the role of concentration parameter, and g is a
burstiness threshold for the context). Each time, one ball is drawn randomly
from the urn and its label is inspected. If the label is in the set fc1, .., cKg, the
ball is placed back in the urn together with an additional ball with the same
label. Otherwise, the ball is placed back in the urn without adding a new ball.
Thus, we consider that the discrete distribution ofmodels fpd(z = tsd,k )g0kK
is actually conditioned on the parameters a,g, m0, .., mK. That is, pd(z = td,k) =
pd(z = tsd,k ja,g, m0, . . . , mK).
Also, in accordance with U , given an arbitrary collection of draws z =
z1, . . . , zN , where 8i 2 f1, . . . ,Ng zi 2 ftsd,0 , . . . , tsd,Kg, the probability of draw-
ing a new model z = tsd,k is:
p(z = tsd,k jz, a,g, m0, . . . , mK) =
8<:
Nk +amk
N+g+aåKi=0 mi
, if k > 0
g+am0
N+g+aåKi=0 mi
, otherwise
(6.9)
In this definition, Nk is the cardinal of fi : 1  i  N, zi = tsd,kg, which
represents the number of balls that have been additionally added with label
ck to the urn, and N = åKk=1 Nk .
Following our topic meaningfulness hypothesis H2, the idea underlying
SDM is to consider the topic assignments of the sample signatures to the topics
to asses topic meaningfulness in document d.
In SDM, we expect that lexical signatures representing random contents
in the context of the collection be assigned to the context model tsd,0 since
highly probable context words are less likely to be generated from (refined)
SLMmodels. Besides topics close to the context model are expected to exhibit
much lower burstiness (that is, less assignments to generate signatures) than
true meaningful topics because both (a) the context model “subtracts” them
burstiness and (b) words representing specific contents are less likely to be
generated from these models. Finally, “supporting” topics are less likely to
generate lexical signatures describing a more general content.
In this way, we propose to asses topic meaningfulness for a document d
from the distribution of topics obtained from the assignment of topics to sig-
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Figure 6.1: Generative model for SDM.
natures (i.e., the distribution of values in z) after inference; that is, the propor-
tions fNkN g, where 1  k  K.
6.4.2 The generative process of SDM
Using plate notation, Figure 6.1 graphically represents the proposed genera-
tive model of lexical signatures with repeated sampling steps for producing
a collection of signatures s = s1, . . . , sN . In the model, the multidimensional
variable p 2 PK represents the discrete distribution fpd(z = tsd,k )gk2f0,...,Kg
that models the topic proportions. The variables in this generative model are
distributed as follows:
p  U (a,g, m0, m1, . . . , mK) (6.10)
zn  Discrete(p) (6.11)
snjzn, tsd,0 , . . . , tsd,K  Discrete(tzn) (6.12)
where zn is the model that generates sn.
6.4.3 Model inference
To infer the values in z, we consider a Gibbs sampling procedure that in-
volves repeated sampling of the model utilized to generate each signature in
s through a large number of iterations. The parameter p is collapsed from
the sampling by considering the direct dependency between each variable in
z and the hyperparameters a,g, m0, . . . , mK.
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Thus, the sampling of model (topic or context) assignment for zn to gener-
ate lexical signature sn is carried out from the following posterior:
p(zn = tsd,j jsn, z n, a,g, m0, . . . , mK) µ p(snjzn = tsd,j)
 p(zn = tsd,j jz n, a,g, m0, . . . , mK) (6.13)
where z n represents the collection of models assigned to all lexical signatures
in s except for sn, p(snjzn = tsd,j) is the probability of lexical signature sn
under model tsd,j (estimated as the normalized likelihood p(snjzn = tsd,j) =
Õjsn jr=1(tsd,j(wir ))
1/jsn j (where sn = fwi1 , . . . ,wijsn jg), and p(zn = tsd,j jz n, a,g,
m0, . . . , mK) is calculated from Equation 6.9 by replacing z with z n.
6.4.4 Parameter setting
We choose to define the context model tsd,0 using the same context model em-
ployed to learn the topics from lexical signatures (see Section 6.3.2).
Since parameters m0, . . . , mK can be seen as model priors for modeling doc-
ument d, the values for m1, . . . , mK are estimated from the normalized likeli-
hood:
mi µ p(sd,kjd) =
jsd,k j
Õ
j=1
p(wij jd)(1/jsd,k j) (6.14)
where the probability of wordwij under document d, p(wij jd), is estimated us-
ing Jelineck-Mercer smoothing (sd,k = fwi1 , . . . ,wijsd,k jg). Similarly, the value
of m0 is defined from the normalized likelihood of the top (20 percent) most
probable words according to tsd,0 . Despite U does not technically impose any
normalization constraint to these parameters, they are taken in this work so
that åKk=0 mk = 1.
The values of m1, . . . , mK are also employed to obtain the sample of N lexical
signatures s1, . . . , sN , which are drawn Multinomial(m1/`, . . . , mK/`), where
` = åKk=1 mk. N was choosen as 10  K; where K is the number of lexical signa-
tures that describe the document.
So far, in the implementation of our approach we have empirically set
a = 5  K and b = a  K for all the documents modeled in each collection
despite the collection specificities. We left the automatic learning of these hy-
perparameters for future work.
Thus, the meaningful values can be considered as en evolution of the pri-
ors mi according to the learned topical structure underlying the model’s as-
signments.
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6.4.5 Differences with respect to LDA
Comparing the generativemodel SDM (Figure 6.1) to themodel that generates
a document in LDA (Figure 2.1), the following differences arise:
(1) Each SDM model is learned from a collection of lexical signatures that
describe the contents of a document instead of using the bag of words
that corresponds to the document.
(2) In SDM, topics are not latent variables but parameters (i.e., SLM mod-
els) learned from lexically related words that provide a description for a
document in the target collection. Thus, the modeled topics are deemed
to be coherent, and the full inference problem becomes simpler than in
LDA since it is only focused on estimating the joint posterior for the
topic proportions (the value of variable p) and the topic assignments
(the value of variable z).
(3) SDM additionally employs a context model of the entire target collec-
tion (i.e., tsd,0 ). The aim is to model random contents in the context to
help assessing topic meaningfulness by decreasing the burstiness of ran-
dom/abstract contents.
(4) Themixing proportions in SDM are distributed according to U instead of
being distributed according to a Dirichlet distribution. The distribution
U (a,g, m0, m1, . . . , mK) can be seen as a generalization of a Dirichlet distri-
bution. A Dirichlet distribution can be obtained by setting g = m0 = 0.
Figure 6.4.5 summarizes the inference process of SDM for a document in
TDT2 that has been labeled with topic 20070 “India, a Nuclear Power?”. As
it can be seen, the topic corresponding to the signature that most accurately
describe the manually labeled topic is assigned with the largest topic propor-
tion according to U ; whereas topics learned from more ambiguous signatures
(describing more general and diverse contents) and, even, more specific sig-
natures such as fpakistanig (that is referred to a specific subject in the manually
labeled topic) are assigned with smaller proportions.
6.5 Instantiating the abstract framework
Relying on SLM and SDM, in this framework instance we implement the
framework components as follows:
 Lexical signatures (Component C1): Lexical signatures correspond to
finite sets of word of arbitrary size that are calculated from individual
documents in the target document collection. The computation of lexical
signatures from a document d 2 D is performed as follows.
Firstly, an abstract summary for d is obtained by taking the following
steps:
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Figure 6.2: Summary of the SDM model inferred for a document in TDT2
collection labeled with topic 20070 “India, a Nuclear Power?”.
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(1) Obtain a clustering G = fg1, .., gjGjg of the words in d (stop words
are disregarded) by means of applying the spectral clustering crite-
rion defined in (Shi et al., 2009) to a matrix of joint probabilities
between words in d based on the following kernel function:
pT(wi,wj) = exp
(
 0.5
h(g(wi), g(wj))
h0
2)
(6.15)
where h represents the geodesic distance between distributions, g(w)
is the posterior distribution of words in V conditioned on w accord-
ing to the mapping t, and h0 is a distribution band width automati-
cally calculated from the average of the distances between all words
in d.2
(2) Calculate the mixture plex(w) =
1
jGj å
jGj
i=1 p(wjgi), where p(wjgi) is
a language model underlying the cluster of words gi that is esti-
mated using Equation 6.1.
(3) Following SLM, define the abstract summary of d as a summary of
a refined version of plex.
Then, we define component sample-lexical-signatures(T¯) as the result of
firstly choosing document d in the beginning of a topic search iteration
as follows:
d = argmax
d02D
fp(d0)  Õ
(ti ,qi)2T
(1  p(qijd0))g (6.16)
and then defining sample-lexical-signatures(T¯) as the clusters of words ob-
tained by applying the same clustering strategy employed in the above
step 1 to the abstract summary of d.
 Topic definition/learning (Component C2) and topic description (Com-
ponent C4): For each lexical signature si in sample-lexical-signatures(T),
we define:
topic-definition(si) = tsi (6.17)
topic-description(si) = qsi (6.18)
where tsi is the SLM model learned from si, and qi is a summary of tsi .
 Topicmeaningfulness (Component C3): Based on the SDMmodel learned
for document d and the set of signatures in sample-lexical-signatures(d),
2We have chosen the approach in (Shi et al., 2009) mainly because of such an approach does
not require the number of cluster to be known in advance, and also because it has a statistical
foundation that fits in with our proposal.
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we define topic-meaningfulness(si) as:
topic-meaningfulness(si) =
Ni
N (6.19)
where Ni is the number of samples assigned to the topic underlying si
in SDM, and N is the number of samples assigned to a SLM model.
The framework parameter w0 is chosen to select as meaningful topic
that one learned from the lexical signature signature that maximizes the
value Ni /N
. Thus, without loss of generality, a single topic is selected
as a meaningful one to describe document d.
 Stopping criterion of the search: We consider that a document d0 2 D is
covered by a topic tr with description/summary qr if p(qrjd0) is greater
than a threshold e = e(qr). Then, the condition stop-discovering-criterion
represents the condition that is satisfied when all documents in the col-
lection are covered by at least one discovered topic in T.
In our experiments, we define threshold e as the geometric mean of the
values p(qrjd1), . . . , p(qrjdD); that is, a Logarithmic Opinion Pool en-
semble of jDj uniformly-weighted experts Hinton (1999).
From the above definitions, the topic discovery method proposed in this
chapter can be described as an iterative search in which each iteration is fo-
cused on discovering a new coherent and meaningful topic from a collection
document d. This document is chosen to find topic diversity regarding the
previously discovered topics.
After choosing a document d 2 D in the beginning of an iteration, the
methodology continues to find a set of lexical signatures fsd,1, .., sd,Kg that de-
scribes the contents in d (the value of K is not prescribed beforehand, but au-
tomatically computed in the calculation of the signatures). Then, SLM is ap-
plied to learn the topic underlying each signature, and the meaningfulness of
the topics is assessed through SDM.
At the end of the iteration, a single topic is chosen by means of maximum
likelihood sampling from the inferred assignments of lexical signatures to top-
ics. The selected topic is then stored together with its description. If all the
documents in the collection are covered by the discovered topics, the iterative
search finishes and the set of stored topics (and their descriptions) is returned.
Otherwise, the topic discovery search proceeds with a new iteration in order
to find new topics.
The general steps of this topic discovery methodology based on SLM and
SDM are summarized in Algorithm 3. This algorithm is equivalent to Algo-
rithm 1 under the substitution of the abstract components with the concrete
ones as defined earlier in this section.
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Algorithm 3 The proposed methodology based on SLM and SDM to discover
and describe coherent and meaningful topics from a target collection of texts.
Entrada: A target collection of texts D = fd1, .., djDjg.
Salida: The set of pairs T = f(ti, qi)gi that contains the topics and their descriptions.
1: T  Æ
2: repeat
3: Let d = argmax
d02D
fp(d0)  Õ
(ti ,qi)2T
(1  p(qijd0))g .
4: Calculate the set of lexical signatures fsd,1, .., sd,Kg that describes d.
5: Relying on SLM, learn the topics tsd,1 , .., tsd,K that respectively correspond to
sd,1, .., sd,K .
6: Apply SDM to infer the counts of topic assignments to lexical signatures; i.e.,
N1 , ..,NK .
7: Choose the pair (t, q) = argmax
(tsd,k ,qsd,k )
fNk /(åKi=1 Ni )g as a coherent and mean-
ingful topic addressed by d together with its description.
8: T  T [ f(t, q)g
9: until stop-discovering-criterion
6.5.1 Computational complexity
The computational time complexity of this approach is determined by the time
complexity of the iterative process. In the worst case, there will be n iterations;
n being the number of documents in the target collection (i.e., jDj = n). Thus,
each sentence in an iteration (see steps 3 to 8 in Algorithm 3) will be executed
at most n times.
For example, Sentence 3 in the algorithm will be executed n times in the
worst case. Since the time complexity of this sentence isO(n), the overall time
complexity of executing this sentence during the whole search will be O(n2)
in the worst case.
A similar analysis applies to Sentence 4 (i.e., the calculation of lexical sig-
natures from a document). For a document di having li different words, the
time complexity of calculating its lexical signatures is determined by the time
complexity of building the matrix of joint probabilities (which is O(jVjl2i )),
and by the time complexity of analyzing the eigenvalues and eigenvectors of
this matrix (which is O(l3i )). Thus, the time complexity of executing this sen-
tence for all the documents in the target collection is O(n(jVjnL22 + nL33)) =
O(n2jVjL22 + n2L33); where L2 and L3 are the quadratic and cubic means of the
number of different words in the documents of the target collection, respec-
tively. By regarding that these two values and the size of the vocabulary are
bounded by a constant, the time complexity of executing Sentence 4 n times is
O(n2).
By applying a similar reasoning and also regarding that the number of
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iterations to reach the convergence of SLM and SDM can be bounded by a
constant, the complexity of executing n times sentences 5, 6 and 7 is O(n2).
Hence, the overall time complexity of the proposed method is O(n2).
A simpler analysis can easily show that the space complexity of themethod
is O(n2).
6.6 Evaluation
In this case, our first experiment focuses on evaluating the coherence or degree
of interpretability of the discovered topics. Specifically, we mainly compare
the coherence of the topics obtained by our proposal to those ones produced
by versions of the following three state-of-the-art approaches:
 LDA (Blei et al., 2003) (see Section 2.3.1), which is the simplest genera-
tive, PTM-based approach.
 HDP (Teh et al., 2006) (see Section 3.2.1), which is a bayesian PTM ap-
proach that does not require to know a priori the number of topics.
 LDA with asymmetric priors (Wallach et al., 2009) (see Section 3.2.2);
namely Asym-LDA, which –like our method– relies on asymmetric pri-
ors though with a different definition from a Dirichlet distribution.
 Quad-Reg (Newman et al., 2011) (see Section 3.2.3), which aims to im-
prove topic coherence by means of a MI-based regularization.
We also consider to compare our proposal to CTM Blei and Lafferty (2006)
and Bg-LDA Chemudugunta et al. (2006). CTM aims at modeling documents
regarding inter-topic relationships at the document level via the logistic nor-
mal distribution; whereas Bg-LDA uses a context model of the collection to
model general aspects of the documents as well as a document-specific model
to capture the specific aspects of each document. The aim of including these
two approaches in the comparison ismainly to evaluate their impact inmodel-
ing topic meaningfulness since they rely on topic priors different from Dirich-
let. The context model employed by Bg-LDA is similar to that one included in
SDM. 3
The versions of LDA, Quad-Reg, Asym-LDA, CTM and Bg-LDA were ex-
ecuted to produce the number of topics manually labeled in the target collec-
tion. In the case of HDP, hyperparameters were automatically estimated. To
run Quad-Reg, we use the own target collection as corpus of reference from
which to estimate the PMI values between words. This is to be fair with our
strict no supervision assumptions.
3For example, CTM considers that if a document is about scientific calculus it is also likely to be
about maths.
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Table 6.3: Averaged values of coherence obtained for the discovered topics in
the collections of news stories.
Method TDT2 AFPn=10 n=15 n=10 n=15
LDA  789.85  1887.0  210.23  421.56
HDP  2623.3  6415.3  562.03  2314.0
CTM  504.70  1306.8  401.80  956.47
Bg LDA  19 959.5 46 847.8 19 584.1 45 807.7
Asym LDA  18 765.6 43 983.9 18 893.2 43 593.2
Quad Reg -125.96 -405.06 -77.68 -212.33
Version-1  748.58  2422.9  311.81  1025.2
Our approach  202.11  744.94  140.24  377.26
6.6.1 Topic Coherence
We rely on the UMass measure of coherence as defined in Stevens et al. (2012),
that regards word co-occurrence frequencies and a positive real value e to
define the coherence of a topic as in Equation 2.29.
We also consider a version of our method in order to evaluate the impact of
using SLM to learn/define coherent topics from our lexical signatures instead
of using TSLM (see Section 3.2.4). To define such a version (namely, Version-1),
we replace Equation 6.2 in our approach by Equation 3.21.
The choice of values for n and e in the formula of UMass can be critical to
properly indicate a coherence score for the topics. For example, we employed
the small values n = 3 and n = 5 to measure the coherence of the results
obtained on the collections of news stories TDT2 and AFP; whereas in the case
of the tweet collections we use the relatively large values n = 10 and n = 15.
This was because themanually labeled topics in the tweet collections shared
a common vocabulary from their respective domains, so that each topic is ac-
tually described by using only a few words. The opposite situation occurs
with the manual topics in TDT2 and AFP. Despite there is some overlapping
between the vocabularies of a few topics, there is enough vocabulary to un-
ambiguously describe each topic.
In the case of parameter e, we have chosen e = 10 100 in order to largely
penalize off-topic words with high likelihood in the definition of a topic.
Tables 6.3 and 6.4 show the averaged values of UMass coherence obtained
by each topic discovery approach on the collections of news stories and tweets
respectively.
As can be seen, our approach clearly outperforms all other approaches
except Quad-Reg in the four datasets. In particular, the lower values obtained
by Version-1 corroborate the positive impact of learning/defining topics by
means of the proposed SLM method instead of using TSLM.
90
Table 6.4: Averaged values of coherence obtained for the discovered topics in
the collections of tweets.
Method RL-M/A RL-CARSn=3 n=5 n=3 n=5
LDA  220.28  798.21  388.82  1330.79
HDP  771.14  3024.03  130.02  1093.84
CTM  580.91  1596.73  690.74  1716.92
Bg LDA  1381.15  4606.22  1380.10  4002.65
Asym LDA  1382.23  4601.91  1379.32  4600.86
Quad Reg  334.80  1716.56  235.32  1341.86
Version-1  44.46  569.22  35.23  340.16
Our approach -33.72 -410.63 -22.82 -218.73
Table 6.5: Comparison of the number of topics obtained by our approach to
that obtained by HDP with respect to the number of manually labeled topics.
Method TDT2 AFP RL-M/A RL-CARS
HDP 21 9 30 4
Our approach 100 23 1612 382
Manual topics 96 25 1018 1237
The coherence values obtained by Quad-Reg, which are higher than those
ones obtained by our approach only in the case of news stories, are obviously
due to regularization. To some extent, we expected that the topics obtained by
means of Quad-Reg were the most coherent ones since our approach does not
include any kind of topic regularization. However, it can be seen that in the
case of the tweet collections, in which there is a high overlapping between the
actual topics, Quad-Reg is unable to beat our approach in terms of coherence.
This suggests that the use of MI-based scores is not useful enough to define
topics when there is a lot of vocabulary overlapping between the actual topics.
In any case, from the obtained results we can claim that, overall, our ap-
proach discovers coherent topics, even when it is applied to collections of very
short documents such as tweets with a lot of overlapping between the vocab-
ularies of the manually labeled topics.
Another result from this experiment that shows the remarkable perfor-
mance of our approach is that concerning the number of topics discovered.
In Table 6.5, we compare the number of topics discovered by our approach in
each test collection to that one produced by HDP. As it is shown, the number
of topics obtained by our approach approximates much better to the number
of manually labeled topics than that one obtained by HDP in each collection.
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6.6.2 Topic Meaningfulness
In a second experiment, we empirically evaluate topic meaningfulness by
measuring the correspondence between the word distributions that represent
the automatically discovered topics and the word distributions that corre-
spond to the manually labeled topics. MI was adopted to measure such a
correspondence as in Equation 2.30.
We assume that the closer the obtained set of topics to the gold standard,
the more coherent andmeaningful the individual topics are (see Section 4.3.1).
Thus, to show topic meaningfulness we only need to show a close correspon-
dence between our topics and the gold standard according to MI.
We compare the peer topics to a series of refined versions of the gold-
standard (i.e., to refined versions of the MLE distributions that correspond
to the manually labeled topics). The refined versions were obtained by apply-
ing the refinement approach described in Section 6.3.1. To obtain the series,
the parameter l was varied in the interval [0, 1) (the value 1  l = 0, when
l = 1, corresponds to the unrefined MLE estimates of the topics).
Different refinements of the MLE estimate of a topic (i.e., different estima-
tions that correspond to different values of the parameter l) model different
language granularities of the topic at the lexical level. For example, small val-
ues of 1  l (values of 1  l up to 0.4) mainly model the language of words
in the background language or domain of the topic; whereas relatively large
values of 1  l (values of 1  l about 0.7 and higher) focuses on modeling the
language of very specific words in the topic. 4
Our idea is then to validate if the peer topic definitions properly model the
different language granularities of the gold-standard topics.
In addition to the state-of-the-art approaches, we consider in this experi-
ment a version of our method (namely, Version-2) that is obtained by replac-
ing the proposed distribution of topic priors described in Section 6.4.1 with a
Dirichlet distribution. The aim is to validate the proposed model SDM.
Figures 6.3 to 6.6 show the results obtained in this experiment. As can be
seen, our method clearly outperforms the state-of-the-art approaches for all of
the values of l except in the case of AFP for 1  l  0.6. In such a case, it
is shown that HDP models the background language of the topics better than
our approach. However, our approach is able to outperform HDP in the case
of modeling the topics’ specificities.
Regarding Version-2, it can be seen that in the case of RL-M/A (which can
be seen as a collection of documents belonging to the same topic), Version-
2 is clearly outperformed by our method. Whereas in the case of TDT2 and
RL-CARS, the obtained values of MI by our method are significantly greater
than those ones obtained by Version-2 (p-value < 0.01 according to Wilcoxon
signed-rank test (Wilcoxon, 1992)). Whereas in AFP, the values obtained for
4In (Anaya-Sa´nchez et al., 2013), we have successfully employed SLM to individually model
the backgorund language of four domains in order to perform entity disambiguation.
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Figure 6.3: Values of MI obtained w.r.t. different refinements of the TDT2
topics in the gold standard estimated by using MLE.
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Figure 6.4: Values of MI obtained w.r.t. different refinements of the AFP topics
in the gold standard estimated by using MLE.
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1  l  0.6 are not significantly better than ours.
All these results statistically corroborate the positive impact of using SDM
to model more meaningful topics than related approaches in PTM. It is also
shown the overall capability of SDM to assess topic meaningfulness in the
context of a target text collection.
Interestingly, CTM, Bg-LDA, HDP and Asym-LDA perform very bad in
the collections of tweets; CTM being the worst. This shows that the basic
assumption of CTM (i.e., that of modeling documents regarding inter-topic
relationships) has a very negative impact to model the topics underlying RL-
M/A and RL-CARS, in which each tweet has exactly one topic.
6.6.3 Descriptions
To illustrate how the generated descriptions are representative enough of the
topics they describe –both in news stories and tweets–, we respectively show
in tables 6.6 and 6.7 the descriptions obtained for some topics in TDT2 and RL-
MA together with the topic agreement with respect to the manually labeled
topics. For each manually labeled topic, the table includes the PMI value, the
lexical signature and about the top 10 words in the topic description obtained
for the best matched topic according to PMI. In the cases of LDA, HDP and
Quad-Reg no lexical signatures are shown, and the topic description corre-
sponds to about the top 10 more probable words under the topic.
It can be seen that the descriptions generated by our approach are in a close
correspondence with the topic labels as provided by the human annotators.
Also, unlike LDA,HDP andQuad-Reg, our approach systematically discovers
semantically meaningful topics (according to human annotations) regardless
the topic size. Both LDA and HDP do not always properly discover medium
and small size topics; specially, if their vocabularies overlap (even marginally)
with other topics (see for example the topics from RL-MA). Interestingly, in
the case of TDT2 the approaches HDP and Quad-Reg seem to merge different
manual topics through random topics/concepts in the context of the collection
(e.g., “death or kill people by accidents or homicides”, “sport competitions”,
“hidrographic subjects”, etc.).
Despite the descriptions obtained by Quad-Reg in the table are similar to
ours in many cases, the topics discovered by our approach are overall closer
to the gold-standard as it is shown in the previous section. Indeed, it can be
noticed in the tables that Quad-Reg includes some stop-words (e.g., the, and,
etc.) in the top most probable words of each topic.
It is also worth mentioning that our generated descriptions are not only
useful to describe the topics but also to properly discover the different topics
comprised in the target text collection, since the topic search process directly
relies on these descriptions to find topic diversity.
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Table 6.6: Descriptions obtained for some topics in TDT2 together with their
agreements with manually labeled topics.
Manual topic title / size Method
Best PMI matching topic:
PMI / lexical signature / description
Monica Lewinsky Case / 969 LDA
1.29 / - /
lewinsky, monica, president, clinton, starr, lawyer, kenneth, tripp, linda, jones
HDP
0.84 / - /
president, clinton, lewinsky, monica, house, white, starr, lawyer, kenneth, jury
Quad-Reg
2.05/ - /
tripp, linda, tape, conversation
Our approach
0.82 / {monica, lewinsky, white, house, starr} /
lewinsky, monica, clinton, house, white, starr, grand, jury, intern, ken
Unabomber / 117 LDA
2.79 / - /
kaczynski, theodore, lawyer, judge, trial, defence, unabomber, case,
HDP
0.90 / - /
people, woman, kaczynski, school, man, death, year, kill, lawyer, make
Quad-Reg
3.63/ - /
kaczynski, theodore, trial, judge, unabomber, lawyer, defence, defendant
Our approach
2.33 / {ted, kaczynski, unabomber, trial} /
kaczynski, unabomber, judge, ted, trial, defendant, guilty, theodore,
Superbowl ’98 / 83 LDA
3.30 / - /
super, bowl, denver, game, bronco, green, football, packer, team, play
HDP
1.07 / - /
olympic, win, game, team, medal, olympics, time, gold, nagano, world
Quad-Reg
4.29/ - /
denver, bowl, super, bronco, packer, green, bay, football, san, yard, fan
Our approach
2.66 / {nfl} /
denver, city, bronco, allen, nfl, downtown, celebrate, bowl, super, parade
Tornado in Florida / 53 LDA
1.61 / - /
asia, asian, economy, growth, crisis, year, economic, rate, company, u.s.,
price, market, florida, federal, tornado, inflation
HDP
0.34 / - /
people, woman, kaczynski, school, man, death, year, kill, lawyer, make
Quad-Reg
1.87/ - /
people, kill, crash, train, car, accident, passenger, area, victim, northern, jet, scene
Our approach
2.82 / {tornado, florida} /
florida, tornado, central, victim, deadly, rip, storm, damage, loss, toll
Dr. Spock Dies / 15 LDA
3.15 / - /
woman, child, man, parent, family, care, father, home, wife, spock
HDP
0.89 / - /
people, woman, kaczynski, school, man, death, year, kill, lawyer, make
Quad-Reg
2.06/ - /
brian, peterson, grossberg, amy, plead, guilty, newborn, baby, son, manslaughter
Our approach
3.82 / {spock, baby} /
child, baby, spock, die, dr, benjamin, care, book, parent
Great Lake Champlain?? / 5 LDA
2.85 / - /
game, michael, jordan, bulls, chicago, jazz, karl, malone, final, utah
HDP
2.34 / - /
lake, river, great, lakes, water, donana, toxic, park, environmental, champlain
Quad-Reg
1.75/ - /
kwan, michelle, tara, lipinski, skating, skater, champion, figure, medallist
Our approach
5.15 / {champlain} /
great, lakes, lake, vermont, champlain, small, mile, square, research, york
LaSalle Boat FOUND! / 1 LDA
2.68 / - /
interval, grishuk, corp, ice, platov, dance, time, year, olympic, microsoft
HDP
0.72 / - /
lake, river, great, lakes, water, donana, toxic, park, environmental, champlain
Quad-Reg
2.95/ - /
cohen, william, defense, secretary, gulf, aircraft, defence, carrier, persian, ship
Our approach
6.65 / {artifact} /
lasalle, ship, find, aimable, divers, explorer, historian, mouth, mississippi
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Table 6.7: Descriptions obtained for some topics in RL-M/A together with
their agreements with manually labeled topics.
Manual topic title / size Method
Best PMI matching topic:
PMI / lexical signature / description
Song-Video:
Follow the leader / 30
LDA
2.01 / - /
14, 16, ac-dc, km, note, nc, x
HDP
0.08 / - /
the, be, i, to, a, you, and, of, in, on
Quad-Reg
5.16 / - /
leader, follow, wisin, yandel, ft., the
Our approach
5.40 / {wisin} /
yandel, leader, follow, jennifer, wisin, ft., lopez, http ://youtu.be/xmap94tcdns, y
“Gangnam Style”
spotlighted on CNN / 13
LDA
0.58 / - /
the, and, in, of, a, with, love, she, you, be, britney, led, lady, it, houston
HDP
0.05/ - /
the, be, i, to, a, you, and, of, in, on
Quad-Reg
5.55 / - /
style, gangnam, psy, spotlight, cnn
http ://www.allkpop.com/2012/08/psys-gangnam-style-spotlighted-on-cnn
Our approach
5.96/{spotlight, cnn,
http ://www.allkpop.com/2012/08/psys-gangnam-style-spotlighted-on-cnn} /
cnn, gangnam, style, spotlight,
http ://www.allkpop.com/2012/08/psys-gangnam-style-spotlighted-on-cnn
WH performance in
Cinderella movie / 11
LDA
2.33 / - /
account, nw, fb, i, be, bb, in, the, mic, dimpledqueen, doktorbadass, my, you, u
HDP
0.02 / - /
the, be, i, to, a, you, and, of, in, on
Quad-Reg
6.15 / - /
brandy, cinderella, whitney, houston, apparently, and, watch
Our approach
5.60 / {cinderella, impossible} /
cinderella, houston, whitney, singing, impossible
6.6.4 Comparison to the clustering-based approach
Finally, we compare the results obtained by the approach presented in this
chapter to those ones obtained by the method introduced in Chapter 5. To
do this, we estimate a probability distribution of words for each cluster ob-
tained by the clustering-based approach using MLE. Then, we rely on MI in
order to perform a comparison with respect to two versions of these distribu-
tions: clust-0.0 (the MLE estimate) and clust-0.6 (a refined version of the MLE
obtained by using 1  l = 0.6). Results are shown in figures 6.7 and 6.8.
As it can be appreciated, the approach presented in this chapter clearly
discovers topics of better quality, though, interestingly, the results obtained in
the comparison to the language model of the topic specificities (i.e., when the
gold-standard is refined using 1  l = 0.99) are overall similar.
This indicates that the main aspects of each manual topic are captured in a
similar way in both approaches. However, the overall topic definition is better
captured with the approach introduced this chapter.
Besides, the differences between the two approaches are (significantly)
more prominent in the case of the tweet collections; which reveals that this
LM-based approach is more appropriate to discover topics from RL-M/A and
RL-CARS than the clustering-based approach presented in Chapter 5.
It is worth mentioning that we carried out this comparison in terms of MI
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because it is harder to produce a cluster-based partition from word distribu-
tions than estimating probability distributions from the clusters.
6.7 Conclusions
In this chapter, we have introduced a new fully-unsupervised approach to
discover and describe topics that is derived from the abstract framework pro-
posed in Chapter 4. Similar to PTM-based approaches, the method obtains a
set of probability distributions each one representing a topic. To do so, it re-
lies on the statistical modeling frameworks of LM and PTM to implement the
framework components.
As part of the topic discovery method, two new modeling methods were
proposed: SLM and SDM. The former relies on language modeling techniques
and it is employed to set up the framework components related to both (i) the
modeling of lexical signatures and (ii) learning and describing the coherent
topics behind the lexical signatures. SDM is aimed to assess topic meaning-
fulness by means of a new PTM approach centered on modeling the main
contents of individual documents from the target collection, which is imple-
mented by means of a new urn model.
The experiments carried out over the AFP, TDT2, RL-M/A and RL-CARS
collections show that the proposed approach is able to discover coherent enough
(i.e., human-interpretable) topics, which are even more coherent than those
ones produced byQuad-Reg (Newman et al., 2011) in the collections of tweets.
Besides, the approach produces more meaningful topics than state-of-the-art
approaches based on PTM (namely, LDA (Blei et al., 2003), HDP (Teh et al.,
2006), CTM (Blei and Lafferty, 2006), Bg-LDA (Chemudugunta et al., 2006),
Asym-LDA (Wallach et al., 2009) and Quad-Reg). It also outperforms the
clustering-based approach proposed in Chapter 5 in terms of MI (mainly, in
the case of the tweet collections).
One strong point of this proposal is that it does not require to know the
number of topics to be modeled beforehand; but even more, it approximates
the best the number of manual topics (as labeled by human annotators) than
the bayesian approach HDP.
The results also show that the proposed method can be successfully ap-
plied to collections of documents of any register (e.g., from tweets to news
stories), and that in any case it is able to discover any kind of topic despite its
size or broadness.
Similar to the framework instance proposed in Chapter 5, the time com-
plexity of this method isO(n2); n being the number of documents in the target
collection.
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Figure 6.7: Comparison to the clustering-based instance on news stories.
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Chapter 7
Conclusions
This thesis has been focused on addressing the unsupervised problem of dis-
covering the coherent and meaningful topics underlying an unlabeled target
collection of text documents, as well as simultaneously providing a human-
interpretable description for each topic.
The main contributions of this thesis, the obtained results and future work
are summarized in the next sections.
7.1 Contributions
The contribution of this thesis is manifold:
1. Firstly, it provides a review of methods aimed at simultaneously discov-
ering and describing topics from a target collection of texts in a fully
unsupervised manner. The review includes clustering methods based
on frequent word sets as well as PTM approaches. From the review, the
main limitations of the existing approaches are outlined.
2. Aligned with our two main hypotheses (see Section 1.3), an (unsuper-
vised) abstract framework to discover and describe coherent and mean-
ingful topics from a target collection is proposed. The framework imple-
ments the topic discovery as a search and mainly relies on the abstract
concept of lexical signatures (i.e., lexically related words deemed to rep-
resent the topic aboutness) together with a set of abstract components
aimed at supporting topic coherence and meaningfulness.
3. From the abstract framework, we firstly derive a new method to dis-
cover and describe topics with the form of document clusters. The con-
cept of word pair is used to implement the lexical signatures that rep-
resent the topics’ aboutness from which topics are discovered and pos-
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teriorily described. Word pairs directly guide the topic search in this
method.
4. As part of the method, a novel criterion of homogeneity of a support
set is introduced to asses topic meaningfulness from a highly probable
word pair. Such a criterion is based on a document similarity threshold
that is automatically estimated from the target collection of documents.
5. From the above similarity threshold, a new procedure to define a coher-
ent topic is introduced based on the concept of maximum b-similarity
graph.
6. A new method based on the likelihood ratio test of word occurrences is
employed to obtain enhanced descriptions for the document clusters.
7. There is also derived a newmethod to discover and describe topics with
the form of probability distributions of words. The method is based on
statistical language modeling and techniques of PTM. The method per-
forms the search of coherent and meaningful topics based on the lexical
signatures obtained from the documents in the collection.
8. As part of this framework instance, we propose SLM as method to learn
and describe the topic underlying a lexical signature that is represented
by a set of words. SLM combines both (i) a stochastic mapping between
words and (ii) a language refinement procedure to perform the topic
learning.
9. Following the general framework of PTM, the SDMmodel is introduced
to assess topic meaningfulness based on a new urn model that mod-
els topic priors in the context of a generative model of individual docu-
ments.
10. We evaluate the proposed methods using collections of text documents
of different registers (namely, news stories and tweets). These collec-
tions have been manually labeled with topics by human annotators. We
compare the results obtained by each approach to those one obtained by
their related state-of-the-art approaches. We also make a comparison of
the two derived methodologies in terms of the MI measure.
7.2 Results
From the proposed framework and the two derived methods, we obtained
the main result of this thesis, which is to corroborate the hypotheses of topic
coherence (H1) and topic meaningfulness (H2) stated in Section 1.3. As part
of this result, we also corroborate the following:
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- the positive impact of combining the homogeneity criterion and themethod
based on the maximum b0 similarity graph in the clustering-based ap-
proach introduced in Chapter 5 to obtain high quality topics (these top-
ics outperform those one obtained by state-of-the-art approaches based
on frequent word sets such as FIHC and relatives).
- the validity of SLM (see Section 6.3) to learn coherent (i.e., human-interpretable)
topics and threir respective descriptions from sets of lexically related
words (the topics learned bymeans of SLM aremore coherent than those
ones produced by LDA and similar methods such as HDP, and they are
even more coherent than those ones obtained by Quad-Reg in the collec-
tions of tweets despite Quad-Reg focuses on enhancing topic coherence
by means of regularization),
- the usefulness of SDM (see Section 6.4) to assess topic meaningfulness
(by relying on SDM, the approach presented in Chapter 6 was able to
produce more meaningful topics than state-of-the-art approaches based
on PTM),
- the approach based on LM and PTM (Chapter 6) outperforms the clustering-
based approach presented in Chapter 5 in terms of MI. It also approxi-
mates the best the number of manual topics as labeled by human anno-
tators compared to HDP and the approach in Chapter 5, and
- the proposed framework can be used to derive methods to successfully
discover and describe coherent and meaningful topics from a collection
of text documents in a fully unsupervised manner, without regarding
topic samples or prescribing the number of topics to be discovered.
7.2.1 Scientific publications
Related to Chapter 5:
 Anaya-Sa´nchez, H., Pons-Porrata, A., Berlanga-Llavori, R., 2010. A doc-
ument clustering algorithm for discovering and describing topics. Pat-
tern Recognition Letters 31 (6), 502–510
 Berlanga-Llavori, R., Anaya-Sa´nchez, H., Pons-Porrata, A., Jime´nez-Ruiz,
E., 2008. Conceptual subtopic identification in the medical domain. In:
Advances in Artificial Intelligence–IBERAMIA 2008. Springer, pp. 312–
321
 Anaya-Sa´nchez, H., Pons-Porrata, A., Berlanga-Llavori, R., 2008. A new
document clustering algorithm for topic discovering and labeling. In:
Proceedings of CIARP’08. Vol. 5197 of Lecture Notes in Computer Sci-
ence. Springer, pp. 161–168
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 Anaya-Sa´nchez, H., Berlanga-Llavori, R., Pons-Porrata, A., 2007. Retrieval
of relevant concepts from a text collection. In: Current Topics in Artificial
Intelligence. Springer, pp. 21–30
Related to Chapter 6:
 Anaya-Sa´nchez, H., Pen˜as, A., Cabaleiro, B., 2013. Uned-readers: Filter-
ing relevant tweets using probabilistic signature models. In: CLEF 2013
Labs and Workshops Notebook Papers
 Anaya-Sa´nchez, H., Pen˜as, A., Berlanga-Llavori, R., 2015. Discovering
Coherent and Meaningful Topics: a New Methodology Based on Signa-
ture Models. Submitted to IEEE Transactions on Knowledge and Data
Engineering.
Other publications related to specific aspects of the proposed methods:
 Related to SDM to model tuple of classes for selectional preferences:
Anaya-Sa´nchez, H., Pen˜as, A., 2015. Unsupervised induction of mean-
ingful semantic classes through selectional preferences. In: Computa-
tional Linguistics and Intelligent Text Processing. Springer, pp. 361–371
 Related to the initial clustering employed to obtain the lexical signatures
from a document:
Anaya-Sa´nchez, H., Martı´nez-Sotoca, J., Martı´nez-Uso´, A., 2011. Semi-
supervised learning from a translation model between data distribu-
tions. In: IJCAI Proceedings-International Joint Conference on Artificial
Intelligence. Vol. 22. p. 1165
7.3 Future work
As future work, we mainly consider to apply the proposed techniques for
discovering coherent and/or meaningful topics in a variety of tasks that can
benefit from the unsupervised categorization of texts. As an example, we can
address the following tasks.
7.3.1 Subtopic discovery
We firstly propose to derive different methods from the abstract framework to
address the special problem of subtopic discovery; which can be defined as the
discovery of the different interpretations, aspects or facets underlying a user
query from broad text collection.
The problem of discovering the different subtopics behind a query has
been shown useful to address the task of subtopic retrieval, which has to dowith
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the retrieval of documents covering as many different subtopics of a query as
possible.
So far, the subtopic retrieval approaches that rely on the discovery of subtopics
have been mainly based on topics discovery approaches that often produce
low quality topics such as LDA. Thus, it would be interesting to test whether
or not discovering high quality subtopics (i.e., coherent andmeaningful topics
representing the different subtopics of a given query) can improve the perfor-
mance of subtopic retrieval approaches.
7.3.2 Text generation for multi-document summarization
In second place, we might also address the task of generating multi-document
summaries encoded in natural language for obtainingmore interpretable topic
descriptions. The motivation is mainly twofold:
(1) From an informational viewpoint, displaying a coherent piece of text
might be more useful to an end-user than displaying only a simple set
of terms.
(2) One of the methods proposed in this thesis is mainly based on language
models to define the topics, which could provide direct support for gen-
erating natural language text from the topics’ definition.
Rewriting the abstract framework into a fully generative (abstract) one
should be also an important contribution to the framework of PTM in order to
model more human-interpretable and meaningful topics in a generative fash-
ion.
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