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Abstract—Localization is crucial for various applications, this
includes resource coordination in small and ultra-small cells,
as well as the whole range of Location Based Service (LBS).
Multilateration is a localization technique that is based on
distance measurements between multiple reference nodes and a
target node. This paper introduces a multilateration localization
approach that uses Singular Value Decomposition (SVD) for 3D
indoor positioning. The paper provides a mathematical multi-
lateration formulation which considers the coordinates of the
reference nodes and the relative distance between transmitting
nodes. In practical deployments, the relative distance can be
estimated using RSSI; we apply Kalman filtering to the RSSI
measurements aiming to get a more accurate RSSI value. The
approach is complemented by using two selection methods which
help chosing the best nodes for multilateration computation. The
paper concludes with a discussion of the experimental evaluation
results obtained.
Index Terms—Kalman Filter, Localization, Multilateration,
RSSI, Sigular Value Decomposition (SVD)
I. INTRODUCTION
The increase in numbers of mobile computing devices
and as well as almost ubiquitous availability of local-area
wireless networks has increased the interest in location-based
services [1]. Mass-customization as well as the ever shrinking
cell sizes in current (and future networks) further increase
this interest. Looking at mass-customization and large-scale
individualisation, context-awareness for applications such as
mobile advertising/billing, logistics, and tracking [2][3],is a
must and being able to accurately locate a user or device is one
of the most significant aspects of context. While location-based
services are reliant on accurate position localization, energy
efficient and inexpensive localization is a must for applications
operating on battery-constrained mobile devices [4].
Outdoors, a wide range of location-based services are based
on satelitte based systems like the global positioning system
(GPS), or on cell-based localisation. However, for an indoor
environment such as hospitals, airports, and shopping malls,
localization cannot be carried out effectively by GPS [5] since
the signal from satellites needs line of sight and is typically
too much attenuated , e.g., windows, walls, furniture, or due
to the mobility of people, and some interference and noise
from other wired and wireless networks [6]. Thus, indoor
localization needs other solutions [7][8].
There is much research into indoor localization. In most
approaches, the indoor positioning process is divided into two
phases: signal measurement and location calculation. In the
first phase, signals are transmitted between nodes and the
signal properties are extracted by using methods such as TOA
(Time of Arrival) [9], TDOA (Time Difference of Arrival)
[10], AOA (Angle of Arrival) [11] or RSSI (Received Signal
Strength Indicator). TOA, TDOA and AOA-based solutions
are generally more energy dependent and/or require dedicated
hardware. Pure RSSI-based approaches, in general, are simple
and low cost with no extra hardware cost [12]. Thus, in this
paper, RSSI-based localization is considered for a practical
indoor localization solution. In the second phase, the physical
coordinates of the target node are calculated based on the
signal parameters measured in the first phase, using the
known coordinates of the reference nodes as anchor points.
Typically triangulation and trilateration techniques are used
for this. While triangulation is based on the measurement of
angles for AOA [13], trilateration makes use of the estimated
distances between the target node and three known reference
nodes, which should be non-co-linear [14]. Trilateration can be
extended into multilateration by using multiple (i.e., more than
three) reference nodes to estimate the coordinates of a target
node. Recent studies in [15][16][17][18][19] have proposed
multilateration algorithms but only for target location in 2D
coordinate systems, i.e. (x, y).
In this paper, we formulate the multilateration problem via
Singular Value Decomposition (SVD) in order to estimate the
location of target nodes in three-dimensional (3D) environ-
ments. For given multiple reference nodes, distance between
reference nodes and the target node is estimated using RSSI,
and then the location of the target node, i.e., the 3D coordinate
(x, y, z), can be calculated. Typically, RSSI provides rather
inaccurate information; in order to reduce RSSI fluctuation that
leads to inaccurate distance estimation, we apply a Kalman
filter [20] to the RSSI measurements. In addition, the selection
of the reference nodes that are used for the RSSI estimation
is evaluated.
The remainder of this paper is organized as follows: Section
II presents the RRSI model and Kalman filtering applied on the
RSSI measurements. The details of the multilateration problem
are explained in Section III. After describing the experimental
set up and analysing the results in Section IV, our conclusions
are provided in Section V.
II. RSSI BASED KALMAN FILTER
The Received Signal Strength Indicator (RSSI) value is as-
sociated with the power of a received radio signal (measured in
dBm), and represents the relationship between a transmission
and a received power. Thus it is used for relative distance
measurements between transmitting and receiving nodes.
A. RSSI Model
The relationship between RSSI and distance can be deter-
mined according to the Friis transmission equation [21].
Pr(d) =
PtGtGrλ
2
4pi2d2L
, (1)
where Pr is the received power of a transmitted signal and Pt
is the transmission power. Gt and Gr denote the antenna gain
of the transmitter and receiver, respectively. d is the distance
between transmitter and receiver, and L is the system loss
factor. λ denotes the wavelength.
RSSI is measured in dBm and the distance model is
estimated with the Log-Distance pathloss model [22]:
Pr(d)[dBm] = P0(d0)[dBm]− 10ηlog10(
d
d0
)− χσ, (2)
where P0(d0) is the reference power value in dBm at a refer-
ence distance from the transmitter. η is the signal propagation
constant depending on the environment of propagation, typi-
cally between 2 to 4. χσ is a zero mean Gaussian distributed
random variable with standard deviation σ which accounts
for the random effects of shadowing and for channel model
inaccuracy. For a given Pr(d), the relative distance between a
transmitter and receiver can be calculated by
d = d0 · 10
−Pr(d)[dBm] + P0(d0)[dBm]− χσ
10η . (3)
Fig. 1a shows the relation between the RSSI and distance.
The received signal strength is clearly influenced by distance
but the amount of noise is substantial. The calculated distance
using (3) is shown in Fig. 1b. Fig. 1 shows the estimated dis-
tance are roughly correct with a lot of noise while RSSI values
are fluctuatingg widely. RSSI values are heavily influenced
by environment, movement of humans inside the building,
reflections such as walls and furniture, and interference of
other signals. Without loss of generality, these cause noise on
the RSSI measurement. Therefore we need to remove noise
elements in order to calculate more accurate distances from
RSSI values.
B. Kalman Filter for RSSI Measurement
The Kalman filter is one of the popular data fusion algo-
rithms in the field of signal processing, and can estimate un-
observed variables based on noisy measurements. The Kalman
filter model is based on a state-space approach of linear
dynamic systems in the time domain, and assumes that the
(a) RSSI measurements at different diatances
(b) Calculated distance from measured RSSI using the pathloss
model
Fig. 1: RSSI behaviour
state at a time t is evolved from the prior state at time t− 1
according to the state-space equation:
xt = Ftxt−1 + Btut + wt (4)
where xt is the state vector at time t, ut is the control the
input vector, Ft is the state transition matrix which applies
the effect of each state at time t − 1 on the system state
at time t, Bt is the control input matrix which applies the
effect of each control input vector ut, and wt is the vector
containing the process noise which is assumed to be zero mean
multivariate normal distribution with covariance Qt. And the
system’s measurements can be performed as:
zt = Htxt + vt (5)
where zt is the measurement (or observation) vector at time t,
Ht is the transformation matrix which maps the state vector
into the measurement space, and vt is the vector containing
the measurement noise which is assumed to be zero mean
Gaussian white noise with covariance Rt.
The Kalman filter algorithm has two distinct sets of equa-
tions as time update (prediction) and measurement update
(correction). The prediction equations of the a priori state
estimate xˆt|t−1 and the a prior estimate covariance matrix
Pt|t−1 are:
xˆt|t−1 = Ftxˆt−1|t−1 + Btut (6)
Pt|t−1 = FtPt−1|t−1FTt + Qt (7)
where xˆt−1|t−1 is the a posteriori state estimate at time t− 1,
Pt−1|t−1 is the a posteriori error covariance matrix at time
t− 1.
The measurement update equations of the a posteriori state
estimate xˆt|t and the a posteriori estimate covariance matrix
Pt|t are given by
xˆt|t = xˆt|t−1 + Kt(zt −Htxˆt|t−1) (8)
Pt|t = Pt|t−1 −KtHtPt|t−1 (9)
where the Kalman gain Kt can be derived as
Kt = Pt|t−1HTt (HtPt|t−1H
T
t + Rt)
−1
. (10)
For RSSI measurements: as the signal of RSSI is a scalar
value and there is no control input ut, the state transition
matrix is 1, i.e. Ft = 1, ut = 0. Also the measurement
value of RSSI is composed of the state value and noise, so
the transformation matrix is just 1, i.e. Ht = 1. To apply
Kalman filtering to RSSI measurements, we assume that a
wireless device does not move and its position is fixed. In other
words, it expects to get a constant RSSI signal, everything else
contains noise. Thus the state-space equations of (4) and (5)
can be simple as following:
xt = xt−1 + wt (11)
zt = xt + vt (12)
And also, (6)-(10) can be arranged to (13)-(17), respectively.
Time update (prediction):
xˆt|t−1 = xˆt−1|t−1. (13)
Pt|t−1 = Pt−1|t−1 + Qt. (14)
Measurement update (correction):
xˆt|t = xˆt|t−1 + Kt(zt − xˆt|t−1). (15)
Pt|t = (1−Kt)Pt|t−1 (16)
where Kt becomes
Kt =
Pt|t−1
Pt|t−1 + Rt
. (17)
We have applied the Kalman filter algorithm, (13)-(17), to the
RSSI data to remove noise, and then the effect of the Kalman
filter on ordinary RSSI data sampled is shown in Fig. 1. The
Kalman filter can remove a large part of the noise from the
ordinary RSSI. So the Kalman filter makes optimal use of
imprecise RSSI data in this paper.
Fig. 2: Multilateration in three dimensions
III. MULTILATERATION-BASED LOCALIZATION
In this section, we presents a mathematical multilateration
model and propose a solution method based on singular value
decomposition.
A. Multilateration Model
M reference nodes are given by their 3D coordinates,
i.e., Pi(xi, y1, zi) where i ∈ M . The relative distances di
between the reference nodes i and the target node P (x, y, z)
are measured by using RSSI. Determination of the target
coordinate (x, y, z) is equivalent to finding the solution of the
following equations.
(x− x1)2 + (y − y1)2 + (z − z1)2 = d12
(x− x2)2 + (y − y2)2 + (z − z2)2 = d22
...
(x− xM )2 + (y − yM )2 + (z − zM )2 = dM 2.
(18)
(18) can be arranged as following:
x2 + y2 + z2 − 2x1x− 2y1y − 2z1z
=d1
2 − x12 − y12 − z12
x2 + y2 + z2 − 2x2x− 2y2y − 2z2z
=d2
2 − x22 − y22 − z22
...
x2 + y2 + z2 − 2xMx− 2yMy − 2zMz
=dM
2 − xM 2 − yM 2 − zM 2.
(19)
(19) can be represented in a form of matrix.
Ax = b, (20)
where A is a M ×N matrix and x is a N × 1 matrix. b is a
M × 1 matrix such as
A =

1 −2x1 2y1 2z1
1 −2x2 2y2 2z2
...
...
...
...
1 −2xM 2yM 2zM
 ,x =

x2 + y2 + x2
x
y
z
 ,
and b =

d1
2 − x12 − y12 − z12
d2
2 − x22 − y22 − z22
...
dM
2 − xm2 − yM 2 − zM 2
 .
(21)
It should be noted that all elements in matrix A are
composed of the known coordinates of the reference nodes
and b is comprised of distances between the target node and
all reference nodes. Thus, for allgiven coordinates of reference
nodes and each measured distance between nodes, the 3D
coordinate (x, y, z) of the target node can be obtained by
solving (20). In other words, the multilateration problem can
be converted to a linear algebra method.
If A in (20) is invertible and has a full rank, the only one
solution of Ax = b is x = A−1b. Otherwise, the unique
solution can not be determined from x = A−1b. While M
of A and b is decided by the number of reference nodes, N
of A and x is determined by the target position’s dimension,
e.g., 2D or 3D.
Case 1: 2D localization
It means zM = 0 and z = 0. Thus A in (20) is the M × 3
matrix, x is the 3× 1 matrix, and b is the M × 1 matrix.
M = 3 (Trilateration): A is a square matrix, but the unique
solution exists if and only if rank(A) = M .
M > 3 (Multilateration): A is a rectangular matrix, and is
not invertible.
Case 2: 3D localization
A in (20) is a M × 4 matrix, x is a 4× 1 matrix, and b is
a M × 1 matrix.
M = 3 (Trilateration): A is a rectangular matrix, and is not
invertible. A unique solution does not exist.
M = 4 (Multilateration): A is a square matrix, but a unique
solution exists if and only if rank(A) = M .
M > 4 (Multilateration): A is a rectangular matrix, and is
not invertible.
Therefore we need to find the unique solution x based on
singular value decomposition for all above cases.
B. Solution of Multilateration
In general, solution that has the minimum square norm (i.e.,
the closest point to the origin) can be selected. It can be stated
as follows.
minimize xTx
subject to Ax = b
(22)
If A in (20) is a M × N matrix with singular values
{σ1, σ2, . . . , σN}, A can be decomposed by Singular Value
Decomposition (SVD).
A = UΣVT , (23)
where U = [u1,u2, . . . ,uM ] is a M ×M orthogonal matrix.
Σ is a M ×N diagonal matrix and V = [v1,v2, . . . ,vN ] is a
N ×N orthogonal matrix. The columns ui (i = 1, 2, . . . ,M)
of U are called left singular vectors of A, and the columns vi
(i = 1, 2, . . . , N ) are called right singular vectors of A. The
singular values of A are σ1 ≥ σ2 ≥ . . . ≥ σN > 0, then Σ
has the block form as follows.
Σ =

σ1 0 · · · 0
0 σ2 · · · 0
...
...
. . .
...
0 0 · · · σN
0 0 0 0
...
...
...
...
0 0 0 0

=
[
ΣN
0
]
. (24)
In order to solve (22), we use the following.
AAT = U
[
ΣN
0
]
VTV
[
ΣN 0
]
UT
= U
[
Σ2N 0
0 0
]
UT ,
(25)
where Σ2N is a N × N diagonal matrix with σ2i on the ith
diagonal. Since both Σn and Σ2N have no zero elements on
the diagonal, AAT is an invertible, symmetric, and positive-
definite matrix.
We now solve the problem stated in (22) using Lagrange
multipliers λ. Let
H = xTx + λT (Ax− b). (26)
The solution is found by solving the equation ∂H/∂x and then
ensuring that the constraint Ax = b holds. First solve for x:
∂H
∂x
= 0.
2xT + λTA = 0.
x = −1
2
ATλ.
(27)
Using the fact that AAT is invertible, choose λ to ensure that
Ax = b.
A(−1
2
ATλ) = b.
λ = −2(AAT )−1b.
(28)
Substitute (28) into (27) to get an expression of x.
x = AT (AAT )−1b
= V
[
ΣN 0
]
UT (U
[
Σ2N 0
0 0
]
UT )−1b
= V
[
ΣN 0
]
UTU
[
Σ−2N 0
0 0
]
UTb
= V
[
Σ−1N 0
]
UTb.
(29)
The pseudoinverse of A, A+ (N ×M ) is defined by
A+ = VΣ+UT , (30)
where Σ+ is a N ×M matrix as follows.
Σ+ =

1
σ1
0 · · · 0 0 · · · 0
0 1σ2 · · · 0 0 . . . 0
...
...
. . .
...
... · · · ...
0 0 · · · 1σN 0 . . . 0
 . (31)
Finally, we can write the solution of (20) as
x = A+b = VΣ+UTb. (32)
The 3D coordinates (x, y, z) of the target node can be obtained
by solving (32).
C. Selection of Participating Nodes
For a given set of available reference nodes, certain par-
ticipating nodes need to be chosen in order to apply the
multilateration localization approach. In order to investigate
the impact of a participating nodes’ selection mechanism, we
consider the two following cases.
1) Case 1: Selection of reference nodes having stable RSSI:
In this approach, reference nodes having less fluctuated RSS
are selected. As an indicator of RSSI fluctuation, the standard
deviation is identified. First, the average RSSI value of each
reference node, γi is calculated as following:
γi =
∑C
k=1 Pr
i
k
C
(33)
where Prik is RSSI value received from ith reference node
at k times. Then, the standard deviation (s.d) is derived as
following.
ξi =
[∑C
k=1(Pr
i
k − γi)2
C − 1
] 1
2
(34)
where ξi indicates the standard deviation of RSSI value
received from ith reference node. Let Ξ = {ξ1, ξ2, · · · , ξM}.
We can sort Ξ in ascending order according to the standard
deviation, ξi, where i ∈ {1, 2, · · · ,M}. Then, the set of sorted
standard deviation of RSSI values from each reference node
can be expressed as
Ξˆ = {· · · , ξi, ξj , · · · } (35)
where ξi ≤ ξj and 1 ≤ i, j ≤ M . When Nc number
of reference nodes are required, participating nodes can be
selected as nodes showing less fluctuated RSSI from Ξˆ.
2) Case 2: Selection of reference nodes having strong RSSI:
In this approach, reference nodes having strong RSS are
selected. First, the average RSSI value of each reference node,
γi is calculated as following:
Let γti be the RSSI value from i
th reference node at time t
where i ∈ {1, 2, · · · ,M}. Then, the set of RSSI value can be
expressed as
Γt = {γt1, γt2, · · · , γtM} (36)
Γt can be sorted in descending order with the RSSI value from
each reference node, γti . Then,
Γˆt = {· · · , γti , γtj , · · · } (37)
where γti ≥ γtj and 1 ≤ i, j ≤M , Γˆt(j) the RSSI value which
is ranked jth.
IV. EXPERIMENT
In our experiments we use TelosB motes and XM100 motes
using the CC2420 radio chip as shown in 3a. They are IEEE
802.15.4 compliant, and the CC2420 operates in 2.4GHz to
2.4835GHz (ISM band) with a data rate of 256 kbps.
Since the experiments’ aim is the 3D position estimation of
a target node, we do not collect any sensor information other
than RSSI. All measurements are performed in a seminar room
(of the size 7m x 16m x 3m) in the ICS (5GIC) building at
University of Surrey as shown in Fig. 3.
(a) TelosB motes and XM1000 motes
(b) the Seminar room in ICS building at University of Surrey
Fig. 3: Experiment Environment
TABLE I: 3D coordinates of reference nodes
Reference
node
coordinates
x[m] y[m] z[m]
P1 0 5.0 0.0
P2 0 0 2.4
P3 7.0 4.0 0.9
P4 3.0 11.5 0.7
P5 1.0 15.0 1.7
P6 5.5 13.0 0.8
P7 2.5 3.5 0.5
P8 4.5 9.5 2.5
In this experiment we have defined performance metrics
such as Root Mean Square Error (RMSE) of the estimated
3D position as following:
RMSE =
∑C
k=1
√
(x− x¯)2 + (y − y¯)2 + (z − z¯)2
C
(38)
where (x, y, z) is the actual point while the (x¯, y¯, z¯) is the
average estimated point.
The experiment setup consists of eight reference nodes and
one target node. The 3D coordinates of the reference nodes
which have been deployed in the experiment area are listed
in Table I. The target node is located at P = (5.0, 8.0, 0.7)
meters.
First, the RSSI values are measured and the Kalman filtering
algorithm in (13)-(17) is applied. Then, the 3D coordinates of
the target node are calculated using (32). It should be noted
that the covariance values of (14) and (17) are fixed such as
Qt = 1 and Rt = 100 in this experiment, respectively.
We performed 100 trials to estimate the 3D coordinates
of the target node using the above method. The estimated
positions in association with different numbers of participating
reference nodes are shown in Fig. 4 and 5.
The table II shows the experimental results for different
numbers of anchor nodes. The anchor nodes in the multilater-
ation computation are chosen using (35) and (37), respectively.
Fig. 6 depicts the RMSE. It can be seen that increasing the
number of reference nodes used in the computation of multi-
lateration localization generates better results, when using up
to 6 nodes. However the estimation error increases when more
nodes (i.e., 7th and 8th nodes) are added to the multilateration
localization computation. This is different from the theoretical
assumption that an increase in number of nodes results in
higher location accuracy. In addition, the same phenomenon
occurs for two selection cases described in subsection III-
C. Based on the results, it can be seen that higher numbers
of nodes in a specified size space can cause interference
among transmitting nodes. This can ultimately impact location
accuracy. The impact of the participating nodes’ selection
mechanism is not significant on the performance of the pro-
posed multilateration localization for 3D indoor positioning.
There are some limitations to our experimental setup, the
number of nodes and the space are within the bouindaries
of the room size. Therefore, the RSSI data could only be
measured in a rather confined space. It is therefore necessary
to verify the proposed multilateration method with respect to
a large number of nodes and a variety of environments in
future research. We also need to further investigate how to
calculate the optimal number of participating reference nodes
for multilateration localization in accordance with the indoor
environmental change.
Fig. 6: RMSE of estimated locations according to the number
of reference nodes
V. CONCLUSION
In this paper, we presented multilateration localization using
singular value decomposition for 3D indoor positioning. We
showed the mathematical multilateration formulation to be
converted to a linear algebra approach. The parameters of the
multilateration model were only related with the coordinates
of reference nodes and relative distances between reference
nodes and the target node. The distances between reference
nodes and target node were estimated using RSSI, and then
Kalman filtering was applied to the RSSI measurements in
order to get a more accurate RSSI value. In addition, we
suggested two methods which may be helpful to choose the
participated nodes for multilateration computation. We evalu-
ated the proposed method in 3D indoor positioning through the
real experiment environment, and analysed the influence of the
number of reference in the proposed multilateration localiza-
tion. While the evaluation shows that an increase in numbers
of reference nodes will improve the localization accuracy, the
experiments have shown that, in practice, the use of too many
nodes for multilateration will indeed reduce the accuracy again
(due to increased interference). Our experimental setup did
proof the validity of our approach although further evaluations
in different environments are needed to proof its generality.
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