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ABSTRACT
Phoneme boundary detection plays an essential first step for
a variety of speech processing applications such as speaker
diarization, speech science, keyword spotting, etc. In this
work, we propose a neural architecture coupled with a pa-
rameterized structured loss function to learn segmental repre-
sentations for the task of phoneme boundary detection. First,
we evaluated our model when the spoken phonemes were not
given as input. Results on the TIMIT and Buckeye corpora
suggest that the proposed model is superior to the baseline
models and reaches state-of-the-art performance in terms of
F1 and R-value. We further explore the use of phonetic tran-
scription as additional supervision and show this yields minor
improvements in performance but substantially better conver-
gence rates. We additionally evaluate the model on a He-
brew corpus and demonstrate such phonetic supervision can
be beneficial in a multi-lingual setting.
Index Terms— Sequence segmentation, recurrent neural
networks (RNNs), structured prediction, phoneme boundary
detection
1. INTRODUCTION
Phoneme Boundary Detection or Phoneme Segmentation
plays an essential first step for a variety of speech process-
ing applications such as speaker diarization [1], speech sci-
ence [2, 3], keyword spotting [4], Automatic Speech Recog-
nition [5, 6], etc.
Such segmentations are often modeled by either super-
vised or unsupervised methods. In the unsupervised setting,
only the speech signal is given as input [7, 8], whereas in the
supervised setting, the speech signal is accompanied by the
target boundaries as supervision. Under the supervised set-
ting, the set of pronounced or presumed phonemes is often
provided additionally as input. This setting is referred to as
forced alignment. In cases where no phonemes are provided,
we often denote the setup as text-independent phoneme seg-
mentation [9, 10]. In this study, we focus on the latter, namely
phoneme boundary detection with no phonetic features.
Work was conducted while Yaniv was at Bar-Ilan University
Inspired by the work on learning segmental features [11,
12, 13], we suggest learning segmental representations us-
ing neural models for both phoneme boundaries and phoneme
segments to detect phoneme boundaries accurately.
Specifically, we jointly optimize a Recurrent Neural Net-
work (RNN) and structured loss parameters by using RNN
outputs as feature functions for a structured model. First, the
RNN encodes the entire speech utterance and outputs a new
representation for each frame. Then, an efficient search is ap-
plied over all possible segments so that the most probable one
can be selected. To compare with prior work, we evaluate this
approach using TIMIT [14] and Buckeye [15] datasets. The
proposed approach outperforms the baseline models on both
datasets and reaches State-of-the-Art (SOTA) performance.
We additionally experiment with leveraging phoneme infor-
mation as secondary supervision to the model and demon-
strate that such an approach can be beneficial for both perfor-
mance and convergence speed. Lastly, we demonstrated that
such supervision could be beneficial when detecting phoneme
boundaries from different languages, by training on English
and testing on Hebrew.
2. RELATEDWORK
The problem of phoneme boundary detection was explored
in various settings. In the unsupervised setting, also known as
blind phoneme segmentation, the speech signal is provided by
itself with no additional phonemes nor boundaries as supervi-
sion. Traditionally, signal processing techniques were used to
find spectral changes in the signal to detect phoneme bound-
aries [8, 16, 17, 18, 19] and the references therein. Recently,
the authors of [7] suggested training a next-frame prediction
model using either an approximated Markov model or RNN
to identify potential phoneme transitions at regions of high
error.
Under the supervised setting, the most common approach
is the forced alignment setup. Models that follow such an
approach involve with Hidden Markov Models or differ-
ent structured prediction algorithms using handcrafted fea-
tures [20, 21]. The main drawback of forced alignment
methods is the need for phoneme annotations also at in-
ference time. This requirement may limit the applicability
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of such techniques to a monolingual setting due to mis-
matched phoneme sets, i.e., it is unclear how to handle unseen
phonemes from a foreign language.
Another supervised setting is the text-independent phoneme
boundary detection, in which the model is provided with
phoneme boundaries as supervision but without information
about the uttered phonemes. Most previous works that follow
such setup consider the problem as a binary classification task
where one label is associated with phoneme boundaries anno-
tations, and another one for the rest of the signal. The authors
in [22] used a kernel-based method, composed of six radial
basis function support vector machines under such setup,
while the authors in [23] suggested using RNN followed by
a peak detection algorithm to predict phoneme boundaries.
The main drawback of such modeling is that it ignores the
internal structure of the output while considering boundaries
to be conditionally independent.
Another related lines of work to be noticed is the work of
learnable segmental features in ASR [24], dependency pars-
ing [11], and word segmentation [12].
3. PROBLEM SETTING
In the problem of phoneme boundary detection we are pro-
vided with a speech utterance, denoted as x¯ = (x1, . . . ,xT ),
represented as a sequence of acoustic feature vectors, where
each xt ∈ RD (1 ≤ t ≤ T ) is a D-dimensional vector. The
length of the speech utterance, T , is not a fixed value, since
input utterances can have different duration.
Each input utterance is associated with a timing sequence,
denoted by y¯ = (y1, . . . , yk), where k ≤ T is the number of
segments, and can vary across different inputs. Each element
yi ∈ Y , where Y = {1, . . . , T} indicates the start time of a
new event in the speech signal. We denote by Y∗ the set of all
finite-length sequences over Y . Although y¯ ∈ Y∗, can be of
any length, we assume its length to be bounded by T .
4. MODEL DESCRIPTION
Following the structured prediction framework [25], also
known as Energy Based Models [26], consider the follow-
ing prediction rule with w ∈ Rd, such that y¯′w is a good
approximation to the true label of x¯, as follows:
(1)y¯′w(x¯) = argmax
y¯∈Y∗
w>φ(x¯, y¯)
Where φ is a mapping function from the set of input ob-
jects and target labels to a real vector of length d. We
assume there exists some unknown probability distribu-
tion ρ over pairs (x¯, y¯) where y¯ is the desired output (or
reference output) for x¯. We are provided with a training
set S = {(x¯1, y¯1), . . . , (x¯m, y¯m)} of m examples that are
drawn i.i.d. from ρ. Our goal is to set w so as to minimize
the expected empirical cost, or the empirical risk,
(2)L(w, x¯, y¯) = 1
m
m∑
i=1
`(w, x¯, y¯)
Fig. 1. An illustration for using BI-RNN as feature functions.
We search through all possible locations and predict the one
with the highest score. In this example the score is calculated
for timing sequence is (1, 4, 6).
where we define `(w, x¯, y¯) to be the hinge loss function as
follows,
`(w, x¯, y¯) = max
y¯′∈Y∗
[
1−w>φ(x¯, y¯) +w>φ(x¯, y¯′w)
]
We assumeφ(x¯, y¯) can be decomposed as
∑k
i=1 φ
′(x¯, yi)
where each φ′ can be extracted using different techniques,
e.g., hand-crafted, feed-forward neural network, RNNs, etc.
Traditionally, φ′ was manually chosen using data analysis
techniques and involved manipulations of local and global
features.
Notice, such decomposition implicitly assumes the output
boundaries to be conditionally independent. However, con-
sidering the previous boundary prediction provides a lot of
information regarding the next boundary. For example, when
predicting a vowel offset boundary, considering the vowel on-
set boundary may provide some insight regarding the typical
vowel length. An example of such segmental features might
be the mean energy of the spectrum or the average funda-
mental frequency, f0, value in specific ranges [2]. Hence, we
adjust the objective as follows,
y¯′w(x¯) = argmax
y¯∈Y∗
w>φ(x¯, y¯)
= argmax
y¯∈Y∗
w>
( k∑
i=1
φ′u(x¯, yi) +
k−1∑
j=1
φ′bi(x¯, yj , yj+1)
)
(3)
In this work, we consider φ′u and φ
′
bi as Learnable Seg-
mental Features. One can explore various types of neural net-
work architectures to model φ′u and φ
′
bi. We set φ
′
u(x¯, yi)
to be a bidirectional RNN output at yi, and φ′bi(x¯, yj , yj+1)
as the sum of the RNN outputs between yj and yj+1. An il-
lustration of the proposed model depicted in Figure 1. Notice
Table 1. Comparison of phoneme segmentation models. Pre-
cision (P) and recall (R) are calculated with tolerance value of
20 ms
Model P R F1 R-val
T
IM
IT
King et al.[22] 87.0 84.8 85.9 87.8
Franke et al.[23] 91.1 88.1 89.6 90.8
SEGFEAT 94.03 90.46 92.22 92.79
B
uc
ke
ye Franke et al.[23] 87.8 83.3 85.5 87.17
SEGFEAT 85.4 89.12 87.23 88.76
that the argmax operator in Equation 3 may search over ex-
ponential number of target segmentations. Luckily, this can
be implemented efficiently using a dynamic-programming al-
gorithm, and refer the reader to our implementation for more
details. The source code will be available under the following
repository: hyperurl.co/2w206g
Our goal is to find the model parameters so as to minimize
the risk as in Equation 2. Since all components described
above are differentiable we can jointly optimize them using
gradient based methods such as stochastic gradient descent
(SGD). We denote the proposed model as SEGFEAT .
5. EXPERIMENTS
In this section, we provide a detailed description of the exper-
iments. We start by presenting the experimental setting. Then
we outline the evaluation method. We conclude this section
with the boundary detection results and ablation.
5.1. Experimental setup
We implemented our model using a 2-layer bidirectional
LSTM network. The final score outputs φ′u and φ
′
bi were cal-
culated using a 2-layer fully-connected network that follows
the RNN. The proposed model was trained for 150 epochs
using Adam optimizer with a learning rate of 1e−4.
We evaluated our model on both TIMIT and Buckeye cor-
pora. For the TIMIT corpus, we used the standard train/test
split, where we randomly sampled 10% of the training
set for validation. For Buckeye, we split the corpus at the
speaker level into training, validation, and test sets with a
ratio of 80/10/10. Similarly to [23], we split long sequences
into smaller ones by cutting during noises, silences, and un-
transcribed segments. Overall, each sequence started and
ended with a maximum of 20 ms of non-speech1. For both
corpora, we extracted 13 Mel-Frequency Cepstrum Coeffi-
cients (MFCCs), with delta and delta-delta features every 10
ms, with a processing window size of 10ms.
Moreover, we concatenated four additional features based
on the spectral changes between adjacent frames, using
1All experiments using Buckeye dataset were done at Bar-Ilan university.
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Fig. 2. F1-score as a function of update steps for different
models on the TIMIT validation set.
MFCCs to represent the spectral properties of the frames.
Define Dt,j = d(at−j ,at+j) to be the Euclidean distance
between the MFCC feature vectors at−j and at+j , where
at ∈ R39 for 1 ≤ t ≤ T . The features are denoted by Dt,j ,
for j ∈ {1, 2, 3, 4}. We observed this set of features greatly
improves performance over the standard MFCC features.
5.2. Evaluation method
Following previous work on phoneme boundary detection [8,
23, 22, 7], we evaluated the performance of the proposed
models and baseline models using precision (P ), recall (R)
and F1-score with a tolerance level of 20 ms. A drawback of
the F1-score measurement is that a high recall and a low preci-
sion might yield relatively a high F1-score (e.g., see Section
4.2 in [7]). The authors in [27] proposed a complementary
metric denoted as R-value:
R-value = 1− |r1|+|r2|
2
r1 =
√
(1−R)2 + (OS)2, r2 = (−OS +R− 1)√
2
(4)
whereOS is an over-segmentation measure, defined asOS =
R/P − 1. Overall the performance is presented in terms of
Precision, Recall, F-score and R-value.
5.3. Results
In Table 1 we compare the proposed model against two base-
lines: Franke et al. [23], and King et al. [22]. Results suggest
that our proposed model is superior to the baseline models
over all metrics on both corpora with one exception of the
Precision metric on the Buckeye corpus.
In the next subsection, we conduct an ablation study to
explore the effect of using phonetic annotations as additional
supervision.
5.4. Ablation study
Recall that in the task of phoneme boundary detection, we
are often provided with the pronounced unaligned phoneme
Table 2. Models performance on TIMIT using different sets
of loss function.
Loss P R F1 R-val
BIN 91.1 88.1 89.6 90.8
BIN + PHN 96.6 85.0 90.04 89.33
SEGFEAT 94.03 90.46 92.22 92.79
SEGFEAT +PHN 92.98 92.33 92.66 93.69
SEGFEAT +PHN +BIN 92.67 93.03 92.85 93.91
Table 3. Comparison of the proposed model against forced-
alignment algorithms.
Model P R F1 R-val
McAuliffe (unsup.) [21] 83.9 81.6 82.7 85.16
Keshet (sup.) [20] 90 82.2 85.9 79.51
SEGFEAT 94.03 90.46 92.22 92.79
sequence. For example, for the timing sequence y¯ =
(19, 23, 40, 45), we additionally get the phoneme sequence
p¯ = (/sil/, /b/, /ae/, /d/, /sil/). As opposed to the forced align-
ment setup where phonemes are used as additional inputs
to the model, one could leverage the provided phonemes as
supervision. Such annotations should be provided during the
training phase only; hence, they do not restrict the model by
any phonetic features. To explore the effect of using phoneme
annotations as another supervision we augment the original
training objective in Eq. 2 with a phoneme classification loss
(Negative Log-likelihood) at each time frame, and denote
this loss function by PHN . For completeness, we addition-
ally conducted experiments with including a binary boundary
detection loss as suggested in [23, 22], and denote it by BIN .
We trained several models while optimizing different sets
of loss functions on the TIMIT corpus. Results are summa-
rized in Table 2. Such comparison sheds light on the effect
each loss function has on model performance.
5.5. Forced alignment comparison
Lastly, in this subsection we compare our model against
SOTA forced-alignment models [20, 21]. Recall, forced-
alignment is defined as the task of finding the phoneme
boundaries of a given set of phonemes, this task may be su-
pervised or unsupervised. Notice that while these models
are provided with the pronounced phoneme sequence at test
time, the only input to our model is the speech signal. All
models were trained and tested on TIMIT dataset. Results are
summarized in Table 3.
Leveraging phoneme supervision under the binary bound-
ary detection setting, i.e., optimizing both PHN and BIN loss
functions, reaches the best Precision score. This, however,
comes at the cost of the worst Recall and R-value. Contrarily,
leveraging such supervision using learnable segmental fea-
tures yields the best Recall, F1-score, and R-value.
While all SEGFEAT models reached a comparable F1-
score on the test set, incorporating phoneme supervision im-
Table 4. An ablation study on the effect of the PHN loss on
Hebrew language.
Model P R F1 R-val
SEGFEAT w/o PHN Loss 83.58 79.2 81.24 83.67
SEGFEAT w PHN Loss 83.11 81.66 82.38 84.92
Time
Target label
Time
Predictions
Fig. 3. Example of segmentation result on an Hebrew utter-
ance using an English trained model.
proves R-value and convergence speed by ∼30%. Addition-
ally, adding the BIN loss function to the optimization had a
minor effect on the model performance. Figure 2 depicts F1-
score as a function of model iterations for different models.
5.6. Cross-language phoneme boundary detection
One concern when using the phoneme classification loss is
convergence to a language-dependent model. To further ex-
plore that we evaluated the performance of two models that
were trained on American English (TIMIT) and tested on a
Hebrew language corpus [28]. The Hebrew language has only
partial overlap in its phonetic set to English, and the utter-
ances in the Hebrew corpus consist of both read and sponta-
neous speech. Results are summarized in Table 4.
Interestingly, results suggest that incorporating the phoneme
classification loss with segmental features slightly improved
overall performance in comparison to using segmental fea-
tures alone. An example of the model predictions together
with the target label is depicted in Figure 3.
6. DISCUSSION AND FUTUREWORK
We suggest using learnable segmental features for the task
of phoneme boundary detection. We showed that such a
phoneme-independent approach is superior to the baseline
methods and can reach SOTA results on the TIMIT and
Buckeye corpora. Moreover, we demonstrated that such a
text-independent model could be efficiently applied to the
Hebrew language, while it was trained on American English
data.
For future work, we would like to explore the cross-
domain setting further and while providing a systematic com-
parison between different languages. Additionally, we would
like to examine the usability of the model for low-resource
settings.
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