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A cyclic δ-support (n,k)μ difference family (brieﬂy δ-supp (n,k)μ-
CDF) is a family F of k-subsets of Zn such that (i) every nonzero
element x of Zn appears in the list B of differences of exactly one
member B of F ; (ii) the number of times that x appears in B
is at most μ; and (iii) the number of distinct elements appearing
in B is exactly δ for every B ∈ F . The study of this concept
is motivated by applications for multiple-access communication
systems.
In this paper, we treat the case when (δ,μ) = (2(k − 1),k − 1)
and discuss about the existence of 2(k − 1)-supp (p,k)k−1-CDFs
with p primes in relation to the problem of perfect packings.
Furthermore, we prove that the set of primes p for which there
exist 2(k − 1)-supp (p,k)k−1-CDFs is inﬁnite for the cases k = 4
and 5 by investigating the Kronecker density.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let
(
Zn
k
)
be the set of all k-subsets of Zn = Z/nZ, the residue ring of integers modulo n, and we
denote each coset [i], 1 i  n, in Zn by i for simplicity. Given a k-subset X ∈
(
Zn
k
)
, we deﬁne the list
of differences of X by
X = { j − i | i, j ∈ X, i = j},
and deﬁne the support of X , denoted by suppX , as the set of underlying elements in X . Note
that k − 1 |suppX | k(k − 1) for any X ∈ (Znk ). Furthermore, we deﬁne
μ(X) = max{mi(X) ∣∣ i ∈ X},
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Deﬁnition 1.1. Given positive integers δ and μ with k − 1  δ  k(k − 1) and 1  μ  k, let F be a
family of k-subsets of Zn such that |suppB| = δ and μ(B) = μ for every B ∈ F . We say that F is a
cyclic δ-support (n,k)μ difference family (brieﬂy δ-supp (n,k)μ-CDF) if the following are satisﬁed:
(i) B ∩ B ′ = ∅ for any B, B ′ ∈ F with B = B ′; and
(ii)
⋃
B∈F suppB = Zn \ {0}.
The members of a δ-supp (n,k)μ-CDF are called blocks. We obviously have n ≡ 1 (mod δ). For any
k-subset X of Zn with |suppX | ≡ 1 (mod 2), X must contain the element n/2 and then n must
be divisible by 2. From this fact, any δ-supp (n,k)μ-CDF with δ ≡ 1 (mod 2) consists of exactly one
block and n = δ + 1 holds.
Note that |suppX | = k(k − 1) iff μ(X) = 1 for any X ∈ (Znk ), i.e., δ = k(k − 1) iff μ = 1 for any δ-
supp (n,k)μ-CDF. A δ-supp (n,k)μ-CDF with δ = k(k−1) is also called a cyclic (n,k,1) simple difference
family which generates a Steiner 2-design with an automorphism consisting a single cycle of length n.
The concept of a δ-supp (n,k)μ-CDF is its generalization. It seems that there is a strong relation
between δ and μ, but it is not clear for general cases. In [20], a relation between δ and μ was
investigated for small k, in particular for k = 3 and 4. The problem of the existence of δ-supp (n,k)μ-
CDFs was completely solved for (k, δ,μ) = (3,6,1) by Peltesohn [21] and for (k, δ,μ) = (3,4,2) by
Momihara [19] without introducing the concept of δ-supp (n,k)μ-CDFs. For the case of (k, δ,μ) =
(4,8,2), in [20], it was shown that there exists an 8-supp (n,4)2-CDF for any positive integer n =
p1p2 · · · pr , where each pi is a prime congruent to 1 modulo 8. The case of (δ,μ) = (k(k − 1),1)
was treated in some papers, for example, in [1,3,4,7,25], and it was shown that there exist k(k − 1)-
supp (n,k)1-CDFs with k = 4 and 5 for any positive integer n = p1p2 · · · pr , where each pi is a prime
congruent to 1 modulo k(k − 1). In general, given k, δ, and μ, to establish the spectrum of values of
n for which there exists a δ-supp (n,k)μ-CDF is diﬃcult.
In this paper, we focus our attention to discuss the case when (δ,μ) = (2(k − 1),k − 1). In the
next section, we prove that given positive integers n and k such that gcd (n, (k − 1)!) = 1 any X ∈ (Znk )
with μ(X) = k − 1, up to translations, has the form
X = Xa =
{
0,a,2a, . . . , (k − 1)a} for some a ∈ Zn. (1)
We say that the block Ba = {0,a,2a, . . . , (k − 1)a} of a 2(k − 1)-supp (n,k)k−1-CDF is a multiple of
{0,1,2, . . . ,k − 1}. The main objective of this paper is to discuss about the existence of 2(k − 1)-
supp (p,k)μ-CDFs with p primes. In particular, we give a necessary and suﬃcient condition for the
existence of 2(k − 1)-supp (n,k)k−1-CDFs with k = 4,5 and p primes by a cyclotomic condition in a
ﬁnite ﬁeld. Furthermore, we prove that there are inﬁnitely many primes satisfying the condition for
each of the cases k = 4 and 5 by investigating the Kronecker density.
At last of this section, we present some applications of δ-supp (n,k)μ-CDFs. The study of the
concept of δ-supp (n,k)μ-CDFs is motivated by optical orthogonal codes [2,6,8–10,20,26] and conﬂict-
avoiding codes [13,18,19], which come from applications for multiple-access communications. For gen-
eral background, we refer to [14–17,23,24]. An (n,k, λa, λc) optical orthogonal code (OOC) is a set C
of (0,1)-sequences (codewords) of length n and weight k with the following correlation properties:
(i) (The autocorrelation property)∑
0tn−1 xtxt+s  λa for any X = (xi) ∈ C and every s ≡ 0 (modn); and
(ii) (The cross-correlation property)∑
0tn−1 xt yt+s  λc for any X = (xi), Y = (yi) ∈ C with X = Y and every integer s,
where all subscripts are taken modulo n. An (n,k, λa, λc)-OOC without the property (i) is called an
(n,k, λc) conﬂict-avoiding code (CAC). Each of an (n,k, λa, λc)-OOC and an (n,k, λc)-CAC is called opti-
mal if the number of codewords is maximum for given n, k, λa , and λc . By identifying each codeword
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veniently viewed as a family of k-subsets of Zn . In [26] and [20], it was shown that k(k − 1)-supp
(n,k)1-CDFs and 8-supp (n,4)2-CDFs generate optimal (n,k,1,1)-OOCs and optimal (n,4,2,1)-OOCs,
respectively. In general, any δ-supp (n,k)μ-CDF generates an (n,k,μ,1)-OOCs. It is clear that 2(k−1)-
supp (n,k)k−1-CDFs with k = 4 and 5 give optimal (n,k,1)-CACs or optimal (n,k,k− 1,1)-OOCs (also
see [18,20]).
2. Necessary and suﬃcient conditions
The whole of this section is based on the problem of establishing whether the multiplicative group
of Zp with p = de + 1 a prime is factorizable into {1,2, . . . ,d} · S for a suitable e-set S , that is to say,
using the terminology of [4], to establish whether the set {1,2, . . . ,d} admits a “perfect packing”
in Z×p .
Let G be a ﬁnite (additive) group and let X and I be subsets of G . Then the family {X + i | i ∈ I}
is called a packing of dev X (the development of X ) if (X + i) ∩ (X + j) = ∅ for every distinct i, j ∈ I .
Furthermore, we say that the packing is perfect if |I| = |G|/|X |, i.e., ⋃i∈I X + i = G . The concept of
a packing was introduced in [4,5] with an application for perfect Bose families (or also called radical
difference families), which is a (q,k,1) simple difference family over a ﬁnite ﬁeld Fq whose blocks are
multiples of the subgroup of order k of the multiplicative group of Fq or the subgroup of order k − 1
and zero. In [4], the problem of the existence of Bose families with k 7 was completely solved. From
now on, we put G = Zn .
First, we consider 2(k − 1)-supp (n,k)k−1-CDFs for general k. The following is easy to follow.
Lemma 2.1. The single block B = {0,1, . . . ,k − 1} is a 2(k − 1)-supp (2k − 1,k)k−1-CDF for any k.
The following lemma completely characterizes all k-subsets of Zn such that μ(X) = k − 1.
Lemma 2.2. Up to translations, the k-subsets X of Zn for which μ(X) = k − 1 are exactly those of the form
X = {i · a | 0 i  r − 1} ∪ {i · a + t j | 1 i  d; 1 j  q} where:
(i) a is an element of Zn whose order d does not divide k;
(ii) q and r are quotient and remainder of the Euclidean division of k by d;
(iii) 1 t1 < t2 < · · · < tq < n/d.
Proof. Given a nonzero element a of Zn and a k-subset X of Zn , let G be the circulant oriented graph
of order n and connection-set {a}, namely the oriented graph whose vertices are the elements of Zn
and where uv is an arc if and only if v = u + a. Then it is obvious that ma(X), the multiplicity of a
in X , is the number of arcs of G[X], the oriented subgraph of G induced by X .
Denoted by d the order of a, we see that G has exactly n/d components each of which is an
oriented d-cycle. So, the connected components of G[X] are some (possibly none) oriented d-cycles
and some (possibly none) oriented paths. Obviously, every connected component that is a d-cycle
contributes to the number of arcs of G[X], namely to ma(X), with d. It is also obvious that every
connected component that is an r-path contributes to ma(X) with r−1. Thus we see that ma(X) =
k−h where h is the number of connected components of G[X] that are paths. Hence, ma(X) = k−1
if and only if exactly one connected component of G[X] is an oriented path. Then, the assertion
immediately follows. 
By noting that d k − 1 and ad = 0 hold if the graph G[X] contains an oriented d-cycle, we have:
Corollary 2.3. If gcd(n, (k − 1)!) = 1, the k-subsets B of Zn for which μ(X) = k − 1 are, up to translations,
all multiples of the set {0,1, . . . ,k − 1}.
By the above corollary, it is obvious that there exists a 2(k − 1)-supp (p,k)k−1-CDF for a prime p
if and only if there exists a set Γ ⊂ Z×p with |Γ | = (p − 1)/(2k − 2) satisfying
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Let α be a primitive root of Zp and put X = indα({1,2, . . . ,k − 1}), where indα is the logarithm
map from Z×p to Zp−1 deﬁned by indα(αi) = i for every i, 0  i  p − 2. Then, the condition (2)
is equivalent to that the family {X + i | i ∈ indα(±Γ )} is a perfect packing of dev X over Zp−1, i.e.,
{X + i | i ∈ indα(Γ )} is also such over Z p−1
2
. Hence, we get the following:
Lemma 2.4. Let p be a prime ≡ 1 (mod 2(k − 1)) and α a primitive root of Zp . Then, there exists a 2(k − 1)-
supp (p,k)k−1-CDF if and only if there exists a perfect packing of dev(indα({1,2, . . . ,k − 1})) over Z p−1
2
.
In [4], a suﬃcient condition for the existence of a perfect packing was given:
Proposition 2.5. (See [4, Theorem 2.11].) Let X ⊂ Zn and let (d0 = 1,d1, . . . ,d2t ,d2t+1 = n) be a chain
of divisors such that
∏t
=0
d2+1
d2
= n|X | . Suppose that max{: d divides z} is odd for every z ∈ X. Then
{X + i | i ∈ I} with
I =
{
t∑
=0
d2i
∣∣∣ 0 i < d2+1
d2
}
is a perfect packing of dev X.
By the above proposition, we immediately have:
Corollary 2.6. Let p = 2(k − 1)m + 1 be a prime and s a divisor of m. Then, there exists a 2(k − 1)-supp
(p,k)k−1-CDF if {1,2, . . . ,k−1} is a complete system of representatives for the cosets of the group of s(k−1)th
powers in the group of sth powers.
Proof. Put X = indα({1,2, . . . ,k − 1}) reducing modulo (k − 1)m, where α is a primitive root of Zp ,
and apply Proposition 2.5 with n = (k − 1)m, t = 1, d1 = s, and d2 = s(k − 1). 
Example 2.7. The ﬁrst 10 primes p  2k − 1 satisfying the condition of the case s = 1 of Corollary 2.6
for 4 k 8, k = 5, are:
(k = 4) 7,37,139,163,181,241,313,337,349,379;
(k = 6) 11,421,701,2311,2861,3181,3491,3931,4621,5531;
(k = 7) 13,7477,7933,8293,10837,12637,15013,19237,22573,29917;
(k = 8) 659,1429,2087,3557,4663,9689,12391,17431,20749,21001.
Note that there is no prime p satisfying the condition of the case s = 1 of Corollary 2.6 when k = 5.
(The proof is given in the next section, see Example 4.8.) Instead, we provide the ﬁrst 10 primes
p  2k − 1 satisfying the condition of the case s = 2 of Corollary 2.6:
(k = 5) 97,1873,2161,3457,6577,6673,6961,7297,7873,10273.
Now, we concentrate our attention for the cases when k = 4 and 5. In [4], the following was
proved:
Proposition 2.8. (See [4, Theorem 2.8].) Let n = 3t and let X = {0,a,b} ⊂ Zn. Then, there exists a subset
I ⊂ Zn such that the family {X + i | i ∈ I} is a perfect packing of dev X if and only if there is a power of 3
dividing t, which is the highest power of 3 both in a, b, and a − b.
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Theorem 2.9. There exists a 6-supp (p,4)3-CDF for a prime p ≡ 1 (mod 6) if and only if the multiplicative
group of Zp contains a subgroup K of index a power of 3, which itself has a subgroup H of index 3, such that
{1,2,3} is a complete system of representatives for the cosets of H in K .
Next, we consider the case k = 5. To get our desired result, we use the following.
Lemma 2.10. (See [4, Remark 2.1].) Let X and I be subsets deﬁned on Zn. Then the following are equivalent:
(i) The family {X + i | i ∈ I} is a perfect packing of dev X ;
(ii) The family {I + x | x ∈ X} is a perfect packing of dev I;
(iii) The family {X ′ + i | i ∈ I} is a perfect packing of dev X ′ , where X ′ is any subset of Zn such that |X | = |X ′|
and X = X ′ .
The proof of the following lemma is quite similar to that of Theorem 2.8 in [4] but not included.
Lemma 2.11. Let n = 4s and let X = {0,a,2a,a + b} ⊂ Zn. Then, (i) there exists a subset I ⊂ Zn such that
{X + i | i ∈ I} is a perfect packing of dev X if and only if (ii) there is a power of 2 dividing s, say 2r−2 with
r  2, such that 2r−2 and 2r−1 are the highest powers of 2 in a and b, respectively.
Proof. ((i) → (ii)) Let X0 = X , X1 = {0,a,2a,a − b}, X2 = {a,b,a + b,2a + b}, and X3 =
{0,b,b − a,a + b}. Then we have X j = X for every j, and hence each {I + x | x ∈ X j}, 0 j  3, is
a perfect packing of dev I over Zn by Lemma 2.10. Therefore, we have
Zn = I ∪˙ (I + a) ∪˙ (I + 2a) ∪˙ (I + a + b) (3)
= I ∪˙ (I + a) ∪˙ (I + 2a) ∪˙ (I + a − b) (4)
= (I + a) ∪˙ (I + b) ∪˙ (I + a + b) ∪˙ (I + 2a + b) (5)
= I ∪˙ (I + b) ∪˙ (I + b − a) ∪˙ (I + a + b). (6)
By (3) and (4), we get I + a + b = I + a − b, i.e., I = I + 2b. Furthermore, by (3) and (5), we have
I ∪˙ (I + 2a) = (I + b) ∪˙ (I + 2a + b)
while I ∩ (I + b) = ∅ by (6), which implies I = I + 2a + b. Let d = gcd (2a + b,2b), and then it holds
that I = I + dh for any h ∈ Zn since I = I + 2b = I + 2a + b. Moreover, we have that d  a,2a and
b by (3) and (6), but d | 2b and d | 4a = 2(2a + b) − 2b by the deﬁnition of d. If we write d = 2rt
with 2  t , then we consequently get that 2r−2 | a but 2r−1  a and 2r−1 | b but 2r  b. Finally, we use
Corollary 2.4 of [4] which states that a necessary condition in order that dev X for X ⊂ Zn admits a
perfect packing is n|X | is divisible by gcd (X,n). This implies that s is divisible by gcd (a,b,a + b,4s),
which follows that 2r−2 divides s.
((ii) → (i)) Apply Proposition 2.5 with t = 1, d1 = 2r−2, and d2 = 2r . 
For the two elements 2 and 3 of Z×p , we denote 2= αa and 3 = αa+b , where α is a primitive root
of Zp . Then we have indα({1,2,3,4}) = {0,a,2a,a + b}. By applying Lemmas 2.4 and 2.11, we get:
Theorem 2.12. There exists an 8-supp (p,5)4-CDF for a prime p ≡ 1 (mod 8) if and only if the multiplicative
group of Zp contains a subgroup K of index a power of 2, which itself has a subgroup H of index 4, such that
−1 ∈ H and {1,2,3,4} is a complete system of representatives for the cosets of H in K .
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In [18], the following recursive construction was obtained.
Proposition 3.1. Let n1 , n2 , and k be positive integers satisfying k  3 and gcd (n2, (k − 1)!) = 1. For each
i = 1,2, if there exists a 2(k − 1)-supp (ni,k)k−1-CDF whose blocks are multiples of {0,1, . . . ,k − 1}, then
there also exists a 2(k − 1)-supp (n1n2,k)k−1-CDF whose blocks are also such.
By applying Proposition 3.1, we get the following:
Lemma 3.2. Let n and k be positive integers such that gcd (n, (k − 1)!) = 1. Then, (i) there exists a 2(k − 1)-
supp (n,k)k−1-CDF if and only if (ii) there exists a 2(k − 1)-supp (pi,k)k−1-CDF for every prime divisor pi of
n = p1p2 · · · pr .
Proof. Note that any block of a 2(k − 1)-supp (n,k)k−1-CDF with gcd (n, (k − 1)!) = 1 is a multiple of
{0,1, . . . ,k − 1} by Lemma 2.3.
((i) → (ii)) Let F be the assumed 2(k − 1)-supp (n,k)k−1-CDF. We consider ( np )Zn \ {0}  Z×p for
any prime divisor p of n. For any block Bi = i · {0,1, . . . ,k − 1} of F , the set Bi intersects with
( np )Zn \ {0}, i.e., ji = ( np )t for some j ∈ ±{1,2, . . . ,k − 1} and t ∈ Zn \ {0} iff i ∈ ( np )Zn \ {0} since
gcd (n, (k − 1)!) = 1. In other words, the block Bi lies on ( np )Zn \ {0}. This implies that there also
exists a 2(k − 1)-supp (p,k)k−1-CDF.
((ii) → (i)) Let Fi be a 2(k − 1)-supp (pi,k)k−1-CDF for each i, 1  i  r. By applying Propo-
sition 3.1 recursively, noting pi ≡ 1 (mod 2k − 2) and gcd (pi, (k − 1)!) = 1 for each i, we get the
desired 2(k − 1)-supp (n,k)k−1-CDF. 
By Theorems 2.9, 2.12, and Lemma 3.2, we have:
Corollary 3.3. There exists a 6-supp (n,4)3-CDF if and only if every prime divisor pi of n = p1p2 · · · pr satisﬁes
the condition of Theorem 2.9.
Corollary 3.4. Let n be a positive integer such that 3  n. Then, there exists an 8-supp (n,5)4-CDF if and only if
every prime divisor pi of n = p1p2 · · · pr satisﬁes the condition of Theorem 2.12.
4. The Kronecker density
In this section, we prove that the set of primes p for which there exist 2(k − 1)-supp (p,k)k−1-
CDFs is inﬁnite for the cases k = 4 and 5.
4.1. 6-supp (p,4)3-CDFs
For the deﬁnitions and their basic properties used in the rest of this paper, we refer to [11,12]. Let
ζe = exp( 2π
√−1
e ) be a primitive eth root of unity. And let p be a prime ideal in Q(ζe) not containing e.
Then, deﬁne the eth power residue symbol by
(
ξ
p
)
e
≡
{
0 if ξ ∈ p,
ξ
N(p)−1
e (mod p) if ξ ∈ Z[ζe] \ p,
where N(p) means the norm of p in Q(ζe)/Q. Note that N(p) = p if p is lying over the principal
ideal (p) for a prime p ≡ 1 (mod e). By this notation, the condition of Theorem 2.9 can be immedi-
ately reformulated as follows:
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(p,4)3-CDF if and only if (ii) there exists an integer r  r′ such that
(
2
p
)
3r
= ζ3
(= ζ 3r−13r ) and
(
3
p
)
3r
= ζ 23
(= ζ 2·3r−13r ),
or
(
2
p
)
3r
= ζ 23 and
(
3
p
)
3r
= ζ3,
where p ∈ Q(ζ3r ) is a prime ideal lying over (p). Also, the condition is equivalent to
(
2
p′
)
3r−1
= 1,
(
6
p
)
3r
= 1, and
(
2
p
)
3r
= 1, (7)
where p′ ∈ Q(ζ3r−1 ) is a prime ideal lying over (p) and p ∈ Q(ζ3r ) is a prime ideal lying over p′ .
By utilizing the cubic reciprocity law and its supplementary law, we can completely characterize
the prime p’s admitting the condition of the case r = 1 in the above lemma.
Example 4.2. (See [18, Corollary 3.4].) For the case of r = 1 in Lemma 4.1, we apply the cubic reci-
procity law and the supplementary law [11,12], those are, (reciprocity law) for a rational integer i
prime to 3 and an integer π ∈ Q(ζ3) prime to both of i and 3 if π is congruent to a rational integer
modulo (1− ζ3)2, then it holds
(
i
(π)
)
3
=
(
π
(i)
)
3
, (8)
and (supplementary law) for an integer π = a+bζ3 ∈ Q(ζ3) prime to 3 if π is congruent to a rational
integer modulo 3, then it holds
(
3
(π)
)
3
= ζ
ab
3
3 . (9)
For a rational prime p ≡ 1 (mod 6), without loss of generality, we can assume that a ≡ 2 (mod 3)
and b ≡ 0 (mod 3) for a prime element π = a + bζ3 ∈ Q(ζ3) such that p = (a + bζ3)(a + ζ 23 ), which
satisﬁes the condition of the cubic reciprocity law and the supplementary law. Then, by (8), we have
(
2
(π)
)
3
=
(
π
(2)
)
3
= (a + bζ3) N(2)−13 = a + bζ3 (mod 2). (10)
Therefore, by (9) and (10), the condition of the case r = 1 in Lemma 4.1 can be reformulated as
{
a ≡ 2 (mod 6),
b ≡ 3 (mod 18), or
{
a ≡ 5 (mod 6),
b ≡ 15 (mod 18),
for a prime element π = a + bζ3 ∈ Q(ζ3) such that p = (a + bζ3)(a + bζ 23 ).
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of Lemma 4.1 for every case r > 1 as the above. However, we can show that there are inﬁnitely many
such primes for each r and estimate the density of those primes {p} by calculating the Kronecker
density.
Let K be a Galois extension of an algebraic number ﬁeld F and C the conjugate class of σ ∈ G =
Gal(K/F ), i.e., C = {γ −1σγ | γ ∈ G}. We deﬁne a set Mσ of prime ideals in F for a ﬁxed σ ∈ G as
follows:
Mσ = {P ∩ F | P is a prime ideal in K such that σP ∈ C},
where σP is a Frobenius substitution with respect to P in K/F . The following proposition is well
known as Chebotarëv’s density theorem [22].
Proposition 4.3. The Kronecker density δ(Mσ ) of Mσ is equal to
|C |
|G| , i.e.,
δ(Mσ ) = lim
s→1+0
∑
p∈Mσ
1
N(p)s
/ log
1
s − 1 =
|C |
|G| .
Especially, if K/F is an abelian extension, there exist inﬁnitely many prime ideals p in F such that ( K/Fp ) = σ
for each σ ∈ Gal(K/F ), and the Kronecker density of the set of such prime ideals is equal to 1[K :F ] , where ( K/Fp )
is the Artin symbol.
Lemma 4.4. The degree of the extension Q(ζ3r ,
3r1
√
2, 3
r2√
3)/Q(ζ3r ) for 1 r1, r2  r is equal to 3r1+r2 .
Proof. Since the extensions Q( 3
√
2)/Q and Q( 3
√
3)/Q are not normal, by the Galois theory, we have
Q( 3
√
2) ⊂ Q(ζ3r ) and Q( 3
√
3) ⊂ Q(ζ3r ), i.e., 2 and 3 are not cubes in Q(ζ3r ). Then, by the Kummer
theory, we have
[
Q
(
ζ3r ,
3r1
√
2
) : Q(ζ3r )]= 3r1 and [Q(ζ3r , 3r2√3 ) : Q(ζ3r )]= 3r2 .
Next, we prove K := Q(ζ3r , 3r1
√
2) ∩ Q(ζ3r , 3r2
√
3) = Q(ζ3r ). Let 3r1
√
2 denote by θ1. Since the extension
Q(ζ3r , θ1)/K is cyclic, we can assume
Gal
(
Q(ζ3r , θ1)/K
)= 〈σ 〉 and σ 3d1 = 1,
where σ = (θ1 → ζθ1), and ζθ1 is a relative conjugate of θ1. Then, since
θ1 = (θ1)σ 3
d1 = ζ 3d1 θ1,
we have ζ 3
d1 = 1. Therefore, we also have
(
θ3
d1 )σ = (ζ θ1)3d1 = ζ 3d1 θ3d11 = θ3d11 ,
i.e., θ3
d1
1 is invariant under σ . This implies that θ
3d1
1 = 3
r1−d1√
2 ∈ K . Similarly, by putting θ2 = 3r2
√
3
and [Q(ζ3r , θ2) : K ] = 3d2 , we have 3r2−d2
√
3 ∈ K . Therefore, it follows that
K = Q(ζ3r , 3r1−d1√2 )= Q(ζ3r , 3r2−d2√3 ),
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√
3 ∈ Q(ζ3r , 3r1−d1
√
2) holds iff r1 − d1 = 0. Hence, we
get K = Q(ζ3r ) and
[
Q
(
ζ3r ,
3r1
√
2, 3
r2√
3
) : Q(ζ3r )]
= [Q(ζ3r , 3r1√2, 3r2√3 ) : Q(ζ3r , 3r1√2 )∩ Q(ζ3r , 3r2√3 )]
= [Q(ζ3r , 3r1√2, 3r2√3 ) : Q(ζ3r , 3r1√2 )] · [Q(ζ3r , 3r1√2, 3r2√3 ) : Q(ζ3r , 3r2√3 )]
= [Q(ζ3r , 3r1√2 ) : Q(ζ3r )] · [Q(ζ3r , 3r2√3 ) : Q(ζ3r )]= 3r1+r2 ,
which is the desired assertion. 
Now we prove our main theorem by noting that
a rational prime p which relatively prime to an integer e splits completely in Q(ζe)
iff a Frobenius substitution σp with respect to p in Q(ζe)/Q is identical
iff p ≡ 1 (mod e),
and
(
α
p
)
e
= 1 iff
(
Q(ζe,
e
√
α )/Q(ζe)
p
)
= 1. (11)
Theorem 4.5. The Kronecker density of the set of all prime p’s such that there exists a 6-supp (p,4)3-CDF is
equal to 326 , and there exist inﬁnitely many such primes.
Proof. We investigate the Kronecker density Dr of the set of primes satisfying the condition (7) of
Lemma 4.1. Let p ∈ Q(ζ3r ) be a prime ideal lying over (p) and P ∈ Q(ζ3r , 3r−1
√
2, 3
r√
6) a prime ideal
lying over p, and let
τ =
(
Q(ζ3r ,
3r−1√2, 3r√6 )/Q(ζ3r )
p
)
and
σ =
(
Q(ζ3r ,
3r
√
2, 3
r√
6 )/Q(ζ3r ,
3r−1√2, 3r√6 )
P
)
.
Then, by (11), the condition (7) can be reformulated as
τ
( 3r−1√
2
)= 3r−1√2, τ ( 3r√6 )= 3r√6, and σ ( 3r√2 ) = 3r√2. (12)
Since each of the extensions Q(ζ3r ,
3r−1√2, 3r√6)/Q(ζ3r ) and Q(ζ3r , 3r
√
2, 3
r√
6)/Q(ζ3r ,
3r−1√2, 3r√6) is
abelian, by Proposition 4.3, it is enough to calculate the degrees of the extensions. By noting that
Q(ζ3r ,
3s
√
2, 3
s√
3) = Q(ζ3r , 3s
√
2, 3
s√
6) for any s and using Lemma 4.4, the density Ar of {p} in Q(ζ3r )
satisfying (12) is equal to
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3r
√
2, 3
r√
6 ) : Q(ζ3r , 3r−1
√
2, 3
r√
6 )] − 1
[Q(ζ3r , 3r
√
2, 3
r√
6 ) : Q(ζ3r , 3r−1
√
2, 3
r√
6 )]
· 1
[Q(ζ3r , 3r−1
√
2, 3
r√
6 ) : Q(ζ3r )]
= 2
32r
.
Then, it is enough to consider only rational primes which split completely in Q(ζ3r ). Hence, the
Kronecker density Dr of the set of such primes is equal to
Dr = Ar · 1[Q(ζ3r ) : Q] =
1
33r−1
. (13)
Therefore, the Kronecker density of the set of such primes for all r is in total
∑
1rr′
Dr =
∑
1rr′
1
33r−1
→ 3
26
(as r′ → ∞),
which completes the proof. 
Remark 4.6. By Proposition 4.3 and (13), there exist inﬁnitely many primes satisfying the condition of
Lemma 4.1 for each r, and the Kronecker density of those primes is equal to 1
33r−1 .
4.2. 8-supp (p,5)4-CDFs
The condition of Theorem 2.12 can be immediately reformulated as follows:
Lemma 4.7. Let p = 2m + 1 be a prime, where  = 2r′ , r′  2, and 2  m. Then (i) there exists an 8-supp
(p,5)4-CDF if and only if (ii) there exists an integer r  r′ such that
(−1
p
)
2r
= 1,
(
2
p
)
2r
= ζ4 and
(
3
p
)
2r
= ζ 34 ,
or
(−1
p
)
2r
= 1,
(
2
p
)
2r
= ζ 34 and
(
3
p
)
2r
= ζ4,
where p ∈ Q(ζ2r ) is a prime ideal lying over (p). Also, the condition is equivalent to
(−1
p
)
2r
= 1,
(
2
p′′
)
2r−2
= 1,
(
6
p
)
2r
= 1, and
(
2
p′
)
2r−1
= 1, (14)
where p′′ ∈ Q(ζ2r−2 ), p′ ∈ Q(ζ2r−1 ), and p ∈ Q(ζ2r ) are prime ideals lying over (p), p′′ , and p′ , respectively.
By applying the supplementary law of the quadratic reciprocity, we can see the non-existence of
prime p’s admitting the condition of the case r = 2 in the above lemma.
Example 4.8. For the case of r = 2 in Lemma 4.7, we apply the supplementary law of the quadratic
reciprocity [12], that is, for a rational odd prime p it holds that
(
2
p
)
=
{
1, if p ≡ 1,7 (mod 8),
(15)
2 −1, if p ≡ 3,5 (mod 8).
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for any prime p ≡ 1 (mod8). Hence, there is no primes satisfying the condition (14) of the case r = 2
of Lemma 4.7.
Similar to the case k = 4, we can show that there are inﬁnitely many primes satisfying the con-
dition of Lemma 4.7 for each r  3 and estimate the density of those primes {p} by calculating the
Kronecker density.
Lemma 4.9. The degree of the extension Q(ζ2r ,
2r1
√
2, 2
r2√
3)/Q(ζ2r ) for 1  r1, r2  r and r  3 is equal to
2r1+r2−1 .
Proof. It is well known that Q(
√
m) ⊂ Q(ζN ) for a rational square-free integer m iff M | N , where
M =
{ |m| if m ≡ 1 (mod 4),
4|m| if m ≡ 2,3 (mod 4).
Hence, we have that Q(
√
2) ⊂ Q(ζ2r ) for every r  3 and Q(
√
3) ⊂ Q(ζ2r ) for any r. Furthermore, the
extensions Q( 2
i√
2)/Q and Q( 2
i√
3)/Q are not normal when i  2, by the Kummer theory, we have
[
Q
(
ζ2r ,
2r1
√
2
) : Q(ζ2r )]= 2r1−1 and [Q(ζ2r , 2r2√3 ) : Q(ζ2r )]= 2r2 .
Similar to the proof of Lemma 4.4, when we put θ1 = 2r1
√
2, θ2 = 2r2
√
3, and K = Q(ζ2r , θ1)∩Q(ζ2r , θ2),
we have
K = Q(ζ2r , 2r1−d1√2 )= Q(ζ2r , 2r2−d2√3 ),
where 2d1 = [Q(ζ2r , θ1) : K ], 2d2 = [Q(ζ2r , θ2) : K ], and r1 − d1 − 1 = r2 − d2. On the other hand,
2r1−d1√2 ∈ Q(ζ2r , 2r2−d2
√
3) holds iff r1 − d1 = 1 and 2r1−d1
√
2 ∈ Q(ζ2r ). Hence, we get K = Q(ζ2r ) and
[
Q
(
ζ2r ,
2r1
√
2, 2
r2√
3
) : Q(ζ2r )]
= [Q(ζ2r , 2r1√2, 2r2√3 ) : Q(ζ2r , 2r1√2 )∩ Q(ζ2r , 2r2√3 )]
= [Q(ζ2r , 2r1√2, 2r2√3 ) : Q(ζ2r , 2r1√2 )] · [Q(ζ2r , 2r1√2, 2r2√3 ) : Q(ζ2r , 2r2√3 )]
= [Q(ζ2r , 2r1√2 ) : Q(ζ2r )] · [Q(ζ2r , 2r2√3 ) : Q(ζ2r )]= 2r1+r2−1,
which is the desired assertion. 
Theorem 4.10. The Kronecker density of the set of all prime p’s such that there exists an 8-supp (p,5)4-CDF
is equal to 1112 , and there exist inﬁnitely many such primes.
Proof. We investigate the Kronecker density Dr of the set of primes satisfying the condition (14) of
Lemma 4.7. Since D2 = 0 by Example 4.8, we consider the case when r  3. Let p ∈ Q(ζ2r ) be a prime
ideal lying over (p) and P ∈ Q(ζ2r+1 , 2
r−1√
2, 2
r√
6) a prime ideal lying over p, and let
τ =
(
Q(ζ2r+1 ,
2r−2√2, 2r√6 )/Q(ζ2r )
p
)
and
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(
Q(ζ2r+1 ,
2r−1√2, 2r√6 )/Q(ζ2r+1 , 2
r−2√
2, 2
r√
6 )
P
)
.
Then, by (11), the condition (7) can be reformulated as
τ (ζ2r+1 ) = ζ2r+1 , τ
( 2r−2√
2
)= 2r−2√2, τ ( 2r√6 )= 2r√6, and σ ( 2r−1√2 ) = 2r−1√2. (16)
By noting that Q(ζ2r+1 ,
2s
√
2, 2
s√
3) = Q(ζ2r+1 , 2
s√
2, 2
s√
6) for any s and using Lemma 4.9, the density
Ar , r  3, of {p} in Q(ζ2r ) satisfying (16) is equal to
Ar = [Q(ζ2r+1 ,
2r−1√2, 2r√6 ) : Q(ζ2r+1 , 2
r−2√
2, 2
r√
6 )] − 1
[Q(ζ2r+1 , 2
r−1√
2, 2
r√
6 ) : Q(ζ2r+1 , 2
r−2√
2, 2
r√
6 )]
· 1
[Q(ζ2r+1 , 2
r−2√
2, 2
r√
6 ) : Q(ζ2r )]
= 1
22r−1
.
Then, it is enough to consider only rational primes which split completely in Q(ζ2r ). Hence, the
Kronecker density Dr , r  3, of the set of such primes is equal to
Dr = Ar · 1[Q(ζ2r ) : Q] =
1
23r−2
. (17)
Therefore, the Kronecker density of the set of such primes for all r  3 is in total
∑
1rr′
Dr =
∑
3rr′
1
23r−2
→ 1
112
(as r′ → ∞),
which completes the proof. 
Remark 4.11. In the above proof, we treated the case r = 2 as an exception. But, it is easy to see
A2 = 0 since [Q(ζ23 ,
√
2, 2
2√
6) : Q(ζ23 , 2
2√
6)] = 1 holds by noting that √2 ∈ Q(ζ23 ). Furthermore, it is
remarkable that by Proposition 4.3 and (17) there exist inﬁnitely many primes satisfying the condition
of Lemma 4.7 for each r  3, and the Kronecker density of those primes is equal to 1
23r−2 .
5. Concluding remarks
In this paper we introduced the concept of cyclic δ-support (n,k)μ difference families (δ-supp
(n,k)μ-CDFs) which is motivated from applications for multiple-access communication systems. In
particular, we treated such families for the case when (δ,μ) = (2(k− 1),k− 1) yielding (n,k,k− 1,1)
optical orthogonal codes or (n,k,1) conﬂict-avoiding codes. We mainly discussed about the existence
of δ-supp (n,k)μ-CDFs for primes p, which is strongly connected to the yet unsolved problem of
perfect packings. The hard part in our arguments is to establish whether the set of primes for which
there exist 2(k−1)-supp (p,k)k−1-CDFs is inﬁnite. However, for the cases when k is suﬃciently small
a similar method used in Section 4 may be able to be applied. We conclude this paper giving the
following open question:
Problem 5.1. Given a positive integer k  6, establish whether the set of primes p ≡ 1 (mod2k − 2)
for which there exist 2(k − 1)-support (p,k)k−1-CDFs is inﬁnite.
One may suspect that there are values of k for which the above set is empty. In fact, given a
“big” k, apart from the trivial case in which p = 2k − 1 (see Lemma 2.1), the existence of a 2(k − 1)-
supp (p,k)k−1-CDF seems to be an extremely rare occurrence. This appears clear from the following
which shows the ﬁrst prime p > 2k−1 for each k between 9 and 20 for which there exists a 2(k−1)-
supp (p,k)k−1-CDF satisfying the condition of Corollary 2.6 with s = 1 by computer:
K. Momihara / Finite Fields and Their Applications 15 (2009) 415–427 427(k, p) = (9,3617), (10,27127), (11,3181), (12,56431), (13,?), (14,2578733), (15,434029),
(16,4147921), (17,55903553), (18,48611161), (19,74431333), (20,10134791). (18)
The question mark means that it has been checked by computer that there is no prime p > 109 for
which there exist a 2(k− 1)-support (p,k)k−1-CDF with k = 13. So, one may wonder whether there is
a theoretical reason for which the set {1,2, . . . ,12} is never evenly distributed over the cosets of the
12th powers modulo a prime p ≡ 1 (mod24) similar to the case when k = 5 (see Example 4.8).
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