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PERIODS AND RECIPROCITY I
RAPHAËL ZACHARIAS
ÉCOLE POLYTHECHNIQUE FÉDÉRALE
DE LAUSANNE
Abstract. Given F a number field with ring of integers OF and p, q two coprime and
squarefree ideals of OF, we prove a reciprocity relation for the first moment of the triple
product L-functions L(pi⊗pi1 ⊗pi2, 12 ) twisted by λpi(p), where pi1 and pi2 are fixed unitary
automorphic representations of PGL2(AF) with pi1 cuspidal and pi runs through unitary
automorphic representations of conductor dividing q. The method uses adelic integral
representations of L-functions and the symmetric identity is established for a particular
period. Finally, the integral period is connected to the moment via Parseval formula.
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1. Introduction
Reciprocity formulae in the context of automorphic L-functions have been studied first
for the second moment of Dirichlet L-functions L(χ, 12) modulo q twisted by χ(p) by Conrey
[Con07], Young [You11] and Bettin [Bet16]. In [BK17], Blomer and Khan considered a
moment of the form
∑
f level q L(f×F, s)L(f,w)λf (p), where F is a fixed automorphic form
for the group SL3(Z), p, q are two prime numbers and λf (p) is the p
th Hecke eigenvalue
of f . Their result is non trivial even in the case p = q = 1 since it also transforms the
parameters s and w. Their formula is a first contribution to the rich theory of automorphic
forms on GL4×GL2 over Q in the special situation where the GL4 function is an isobaric
3 + 1-sum. We also mention the work of Blomer, Li and Miller [BLM17] obtaining an
identity involving the first moment of L(Π × f, 12) where this time Π is a self-dual cusp
form on GL4 and f runs over GL2 modular forms.
In this paper, we provide an adelic treatment of the recent work of Andersen and Kiral
[AK18] who proved a reciprocity relation for the second moment of Rankin-Selberg L-
functions
∑
f level q L(f × g,
1
2)
2λf (p)ηf (q) with g a fixed automorphic form for SL2(Z)
and ηf (q) = ±1 is the eigenvalue of the Fricke involution. This is again a special case
where the GL4 form is an isobaric 2 + 2-sum, namely g ⊞ g. They obtained the result by
means of classical tools in the analytic theory of automorphic forms; namely the Kuznetsov
trace formula. At the end, the relation that exchanges the two prime numbers p and q is
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established by an identity of sums of Kloosterman sums. The main advantage in using the
adelic language is that we can deal in a uniform way with arbitrary number fields and the
symmetric relation appears in a very transparent way in some integral period (c.f. (3.1)).
Let F be a number field. We write OF for the ring of integers, AF for its adele ring
and we let p, q be two squarefree and coprime ideals of OF. We fix π1, π2 two unitary
automorphic representations of PGL2(AF) which are unramified at all finite places and
we assume that π1 is cuspidal. We will prove a symmetric identity for the twisted first
moment of the central value of the triple product L-functions, roughly of the shape (see
Theorem 3.3 for the precise formulation)
(1.1)
∑
π
cond(π)|q
L(π ⊗ π1 ⊗ π2,
1
2 )λπ(p)ηπ(q) 
∑
π
cond(π)|p
L(π ⊗ π1 ⊗ π2,
1
2 )λπ(q)ηπ(p),
where λπ(p) is the eigenvalue of the Hecke operator Tp and ηπ(q) ∈ {−1,+1} denotes the
Atkin-Lehner eigenvalue at q.
1.1. Some remarks. 1) We recover the result of Andersen and Kiral if we choose π2 to
be the Eisenstein series 1⊞ 1 since in this case, L(π ⊗ π1 ⊗ π2,
1
2) = L(π ⊗ π1,
1
2)
2.
2) This method cannot be applied directly to the case where π1 = π2 is Eisenstein, giving
a reciprocity formula for a fourth moment of Hecke L-functions, because it is not L2.
However it is possible to handle this difficulty by using a regularized version of the inner
product, valid for not necessarily square integrable automorphic forms, as developed by
Michel and Venkatesh in [MV10] and more recently by H. Wu [Wu18]. This is the content
of the forthcoming paper [Zac19], in which we recover the same subconvex exponent as
[BK17, Theorem 4], namely 14 −
1−2θ
24 , but extended to an arbitrary number field F.
3) We mention the work in progress by Ramon Nunes to give an adelic treatment of the
paper [BK17], i.e. the case where 4 decomposes as 3 + 1.
4) The method employed in this paper is very flexible and it should be possible to extend
the result to higher rank automorphic forms, i.e. to GL2n ×GLn at least when the form
on GL2n is an isobaric n+ n-sum.
1.2. Acknowledgment. I would like to thank my Phd supervisor Philippe Michel for his
valuable advice. I am also grateful to the referee for his careful remarks and propositions
who led to a significant simplification of the paper.
2. Automorphic Preliminaries
2.1. Notations and conventions.
2.1.1. Number fields. In this paper, F/Q will denote a fixed number field with ring of
intergers OF and discriminant ∆F. We make the assumption that all prime ideals consid-
ering in this paper do not divide ∆F. We let ΛF be the complete ζ-function of F; it has
a simple pole at s = 1 with residue Λ∗
F
(1).
2.1.2. Local fields. For v a place of F, we set Fv for the completion of F at the place v.
We will also write Fp if v is finite place that corresponds to a prime ideal p of OF. If v
is non-Archimedean, we write OFv for the ring of integers in Fv with maximal mv and
uniformizer ̟v. The size of the residue field is qv = OFv/mv. For s ∈ C, we define the
local zeta function ζFv(s) to be (1 − q
−s
v )
−1 if v < ∞, ζFv(s) = π
−s/2Γ(s/2) if v is real
and ζFv(s) = 2(2π)
−sΓ(s) if v is complex.
PERIODS AND RECIPROCITY I 3
2.1.3. Adele ring. The adele ring of F is denoted by AF and its unit group A
×
F
. We also
set ÔF =
∏
v<∞ OFv for the profinite completion of OF and A
1
F
= {x ∈ A×
F
: |x| = 1},
where | · | : A×
F
→ R>0 is the adelic norm map.
2.1.4. Additive characters. We denote by ψ =
∏
v ψv the additive character ψQ ◦ TrF/Q
where ψQ is the additive character on Q \AQ with value e
2πix on R. For v <∞, we let dv
be the conductor of ψv : this is the smallest non-negative integer such that ψv is trivial
on mdvv . We have in this case ∆F =
∏
v<∞ q
dv
v . We also set dv = 0 for v Archimedean.
2.1.5. Subgroups. Let G = GL2; if R is a commutative ring, G(R) is by definition the
group of 2× 2 matrices with coefficients in R and determinant in R∗. We also defined the
following standard subgroups
B(R) =
{(
a b
d
)
: a, d ∈ R∗, b ∈ R
}
, P(R) =
{(
a b
1
)
: a ∈ R∗, b ∈ R
}
,
Z(R) =
{(
z
z
)
: z ∈ R∗
}
, A(R) =
{(
a
1
)
: a ∈ R∗
}
,
N(R) =
{(
1 b
1
)
: b ∈ R
}
.
We also set
n(x) =
(
1 x
1
)
, w =
(
1
−1
)
and a(y) =
(
y
1
)
.
For any place v, we let Kv be the maximal compact subgroup of G(Fv) defined by
(2.1) Kv =

G(OFv ) if v is finite
O2(R) if v is real
U2(C) if v is complex.
We also set K :=
∏
v Kv. If v <∞ and n > 0, we define
Kv,0(̟
n
v ) =
{(
a b
c d
)
∈ Kv : c ∈ m
n
v
}
.
If a is an ideal of OF with prime decomposition a =
∏
v<∞ p
fv(a)
v (pv is the prime ideal
corresponding to the finite place v), then we set
K0(a) =
∏
v<∞
Kv,0(̟
fv(a)
v ).
2.1.6. Measures. We use the same measures normalizations as in [MV10, Sections 2.1,3.1].
At each place v, dxv denotes a self-dual measure on Fv with respect to ψv. If v <∞, dxv
gives the measure q
−dv/2
v to OFv . We define dx =
∏
v dxv on AF. We take d
×xv = ζFv(1)
dxv
|xv|
as the Haar measure on the multiplicative group F×v and d
×x =
∏
v d
×xv as the Haar
measure on the idele group A×
F
.
We provide Kv with the probability Haar measure dkv . We identify the subgroups
Z(Fv), N(Fv) and A(Fv) with respectively F
×
v , Fv and F
×
v and equipped them with
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the measure d×z, dxv and d
×yv. Using the Iwasawa decomposition, namely G(Fv) =
Z(Fv)N(Fv)A(Fv)Kv, a Haar measure on G(Fv) is given by
(2.2) dgv = d
×zdxv
d×yv
|yv|
dkv.
The measure on the adelic points of the various subgroups are just the product of the local
measures defined above. We also denote by dg the quotient measure on
X := Z(AF)G(F) \G(AF),
with total mass vol(X) <∞.
2.2. Automorphic forms and representations. Let L2(X) be the Hilbert space of
square integrable functions ϕ : X → C. The L2-norm is denoted by
(2.3) ||ϕ||2L2(X) =
∫
X
|ϕ(g)|2dg.
We denote by L2cusp(X) the closed subspace of cusp forms, i.e. the functions ϕ ∈ L
2(X)
with the additional property that∫
F\AF
ϕ(n(x)g)dg = 0, a.e. g ∈ G(AF).
Each ϕ ∈ L2cusp(X) admits a Fourier expansion
(2.4) ϕ(g) =
∑
α∈F×
Wϕ(a(α)g),
with
(2.5) Wϕ(g) =
∫
F\AF
ϕ(n(x)g)ψ(−x)dx.
The group G(AF) acts by right translations on both spaces L
2(X) and L2cusp(X) and
the resulting representation is unitary with respect to (2.3). It is well known that each
irreducible component π decomposes into π = ⊗vπv where πv are irreducible and unitary
representations of the local groups G(Fv). The spectral decomposition is established in
the first four chapters of [GJ79] and gives the orthogonal decomposition
(2.6) L2(X) = L2cusp(X)⊕ L
2
res(X)⊕ L
2
cont(X).
L2cusp(X) decomposes as a direct sum of irreducible G(AF)-representations which are called
the cuspidal automorphic representations. L2res(X) is the sum of all one dimensional
subrepresentations of L2(X). Finally the continuous part L2cont(X) is a direct integral of
irreducible G(AF)-representations and it is expressed via the Eisenstein series. In this
paper, we call the irreducible components of L2cusp and L
2
cont the unitary automorphic
representations. If π is a unitary representation appearing in the continuous part, we say
that π is Eisenstein.
For any ideal a of OF, we write L
2(X, a) := L2(X)K0(a) for the subspace of level a
automorphic forms : this is the closed subspace of functions that are invariant under the
subgroup K0(a).
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2.3. Invariant inner product on the Whittaker model. Let π = ⊗vπv be a unitary
automorphic representation of PGL2(AF) as defined in Section 2.2. The intertwiner
(2.7) π ∋ ϕ 7−→ Wϕ(g) =
∫
F\A
ϕ(n(x)g)ψ(−x)dx,
realizes a GL2(AF)-equivariant embedding of π into a space of functionsW : GL2(AF)→ C
satisfying W (n(x)g)) = ψ(x)W (g). The image is called the Whittaker model of π with
respect to ψ and it is denoted by W(π, ψ). This space has a factorization ⊗vW(πv, ψv)
into local Whittaker models of πv. A pure tensor ⊗vϕv has a corresponding decomposition∏
vWϕv where Wϕv(1) = 1 and is Kv-invariant for almost all place v.
We define a normalized inner product on the space W(πv, ψv) by the rule
(2.8) ϑv(Wv,W
′
v) := ζFv(2)
∫
F
×
v
Wv(a(y))W
′
v(a(y))d
×y
ζFv(1)L(πv ,Ad, 1)
.
This normalization has the good property that ϑv(Wv,Wv) = 1 for πv and ψv unramified
and Wv(1) = 1 [JS81, Proposition 2.3]. We also fix for each place v an invariant inner
product 〈·, ·〉v on πv and an equivariant isometry πv → W(πv, ψv) with respect to (2.8).
Recall that if π is a cuspidal representation, we have a unitary structure on π given by
(2.3). If π belongs to the continuous spectrum and ϕ is the Eisenstein series associated
to a section f : GL2(AF) → C in an induced representation of B(AF) (see for example
[MV10, Section 4.1.6] for the basic facts and notations concerning Eisenstein series), we
can define the norm of ϕ by setting
||ϕ||2Eis :=
∫
K
|f(k)|2dk.
We define the canonical norm of ϕ by
(2.9) ||ϕ||2can :=

||ϕ||2L2(X) if π is cuspidal
2Λ∗
F
(1)||ϕ||2Eis if π is Eisenstein,
Using [MV10, Lemma 2.2.3], we can compare the global and the local inner product : for
ϕ = ⊗vϕv ∈ π = ⊗vπv a pure tensor with π either cuspidal or Eisenstein and non-singular,
i.e. π = χ1 ⊞ χ2 with χi unitary, χ1χ2 = 1 and χ1 6= χ2, we have
(2.10) ||ϕ||2can = 2∆
1/2
F
Λ∗(π,Ad, 1)
∏
v
〈ϕv , ϕv〉v ,
where Λ(π,Ad, s) is the complete adjoint L-function
∏
v L(π,Ad, s) and Λ
∗(π,Ad, 1) is the
first nonvanishing coefficient in the Laurent expansion around s = 1.
2.4. Integral representations of triple product L-functions. Let π1, π2, π3 be three
unitary automorphic representations of PGL2(AF) such that at least one of them is cusp-
idal, say π2. Consider the linear functional on π1 ⊗ π2 ⊗ π3 defined by
I(ϕ1 ⊗ ϕ2 ⊗ ϕ3) :=
∫
X
ϕ1(g)ϕ2(g)ϕ3(g)dg.
This period is closely related to the central value of the triple product L-function L(π1 ⊗
π2 ⊗ π2,
1
2). In order the state the result, we write πi = ⊗vπi,v and for each v, we can
consider the matrix coefficient
(2.11) I ′v(ϕ1,v ⊗ ϕ2,v ⊗ ϕ3,v) :=
∫
PGL2(Fv)
3∏
i=1
〈πi,v(gv)ϕi,v, ϕi,v〉vdgv.
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It is a fact that [MV10, (3.27)]
(2.12)
I ′(ϕ1,v ⊗ ϕ2,v ⊗ ϕ3,v)∏3
i=1〈ϕi,v, ϕi,v〉v
= ζFv(2)
2L(π1,v ⊗ π2,v ⊗ π3,v,
1
2)∏3
i=1 L(πi,v,Ad, 1)
,
when v is non-Archimedean and all vectors are unramified. It is therefore natural to
consider the normalized version
(2.13) Iv(ϕ1,v ⊗ ϕ2,v ⊗ ϕ3,v) := ζFv(2)
−2
∏3
i=1 L(πi,v,Ad, 1)
L(π1,v ⊗ π2,v ⊗ π3,v,
1
2)
I ′v(ϕ1,v ⊗ ϕ2,v, ϕ3,v).
The following proposition connects the global trilinear form I with the central value L(π1⊗
π2 ⊗ π3,
1
2) and the local matrix coefficients Iv. The proof when at least one of the πi’s
is Eisenstein can be found in [MV10, (4.21)] and is a consequence of the Rankin-Selberg
method. The result when all πi are cuspidal is due to Ichino [Ich08].
Proposition 2.1. Let π1, π2, π3 be unitary automorphic representations of PGL2(AF)
such that at least one of them is cuspidal. Let ϕi = ⊗vϕi,v ∈ ⊗vπi,v be pure tensors and
set ϕ := ϕ1 ⊗ ϕ2 ⊗ ϕ3.
a) If none of the πi’s is a singular Eisenstein series, then
(2.14)
|I(ϕ)|2∏3
i=1 ||ϕi||
2
can
=
C
8∆
3/2
F
·
Λ(π1 ⊗ π2 ⊗ π3,
1
2)∏3
i=1 Λ
∗(πi,Ad, 1)
∏
v
Iv(ϕv)∏3
i=1〈ϕi,v , ϕi,v〉v
,
where
(2.15) C =

ΛF(2) if all πi are cuspidal
1 if at least one is Eisenstein and nonsingular.
b) Assume that π3 = 1⊞1 and let ϕ3 be the Eisenstein associated to the section f3(0) ∈ 1⊞1
which, for ℜe(s) > 0, is defined by
f3(g, s) := |det(g)|
s
∫
A×
F
Φ((0, t)g)|t|1+2sd×t ∈ | · |s ⊞ | · |−s,
where Φ =
∏
v Φv with Φv = 1
2
OFv
for finite v. Then
(2.16)
|I(ϕ)|2∏2
i=1 ||ϕi||
2
can
=
1
4∆F
·
Λ(π1 ⊗ π2 ⊗ π3,
1
2 )∏2
i=1Λ
∗(πi,Ad, 1)
∏
v
Iv(ϕ1,v ⊗ ϕ2,v ⊗ f3,v)∏2
i=1〈ϕi,v, ϕi,v〉v
.
2.5. The spectral decomposition.
2.5.1. The Parseval formula. We state here a version of Parseval Formula with level re-
striction. Let a be an ideal of OF. We start with the orthogonal decomposition which is a
direct consequence of (2.6)
L2(X, a) = L2cusp(X, a)⊕ L
2
res(X, a)⊕ L
2
cont(X, a).
From the classical orthogonal decomposition of the space of cusp forms into a direct sum,
we obtain
L2cusp(X, a) := L
2
cusp(X)
K0(a) =
⊕
π cuspidal
πK0(a).
Observe that the cuspidal representations π with πK0(a) 6= 0 are those whose conductor
(in the sense of [Cog04, Section 3.1.2]) divides a. For each such π, we let B(π, a) be an
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orthonormal basis of πK0(a). The space L2res(X, a) is the orthogonal direct sum [KL13,
Proposition 6.1] ⊕
ω2=1
C · φω, φω(g) := ω(det(g)).
The parametrization of the continuous part L2cont(X, a) passes by the induced representa-
tions ω| · |it ⊞ ω| · |−it of B(AF) for ω a character of F
× \ A1
F
with conductor satisfying
cond(ω)2|a, t ∈ R and it is made through the Eisenstein series. For such a ω, we let
B(ω, a) be an orthonormal basis of the space of K0(a)-invariant vectors in ω ⊞ ω. It is
then possible, using a K-equivariant isomorphism ω⊞ω → ω| · |it⊞ω| · |−it [KL13, Section
5], to obtain a basis Bit(ω, a) of K0(a)-invariant vectors in ω| · |
it⊞ω| · |−it for every t ∈ R.
Then the Parseval formula holds [KL13, Theorem 6.2].
Proposition 2.2. Let f, g ∈ L2(X, a) and put c := vol(X)−1 > 0. Then
〈f, g〉 =
∑
π cuspidal
cond(π)|a
∑
ψ∈B(π,a)
〈f, ψ〉〈g, ψ〉 + c
∑
ω2=1
〈f, φω〉〈g, φω〉
+
1
4π
∑
ω∈F̂×\A1
F
cond(ω)2|a
∫ +∞
−∞
∑
φit∈Bit(ω,a)
〈f,E(·, φit)〉〈g,E(·, φit)〉dt.
2.5.2. Hecke operators. It is enough for our purpose to restrict ourselves to Hecke operators
of prime level because the Hecke operators are multiplicative and only squarefree ideals
are considered in this paper. Let p ∈ Spec(OF) and let p := |OFp/(̟p)| be the size of the
residue field. We define the normalized Hecke operator Tp as follows : for f ∈ C
∞(G(AF)),
we set
(2.17) Tp(f)(g) :=
1
p1/2
∫
Hp
f(gh)dh,
where Hp is the double coset
(2.18) Hp = Kp
(
̟p
1
)
Kp ⊂ G(Fp),
and the function h ∈ Hp 7→ f(gh) has to be understood under the inclusion G(Fp) →֒
G(AF), x 7→ (1, ..., 1 , x,︸︷︷︸
v=p
1, ...).
3. Periods
Through this section, we fix π1, π2 two unitary automorphic representation of PGL2(AF)
with the properties that π1 is cuspidal, both are unramified at all finite places and π2 is
not isomorphic to a quadratic twist π1⊗ω. By multiplicativity of the Hecke operators and
the fact that all manipulations are made “place by place”, there is no loss in generality in
restricting to prime ideals. We thus fix p, q two distinct elements of Spec(OF) of respective
norm p and q. We also assume for simplicity that p and q do not divide the discriminant
∆F of F.
3.1. A symmetric map. We consider the GL2(AF)-invariant map Pq,p : π1 ⊗ π2 −→ C
given by
(3.1) Pq,p(ϕ1, ϕ2) :=
∫
X
ϕqp1 ϕ
p
2ϕ1ϕ
q
2,
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where we write ϕq for the right translate of ϕ by the matrix
(
1
̟q
)
∈ GL2(Fq) embedded
in GL2(AF) as in § 2.5.2 and ̟q is a uniformizer of the local ring OFq . Observe that
since we are dealing with PGL2(AF)-representations we have πi = πi and thus, we get the
symmetric relation (in terms of p and q)
(3.2) Pq,p(ϕ1, ϕ2) = Pp,q(ϕ1, ϕ2).
This map will be connected via Parseval formula to a moment of automorphic L-functions
(see Section 3.3).
3.2. Invariant trilinear functionals. Let π be a unitary automorphic representation of
PGL2(AF) with finite conductor q and let π1, π2 as above. We have the following easy but
very usefull proposition.
Proposition 3.1. Let ℓ : π ⊗ π1 ⊗ π2 −→ C be a GL2(AF)-invariant trilinear functional
and let ϕi ∈ πi, i = 1, 2, be vectors which are invariant under the subgroups Kp and Kq.
We let ϕ be a K0(q)-invariant vector in π. Then
(3.3)
p+ 1
p1/2
ℓ(ϕ,ϕqp1 , ϕ
p
2) = λπ(p)ℓ(ϕ,ϕ
q
1, ϕ2)
and
(3.4) ℓ(ϕ,ϕ1, ϕ
q
2) = ηπ(q)ℓ(ϕ,ϕ
q
1, ϕ2),
where λπ(p) ∈ R is the eigenvalue of Tp and ηπ(q) ∈ {−1,+1} is the eigenvalue of the
Atkin-Lehner operator.
Proof. Writing ϕh for the right translate of ϕ by h ∈ Hp (c.f. (2.18)), we have
λπ(p)ℓ
(
ϕ,ϕq1, ϕ2
)
= ℓ
(
Tp(ϕ), ϕ
q
1, ϕ2
)
=
1
p1/2
∫
Hp
ℓ
(
ϕh, ϕq1, ϕ2
)
dh.
Using successively the right Kp-invariance of ϕ, the GL2(AF)-invariance of ℓ, the Z(AF)
and Kp-invariance of ϕ1, ϕ2, we see that for any h ∈ Hp, we have(
ϕh, ϕq1, ϕ2
)
= ℓ
(
ϕ,ϕpq1 , ϕ
p
2
)
,
which together with deg(Tp) = p+ 1 implies the first assertion.
Finally, using the fact that ϕ is K0(q)-invariant, we have
(
−1
̟q
)
·ϕ = ηπ(q)ϕ and the
Kq-invariance of ϕ1 gives
ℓ(ϕ,ϕ1, ϕ
q
2) = ℓ
((̟q
1
)
· ϕ,
(̟q
1
)
· ϕ1, ϕ2
)
= ℓ
(
w
(̟q
1
)
· ϕ,w
(̟q
1
)
w · ϕ1, ϕ2
)
= ℓ
((
−1
̟q
)
· ϕ,ϕq1, ϕ2
)
= ηπ(q)ℓ(ϕ,ϕ
q
1 , ϕ2),
which completes the proof of this proposition. 
3.3. Applying Parseval formula. Let ϕi = ⊗vϕi,v ∈ πi = ⊗vπi,v be GL2(ÔF)-invariant
vectors. We assume that 〈ϕi,v , ϕi,v〉v = 1 for all v and i = 1, 2 if π2 is not 1 ⊞ 1. If
π2 = 1 ⊞ 1, we choose ϕ3 to be the Eisenstein series appearing in Proposition 2.1 b).
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Applying Parseval formula 2.2 to the period (3.1) in the space L2(X, q) (since ϕ1ϕ
q
2 is
K0(q)-invariant
1) yields the spectral decomposition
Pq,p(ϕ1, ϕ2) =
∑
π cuspidal
c(π)|q
∑
ψ∈B(π,q)
〈ϕpq1 ϕ
p
2, ψ〉〈ϕ1ϕ
q
2, ψ〉
+
1
vol(X)
∑
ω2=1
〈ϕpq1 ϕ
p
2, φω〉〈ϕ1ϕ
q
2, φω〉
+
1
4π
∑
ω∈F̂×\A1
F
c(ω)2|q
∫ +∞
−∞
∑
φit∈Bit(ω,q)
〈ϕpq1 ϕ
p
2,E(·, φit)〉〈ϕ1ϕ
q
2,E(·, φit)〉dt.
(3.5)
We now connect the expansion of Pp,q(ϕ1, ϕ2) to a moment of L-functions. We first
observe for any ω with ω2 = 1, φωϕ1 is a cusp form lying in the cuspidal representation
π⊗ω. By hypothesis on π2, namely that it is not isomorphic to a quadratic twist of π1, we
see that the contribution of the one-dimensional part is zero. Of course if π2 is Eisenstein,
this is classical orthogonality result between cusp forms and Eisenstein series.
For the two other parts, let π be either cuspidal with c(π)|q or a principal series of
the form ω| · |it ⊞ ω−1| · |−it with c(ω) = OF and set B(π, q) for an orthonormal basis of
the space πK0(q). We can of course assume that t 6= 0 since t = 0 does not contribute in
the integral. Using Proposition 3.1 with the invariant trilinear form given by the inner
product, we obtain (The Hecke eigenvalues are real because the central character is trivial)∑
ψ∈B(π,q)
〈ϕpq1 ϕ
p
2, ψ〉〈ϕ1ϕ
q
2, ψ〉 =
p1/2
p+ 1
λπ(p)
∑
ψ∈B(π,q)
〈ϕq1ϕ2, ψ〉〈ϕ1ϕ
q
2, ψ〉.
Here ψ is understood to be an Eisenstein series if π is not cuspidal. Define
(3.6) L (π, q) :=
∑
ψ∈B(π,q)
〈ϕq1ϕ2, ψ〉〈ϕ1ϕ
q
2, ψ〉.
We have the following proposition.
Proposition 3.2. Let L (π, q) be defined in (3.6). Then
(3.7) L (π, q) =

ηπ(q)
∑
ψ∈B(π,q) |〈ϕ
q
1ϕ2, ψ〉|
2 if c(π) = q
κ
∑
ψ∈B(π,OF) |〈ϕ1ϕ2, ψ〉|
2 if c(π) = OF,
where κ is the explicit constant given in (4.4) which depends on the local datas πv and πi,v
at the place corresponding to q.
Proof. If the conductor of π is q, then this is consequence of (3.4) in Proposition 3.1.
Now assume that c(π) = OF and write Φ : ⊗vπv
∼=−→ π for the isomorphism of GL2(AF)-
representations appearing implicitly in Section 2.3. For v|∞, let B(πv) be an orthonormal
basis of πv and B(π∞) = ⊗v|∞B(πv). If v is a finite place and v 6= q, the orthonormal
basis B(πv,OFv ) of the space of Kv-invariant vector in πv only contains the spherical
vector ϕ0v . If v = q, then it is a classical result of Casselman [Cas73] that the space
πK0,v(̟v) has dimension 2 and is generated by ϕ0v and its translate by the matrix
( 1
̟v
)
,
1In fact, Proposition 2.2 asserts that we have to decompose our forms in the space L2(X, pq) but using
the fact this space is the direct sum of L2(X, q) with its orthogonal complement, we can restrict to the
subspace L2(X, q)
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denoted by ϕ0,mvv . By (2.10) and (2.9), a global basis B(π, q) can be constructed from the
local ones through
B(π, q) =

Φ
(
ϕ∞ ⊗ ϕq ⊗v<∞
v 6=q
ϕ0v
)
N(π)1/2
: ϕ∞ ∈ B(π∞), ϕq ∈ B(πq,mq)
 ,
with
N(π) =

2∆
1/2
F
Λ∗(π,Ad, 1) if π cuspidal
∆1/2
F
Λ∗(π,Ad,1)
Λ∗
F
(1) if π Eisenstein.
Hence L (π, q) can be rewritten as
L (π, q) =
1
N(π)
∑
ϕ∞∈B(π∞)
×
∑
ϕq∈B(πq,mq)
〈
ϕq1ϕ2,Φ
(
ϕ∞ ⊗ ϕq ⊗v 6=q ϕ
0
v
)〉 〈
ϕ1ϕ
q
2,Φ (ϕ∞ ⊗ ϕq ⊗v 6=q ϕ
0
v)
〉
.
Fixing the infinite data, we see that the second line can be seen as
(3.8)
∑
ϕv∈B(πv,mv)
ℓ
(
ϕmv1,v ⊗ ϕ2,v ⊗ ϕv
)
ℓ
(
ϕ1,v ⊗ ϕ
mv
2,v ⊗ ϕv
)
,
where v = q and ℓ is the GL2(Fv)-invariant functional given by the composition of the
inclusion πv ⊗ π1,v ⊗ π2,v →֒ π ⊗ π1 ⊗ π2 with the inner product. Now the result follows
from the computations made in Section 4.2 
Using successively Propositions 3.2 and 2.1, we obtain the factorization
L (π, q) =
C
2∆
1/2
F
ηπ(q)f(π∞)
L(π ⊗ π1 ⊗ π2,
1
2)
Λ∗(π,Ad, 1)
∏
v<∞
ℓv,
where the constant C is given by
C =

2ΛF(2) if π, π1, π2 are cuspidal
2Λ∗
F
(1) if π is Eisenstein and nonsingular
1 if π is cuspidal and π2 = 1⊞ 1,
ηπ(q) is the Atkin-Lehner eigenvalue at the place v = q (ηπ(q) = 1 if c(π) = OF). According
to (2.12) and (3.7), the local factors ℓv are given by
(3.9) ℓv =

1 if v 6= q
κ if v = q and c(π) = OF
Iv(ϕ
mv
1,v ⊗ ϕ2,v ⊗ ϕv) if v = q and c(π) = q,
where Iv is the normalized matrix coefficient defined in (2.13) and ϕv denotes the new-
vector in πv having norm 1 with respect to 〈·, ·〉v . Finally, the factor at infinity is equal
to
(3.10) f(π∞) =
∑
ϕ∞∈B(π∞)
Iv(ϕ1,∞ ⊗ ϕ2,∞ ⊗ ϕ∞)L(π∞ ⊗ π1,∞ ⊗ π2,∞,
1
2).
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It is not obvious but true that this Archimedean function is positive.
3.4. A reciprocity formula. Let q and p two squarefree and coprime ideals of OF
of norms q and p respectively and let π1, π2 be two unitary automorphic representa-
tions which are unramified at all finite places and such that π1 is cuspidal and π2 is
not isomorphic to a quadratic twist of π1. For each unitary automorphic representation
π = ⊗πv of conductor dividing q, we define ℓ(π, q) by multiplicativity over the finite places∏
v finite ℓv(πv, qv), where ℓv is given in (3.9). Let f be the non-negative function depending
on the Archimedean type of π, π1 and π2 defined in (3.10). We set ηπ(q) for the Atkin-
Lehner eigenvalue, λπ(p) for the Hecke eigenvalue and Λ
∗(π,Ad, 1) the first nonvanishing
coefficient in the Laurent expansion around s = 1 of the complete adjoint L-function.
We define the cuspidal part
(3.11) C (π1, π2, q, p) := C
∑
π cuspidal
c(π)|q
λπ(p)ηπ(q)
L(π ⊗ π1 ⊗ π2,
1
2)
Λ(π,Ad, 1)
f(π∞)ℓ(π, q).
For the continuous part, we denote by πω(it) the principal series ω| · |
it⊞ω| · |−it. We then
set
E (π1, q, p) :=
C
4π
∑
ω∈F̂×\A1
F
c(ω)=OF
∫ ∞
−∞
λπω(it)(p)f(πω∞(it))ℓ(πω(it), q)
×
L(π1 ⊗ π2 ⊗ ω,
1
2 + it)L(π1 ⊗ π2 ⊗ ω,
1
2 − it)
Λ∗(πω(it),Ad, 1)
dt,
(3.12)
and
(3.13) M (π1, π2, q, p) =:
p1/2
p+ 1
(C (π1, π2, q, p) + E (π1, π2, q, p)) .
By Section 3.3, we have M (π1, π2, q, p) = Pq,p(ϕ1, ϕ2) and the symmetry property (3.2)
yields :
Theorem 3.3. Let q, p two squarefree and coprime ideals of OF and π1, π2 be two uni-
tary automorphic representations of PGL2(AF) which are unramified at all finite places
and such that π1 is cuspidal and π2 is not isomorphic to a quadratic twist of π1. Let
M (π1, π2, q, p) be the moment defined in (3.13). Then
M (π1, π2, q, p) = M (π1, π2, p, q).
3.5. A note on the Archimedean test function f(π∞). Until here, we did not say
anything about the function f defined in (3.10) and appearing in the moments (3.11) and
(3.12); the only thing we know is that it is non-negative. For many applications in analytic
theory of L-functions, it is fundamental that f satisfies at least the following property :
given π = π∞ ⊗ πfin a unitary automorphic representation of PGL2(AF), there exists
ϕi,∞ ∈ πi,∞, i = 1, 2 having norm 1 and a basis B(π∞) (recall that f depends implicitly
on these data) such that f(π∞) is bounded below by a power of the Archimedean conductor
c∞(π). It is a result of Michel and Venkatesh [MV10, Proposition 3.6.1] that such a choice
exists when for all v|∞, either π1,v or π2,v is a principal series. In this case, we can obtain
the lower bound
(3.14) f(π∞) >
C(π1,∞, π2,∞, ε)
c∞(π)1+ε
,
for any ε > 0 and where C(π1,∞, π2,∞, ε) is a positive constant.
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4. Local Computations
Through this section, we fix k a non-Archimedean local field of characteristic zero and we
denote by O the ring of integers, m the maximal ideal, ̟ a uniformizer, i.e. a generator of
m and let q be the cardinality of the residue field O/m. Let π, π1, π2 be irreducible, smooth
admissible, infinite dimensional representations of GL2(k) with trivial central character.
We assume that π1 and π2 are unramified and π has conductor m or O. In particular, both
π1 and π2 are principal series and π is either principal or special, depending on whether
c(π) = O or c(π) = m (see for example [Gel75, Remark 4.25]). We Fix an invariant
inner product on the spaces underlying these representations together with an equivariant
isometry with their respective Whittaker model endowed with the inner product (2.8).
We also denote by B(π,m) an orthonormal basis of the space of K0(̟)-invariant vectors
in π. The goal of this section is to evaluate the local factor ℓv (3.9) appearing in Section
3.3. Let ϕ ∈ π and ϕi ∈ πi be the new-vectors having norm 1.
4.1. The case c(π) = m. We evaluate here the matrix coefficient I(ϕ⊗ϕm1 ⊗ϕ2) defined
in (2.13) as follows : since π2 is unramified, we can realize π2 in a principal series rep-
resentation µ ⊞ µ−1 with µ an unramified quasi-character of k×. Let f2 ∈ µ ⊞ µ
−1 be
the new-vector corresponding to ϕ2 and having norm 1 with respect to our fix invariant
inner product defined in Section 2.3. If W(π) and W(π1) denote the respective Whittaker
models of π and π1 and W (resp. W1) is the Whittaker function associated to ϕ (resp. to
ϕ1), then we can use [MV10, Lemma 3.4.2] to obtain
I(ϕ,ϕm1 ⊗ ϕ2) =
|Z(W,Wm1 , f2)|
2
L(π ⊗ π1 ⊗ π2,
1
2)
,
where the zeta integral is given by
Z(W,Wm1 , f2) =
∫
N(k)\PGL2(k)
WWm1 f2.
Since π has conductor m, a direct computation shows that |W (1)|2 = ζk(1)/ζk(2) (use the
fact that W has norm 1 with respect to (2.8) and [Ven10, (11.14)]). The zeta integral is
computed explicitely in [Ven10, Lemma 11.6]; the author found
|Z(W,Wm1 , f2)|
2
L(π ⊗ π1 ⊗ π2,
1
2)
=
ζk(1)
ζk(2)
q
(q + 1)2
.
4.2. The case c(π) = O. According to (3.8) in the proof of Proposition 3.2, we need to
show that if ℓ : π ⊗ π1 ⊗ π2 → C is any invariant functional, then there exists a constant
κ such that
(4.1)
∑
v∈B(π,m)
ℓ(v ⊗ ϕm1 ⊗ ϕ2)ℓ(v ⊗ ϕ1 ⊗ ϕ
m
2 ) = κ|ℓ(ϕ ⊗ ϕ1 ⊗ ϕ2)|
2.
For this, we shall determine explicitly the orthonormal basis B(π,m). It is a famous result
of Casselman [Cas73] that the space of K0(̟)-invariant vectors has dimension two and is
generated by ϕ and ϕm. Using exaclty the same ideas as in Proposition 3.1, we obtain by
(3.3)
(4.2) 〈ϕ,ϕm〉 =
q1/2
q + 1
λπ =: κ(π),
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where for any principal series representation τ = µ1 ⊞ µ2, we write λτ = µ1(̟) + µ2(̟).
Hence we can take
(4.3) B(π,m) =
{
ϕ,
ϕm − κ(π)ϕ√
1− κ(π)2
}
.
Setting ς = 1− κ(π)2, we obtain with the choice (4.3)∑
v∈B(π,m)
ℓ(v ⊗ ϕm1 ⊗ ϕ2)ℓ(v ⊗ ϕ1 ⊗ ϕ
m
2 ) =
(
1 +
κ(π)2
ς
)
ℓ(ϕ⊗ ϕm1 ⊗ ϕ2)ℓ(ϕ⊗ ϕ1 ⊗ ϕ
m
2 )
+
1
ς
ℓ(ϕm ⊗ ϕm1 ⊗ ϕ2)ℓ(ϕ
m ⊗ ϕ1 ⊗ ϕm2 )
−
κ(π)
ς
ℓ(ϕm ⊗ ϕm1 ⊗ ϕ2)ℓ(ϕ⊗ ϕ1 ⊗ ϕ
m
2 )
−
κ(π)
ς
ℓ(ϕ⊗ ϕm1 ⊗ ϕ2)ℓ(ϕ
m ⊗ ϕ1 ⊗ ϕ
m
2 ).
Using again (3.3), we see that
ℓ(ϕ⊗ ϕm1 ⊗ ϕ2) = ℓ(ϕ
m ⊗ ϕ1 ⊗ ϕ
m
2 ) = κ(π1)ℓ(ϕ⊗ ϕ1 ⊗ ϕ2)
and
ℓ(ϕ⊗ ϕ1 ⊗ ϕ
m
2 ) = ℓ(ϕ
m ⊗ ϕm1 ⊗ ϕ2) = κ(π2)ℓ(ϕ⊗ ϕ1 ⊗ ϕ2).
where we recall that κ(πi) is related to the Hecke eigenvalue via (4.2). Hence (4.1) is true
with
(4.4) κ = −
κ(π)
ς
(
κ(π1)
2 + κ(π2)
2
)
+ 2
κ(π1)κ(π2)
ς
.
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