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The generalized H(n) Hirsch index of order n has been recently introduced and shown to inter-
polate between the degree and the K-core centrality in networks. We provide a detailed analytic
characterization of the properties of sets of nodes having the sameH(n), within the annealed network
approximation. The connection between the Hirsch indices and the degree is highlighted. Numerical
tests in synthetic uncorrelated networks and real-world correlated ones validate the findings. We
also test the use of the Hirsch index for the identification of influential spreaders in networks, finding
that it is in general outperformed by the recently introduced Non-Backtracking centrality.
PACS numbers: 05.40.Fb, 89.75.Hc, 89.75.-k
I. INTRODUCTION
Many topological properties have been proposed and
measured to characterize complex networks [1]. Among
them, centrality measures (such as degree, betweenness
[2] or eigenvector [3] centrality) aim at quantifying the
relative importance of individual vertices in the overall
topology; they are often related to the behavior of pro-
cesses unfolding on the complex network structure, such
as spreading or diffusion [4–6]. Prominent in this con-
text is the K-core decomposition, a recursive pruning
procedure [7] which iteratively peels off nodes from the
network (K-shells), leaving subsets (K-cores) which are
increasingly dense and mutually interconnected. The K-
core decomposition proceeds as follows: Starting with
the full graph, nodes with degree q = 1 are removed, re-
peating this operation iteratively until only nodes with
degree q ≥ 2 remain. The removed nodes constitute the
K = 1-shell, and those that remain are the K = 2-core.
Next, all nodes with degree q = 2 are iteratively removed,
yielding the K = 2-shell and the K = 3-core (remaining
network). The process is repeated until one more iter-
ation removes all nodes. The coreness ki of a node is
the index of the K-shell to which node i belongs, and
it has been argued that the set of nodes with maximum
coreness plays an important role in epidemic spreading
[8].
Recently, a new set of centrality measures has been
proposed [9], based on the concept of the Hirsch H-index
introduced to quantify research impact of scientists [10].
The H-index hi of node i in a network is defined in anal-
ogy to the Hirsch index for citations: It is the maximum
number h, such that there are at least h neighbors of this
node with degree larger than or equal to h. In Ref. [9],
this concept is generalized to a hierarchy of n-th order
Hirsch indices, H(n), using the following construction:
Define an operator H(x1, x2, . . . , xn) that is equal to the
maximum integer y such that there are at least y elements
in (x1, x2, . . . , xn) with a value larger than or equal to y.
Defining h
(0)
i ≡ qi, the degree of node i, the H-index,
hi ≡ h(1)i , is defined by
h
(1)
i = H
(
{h(0)j }j∈Vi
)
, (1)
where Vi is the set of nearest neighbors of node i. The
n-th order Hirsch index, H(n), of node i, h
(n)
i , is defined
by the iterative relation
h
(n)
i = H
(
{h(n−1)j }j∈Vi
)
. (2)
In Ref. [9] it is proved that
lim
n→∞h
(n)
i = ki, (3)
the coreness of node i.
This identification allows to make an analogy with the
K-core organization of a network, and define a hierarchy
of H(n)-shells and H(n)-cores. A H(n)-shell is the set of
nodes with n-th order Hirsch index equal to some value
h; a H(n)-core is defined as the set of all nodes with n-th
order Hirsch index larger than or equal to a given value
h. The relevance of this organization has been discussed
in Ref. [9], where it is argued that, in some instances,
the H(n) index of a node can be a better predictor of the
influence of a node [6] in epidemic spreading than the
degree or the coreness.
Here we study the relation between the different H(n)
indices and the degree q of the corresponding node within
the annealed network approximation [11, 12]. In the case
of uncorrelated networks, we observe that the n-th order
H-index and the degree of a node are strongly linked.
This sort of correlation extends also, in some cases, to
real networks, rife with degree correlations [13]. More-
over, we test the validity of the Hirsch index as a pre-
dictor of spreading influence. We find its performance
to be sometimes slightly better than degree or K-core
centralities but generally largely worse than the recently
introduced Non-Backtracking (NBT) centrality [14, 15].
The paper is organized as follows: In Sec. II we present
a general theoretical description of the relation between
H(n) index and degree, within the annealed network ap-
proximation. The case of uncorrelated networks [16] is
ar
X
iv
:1
61
0.
00
56
9v
2 
 [p
hy
sic
s.s
oc
-p
h]
  6
 Fe
b 2
01
7
2considered in detailed in Sec. III, where theoretical pre-
dictions are checked against numerical results in random
networks. In Sec. IV we study the structure of the H(n)
shells in real correlated networks, discussing when depar-
tures from the uncorrelated predictions are observed. In
Sec. V we present a study of the performance of H(n)
index as predictor of influence in epidemics. Finally, our
conclusions are presented in Sec. VI.
II. TOPOLOGICAL STRUCTURE OF THE
H(n)-SHELLS
We study the topological structure of the H(n)-shells
in terms of the conditional probability that node with
degree q has H(n) index equal h, P (n)(h|q), and the con-
ditional probability that a node with H(n) index equal h
has degree q, P (n)(q|h). These conditional probabilities
are related to the probability P (n)(h) that a randomly
chosen node has H(n) index equal to h and to the degree
distribution P (q) by the bayesian relation
P (n)(h)P (n)(q|h) = P (q)P (n)(h|q). (4)
These probability distributions can be easily estimated
within the annealed network approximation [11], in which
a network is defined exclusively by its degree distribu-
tion P (q), and the conditional probability P (q′|q) that
an edge from a node of degree q is connected to a node
of degree q′ [17], being the network random in all other
respects.
In the case n = 1, the cumulative probability P
(1)
c (h|q)
that a node of degree q has H(1) index larger than or
equal to h is equal to the probability that it is connected
to h or more nodes with degree larger than or equal to
h, that is
P (1)c (h|q) =
q∑
m=h
(
q
m
)
[R
(1)
h,q]
m[1−R(1)h,q]q−m, (5)
where R
(1)
h,k, the probability that an edge from a node of
degree q leads to a node with degree larger than or equal
to h, is given by
R
(1)
h,q =
∞∑
q′=h
P (q′|q). (6)
For n > 1, the cumulative probability P
(n)
c (h|q) that a
node of degree q has a H(n) index larger than or equal to
h, is equal to its probability of having h or more neighbors
with H(n−1) index larger than or equal to h. Therefore,
P (n)c (h|q) =
q∑
m=h
(
q
m
)
[R
(n)
h,q ]
m[1−R(n)h,q ]q−m, (7)
where R
(n)
h,q is the probability that an edge from a node
with degree q points to a node with H(n−1) index larger
than or equal to h. Within the annealed network approx-
imation, we can write
R
(n)
h,q =
∞∑
h′=h
∑
q′
P (q′|q)P (n−1)(h|q′), (8)
which is constructed considering that the node q is con-
nected to a node of degree q′ with probability P (q′|q),
and that this one has H(n − 1) index equal to h with
probability P (n−1)(h|q′). Rearranging the summation in
Eq. (8) and inserting the definition of P
(n−1)
c (h|q) from
Eq. (7) into it we obtain
R
(n)
h,q =
∑
q′
P (q′|q)
q′∑
m=h
(
q′
m
)
[R
(n−1)
h,q′ ]
m[1−R(n−1)h,q′ ]q
′−m,
(9)
a direct iterative relation betweenR
(n)
h,q andR
(n−1)
h,q , which
can be solved with the initial condition Eq. (6). Together
with Eq. (7), Eq. (9) completely determines the topolog-
ical structure of the H(n)-shells at all orders n.
III. UNCORRELATED NETWORKS
Let us consider in detail the case of uncorrelated net-
works, with P (q′|q) = q′P (q′)/ 〈q〉 [16]. In this case,
R
(1)
h,q =
1
〈q〉
∞∑
q′=h
q′P (q′) ≡ R(1)(h), (10)
independent of q, which greatly simplifies calculations.
Considering the continuous degree approximation in the
interesting case heterogeneous networks with of a power-
law degree distribution P (q) = (γ − 1)mγ−1q−γ [18],
where m is the minimum degree in the network, we have
R(1)(h) =
(
h
m
)2−γ
, (11)
a decreasing function of h for γ > 2 (imposed to en-
sure a finite average degree). Now, from the cumulated
conditional probability P
(1)
c (h|q) we have P (1)(h|q) =
P
(1)
c (h|q)−P (1)c (h+1|q). Since Rh is a slowly (algebraic)
decreasing function of h, we can write
P (1)(h|q) '
(
q
h
)
[R(1)(h)]h[1−R(1)(h)]q−h. (12)
That is, P (1)(h|q) is a strongly peaked distribution, cen-
tered around a peak h(1)(q) =
∑
h hP
(1)(h|q) given by
the implicit equation
h(1)(q) ' q R(1)(h(1)(q)). (13)
Applying Eq. (11), we can identify h(1)(q), that is, the
average H(1) index of nodes of degree q, as
h(1)(q) ∼ q1/α1 , with α1 = γ − 1. (14)
3From this last expression, we can obtain information on
the global distribution of the Hirsch index in the whole
network by using P (1)(h)dh ' P (q)dq. From here, using
q ∼ hγ−1 from Eq. (14), we are led to
P (1)(h) ∼ h−γ1 , with γ1 = (γ − 1)2 + 1. (15)
That is, the distribution of Hirsch indices in power-law
networks follows also a power-law form, with an exponent
that increases quadratically with the degree exponent.
For the n-th order Hirsch index, using the bayesian
relation Eq. (4), we can write relation Eq. (8) as
R(n+1)(h) =
1
〈q〉
∑
h′≥h
P (n)(h′)q(n)(h′), (16)
where we have defined q(n)(h) =
∑
q qP
(n)(q|h) as the av-
erage degree of nodes with n-th order Hirsch index equal
to h. Let us define analogously h(n)(q) =
∑
h hP
(n)(h|q)
as the average H(n) index of the nodes of degree q. As-
suming P (n)(h) ∼ h−γn , q(n)(h) ∼ hαn , h(n)(q) ∼ q1/αn ,
in analogy with what is observed in theH(1) case, and us-
ing again the relation between probability distributions
P (n)(h)dh ∼ P (q)dq, we obtain γn = αn(γ − 1) + 1,
while using Eq. (16) leads R(n+1)(h) ∼ h−αn(γ−2). As-
suming also that P (n+1)(h|q) is a peaked function, cen-
tered at h(n+1)(q), we have, from Eq. (7), h(n+1)(q) ∼
qR(n+1)(h(n+1)(q)), from where we obtain h(n+1)(q) ∼
q1/(1+αn(γ−2)), leading, by comparison with the form
q(n)(h) ∼ hαn , to the relation
αn+1 = αn(γ − 2) + 1. (17)
With the initial condition α1 = γ − 1, we can solve
Eq. (17) to find q
(n)(h) ∼ hαn
h(n)(q) ∼ q1/αn
, with αn =
(γ − 2)n+1 − 1
γ − 3 (18)
and
P (n)(h) ∼ h−γn , with γn = (γ − 1)(γ − 2)
n+1 − 2
γ − 3 .
(19)
As a validation of this result, we recall that the core-
ness distribution corresponds to the limit n→∞. In this
limit, for γ < 3, we obtain α∞ = 13−γ and γ∞ =
2
3−γ ,
while for γ > 3, both αn and γn diverge, indicating that
there is no K-core structure. These findings are in agree-
ment with those obtained rigorously in Refs. [19, 20].
In order to check the previous results for finite val-
ues of n, we perform a numerical analysis of the H(n)-
shell structure in uncorrelated scale-free networks, with
degree distribution P (k) ∼ k−γ and minimum degree
m = 3, generated using the uncorrelated configuration
model (UCM) [21].
In the inset of Fig. 1 we show that the main assumption
leading to the theoretical estimates, namely the peaked
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FIG. 1. Main plot: Average value of the Hirsch index of
order n versus degree q for nodes of a power-law distributed
network of degree γ. Inset: Conditional probability that a
node of degree q = 10 has n-th order Hirsch index h, for
various values of n and of the degree exponent γ. The size of
the networks is N = 107.
form of the conditional distributions P (n)(h|q), is well
satisfied by the numerical data, the distributions show-
ing a small dispersion relative to their average value,
given by the peak. In Fig. 1 (main plot) we plot h(n)
as a function of q for different values of the index n
and of the degree exponent γ. By fitting the curves in
the range 20 ≤ q ≤ 200 to the theoretical prediction
h(n)(q) ∼ q1/αn we obtain the values for the exponent
1/αn reported in Table I. As we can observe, the agree-
ment between numerical data and the theoretical predic-
tion is reasonably good, becoming better for larger values
of γ. This discrepancy can be attributed to finite-size ef-
fects which, for n = 1, modify Eq. (11). For a network of
finite size N and correspondingly finite maximum degree
kc, one has instead
R(1)(h) =
∫ kc
h
q−γ+1 dq∫ kc
m
q−γ+1 dq
=
h2−γ − k2−γc
m2−γ − k2−γc
. (20)
Inserting this expression into Eq. (13), we obtain (assum-
γ n 1/αn (Theory) 1/αn (Numerics)
2.1 1 0.91 0.778 ± 0.001
2.1 5 0.90 0.673 ± 0.002
2.75 1 0.57 0.563 ± 0.001
2.75 5 0.30 0.267 ± 0.001
3.5 1 0.40 0.404 ± 0.005
3.5 5 0.05 N/A
TABLE I. Comparison between the values of 1/α predicted
by Eq. (18) and obtained by fitting in Fig. 1.
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FIG. 2. Average value of the degree q versus the Hirsch index
of order n = 1 of nodes in a power-law distributed network
of degree γ. Full lines represent the finite-size form Eq. (21),
while the dashed lines have the slope of the asymptotic ex-
pression Eq. (14) (dashed lines have been shifted for clarity).
The size of the network is N = 107.
ing a change of dependency from h(1)(q) to q(1)(h))
q(1)(h) ' hm
2−γ − k2−γc
h2−γ − k2−γc
. (21)
For large γ and N , the factor k2−γc is negligible and we
recover the scaling form in Eq. (14), q(1)(h) ∼ hγ−1. For
small γ, however, one might need a very large N to ob-
serve the final asymptotic regime. This fact is checked
in Fig. 2, where we plot q(1)(h) for different values of
γ, together with Eq. (21) and the scaling form Eq. (14).
In Eq. (21), we impose a maximum degree growing with
network size as kc(N) = N
1/µ, with µ = 2 for 2 < γ ≤ 3
and µ = γ−1 for γ ≥ 3 [22]. As we can see, for γ ≥ 2.75,
the finite-size expression and the scaling form are indis-
tinguishable; that is not the case for γ = 2.1, where the
finite-size form provides a perfect fit to numerical data,
while the asymptotic expression is markedly different.
In Fig. 3 we plot finally the distribution of H(n) indices
for different values of n and γ. They all show a long-tailed
form, compatible with the prediction P (n)(h) ∼ h−γn ,
except in the limit n → ∞ for γ > 3. The theoretical
values of γn predicted by Eq. (19) provide a good approx-
imation to the numerical exponents of the distributions
(see Table II), again with some discrepancies for small
γ. These can be attributed to the finite-size effects dis-
cussed above. In fact, for n = 1, considering the form in
Eq. (21) in the calculation of P (1)(h), leads to the more
complex expression
P (1)(h) ∼ h−γ (γ − 1)k
2−γ − k2−γc
(k2−γ − k2−γc )2−γ
, (22)
which fits remarkably well the numerical data, see inset
in Fig. 3.
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FIG. 3. Main plot: Probability density that a node has n-
th order Hirsch index h, for various values of n and of the
degree exponent γ. Inset: Probability density P (1)(h) versus
h, compared with the finite size scaling form Eq. (22) (full
lines). The size of the network is N = 107.
γ n γn (Theory) γn (Numerics)
2.1 1 2.21 2.378 ± 0.004
2.1 5 2.22 2.494 ± 0.005
2.75 1 4.06 4.16 ± 0.01
2.75 5 6.75 7.75 ± 0.08
3.5 1 7.25 7.57 ± 0.05
3.5 5 52.95 N/A
TABLE II. Comparison between the values of γn predicted by
Eq. (19) and those obtained by fitting in Fig. 3 in the range
10−4 < P (n)(h) < 10−2.
IV. REAL WORLD NETWORKS
The previous results were obtained in the case of un-
correlated synthetic networks. To ascertain the effects
of correlations and other topological features, we pro-
ceed to compute the average h(n)(q) for different values
of n in several real-world heterogeneous correlated net-
works. We consider in particular the following real net-
work datasets:
• Internet AS: Internet map at the autonomous sys-
tem level [23];
• P2P: Gnutella peer-to-peer file sharing network
[24];
• WWW: Notre Dame University Word-Wide Web
graph [25];
• Polblogs: Network of blogs on US politics [26];
• PGP: Networks of users of the pretty-good-privacy
encryption algorithm [27];
5• Email: Email communication network collected at
the Rovira Virgili University [28];
• Facebook: New Orleans regional Facebook network
[29];
• Jazz: Network of collaboration among jazz musi-
cians [30]
The main topological properties of these networks are
summarized in Table III.
Figure 4 presents a scatter plot of h(n)(q) as a func-
tion of q for n = 1 and n = 5, evaluated for these
real networks. Full symbols represent the numerical av-
erages h(n)(q), while the dashed lines represent the av-
erages h(n)ran(q) computed from randomized versions of
the networks, in which correlations have been washed out
by means of a degree-preserving rewiring procedure [32].
From this figure we can observe that, in these heteroge-
neous networks, the averages h(n)(q) follow an approxi-
mate algebraic behavior, in agreement with the theoret-
ical prediction for heterogeneous networks with a pure
power-law degree distribution. The spread of the H(n)
index with respect to its average value is, in general,
apparently smaller in networks with assortative degree
correlations (i.e, with positive Pearson correlation coeffi-
cient, see Table III), as compared with disassortative net-
works (i.e. with negative r) [13]. The range of the spread
changes when increasing the order n of theH(n) index, as
we can see in Fig. 5, where we compute the relative mean
square spreading ∆(n) = (
∑
i[h
(n)
i /h
(n)(qi) − 1]2/N)1/2
for the real networks considered. In this figure we ob-
serve that, in some cases (e.g. P2P), the H(n) structure
becomes more correlated with degree for increasing order
n, as reflected in a decreasing ∆(n), while the opposite
behavior is observed in other cases (e.g. PGP, Facebook,
and Jazz), which show a clearly increasing ∆(n). In the
Network N 〈q〉 κ r nmax βc
Internet AS 10790 4.16 61.30 -0.1938 9 0.0260
P2P 62586 4.73 1.46 -0.0926 36 0.1015
WWW 325729 6.69 40.93 -0.0534 187 0.0105
Polblogs 1224 27.31 1.98 -0.2212 18 0.0160
PGP 10680 4.55 3.15 0.2381 14 0.0590
Email 1133 9.62 0.94 0.0782 16 0.0630
Facebook 63731 25.64 2.43 0.1769 63 0.0090
Jazz 198 27.70 0.40 0.0202 13 0.0285
TABLE III. Topological properties of the real networks con-
sidered: Network size N ; average degree 〈q〉; heterogeneity
parameter κ =
〈
q2
〉
/ 〈q〉2 − 1; degree correlations as mea-
sured by the Pearson coefficient r [13]; maximum Hirsch order
nmax, leading to the node coreness. The critical point βc of
SIR processes in the networks, estimated numerically as the
maximum of the susceptibility [31], is presented in the last
row.
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FIG. 4. Scatter plot (hollow symbols) of the Hirsch-index
of order n = 1 (top plots) and n = 5 (bottom plots) versus
degree q for several real-world networks. Full symbols rep-
resent the numerical averages h(n)(q); dashed lines represent
the average h(n)ran(q) obtained from randomized versions of
the networks.
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FIG. 5. Spread of the H(n) index over the average value
h(n)(q), as measured by the relative mean square spreading
∆(n) = (
∑
i[h
(n)
i /h
(n)(qi)−1]2/N)1/2, for real correlated net-
works.
rest of the networks, on the other hand, the spread of the
H(n) structure is essentially independent of n.
The effects of degree correlations can be gauged in
Fig. 4, by comparing with the h(n)ran(q) computed from
randomized versions of the corresponding real networks.
As we can see, again in some cases (e.g. Polblogs, Email,
Jazz, and to a lesser degree P2P and Facebook), the ac-
tual average values of h(n)(q) are almost indistinguishable
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from the randomized, uncorrelated counterparts. From
inspection of Table III, one can conclude that the effects
of correlations are apparently more strongly linked with
the network heterogeneity, as measured by the κ param-
eter, than to the actual value of the Pearson coefficient
r: The larger κ, the stronger the effects of degree corre-
lations on the H(n) topological strucuture.
In Fig. 6 we finally present the plots of cumulative dis-
tributions of Hirsch indices, P
(n)
c (h) =
∑
h′≥h P
(n)(h)
(in other words, the size distribution of the H(n)-cores),
computed in real networks for different values of n. In
some cases, e.g. Internet AS, WWW and PGP, a very
clear power-law behavior, in agreement with the theo-
retical prediction for uncorrelated networks, is observed.
These three networks are, in fact, the most heteroge-
neous among those considered, see Table III. The other
networks, on the other hand, are more compatible with
an exponential H(n) distribution, as expected from the
theory for essentially homogeneous networks. These ob-
servations are again compatible with the prediction of
a vanishing K-core structure in homogeneous networks
(power-law with γ > 3). In the case of highly heteroge-
neous real networks (Internet AS, WWW and PGP), the
H(n) distribution is quite robust to changes in the order
n. In the particular case of the WWW, the K-core dis-
tribution (n =∞) is essentially equal to the distribution
corresponding to n = 1. For the less heterogeneous net-
works, the P
(n)
c (h) distributions become narrower when
increasing n. The possible exception is given by the Jazz
network which is, incidentally, the smallest one.
V. THE HIRSCH INDEX AS AN INDICATOR
OF INFLUENCE
In recent years a lot of activity has regarded the identi-
fication of influential spreaders in networks [4, 6, 33], i.e.
the nodes which maximize the extent of spreading events
initiated by them. The goal is to find which of the many
possible centralities based solely on the network topology
(such as degree, betweenness, K-core, etc.) is most corre-
lated with the actual spreding power of nodes. In Ref. [9]
it is argued that the Hirsch index H(1) of a node is a
useful tool to quantify node influence for spreading phe-
nomena, modeled by the Susceptible-Infected-Removed
(SIR) epidemic dynamics [34]. This claim is based on
the presence of a maximum for n = 1 in the plot of
Kendall’s τ coefficient as a function of the order n of the
H(n) index considered [9]. Kendall’s τ is a measure of the
rank correlation among two ordered sets and thus used to
quantify the agreement between the predicted influence
and the one observed in simulations. The maximum for
n = 1 implies that the Hirsch index is a better indicator
of influence than either degree (n = 0) or K−core index
(n =∞).
However, Kendall’s τ takes into account the ranking
of all nodes in the network, and therefore its value is
strongly biased by the many vertices which have very
little influence and occupy middle and low positions in
the ranking. This somehow washes out the effect of the
truly highly influential spreaders. In this sense, the im-
precision function (ρ) proposed in Ref. [33] turns out
to be a more precise measure of the predictive power of
centralities. To define the imprecision function, consider
a network of size N , and a parameter ρ in the range
0 < ρ ≤ 1. Let us define S(x)(ρ) as the set of the top
ρN vertices according to the rank given by some central-
ity measure x and S(SIR)(ρ) as the set of the actual top
ρN spreaders, as measured by means of SIR simulations.
This actual ranking of spreaders is based on the average
size of the outbreaks occurring when each node is a sin-
gle isolated seed. The average outbreak size generated
by the ρN most highly ranked nodes according to the
centrality measure x is
Z(x)(ρ) =
1
Nρ
∑
i∈S(x)(ρ)
〈Qi〉, (23)
where 〈Qi〉 is the average size of outbreaks initiated by
node i, as measured by means of SIR numerical simula-
tions. If Z(SIR)(ρ) is the analogous quantity of Eq. (23)
but computed over the set S(SIR)(ρ), the imprecision
function corresponding to centrality x is defined as
(x)(ρ) = 1− Z
(x)(ρ)
Z(SIR)(ρ)
. (24)
If the centrality x perfectly identifies the most efficient
spreaders, then the imprecision function is equal to zero
for every ρ. A large value of (x)(ρ) indicates instead that
the centrality is not a good predictor of the spreading
power of the top ρN spreaders.
We compute the imprecision function (n)(ρ) for var-
ious values of ρ as a function of the order n of the
generalized Hirsch index used as centrality, for uncorre-
lated scale-free networks generated using the UCM model
(with various degree exponents γ). We compare these
quantities with the imprecision function calculated using
the non-backtracking (NBT) centrality [14], (NBT)(ρ) as
an indicator of spreading influence for fixed values of ρ.
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FIG. 7. Plot of the imprecision function (n)(ρ) for UCM
networks with different degree exponent γ and size N = 105,
as a function of the order n of the generalized Hirsch index,
for several values of ρ. The function (n)(ρ) is normalized by
the imprecision function corresponding to the NBT centrality.
The average outbreak size 〈Qi〉 is computed over at least 104
realizations. The value of β is the critical βc for which the
susceptibility has a maximum [31], namely βc = 0.0200 for
γ = 2.10, βc = 0.0650 for γ = 2.75, βc = 0.2005 for γ = 3.50.
The NBT centrality has been recently proven to be a
very good predictor of influence for the SIR model [15].
For comparison, in Fig. 7 we present plots of the ratio
(n)(ρ)/(NBT)(ρ), computed for UCM networks of size
N = 105.
As we observe from Fig. 7, for small values of γ, and
large ρ, it appears that values of n > 0 provide a bet-
ter estimate than the simple degree (n = 0), which is
reflected in a smaller relative value of (n)(ρ). The im-
provement of n > 0 over n = 0 is superior for small
values of ρ, indicating a better performance in pinpoint-
ing the smallest set of most influential spreaders. This
tendency appears to reverse for large degree exponents,
specially at γ = 3.5. In this case, the effect can be under-
stood by the fact that random scale-free networks with
exponent γ > 3 do not possess a K-core structure [20]:
The iteration of the Hirsch index calculation leads thus
to larger classes of nodes with the same index, washing
thus out the possibility of effective prediction. We note,
however, that for every γ and ρ considered, the predic-
tion of the NBT centrality is always better than the one
for any Hirsch index n; the ratios plotted in Fig. 7 are al-
ways much larger than 1 (marked as a dashed line). The
performance of the Hirsch index as influence indicator
steadily worsens when increasing γ.
In Fig. 8 we present the same sort of analysis, per-
formed now for the set of 8 real correlated networks de-
scribed in Sec. IV. It turns out that in some cases (in
particular for small networks and small ρ) the impreci-
sion function has a minimum for n = 1. This means
that the Hirsch index H(1) performs better than both
the degree (n = 0) and the K-core indicator (n = ∞)
in agreement with the findings of Ref. [9]. However the
minimum (if present) is almost always quite shallow, in-
dicating that the improvement with respect to the degree
centrality is small. When comparing the efficiency of the
Hirsch index as influence predictor with the NBT central-
ity, the latter performs usually much better than degree,
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FIG. 8. Plot of the imprecision function (n)(ρ) for real net-
works, as a function of the order n of the generalized Hirsch
index, for several values of ρ.The functions (n)(ρ) are normal-
ized by the imprecision function corresponding to the NBT
centrality. The average outbreak size 〈Qi〉 is computed over at
least 104 realizations (up 106 realizations for small networks).
The value of β is the critical βc for which the susceptibility
has a maximum [31], see Table III.
K-core or generalized H(n) for any n, in agreement with
recent results in a more general context [15]. Exceptions
are the Polblogs, Email, Jazz and WWW networks, in
which apparently the Hirsch index performs better than
NBT centrality for some values of ρ. The first three are
the smallest networks we consider, and thus it remains
possible that this better performance is due to finite size
effects, as the performance of the NBT centrality is guar-
anteed to be optimal only for uncorrelated nets of infinite
size. We explore further the effects of small network size
in Fig. 9, the normalized imprecision function computed
in uncorrelated UCM with degree exponent γ = 2.1 and
different sizes N . As we can see, for the smallest net-
work size N = 102, the performance of the H(n) index is
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FIG. 9. Plot of the imprecision function (n)(ρ) for UCM
networks with degree exponent γ = 2.1 and different size,
as a function of the order n of the generalized Hirsch index,
for several values of ρ. The function (n)(ρ) is normalized by
the imprecision function corresponding to the NBT centrality.
The average outbreak size 〈Qi〉 is computed over at least 104
realizations. The value of β is the critical βc for which the
susceptibility has a maximum [31], namely βc = 0.275 for
N = 102, βc = 0.115 for N = 10
3, βc = 0.046 for N = 10
4.
close to the one of the NBT centrality, overcoming it for
n = 0 (the degree) and ρ = 0.05. It is however clear that,
for increasing N , the performance of the NBT centrality
increases, becoming dominant in the large network size
limit.
The case of the WWW network is particular, due to
the peculiar structure of the NBT centrality it exhibits.
As a matter of fact, in this network the NBT central-
ity is densely localized in a set of around 10000 nodes,
all the rest having a much smaller centrality. This im-
plies that the NBT centrality is a very good predictor
for small ρ, but for larger values one is mixing the local-
ization core with other irrelevant nodes, and the predic-
tive power strongly diminishes, being superseded by the
Hirsch index centrality. We can conclude therefore that
generalized Hirsch indices for any n are not in general
particularly useful tools for the identification of influen-
tial spreaders.
VI. CONCLUSIONS
In this paper, we have presented a detailed charac-
terization of the topological properties of the H(n)-shell
structure introduced in Ref. [9], interpolating, as n grows,
between the degree and the K-shell structure of the net-
work. A theoretical analysis performed on uncorrelated
networks within the annealed network approximation re-
veals that the value of the Hirsch index of order n is
strongly related with degree, in the sense that nodes
within a given H(n) = h-shell have a well defined av-
erage degree with small fluctuations around it. This ob-
servation indicates that the value of the H(n) index of
a vertex is strongly correlated with its degree. In un-
correlated power-law degree-distributed networks, it is
possible to derive in detail the exponents governing the
dependence of the average value of H(n) on the degree
q, as well as the decay of the probability distribution of
H(n) indices. A numerical check confirms the validity of
the theoretical predictions. The presence of correlations
and the quenched nature of the topology complicate the
picture in real-world networks. The analysis of a limited
set of real-world topologies indicates nevertheless that
the strong relation between H(n) index and degree often
remains valid in average. In some cases, however, the
spread of the Hirsch index for nodes of fixed degree q is
larger than the prediction for uncorrelated networks.
Finally, we have shown that generalized H(n) indices
do not possess any special property as indicators of in-
fluential spreaders in large networks, where they are in
general outperformed by the recently proposed NBT cen-
trality. Only for very small networks they can provide in
some cases better performance as influence indicators.
In particular, the performance for n = 1 is only slightly
better than the one of degree centrality.
To sum up our observations, the generalized H(n) in-
dices appear as an elegant mathematical concept to con-
nect the degree of a node with its coreness. However,
their practical application as a topological observable
in network science is diminished by the strong correla-
tion with degree observed in both uncorrelated networks
and many instances of real networks, as well as by their
poor performance, compared to the NBT-centrality, as a
predictor of spreading influence in reasonably large net-
works.
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