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I. INTRODUCTION 
Many difficulties associated with the algebraic eigen­
value problem are due to finite decimal approximation of real 
arithemetic and continued development of computers has main­
tained much interest in this problem. The eigenvalue problem 
is to find those value of À such that the homogeneous linear 
system 
(A - X I) X = (1.1) 
or 
A X = A X (1.2) 
of n equations in n unknowns has a non-trivial solution. Any 
scalar A which satisfies Equation 1.2 for some non-zero vector 
X is called the eigenvalue, latent root, characteristic root, 
or proper value of the matrix, and the corresponding vector x 
is called the eigenvector, latent vector, characteristic vector, 
or proper vector of the matrix A belonging to that eigenvalue A. 
It is obvious that any non-zero multiple of an eigenvector of a 
matrix is again an eigenvector of that matrix. Consequently, 
one may want to multiply an eigenvector x by a scalar a so that 
the norm of the resulting vector ox is unity. Such an eigen­
vector is called the normalized eigenvector, or unit eigenvector. 
From Equation 1.1 it is clear that the matrix A - XI is 
singular whenever A is an eigenvalue of A. This leads to the 
equation 
det (A - AI) = 0 (1.3) 
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Expanding the determinant on the left hand side of Equation 1.3, 
one obtains a polynomial equation of degree n in A, i.e. 
(-l)^A^ + + ... + p^_^À + p^ = 0. (1.4) 
Equation 1.4 is called the characteristic equation of the matrix 
A. From this equation, it is noted that a square matrix of 
order n has exactly n eigenvalues. 
An elementary and straightforward approach to attack the 
eigenvalue problems is to solve Equation 1.4. Unfortunately, 
it is widely believed that this approach is not likely to be 
satisfactory. In the first place, the direct computation of 
the coefficients p^ needs a large number of operations. A 
series of works begun with A. N. Krylov's article were developed 
to avoid the direct computation of pu's and consequently cut 
down the number of operations. Faddeev and Faddeeva (1963) has 
an extensive discussion on this topic. In the second place, 
the evaluation of the roots of Equation 1.4 presents consider­
able technical difficulties, and very often the numerical in­
stability will cause methods to fail and hence become imprac­
tical. Wilkinson (1959) gives a very convincing numerical ex­
ample to illustrate this point. This pathology is not due to 
the failure of algorithms, but due to the algebraic nature of 
the polynomial equation and the limitation of the computational 
facilities. How large an effect can be caused by a perturbation 
is dependent on the distribution of the roots and the degree of 
the polynomial. This becomes apparent when one examines the 
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proof of Ostrowski's Theorem on the continuity of the zeros of 
polynomials. (See Ostrowski, 1960). 
The next two approaches are the transformation methods and 
the iteration methods. The essential principle of the trans­
formation methods is to apply similarity transformations to the 
matrix so that the resulting matrix has a simple form such as 
diagonal form or tridiagonal form, and then to evaluate the 
eigenvalues of the new matrix. This technique is theoretically 
justified by the following well-known fact. 
Theorem 1.1: If the matrices A and B are similar, i.e., B = 
PAP~^ for some non-singular matrix P, then A and B have the 
same eigenvalues. 
Methods of Givens, Householder and Lanczos are in this 
category. Because of the inherent error in the new matrix, even 
if the eigenvalues so obtained are exact with respect to the 
new matrix, they may not be exact so far as the original matrix 
is concerned. As a matter of fact, the inability to self-cor­
rect is a general drawback of the transformation methods. The 
other well-known method in this category is Jacobi's Method. 
It also suffers this same drawback. 
For the iteration methods, the power method and the gradi­
ent method will be discussed. The power method which is based 
on a theorem attributed to Von Mises (see Bodewig,1959) is 
used to find the dominant eigenvalue and its corresponding 
eigenvector of a given matrix. The gradient method which was 
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developed by Hestenes and Karush (1951) is based on the extremal 
theory of eigenvalues of a Hermitian matrix, and therefore is 
used to find the largest and smallest eigenvalues and their 
corresponding eigenvectors. Both the power method and the 
gradient method need to be accompanied by deflation techniques 
if more than one eigenvalue and eigenvector are sought. This 
manipulation eventually creates the same problem as do trans­
formation methods; instead of solving with the original matrix, 
one has to solve with the new matrix obtained by the deflation. 
The inverse iteration method first proposed by Wielandt is 
one of the modifications of the power method. According to 
Wilkinson (1963), this method has proven to be the most success­
ful of the methods used for computing eigenvectors of a matrix 
from accurate eigenvalues. (Also see Fox, 1964). Usually, a 
knowledge about the estimates of eigenvalues is required when 
one applies this method. 
In the case of real symmetric matrices, another modifica­
tion of the power method has been developed by Jennings (1967) 
and Clint and Jennings (1970). They premultiply more than one 
trial vector by the matrix A simultaneously, and then construct 
a so-called "interaction matrix". After applying Jacobi's 
method to the interaction matrix which is also a real symmetric 
matrix, they derive a new set of trial vectors from the eigen­
vectors of the interaction matrix and repeat the whole process 
over until they get the eigenvectors of A. This method is more 
efficient for the problems when only a few of the dominant 
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eigenvalues arid eigenvectors are required and when good esti­
mates of the eigenvectors are available. 
Another new approach which also keeps the matrix under con­
sideration unchanged during the process of computation was 
pioneered by Lambert and Sincovec (1968), Sincovec (1967, 1968) 
and by Erisman (1967, 1969). The algorithms which they con­
struct to evaluate eigenvectors and eigenvalues of a matrix, 
Hermitian or non-Hermitian, are based on the following theorem. 
Theorem 1.2: (See the above references). For an n x n complex 
matrix A and n-dimensional non-zero vectors x and y, Axy* = 
xy*A if and only if x is a column eigenvector of A correspond­
ing to an eigenvalue % of A and "y* is a row eigenvector of A 
corresponding to the same eigenvalue 
In view of Theorem 1.2, a residual matrix is defined by 
R = Axy* - xy*A, 
and it is concluded that R is a zero matrix if and only if x 
and y* are the column and row eigenvectors of A corresponding 
to the same eigenvalue of A, respectively. A very brief account 
of these methods can then be described as follows: 
For a pair of starting vectors XQ and and for m = 0, 1, 
2, ..., find a pair of correcting vectors ^  and such that 
the new vectors 
^+1 = ^ 4 
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are "better" approximating column and row eigenvectors than 3^ 
and y * in the sense that the norm of the residual matrix is 
m 
reduced. That is, in symbols, 
which is theoretically supposed to be zero. 
The work of this thesis is mainly in this same direc­
tion. Some of the theorems in the above references will be 
reconditioned or reproved for rigorous completeness. The 
algorithms proposed in this thesis are designed for real sym­
metric matrices when all the eigenvalues and eigenvectors are 
sought, and no estimates of eigenvalues or eigenvectors are 
required in advance. Because the work of this thesis is con­
cerned with real symmetric matrices, the theorem on which the 
algorithms are based is the following theorem, an equivalent 
form of Theorem 1.2 in the case of real symmetric matrices. 
Theorem 1.3 : For an n x n real symmetric matrix A and an n-di-
mensional non-zero real vector x. Ax = (x'Ax/^'x)x if and only 
if X is an eigenvector of A. Furthermore, the Rayleigh quotient 
of A with respect to the eigenvector 3c is the corresponding 
eigenvalue. 
Repeat this process until I f  R j |  attains some preassigned tolerance 
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The equivalence between Theorem 1.2 and Theorem 1.3 in 
the case of real symmetric matrices follows immediately from 
the equality 
norm for matrices. 
No attempt has been made to discuss all the knoivn methods 
which are used to solve the algebraic eigenvalue problem. In 
fact, only a few methods which either directly associate with 
or indirectly motivate the algorithms developed in this thesis 
are mentioned. Faddeev and Faddeeva (1963) gives a fairly ex­
tensive coverage on those methods prior to 1959. Wilkinson 
(1965) is devoted to those methods with which he has extensive 
practical experience; mostly the work he and a few contemporar­
ies created after 1958. Fox (1964) serves as a very good in­
troduction to Wilkinson's treatise. Both Householder (1964) 
and Faddeev and Faddeeva (1963) give a very detailed bibliog­
raphy. Hopefully, this will justify the incompleteness of the 
literature review and the bibliography in this thesis. 
where 
r = Ax x'Ax 
x'x 
and II ... II denotes the Euclidean norm for vectors and Schur 
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II. CONVERGENCE THEOREMS AND NOTATION 
Unless otherwise -'ted, A will denote an n x n real sym­
metric matrix and all " vectors considered will be in the 
n o r m e d  r e a l  E u c l i d e a n  n - s p a c e  V .  T h e r e f o r e ,  t h e  s y m b o l  | |  ... 11 
will denote the Euclidean norm for vectors and the spectral 
norm for matrices. That is, 
l lx II = (x'x)^/^ for X €V. 
IIB II = sup ^ j| for arbitrary n x n real 
W  I I " "  
matrix B. It is well-known that 
IIbII = [P(B'B)]^/2^ 
where P(B'B) is the spectral radius of the matrix B'B. (See 
Varga, 1963). In particular, if B is a real symmetric matrix, 
then 
II B II = P(B). 
The symbol ||... will denote the Schur norm for matrices. 
That is, 
B 11 = [Tr.(B'B)]l/2 
for arbitrary n x n real matrix B. Contrary to the notation in 
Chapter I, the letter R will, from here on, denote the set of 
all real numbers exclusively. Of those vectors in V, the set 
of all the unit vectors will play an important role in this 
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thesis and thus will be denoted by S. In symbols, 
S = •{ X I x€V and N x II = l} (2.1) 
\ ^ 
Definition 2.1: The vector r defined by r = Ax - >x is called 
the residual vector of A corresponding to the vector x and the 
scalar A. In the case that A = Cx'Ax)/(x'x), the Rayleigh 
quotient, r will be simply called the residual vector of A 
corresponding to x. 
The following theorem and Theorem 1.3 suggest a possi­
bility for computing eigenvalues and eigenvectors of a real 
symmetric matrix by norm reduction. 
Theorem 2.2: (See Wilkinson, 1963). For the residual vector 
^ of a real symmetric matrix A corresponding to a unit vector x 
and a scalar X, there exists an eigenvalue of A such that 
I \ - 1^ < li r ||. 
Furthermore, if ^ for then there exists a 
unit eigenvector corresponding to such that 
- 511 <{il^ Ml - (1 - 1/2 
where the parameter s is the minimum separation of the eigen­
values of A. 
In the following part of this thesis, a sequence of unit 
vectors jx^will be generated in a special way. The notation 
defined below pertains to this sequence of vectors and will 
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greatly simplify the development and presentation of the meth­
ods proposed. For each m = 0, 1, 2, let 
% = % 
Om = A - "ml 
( 2 . 2 )  
(2.3) 
where I is the identity matrix. 
m^ " ^ ra^ m m^^ i m 
^m+ ^  = Om=m+l' 
(2.4) 
(2.5) 
Note that is a real symmetric matrix, too. A direct com-
\ 
put at ion gives a very simple relation between and r^_^ 1^. 
i 2 
^m+l 1 
~m+ J 
That is, 
i o ! V no 2 
= " ( ^"m+1 " ^'m) * 
The above equation implies that 
< 
( 2 . 6 )  
"m+1 I ^m+ J (2.7) 
It is worth noting that inequality 2.7 is an immediate conse­
quence of the following well-known fact. 
Theorem 2.3: For an n x n complex matrix B, and any non-zero 
vector X, let F be a real-value function of a complex variable 
defined by 
F( fjL ) = II Bx - ^  X i l  2  
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where jj ... Il is the Euclidean norm, then the minimum of F is 
attained at p = (x*Bx)/(x*x). 
Let denote the change vector between and That 
I S ,  
X m+l t ) / | l  ^ m ^ ( 2 . 8 )  
The question is: What should g be so that x is a "better" 
°m m+l 
approximation to some eigenvector of A than x^ is in the sense 
that the associated residual vectors satisfy the relation 
'm+l r m (2.9) 
It is important to note that from inequality 2.7 the condition 
^m+ J r m (2 .10)  
is sufficient for the inequality 2.9. This fact is particularly 
significant when one can find ^  from 2.10 instead of 2.9; the 
former involves only quadratic and linear terms of while the 
latter involves also quartic and cubic terms of More spe­
cifically, the expressions of [j r^^^ jj and 
""m+l in terms of 
th the vectors in m step are as follows : 
'm+l 
^m^ 1 
2 
-i. t 
^m + Sml 
2 ^^m+I -/^m) 
(2.11) 
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4 + 1  
r_ 
m ^ Vni 
+ Sa 
(2.12) 
where 
H-
* t) ' *(4. + 3m) 
m+1 (2.13) 
The next theorem will impose the restrictions on "{^ j- so 
that the corresponding sequence j| r^ will converge to zero. 
Lemma 2.4: Let 
JU (x) = x'Ax, 
then ^ is a continuous function, 
Proof : Since 
- ju(y) 1 = I x'Ax - y'Ay 
= l(  X' + y')A(x - y) 
< 1 1  X  +  y  iU IIII X  y 
< 2 A 
A 
X - y 
hence u is a continuous function. 2.E.D. 
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Lemma 2.5: Let 
N: S > R 
N(x) = II Ax - jM (x)x 
then N is a continuous function. 
Proof: It follows immediately from Lemma 2.4 and the fact 
that the EXiclidean norm is a continuous function. 
Theorem 2.6: For a given vector x^ 6 S and a given n x n real 
symmetric matrix A, suppose that there exists a function G 
defined by 
G: S ) V 
G(x) = g 
and satisfying the following conditions: 
(C.l) G is continuous. 
(C.2) x'g = 0 
(C.3) 2g'Or + jl Qg 11 ^ < 0 whenever x é S is not an eigenvector 
of A. 
(C.4) G(x) = 0 whenever x 6 S is an eigenvector of A. 
Then, if the sequence is obtained by the recursive formula 
2.8 with g^ = G(x^) , the associated sequence |^)| r^ |1 J-obtained 
from 2.2, 2.3, and 2.4 converges to zero. 
-A 
Proof: If x^ is an eigenvector of A for some m, then r^ = 
0 by Theorem 1.3, and thus {| j =0. From condition C.4, 
^m ^ 4n+l ^ ' which implies that || r^ || = 11^^+1 II = There-
14 
fore , "{il r^ If J converges to zero. 
If contains no eigenvectors of A, then 
ii'Qr * |lQgl|2<0 (2.14) 
always holds by condition C.3. From condition C.2, Equation 
2.12 can be rewritten as 
I r 
m+ J 
j 12 
" ^  2g^ 'Vn.. ^  m 
1 + l i t  II '  
(2.15) 
2.14 implies that 
1 '  r m 
or 
^m+ J 
r 
m 
(2.16) 
As already shown in the paragraph before Lemma 2.4, the last 
inequality implies that 
1 ^m+1 < 
Therefore, the sequencer^ {]J-is monotonie decreasing and is 
bounded below by zero. Consequently,-fjj ^  jj! converges. 
= L 7 0 Let lim 
m-^ GO 
r 
m 
Suppose that L>0. Since S is sequentially compact and-j^x^^CS, 
there exists a convergent subsequence such that 
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lira X, = y é S. 
k-^OD ^ 
The corresponding subsequence -^j| r^ {{j of the convergent sequence 
r^ j|l convergea to the same limit L. By Lemma 2.5, 
N(y) = lim Ij r, || = L>0. 
k^OD ^ 
By Theorem 1.3, it is concluded that y is not an eigenvector of 
A. Therefore, from condition C.3, 
2G(^'Qr + llQG(y) II ^ <0 (2.17) 
where 
Q = A - /jCy) I, (2.18) 
r = Qy. (2.19) 
On the other hand, it follows from 2.7 and 2.15 that 
= lim 11^^,2 
k 00 
k->Qo 1 +11 G(xj^) II ^ 
By condition C.l, Lemma 2.4, and Lemma 2.5, the last limit be­
comes 
,2 , + 2G(v' )0r + || OG(v) !1 ^ 
1 + WG(#)|| 2 
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where Q and r are defined by 2.18 and 2.19, respectively. From 
2.17, the last inequality implies that 
This is a self-contradiction. Hence L = 0. £-^.0. 
Remarks : 
(1) Because Theorem 2.6 is essential for the algorithms in the 
next two chapters, the four conditions on the change 
function G will be discussed many times and thus will be 
referred to as condition C.l, condition C.2, etc. in the 
rest of this thesis. 
(2) In practice, condition C.4 can be neglected, since the 
process of computation will stop or start a search fci-
another eigenvector anyway when the residual nonr. meets 
a certain termination criterion which is defined in Chapter 
III. 
(3) The inequality in condition C.3 can be replaced by a less 
restrictive condition 
2g'Q"llQgP<l|riri|gP (2.20) 
This new condition will be referred to as condition C.3'. 
Note that the inequality 2.20 is equivalent to 2.16 when 
condition C.2 is satisfied, because 2.16 can be written 
as 
17 
iiiii^ i^ 4dlsiE<||#||2. (2.21) 
1 + i l  g II 
(4) Condition C.3 or C.3' is the most active condition of the 
four to reduce the residual norm. Cases where condition 
C.3 or C.3' is violated will be discussed in each indi­
vidual algorithm later. 
Observing that there exists a convergent subsequence ^ x^ 
of the sequence "1^ x^j^ in the proof of last theorem, one question 
comes to mind: Does x^j- converge? The next theorem gives an 
affirmative answer to this question. 
Lemma 2.7: Let E^, E2, ..., be non-void closed subsets of S 
such that E^-HEj = 0 for i ^ j. If F and N are two continuous 
function such that 
F: S > S 
N: S ) R 
\ I I F(x) = x on U^^j_ 
£ 
N(x) = 0 on U -_T E. 
_L —J_ ± 
z 
N(x)> NTfCx) ] > G on S - U£=]_ then there exist mutually 
disjoint open sets K^, K^, ..., K. such that for each i = 1, 2, 
... , , 
E^CK^ and F(K^)CK^ 
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Proof: Since S is a T^-space, there exist i mutually dis­
joint open sets L^, such that 
E^CL^, i=l, 2, 
For each i, let 
= L^riF"^ (L^). 
It follows from the continuity of F that M^'s are open sets. 
Moreover, all the M^'s are mutually disjoint and non-void. Let 
£ 
H = s M.. 
Obviously, H is a non-void compact subset of S. Since N is a 
continuous function and N(x)>0 for all x 6 H, there exists 
^ = min I N (5^ j > 0 
x6H 
Let M = j X I X 6 S, N(x)<6 j. Observe that M is open and 
For each i = 1, 2, ..., £, define 
= MDM^. 
Clearly, are mutually disjoint open sets. Fur­
thermore, N(3^ = 0 onU^-jL implies that 
MDE- i = 1, 2, and F(x) = x on(J._, E-J- 1—J. X 
implies that 
E^ i = l,2, — , 
19 
Hence for i = l, 2, —, 
For each i, x é > x ^  M 
^ N(x) < € 
-^N[F(x) ] <N(x)< 6 
:^F(x)é M. 
On the other hand, since F(M^)C F[F"^(L^) 
xéK^==^ F(x)6L^. 
\ \ I 1"^  
Therefore, x é - > F(x) € MHL^. Since and 
M^n Lj = 0 for i / j, it is concluded that F(x)€ = K^. 
Consequently, F(K^)CK^, i = 1, 2, —, Z. £*JË-D. 
Theorem 2.8: Under the same hypothesis of Theorem 2.6, if the 
eigenvector y to which the subsequence-^ Xj^| converges belongs to 
a simple eigenvalue, then x^jconverges. 
Proof: Let denote all the distinct eigen­
values of A and E^, Eg, .., E^ denote the projections of the 
corresponding eigenspaces on S. Define a function F by 
F: S > S 
F(x) = (x + G(x))/ i j  X + G(x) II , 
the sequence-^x^lcan then be formed by the recursive formula 
^+1 = 
20 
Define a function N by 
N: S ^ R 
N(x) =11 r II. 
Observe that all the hypotheses of Lemma 2.7 are satisfied. 
Therefore by Lemma 2.7, there exist mutually disjoint open sets 
, K2, —, such that 
E^CK^ and F(K^)CK^, i = 1, 2, ..., 5. 
Since y is an eigenvector, y must be in one and only one of the 
E^'s. Without loss of the generality, y is assumed to be in E^. 
By the hypothesis that y belongs to a simple eigenvalue, it fol­
lows that 
_ • - . Since Ixm x, = y 
k-^OD ^ 
there exists such that 
k > kg / ^ • 
Therefore, from the result of Lemma 2.7, 
> ^ 0 '' 1^* 
From Theorem 2.6, j^ll I!j" ^ 0, and thus by Theorem 2.2, 
II - y II > 0 as m ^ 00. That is, 
{^ m]  ^y 2-E.D. 
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III. ALGORITHMS OF TYPE I 
In order to simplify the notation, the subscripts on x^, 
yU^, will be omitted when their meaning is clear from 
context. The main portions of this chapter and the next chap­
ter are devoted to the development of the algorithms, or 
equivalently speaking, the formation of the change vector g. 
The first approach to form g is to construct a direction 
vector Ti for g first, i.e. 
g = t Î1, (3.1) 
and then optimize the scalar t. 
4. Choice of the Direction Vector h 
Since the basic idea of the methods is based on the norm 
reduction, it might look natural for one to choose the gradient 
of the norm function |i r jj ^  of x as the direction vector h. 
At least, it is the best local direction one might be able to 
choose. 
Lemma 3.1 : If f: V > R 
f(x) = x'Ax 
then the directional derivative of f in the direction y is 
= 2v'Av 
3y 
^ x y, 
where y is an arbitrary vector of length 1. In particular, 
3(x'x)/^y = 2x'y. 
22 
Proof : 3f(x) 
TT 
= lim + ty) - f(x) 
t -> 0 ^ 
: lim (2x'Ay + t y'Ay) 
t 0 
: 2x'Ay. D. 
Theorem 3.2: Let 
N: V » R 
N(x) = X x'x 
X / # 
X = Û 
then the directional derivative of N in the direction y is 
|| = Zx'Q^y 
dy 
where y is an arbitrary vector of length 1. Consequently, the 
O \ \ 
gradient of N is 20 x or 2Qr. 
Proof: The function N can be expressed as 
NCX) = X'A% -
x'x 
9N _ o^T 2(x'Ax) * 2x'Ay * x'x - (x'Ax)^ * 2x'y 
x'Ax Let JU = 3-3-, then the above directional derivative becomes 
x'x 
^ = 2x'(A^ - 2JJA + I)y = 2x'Q^y. 
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Since y is of length 1, the ûiaxîrâum rate of change of N is 
2-i 
attained when y is parallel to Q x or Qr. Consequently, the 
gradient of N is 2Qr. 
In order to satisfy the condition C.2, the component in 
the direction x has to be removed from the gradient direction 
Qr, Therefore ^  will be chosen as 
è = Qr -II r l |2 X .  (3.2) 
Note that 
= 0 (3.3) 
••Qr = II Qr r 4 = ihl|^ (3.4) 
From the equalities 3.1, 3.3, and 3.4, the inequality in 
condition C.3 can be written as 
2 II Till 2 t +11 qT^II ^  <0. (3.5) 
Thus the condition C.3 can always be satisfied for some choice 
of t if and only if j{h||^ 0. The following theorem shows what 
can be obtained when the algorithm comes to a stationary point 
due to the failure of the erudition C.3. 
Theorem 3.3 : If x is not an eigenvector of A and j{ Ti }| = 0, then 
r + II rli X and r - ll r II x are two eigenvectors of A corresponding 
to the eigenvalues jJ + || "r li and ju - II ^ 11 , respectively. 
Proof: If X is not an eigenvector of A, then by Theorem 
1.3 r / Thus r + |l r II x and "r - II "r II Sc are non-zero vectors, 
for 
24 
Il r  +11 r l lx  2 _ K O .  
—^ 11 —^ 11 —^ 
r - 11 r 11 X = 2 r / 0. 
Recall that r = Qx, Ti can be expressed as 
= (q2 -  l! r  P I)  X 
=  ( Q  i - l i r l l  I ) ( Q  -  i l r l l  I ) x  
= (Q + llr I ) ( r  - Il r  %) 
Hence, Ti = implies that 
A(r -
Similarly, express li as 
x) = (^-llril)(r r  II x) 
^ = CQ - Il rll I)(Q +11 r II I)x 
= (0  - l ! r l l l )C? +11 r l l  x ) .  
Then, h = it implies that 
A(r +11 rll x) = (jU + llr | | ) ( r  +11 r l l  x)  ^.E.D. 
B. Choice of the Optimal Scalar 
It is expected that the algorithm which is to be developed 
in the next section will come to a stationary point when 
If this situation occurs, then by Theorem 3.3 either the current 
is an eigenvector or both ^  - Il ^  II x and ^  + II ^  II x are eigen­
vectors. Note that no cases other than Tx = will bring the 
algorithm into a stationary point. Therefore optimization of t 
X  
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is needed only when Ti / and this restriction will be assumed 
throughout the rest of this section. 
Theorem 3.4: If "È / then Qh / 
Proof: Suppose to the contrary, Qh = ^ then 
i l h  F  =  T ^ ' Q r  =  0 .  
This is a contradiction to the hypothesis that h / H. 
To determine t so that 3.5 is satisfied, one would want 
to minimize the quantity on the left hand side of 3.5. It is 
easy to find that 
t = -  III? IP/  11^ (3.6) 
This number is well-defined due to Theorem 3.4. With such a 
choice of t, the condition C.3 is satisfied, because 
2g'Qr +llQg l | 2  = 2t I ^'Qr +  I I  Çhll ^  
=  - i l  h l l  V  l l g h l I ^^O. (3.7) 
C. Construction of an Algorithm 
Define a function G by 
G: S > V 
G(x) = t (Qr-ll^ll^x) (3.8) 
where t is defined as that in 3.6. Clearly, G is continuous at 
those X for which Ti / and condition C.3 is satisfied at these 
points. Conditions C.2 and C.4 are satisfied because of the 
nature of Ti. 
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With a function G defined as above, a sequence j 3^ j of 
approximating eigenvectors will be constructed by the recursive 
formula 
4-1 = + 6(x^) II 
and an algorithm is then constructed as follows: 
Algorithm _I 
Step 1: Choose initial unit vector X Q -
Step 2: Calculate the Rayleigh quotient fJ = x'Ax. 
Step 3 : Form the matrix Q = A - JÀ1 
Step 4: Calculate r = Qx. 
Step 5: Test j j r  | j £  
If yes, X and jU will be accepted as an eigenvector and 
eigenvalue of A. Otherwise, continue with Step 6. 
Step 6: Calculate direction vector h = Qr - II r il ^x. 
Step 7: Test II h 11^ é 2» 
If yes, r + î l r II x and r - II r l lx are accepted as eigen­
vectors, and llrjland JU - || r l| as corresponding eigen­
values. Otherwise, continue with Step 8. 
Step 8: Calculate optimal scalar t = - II1^ Il II QÏi || 
Step 9: Form change vector g = t Tx. 
Step 10: Construct = (x + ^)/|l x + g II . 
Repeat from Step 2 until Step 5 or Step 7 is satisfied. If 
more eigenvectors are sought, then begin with Step 1 again 
choosing the new starting vector XQ orthogonal to eigenvectors 
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already found. 6 ^  and 6^  are two preassigned positive numbers 
and must be chosen with great care. 
D. Choice of Tolerances 
The residual norm |l r II has been adapted in this thesis to 
measure the accuracy of the approximations to eigenvectors and 
eigenvalues. From the mathematical point of view, the smaller 
the choice of 6^ >0, the better. In practice, due to the 
limitation of the computer, é ^  should not be smaller than a 
certain number which is very dependent on the individual com­
puter precision. For the double precision floating-point 
arithemetic on the IBM 360/65 computer which is employed in this 
thesis, this number is calculated by the formula 
10-lG n A LLG. (3.9) 
How this formula is derived is not the main concern of this 
thesis and will appear in Appendix A. The choice of € ^  is 
usually dependent on the choice of 6^ . In order to have the 
eigenvectors obtained in Step 7 satisfy the same criterion in 
Step 5, a current relation between €^  and should be charac­
terized. 
Suppose that y is one of the normalized eigenvectors ob­
tained in Step 7. That is. 
Let À = y'Ay 
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= iCjU+ 2x 'Ar / i i  r l l  +  r 'Ar / l l r l |2 ) .  (3.11) 
From 3.2, 3.3, and the fact that x'r = 0, 
1-^ 2-^ rk Ar=jUr+ilr|| x + n 
r 'Ar  =ju l l r  F  + 
r 'Ax = l l r  
(3.12) 
(3.13) 
(3.14) 
Substitute 3.13 and 3.14 into 3.11, 
fji + 2 II rll + jU + r'T /^llrll ^ ) 
From 3.10, 
-  '  (  f ' I I  r l l  > = < 1  
r  
(3.15) 
(3.16) 
i?r IT 
1 
"2 
(3.17) 
Hence, it follows from 3.15 and 3.17 that 
y -  Xy l i  ^  =  IIAY l l  2  -  %% Ay 
=  i i  
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< 
1^ 
h 
z 
2 
or 
Ay Ay (3.18) 
Therefore, when 
È||<j2 #11 é 
the residual norm of vector y meets the criterion, 
relation 3.19, the 6^  will be chosen as 
(3.19) 
From the 
62 =^l rIK. (3.20) 
E. Complete Eigenvalue Problems 
After the first eigenvector is determined, a different 
starting vector will be selected with the hope that the sequence 
|x^ ]will converge to a different eigenvector. In fact, it is 
known from Theorem 2.8 that if the starting vector is selected 
from some neighborhood of a different eigenvector, the sequence 
so obtained will converge to that different eigenvector. In 
the case where the knowledge of eigenvectors can not be assumed, 
the algorithm in Section C can still prevent the sequence { 3^ } 
converging to those known eigenvectors by selecting a starting 
vector from the space which is orthogonal to all the known 
eigenvectors. The following theorem will give theoretical 
support to this point. 
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Theorem 3.5: Let u^ , Ug, •••, (k<n) be k unit eigenvectors 
of A and let E denote the space orthogonal to the space spanned 
by U2, For each m, if 6 E then 6 E where 
is obtained by Algorithm I. 
Proof: Let U = (u^ , Ug, i^ ) be an n x k matrix and 
jk 
be the eigenvalues to which u^ , Ug, ... Uj^  be­
long, respectively. Then 
U'Q^  = DU' 
2 
where D is a diagonal matrix with diagonal elements - ju ) , 
(^ 2 - , .. . , - ju)^ . Since x6E, U'x = Û and thus 
U'h = U'CQ^ x -llrll 
= U'Q^x - llr II ^U'x 
= DU'x - II r II U^'x 
= 1?. 
Hence Ti € E. Since is a linear combination of x and 
x^ l^ 6 E. 2.'^ -^ ' 
For the choice of starting vectors, Sincovec (1968) sug­
gests a method of selection. Although in many cases his meth­
od does not prove to be the favorable choice as far as the rate 
of convergence is concerned, it is a method which always works 
out. 
31 
F. Rate of Convergence 
Because A is real symmetric, the existence of a complete 
set of orthogonal eigenvectors can always be assured. Let-|u^ , 
Ur,, .. . , u^  ^denote the orthonormal eigenbasis for the space V 
and ..., denote their corresponding eigenvalues. Let 
x^ y be a sequence obtained by Algorithm I for some ini+^ ial 
%Q . rKJL CCIV^IL III, vector x« For each m, x may be uniquely represented in the 
form 
X = 2 u.. (3.21) 
m i^ l 1 X 
With the subscripts m on x^ , r^ , ^ t^ , and omitted, 
the next interate will be of the form 
x +^2. " ^ - M - II r li u^  (3.22) 
where t is defined as 3.6 and d = 1/II x + ^ |{ . 
For simplicity, it will assumed throughout this section 
that the eigenvalues are all distinct. It follows from Theorem 
2.6 and Theorem 2.8 that the algorithm begins to converge to 
an eigenvector after a certain stage. Consequently, it can be 
assumed thatjjU^ j > { x^ ] > u^ , and / 0. By Theorem 
2. 2 ,  
(>^]_ - /J )^ - II r IP < 0. (3.23) 
The inequality 3.23 with 3.6 implies that 
t[C\ -jU )^ - II r p] > 0. 
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Now, the expression 3.22 can be rewritten as 
J ^ n a - 1 + t [ (X. - )^  - 11 r II  ^] 
m^+1 - + ,2 — —2 i=2 "11+ t[C\ -)jr -
1^ "• .=2 - ^ i)^ i 
where k = da + t[a^ - JW)^ - II r II 2] j> 
-t[(X^  - jj")^  - (A- -jU )^ ] b. = = ^ 
 ^ 1 + t[(À^  - jm )^  - ?Fi 
(3.24) 
(3.25) 
Note that b^ >0 since (A.^  - jU )^  > (À^  - jU )^  for i / 1. From 
3.25 an upper bound for b^  is obtained. 
2 
b.. < h Q 11 , i / 1. (3.26) 
From 3.24, if 0 2 for all i / 1, then the components of x 
A in the directions Ug, u^ , ..., u^  will decrease stably. By 
3.26 it would be desirable that 
111 <- (3.27) 
On the other hand, it can be easily shown that 
C " 2 
r2 - T y 1 1 Qh 
(3.28) 
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In general, condition 3.27 holds. However, it is advisable to 
choose t = P* j|^  j| 11 Qh jj  ^for some P satisfying -1< P < 0 in 
case condition 3.27 is not satisfied. The symptom, of this 
} •  situation is the oscillation of the sequence 
Assume that the scalar t is so chosen that it satisfies 
the condition 
F 
< -t< (3.29) 
then a lower bound for b^ 's can be obtained from equation 3.25. 
[s^ - C\ -jU)^]/||Q|p 
^i ^  . . .rll-^112 % -7T 1 + 2[|| r|| " - -jU) ]/|| Q 
s^  - C\ -
Q P + 2[|| r II ^ - C\ -}i )^J (3.30) 
where the parameter s is the minimum separation of eigenvalues. 
That is, 
(3.31) 
Hence the rate of convergence is at least as good as (1 - b) 
where 
m 
b = 
s^  - - jU)2 
q|P+ 2[ II r|| 2 -jU )^ ] (3.32) 
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G. Variations of Algorithm I 
In the final stages of the process the scalar t can be 
chosen as a constant in some optimal way. From 3.29, this con­
stant t should satisfy the condition 
-2{3-^ <t < 
where (3 Is the distance between the largest and the smallest 
eigenvalues of A. 
Another way to choose the optimal scalar is to consider 
condition C.3', which suggests to find the t so that jj "r _1 
is minimized. For each ^  as defined in 3.2, 
expanded as a function of t. That is. 
r 1 
m+ JI can be 
f(t) = II r IP + 2t| É 
1 + 1 h 1 2 
(3.33) 
:s derivative is 
f'(t) = 
2(Cq + C^ t - CQ t^ ) 
(1 + Gq t2)2 
(3 .34)  
where Gq = !l 
C, = II Qh (3.35) 
With the same reason mentioned in Section B, h / 0 will be 
assumed, and consequently Gq>0. It can be shown that f has the 
following properties: 
(1) f is continuously differentiable. 
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(2) f(t)-»||Qh II h IP as t > - OD 
Note  that ||0h|P ^  l l^ l l  2  ^  ^  (3.36)  
h T-»'" -c-Q 
(3) f has two critical points at 
ti = (Ci + Jc^  + 4c3)/2cg and 
t2 = (C^  - Jc^ + 4cg)/2c2 
= -2CQ/(C^ + JC^ + 4CQ) (3.37) 
(4) f is increasing in the neighborhood of the 
point ( 0 , l i r j | ^ ) ,  since f  '  ( 0 )  =  2 CQ > 0 .  
The graph of f, dependent on the sign of C^ , is shown in 
Figures 3.1, 3.2,  and 3.3. 
It is apparent from the above graphs that the minimum point 
of f is at t2 no matter what the sign of is. Hence the 
optimal scalar will be chosen as 
-2CL 
t = 
Cl +/, 
(3.38) 
2 1 
In general, this variation slightly improves the amount of norm 
reduction. 
Another variation is to choose the residual vector as the 
direction vector. In this case 
 ^= r (3.39) 
t = -(r'Qr)/|| Or P (3.40) 
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Figure 3.1. C, > 0 
(0. llTiO 
Figure 3.2. C 0 
é 
(0.11% 
-
Vi»0 
U t. ' A 
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Figure 3.3. C^ < 0 
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The advantage of this method is that it requires n + n less 
multiplications than Algorithm I does. However, the convergence 
to an eigenvector is not always guaranteed. There is a sta­
tionary point for the algorithm when r'Qr = 0 which, unfortu­
nately, brings no discovery of any eigenvector. It seems that 
switching to the other algorithm is the only choice when this 
situation occurs. 
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IV. ALGORITHM OF TYPE II 
The second approach to form a change vector 'g is to search 
for a vector in the orthogonal space to x so that the left hand 
side of the inequality in condition C.3 is minimized. 
A. Development of the Linear System 
Let"|p^ , P2, an arbitrary orthonormal basis 
for the space orthogonal to x. Select the change vector g from 
this space, then g has the following representation; 
g = a^ p^  + CgPg + ... + (4.1) 
-A. 
Clearly, x'g = 0, which satisfies condition C.2. The change 
vector g can be considered as a function of n-1 real variables 
1^' °2 ' '**' °n-l so is the expression in the left hand 
side of the inequality in condition C.3. Designate this function 
by f. That is , 
f(a^ , ... a^ _^ ) = 2g'Qr + l l çg  l| ^  (4.2) 
From the nature of function f, it can be easily shown that f 
has a minimum point at which the following linear simultaneous 
equations are satisfied. 
=0 i = I, 2, ..., n-1 (4.3) 
a 
A simple computation will give the following expressions. 
= 2(x' + g')Q^ P-, i = 1, 2, ..., n-1 (4.4) 
3 "i  ^
39 
Therefore the linear system 4.3, in terms of the matrix nota­
tion, has the form 
Cx' + g')Q^ P = (4.5) 
where P = (p^ , "p^ , ..., is an n x (n-1) matrix and 0 is 
an (n-1)-dimensional zero vector. Recall that x'x = 1 and x'g 
0, so that an additional equation is obtained, 
(x' + g')x = 1. (4.6) 
Combine 4.5 and 4.6 into a single linear system of n equations. 
Then 
(x' + g')(Q^ P, x) = e^ ' 
or 
+ S) = (4.7) 
where is the last column vector of the identity matrix of 
2 
order n and (Q P, x) is an n x n partitioned matrix. 
On the other hand, it is known that the partitioned matrix 
(P, x) is orthonormal since-j^ p^ , p^ , ..., x^  is an ortho-
normal set. Therefore, 
(P, x) ^ j = I (4.8) 
or PP' + XX' = I (4.9) 
Premultiply both sides of 4.7 by the matrix (P, x), then the 
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resultant equation is 
(PP'Q^  + ïœ')(x + g) = X (4.10) 
From equation 4.9, the above equation can be rewritten as 
[(I - 3ac')Q^  + 30c ' ] (x  + g) = X, (4.11) 
which is independent of the choice of the basis for the space 
orthogonal to x. 
It is essential that there is no need to construct a basis 
for the change vector g. Frequently, the construction of a 
basis requires a large number of operations. 
To determine the change vector g, one then has to solve 
the linear system 
H(x + g ) = X (4.12) 
where H = (I - Q^ ) (4.13) 
2 2 
= Q + xx' - xx'Q (4.14) 
B. Construction of an Algorithm 
That the matrix H defined above is non-singular will be 
assumed throughout this section. Theorem 4.2 and Theorem 4.3 
will show when this assumption holds. To manipulate the linear 
system 4.12 into some other forms, the following lemma (see 
Bodewig, 1959) will be used repeatedly. 
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Lemma 4.1: If C and C + D are non-singular matrices and if 
D = ab', then 
det (C + D) = Pdet C 
and (C + D)"^  = - C"^ DC"^ /P 
where P~ 1 + ^ 'C"^ a. 
Furthermore, if C is singular, then 
det (C + D) = b'(adj C)a. 
Theorem 4.2: If Q is non-singular, then so is H. 
2  ^\ 2 Proof: Since H = Q + xx' (I - Q ), it follows immediately 
from Lemma 4.1 that 
det H = p-det = P(det Q)^  / 0, where 
P = 1 + x'(I - Q^ )(Q^ )"^ x 
= IIq'^xII 2 / 0. ^.E.D. 
— 2 For simplicity, let W = Q , then 
P  = x'W-'-x = I'IQ-^ XP  (4.15) 
provided that Q is non-singular. 
Theorem 4.3 : If x is a unit eigenvector of A corresponding to 
a simple eigenvalue , then H is non-singular. 
Proof: Let U = (u^ , Ug, —, u^ ) where u^ , Ug, ..., u^  are 
unit eigenvectors of A and ..., are their correspond­
ing eigenvalues, respectively. Then 
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/(Al -y O \ 
U' = 
(^ 2 -jU)' 
= D 
V  o k A. 
By hypothesis x = and thus jU = for ail i = 2, 3, 
n. Hence 
U'HU = U'Q 2 O U + U'u,u 1"1 
_l 2 
'U - U'u^ u^ 'Q U 
_i -i _i 
= D + - U'u^ Uj^ 'UD 
_A _ù , A 
= D + e^ e^ ' - e^ e^ 'D 
Hence 
U'HU = 
/ 
\ 
(Aj -(1 )• 
O  
is non-singular and so is H. 
O  
\ 
a. n-M)'/ 
•^E.D. 
When X is close to an eigenvector of A, the matrix Q is 
nearly singular. But it is noted from the above theorem that 
the system 4.12 is still well-conditioned if the eigenvalue to 
which X belongs is simple. 
Define a function G by 
G: S ) V 
g = G(x) = H X - X (4.16) 
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Clearly, the function G is continuous at those x for which H is 
non-singular. Therefore condition C.l is satisfied. 
The structure of the linear system 4.12 is partly based on 
the fact that x'g = 0. The next theorem will show that the 
solution of 4.12 always satisfies the condition C.2, i.e. x'g = 
0.  
Theorem 4.4: Let g be defined as 4.16, then x'g = 0. 
Proof: If Q is non-singular, and thus W is non-singular, 
then by Lemma 4.1 
+ (W"^ 3ac')/p (4.17) 
where p is defined as 4.15. Hence 
x 'g  = X ' (H-^x  -  x)  
= x 'W'^x  -  (x 'W~^x)^ /p  + Cx 'W"^x)(x 'x) /p  -  x 'x  
= x'W X - x'W X + x'x - x'x 
= 0 .  
If Q is singular, then consider a point x + g in the neighbor­
hood of x such that the corresponding is non-singular. 
With the same argument as above, Xg g^  =0. Letting ^   ^
x'g = 0. 2'E.D. 
Theorem 4.5: If Çg / 0, then condition C.3 holds. 
Proof: Substituting 4.14 into 4.12, one obtains 
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Q x^ - Il r irx + Q^ g - Cx'Q^ g)x = 0. C4.18) 
Premultiply the above equation by the row vector g', a rather 
simple equation is obtained, i.e., 
2-^  g'Q X + Qg  ^= 0 (4.19) 
This equation implies that 
+ IIqI P  = - 1 1  Q I H  2 < 0  ( 4 . 2 0 )  
2.E.D. 
Now consider the case Qg = "S. From Equation 4.18 one 
obtains 
Q^ x -II r II x^ = S. 
This equation implies that r +11 rll x and "r - II r II x are eigen­
vectors by Theorem 3.3. The next theorem suggests a simple 
technique to detect the occurrence of this situation. 
Theorem 4.6: If H is non-singular, then Qg = 0 if and only if 
g = 
Proof: Sufficient condition is obvious. To show the 
necessary condition, one considers the linear system 4.12, i.e. 
Hg = X - Hx. It follows from 4.14 that Hg = -Q^ x + II r II ^ x. 
Hence Hg = - Ti (4.21) 
From the previous paragraph, Qg = "Ù implies that h = "S and thus 
g = -H"^ Ti = "è. 2-E.D. 
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Since conditions C.l through C.4 are satisfied when 
r + II Ir II X and r - I' r II x are not eigenvectors and H is non-
singular, an algorithm is then proposed as follows; 
Algorithm II 
Step 1 through Step 5 are identical with those of Algorithm I. 
Step 6: Form the matrix H = - »c'(Q^  - I). 
Step 7: Solve for "s in the system Hz = x. 
Step 8: Test II "z - x|| < . 
If yes, r +|| r|l x and r - jj r II x are accepted as 
eigenvectors. Otherwise continue with Step 9. 
Step 9: Set = "z/|j "z 11. 
Repeat from Step 2 until either Step 5 or Step 8 is 
satisfied. 
Remarks : 
(1) It is interesting to compare the change vectors and 
g(2) proposed in Algorithm I and Algorithm II, respec­
tively. With h defined as 3.2, these two vectors are 
g^ 2.) " where a = II Ii II |1 QTI l| ^  
(2) From 4.21 
||^1I<1IHII II (4.22) 
In order to assure that the eigenvectors obtained in Step 8 meet 
the criterion in Step 5, would be chosen as 
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3^ = ^  Il \/ Il H II (4.23) 
Observe that if Step 8 is satisfied, then from 4.22 and 4.23 
H 
= IH 
It 
z - X 
= H 
= v? 2 II r II « 
This inequality satisfies the requirement 3.19. 
This choice of m.ay not be practical. In practice if "z 
agrees with x in the first t-1 digits and differs from x by at 
most 2 units in the last digit, then it is concluded that either 
r + II r II X and r - || r |l x are eigenvectors or x has attained the 
limited accuracy. 
(3) Note that Q could be singular while x is not an eigenvec­
tor. The reason is apparent when one notices that the 
function p. defined in Lemma 2.4 is not a one-to-one func­
tion. If this is the case, there is no guarantee for H to 
be non-singular. However, this situation is hardly ever 
the case. Even if Q is such a singular matrix, H is not 
necessarily singular. From Lemma 4.1 
det H = x'(I - W)(adj W)x (4.24) 
when det W = (det Q) = 0. 
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Since W(adj W) = (det W)I = 0, equation 4.24 becomes 
det H = x'Cadj Q)^ x = II (adj Q)x IP. 
Note that || (adj Q)x j| ^  is the sum. of the n determinants of 
matrices each obtained by replacing one column of Q by x. Un­
less X is linearly dependent on any n-1 column vectors of Q, 
the matrix H is non-singular. 
C. Complete Eigenvalue Problems 
As Algorithm I this algorithm can be used to find all the 
eigenvalues and eigenvectors without the knowledge about their 
estimates in advance. Again the method of orthogonalization is 
workable, since the sequence ^ 3^  j generated by Algorithm II 
will stay in the space orthogonal to all the known eigenvectors 
once the starting vector XQ is selected from thai" space. Using 
the same notation as that in Theorem 3.5, Theorem 4.7 will be 
stated as follows: 
Theorem 4.7: If x e E and if p. / i = l, 2, ..., k, then 
obtained by Algorithm II will be in E, also. 
Proof: Let U = u^ , ..., , then U'x = 0 by hypoth­
esis. Let 
D = 
( \ 
(^ 2 - O  
^ / 
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Since - M-/ 0 for all i = 1, 2, . k, the matrix D is 
-•1 2 
non-singular and thus D" exists. Moreover, U'Q = DU'. 
2  ^ 9. U'H = U'CQ + XX' - XX'Q ) 
2 2 
= U'Q + U'xx' - U'xx'Q 
= DU' . 
Consider the linear system 4.12 
H(x + g) = X. 
Premultiply both sides of above equation by U'. 
U'HCx + g) = U'x (4.25) 
DU'(x + g) = 0. 
This implies that 
U'(2 + g) = D-^ 0 = '0. 
Hence x + g e E and so is x^ ^^ . 2-E. D. 
Remarks: 
In case one of the À^ 's is equal to it is suggested 
to replace Step 6 of Algorithm II by: 
Step 6': Form H = + UU' + xx' - UU'Q^  - xx'Q^ . One can 
develop such a linear system in the same fashion as that in 
Section A except g is selected from the space orthogonal to all 
the known eigenvectors and x. In this case, U'x = Û implies 
that 
U'H = U'Q^  + U' - U'Q^  = U'. 
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Hence equation 4.25 becomes 
U' (x + = "à. 
Thus X + g e E. 
Note that Step 6' requires more operations than Step 6 
does. It is to one's advantage to avoid Step 6' if one can 
apply Theorem 4.7. In fact, this is usually the case. 
D. Rate of Convergence 
Assume that all the eigenvalues of A are distinct and that 
Q is non-singular for a current x. By Theorem 4.3, H is non-
singular. Apply 4.17 to the solution of the system 4.12. 
-i A 
x + g = H X 
= W^ x - 1 (x'W-^ x)W-^ x + 1 (x'S^ W-^ x 
= i W"^ x, (4.26) 
since P = x'W^ x^ by 4.15. 
Let n 
X = 2 a-u-, then 4.26 becomes 
i=l  ^^  
X + g = i  2 a.- .  u. (4.27) 
P i=l  ^  ^
Suppose that the iteration process begins to converge and 
"l' "m—^ h' 
then the next iterate obtained by Algorithm II can be written 
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in the form 
(4 .28)  
i=2 
a. 
where k = 
X + til • P • - HO' 
It is clear from 4.28 that the sequenceconverges at the 
rate which is of order 
2m 
(4.29) 
where s is the minimum separation of eigenvalues. An extremely 
rapid convergence is expected from Algorithm II unless s is 
pathologically small. 
Another way to look at the rate of convergence is to in­
vestigate the amount of norm reduction. It has been shown in 
Chapter II that 
1 
_ j 
m^+1 < m^+ J "  1  m^ ^ m+1 
Q(x + g) 
Premultiply both sides of equation 4.26 by Q. 
Q(x + g) = i Q-^x 
Hence Q(x + g) = i II Q"^x 
(4.30) 
(4.31) 
By equation 4.15 the above equation becomes 
= 1/ Q(x + g) Q-^ x (4.32) 
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Therefore, an upper bound for the next residual norm is ob­
tained. That is 
"m+1 C 1/ 
This bound shows that when x is close to an eigenvector of A, 
then Q is nearly singular and thus Q~^ x blows up. Therefore, 
'm+1 becomes bounded by a very small number 1/}| Q"^ x ||. 
quantity is - 1| Qg 
E. Computational Effect on Norm Reduction 
In the later stages of the process of computation, the 
amount of norm reduction in one iteration is mainly contributed 
by the quantity 2x'Q^ g + Qg It has been shown that this 
when Algorithm II is employed. Accordingly, 
one would want to know how large an effect on this quantity 
can be caused by the computational error in Step 7 of Algorithm 
II. 
-il A 
Let z and z + e denote the exact and computed solutions 
of the system 4.12, respectively. 
A,  ^ .a 
H(z + E) - X = 5 (4.33) 
- X = "# 
Hence = 6 (4.34) 
2-^  -i-x A 2-^  
or Q € + XX's -xx'Q« =5. (4.35) 
This implies that 
-21, 2-^  A 
xQ e +ÇC' - (^ 'x)(x'Q^ t) = x'i 
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Ji -1 -1 or x' e = x' Ô (4.36) 
Let f(g) = 2x'Q^ g + I I  Qg I I  then 
f(g + €) - f(g )  =  I I  _1 9 + 2«'Qr(x + g) (4.37) 
Note that the system 4.12 has the form 
Q (x + g) + XX'(x + g) - xx'Q (x + g) = X 
or Q^ (x + g) = l|r II x^ + (x'Q^ g)x 
By 4.19, the above equation becomes 
Q^(x + g) = (llril^ - iosF) (4.38) 
Hence, it follows from 4.38 and 4.36 that 
''Q^ Cx + g) = ( i l r I P  -  I I  Qg 
= (llr Qg (4.39) 
Therefore, by 4.37 
f(g + "^ ) - f(g) = II Q"c + 2 (  r i r  - llQg )^(6'x) 
(4.40) 
For the double precision floating-point computation, 6 is 
usually of order 0(10~^ )^ on the IBM/360/65 if the system 4.12 
has a unique solution. The residual norm || r II becomes small 
at the later stages of the procedure and so is ll'r 11^  - | Qg jj^ , 
since 0 < (j r |j ^  - || Qg || ^ <"1 ir II Hence the last term of 4.40 
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becomes negligible. 
To investigate the quantity || Qe^ jj one has to consider 
the equation 4.34 
e 
By 4.17 
= Q[W -1 i W"^ 5^ 'W"^  + i ]6 
= Q-H - i Cx'W-^ 6 )Q"^ x + i (^ ' 
By a rather lengthy computation, a final result is 
Q'^ tlr - (y'Q"^ 6 + i (x'6 
where y = Q~^ x/ || Q""^ X 
(4.41) 
(4.42) 
(4.43) 
Since P = | Q~^ x | and (x'"5)^  is of order 0(10"^ )^, the last 
term of 4.42 can be ignored. Thus, it follows from 4.40 and 
4.42 that 
fCg + h - f(g) 11^ - Cy'Q-^t)^ (4.44) 
Note that || y II = 1 by 4.43. The right hand side of 4.44 is non-
negat ive, s ince 
(y ' Q"'-6)^ f II y P II p- IN = II Ih 
--14 2 An upper bound for the quantity |) Ç"^ 6|| - (y'Q'^ 'ô)^  is 
to be developed. Consider the matrix 
B = Q + xx' 
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By Lemma 4.1 
= Q'^  - kQ-^ xx'Q"^  
where k —1 -1 = 1 +x'0&. 
Hence B'H = Q'H - kCx^ Q'H )Q"^ x 
= Q-H - k(x'Q-^ i)||Q-^ xliy 
where y is defined as 4.43. Therefore 
^ = II Q-V ' il -'-# 11 ^  - 2k(^ 'Q-^ f ) II Q-^ xll rQ-H 
* (à-q-H llg-^xll^lly F 
=  I Iq"^ 6 I P  -  &Q-H 
-2k(x'Q-¥)Cy'Q-¥) IIq-^x 11+ k^Cx'Q-^S)^ || 
= ||Q'^ 6P - + [Cy'Q-^ 6) 
-k(x'Q-^ |)||c>-^ xjj ]• 
Iq'^ SI P  -
Therefore 
Q'^ ôP - (y'Q'^ 6^  ^< B-^ FII ill' 
_A 
(4.45) 
It xs well-known that if x = u^ , then the eigenvectors of 
B are the same as those of A, bu+ their corresponding eigen­
values are 1, - P-, ..., - JJL. Therefore 
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where s is the minimum separation of eigenvalues. From 4.44 
and 4.45, f(g + fCg) is approximately bounded by|^ |p/s^  
where ^  is defined 3^ 4.33. This bound shows that the amount 
of norm reduction in one iteration can be affected by an amount 
up to ll"gl|Vs^ . This effect becomes serious when the residual 
norm is smaller than 
56 
V. NUMERICAL EXAMPLES 
Three numerical examples are given in this chapter to 
illustrate the methods and the theory discussed in the previous 
chapters. It is hoped that these examples will reveal the dis­
advantages as well as the advantages of the algorithms proposed 
in the Chapters III and IV, and thus will indicate a direction 
for the future work. All the test matrices were tested on IBM/ 
360/65 and the calculation was carried out in the double preci­
sion floating-point arithematic. The programs are written in 
FORTRAN. 
For the choice of the first starting vector, was chosen 
in Algorithm I and its variations, and "e, the unit vector with 
equal components, was chosen in the Algorithm II. After a 
normalized eigenvector u was found, the second starting vector 
was selected from the non-zero column vectors of the matrix I -
uu'. In search of the non-zero column vectors in the matrix 
I - uu', one only has to search non-zero elements on the diag­
onal of this matrix. The threshold to find the non-zero diag­
onal elements is set as 0.01 in all the examples. In general, 
the (k +1) - st starting vector is selected from the column 
vectors of the matrix I - UU' where U is the n x k matrix con­
sisting of the k unit eigenvectors previously found. 
The following error bounds due to Wilkinson (1961) will be 
needed to estimate the accuracy of the computed eigenvectors and 
eigenvalues. 
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\ -I» 
r /(I - (5.1) 
l l " i  - - I I '  
 ^112 
T 
r (5.2) 
where s is the separation parameter of eigenvalues, ju* and x ai 
the computed eigenvalue and eigenvector, and and u^  are the 
exact eigenvalue and eigenvector. 
Example 1 : Bodewig's matrix 
/ 2 
1 
3 
V4 
1 
-3 
1 
5 
3 
1 
6 
- 2  i /  
^ 1  =  -1.5. 
II 
1 
CN r
< 7.9. 
^ 3  =  5.6. 
1 00
 
0
 
This matrix was first constructed by Bodewig (1954) to 
demonstrate how poorly the power method could work on a matrix 
whose two dominant eigenvalues were almost equal in modulus. 
Brenner and Reitweisner (1955) successfully solved this matrix 
by Jacobi's method as did Wilkinson (1955) by the modified power 
method with the shifted origin p = 2. Should the two dominant 
eigenvalues be the same in sign, their results would have been 
less satisfactory. Rutishauser (1958) used the LR-transforma­
tion method to solve this matrix and suffered the slow conver­
gence. 
This same matrix was tested by five methods which will be 
given by the code names Al, Bl, B2, B3, and A2. These five 
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methods are described as follows: 
Al: The Algorithm I. 
A2: The Algorithm II. 
Bl: The second variation of the Algorithm I. 
B2: The Algorithm I as main routine and its third variation as 
subroutine. When 5 consecutive "slow convergences"* occur 
in the main routine, the subroutine is brought in to do one 
iteration and then the procedure is back to the main routine 
again. 
B3: Similar to B2 with the roles of main routine and subroutine 
interchanged. 
In each of these five procedures the tolerance for I I  r l l^ 
—25 is set as 10" . Because of the extremely rapid convergence of 
the Algorithm II, the final residual norms of A2 are, in fact, 
-29 
all less than 2 x 10 . Table 5.1 shows the number of itera­
tions required to attain that tolerance in each of the five 
methods. 
*A test for the slow convergence is setup in such a way 
that if 11 /^|| ^ mjj^  ^ 0.8, the convergence is then con­
sidered as "slow". 
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Table 5.1. Number of iterations for five alternative methods 
Al Bl B2 B3 A2 
A 
1^ 28 31 28 103 3 
2^ 580 529 162 103 3 
A 
3^ 3 1 3 4 3 
A 
4^ 1 2 1 1 0 
For the computational work, only the multiplication and 
2 the division will be considered. It takes approximately 3n +9n 
2 
operations per iteration each for Al, Bl, and B2; 2n +8n opera-
3 2 tions for B3. A2 takes about n /3 + 5n + 4n operations per 
3 2 iteration, of them n /3 + n - n operations are used to solve 
the linear system 4.12 by Gaussian elimination. 
Evidently, A2 is superior to all of the other four methods 
in every aspect of this particular problem. B3 stands as the 
second best of the five. It is noted that the disturbance of 
the other choice of direction vector has considerably cut down 
the number of iterations. 
The following are the results obtained by A2: 
= -1.5731 9073 8303 506 
XG = 7.9329 0471 7870 019 
A, = 5.6688 6437 2830 023 
= -8.0285 7835 2396 531 
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1^= 
/ 0.6880 4793 9843 0394\ 
-0.6241 2285 5455 3732 1 
-0.2598 0086 4702 7282 | 
V-0.2637 5026 9148 0998/ 
2^= 
/ 0.5601 4450 9774 5260 
0.2116 3276 3260 0976 
0.7767 0826 3894 5659 
0.1953 8161 2446 6197 
"3 = 
0.3787 0268 9441 6449^  / 0.2634 6239 5147 5244 \ 
0.3624 1904 8574 9351 j / 0.6590 4071 8046 4388 j 
-0.5379 3516 1097 8284 I *4^ 1 -0.1996 3352 9128 3962 
0 , 6 6 0 1  9880 9976 4781/ \-0.6755 7335 0827 0631/ 
By 5.1 and 5.2, the above results have at least 15 signif­
icant digits accuracy in eigenvalues and at least 14 significant 
digits accuracy in eigenvectors, since s > 2.264. Because this 
is a well-conditioned matrix, an accuracy of 15 significant 
figures in eigenvectors can be achieved by setting the tolerance 
,-15 6 for II r il as é = 10" 
Example (See Sincovec, 1968) 
/ 468+36d 18-36d 24+33d 
V  
18-36d 
24+33d 
192-60d 
120+ 3d 
468+36d 
- 24-33d 
-192+60d 
-120- 3d 
- 24-33d 
86-80d 
- 8+ 8d 
100-76d 
192-60d 120+ 3d 
-192+60d -120- 3d 
- 8+ 8d 100-76d 
398+64d 200+40d 
200+40d 182-56d 
\ 
The exact eigenvalues and eigenvectors of this matrix for 
arbitrary d > 0 are = 486, = 162(1+d), = 810, = 
162(l-d), and À, = -18. 
0 
0 
\ o /  
^2-è 
[-
1 
-4 
-1 / 
4 18 
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It is known that the matrix is well-conditioned when d is 
large and becomes ill-conditioned as d approaches zero. For 
d = 0, the matrix is well-coi.n i tioned again. 
This matrix has been tested by Algorithm II for three dif-
—  2  — 7  ferent values of d, i.e, d = 0, 10" , and 10~ . In order that 
all the elements of the matrix are less then unity in magnitude, 
the matrix was divided by 1000. Therefore, the resulting matrix 
has eigenvalues 0.486, 0.162 x (1 ± d), 0.810, and -0.018. The 
tolerance € fori! r Ij was set as 10~^  ^ in all of the three cases. 
(1) Case I. d = 0. 
It takes only 10 iterations to find all the five eigen­
vectors and their corresponding eigenvalues. All the computed 
eigenvalues yield 16 significant figures accuracy except the 
second eigenvalue which is 0.162 + 10~^ .^ All the five com­
puted eigenvectors have at least 14 significant figures accu­
racy. 
(2) Case II. d = 10"^ . 
In this case the separation parameter s is approximately 
equal to 0.324 x 10" when U2 and u^  are executing. Table 5.2 
shows the results obtained by applying Algorithm II to this 
matrix. All the five computed eigenvectors achieve an accuracy 
of 12 significant digits without any difficulties. If the 
tolerance is set as 10 , then u^ ,^ u^ , and achieve an ac­
curacy of about 15 significant figures in no more than 3 itera­
tions each. However, the residual norms of and u^  began to 
oscillate after the stages II ^  11 = 0.25 x 10"^  ^and |j "r|l = 0.12 x 
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Table 5.2. Computational results. Case II, example 2 
Computed 
eigenvector 
Computed 
eigenvalue 
Number of 
iterations II r II 
0.7071 0678 1186 
0.7071 0678 1186 
.-18 
0.486 - 10 -16 ,91 X 10 -16 
0.9 X 10 
-0.1 X 10 
0.2 X 10 
-17 
-18 
0.5000 OOOO OOOO 
-0.5000 OOOO OOOO 
0.1666 6666 6666 
-0.6666 6666 6666 
-0.1666 6666 6667 
0.16362 25 X 10 -14 
0.4714 0452 0791 
-0.4714 0452 0791 
0.0785 6742 0132 
0.6285 3936 1055 
0.3928 3710 0659 
0.810 - 2 X 10 -16 .19 X 10 -15 
0.1666 6666 6666 
-0.1666 6666 6666 
-0.7222 2222 2222 
0.2222 2222 2223 
.0.6111 1111 1111 
0.16038 ,28 X 10 -14 
-0.2 X 10 -14 
.-14 
-0.018 + 10 -17 20 X 10 -14 
0.1 X 10 
0.6666 6666 
0.3333 3333 
0.6666 6666 
6666 
3333 
6667 
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10"^ ,^ respectively. According to the theory discussed in the 
last section of Chapter IV, these values must be bounded by 
II ^  II/s which is about 3 x 10~^  ^in this particular problem. 
(3) Case III. d = 10"^ . 
The separation parameter s of eigenvalues of the resultant 
matrix is approximately equal to 0.324 x 10~^  when u^  and u^  
are executing. The results are given in Table 5.3. Again 
within a few iterations, u^ , u^ , and u^  achieve an accuracy of 
about 14 significant digits. Whereas, the computed values of 
U2 and u^  are very unsatisfactory as shown in Table 5.3. Their 
corresponding residual norms began to oscillate after the stages 
II r II = 0.3 X 10~^  and II r II = 0.3 x 10~^ ,^ respectively. After 
observing the behavior of the norm reduction in 10 iterations, 
one can see that the oscillation is bounded byl|^ ||/s which is 
about 3 X 10~^  in this case. 
In order to have acceptable computed values for U2 and u^ , 
the Algorithm I was applied to this matrix and an accuracy of 
about 8 significant digits was obtained. 
Example (See Wilkinson, 1965). 
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Table 5.3. Computational results. Case III, example 2 
Computed Computed Number of 1 -A II 
eigenvector eigenvector iterations 1  r I I  
.7071 0678 1186 5476 .486-10"^  ^ 3 .11 X 10 -15 
.7071 0678 1186 5473 
.27 X 10-23 
-.75 X 10-23 
.15 X 10-24 
.501.. .. .1620000162 
—,501.... -27565x10-^ 6 5 .30 X 10' -9 
.15999 
—.66.... 
-.17 
.4714 0452 0791 0317 .810-2 X lO'^ G 3 .70 X 10" •16 
-.4714 0452 0791 0318 
.0785 6742 0131 8386 
.6285 3936 1054 7089 
.3928 3710 0659 1931 
.1666.... .1619999838 0 .32 X 10" 11 
-.1666.... +3 X LO '^G 
-.7222 
.2222 
-.61109... 
-.59 X 10-^ 5 -.018 + 10-^G 2 .30 X 10" 15 
.55 X 10-^ 5 
.6666 6666 6666 6677 
.3333 3333 3333 3336 
-.6666 6666 6666 6657 
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This 21 X 21 well-conditioned matrix was tested on Algorithm 
—L3 II. The tolerance was set as 10~ . In fact, most of the com-
-14 puted eigenvectors have residual norms less than 10 . It 
takes only 46 iterations to fii.d all the 21 eigenvectors and 
eigenvalues. An average of 2.2 iterations per eigenvector 
shows that the number of iterations required in Algorithm II 
does not increase along with the order of the matrix. The out­
put of this problem will appear in Appendix B. 
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VI. CONCLUSION 
To evaluate the eigenvectors and eigenvalues of a real 
symmetric matrix, two types of algorithms based on the norm re­
duction have been developed and analyzed. The algorithms of 
the first type have the advantage of very low round-off error, 
whereas the second type of algorithm has the advantage of very 
high rate of convergence. 
Computational experience seems to indicate that the dis­
turbance of the other direction vectors usually appreciably 
cuts down the number of iterations required in the algorithms 
of type I. An investigation on this phenomenon should be done. 
Perhaps a geometric explanation could be found and thus lead 
to a development of a refined method which would retain its low 
round-off error and achieve a somewhat higher rate of conver­
gence. 
A full study of the choices of the starting vectors should 
be made. Computation experience shows that they seem to play 
an important role in the rate of convergence especially in that 
of the algorithms of the first type. The relationship between 
the starting vector and the eigenvector to which the algorithms 
converge is found partially by Theorem 2.8. However, a non­
local convergence theorem is desirable. 
So far as the well-conditioned matrices of any order are 
concerned, the second type of algorithm is superior to all the 
algorithms of first type. It is particularly efficient when all 
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the eigenvectors and eigenvalues of a compact matrix are 
sought. However, the solution is unsatisfactory when the matrix 
is very ill-conditioned. The cause of this drawback was dis­
cussed and an upper bound for the oscillation of residual norm 
was found. The rising of the residual norm is due to the error 
inherited from the error in the solution of the linear system 
Hy = X. A more efficient and accurate method other than 
Gaussian elimination is essential for the improvement of the 
second type of algorithm and should be studied and tested. 
It has been observed that the ill-determined eigenvectors 
are well separated from those well-determined eigenvectors. 
The space spanned by those ill-determined eigenvectors can be 
found by the computed eigenvectors obtained by Algorithm II. It 
is for this reason that a precise separation technique would be 
helpful to separate those eigenvectors in this space. A few " 
separation techniques have been developed and tested in order 
to separate Ug from u^  in Example 2, Case III, and so far no 
significant result has been yet obtained. 
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IX. APPENDIX A 
Let fl(a^ b^  + ^ 2^ 2 •*"••• denote the computed value 
of the inner product of a and b in floating-point arithematic. 
Wilkinson (1963) has shown that if all the numbers are repre­
sented by t binary digits in the computer then 
fl(a^ b^  + agbg + — + a^ b^ ) 
= a^ b^ (l + 6 + ^ 2^ 2 ^ ^  ^  ^ 2^  + ... + a^ b^ (l + 6 ^) 
where 
(1 - <1 + e'^ < (1 + 2"^)^ 
(1 - 2-t)n-k+2 ^  ^ +éj^  < (1 + 2-t)*-k+2^  k = 2,3, .. ., n. 
With the restriction 
k ' 2-t.Co.l, 
one has 
(1 + 2-t)k < 1 + 1.06 k • 2"^  
(1 - 2-t)k 2^. - 1.06 k * 2-t. 
For simplicity, Wilkinson (1963) defines a number t^  such that 
2"^ 1 = 1.06 • 2~t 
or 
t^  = t - 0.08406 (9.1) 
Hence 
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• o-^ l <(n - k + 2) • 2 , k = 2, 3, n. 
|éil<n • 2 
Now, assume that x is an exact unit eigenvector of A 
corresponding to an exact eigenvalue Jd . Let 
Q = A - //I = 
then fl(q^ )^ = fl(a_^  - fJ) = (a^  ^-jU)(l + 
where |&^ | < 2"^ . 
Let "r = f 1 (Qx) = Qx + "c 
or r. = flCq^ x^^  + 912=2  ^^ ii^ i + ^ i^  
then j c^ l < 2  ^  tn|a^ J|x^ l +  nlaigllxgl +  . . .  
+ (n - i + 2) j a^ .^ -jjj x^  j + ... 
2|ainll=nl+ Cn - i + 2) | a.. _ yii" | 2"'' xj ]. 
Hence I c | < 2"''^ [ |Q| D|x|+|i|] 
/" n \ 
where 
n-1 
O 
D = 
v o / 
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d = 2"^  
/ "1^11"/'IHil 
"h22-/^ ||='2| 
(n-l)|a33-fM*3 
ZlSnn -j"!! =n 
< 2-^  -n • 
II _&|L LLL-I 
Hence || c 11 = 11 I c 
-tn 
S 2 ^ [1|q II1|d|1|1x|| + 2-t ' n ' max | -M||1^||  ^
= 2  ^[n II Q II + 2"^  • n " j a^ ^^  -^ | ] 
-t 
2  ^* n [2 II AII + 2"^ max 
i 11 
-ju|] 
1-t 
= 2 1 . n ' m i l  
— t n — t 
+ 2 n " max 1 a. • - u : 
i I 
(9.2) 
In general, the last term of the inequality 9.2 is so small 
that it can be neglected. Therefore 
1-t. 
c||< 2 " I - n||A W 
1-ti 
<2 ^ ' nil A (9.3) 
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Since t = 56 on IBM/360/65 double precision calculation, 
2  ^^  10'^ '^^  
Consequently, II "c ||< 10"^  ^* n * jj A |j ^  (9.4) 
In practice, any result with, residual norm, less than this 
bound can hardly be justified as a better one. 
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X. APPENDIX B 
The following pages are directly produced on an IBM/360/65 
computer. It lists all the 21 eigenvectors accompanied with 
their corresponding eigenvalues of the matrix of Example 3, 
Chapter V. The number of iterations required to obtain each 
pair of eigenvector and eigenvalue is printed out and follows 
immediately the eigenvector. The corresponding residual norm 
Ijrjjis listed, too. 
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E I G E N V A L U E (  1 J =  0 . 2 0 0 C C O C O C O C  5 4 4 - 8 6 D  0 1  
C O R R E S P O N D I N G  E t G F N V E C T O R  
0 . 2 1 8 6 2 1 9 3 9 3 3 8 1 0 5 4 0 - 0 4  
- 0 . 1 7 4 8 9 7 5 9 1 4 6 9 2 9 2 8 0 - 0 3  
0 . 1 2 0 2 4 2 0 9 4 1 3 4 1 7 0 7 0 - 0 2  
- 0 . 7 0 3 9 6 2 8 0 5 6 5 1 5 4 1 9 0 - 0 2  
0 . 3  3 9 9 5 7 1 9 3 4 0 8 5 1  7 5 0 - 0 1  
- 0 . 1 2 8 9 4 3 2 4 9 3 0 5 0 3 9 1 0  0 0  
0 . 3 5 2 8 3 4 0 2 8 5 6 7 2 3 9 6 0  0 0  
- 0 . 5 7 6  7 2 4 8 0 7 8 1 0 2 1 5 6 0  0 0  
0 . 2 2 3 3 9 0 7 7 9 2 1 1 5 5 2 0 0  C O  
0 . 5 7 6 7 2 4 8 0 7 8 2 2 4 1 4 9 0  C O  
0 . 3 5 2 8 3 4 0 2 8 6 4 2 2 8 8 3 0  C O  
0 . 1 2 8 9 4 3 2 4 9 4 8 1 3 8 7 6 0  0 0  
0 . 3 3 9 9 5 7 1 9 8 0 8 9 0 C 3 C D - C 1  
0 . 7 0 3 9 6 2 9 7 5 6 0 6 5 6 9 4 0 - 0 2  
0 . 1 2 0 2 4 2 8 9 7 1 8 1 1 6 6 2 0 - 0 2  
C . 1 7 4 9 4 4 0 7 4 8 6 9 7 7 9 1 0 - 0 3  
0 . 2 2 1 7 9 5 5 2 2 8 6 3 2 0 7 6 0 - 0 4  
0 . 2 4 9 2  3 4 3 4 2 1 9 9 5 1 7 9 0 - 0 5  
0 . 2 5 1 5 3  8 5 1 1 7 7 1 6 1 6 4 0 - C 6  
0 . 2  3 0 4 1 6 9 5 7 3 4 6  8 8  7 7 0 - 0 7  
C .  1 9 2 0 1 4 1 3 1 1 2 1 5 3 4 6 0 - 0 8  
N U M B E R  O F  I T E R A T I O N  =  3  
R E S I D U A L  N O R M  =  0 . 2 3  8 3 1 8 1 2 3 1 1 4 2  8 7 3  0 - 1 4  
E I G c N V A L U E f  2 ) =  0 . 1 0 7 4 6 1 9 4 1 8 2 9 0 3 3 6 0  0 2  
C O R R E S P O N D I N G  E I G E N V E C T O R  
0 . 7 7 7 0 0 3 0 5 5 0 1 4 9 5 0 2 0  0 0  
0 . 5 7 9 7 9 5 1 6 7 2 1 2 2 3 5 1 0  0 0  
0 . 2 3 5 4 3 1 8 8 3 2 4 6 5 3 4 4 0  0 0  
0 . 6 6 7 4 6 5 0 1 0 2 9 3 8 0 C 6 D - C 1  
0 . 1 4 6 1 3 4 7 0 6 3 8 8 8 1 9 9 0 - 0 1  
0 . 2 6 1 1 8 6 8 3 0 8 9 1 0 5 3 5 0 - 0 2  
0 , 3 9 4 8 3 1 8 4 4 2 8 9 3 3 9 1 0 - 0 3  
0 . 5 1 7 4 3 9  8 2 2  5 9 2 0 5 7 1 0 - 0 4  
0 . 5 9 8 7 0 9 0 0 ^ 7 1 7 4 1 3 8 0 - 0 5  
0 . 6 2 0  2 7 0 2 3 3  7 5 5 0 6 1 8 0 - 0 6  
0 . 5 8 1 8 4 0 5 6 8 7 7 5  5 3 1 2 0 - 0  7  
0 . 4 9  8 6  9 3 9 8 0 0 2 1 8 2 1 1 0 - 0 8  
0 . 3 9 3 5 0 6 3  9 4 2  5 9  3 9 2 5 0 - 0 9  
0 . 2 8 7 6 9 1 1 3 2 2 6 1 4 7 0 4 0 - 1 0  
0 . 1 9  5 9 4 2 2 6 1 7 1 5 9 3  3 1 0 - 1 1  
0 . 1 2 4 9 1 3 1 7 2 8 5 7 2 7 8 7 0 - 1 2  
0 . 7 4 8 4 4 5 8 6 5 3 9 6 1 6 9 4 0 - 1 4  
0 . 4 2  3 0 2 5 1 1 5  8 7 5  8 6 3  7 0 - 1 5  
0 . 2 2  6 2  7 1 9 6 6 1 6 6 0  7 3 9 0 - 1 6  
0 . 1 1 4 8 7 0 5 7 1 3 7 9 4 0  7 5 0 - 1 7  
0 . 5 5 3 6 9 4 6 6 9 8 1 1 1 5 0 8 0 - 1 9  
N U M B E R  O F  I T E R A T I O N  =  4  
R E S I D U A L  N O R M  =  0 . 4 0 2 0 1 7 1 9 9 2 5 6 9 3 5 9 0 - 1 4  
77 
E I G E N V A L U E f  3 ) =  0 . 9 2 1 0 6 7 8 6 4 7 3 3 3 0 A 8 D  0 1  
C O R R E S P O N D I N G  E I G E N V E C T O R  
0 . 5 4 0 8 9 0 5 7 7 8 8 3 8 4 2 4 D  G O  
- 0 . 4 2 6 9 3 6 4 8 2 5 8 0 0 8 4 5 0  0 0  
- 0 . 6 3 0 8 3 6 9 7 8 5 3 0 9 4 3 0 0  0 0  
- 0 . 3 3 6 8 0 4 3 7 7 2 7 5 4 2 3 8 0  0 0  
- 0 . 1 1 3 7 2 9 2 6 6 6 4 0 1 3 9 9 D  0 0  
- 0 . 2 8 3 4 3  7 5 0 7 0 2 9 2  0 0 0 0 - 0 1  
- 0 . 5 6 1 7 1 5 9 2 2 9 9 7 6 2 1 3 0 - 0 2  
- 0 . 9 2  5 4 6 0 9 5 5 3  8 6 7 6 4 5 0 - 0 3  
- 0 . 1 3 0 5  8 1 3 6 4 5 8 4 8 0 1 8 0 - 0 3  
- 0 . 1 6 1 1 9 3 0 1 9 6 4 4 7 6  7 1 0 - 0 4  
- 0 . 1 7 6 9 0 4 3 8 6 4 8 4 0  7 3 7 0 - 0 5  
- 0 . 1 7 4 7 9 2 5 8 7 6 0 7 4 1 1 5 0 - 0 6  
- 0 . 1 5  7 0 7 0 7 7 1 5 4 3 5  2 8 9 0 - 0 7  
- 0 . 1 2 9 4 4 0 6 8 5  8 9 0 5 3  9 3 0 - 0 8  
- 0 . 9 8  5 0 9 0 3 8 6 4 4 6 5  9 6 5 0 - 1 0  
- 0 . 6 9 6 4 3 9 4 4 8 6 9 2 0 5 4 7 0 - 1 1  
- 0 . 4 5 9 7 3  3 3 8 2 2 2 6 3  5  7 1 0 - 1 2  
- 0 . 2 8 4 6 2 2 5 3 5 7 6 1 2 2 9 5 0 - 1 3  
- 0 . 1 6 5  9 0 6 4 0 7 5 0 7 8 8 5 8 0 - 1 4  
- 0 . 9 1 3 6 5 0 7 5 3 9 4 1 4 3 9 7 0 - 1 6  
- 0 . 4 7 5 5 9 5 2 5 1 3 2 5 6 3 5 6 0 - 1 7  
N U M B E R  O F  I T E R A T I O N  =  3  
R E S I D U A L  N O R M  =  0 . 2 1 7 7 8 7 1 7 7 9 4 5 1 3 9 5 0 - 1 4  
E I G E N V A L U E *  4 ) =  0 . 8 0 3 8 9 4 1 1 1 9 3 0 6 4 4 0 0  0 1  
C O R R E S P O N D I N G  E I G E N V E C T O R  
0 . 2 9 8 5 5 2 5 7 7 8 0 3 9 6 5 6 0  0 0  
- 0 . 5 8 5 4 7 9 1 3 4 0 5 6 4 2 1 8 0  0 0  
0 . 2 6 4 1 2 7 3 9 1 4 9 4 6 7 7 8 0  0 0  
0 . 5 9 5 7 6 4 6 0 0 3 2 0 7 1 4 9 0  0 0  
0 . 3 5 4 8 3 6 9 4 9 2 0 5 6 8 0 6 0  0 0  
0 . 1 2 7 7 2  7 0 4 6 0 6 3 9 9 8 4 0  0 0  
0 , 3 3 3 1 8 0 2 3 1 2  5 7 5  2 1 7 0 - 0 1  
0 . 6 8 4 2 4 8 7 5 5 2 6 0 4 8 9 4 0 - 0 2  
0 . 1 1 6 0 8 6 8 7 6 1 4 1 1 0 8 3 0 - 0 2  
C . 1 6 7 9 3 0 5 4 4 7 9 8 8 2 3 1 0 - 0 3  
0 . 2 1 1 8 4 4 5 5 5 6 0 8 8 4 4 0 0 - 0 4  
0 . 2 3 7 0 0 4 6 0 9 9 6 9 0 3 9 7 D - 0 5  
0 . 2 3 8 2 5 1 5 8 4 2 5 8 9 6 9 5 0 - 0 6  
0 . 2 1 7 4 7 5 2 6 2 6 7 0 7 7 5 5 0 - 0 7  
0 . 1 8 1 8 0  7 7 6 9 3 8 5 0 1 5 5 D - C 8  
0 . 1 4 0 2 0 4 0 3  9 5 0 8 9 3 9 5 0 - 0 9  
C . 1 0 0 3 4 5 2 1 9 9 5 8 2 5 6 8 0 - 1 0  
0 . 6 7 0 0 2  3 9 5 0 8 4 2 9 1 8 9 0 - 1 2  
0 . 4 1 9 2 8 7 4 9 4 2 6 0 8 5 9 5 0 - 1 3  
0 . 2 4 6 8 7 9 2 4 0 8 2 2 9 5 1 5 0 - 1 4  
0 . 1 3 6 8 5 9 0 5 3 5 2 7 6 6 2 2 0 - 1 5  
N U M B E R  O F  I T E R A T I O N  =  3  
R E S I D U A L  N O R M  =  0 . 7 2 8 3 5 0 4 7 6 4 8 1 9 2 3 8 0 - 1 5  
78 
E I G E N V A L U E !  5 J =  0 . 7 0 0 3 9 5 2 0 0 2 6 6 5 3 6 9 D  0 1  
C O R R E S P O N D I N G  E I G E N V E C T O R  
0 .  H & 1 6 7 3 0 7 3 8 5 5 5 0 4 D  0 0  
- 0 . 3 4 8 0 4 2 8 2 8 6 4 8 2 3 6 7 D  O C  
0 . 5 7 8 5 4 2 3 8 3 7 2 4 4 4 9 2 0  0 0  
- 0 . 2 2 8 2 1 3 6 5 2 0 5 7 7 1 7 7 0  0 0  
- 0 . 5 7 9 4 4 4 7 8 4 6 8 5 6 3 7 3 0  0 0  
- G . 3 5 3 5 2 1 0 9 9 9 6 1 4 3 3 9 0  0 0  
- 0 . 1 2 8 9 9 4 5 3 1 5 6 6 5 5 5 4 0  0 0  
- 0 . 3  3 9  7 2 2 8 1 4 7 0 8 0 9 5 5 0 - 0 1  
- C . 7 0  2 8 3 5 2 8 6 3 6 0 6 9 5 5 0 - 0 2  
- 0 . 1 1 9 9 7 6 0 8 9 2 4 7 7 4 3 2 0 - 0 2  
- 0 . 1 7 4 4 5 3 9 4 9 5 0 2 6 6 7 9 0 - 0 3  
- 0 . 2 2 1 0 6 1 9 6 5 1 4 6 8 8 1 8 0 - 0 4  
- 0 . 2 4 8  2 9 8 6 3 6 2  3  8  8 6  7 4 0 - 0 5  
- 0 . 2  5 0 4 9  3 5 1 5  5 3 2  6 1 5 3 0 - 0 6  
- 0 . 2 2 9 3 8  7 4 3  9 7 8 5  7 6  3 1 0 - 0 7  
- 0 . 1 9 2 3 3 2 2 2 0 9 0 7 8 6 7 8 0 - 0 8  
- C . 1 4 8  7 2 3 5 0 4 8 6 4 4 5 6 8 0 - 0 9  
- C . 1 0 6 7 1 1 0 9 8 4 6 9 2 7 5 4 0 - 1 0  
- 0 . 7 1 4 2 0 5 2 4 7 0 8 9 3 4 9 2 0 - 1 2  
- 0 . 4 4  7 9 1 4 0 0 4 5 3 0 2 9 3 9 0 - 1 3  
- 0 . 2 6 3 4 1 7 5  8  9 3 1 1 0 4 7 0 0 - 1 4  
N U M B E R  O F  I T E R A T I O N  =  2  
R E S I O U A L  N O R M  =  0 . 2 8 5 8 6 0 1 7 3 6 6 4 1 6 7 6 0 - 1 3  
E I G E N V A L U E ;  6 ) =  0 . 6 0 0 0 2 2 5 6 8 0 1 8 5 1 7 5 0  0 1  
C O R R E S P O N D I N G  E I G E N V E C T O R  
- 0 . 3 2 0 5 7 6 4 0 9 1 3  9 3 4 8 5 0 - 0 1  
C . 1 2 8 2 2 3 3 2 8 8 8 1 4 0 1 8 0  C O  
- 0 . 3 5 2 5 8 3 4 0 8 2 6 5 6 6 5 9 0  0 0  
0 . 5 7 6 8 6 3 9 1 6 5 6 1 0 6 6 3 0  0 0  
- C . 2 2 4 1 5 0 3 2 1 5 3 9 8 9 6 4 0  0 0  
- 0 . 5 7 6 9 1 4 5 0 2 8 4 7 1 3 2 1 0  0 0  
- 0 . 3 5 2 8 9 4 3  7 9 4 7 9 0 6 8 2 0  0 0  
- 0 . 1 2 8 9 5 3 8 9 7 3 7 9 9 1 6 4 0  C O  
- 0 . 3 3 9 9 6 4 1 5  0 0 0 1 2  3 4  7 0 - 0 1  
- 0 . 7 0 3 9 4 3 4 9 3 7 8 1 0 8  2 0 0 - 0  2  
- 0 . 1 2 0 2 3 4 8 3 4 9 9 1 1 1 4 1 0 - 0 2  
- 0 . 1 7 4 9 2 6 5 0 7 8 5 4 3 2 8 2 0 - 0 3  
- 0 . 2 2 1 7 6 6 8 2  5 1 5  8 4 8  7 2 0 - 0 4  
- 0 . 2 4 9 1 9 5 7 1 1 0 2 7 9 4  7 3 0 - 0 5  
- 0 . 2 5 1 4 9 3 8 6 2 0 0 8 8 0 2 9 0 - 0 6  '  
- 0 . 2 3 0 3 8 2 6 6 9 8 9 9 2 5 6 7 0 - 0 7  
- 0 . 1 9  3 2 2  7 4 1 6 0 7 4 1 9 4 1 0 - 0 8  
- 0 . 1 4 9 4 5 9 0 1 4 9 6 8 2 4 3 9 0 - 0 9  
- 0 . 1 0  7 2 6  7 6 3  7 8 3 4 2  3 3 2 0 - 1 0  
- 0 . 7 1 8 0 9 8  8 1 7 7 2 1 0 6 8 7 0 - 1 2  
- 0 . 4 4  8 8 0 5 4 3 0 6 6 9 8 6 9 2 0 - 1 3  
N U M B E R  O F  I T E R A T I O N  =  2  
R E S I D U A L  N O R M  =  0 . 1 0 6 1 6 0 3 6 2 5 1 7 8 7 0 1 0 - 1 3  
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E I G E N V A L U E !  7 ) =  0 . 5 0 0 0 0 0 8 1 5 8 6 7 2 9 4 8 0  
C O R R E S P O N D I N G  E I G E N V E C T O R  
C . 6 7 8 5 1 5 4 7 3 5 5 4 4 ? 5  e n - 0 2  
- 0 . 3 3 9 2 5 7 1 8 3 1 9 8 6 3 3 9 0 - 0 1  
0 . 1 2 8 9 1 7 4 4 1 7 5 5 0 6 8 9 0  0 0  
- 0 . 3 5 2 8 2 5 5 5 5 1 5 0 0 9 9 6 0  C O  
0 . 5 7 6  7 3 0 7 8 9 9 5 6 8 2 0 6 0  0 0  
- 0 . 2 2 3 9 0 0 5 2 9 4 4 3 8 3 1 8 0  0 0  
- 0 . 5 7 6 7 3 2 6 1 6 6 8 8 0 0 7 5 0  0 0  
- 0 . 3 5 2 8 3 6 7 9 2 6 1 1 9 7 4 5 0  0 0  
- 0 .  1 2 8 9 4 - 3 8 4 7 2 1 5 9 4 0 5 0  0 0  
- C . 3 3 9 9 5  8 0 1 0 4 6 5 2  7 4 3  0 - 0 1  
- 0 . 7 0 3 9 6 3 4 3 3 0 7 9 2 3 5 2 0 - 0 2  
- 0 . 1 2 0 2 4 2 8 0 4 1 5 0 8 6 6 9 0 - 0 2  
- 0 . 1 7 4 9 4 3 7 2 8 4 7 6 3 3 2 2 0 - 0 3  
- 0 . 2 2 1 7 9 4 8 5 1 3  7 8 2  7 2 1 0 - 0 4  
- 0 . 2 4 9 2 3 3 3  5  8 0 9 5 1 8 3 0 0 - 0 5  
- 0 . 2 5 1 5 3  7 4 2 4 8 7 3 9 4 8 2 0 - 0 6  
- 0 . 2 3 0 4 2  7 1 9 9 9 9 2 5 0 3 6 0 - 0 7  
- 0 . 1 9 3 2 6 8 3 1 1 5 8 2 3 6 6 2 0 - 0 8  
- 0 . 1 4 9 4 9 3 1 5 8 7 6 3 1 8 3 0 0 - 0 9  
- 0 . 1 0 7 2 9 1 6 7 7 6 3 5 1 8 9 2 0 - 1 0  
- 0 . 7 1 5 2 7 7 4 6 1 8 5 3 5 9 8 6 0 - 1 2  
N U M B E R  O F  I T E R A T I O N  =  2  
R E S I D U A L  N O R M  =  0 . 9 5  3 5 5 2 1 1 8 9 5 0 3 1 3 1 0 -
E I G E N V A L U E f  8 ) =  0 . 4 0 0 0 0 0 0 2 0 5 0 7 0 4 4 0 D  
C O R R E S P O N D I N G  E I G E N V E C T O R  
- 0 . 1 1 7 2 2 0 5 6 5 8 6 7 8 5 0 4 0 - 0 2  
0 . 7 0 3 3 2 3  3  7 1 1 6 8 6 2  9 0 0 - 0 2  
- 0 . 3 3  9 9 3  9 6 1 4 5  7 4 4 4 5 9 0 - 0 1  
0 . 1 2 8 9 4 2 6 0 5 1 4 6 9 3 5 5 0  0 0  
- 0 . 3 5 2 8 3 3 8 2 7 5 4 1 0 4 5 6 0  0 0  
0 . 5 7 6 7 2 4 9 7 7 5 7 9 3 6 9 2 0  0 0  
- 0 . 2 2 3 8 9 1 0 3 1 7 6 9 0 8 1 9 0  0 0  
- 0 . 5 7 6 7 2 5 0 2 3 4 9 2 7 9 9 3 0  0 0  
- C . 3 5 2 8 3 4 1 0 9 9 9 2 9 7 1 9 0  0 0  
- 0 . 1 2 8 9 4 3 2 6 8 8 4 8 9 9 2 4 0  0 0  
- 0 . 3 3 9 9 5 7 2 2 9 9 6 4 5 9 2 5 0 - 0 1  
- 0 . 7 0 3 9 6 3 0 1 0 8 3 6 2 6 3 0 0 - 0 2  
- 0 . 1 2 0 2 4 2  8 9 8 8 9 7 3 9 6 0 0 - 0  2  
- 0 . 1 7 4 9 4 4 0 7 2 0 6 3 7 8 1 3 0 - 0 3  
- 0 . 2 2 1 7 9 5 5 1 3 4 8 3 6 7 5 6 0 - 0 4  
- 0 . 2  4 9 2 3 4 3 2 7 1 5 2 9 8 4 3 0 - 0 5  
- 0 . 2  5 1 5 3  8 6 0 6 5 0 7 0 1 2  8 0 - 0 6  
- 0 . 2 3 0 4 2 8 4 5 1 2 3 4 2 5 5 7 0 - 0 7  
- 0 . 1 9 3 2 6 9 4 5 7 6 0 7 5 7 0 2 0 - 0 8  
- 0 . 1 4 9 4 9 0 1 8 5 8 2 1 4 6  8 2 0 - 0 9  
- 0 . 1 0 6 7 7 8 7 0 2 5 9 4 1 0 8 5 0 - 1 0  
N U M B E R  O F  I T E R A T I O N  =  2  
R E S I D U A L  N O R M  =  C . 4 6 7 9 9 5 6 0 3 4 5 3 5 3 3 8 D - 1  
HO 
E I G E N V A L U E !  9 1 =  C . 3 0 0 0 0 0 0 0 0 3 8 C 8 1 2 7 D  0 1  
C O R R E S P O N D I N G  E I G E N V E C T O R  
0 . 1 7 1 6 9 5 3 9 0 1 1 1 2 1 8 8 0 - 0 3  
- 0 . 1 2 0 1 8 6 7 7 3 0 1 2 4 6 9 2 0 - 0 2  
0 . 7 0 3 9  5 1 0 9  8 6 0 6 0 0 5 8 0 - 0 2  
- C . 3 3 9 9 5 6 8 7 1 7 3 3 6 8 2 0 D - C 1  
0 . I 2 8 9 4 3 2 3 7 5 7 7 9 5 2 8 D  C O  
- 0 , 3 5 2 8 3 4 0 2 5 0 6 9 4 5 8 0 0  0 0  
0 . 5 7 6 7 2 4 8 1 1 2 1 7 3 2 6 9 0  C O  
- 0 . 2 2 3 8 9 0 7 8 3 9 5 1 6 2 8 2 0  0 0  
- 0 . 5 7 6 7 2 4 8 1 2 0 6 9 9 3 1 4 0  C O  
- 0 . 3 5 2 8 3 4 0 3 0 3 1 4 5 4 5 0 0  O C  
- 0 . 1 2 8 9 4 3 2 4 9 9 0 2 7 9 5 9 0  0 0  
- 0 . 3 3 9 9 5 7 1 9 8 8 4 8 7 4 8 0 0 - 0 1  
- 0 . 7 0 3 9 6 2 9 7 6 6 1 6 3 1 9 7 0 - 0 2  
- 0 . 1 2 0 2 4 2 8 9 7 2 7 4 8 9 1 5 0 - 0 2  
- 0 . 1 7 4 9 4 4 0 7 4 9 0 9 2 8 2 8 0 - 0 3  
- 0 . 2 2 1 7 9 5 5 2 2 8 2 2 7 1 1 0 D - 0 4  
- 0 . 2 4 9 2 3 4 3 4 3  3 3 4 8 2 2 3 0 - 0 5  
- 0 . 2  5 1 5 3  8 6 2 7 3  5 4 0 5 5  8 0 - 0 6  
- 0 . 2 3 0 4 2  8 4 1 1 5 0 2 2  5 2  7 0 - 0 7  
- 0 . 1 9 3  2 6 2  5 3  8 6 1 7 2 1 7 0 0 - 0 8  
- 0 . 1 4 8 6 6 3 4 9 1 2 0 0 4 6 4 5 0 - 0 0  
N U M B E R  O F  I T E R A T I O N  =  2  
R E S I D U A L  N O R M  =  0 . 1 0 5 4 9 3 0 9 1 6 2 7 7 0 3 0 0 - 1 4  
E I G E N V A L U E ! 1 0 ) =  0 . 1 0 0 0 0 0 0 0 0 0 0 0 0  6 2 0 0  0 1  
C O R R E S P O N D I N G  E I G E N V E C T O R  
0 . 2 4 6 3 9 9 3 6 0 7 4 7 1 0 8 0 D - 0 5  
- 0 . 2 2 1 7 5 9 4 2 4 6 7 2 3 8 1 8 0 - 0 4  
0 . 1 7 4 9 4 3 5 4 6 1 3 0 4 2 0 4 0 - 0 3  
- 0 . 1 2 0 2 4 2 8 8 8 0 4 4 5 5 9 5 0 - 0 2  
C . 7 0 3 9 6 2 9 7 3 6 5 4 2 3 9 2 0 - 0 2  
- 0 . 3 3 9 9 5 7 1 9 8 0 2 2 6 1 9 6 0 - 0 1  
0 . 1 2 8 9 4 3 2 4 9 4  7 2 4 8 4 4 0  0 0  
- 0 . 3 5 2 8 3 4 0 2 8 6 1 5 1 1 1 7 0  0 0  
0 . 5 7 6 7 2 4 8 0 7 7 5 7 5 2 2 1 0  0 0  
- 0 . 2 2 3 8 9 0 7 7 9 1 4 2 0 5 6 4 0  C O  
- 0 . 5 7 6 7 2 4 8 0 7 7 5 7 6 5 6 2 0  0 0  
- 0 . 3 5 2 8 3 4 0 2 8 6 1 5 9 5 9 7 0  0 0  
- 0 .  1 2 8 9 4 3 2 4 9 4  7 4 4 8 7 2 0  C O  
- C . 3 3 9 9 5 7 1 9 8 0 7 5 8 4 5 1 0 - 0 1  
- C . 7 0 3 9 6 2 9 7 5 5 8 7 2 7 4 9 0 - 0 2  
- 0 . 1 2 0 2 4 2 8 9 7 1 7 8 3 7 6 1 D - 0 2  
- 0 . 1 7 4 9 4 4 0 7 4 8 3 0 5 9 8 2 0 - 0 3  
- 0 . 2 2 1 7 9 5 5 2 0 3  0 5 4 0 5  8 0 - 0 4  
- 0 . 2 4 9 2  3 4 1 4 1 3  7 4 0 9 6 8 D - C 5  
- 0 . 2 5 1 5 2 0 6  9 3 1 2 9 8 0  5 1 0 - 0 6  
- 0 . 2 2 8 6 5  5 1 7 5 5 7 2 5 3 5 9 0 - 0 7  
N U M B E R  O F  I T E R A T I O N  =  2  
R E S I D U A L  N O R M  =  0 . 8 9 4 4 9 2 2 4 0 0 6 8 2 3 6 5 0 - 1 4  
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EIGFNVALUet1 1 ) =  - 0 . 8 5 4 1 4 6 0 5 0 7 4 3 0 6 2 9 0 - 1 8  
C O R R E S P O N D I N G  E I G E N V E C T O R  
- 0 . 2 4 9 2 0  8 0  7 6 8 7 9 5 2 1 3 0 - 0 6  
0 . 2 4  9 2 0 8 0 7 6 9 7 9 5 2 l l D - 0 5  
- 0 . 2 2 1 7 9  5 1 8 8  4 2 2 7  7 3 3 0 - 0 4  
0 . 1 7 4 9 4 4 0 6 9 9 6 9 4 2 3 1 0 - 0 3  
-0.12024289709436820-02 
0 . 7 0 3 9 6 2 9 7 5 5 6 9 2 6  5 8 0 - 0 2  
- 0 . 3 3 9 9 5  7 1 9  8 0  7 5 1 9 5 5 0 - 0 1  
0 . 1 2 8 9 4 3 2 4 9 4  7 4 3 8 5 5 0  C O  
- 0 . 3 5 2 8 3 4 0 2 8 6 1 5 6 3 7 1 0  0 0  
0 . 5 7 6 7 2 4 8 0 7 7 5 6 8 9 0 4 0  0 0  
- 0 . 2 2 3 8 9 0 7 7 9 1 4 1 2 5 7 0 0  O C  
-0.576 72480775688570 00 
- 0 . 3 5 2 8 3 4 0 2 8 6 1 5 6 3 1 3 0  0 0  
-0.12894324947438230 00 
- 0 . 3 3  9 9 5  7 1 9  8 0 7 5 1 8 4 8 0 - 0 1  
- 0 . 7 0  3 9 6 2 9 7 5 5 6 9 2  3  8 5 0 - 0 2  
- 0 . 1 2 0 2 4 2 8 9 7 0 9 4 3 6 2 8 0 - 0 2  
- 0 . 1 7 4 9 4 4 0 6 9 9 6  9 4 1 3 9 0 - 0 3  
- 0 . 2 2 1 7 9  5 1 8 8 4 2 2 7 6 0 1 0 - 0 4  
- 0 . 2 4 9 2 0  8 0  7 6  8 7 9 5 0 4 3 0 - 0 5  
- 0 . 2 4 9 2 0  8 0 7 6 8 7 9 5 0 2  8 0 - 0 6  
N U M B E R  O F  I T E R A T I O N  =  2  
R E S I D U A L  N O R M  =  0 . 9 0 9 0 3 5 8 8 3 8 1 0 4 0 3 5 0 - 1 4  
E I G E N V A L U E ! 1 2 ) =  - 0 . 1 0 0 0 0 0 0 0 0 0 0 0 0 6 2 0 0  0 1  
C O R R E S P O N D I N G  E I G E N V E C T O R  
0 . 2 2 8 6 5 5 1 7 5 5 7 2 5 5 4 2 0 - 0 7  
- 0 . 2 5 1 5 2 0 6 9 3 1 2 9 3 2 3 6 D - 0 6  
0 . 2 4 9 2 3 4 1 4 1 3 7 4 1 1 3 3 0 - 0 5  
- 0 . 2 2 1 7 9 5 5 2 0 3 0 5 4 1 8 7 0 - 0 4  
0 . 1 7 4 9 4 4 0 7 4 8 3 0 6 0 7 2 0 - 0 3  
- 0 . 1 2 0 2 4 2 8 9 7 1 7 8 3 8 1 5 0 - 0 2  
0 . 7 0 3 9 6 2 9 7 5 5 8 7 3 0 1 4 0 - 0 2  
- 0 . 3 3 9 9 5 7 1 9  8 0 7 5 8  5 5 6 0 - 0 1  
0 . 1 2 8 9 4 3 2 4 9 4 7 4 4 9 0 2 0  0 0  
- 0 . 3 5 2 8 3 4 0 2 8 6 1 5 9 6 5 3 0  O C  
0 . 5 7 6 7 2 4 8 0 7 7 5 7 6 6 0 6 0  0 0  
- 0 . 2 2 3 8 9 0 7 7 9 1 4 2 0 5 6 1 D  0 0  
- 0 . 5 7 6 7 2 4 8 0 7 7 5 7 5 1 7 2 0  0 0  
- 0 . 3 5 2 8 3 4 0 2 8 6 1 5 1 0 6 1 0  0 0  
- 0 . 1 2 8 9 4 3 2 4 9 4 7 2 4 8 1 4 0  0 0  
- 0 . 3 3 9 9  5 7 1 9 8 0 2 2 6 0 9 7 0 - 0 1  
- 0 . 7 0 3 9 6 2 9 7 3 6 5 4 2 1 4 3 0 - 0 2  
- 0 . 1 2 0 2 4 2 8 8 8 0 4 4 5 5 4 5 0 - 0 2  
- 0 . 1 7 4 9 4 3 5 4 6 1 3 0 4 1 2 1 0 - 0 3  
- 0 . 2 2 1 7 5 9 4 2 4 6 7 2 3 6 9 9 0 - 0 4  
- 0 . 2 4 6 3 9 9 3 6 0 7 4 7 0 9 3 4 0 - 0 5  
N U M B E R  O F  I T E R A T I O N  =  2  
R E S I D U A L  N O R M  =  0 . 8 6 6 4 8 7 5 3 4 0 9 1 4 1 3 6 0 - 1 4  
82 
e i G F N V A L U E t 1 3 ) =  - c . 2 0 0 r 0 0 c 0 0 c 0 5 4 4 8 d 0  0 1  
C O R R E S P O N D I N G  f c l G E N V F C T O R  
- 0 . 1 9 2 0 1 4 1 3 1 1 2 1 5 3 4 9 D - C 8  
C . 2  3 0 4 1 6 9 5  7 3 4 6  8 8 8 1 D - 0 7  
- 0 . 2  5 1 5 3 8 5 1 1 7 7 1 6 1 6 9 0 - 0 6  
0 . 2 4 9 2 3 4 3 4 2 1 9 9 5 1 8 3 0 - 0 5  
- 0 . 2 2 1 7 9  5 5 2 2  8 6 3 2 0 7 7 0 - 0 4  
0 .  1 7 4 9 4 4 0 7 4 8 6 9 7 7 9 0 0 - 0 3  
- 0 . 1 2 0 2 4 2  8 9 7 1 8 1 1 6 6 3 0 - 0 2  
C .  7 0 3 9 6 2 9 7 5 6 0 6 5 6 9 9 0 - 0 2  
- 0 . 3 3  9 9 5  7 1 9 8  0 8 9 0 0 3 5 0 - 0 1  
0 . 1 2 8 9 4 3 2 4 9 4 8 1 3 8 7 9 0  0 0  
- 0 . 3 5 2 8 3 4 0 2 8 6 4 2 2 8 9 5 0  0 0  
0 . 5 7 6 7 2 4 8 0 7 8 2 2 4 1 8 0 0  0 0  
- 0 . 2 2 3 8 9 0 7 7 9 2 1 1 5 5 6 6 0  O C  
- 0 . 5 7 6  7 2 4 8 0 7 8 1 0 2 1 3 8 0  0 0  
- 0 . 3 5 2  8 3 4 0 2 8 5 6 7 2 3 5 C 0  0 0  
- 0 . 1 2 8 9 4 3 2 4 9 3 0 5 0 3 6 3 0  0 0  
- 0 . 3 3  9 9 5  7 1 9 3 4 0  8 5 0  7 5 0 - 0 1  
- 0 . 7 0 3 9 6 2  8 0 5 6 5 1 5 1 5 8 0 - 0 2  
- 0 . 1 2 0 2 4 2 0 9 4 1 3 4 1 6 5 4 0 - 0 2  
- 0 . 1 7 4 8 9  7 5 9 1 4 6  9 2 8 3  8 0 - 0  3  
- 0 . 2 1 8 6 2 1 9 8 9 3 3 8 0 9 2 6 0 - 0 4  
N U M B E R  O F  I T E R A T I O N  =  2  
R E S I D U A L  N O R M  =  0 . 9 0 3 1 2 1 1 0 2 4 1 3 5 7 6 2 D - 1 4  
E I G E N V A L U E ! 1 4 ) =  - 0 . 3 0 0 C G O C 0 0 3 8 0 8 1 2 7 0  0 1  
C O R R E S P O N D I N G  E I G E N V E C T O R  
0 . 1 4 8 6 6 3 4 9 1 2 0 0 4 6 4 2 0 - 0 9  
- 0 . 1 9 3 2 6 2 5 3 8 6 1 7 2 1 6 8 0 - 0 8  
0 . 2 3 0 4 2 8 4 1 1 5 0 2 2  5 2 6 0 - 0 7  
- 0 . 2  5 1 5 3  8 6 2 7 3 5 4 0 5  5 9 0 - 0 6  
0 . 2 4 9 2 3 4 3 4 3 3 3 4 8 2 2 6 0 - 0 5  
- 0 . 2 2 1 7 9  5 5  2 2  8 2 2 7 1 1 2 0 - 0 4  
0 . 1 7 4 9 4 4 0 7 4 9 0 9 2 8 3 1 0 - 0 3  
- 0 . 1 2 0 2 4 2  8 9 7 2  7 4 8 9 1 7 0 - 0 2  
0 . 7 0 3 9 6 2 9 7 6 6 1 6 3 2  0 8 9 - 0 2  
- 0 . 3  3 9 9 5 7 1 9 8  3 4 8 7 4 8 6 0 - 0 1  
0 . 1 2 8 9 4 3 2 4 9 9 0 2 7 9 6 2 0  0 0  
- 0 . 3 5 2 8 3 4 0 3 0 3 1 4 5 4 6 2 0  0 0  
0 . 5 7 6 7 2 4 8 1 2 0 6 9 9 3 4 4 0  0 0  
- C . 2 2 3 8 9 0 7 8 3 9 5 1 6 3 2 9 0  0 0  
- 0 . 5 7 6 7 2 4 8 1 1 2 1 7 3 2 4 8 0  0 0  
- 0 . 3 5 2 8 3 4 0 2 5 0 6 9 4 5 3 1 0  0 0  
- 0 . 1 2 8 9 4 3 2 3 7 5 7 7 9 4 9 9 0  0 0  
- 0 . 3 3 9 9 5 6 8 7 1 7 3 3 6 7 1 9 0 - 0 1  
- 0 . 7 0 3 9 5 1 0 9 8 6 0 5 9 7 9 7 0 - 0 2  
- 0 . 1 2 0 1 8 6  7 7 3 0 1 2 4 6 3 9 0 - 0 2  
- 0 . 1 7 1 6 9 5 3 9 0 1 1 1 2 1 C 0 D - 0 3  
N U M B E R  O F  I T E R A T I O N  =  2  
R E S I D U A L  N O R M  =  0 . 8 9 9 5 2 5 0 5 5 8 1 5 4 8 5 6 0 - 1 4  
83 
t l e t N V A L U F ( I S ) =  - 0 . 4 0 0 0 0 0 0 2 0 ^ 0 7 0 4 ^ 8 0  0 1  
C n R K f c S P O N D I N G  E I G E N V f C T O R  
- 0 .  1 0 6 7 7 3 7 0 2 5 9 4 1 1 2 9 0  - 1 0  
0 .  1 4 9 4 9 0 1 8 5 8 2 1 4 7 4 0 0  - 0 9  
- 0 .  1 9 3 2 6 9 4 5 7 6 0 7 5 7 7 3 0  - 0 8  
0 .  2 3 0 4 2  8 4 5 1 2 3 4 2 6 3 7 0  - 0 7  
- 0 .  2 5 1 5 3 8 6 0 6 5 0 7 0 2 0 9 0  - 0 6  
0 .  2 4 9 2 3 4 3 2 7 1 5 2 9 9 1 7 0  - 0 5  
- 0 .  2 2 1 7 9 5 5 1 3 4 8 3 6 8 1 5 0 -- 0 4  
0 .  1 7 4 9 4 4 0 7 2 0 6 3 7 8 5 5 0 -- 0 3  
- 0 .  1 2 0 2 4 2 8 9 8 8 9 7 3 9 8 6 0 -- 0 2  
0 .  7 0 3 9 6 3 0 1 0 8 3 6 2 7 5 3 0 -- 0 2  
- 0 .  3 3 9 9 5 7 2 2 9 9 6 4 5 9 7 5 0 -- 0 1  
0 .  1 2 8 9 4 3 2 6 8 8 4 8 9 9 3 9 0  0 0  
- 0 .  3 5 2 8 3 4 1 0 9 9 9 2 9 7 4 9 0  0 0  
0 .  5 7 6 7 2 5 0 2 3 4 9 2 8 0 2 7 0  0 0  
- 0 : 2 2 3 8 9 1 0 3 1 7 6 9 0 8 4 4 0  0 0  
- 0 . 5 7 6 7 2 4 9 7 7 5 7 9 3 6 6 C D  0 0  
- 0 . 3 5 2 8 3 3 8 2 7 5 4 1 0 4 0 4 0  0 0  
- 0 . 1 2 8 9 4 2 6 0 5 1 4 6 9 3 2 5 0  0 0  
- 0 . 3 3 9 9 3 9 6 1 4 5 7 4 4 3 5 4 0 - 0 1  
- 0 . 7 0 3 3 2 3  3  7 1 1 6 8 6 0 2 4 0 - 0 2  
- 0 . 1 1 7 2 2 0 5 6 5 8 6 7 8 4 5 2 0 - 0 2  
N U M B E R  O F  I T E R A T I O N  =  2  
R E S I D U A L  N O R M  =  0 . 8 9 5 1 8 0 0 5 1 0 5 0 2 7 5 5 0 - 1 4  
E I G E N V A L U c ( 1 6 ) =  - 0 . 5 0 0 0 0 0 8 1 5 8 6 7 2 9 4 6 0  0 1  
C O R R E S P O N D I N G  E I G E N V E C T O R  
C . 7 1 5 2 7 7 4 6 1 8 5 3 6 6 4 9 0 - 1 2  
- 0 . 1 0 7 2 9 1 6 7 7 6 3 5 1 9 8 8 0 - 1 0  
0 . 1 4 9 4 9 3 1 5 8 7 6 3 1 9 5 9 0 - 0 9  
- 0 . 1 9 3 2 6 8 3 1 1 5 8 2 3 8 2 0 0 - 0 8  
C «  2 3 0 4 2 7 1 9 9 9 9 2 5 2 1 3 0 - 0 7  
- 0 . 2 5 1 5 3 7 4 2 4 8 7 3 9 6 6 1 0 - 0 6  
0 . 2 4 9 2 3 3 3 5 8 0 9 5 1 9 9 4 0 - 0 5  
- 0 .  2 2 1 7 9 4 8 5 1 3 7 8 2  8  5 4 0 - 0 4  
0 . 1 7 4 9 4 3 7 2  8 4 7 6 8 4 1 6 3 - 0 3  
- 0 . 1 2 0 2 4 2 8 0 4 1 5 0 8 7 2 5 0 - 0 2  
0 .  7 0 3 9 6 3 4 3 3 0 7 9 2 6 3 0 0 - 0 2  
- 0 .  3 3 9 9 5 8 0 1 0 4 6 5 2 8 5 2 0 - 0 1  
0 . 1 2 8 9 4 3 8 4  7 2 1 5 9 4 3 6 0  0 0  
- 0 . 3 5 2 8 3 6 7 9 2 6 1 1 9 8 0 3 0  0 0  
0 . 5 7 6 7 3 2 6 1 6 6 8 8 0 1 2 3 0  0 0  
- 0 . 2 2 3 9 0 0 5 2 9 4 4 8 8 3 1 7 0  0 0  
- 0 . 5 7 6 7 3 0 7 8 9 9 5 6 8 1 5 4 0  0 0  
- 0 . 3 5 2 8 2 5 5 5 5 1 5 0 0 9 3 6 0  0 0  
- 0 . 1 2 8 9 1 7 4 4 1 7 5 5 0 6 5 7 0  0 0  
- 0 . 3 3 9 2 5 7 1 8 3 1 9 8 6 2 2 9 0 - 0 1  
- 0 . 6 7 8 5 1 5 4 7 3 5 5 4 4 0 9 2 0 - 0 2  
N U M B E R  O F  I T E R A T I O N  =  2  
R E S I D U A L  N O R M  =  C . 8 8 8 9 0 1 3 8 0 8 7 3 1 4 2 1 D - 1 4  
84 
E I G F N V A L U E C 1 7 ) =  - 0 . 6 0 0 0 2 2 5 6 8 C 1 8 5 1 7 2 0  C l  
C O R R E S P O N D I N G  E I G E N V E C T O R  
- 0 .  4 4 8 8 Û 5 4 3 0 6 6 9 9 2 6 C D  - 1 3  
0 .  7 1 8 0 9 8 8 1 7 7 2 1 1 5 4 6 0  - 1 2  
- 0 .  1 0 7 2 6 7 6 3 7 8 3 4 2 4 5 2 0  - 1 0  
0 .  1 4 9 4 5 9 0 1 4 9 6 8 2 5 9 7 0  - 0 9  
- 0 .  1 9 3 2 2 7 4 1 6 0 7 4 2 1 3 0 D  - 0 8  
C .  2 3 0 3 8 2 6 6 9 8 9 9 2 7 7 5 0  - 0 7  
- 0 .  2 5 1 4 9 3 8 6 2 0 0 8 8 2 3 8 0  - 0 6  
0 .  2 4 9 1 9 5 7 1 1 0 2 7 9 6 6 1 0  - 0 5  
- 0 .  2 2 1 7 6 6 8 2 5 1 5 8 5 0 2 3 0  - 0 4  
0 .  1 7 4 9 2 6 5 0 7 8 5 4 3 3 8 8 0 -- 0 3  
- 0 .  1 2 0 2 3 4 8 3 4 9 9 1 1 2 0 4 D -- 0 2  
0 .  7 0 3 9 4 3 4 9 3 7 8 1 1 1 3 0 D -- 0 2  
—  0 .  3 3 9 9 6 4 1 5 0 0 0 1 2 4 6 8 0 -- 0 1  
0 .  1 2 8 9 5 3 8 9 7 3 7 9 9 1 9 9 0  0 0  
- 0 .  3 5 2 8 9 4 3 7 9 4 7 9 0 7 4 4 0  0 0  
0 .  5 7 6 9 1 4 5 0 2 8 4 7 1 3 6 7 0  0 0  
- 0 .  2 2 4 1 5 0 3 2 1 5 3 9 8 9 5 6 D  0 0  
- 0 .  5 7 6 8 6 3 9 1 6 5 6 1 0 6 1 1 0  0 0  
- 0 .  3 5 2 5 8 3 4 0 8 2 6 5 6 6 0 2 0  G O  
- 0 .  1 2 8 2 2 3 3 2 8 8 8 1 3 9 8 9 0  0 0  
- 0 . 3 2 0 5 7 6 4 0 9 1 3 9 3 3 9 5 D - 0 1  
N U M B E R  O F  I T E R A T I O N  =  2  
R E S I D U A L  N O R M  =  0 . 8 4 6 1 0 6 6 5 9 6 6 0 0 3 2 2 0 - 1 4  
E I G E N V A L U E ( 1 8 ) =  - 0 . 7 0 0 3 9 5 2 0 0 2 6 6 5 3 6 2 0  C I  
C O R R E S P O N D I N G  E I G E N V E C T O R  
0 .  2 6 3 4 1 7 5 3 9 3 1 1 1 4 3 O D - 1 4  
- 0 . 4 4 7 9 1 4 0 0 4 5 3 0 4 5 1 0 0 - 1 3  
0 . 7 1 4 2 0 5 2 4 7 0 8 9 5 8 8 7 0 - 1 2  
- 0 . 1 0 6 7 1 1 0 9 8 4 6 9 3 0 9 3 D - 1 0  
0 . 1 4 8 7 2 3 5 0 4 8 6 4 5 0 1 4 0 - 0 9  
- 0 . 1 9 2 3 3 2 2 2 0 9 0 7 9 2 1 8 0 - 0 8  
0 .  2 2 9 3 8 7 4 3 9 7 8 5 8 2 7 9 0 - 0 7  
- 0 . 2  5 0 4 9 3 5 1 5  5 3 2  6 7 5 2 0 - 0 6  
0 . 2 4 8  2 9 8 6  3 6 2 3  8 9 2 1 3 0 - 0 5  
- 0 . 2 2 1 0 6 1 9 6 5 1 4 6 9 2 4 7 0 - 0 4  
0 . 1 7 4 4 5 3 9 4 9 5 0 2 6 9 7 6 0 - 0 3  
- 0 . 1 1 9 9 7 6 0 8 9 2 4 7 7 6 0 8 0 - 0 ?  
0 . 7 0 2 8 8  5 2  8 6 3 6  0 7 8 1 4 0 - 0 2  
- 0 . 3 3 9 7 2 2 8 1 4 7 0  8 1 2 8 7 0 - 0 1  
0 . 1 2 8 9 9 4 5 3 1 5 6 6 5 6 4 7 0  0 0  
- 0 . 3 5 3 5 2 1 0 9 9 9 6 1 4 4 9 5 0  0 0  
0 . 5 7 9 4 4 4 7 8 4 6 8 5 6 4 4 5 D  0 0  
- 0 . 2 2 8 2 1 3 6 5 2 0 5 7 7 0 4 2 0  0 0  
- 0 . 5 7 8 5 4 2 8 8 3 7 2 4 4 3 8 4 0  0 0  
- 0 . 3 4 8 0 4 2 8 2 8 6 4 8 2 3 0 9 0  0 0  
- 0 . 1 1 6 1 6 7 3 0 7 3 8 5 5 4 8 4 0  C O  
N U M B E R  O F  I T E R A T I O N  =  2  
R E S I D U A L  N O R M  =  0 . 4 4  8 5 4 9 8 2 3 9  7 2 1 8  5 5 0 - 1 4  
85 
E I G E N V A L U E C 1 9 ) =  - 0 . 8 0 3 8 9 4 1 1 1 9 3 0 6 4 4 2 0  0 1  
C O R R E S P O N D I N G  E I G E N V E C i u R  
- 0 . 1 3 6 8 5 9 0 5 3 5 2 7 6 6 1 8 0 - 1 5  
0 . 2 4 6 8 7 9 2 4 0 8 2 2 9 5 0 9 0 - 1 4  
- 0 . 4 1 9 2 8  7 4 9 4 2 6 0 8  5  8 4 0 - 1 3  
C . 6 7 0 0 2 3 9 5 0 8 4 2 9 1 7 3 0 - 1 2  
- C . 1 0 0 3 4 5 2 1 9 9 5 8 2 5 6 5 0 - 1 0  
0 . 1 4 0 2 0 4 0 3 9 5 0 8 9 3 9 1 0 - 0 9  
- 0 . 1 8 1 8 0  7 7 6 9 3 8 5 0 1 4 9 0 - 0 8  
0 . 2 1 7 4 7 5 2 6 2 6 7 0 7 7 4 8 0 - 0 7  
- 0 . 2 3 8 2  5 1 5 8 4 2  5 8 9 8  8 7 0 - 0 6  
0 . 2 3 7 0 0 4 6 0 9 9 6 9 0 3 8 9 0 - 0 5  
- C . 2 1 1 8 4 4 5 5 5 6 0 8 3 4 3 4 0 - 0 4  
0 . 1 6 7 9 3 0 5 4 4  7 9 8 8 2 2 8 0 - 0 3  
- 0 . 1 1 6  0 8 6 8 7 6 1 4 1 1 0 8 1 0 - 0 2  
0 . 6 8 4 2 4 8 7 5 5 2 6 0 4 8  8 9 0 - 0 2  
- 0 . 3 3 3 1 8 0 2 3 1 2  5 7 5 2 1 6 0 - 0 1  
0 .  1 2 7 7 2  7 0 4 6 0 6 3 9 9 8 4 0  0 0  
- 0 . 3 5 4 8 3 6 9 4 9 2 0 5 6 8 0 5 0  0 0  
0 . 5 9 5 7 6 4 6 0 0 3 2 0 7 1 5 0 0  0 0  
- 0 . 2 6 4 1 2 7 3 9 1 4 9 4 6 7 7 8 0  0 0  
- 0 . 5 8 5 4 7 9 1 8 4 0 5 6 4 2 1 8 0  0 0  
- 0 . 2 9 8 5 5 2 5 7 7 3 0 3 9 6 5 6 0  0 0  
N U M B E R  O F  I T E R A T I O N  =  2  
R E S I D U A L  N O R M  =  0 . 1 1 4 9 1 3 0 0 0 2 7 9 0 0 5 7 0 - 1 4  
E I G E N V A L U E ( 2 0 ) =  - 0 « 9 2 1 0 6 7 8 6 4 7 3 3 3 0 5 1 0  0 1  
C O R R E S P O N D I N G  E ' u r ^ V E C T O R  
0 . 4  7 5 5 9 5  2 5 1 3 2  5 6 2 8 2 0 - 1 7  
- 0 . 9 1 3 6 5 0 7  5 3 9 4 1 4 2  7 4 0 - 1 6  
0 . 1 6 5 9 0 6 4 0  7 5  0 7 8 8  3 9 0 - 1 4  
- 0 . 2  8 4 6 2 2  5 3 5  7 6 1 2 2  7 0 0 - 1 3  
0 . 4 5 9  7 3 3 3  8 2 2  2 6 3  5 3 8 0 - 1 2  
- 0 . 6 9 6 4 3 9 4 4 8 6 9 2 0 5 0 7 D - 1 1  
0 . 9 8 5 0 9 0 3 8 6 4 4 6 5 9 2 3 0 - 1 0  
- 0 . 1 2 9 4 4 0 6 8 5 8 9 0 5 3 8 ^ 0 - 0 8  
0 . 1 5  7 0 7 0 7 7 1 5 4 3 5 2  8 6 0 - 0 7  
- 0 . 1 7 4 7 9 2 5 8 7 6 0 7 4 1 1 3 D - 0 6  
0 . 1 7 6 9 0 4 3 3 6 4 8 4 0 7 3 5 0 - 0 5  
- 0 . 1 6 1 1 9 3 0 1 9 6 4 4 7 6  7 0 0 - 0 4  
0 . 1 3 0 5 8 1 3 6 4 5 8 4 8 0 1 7 0 - 0 3  
- 0 . 9 2  5 4 6 0 9 5 5 3 3 6 7 6 4 2 0 - 0 3  
0 . 5 6 1 7 1 5 9 2 2 9 9 7 6 2 l l D - 0 2  
- 0 . 2 8 3 4 3 7 5 0 7 0 2 9 2 0 C O O - 0 1  
0 .  1 1 3 7 2 9 2 6 6 6 4 0 1 4 0 0 0  0 0  
- 0 . 3 3 6 S 0 4 3 7 7 2 7 5 4 2 3 9 D  0 0  
0 . 6 3 0 8 3 6 9 7 8 5 3 0 9 4 3 1 0  0 0  
- 0 . 4 2 6 9 3 6 4 3 2 5 8 0 0 8 4 5 0  0 0  
- 0 . 5 4 0  8 9 0 5 7 7 3 8 3 8 4 2 4 0  0 0  
N U M B E R  O F  I T E R A T I O N  =  2  
R E S I D U A L  N O R M  =  0 . 4 5 9 9 0 7 4 0 9 4 5 8 2 2 1 3 0 - 1 4  
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E I G E N V A L U E ! 2 1 ) =  -0.1 0 7 4 6 1 9 4 1 8 2 9 0 3 3 6 0  0 2  
CORRESPONDING EIGENVECTOR 
0 .  5 5 3 6 9 4 6 6 9 8 1 1 1 3 4 6 0 -1 9  
- 0 .  1 1 4 8 7 0 5 7 1 3 7 9 4 0 4 6 0 - 1 7  
0 .  2 2 6 2 7 1 9 6 6 1 6 6 0 6 9 1 0 - 1 6  
- 0 .  4 2 3 0 2 5 1 1 5 8 7 5 8 5 6 3 0 - 1 5  
0 .  7 4 8 4 4 5 8 6 5 3 9 6 1 5 8 6 0 - 1 4  
- 0 .  1 2 4 9 1 3 1 7 2 8 5 7 2 7 7 2 0 - 1 2  
0 .  1 9 5 9 4 2 2 6 1 7 1 5 9 3 1 2 0 - 1 1  
- 0 .  2 8 7 6 9 1 1 3 2 2 6 1 4 6 8 1 0 - 1 0  
0 .  3 9 3 5 0 6 3 9 4 2 5 9 3 8 9 9 0 -0 9  
- 0 .  4 9 8 6 9 3 9 8 0 0 2 1 8 1 8 4 0 - 0 8  
0 .  5 8 1 3 4 0 5 6 8 7 7 5 5 2 8 6 D - 0 7  
- 0 .  6 2 0 2 7 0 2 3 3 7 5 5 0 5 9 7 0 -0 6  
0 .  5 9 8 7 0 9 0 0 8 7 1 7 4 1 2 3 0 - 0 5  
- c .  5 1 7 4 3  9 8 2 2  5 9 2 0 5 6 0 D -0 4  
0 .  3 9 4 8 3 1 8 4 4  2  8 9 3  3 8 4 0 -0 3  
— G  .  2 6 1 1 8 6 8 3 0 3 9 1 0 5 3 1 0 - 0 2  
0 .  1 4 6 1 3 4 7 0 6 3 8 8 8 1 9 7 0 - 0 1  
- 0 .  6 6 7 4 6 5 0 1 0 2 9 3 8 0 0 2 0 -0 1  
0 .  2 3 5 4 3 1 8 8 3 2 4 6 5 3 4 3 0  0 0  
- 0 .  5 7 9 7 9 5 1 6 7 2 1 2 2 3 5 0 0  0 0  
0 .  7 7 7 0 0 3 0 6 5 0 1 4 9 5 0 1 0  0 0  
NUMBER OF ITERATION = 1  
R E S I D U A L  N O R M  =  C . 1 9 8 1 4 0 4 4 4 7 5 3 2 4 0 2 0 - 1 4  
