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CHAPTER I 
INTRODUCTION 
This investigation was undertaken as a theoretical consideration 
of certain experimentally observed properties of superfluid helium. In 
attempting to explain experimental observations on helium in its super-
fluid phase many investigators have, in analogy with the Bose-Einstein 
condensation of a gas of noninteracting bosons, tacitly assumed that 
the zero momentum state of the system has a macroscopic occupation. 
Landau (l) has attributed the superfluidity to the phonon character of 
the low momentum excitations in the fluid. These two concepts will be 
discussed in more detail later in this chapter. It is the purpose of 
this investigation to demonstrate that both properties are predicted by 
a quantum cell model for bosons. 
Liquid helium under its own vapor pressure has been reduced to 
temperatures less than 0.1°K without solidifying; this result indicates 
that helium can be expected to exist in the liquid state even at a 
temperature of absolute zero* This feature, unique to helium, is the 
first of a number of remarkable properties exhibited by this element 
at extremely low temperatures0 The phase diagram for the more abundant 
isotope, He 4, is shown in Figure 1. The failure of the liquid to 
solidify under its, own vapor pressure at any temperature results in the 
absence of a conventional triple point, i.e., the simultaneous existence 
of the solid, liquid, and vapor phases. He 4 exhibits two liquid 
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Figure 1„ The Four Phases of He 4 
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phases, commonly denoted by He I and Hell, as shown in the phase 
diagram. The first observation of this phase change in liquid helium 
was noted by Onnes (2) in 1911 when he reported that at 2.2°K liquid 
helium ceased contracting Upon cooling and began expanding. Later 
measurements by Onnes and Boks displayed a discontinuous thermal expan­
sion coefficient at 2.2°X. Specific heat measurements by Keesom and 
Clusius.(3) exhibit a singularity in the specific heat occurring along 
the X-line shown in Figure 1. The shape of this specific heat curve 
resembles the Greek letter X, and the transition is therefore called 
the \-transition-. 
The electronic structure of the helium atom consists of a pair 
of K-shell electrons tightly bound to a nucleus consisting of two pro­
tons and either one (He3) or two (He4) neutrons. The two electrons 
fill the K shell, and as a result helium is inactive chemically. Per­
haps more important for our considerations are the extremely high 
ionization potential and correspondingly low electric polarizability 
(which is known to result in small Van der Waal's attractive forces). 
We see then that the helium atom is tightly bound and as a result might 
be expected to behave somewhat as a classical hard sphere, particularly 
since the attrative interaction is very small. To emphasize this point 
we note that helium has the highest ionization potential as well as the 
weakest attractive interaction of all elements. 
The weak attractive forces coupled with the small mass of the 
helium atom offer an-.explanation for the reluctance of the liquid to 
solidify. The energy required to localize the particle to a lattice 
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position is approximately equal to the depth of the potential wellj 
hence outside aid in the form of pressure is required to accomplish 
a change to the solid phase. The even smaller mass of hydrogen makes 
it likely that it might display a similar effect, but the much stronger 
interaction of the hydrogen atoms relative to helium dominates and 
thereby results in solidification for temperatures above zero. Other 
inert gases possess the characteristically weak interaction resulting 
from closed electronic shells, but their larger mass decreases the 
localization energy to the point where the attractive interaction still 
dominates. The failure of helium to solidify under its vapor pressure 
appears, then, to be a direct result of the nonclassical localization 
energy, thus prompting Landau's description of liquid helium at low 
temperatures as a "quantum liquid," 
Since He 3 consists of an odd number of fermions with a result­
ing spin of l/2, He 3 can be expected to obey Fermi-Dirac statistics 
while He 4, with an even number of fermions and a resulting spin of 
zero, submits to Bose-Einstein statistics. This subtle quantum differ­
ence apparently results in an even more striking quantum effect at low 
temperatures, namely, the experimental observation that He 3 does not 
possess the two liquid phases found in He 4. Thus the helium liquids of­
fer a macroscopic manifestation of quantum statistics. 
Since our interest in this work will be in certain properties of 
He 4, we shall limit our discussion to a few of its properties. While 
He I possesses no extraordinary properties which distinguish it from 
other liquids, Hell exhibits a number of unique phenomena. Perhaps 
5 
the most remarkable, and certainly the best known, of these is its 
"superfluidity," an effect discovered simultaneously by Kapitza (4) and 
by Allen and Misener (5). In these experiments Hell was shown to flow 
readily through extremely narrow capillaries with no viscosity. A sec­
ond experiment using torsional oscillations of a disk immersed in Hell 
demonstrated the same liquid to have a viscosity comparable to other 
liquids. Thus a paradox of some magnitude appears. 
Tisza (6) offered a phenomenological solution to this paradox 
with his proposal of a two-fluid model. In this model Hell consists 
of two components, a superfluid and a normal fluid. The normal fluid 
possesses the properties of ordinary liquids, while the superfluid has 
zero viscosity. Support for this two-fluid theory was found experi­
mentally by Andronikashvili (7), who used an assembly of oscillating 
disks to measure the ratio of the normal component density to that of 
the system. This ratio is seen to decrease rapidly from unity at the 
X-point to zero at 0oK„ Atkins (8), in his comprehensive review of the 
experimental and theoretical status of liquid helium, asserts that the 
two-fluid concept is essentially correct, though possibly only a first 
approximation. Huang, as reported by Cohen (9), accepts the validity 
of the Tisza theory but points out that it is unsatisfactory primarily 
because it has, as yet, no molecular basis. 
Theoretical treatments of liquids have been relatively unsatis­
factory and have usually been accomplished by either considering the 
liquid as an imperfect gas in which particle interactions have become 
appreciable or as an imperfect solid in which local order is retained 
but long range order lost as a result of particle wandering. 
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London (lO), (ll), (12) pointed out the many similarities between 
the Bose-Einstein condensation of an ideal gas of bosons and the X-tran-
sition of liquid helium., The ideal gas condensation corresponds to a 
gathering of a finite fraction of the gas particles into the lowest en­
ergy state. If one treats the particles in the lowest energy level as 
those forming the superfluid component and the remainder as those form­
ing the normal component, a theoretical substantiation of Tisza's two-
fluid model is obtained* Using values consistent with those of liquid 
helium in the Bose-Einstein condensation formalism, a transition temp­
erature of 3.2°K is predicted in comparison with the measured value of 
2.17°K. The general behavior of the specific heat of liquid helium 
resembles that predicted from the perfect gas. 
London's characterization of the X-transition in liquid helium 
as a Bose-Einstein condensation modified by the presence of inter­
atomic forces treats the liquid as an imperfect gas and in so doing 
places emphasis on the wave-function of individual atoms. In contrast 
to this approach the theory of solids places primary consideration upon 
the weakly excited states resulting from the collective motion of the 
particles. These low energy states for the system are commonly called 
"elementary excitations" and can be shown to behave like particles in 
that they possess definite energies and momenta. 
Landau (l), (l3) attacked the liquid helium problem from the 
latter viewpoint. He suggested that the liquid at or near absolute 
zero consists of a system of elementary excitations in the ground state 
and proposed an excitation spectrum of the type shown in Figure 2. 
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Figure 2- Excitation Spectrum for He II 
This curve relates the energy e(p) of an elementary excitation to its 
momentum p„ 'For small momenta the energy-momentum relationship is 
linear and such excitations are commonly called phonons. This type of 
low momentum spectrum is suggested by 
(a) the knowledge from solid state that such a spectrum results 
in a specific heat which varies as T 3 nears absolute zero| 
(b) .the experimental determination of liquid helium's specific 
heat which exhibits a T 3 dependence in the 0°K to 0.8°K range. 
In the interval between 0„8°K and the \-point the specific heat increases 
more rapidly with temperature^ this phenomenon indicating the presence 
of a second type of elementary excitation which Landau termed the roton. 
He selected this name since he suspected these excitations were related 
to the rotational nature of the liquid in contrast to the obvious trans-
lational character of the phonon„ These two regions of the spectrum are 
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shown in Figure 2 and may be characterized by the equation 
f 
(1) 
These excitations are assumed to obey Bose-Einstein statistics. 
Therefore the number with an excitation of energy e(p) at a tempera­
ture T is 
mf(T) = [ t ~ '] \ 
The energy of the system at a temperature T is 
E(T) where E^ is the ground state (T == 0) energy^ and the specific heat 
at constant volume is 
C V(T) = (TfJv ~ L z t 
ill _ -N 
•I 
' ( f ) . 
The constants c, A , P q 5 and ji are to be adjusted for a best fit to 
the specific heat temperature dependence,, Performing this operation 
Landau chose 
C - 2 26> refers / sec 4- = 9 A"' 
A* 
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where k is Boltzmann's constant, h is Planck's constant divided by 
2it, and m is the mass of the helium atom. 
Cohen and Feynman (14) suggested that the excitation curve of 
Figure 2 could be measured by inelastic scattering of neutrons from 
liquid helium. These measurements were performed by Palevsky, Otne^, 
Larsson, Pauli, and Stedman (15) and also by Henshaw (16). Their 
measurements give an excitation curve in excellent agreement with 
Landau's proposal. For example, Henshaw reports fitted values for 
A/k and p / h of 8.65°K and 1.91 A"1 at normal vapor pressure. 
These results and other successes of the Landau proposal seem to leave 
little doubt as to the validity of the excitation model for the liquid. 
Landau (17) demonstrates that a quantum liquid with an energy 
spectrum as he proposes will necessarily exhibit superfluidity. This 
follows, as he shows*from the phonon portion of the excitation spectrum. 
He gives some understanding to the two-fluid theory by arguing that at 
absolute zero the entire system is in the quantum mechanical ground 
state (with no excitations) and is an ideal fluid having no viscosity. 
At temperatures slightly above zero,, thermal energy appears in the form 
of elementary excitations. These excitations, possessing energy and 
momentum, behave as particles moving through the fluid, giving rise to 
the properties of an ordinary fluid, and thus account for the normal 
component. 
Feynman (18), (19), (20) approaches the liquid helium problem by 
considering the Schroedinger equation for all the atoms, taking their 
interaction into account. Of course, a full solution is impossible, 
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but Feynman appears to have had some success simplifying the problem 
via physical intuition., He did not achieve complete success in justi­
fying Landau's excitation spectrum in that he obtains a result for 
e(p) which requires a knowledge of the radial distribution function for 
the liquid. 
A number of investigators have considered the Bose-Einstein gas 
with weak repulsive forces. Knollman (2l) gives a brief account of 
these works. Application of these arguments to the superfluid problem 
usually incorporates the assumption that the presence of particle inter­
actions does not remove the finite fraction of particles in the zero 
energy state as predicted in the Bose-Einstein condensation. Penrose 
and Onsager (22) consider this point in detail and conclude that a 
finite fraction of the particles must have identical momenta (perhaps 
zero but not necessarily so) at temperatures below the X-point. They 
estimate that approximately eight per cent of the particles occupy this 
state at 0°K, 
The approach to the superfluid from the low density region is 
complicated by the necessity of including attractive forces to obtain 
condensation of the gas and repulsive forces to insure the hard core 
interactions which dominate at higher densities. Basically this ap­
proach incorporates all of the as yet unsolved problems of the general 
gas-liquid condensation in addition to any difficulties added in obtain­
ing the phase change in the liquid state from He I to He II . What 
has been done in the these works is to omit the attractive.forces and 
confine the system with external pressure. 
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Some agreement with experiments on other liquids has been achieved 
by using lattice theories of the liquid state for classical fluids. Here 
the basic idea is that an average molecule in the liquid is confined to 
a cell formed by nearest neighbors and only occasionally moves outside 
this cell. Using intuitive ideas suggested by this model Gersch and 
Knollman (23) developed a quantum cell model for bosons. This model al­
lows the cell size to vary with density so that the number of cells al­
ways equals the number of particles. At very high densities the parti­
cles are confined one to a cell with no fluctuations. As the density is 
decreased particle motion causes fluctuations. The density dependence 
of the model at a temperature of 0°K is investigated by the use of 
Green's functions employed in the framework of second quantization. At 
high densities no condensation of a finite fraction of the particles 
into a single momentum state is observed. At a critical density an in­
stability occurs in the calculation which seems to rule out extension of 
the results to lower densities. At this density* however, the excitation 
spectrum as calculated from the Green's functions changes from quadratic 
to linear for small momenta. 
It is the purpose of this work to investigate carefully the 
approximations used -to get the results by Gersch and Knollman, to con­
sider the solutions for the Green's functions in some detail, and to 
attempt to obtain solutions for densities less than the critical density. 
Chapter II reviews the formulation of the cell model and points out a 
few features of the model in the high density limit. Green's functions 
for the cell model are defined in Chapter III, their characteristics are 
12 
studied in some detail, and differential equations of motion for their 
time dependence are obtained. These equations of motion constitute a 
set of coupled differential equations which are apparently intractable. 
Thus it becomes necessary to make approximations consistent with the 
nature of the cell model in the high density region. Chapter IV deals 
with these approximations. A discussion of the solution of the equa­
tions of motion and the final approximations needed for a solution are 
the subject of Chapter V, The solution of the resulting equations of 
motion is obtained in Chapter VI. A procedure is found for extending 
the solutions into the superfluid region while simultaneously retaining 
the phonon portion of the excitation spectrum. It is also shown that 
whereas no momentum state possesses finite occupation for densities 
greater than the critical density, for densities less than this critical 
value a finite fraction is observed in the zero momentum state. 
CHAPTER II 
THE CELL MODEL HAMILTONIAN 
Consider a system of spinless, nonrelativistic bosons which 
interact pairwise according to the potential U(r), where r is the 
separation between the two particles. The Hamiltonian operator for 
such a system is 
where the field operators t|>+(r) and i|)(r) obey the commutation rela­
tions 
[ f ( r ) , Y V ) ] = & ( r - r > ) ( 2 ) 
The particle-number operator for such a system is 
N - J V+Lr) HV) Ax. , 
while the linear momentum operator is defined by 
P - ^ T I { r ( r ) [ V n r ) ] " [ V Y V l ] r i r ) } ̂  . (3) 
We now introduce a spatial extent (2L) by imposing the follow­
ing boundary conditions on the field operators: 
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With this periodicity i|)(r) may be expanded in terms of a new operator, 
d ^ * hy the Fourier series 
Ylr) = o < ^ ^ ( 4 ) 
where k is a vector with three components, each of which is an integer. 
Inverting the series expansion to obtain an explicit expression for the 
operator a, yields 
K 
where R is the volume defined by 
The and operators satisfy the commutation relations 
which follow directly from Equations (2) and ( 5 ) . They are to be 
interpreted as creation and destruction operators, respectively, for 
particles of momentum hk/2L, as we shall see. Expansion of the 
linear momentum operator in terms of these operators by substituting for 
i|)+(r) and i|>(r) from Equation ( 4 ) into Equation ( 3 ) gives 





Similarly the number operator becomes 
- Z < * & * k . 
Similar operations to express the potential energy operators in 
terms of the momentum operators give 
V = £ i VHr) Y + M U ( r - f - ) ^ V U O d v d r 
= < < ^ s ^ , 
where 
In this expression for g let us make the change of variables 
r" - r - r ' r~ » r 
so that 
P — 4 " 2. tl *( fc 
The kinetic energy operator may be expressed in terms of the 
momentum operator as follows: 
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Now the region, R*, over which the x" integral is to be evaluated 
depends upon r and thus g cannot, in general,, be written as the 
product of two definite integrals. • If • we assume U(r) to have a range 
D, such that D < < L, then the r;/ integral may be approximated very 
accurately by 
J U(H e " * u At" . 
The error in such an approximation occurs when the vector r is within 
a distance D of the boundary of R. Thus, if we confine our considera­
tions to systems whose linear dimensions are large compared to the inter­
action range, then 
where 
The resulting expression for the potential energy operator is then 
v = * ir u(**"L) **> ^* wh • 
Since the operators H, T, and V are invariant under an infini­
tesimal coordinate translation, and since the linear momentum operator 
is the generator of such a translation, we expect that P should commute 





0, T] - ̂  (^:)B J 2 C M ) * ' [ < - , ^ d^] • 
but 
so that 
[ P , T ] = 0 • 
It follows that 
[ P , H l = [ P , T r V ] = [ P , T ] ^ [ P , V ] = 0 . 
That the potential and kinetic energy operators do not commute is 
shown in the following: 
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Therefore 
[t, h] -- [r, t+v] - [t,t\ + [r, v] = [t,v] 4= o, 
and 
[V,H]=[V,T+V]= [V,T] + [V,V] r[v,T]*0. 
We conclude that eigenstates of any one of the operators H, T, 
and V cannot be eigenstates of either of the remaining two, while eigen­
states of either H, T, or V may be selected such that they are also 
eigenstates of P. 
Cell Space and Cell Operators 
Let us now partition the region R into = (2N + l ) 3 equal 
subregions (or cells) of volume (2a) 3 where 
with the midpoint of the cells being located by 
where t is a 3-component vector given by 
e , e , and e are unit vectors in the directions x x , x„, 
respectively. 
The cell model operators are obtained by the following procedure: 
For r within eel Z the field operator is replaced by its 
average over this cell, i.e., 
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where p = (2a)"3 is the number of cells per unit volume. Now define 
the cell operator by 
b , = P * I, H V ) 7 
so that 
V ( r ) - l \ for r in cell I. 
If we define the function 
/ -for- r i n K. 
then the cell model operator replacing the field operator is 
H V ) — p ^ J b . ^ . 
Let us also define a cell model approximation to the pair inter­
action potential, namely 
Thus two particles in the same cell possess an interaction energy 
p U Q ( p ) , while the two particles when occupying different cells, say 
I and I , interact with an energy Up n ( p ) . Notice that the inter-
action energy, in any case, is determined by the cell locations of the 
pair and is independent of the particles' positions; within the confines 
of the cell. The cell interaction is permitted to vary with the cell 
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size as denoted in the p-dependence. Hence the U.(p) functions are, 
in essence, functions which may be chosen in an effort to most nearly 
approximate the correct interaction. 
We turn our attention now to obtaining cell operators for the 
potential and kinetic energy operators. Using Equations (7) and (8) in 
the expression for the potential energy operator, we get 
V - "klS V+[r) Y V ) U L F - H D X ' D T 
- i f i l l l b ; b : ^ ^ f fe« ^ 
x f I I I I 1 ? U 0 bi £ be, b„ SM ̂  ^ $ D C 
To interpret this result let. us investigate the cell operators, 
b^ and bjj, in some more detail. Recall that the field operator, 
ij)(r), is an operator which annihilates a particle at r . Since b^ 
is defined by Equation (6), we are led to interpret this operator as 
one which annihilates a particle within the cell I. Similarly bjj 
is to be associated with the creation of a particle within cell I. 
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The commutation relations governing these operators are obtained by use 
of the corresponding relations for the field operators. For instance 
or 
Similarly 
m , t ) , . > p U t T d * ' [W\ Y M l - o ( n ) 
C b t , b ; , i = p ^ ^ r ^ ' L H ' H ^ M } = O . da) 
Now the number operator for cell I is 
which in the cell approximation becomes 
or 
- b t . (13) 
That n^ is an operator with eigenvalues 0, 1, 2, ... follows immedi­
ately from the commutation relations for the operators b^ and b^. 
Using Equations (10), (ll), (12), and (l3) in Equation (9) we see 
that the potential energy operator may be written 
22 
\J = ipUôm i-~k Z 21 Uj./M,̂  . (14) 
Thus, singly-occupied cells contribute to the potential energy only by 
interaction with other occupied cells through the interaction energy 
^/, while cells with two or more particles contribute, in addition, 
an integral multiple of pU^, 
The kinetic energy operator for the continuum is 
To obtain a cell model representation for this operator requires a cell 
model equivalent to the differentiation process since T involves terms 
like 9 ^ / dx^B Heretofore ij)(r) has been assigned a constant value 
within a cell. For the cell model approximation to gi|)/ QxL we use a 
difference formula, namely 
Now for r in cell I (and hence r + 286̂ ^ in cell I + e.^, 
wo so that 
"2.0. ̂  - bj Similarly 
23 
and for arbitrary r, 
I Cb,.e - L ) S 
Therefore we have 




= izSp - X ( t £ e , k w e t b* I v bt4e |bA~ fcf b ^ ) 
The c e l l model k i n e t i c energy ope ra to r i s now 
where the r ; sum is simply 
24 
The constant multiplying the two sums of Equation (15) represents 
the energy required to localize a particle within a cell of volume (2a)3. 




T — U L ^ - K L I B ^ L , . ( 16 ) 
From Equations (l4) and (l6) we obtain the cell model Hamiltonian 
operator 
For this work the Hamiltonian will be simplified by neglect of the con­
tribution to the potential energy by particles in different cells, i>e., 
we set U|? TJ= o . While this decreases the accuracy with which any 
pair interaction may be represented, it effects a major simplification 
in the calculation to follow. For cell sizes comparable to, or larger 
than, the interaction range, the Uj> ̂ / terms should be small compared 
to pUQ» Thus the Hamiltonian to be treated here is 
H= - k f U o 2 . ^ U Y - P ^ + . K ! V K L I L ; ^ , . ^ 
Let us rewrite the Hamiltonian of Equation (l8) in the form 
25 
where the parameter x, defined by 
.-2-
measures the ratio of,the kinetic1 eriergy* of localization within the cell 
to the potential energy bf interaction between two particles within the 
same cell. For sufficiently high densities pU should increase at least 
o 
as fast as p to reflect the hard core interaction between particles. 
Thus for sufficiently high densities x must go to zero faster than 
p - 1 / 3 . We conclude then that the high density characteristics of the 
cell model are dominated by the potential energy term, i.e., 
Let |i}j> be an arbitrary state. The expectation value for V 
is then 
< V > - ^ I V ' I ' O = T f U < > 2 < Y K ( m i l - . ^ ' > . 
Since |\|)> may be expanded in states diagqnalized in occupation number 
space, and since <n^(n^ - l) > for such a state is 1*0, 2'1, 3*2, ... 
only, we concluded that <^|n^(n^ - l)|^> > 0 and therefore 
Since V is diagonal in n^, any state diagonal in occupation 
number space must be an eigenstate of V. For instance, consider the 
-completely localized state with one particle per cell denoted by 
|nj - 1> . Now 
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Thus this localized state is an eigenstate of the potential energy 
operator corresponding to a potential energy of zero. 
Let N be the total number of cells, i.e.. 
O 3 3 
Consider any N^-particle state in occupation-number space. If this 
space differs from the localized state, it must differ by the presence 
of some cells with zero occupancy and some with multiple occupancy. 
For instance consider the state with a zero occupancy in cell l± and a 
double occupancy in cell I , denoted by |n. - 1 + b.n - b.p >. Now 
* 
Thus this state is an eigenstate of V corresponding to the eigenvalue 
pUQ» We see then, that any change from the localized state necessitates 
the creation of at least one multiply-occupied cell and results in an 
eigenvalue for Y > 0. Since any eigenvalue of V. must be greater than 
or equal to zero by Equation (19), and since the localized state is the 
only N -particle state yielding an eigenvalue of zero, we conclude that 
the localized state constitutes the ground state of the system for suf­
ficiently high densities. It follows immediately that the high-density 
ground state for N q - 1 particles has one zero occupancy and N - l 
single occupancies with a V-eigenvalue of 0. Similarly the (N + l)-
27 
particle ground state has one double occupancy and N - l single 
occupancies with a V-eigenvalue of p U Q . 
If we, for the moment, neglect the kinetic energy contribution, 
we conclude that the energy (JJ,") required to add a particle to the 
(N - l)-particle ground state and create the NQ-particle ground state 
is zero, while the energy required to add a particle to the N Q -
.particle ground state and create the (N + l)-particle ground state is 
P U q , i.e., 
- ° 
The symbol \i is used here since this'quantity would seem to be the 
T = 0 extension of the chemical potential, defined by 
The argument presented thus far has assumed that the cell model 
Hamiltonian is completely dominated at very high densities by the poten­
tial energy term. As a result, it is demonstrated that the ground state 
is a completely localized state. All kinetic energy contributions have 
been neglected, and as a result the NQ-particle ground state has a zero 
energy. This localized state is also an eigenstate of the diagonal part 
o.f the kinetic energy, namely 6K ^ n ^ , with an eigenvalue 6KNQ. If 
I 
we wish to include this portion of the kinetic energy in the energy 
operator, it does not affect the previous arguments as to the nature of 
the high-density ground state since any NQ-particle state corresponds 
28 
to an eigenvalue of 6 K N q, and thus shifts all states up by 6 K N q. In 
such a case, our modified Hamiltonian is 
JL A. ' 
and the corresponding ground state energies for the (N - l)-, N -, and 
(N + l)-particle states are 
E o C w . i - 0 - f u 0 -H t p K ( i y y 0 - h i ) 7 
so that the chemical potentials defined earlier are 
The second term in the kinetic energy operator, namely, 
"^YjYi ^Z+x'9 causes a lowering of the kinetic energy by delocaliza-
Z r' 
tion of the particles* It is this term which makes the Hamiltonian 
nondiagonal in occupation number space. The ground state of the full 
Hamiltonian will, as a result, consist of a superposition of the occu­
pation number states. The potential energy thus tends to localize the 
particles while this nondiagonal kinetic energy term causes multiply-
occupied cells. At very high densities the lowering effect by the 
kinetic energy is vanishingly small compared to the increase (pUQ) ^ n 
the potential energy resulting from just one doubly-occupied cell. This 
localization of particles, one to a cell, at high densities we interpret 
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as the cell model representation of the solid. As the density decreases 
the particles will exhibit increasing wanderings. This derealization 
effect should be reflected in increased values for fluctuation parameters 
such as <n(n - l)> which vanishes for the localized state. The solid 
characteristics seen for high densities can be expected, therefore, to 
"wash out" as the density decreases. We shall demonstrate that as this 
effect occurs (I and (i+ approach one another in value^and for a parti­
cular value of x > 0 (and hence ;p) the two coalesce. It is at this 
point that the solid-like nature disappears and a, transition of some type 
is suggested. 
It should be noted that the Hamiltonian of Equation (17) was 
developed by Gersch and Khollman (23), In their work they demonstrate 
(a) that the Hamiltonian yields the correct energy-momentum relationship 
for free particles (U = 0) with low momentum, and (b) that for low 
densities such that pU^ < < K, the Hamiltonian yields the correct ex­
pression for the energy of low-momentum excitations. 
CHAPTER I I I 
GREEN'S FUNCTIONS FOR THE CELL MODEL 
In C h a p t e r I two q u e s t i o n s r e l a t e d t o t h e s u p e r f l u i d p rob lem were 
p r o p o s e d . F i r s t , can one o b t a i n L a n d a u ' s e l e m e n t a r y e x c i t a t i o n c u r v e by 
s t a r t i n g from a s y s t e m H a m i l t o n i a n i n c l u d i n g i n t e r p a r t i c l e f o r c e s ? 
Second , can one v e r i f y t h a t a m a c r o s c o p i c o c c u p a t i o n of t h e z e r o momentum 
s t a t e o c c u r s i n t h e s u p e r f l u i d p h a s e ? The model t o be u sed in c o n s i d e r ­
i n g t h e s e q u e s t i o n s i s t h e c e l l H a m i l t o n i a n d e v e l o p e d i n C h a p t e r I I , and 
t h e a n a l y t i c a l t e c h n i q u e t o be employed i s t h e G r e e n ' s f u n c t i o n formal i sm. 
T h i s f o r m a l i s m i s chosen s i n c e , as we s h a l l d e m o n s t r a t e i n t h i s and s u b ­
s e q u e n t c h a p t e r s , G r e e n ' s f u n c t i o n s p r o v i d e d i r e c t a c c e s s t o answers f o r 
t h e two q u e s t i o n s l i s t e d a b o v e . 
In t h i s c h a p t e r we d e f i n e a h i e r a r c h y of d o u b l e - t i m e G r e e n ' s 
f u n c t i o n s f o r t h e c e l l mode l , s t u d y a n a l y t i c a l p r o p e r t i e s of t h e s e 
G r e e n ' s f u n c t i o n s , and o b t a i n d i f f e r e n t i a l e q u a t i o n s of mot ion f o r t h e 
members of t h i s s e t . 
B e f o r e d e f i n i n g t h e G r e e n ' s f u n c t i o n s a few a d d i t i o n a l comments 
on t h e H a m i l t o n i a n and i t s p r o p e r t i e s a r e n e e d e d . S i n c e t h e H a m i l t o n i a n 
does n o t a l t e r t h e number of p a r t i c l e s i n any s t a t e upon which i t a c t s , 
i t commutes w i t h t h e number o p e r a t o r 
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Thus if one fixes the number of particles in the system, fixes the den­
sity of the system, and calculates the eigenvalues of H consistent with 
these two constraints, a sequence of ordered energy eigenvalues 
E < E J < » « > « < E . < E . . ^ < 9 9 . may be obtained, A change in the number o - l - - j - j+i -
of particles or the density of particles can be expected to change these 
energy eigenvalues. Let ^ (N) ^ e ^he eigenvalue of H corresponding 
to the eigenstate |N,cc>, that is, 
where a orders the eigenvalues so that 
Note that the density dependence of |N,cc> and consequently E a ^ ) has 
been omitted in this notation. 
The Green's functions to be utilized in this work are defined by 
where T is a time ordering operator such that 
T LL+U)r [Lit)] 1 k » -
( 2 0 ) 
with 
o 
-for t > O for t<0 
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The averaging state, |N ,0>, indicated in Equation (20) is the N -
particle state with lowest energy for a given density. We emphasize 
that for this state, regardless of the density, we have particles 
in N cells and therefore o 
As we shall see later in this chapter, the functions defined by Equation 
(20) describe the propagation of a disturbance in the systems. For 
classical systems the Green's functions describe the propagation of a 
disturbance through the medium. This analogy accounts for the associa­
tion of the name Green's function with the function of Equation (20). 
In the following discussion it will prove advantageous to define 
the operator 
which may be written (see Appendix A) ast 
F M = ( 2 2 ) 
where n^ is the cell occupancy operator. With this definition of 
Fp . the Green's functions defined earlier become 
where explicit indication of |N ,0> as the averaging state is 
omitted. 
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Let us also define the functions 
G]m= -*e(-t) <b>} F̂.(t) b,(W> (23) 
and 
&"5 ( 1 0 = -i e(t) < F̂(t) b.lt) b>)> , ( 2 4 ) 
so that 
C r ^ i t t ) = 6£ (it) i- Gj"fot) . 
We now introduce a complete set of states |N,a> and expand and 
^+ ^ 
G. to get 
J 
Gj(tt) = - i @ ( - t ) Z <*V>I b > ) lîXfVl F ^ ( - t ) ^ U l l / V ^ o ) ( 2 5 ) GtUt) = - x . 9 M L <M . , 0 | F (t) LHm̂X̂otl b J ( o ) K < > > . (26) 
Now write the cell operators utilizing the Heisenberg representation 
(in units such that h = l), 
b A l t l - e b A e 
so that 
<A4,ol b + ( o ) j/v/;O<> = < X o | b t JKrl,O<> £ . (27) 
<Nlacl F, ( 1 (t) b , ( i ) I M 0 )0> = < A / r F ^ b A I K , , 0 > e (28) 
<N 0 lO| F^(t) b A W | M , " 0 = < M o , 0 | F, ; b A I ^ 1 ^ ^ * ^ ' ^ ^ S ^ , (29) 
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<IN/,OC| k>+(0\ |NO,0> = <N0+\t* \ C IN*>6> &NlNj., 7 (30) 
where the particular values of N have been chosen consistent with the 
+ 
fact that b^ adds a particle to the state upon which it acts, while 
Fg. ̂. b^ removes a particle* Substitution of Equation (27) through (30) 
into Equations (25) and (26) gives 
Q ] m -- -xec-rt ^<AT/>I bf INRI^><M-I . ^ I^^LA/A J O>e" L ^" E U ( M r , f l " t O I ) 
Equations (22), (23), (24), (25), (26), and (3l) permit physical 
interpretation of the Green's functions defined thus far* Consider first 
the case for j = 1„ Equations (23), (24), and (3l) are then 
G * U t ) - -yiG(i) <N/o,0| BACT) B0+COLLN0)0> (32) 
- -A.act) I < M . , O | B^LN/O+I^X^+I^LBLLN/O^ E 
- ->L <>4o I B^Cĉ l B&WLNJO,0> (33) 
= - ie ( - - t tZ<Kk ,o l b t I ^ - 1 ^ X ^ - 1 ^ ^|NO,o>e 
From Equation (32) we see that G*(-|/t) relates to the occurrence of the 
following events: 
(a) The creation of an (N + l)-particle state from the N -
o o 
particle ground state by the addition of a particle to cell 0 •at t = 0. 
(b) The subsequent return to the N -particle ground state by 
the removal of a particle from cell t at the time t . 
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If the state N 50> is such that these two events may occur o 
with relatively high probability, then this is reflected by a rela­
tively large magnitude for G*(-£t)» If, however, |N q,0> is such that 
the probability for these two events is small, then we can expect a cor­
respondingly small value for G * ( i ± ) . 
We consider two examples chosen so that G*(£t) may be evaluated 
exactly in the high density limit (where we have seen that H ~ V) . First 
consider the completely localized state, |n̂  = 1 >, which we have seen 
to be the ground state of H for very high densities. Now 
and 
£ w - e b, e l " V j - > > 
- e b x I ^ = i > 
Therefore 
- - 2 A. e c t ) e. r S ^ 0 • 
Thus we see that unless the particle addition and subsequent particle 
removal occur within the same cell, it is impossible to return to the 
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initial state. The frequency of oscillation, P ^ 0 ? corresponds to the 
energy difference between the initial state |n̂  = 1> with energy zero 
and the intermediate state jn̂  = I + 5>j0> with energy P ^ Q ° 
As a second example let us use as the averaging state the (N +l)-
particle state 
which consists of a superposition of states having two particles in cell 
m and one particle in the remaining cells. It should be noted that for 
this illustration., we are relaxing the requirement that the averaging 
state be an N -particle state. That the states represented by Equation 
(34) are orthogonal for different values of k and normalized is seen 
by . 
No £ ( - * W , m 






& , + ( H ^ - ^ [ ^ | o e ? ^ t ^ I o e — e ^ f f c e r S a o (35) 
Let us rewrite Equation (35) as 
GM\ ---^)[z^)iL^ t i e - « f * ] ( 3 6 ) 
& . U = t o , 0 = e - ^ r r - e r . 0 7 ) 
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G*.(0, t) relates, of course, to the creation of a particle in cell 
zero and the destruction of a particle in the same cell a time t later. 
This can occur via two distinctly different processes: 
(a) Cell zero has a single occupant, the double occupancy occur­
ring at one of the (N - l) other cells. The resulting intermediate 
state is one with two double occupancies,, 
(b) Cell zero is doubly occupied; The resulting intermediate 
state is one with a triply occupied cell. 
For case (a)j returning to "the initial state by destruction in 
cell zero results in the first term of Equation (36), where the (N-l) 
multiplicative factor reflects'the number of possible sites for the 
original doubly occupied cell., The initial state corresponds to an 
energy of p U ^ while the intermediate state has an energy of ^ p U ^ , 
giving the p U ^ frequency associated with this term. For case (b), 
which can occur for only one of the superposed states of Equation (34), 
the intermediate state has an energy 3'pU , and thus the frequency for 
this case is 2pUQ as seen in the second term of Equation (36)• 
Now G^^O, t) relates to the creation of a particle in cell zero 
and the subsequent destruction of a particle in cell Z» This process 
+ 
occurs in the following manner. The b Q operator creates a double at 
cell zero in the m =• t member of Equation (34) which has a double at 
cell to The subsequent removal of a particle from cell I returns this 
state to one identical to a second member of the original set; this sec-
ong member being the one with a double occupancy in cell zero. Hence, 
a nonzero matrix element for the process resultsa The intermediate 
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state consists of two doubles with an energy of 2pUQ, and therefore 
accounts for the frequency pU of Equation (37)„ 
We see that G^(^t) is the probability amplitude for taking the 
system in a specified state (the lowest energy state in our case), add­
ing a particle to the system at some selected location, removing a parti­
cle a distance t away and a time t later, and returning to the 
initial state. If the averaging state is completely localized, as in 
the first example, then the particle removal must occur at the same loca­
tion as the particle addition. As a consequence of this localization of 
the averaging state, G (<£t) demonstrates a localization, that is, it 
is zero except for t = 0. The averaging state in the second example 
superposes states, which individually exhibit a high degree of localiza­
tion; in such a manner that a possibility of other than single occupancy 
occurs for each cell. This slight derealization of the averaging state 
is reflected by a G^(^t) which, although still a maximum for t = 0, 
is no longer zero for I £ 0 o Thus for the cell model as the density of 
the system decreases, increased particle movement will be reflected in 
increased magnitudes for G (£fc) for I + 0. 
Similarly 
is the probability amplitude for removing a particle from the ground 
state, adding a particle to the system a distance t away and a time 
|-t| later, and returning to the ground state. We expect G (tt) to 
reflect the state of localization of the ground state in the same manner 
as G*(£t)» 
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With the detailed discussion, of G^(^t) we turn briefly to a 
consideration of higher order Green's functions« Since 
destroys j particles in cell Z and immediately returns (j - l) of 
these to the cell, the net effect is to remove one particle from cell t 
at the time t. In this respect it is similar to the operator b^(t). 
It differs in that for an t cell occupancy of j - 1, or less, the 
j successive removals result in a null result, i.e., 
Therefore (j > l) 
relates, just as does G*(|,t), to the addition of a particle to the 
ground state and the subsequent removal of a particle (at a time t and 
a displacement V) to return to the ground state. These functions dif­
fer from G*(£t) in that the amplitude of the disturbance is "modulated" 
by a fluctuation associated with cell t after removal of one particle. 
Likewise 
G j ' d t ^ - ^ e ^ X b ^ o ) F M ( t ) b j t ) > 
for j > 1 is similar to G (̂ t) in that it relates to a particle 
removal followed in time by a particle addition, and differs from G ^ l t ) 
in that the amplitude of this disturbance is modulated by a fluctuation* 
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To expand on this difference between G (£t) and G^^t), sup­
pose we approximate the N^-particle ground state by the best-possible 
superposition of states disgonal in occupation number space subject to 
the constraint that no cell occupancy exceed two. Let such an approxi-
mation be denoted by |2>. Now 12 > = 0 so that 
while 
and 
We conclude that for a ground state with small fluctuations away from 
the localized state, the Green's functions for increasing j demonstrate 
a decreasing magnitude. 
Until now the remarks of this chapter concerning the Green's 
functions defined herein have been, for the most part, concerned with 
interpretation on the basis of spatial considerations. While this 
interpretation is of basic importance if one. is to utilize the Green's 
function formalism to its fullest measure, we shall see that a second 
essential feature of interest in, this work is related to the energy 
difference appearing as frequencies in the expansions of equations (3l). 
For a consideration of these quantities we utilize the chemical poten­
tial introduced in the previous chapter. Now 
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where 
£(/V„-l,«0 = E . ( / * - l ) (39) 
is the excitation energy associated with the state |N - 1,- c c > . Simi­
larly 
E * ( N « t r t - E 0 ( w ^ = E « ( N 0 + I V E 0 ( N / 0 + I ^ EtfCisi.+ i ^ - E o ( * M Uo) 
where 
e CN/«+l.,«A^ = E ^ N f l t l ) - E 0 ( A / 0 t l ) (41) 
is the excitation energy associated with the state |N +1,- a> . With 
Equations (38) and (40)., Equations (3l) become 
-<LLu~-z(yrl)<ij]'k , \ 
GjiK) =-i0(-t)Il<N4 JollJ|^-i,ot><N/ oH 1oc|f5;.^ l ^ o , o > 6 r (42) 
Three important observations follow from Equations (42) and (43). 
1. All G^{lt) functions exhibit the same frequencies, namely 
with the j-difference occurring in the amplitude, <N q,0|b^|N - 1, c c > 
<N -1, cc|Fp . b p | N ,0>, associated with these frequencies. Similarly 
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all G.(£t) functions possess the same frequencies, 
with the j-differences being observed in the amplitudes <N Q , 0 |F^ ̂  b^ 
IN + 1, a><N •+ 1, a|b+|N »0> . Since the excitation energies in both o ' o J ' o1 o 
cases are nonnegative, it follows that 
U T U \ ± UJ~AK - jj" (44) 
and 
UJ+U) i « % m = fj+ . (45) 
2. Now p,+ can be interpreted as the energy added to the system 
by adding a particle to the N -particle ground state, whereas JJ, may 
be considered as the energy removed from the system by subtracting a 
particle from the N^-ground state to create the (N - l)-ground state0 
For high densities we have already seen that the cell model exhibits 
characteristics peculiar to the solid in that the particles are localized 
one to a cell and held there by the large repulsive potential interaction. 
Therefore the addition of a particle anywhere in the system requires the 
addition of a large amount of energy since, necessarily, the particle must 
be placed in an already occupied cell,, The energy lost by removing a 
particle from this state is considerably less, since removing a particle 
from a singly occupied cell costs no potential energy in this modelo As 
the density decreases, the particle wanderings produced by the energy 
lowering effect of the off-diagonal (in occupation number space) kinetic 
energy operator render this distinction between particle addition and 
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particle removal less discernible* As long as the system retains its 
solid identity, i,e„, small fluctuations away from the localized state, 
we expect this distinction to occur. Therefore 
jj < /J (solid) (46) 
For an arbitrary system in the liquid state since particles are relatively 
free to adjust their configuration, the difference in fi+ and p, should 
be attributable to the slightly different volume per particle in the N Q 
and N + 1 states. Since o 
_V_ V__ _ _JS _ ^ V _ u~ 
where v is the volume per particle, we expect that for the liquid 
0 < J U 1 " - fJ~ ^ O-C/fi/o) (liquid). 
It is precisely this characteristic of a liquid which we shall employ 
as a signal to recognize an apparent solid-liquid transition in the cell 
model of this work. 
3 . With Equations (44), (45), and (46) we see that for the solid 
OJ-foO £ C ^ x = j U f < jW* = LO+mN ±=UJ+(o<) . (47), 
The point to be emphasized here is that 
<*>MAK < <*>M,» • ( 4 8 ) 
The arguments leading to Equation (48) follow only if we require the 
averaging state to be the ground state of the system. We shall find in 
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later chapters that this point plays a most .vital role in the solution 
of the equations of motion of the Green's functions. 
Another property of the Green's functions which will be incor­
porated into the solution of the equations of motion is a discontinuity 
which exists in G.{Zt) at t = 0 . Note that Ĝ .(̂ t) is not defined 
for this time. Consider the limiting process 
For j > 2 
4 %0 7 
while for j = 1 





L . r n i & , ( P = o , i ) = < b l b o > =• < m 0 > # t~*cr 
Since we are requiring the cell sizes to vary with density such that 
for the N^-particle system, which is the averaging state, the average 
number of particles per cell is exactly unity, we have 
L . m iQi^O^) - I . (52) 
Green's Function Equation of Motion 
The arguments of the past few paragraphs have pointed out the 
importance of the time varying portion of the Green's functions„ We 
have seen that a knowledge of the two sets of frequencies, u (a) and 
(JJ + (CC), associated with these functions allow (a) a calculation of 
+ 
p, and JJ, and hence an identification as to whether the system for 
a specified density is in the solid or liquid state| and (b) a cal­
culation of e(N + 1, a) and e(N - 1, cc); which represent the energy 
excitation spectrum for the system* 
We conclude that a solution for the time dependence of these 
functions would yield a bountiful supply of information, both 
so that for j > 2 Equation (49) may be written 
Equation (5l) should be particularly noted for j = 1, in which case 
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microscopic and macroscopic, about the system,, In order to attempt such 
a solution in later chapters we will need the differential equations in 
t (herein called the equations of motion) which the Green's functions 
obey. As the concluding effort of this chapter we obtain these equations. 
Differentiating G^(Zt) with respect to t, we obtain (t ̂  0 ) • 
Now the time rate of change of an arbitrary operator 0(t) with no 
explicit time dependence is given by 
t t * = H ( O ] , 
where H is the Hamiltonian of the system. Therefore 
so that 
i 6. U t) 
In Appendix (B) we demonstrate that 
R [ ( R 0 f U O + B K ] F ^ - K A t F U . F ^ ( B A 
so that 





where D3Utf =. - S I / T ̂  w ̂ .it) k:co.)> (54) 
= -i21 < T t^ r(t) ^...n) £io k̂it) TO > . (55) 
CHAPTER IV 
HIGH DENSITY APPROXIMATIONS IN THE GREEN'S FUNCTION 
EQUATIONS OF MOTION 
In Chapter III we demonstrated the equation of motion for the 
function G. to be J 
where 
This set of coupled differential equations is exact for the cell-model 
Hamiltonian. 
It should be noted here that for a system with a finite number 
of particles these equations are finite in number. To understand this, 
recall that the averaging state employed in the definition of G.. is 
the ground state for N q particles. Consider 
-- I 
e(-t) ( t+0(o) Cbl(t)rr'[t,(i)r> 
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Now the maximum number of particles within any cell is N^ (in the 
averaging state) so that the t < 0 term of Equation (56) vanishes 
r -iN +2 i \ since Lb̂ J o operating on a cell of occupancy less than (N + 2) 
yields zero. In the t > 0 term the b + operator makes the maximum 
o ^ 
occupancy of cell number zero (N + l), As before, the (N + 2) suc-
o o 
cessive applications of b^ still yields zero. Thus 
and the terminating equation is 
Even with the simplification of the previous paragraph, the system 
of differential equations is still complicated by the presence of the D 
and E functions. Since these functions cannot be expressed in terms 
of the G functions, their presence in the differential equations rule 
out any exact solution for G from these equations of motion alone. A 
possible procedure at this point would be to seek equations of motion for 
,D. and E.. However, such an endeavor introduces additional difficulties. 
In particular, new and spatially more involved functions arise which them­
selves require equations of motion. This most difficult situation makes 
it advisable to treat the D. and E. functions in a different manner. 
J J 
Arguments in Chapter II demonstrated that for sufficiently high 
densities the parameter K is much less than oil . Now D. and E. 
0 J j 
appear in the G_. equation of motion with K as a multiplicative coef­
ficient. Therefore we expect the contribution from these terms to be 
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small for reasonably high densities * Thus if we approximate D_. and 
E by judicious combinations of G fs, these approximations are being 
made on reasonably small terms. Such approximations are our objective 
in this chapter. The primary criterion which we shall employ is that all 
approximations shall be exact in the high density limit, which corre­
sponds to the completely localized system. 
The and E_̂  functions require no approximations since 
D , U t ) = - i T < T b ^ ( t ) f c > ) > = % G t ( i t f , i ) , (57) 
and since the coefficient multiplying E- in the G ± equation of motion 
is zero0 The first terms which must be approximated are 
D f e d t W - ; < T b f U ) l f c M Z l i t h l ( t ) k > ) > (58) 
and 
t,uti = -.<Tib;+h,w bfi) tfeCt) b » > . (59) 
D+(aV= - . . © ( - t K t f wyt) Ib ^ . m t > ) > (6o) 
D7(it) = -<G(-t)< \£(t>) b j ( t ) b ^ I k ^ . t t ) ) , (6i) 
D t ( i t \ = Clt)' + Q'z(it) . (62) 
For the localized system Unj : r 1 ̂  ) s which is the ground state in the 
high density limit, 
b ^ b 8 M U r - i > = U , = i > ? 




Therefore as the system approaches the localized state, 
D*(n) = -x . E I O < B + I O ^ U V L B W ^ 
or 
D+LQO - Z G ^ U + v-V*) . (63) 
Similarly 
'LQirt^ < K ^ M £ B M R , U O 
or 
D;ut^ « 2 l G ; ( N ^ t ) . (64) 
Equations (62), (63), and (64) give 
D 2 ( n ) - H G . ( H ^ ) (65) 
as our approximation for Equation (65) is an example of what is 
usually called the Hartree approximation, in analogy with the Hartree 
approximation of quantum mechanics where a multiple-particle wave func­
tion is replaced by a product of single-particle wave functions. With 
Green's functions we replace a two-particle Green's function by a 
product of two single-particle Green's functionss To demonstrate 
this explicitly with D g we have 
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^ - i. < bAU\> 2 _ <T bA t,,(t\ C t o O 
which agrees with Equation (65). Caution must be exercised in such ap­
proximations since no general statement can be made about the validity 
of such estimates. 
The Hartree approximation may be used for E^ to get 
or 
EZ(H) * ^ GK(n). (67) 
where g 2 is a function of the density of the system. Equation (66) sug­
gests that 
To demonstrate that this is not necessarily the best choice, consider 
the limiting procedure 
With the commutation rules 
C b „ b ^ 3 = S t l b ^ b l l ' o 
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Equation (69) becomes 
c L , U , t - o + W E j ^ t - o i = 2 | r < b . t w ^ k ° • ( 7 0 ) 
From Equation (67) 
or 
- i. W - o - ) = ^ . ( 7 1 ) 
A comparison of Equations (70) and (7l) suggests that 
in contrast with Equation (68)• 
In the high density limit E^(£t) = 0 since the operators whose 
s 
average define E^ necessarily change the number of particles in cell 
t resulting in a zero when averaged over the localized state. Since 
G±{Zt) is not identically zero in this same limit,, we conclude from 
Equation (67) that g 2 must vanish in the localized state0 This con­
sideration, coupled with the ambiguity presented in the previous para­
graph for the best definition of g 2, suggests that the only require­
ment we should place on g is that it approach zero in the high density 
2 
limit0 In Chapter VI we shall use this freedom of choice for g 2 to 
assist in assuring that solutions for certain Green's functions satisfy 
a normalization requirement. 
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Approximations for higher order D and E functions will be 
presented now with a few comments. We shall find, however, that the 
solutions presented in Chapter VI do not involve the resulting approxi­
mations. Even though these terminations play no role in the essential 
part of this particular endeavor, these approximations are presented as 
suggestions for possible future investigation. For the D functions we 
use a Hartree-like procedure to get 
or 




Ei18^ * ft ̂ j""0 » (73) 
where g. (as with g ) is an unspecified function of the density. 
3 2 
Attempts to support these approximations for higher order D and E 
functions have been, for the most part, relatively unsuccessful, and con­
sequently they are proposed here with some reservation. 
With the approximations of Equations (65), (67), (72), and (73) 
the equation of motion for becomes 
for 1 < j < N + 1 - o 
with 
If we divide Equation (74) by pUQ, and recall the definition 
we obtain, after rearrangement, 
CHAPTER Y 
ON SOLVING THE EQUATIONS OF MOTION 
In this chapter we give further consideration to the Green's func­
tions' equations of motion obtained in Chapter IV and present a discus­
sion as to what external information, if any, in the way of initial con­
ditions is necessary to accomplish a solution. 
The General Problem 
The approximations of Chapter IV yield the following set of 
coupled differential equations of motions 
t ^ Z & M » \ t ) i - c ^ ^ - ^ t . ^ ^ d i V ^ <vm = o ( 7 6 ) 
for 1 < j < N Q + 1 
with 
The G (Zt) obey the jump conditions? 
„{&^\--0*)- &hU,i-0-S] ~- , (77) 
where r1 
Equations (76) may be simplified by introducing the Fourier transform 
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Multiplying by e 2 W+i and summing on k gives 
but 
so that 
- jr Z JjAMt^ . (78) 
Substituting Equation (78) into Equation (76) gives (after multiplying 
by N ): 
o 
4̂f Ift.M̂Xê"je-ĉr - (r0̂f|-bv,(M) e-ŝr (79) w t i — o 
Multiplying Equation (79) by e 2 N + 1 } summing over Z9 and using 
gives (letting k = k')s 
where 
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Comparison of Equations (80) with Equations (76) demonstrates the desir­
ability of introducing the ̂  (kt) functions in that the equations of 
motion for G.{lt) couple to Gj(^ + r',t) whereas those for & .(kt) 
show no coupling between the different k-values. 
The discontinuity at t = 0 in G.(£t) is transformed by multi-
plying Equation (77) by e 2N+i a n cj summing on I to get 
or 
(81) 
The discussion in the next few paragraphs points out some of the 
general features involved in solving equations (80). The complexity of 
these equations prevents a complete solution, and therefore the latter 
portion of this chapter is devoted to further simplifications. 
The characteristic equation for a system of equations of the type 
in Equation (80) is obtained by assuming solutions of the form 
-A. U o v t 
which, when substituted, yield the*homogeneous algebraic system 
for 1 < j < N + 1 with A M , o (k) = 0 . — o wo 
This system has a solution only if the characteristic polynomial P,(v), 
given in Equation (82), vanishes. 
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P^(v) is a polynomial of degree N q + 1 in v, resulting in N Q + 1 
characteristic values v 1(k), v2(k)«» + 1 ( k ) . The solution to 
o 
the system of homogeneous differential equations of Equation (80) is (as­
suming the roots to be distinct) 
+ 
(83) 
where the constants a., and a., are to be determined. Let us deter-
j km j km 
mine the number of these coefficients for fixed k* The first subscript 
refers to the order of the Green1s function and therefore ranges over 
N + 1 values. The third subscript indicates the characteristic root o r 
with which the coefficient is associated and hence ranges over N + 1 
o 
values. Thus we have 2(N + l ) 2 coefficients for fixed k5 the two 
o 
arising since these coefficients must be determined for t < 0 and 
t > 0. 
6 1 
Substitution of Equations ( 8 3 ) into Equations (80) yields 
N Q ( N O + I) independent equations for the a ^ m a n Q l a n equal number 
for the ajj c m • Those equations, using the linear independence of the 
-iv_(k)t £ ,. e m functions, are 
for 1 < j < N and 1 < m < N + 1 . — — o — — o 
The jump conditions of Equations (8l), upon substitution of Equations 
( 8 3 ) , give 
(84) 
- f a - ^ ] - -jAj (85) 
for 1 < j < N + 1 — o 
Equations ( 8 4 ) and ( 8 5 ) constitute 2N (N + 1 ) + N + 1 or ( 2 N +l ) ( N+l) 
0 0 0 0 0 
equations for determining the a ^ m . We lack 2 ( N + l ) 2 - ( 2 N Q + 1 ) ( N o + l) 
or (N + l) equations., These are the initial conditions o 
= i ^ ( M ^ = £ a . - h m ( 8 6 ) 
for 1 < j < N Q + 1 . Thus it would appear that Equations ( 8 4 ) , ( 8 5 ) , and 
( 8 6 ) permit a solution for the 2 ( N + l ) 2 constants for fixed k in 
terms of the (Nq + l) ' initial conditions H-^. . For the complete system 
since k ranges over N values, there are 2 N (N + l ) 2 coefficients 3 o J o o 
requiring N (N + l) jinitial conditions. 
The arguments presented above for determining the i^(kt) require 
a specification of N Q ( N + l) initial conditions and have, in no way 
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depended upon the earlier requirement that the averaging state in the 
definition of the G.(£t) be the ground state. Of course, any excited 
N^-particle state could be chosen as the averaging state, and all of the 
arguments presented thus far in this chapter hold. This, then, accounts 
for the fact that we can specify the initial conditions without regard 
to the averaging state* A poor choice of initial conditions might, 
however, lead to no solution or perhaps a solution corresponding to 
using other than the ground state in the averaging. We seem to arrive 
at a difficult point, namely, that to determine the (kt), or al­
ternatively the G.(Zt)9 we must have some means for specifying the 
initial conditions which assure the selection of the ground state as 
the averaging state. This difficulty is removed by using a result ob­
tained in Chapter III. It is shown there that as a consequence of re­
quiring the ground state as the averaging state, the frequencies ap­
pearing in the t > 0 portion of the solution are all greater than the 
maximum frequency occurring in the t < 0 portion. Returning to Equa­
tion (83), we see that this requires exactly one-half of the 2(l\L+ l ) 2 
coefficients in this equation be zero, leaving only l ) 2 to be 
determined for each value of k . With this new restriction Equations 
(84) yield N 0 ( N 0 + l) equations while (85) still gives N o+ 1 equa­
tions. Therefore Equations (84) and (85) give (NQ+ l) 2 equations for 
determining the (NQ+ l ) 2 constants, thereby completely removing the 
necessity of specifying the initial conditions of Equations (86)• Thus 
we have, by using properties of G^(it) determined in Chapter III, dis­
covered an equivalent means for specifying the ground state as the 
63 
averaging state. One remark is necessary. We have not, as yet, sub­
mitted a prescription for determining just which frequencies correspond 
to the t > 0 solution and which to the t < 0 solution. The only re­
quirement is that no frequency in the t < 0 solution shall exceed any 
frequency in the t > 0 solution. Later in this work when we are 
nearer an actual solution, we will, of necessity, return to this point. 
G3-Te.rmina.ti0n 
A solution for the roots of Equation (82) has not been accomplished. 
Two considerations account for the difficulty involved in producing such 
a solution. The first, and the most obvious, arises from the fact that 
any macroscopic system of interest has N Q N 2 3 , thereby making the 
number of roots ~ 10 2 3, The second difficulty is found in the coupling 
of 2j -i(kt) to each of the (N + l)-equations of motion. This is re-
x 0 
fleeted in the determinant of Equation (82) by the presence of a nonzero 
member in each position of the first column. Except for these terms the 
equations of motion for # (kt) couples to ^_ 1(kt) and ^+^{kt) only. 
This difficulty is compounded by the presence of the fluctuation term 
th 
Â . in the first member of the j row. For j > 2 
A ^ = < a b 0 + } i - ' ( b , V " ' > - ^Qi(a--o)t--o-) 
where the H.. are just the N (N + l) initial conditions mentioned jk 0 0 
earlier. But we have seen that a prior knowledge of these constants 
is not required for a solution as long as the ground state is the 
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averaging state. Thus, we expect that the solution for the *-7 (kt), and 
consequently for the G.{Zt)9 will be in terms"of these A^'s, thereby 
requiring a self-consistent solution for these fluctuation terms. 
As an alternative to the solution for the (N + l ) 2 characteristic 
o 
roots and the (N + l) Green's functions, we propose a decoupling of 
Equations (76), and hence Equations (80), by letting 
where x(x) l s a n undetermined-function of the parameter x defined in 
Chapter II. This type of approximation is suggested by the Hartree-type 
approximations used in Chapter IV for D (£t) and E (£t). They are 
* -̂(tÔ'tW'̂Ẑ .̂Wk.noO = A i 2:6,(1+.-; t ) 
* -iZ<̂ it̂w><Ttlfî Jl[Mt,ai'\tW>~ 
A similar approximation for G gives 
suggesting that x 0 1 Equation (87) might be chosen as 
A second suggestion for x c a n ^ e obtained by requiring that 
G possess the correct discontinuity at t = 0. By; Equation (77) 
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whereas by Equation (77) and (87) 
giving 3A g as the choice for \. 
Still another value for x ± s suggested if we consider the value 
of G s at I = 0 and t = 0 " . By definition 
whereas by Equation (87) 
suggesting that x Is best selected as A . 
Gersch and Knollman (23) terminate these equations by letting 
G g E 0 , reasoning that this corresponds to limiting the ground state 
to cell occupancies < 2 . Let us consider this point. Suppose the 
ground state to be approximated by an optimum superposition of states 
diagonal in occupation-number space which satisfy the constraint that 
cell occupancies be zero, one, or two. Denote this state by |.2> and 
use it as the averaging state in the G (Zt). Now 
I 6{(n)^ Q(-t)<z\ &<o) t £ ( t ) b j t f ) fc^lfcfcft) ^(t\ ) z > 
and 
A = ett) <2 j b/m t j t t ) b9d) b,tt) b , ( t ) h?to))zy. 
66 
We see immediately that G~ = 0 since C ^ ) 3 operating on cells of 
occupancy of 0,1, or 2 yields zero.. Likewise, ^ 0, t) = 0 for 
the same reason, while 
L fi^F/^T) = < 2 . | £tt) BT(T) BE(T) bQCt\ B 0(T) B^o )LZ> * O 1 
so that 
a slight deviation from G 3 = 0, 
Our approach in this G -termination shall be to use Equation (87) 
for G and leave X a s a n undetermined function of x. This freedom 
to specify X will prove vital in obtaining the best possible solution 
for G 1 and G2« We delay further discussion on this point until the 
following chapter Where we solve the equations of motion, which are now 
( j h & ~ ^(kk) = O (88) 
U X S - F ^ " ^ J},(At) + ( j ^ i ^ - ^ - ' J ^ r t * ) = O . (89) 
G4-Termination 
The G3-termination proposed above is utilized in the next two 
chapters. In Chapter VI we obtain solutions for /^(kt) and $2(ktj) 
and compare the results of this solution with a number of phenomena 
associated with the solid and liquid phases of He 4 at absolute zero. 
Recall that three distinct simplifications have been made in obtaining 
Equations (88) and (89); 
(a) Starting with the problem of N Q bosons interacting via a 
pair potential, we define a cell space and a corresponding cell model 
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Hamiltonian. Then the Green's functions, G.(£t), are defined and 
exact equations of motion obtained. 
(b) The equations of motion for the G^ involve more complicated 
Green's functions which we label D^(£t) and E (£t). These functions 
are approximated in terms of the G^, resulting in (NQ+ l) equations 
of motion involving the G. functions and no others. 
J 
(c) The equations of motion of (b) are terminated by approximating 
G 3 in terms of and letting Ĝ  = 0 for j > 3. 
With this number of approximations built into a calculation, any 
success it might demonstrate in reproducing observed phenomena is quite 
naturally suspect. While no unimpeachable arguments will be presented 
to substantiate any such predictions, we shall attempt to present con­
sistency arguments as well as plausibility appeals. In this line we first 
consider the result of a terminating of the Green's functions' equations 
of motion by a G^-termination, namely 
or correspondingly 
where X is an unspecified function of the parameter x. 
From Equations (80) we see that such an approximation results 
in the following equations of motions 
( ^ s - f c ^ O A J . l M + Jbt(ll) - J&3(H) = o 
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Alternate Correction to the G3-Termination 
The G^-termination just suggested could be used to substantiate 
any results of the earlier Gg-termination by demonstrating that such a 
termination does not change any important results appreciably. This 
presupposes that a higher order solution to the equations of motion ob­
tained in Chapter IV (by approximating the D and E functions) repre­
sents a better solution. It is possible that the error introduced by the 
approximation of the D and E functions is comparable to that intro­
duced in writing jj as x * Jn fsueh a case the G -termination at-
tempts to improve the calculation by improving only one of two comparable 
approximations. An alternate procedure which attempts to improve both 
is now suggested. 
Recall that the exact equation of motion for G2(£t) i s 
(fc-k G i ( i t ) + x D Z ( M - * £z(2t) - (T3(H> ^ o . 
As a result of approximating D 2, E 2, and G 3 in terms of G1} this 
equation becomes 
(fir, i V - a * - 0 6iUt) - ( i ^ x ) C - ( f t ) + *Z6-ti)tr\t) = o . 
If we now define a function U(£t) by 
then the correct equation of motion for G may be written 
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This suggests that we might improve the calculations by obtaining an 
equation of motion for U(£t) and use this equation in conjunction 
with those for G.j and G s to obtain a more satisfactory solution. 
CHAPTER VI 
THE G3--TERMINATI0N 
The equations of motion for ^.(kt) obtained in the previous 
chapters (by a series of approximations leading to what we term the 
G -termination) are 
Lj&& -**+ *s«>3 #,(ftO - /Ujft) =0 (90) 
l z * % m - Jb,(m + L̂r.sV-̂-Q̂Jê̂  = o, (91) 
where we have defined the function y hy (92) 
Since x(x) anc* are? as Ye^9 unspecified, we may consider Y ( X ) 
to be a function which may be chosen as needed. We have shown that 
^ 1 and '$$2 °hey the jump conditions 
x [ Jb, (ttt--o+)-Jj,(kit=o-)~] = 1 (93) 
i [ *Jt(M=aM-£jt(«,t-e)l = 2- • (94) 
Our objective in this chapter is to obtain solutions for ^^(kt) and 
£jg(kt) and from these solutions to extract any physical information 
which we can relate to He 4 at the absolute zero of temperature. 
The characteristic equation for the coupled system of,Equations 
(90) and (9l) is obtained by letting 
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—<LuJ~b 
which gives, upon substitution into Equations (90) and (9l), 
- a : - o 
( 2 x S - ) a , + ( v - ^ x - O G O 
where 
v ~ 
The determinant of coefficients yields the characteristic polynomial 
-\ 
whose two roots are 
or 
u j t c ^ = (,< + ^ [ i - x S l t i i J i - u ^ H x ^ l W t 4 - ) ! ( ) t ) ] , (95) 
We note that the two roots are real if, and only if, the quantity under 
the square root is nonnegative, i.e.*, 
For the moment let us consider only the case where the roots are distinct, 
in which case 
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Since 
s = z c o s 0 
it has an upper bound of +3 and a lower bound of -3, so that 
-1> L % ± Z . 
Note that-the upper bound occurs for k 1 = k g = k^ = 0, in which case 
k = 0. It follows, then, that 
with equality occurring for k = 0. Thus we obtain real, distinct 
characteristic values for Equations (90) and (9l) for those values of x 
such that 
l-ISx t q x7- + 4-* > O . (96) 
Normally we would use as a trial solution for >^ and >^ 
where the coefficients aj(k) a r e ^° ' D e determined by appropriate 
initial conditions,* In this case, however, two additional considerations 
must be included: 
(a) We expect a solution for t > 0 and one for t < 0 which 
"fit" together at t = 0 according to the jump conditions of Equations 
(93) and (94). 
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(b) We have seen in Chapter III that the t > 0 solution must 
have no frequencies less than the maximum frequency of the t < 0 solu­
tion. 
These two considerations require that u+(k) is to be associated 
with the t > 0 portion and o (k) with the t < 0 portion. Therefore 
for a solution we try 
iJdMi) = at e"̂* + a SHle""'* (97) 
i%zat\= afeuie * + fljewi , (98) 
where 
©it) J 
1 O foK t<<3 
Substitution of Equations (97) and (98) into Equation (90) for t > 0 
and t < 0 gives 
• (v+-"ax + x S ) Q , + - a£ - O (99) 
(V.-̂x. tAS] Q~ - Qz - O ) 
while substitution into Equations (93) and (94) gives a,1" - a," = I ( ioo) 
- cLj - 2. . 
From Equations (99) and (100) we see that 
* > - x S ( f t \ 
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a * i k ] ~ V +(4)-V_U) - 1 5 
where 
Thus we have 
<4iW= ««l̂S + >]̂  + ew[̂r->l (102) 
as our solution for those values of x such that 
We recover the spatial Green's functions by recalling that 
so that 
< Gtm - m i - ) e ^ - ^ mp. - ̂ -'^ (103) 
Determination of y W 
In this cell model we require the cell size to vary with density 
in such a manner that the average number of particles per cell is 
exactly one, i,„, e , 
= < ^ t 0 > = A£l(jP=0Jt--0-) = I . (105) 
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Substituting Equation (103) into Equation (l05) yields 
I 
or 
It is this condition that we use to evaluate the., as yet, undetermined 
function y(k). 
Recall- that 
S C ^ - 2 - c o s ITT+^i . 
and that the sum over k indicated in Equation (106) is actually a 
triple sum over the three components k^'k , k g of k, i.e., 
N N/ 
l - I I z 
*. V " * kf-N 
Let us define the quantities 
- _ 1 ! L A L . , i = i 2 , 3 
so that a change in k̂  of +1 corresponds to a change,, in 0^ of 
2?r 
which is much less than one in this problem since N ~ IO 2 0. Recalling 
that 
\ 3 
N0 = (ZM+l) ; 
we can write Equation (106) as 
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or 
T T 5 " r r / 1 T r ^ Zr> 2 . < 7 ^ \ _ ! _ ~ 
ftf-^ FTR* 
©, © t © 3 
where 
3 
3 — X , ? , C O S © ^ 
F U B u e ^ G 3) - 1 — — i 7 1 : — — 
Since A 0 -> 0 as N -* oo^ and since F(x, 91,92,93) is a continuous 
function of 0 1, 0 2, and 0 3 in the region 
provided Equation (9,6) is satisfied, the triple sum of Equation (l07) 
defines the triple integral 
I R fi* I T 
L I F E * J J / F ( X , A , , E . E 3 ) D E . D Q ^ D E ^ = 3 
- I T - F F _ F F 
as N -* oo . F is an even function of 0 . 0 s and 0 so that 
1 2 3 
T T T T ^ ° 
J 1 I R T X , E U E 2 . e o A E ^ A A E R - 3> . d o s ) 
O O £» 
More convenient forms of Equation (108) are 
"2>- x S 
R 
and 
IP'J t ^ - x % H ( x , % i D * E = s , ( n o ) 
77 
where 
d̂ e * ae, dG^ d© 3 ̂  
and R denotes the region 0 < 0^ Q 9 0 g < Tt . 
We have, in principle, now evaluated y(x) by requiring that 
Y be that function of x which insures the exactness of Equation (l09)? 
while simultaneously satisfying the earlier requirement that 
In Appendix C we obtain a power series in x for f, substitute it into 
Equation (llO), and obtain a power series for y. The results to second 
power in x are 
X(x) ~ ^ K 2 * (111) 
-FU^ = l + 3 S K + ( I S S ^ - I ^ X. 8" . (112) 
Ground State Energy and Fluctuation Terms 
The expectation value for the ground state energy is 
E = < H > = ^ I < b I ^ ) ^ K I W - K l Z < t f ^ . > . (113) 
< it r 
The translational symmetry of the cell model requires the average of a 
+ + 
cell operator, say, b^ b^ b^ b^, to be independent of the particular 
cell chosen so that 
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and 
Thus the ground state energy for the cell model as a function of the 
parameter x is 
or the energy per particle is 
£W = Tu = ^KJj- ^ k ( x , ) + T 
where both h(x) and A(x) are fluctuation terms. 
For the G -termination evaluation of h(x) we get 
3 
The triple sum over the is converted into a triple integral as 
before: 
< f V \ T _ 1 L _ Ux) = 2- Z. Z_ $(0 L v,iM-viM lJ UKjfiV 
V-W *r'^ l̂ -w + 
79 
© , S i © 3 + " 
_ Cl- T »TT -TT 
But 
TT Tr TT 
-Tr JH -TT ' 
and again the integrand is even in 6 so that 
or 
Similarly 
k t o - - I P S i v x ^ s f U , ^ d * e . ( 1 1 5 ) 
- X S + V 
© . © 3 + 
-1T -TT -TT + 
or finally 
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In Appendix C the power series for a n c^ f(x,s) given by 
Equations (ill) and (ll2) are used to obtain the following lowest order 
expansions for h(x) and A(x)s 
i 
A C x i ^ b x 1 (118) 
By Equation (ll4) the energy per particle is 
l M = Co\< { I - > 0 (119) 
High Density Limit 
In a physical system at very high densities the repulsive hard 
core interaction between particles is predominate over the attractive 
interaction which manifests itself at lower densities. The cell model 
can be expected to possess this same property if we require that the 
potential energy, pU^, resulting from a double cell occupancy be very 
large compared to the kinetic energy of localization, K, for high 
densities, i.e., the parameter 
p U o 
should approach zero in the high density limit. The effect of such 
a domination by the potential energy term is to produce a completely 
localized ground state. In this case the fluctuations are zero, and 
the ground state energy per particle is 
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just the energy required to localize the particle within the cell. The 
power series in x for e(x) is seen to agree with this argument since 
by Equation (119) 
The fluctuation terms are also in agreement since by Equations(117) and 
The solutions of the Green's functions obtained earlier in this 
chapter and the detailed knowledge of the nature of the ground state of 
the system as x approaches zero allows us to demonstrate in some de­
tail the .effect of the off-diagonal kinetic energy operator in the 
Hamiltonian as it lowers the system energy by moving particles. 
Consider the cell model Hamiltonian 
If we, for the moment, neglect the last term, i.e., the off-diagonal 
kinetic energy operator, then H is diagonal in occupation number 
space. For a fixed number of particles the kinetic energy is now just 
6K multiplied by the number of particles regardless of the distribu­
tion of particles in the cells. The potential energy has a minimum of 
zero and assumes this minimum when n o cell occupancy exceeds unity. 




particles the ground state for this modified Hamiltonian has the particles 
distributed one to a cell with one empty cell corresponding to an energy 
of 6 K ( N o~ l). Similarly the N^-particle ground state has one particle 
in each cell with an energy of 6KN , while the (NQ+ l)-particle ground 
state has (N - l) singly occupied cells and one doubly-occupied cell 
with an energy of pU^ + 6K.(N + l) . Thus if we neglect the shift operator 
the (NQ" I ) - A N C * NQ-particle ground states differ in energy by exactly 
6K while the N q - and (N * l)-particle ground states differ by 
pU + 6K. 
r o 
Let us now consider the effect of returning the shift operator to 
the Hamiltonian. We have stated in earlier chapters that we expect an 
energy lowering to result via increased particle wanderings. In the high 
density limit as x approaches zero, however, the potential energy 
domination negates particle wanderings by creation of a double and an 
empty from two singles. Thus any energy lowering must result from the 
"motion" of a double or a zero through the system. Since no doubles or 
zeroes exist in the N -particle ground state, such an effect should not 
be noticed. In the (N - l)-particle ground state one empty cell 
exists, and we expect an energy lowering. Similarly the one double cell 
existing in the (N + l)-particle system can move and cause an energy 
lowering. We now demonstrate these effects by appealing to the solu­
tions for the Green's functions obtained in the first part of this 
chapter. 
Recall that the minimum frequency associated with the t > 0 
portion of the Green's functions corresponds to the difference in the 
8.3 
and (N '+ l) ground state energies, i.e., the chemical potential 
ji . By Equation (95) the t > 0 frequencies are 
The minimum value of w + occurs for k = 0, i.e., for S = 3, and so 
Recalling that y varies as x 2 for small x, we obtain for x < < 1, 
Similarly the difference in the (N •- l) and N q ground state energies 
i s 
fj- •= u j _ ( i i ^ 6 ) - u t ^ L i - ^ x - yr-isx+qx* + 4-vu) ] ̂  
which for x < < 1 becomes 
/Ul" ^ (*K + S x p U o - (121) 
The results of Equations (l20) and (l2l) are to be compared to 
and 
jU " - io < i 
which are the corresponding quantities when the shift term is ignored. 
Just as we had expected, the decreased value of |i+ reflects a relative 
lowering of the (N Q + l)-particle ground state energy via the motion of 
the doubly-occuplied cell. Likewise the increased value of (j, indicates 
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a lowering of the ( N - l) ground state energy through the motion of the 
empty cell. 
The interpretation of Equations (l20) and (l2l) by Gersch and 
Knollman (23) is from a slightly different viewpoint. In short, their 
argument is that the shift operator creates doubles and empties in the 
system. The addition of a particle to a particular cell in the N -
particle system adds a localization energy 6K and a potential energy 
pU P^x), where P±(x) is the probability that the particular cell is 
occupied by only one particle. In the same way, the removal of a parti­
cle from a particular cell in the N^-partiele ground state r e l e a s e s 6K 
units of localization energy and P ^ 0 P 2 ( X ) units of potential energy, 
where P g W is the probability that the' cell is doubly occupied. From 
Equations (120) and (l2l) we get 
F; (Xs! = l-fe* (122) 
PtM - . (123) 
Now the probability, PQ(x), that a cell is unoccupied must be the same 
as for double occupancy since the creation of a double in the localized 
state necessitates the simultaneous production of an empty. Therefore 
Since we have assumed only zero, one, and two occupancies, the probabil­
ity for a single should be unity decreased by the sum of the probabilities 
for zero and double occupancies, i.e., 
85 
in agreement with Equation (l22). 
Momentum Considerations 
In the continuum ease the operator 
is introduced and found to be an operator which destroys a particle 
from the system and simultaneously removes an amount of linear momentum 
of hk/2L from the system* Similarly 
- 3 / ^ . -x J W h i X j : f i KC'ir<L K'H
creates a particle and an additional momentum of hk/2L in the system 
on which It acts0 The two operators obey the commutation rules 
+ 
while the operator cĉ. cĉ  measures the number of particles of momentum 
hk/ 2L within the state upon which it acts. 
The corresponding cell model operators are constructed by Fourier 
+ 
analyzing the cell operators b^ and b^ « Let 
and 
4 - N.rl h f e ^ 1 " 
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— o since 
Furthermore the number operator is 
Thus we interpret
 ajc(a]c5 as an operator which removes (adds) a parti­
cle and decreases (increases) the momentum by hk/2L upon acting on a 
+ 
given state„ Likewise a^ a^ averaged over a state yields the number 
of particles with momentum hk/2Ls In our system of units with "h = 1 
the momentum associated with k is rck/L* 
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We now calculate the momentum distribution of particles in the 
ground state as predicted by the solutions from the G3-termination.. 
Now 
but translational symmetry assures us that 
<aj"Q F E>= ZIG,U'-JJ^tf")E , (124) 
Therefore 
and the periodicity of the cell model reduces the double sum of Equation 
(124) to 
With the G -termination, using Equation (lOl), we get 
<QJ-Q»> = T L / , - U M 4 1 ^ S H W + ^ -IJ . (125) 
In the high density limit X -» 0, as does YM* s o "that 
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indicating a uniform momentum distribution, which reflects the localiza­
tion of particles one to a cell* 
A Critical Value of x Suggesting a 
Solid-Liquid Phase Change 
The (N + l)- and (N - l)-particle states of momentum k differ o o 
in energy from the N -particle ground state by u+(k) and y (k) re­
spectively, where according to the G -termination, 
oj+(i) = P T [ l - x S t / l-b^S + ̂ ^ t 4-K ] . (126) 
Now 
S I M - znTT + C o * xTTTT + < L o S 
and therefore for small k 
But the momentum p associated with k is 
TT fe _ ^ k _ 2fr& 0 v 3 
so that 
and therefore 
Thus for small momentum 
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We see that for low momentum excitations the excitation energy depends 
quadratically upon p, provided the quantity 
appearing in the square root is greater than zero. This, however, is 
exactly the requirement for the solutions of the Green's functions ob­
tained thus far to be correct* As mentioned earlier this quadratic momen­
tum dependence of the single particle excitation is characteristic of 
solids. 
We have also seen that the chemical potential which corresponds 
to the addition of a particle is 
f A * - c o f ( o ) = (*K-r ( 2 T [ | - * x + J \ - i * x - » - 9 x l + M-tf ] ) (128) 
while that corresponding to the removal of a particle is 
fA' ^ u j jo ) - 0>K + P T - ° [ l - l > X - J l - l S * + S x * + H-* ] , (129) 
Thus the energy for adding a particle is greater than that for removing 
a particle by 
jU + - jj~ = f U * y | - l ^ t q ^ - l - M(X) > O ^ (130) 
a result which is again characteristic of a solid. 
Inspection of Equations (l27) and (130) suggests 'that if the 
quantity 1 - I8x + 9x 2 + 4y(x) vanishes for some value of x, say 
X q , then (a) the single particle excitation becomes linear for small 
momentum, and (b) the energies related to particle addition and particle 
removal become equal* 
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The equality of the energies for particle addition and particle 
removal is suggestive of a change to the liquid state as we argued in 
Chapter III. Furthermore, and perhaps more significantly, the linear 
momentum dependence of the excitation energy seems to correspond to 
the phonon portion of the Landau dispersion prediction for the He 4 
superfluid discussed in Chapter I. 
The momentum distribution also exhibits an Interesting feature 
for x = X q . From Equations (125) the occupation of the momentum state 
p is given by 
i r 1 - _ -i 
which for small momentum becomes 
i r J U - * ) T 
Assuming, for the moment, the existence of a value X q such that 
l - I ^ X o t - ^ x J " +• 4 - V U 0 \ - O ^ (132) 
we see that for small p 
< a f Qf N > " T •> 
indicating a high population of the low momentum states. This suggests 
the possibility of a finite fraction of the particles in the zero momen­
tum state, i.e., a condensation of particles in momentum space, in 
analogy with the Bose-Einstein condensation for a gas of noninteracting 
bosons• 
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The discussion of the past few paragraphs hinges on the existence 
of a value X Q > 0 such that Equation (132) is satisfied. Since y(k) 
is determined from the normalization condition 
R 
or, rearranging terms, 
the question resolves itself into asking if an X Q > 0 exists such 
that 
rr^ J V v ( v - * U f c - * x . - x . s ^ d ° ' ^ • (133) 
R 
In Appendix D we demonstrate that such an X Q exists and estimate its 
value to be 0,065 by an approximate evaluation of the integral of Equa­
tion (133). A second procedure for estimating X q is to use the expan­
sion of Equation (ill) for f to get 
i - i ^ x o •+- S x o 2 - + 4- L^x?) - o 
The roots of this quadratic equation are l/l5 and l/3, the smaller 
root being the one we seek. Thus 
X 6 ^ " i s -
is in good agreement with the previous estimate. 
9 2 
We now return to the Green's functions obtained for 0 < x < x 
~ o 
and seek solutions for x > x 
— o 
Green's Functions and Related Quantities for x > x 0 
The Green's functions obtained earlier in this chapter, namely, 
are valid for all k over the range 0 < x < x o At x = x „ the k = 0 
— o o 
solution fails, since for this value of x 
and the solutions are not defined. Recall that 
so that 
In Chapter III we argued that such a condition characterizes a liquid 
+ 
with the provision that [i actually exceeds (i by a term of order 
l/N O Consequently let us require 
o 
- ^Uo\ + pU0)qlKo)) (134) 
where ^ ( X g ) is to be a quantity of order l/NQ» We have shifted the 
u+(k) curve by ^ C x ) s 0 "that 
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while 
With this provision for an infinitisimal difference in and |j, ? the 




Thus the momentum occupation is now 
and in particular the zero momentum occupation is 
with fractional occupation 
94 
The exact dependence of r\ upon N q is vital in determining the 
fractional occupation of the zero momentum state as the number of parti­
cles, N , approaches infinity. Suppose, for instance, 
y\0 - 'Mo ) 
3 U-Xo^ 
then 
F 0 - z K 
is finite as N •* « s whereas if o 3 
then 
approaches zero as N -* ea . To determine F at x , we use particle 
o o o 1 ^ 
normalization allowing for a finite population of the zero momentum 
state, i.e., 
The integral on the righthand side of this equation (with T] = 0) is 
just the particle normalization used to determine X q as in Equation 
(133). Now the integral replacement for the sum is valid only for 
N Q -* co} in which case we require T] to approach zero, so that this 
integral is unity, indicating that F^ is zero at the critical value 
of x, i.e., for x = X q the zero momentum state does not possess a 
finite occupation0 
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We now e x t e n d t h e G r e e n ' s f u n c t i o n s p a s t x^ by u t i l i z i n g t h e 
f u n c t i o n y ( x ) a p p e a r i n g i n t h e s o l u t i o n . R e c a l l t h a t 
C U T ( M - (*< + P I R [ I - X S ± y I - \ S *+Q X L+ <U U) r- X(VS) (NX-XS)"} 
f o r 0 < x < X q . Over t h i s r a n g e of x t h e s e f r e q u e n c i e s a r e r e a l s i n c e 
w i t h e q u a l i t y o c c u r r i n g a t X q o n l y . To keep t h e f r e q u e n c i e s r e a l f o r 
x > X q r e q u i r e s t h a t y ( x ) ke s u c n t h a t e i t h e r 
\ - l U + ^ H ^ W = 0 (135) 
o r 
\ - L * X + H - K M > 0 . (136) 
We s h a l l show t h a t i f y i s chosen t o s a t i s f y E q u a t i o n ( 1 3 5 ) , t h e n s o l u ­
t i o n s f o r t h e G r e e n ' s f u n c t i o n s f o l l o w which s a t i s f y t h e c e l l model r e ­
q u i r e m e n t of an a v e r a g e of one p a r t i c l e p e r c e l l , w h i l e i f y i s chosen 
a c c o r d i n g t o E q u a t i o n ( l 3 6 ) , i t i s I m p o s s i b l e t o s a t i s f y t h i s n o r m a l i z a ­
t i o n r e q u i r e m e n t . 
Now l e t y be such t h a t E q u a t i o n ( l 3 5 ) i s s a t i s f i e d f o r X Q < 
x < 1 . The u p p e r bound on x i s n e c e s s a r y t o keep t h e 6 - 3x - xS 
t e r m p o s i t i v e f o r a l l momentum. We n o t e t h a t t h i s c h o i c e of y ( x ) a l s o 
keeps t h e low momentum dependence of u (k) l i n e a r and t h e r e f o r e r e ­
t a i n s t h e phonon c h a r a c t e r o v e r t h e s e v a l u e s of x . 
To i n s u r e t h a t t h e G r e e n ' s f u n c t i o n s be d e f i n e d f o r a l l k on 
t h e r a n g e x < x < 1 , we a g a i n s h i f t t h e t > 0 f r e q u e n c i e s by an 
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amount pU0n(x), where we expect 
Thus, just as at x = x 5 we have for x < x < 1, 
o o — 9 
where 
The momentum distribution is 
with the zero momentum being, given by 
Particle normalization requires 
or letting n -* 0 in the integral 
" i - x S 
= ^ ^ K ^ ^ K - K ^ . (137) 
Consider the integral 
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appearing in Equation (l37)0 By Equation (l33) we have 
Tlx*) = 3 , 
so that, as we have seen 
Now for x == 1 
and thus 
that is, all the particles have condensed to the zero momentum state, 
The function l(x) is differentiable on x < x < 1 with 
o 
derivative 
d^e < 0 - f o r x 0 C x : < 0 
= O - P a r X - I 
We conclude that l(x) is a monotoni.cally decreasing function on 




the occupation of the zero momentum state increases monotonically from 
zero to one as x increases from x to unity, 
o 1 
98 
The arguments leading to the macroscopic occupation of the zero 
momentum state as expressed by Equations (139) and (l40) follow if we 
choose as in Equation (l35)„ Solutions for the Green's functions 
also exist.if y is selected to satisfy the inequality of Equation (l36). 
We can, however, demonstrate that such a choice of y is not acceptable 
for this calculation in the following way. If Equation (136) is satisfied, 
|l+ > p. , and Equations (lOl) and (l02) are solutions of the Green's func­
tions differential equations. The momentum occupation is given by 
< a £ a p > - a, i d , (f)i - o ) 
- \ 
In particular the zero momentum occupation is 
- 1 
J 1 
with no indication of a macroscopic occupation. Particle normalization 
is given 
3- x S 
Now for 
+ xl^-sU<*-3x-x^ -'1 
we get 
IT 3 , I v / x I ^ s U ^ x ^ x V ) 
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where l(x) is defined by Equation (l38)» But for X q < x < 1 we 
have from Equation (139) that 
in which ease 
j,r - L [—— = <fte-i1 y \ 
Consequently this choice of y does not permit us to satisfy the model 
requirement of one particle per cell. 
Let us summarize the procedure which has evolved for determining 
y. In both the solid region (0 < x < x ) and the superfluid region 
( X q < x), y is determined by requiring that the average number of parti­
cles per cell is exactly one, ' Asa result, for 0 < x < X q , y is deter­
mined from the integral equation 
while for X q < x < 1, y is given by 
tU\ - i s * - \- 9 x 2 . 
Higher values for x need not be considered here since, as we shall see, 
experimental data indicates that the melting (25 atmospheres) to zero 
pressure region corresponds to a change in x of approximately twenty-
five per cent. Since we have found the value of x to be about 0.065. 
o 
the physically-meaningful range of x-values is apparently from x^ to 
approximately 0.1. 
We may estimate the maximum occupation of the zero momentum state 
100 
in He 4 by use of Equation (140) and measured molar volumes at abso-
if 4 
lute zero. For x near Xq and therefore < < 1, the x dependence 
of 
x j L r 
is predominately from the l/N/X term7since the other x terms combine 
additively with much larger quantities. Therefore 
and so for x near x 
F M - ^ D - \ l ¥ ] . 
Now 
where T is the volume per particle. If we assume the strength U Q 
to be relatively insensitive to changes in T5 then 
(If 3 
and 
The molar volume of the solid at the melting pressure is about 21 cm3, 
and at zero pressure it is about £8 cm3. Thus at zero pressure we 
estimate 
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i.e., a seven per cent occupation of the zero momentum state . This is 
in surprising agreement with an estimate of eight per cent obtained by 
Penrose and Onsager (22) in an extension of the Bose-Einstein condensa­
tion of the ideal gas to interacting particles. 
CHAPTER VII 
CONCLUSIONS 
Although considerable effort has been expended over the past few 
decades in attempting to develop a satisfactory model for the superfluid 
phase of liquid helium,many problems remain unsolved. London's associa­
tion of the X-transition in helium with the Bose-Einstein condensation 
of an ideal Bose gas suggests that the superfluid is characterized by a 
macroscopic occupation of the zero momentum state. Attempts to treat the 
superfluid by considering bosons at low densities with repulsive inter­
actions have assumed this macroscopic occupation from the outset. No con 
vincing theoretical arguments have been presented which demonstrate how 
such a macroscopic occupation comes about without having to assume it. 
Landau's explanation of superfluid properties in terms of assumed 
energy-momentum relations between the elementary excitations is very 
successful in predicting a number of observed phenomena, as mentioned in 
Chapter I. Unfortunately the justification of the full excitation 
spectrum from a system Hamiltonian has never been accomplished. 
These remarks point out at least two of the questions which re­
main to be answered for the helium superfluid. First, can one demon­
strate a macroscopic occupation of the zero momentum state for this 
phase of helium? Next, can one, starting with a system Hamiltonian, 
obtain Landau's excitation spectrum? In this study we have obtained 
affirmative answers to both of these questions. 
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The cell model used in this work represents an effort to avoid 
many of the difficulties experienced in approaching the superfluid 
phase from the low density region. By allowing the cell size to vary 
with density so that the number of cells remains equal to the number of 
particles, the model simulates a solid at high densities by localizing 
the particles one to a cell. This localization is caused by a prohibi­
tively large potential energy requirement for placing two particles in 
the same cell. As the density decreases the off-diagonal kinetic energy 
operator in the Hamiltonian produces an energy lowering by allowing 
particles to stray from cell to cell, thus increasing the fluctuations 
and diminishing, the extreme localization property of a solid. Using 
Green's functions we show, after a careful discussion of the approxi­
mations involved, that at a certain critical value of x (the ratio of 
the kinetic energy required to localize a particle to a cell to the addi­
tional potential energy required to add a second particle to a cell) the 
solutions exhibit three new properties which suggest the change from the 
solid phase to the superfluid phases 
(1) The energy for adding a particle to the system without creat­
ing excitations becomes equal to that for removing a particle. As indi­
cated in Chapter III, this signals the beginning of a fluid phase. 
(2) At this critical value of x the excitation spectrum changes 
from quadratic, to linear for low momentum excitations. This phonon 
character for low momentum excitations is precisely the system property 
which accounts for superfluidity in Landau's phenomenological model 
for liquid helium. 
1 0 4 
(3) The two properties mentioned above are shown to be true for 
values of x greater than the critical value and therefore for densities 
less than the corresponding critical density. In addition the zero momen­
tum state exhibits a macroscopic occupation for densities less than the 
critical density, while for densities greater than this critical value, a 
macroscopic occupation does not exist. We estimate the maximum occupation 
to be seven per cent. These results for a macroscopic occupation are 
particularly interesting since they represent a demonstration of this 
phenomenon starting from a system of interacting particles. 
In this work there is no direct association of the results with 
He 4. That is, we have made no assumptions that uniquely identify these 
calculations with a particular isotdpe of a particular element. Argu­
ments reviewed in Chapter I indicate that He 4 remains a liquid as the 
temperature approaches absolute zero because of its relatively small mass 
and weak attractive interaction. He 3, with an even smaller mass and 
similar interaction, also exhibits the liquid state at exceedingly low 
temperatures, but has shown no superfluidity. 
On the basis of the preceding paragraph two questions seem to be 
particularly pertinent for future investigation. First, will the addition 
of sufficiently strong attractive interactions to the cell model Hamil­
tonian prohibit a solid-superfluid transition? Second, will the intro­
duction of Fermi-Dirac statistics into the model remove the superfluid 
properties? An affirmative answer to each of these questions would sup­
ply considerable support to our proposal that the results contained here 
should rightfully be associated with the solid-superfluid transition in 
( 
He 4 at an absolute temperature of zero. J. Fernandez is currently 
considering both of these questions and has indicated by personal com­
munication that the addition of sufficiently strong attractive interac­
tions does remove the transition. Just what effect the change in sta­
tistics will have has not yet been determined. 
Finally, there remains for possible future investigation, the 
detailed calculation of the effect of the higher order terminations which 
have been suggested in Chapter V. Of course, the complexity increases 
with each successively higher termination of the coupled equations. 
What one would probably desire then, is an indication of the qualita­
tive effect that the higher order terminations have on the transition. 
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A P P E N D I C E S 
107 
APPENDIX A 
DERIVATION OF EQUATION (22) 
The operator F n . is defined in Equation (2l) as 
<"> 3 
hA= ^rviKV" • CAD 
We wish to demonstrate that 
F M 
where 
Equation (A2) cheeks immediately for j = 1, since 
Fw ^ Lbt 1' t =• I • 
We will demonstrate the validity (A2) by induction. For j = 2 
as required by Equation (A2)• Now assume Equation (A2) to be true 
for j = m > 1, that is, 
For j = m+ 1, we have 
(A2) 
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where we have applied the commutation relation 
(m -i l) times. We now have 
which is the desired result. 
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APPENDIX B 
DERIVATION OF EQUATION (53) 
We wish to show that for j > 1 
where 
l - 1 
(Bl) 
and 
For j = 1 
and so 
- * T - 6 ^ L B , , B ^ C B ^ B ^ i " U I L ^ L M L L I B J ^ B , ^ • 
No,w 
W\^rv\ (̂y\ HA T>rw T»M B ^ | } M 
~ B M B F T B M . B M B M "V E B F I ) B M L B ^ B ^ B M ~ B ^ L»v\ B M T>r^ U 
— B ^ T B ^ B ^ " ] T > R T S B ^ + L B ^ B ^ L \>us ID^U 
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— 2. b m b ^ ^ 
where we have used the commutation relations 
Also 
£ b j ^ b ^ b m ~ } — b ^ k ^ b m ~ k m k m b ^ 
and 
[.kj^ b ^ b ^ ^ ' " ] - b £ b m b m + ^ . — b p ^ b r y ^ * b ^ 
Thus 
or by Equation (B2) 
and Equation (Bl) is correct for j = 1. 
We assume Equation (Bl) correct for j = n, 
Ill 
and use this to verify Equation (Bl) for j = n + 1, thus demonstrating 
the validity of this equation for all j > 1. Now 
= b t FR ) f fx \> x ^ H - H bj" F ^ 
b̂ " b*. M +• bt F<,m b< L b , v H ] 
or 
Now 
and since H is Hermitian (H = H + ) w e have 
Substituting Equation (B3) gives 
(B6) 
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Consider the terms on the right-hand side of Equation (B5).. Sub­
stituting Equation (B4) into the first of these terms gives 
F*,m+1 b* + (*V0K2 b*h, I ^ A k ( • 
S u b s t i t u t i n g E q u a t i o n s (B3) and (B6) i n t o t h e s econd and t h i f f d ' t e r m s 
gives 
(B8) 
+[-?U. b? bt bA -«. bt + <X b|+1.,l ^ kt bj 
f ?u„[bt F ^ b ^ A " btbt k.F^WV] 
But 
^ fV\ ^ k£ k̂" |QA FC)m be. bi2_ 
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- u ; n u ( F b 
and so Equation (B8) becomes 
£ W , H i + j > * H ] W b A (BQ) 
= P̂ o fcfc - K I F ^ , ^ + <I b ,̂ | ^ 1̂  [>x 
Substitution of Equations (B7) and (B9) into Equation (B5) gives 
•+ Im-Ovc Z b^, ̂  b a b x 
F ^ b ^ - <X F 4 i / n + 1 b^, K Z b ^ r , f̂ b, ht 
f ('kK + m ^ U ^ b^ f U o F i ^ + 2 , b* 
-(/n+.VKZ F^_, bWM -r < Z b^, bx W ] , 
which is Equation (Bl) for j = n + 1 , completing the proof of this 
equation by induction0 
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APPENDIX C 
EVALUATION OF <y(x), h(x), A(x), AND e(x) FOR SMALL x 
The functions y 5 h, A, and e in Chapter VI by the following 
equations: 
I f 3>~xS> ^ 
ft* J /I -Gx^-h K ^ ^ ^ U ) C l U = * (Cl) 
K M = ^ 3 j s ( 3 - x V) -f ( x . ^ ci3e> (C2) 
R 
R 
E M = («>K[» - - f c k ( * W T J J M ^ ] ? (C4) 
F ( X , V ) = l i - T X S + x ' S ^ H - t J r W T ' 4 ' , ( C 5 ) 
C O S 
and R is the region 0 < Q±} 9 2, 0 < TC ° 
Recall that Equation (Cl) defines y ( x ) ^ o r 0 < x < X q . Once 
Y is determined Equations (C2), (C3), and (C4) allow a calculation of 
h, A, and e. To obtain an expression for y{x) from Equation (Cl) we 






x - o 
Differentiating Equation (C5) with respect to X gives 
6 
1. *f 











Substituting Equation (C6) into Equation (Cl) we get 
K 
or to order x 2 
R R R 
Since the value of x may be varied without changing the coefficients 
of this equation, we conclude 
M (v.1-•P.̂e = o ( e n ) M IU"-0)4*6 - o . to) 
Substituting Equation (C7) into Equation (ClO) we get 
or 
which requires 
and so y.-i , (C13) 
fa = I • (C14) 
Upon substituting Equations (C8) and (C14) into Equation (Cll) we obtain 
*vf [9S-u0'-Vld*e = o ? or 
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T T I T T T 
= 3-M$d*0 = 3̂ 1iS("̂ +"5BLicoŜ >)deideĵ rO, (CIS) 
and so 
F,' = ^ S . (C16) 
Combining Equations (C9), (C12), (C14), and (C15) gives 
or 





X , " - I S ^ (C20) 
and 
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To order x 2 the expansion for f is 
FU,S^ - I +SX + U ^ - I S U ^ (C22) 
while the corresponding expression for y "to "the same order is 
1 M - = ^ . ( C 2 3 ) 
In order to evaluate h(x) for small x we substitute the 
expansion for f into Equation (C2) to get 
Any integral of the form 
I V * C P © n = 0,1,2. ... 
R 
must vanish since each term in ( Z~ co*^©^) involves at least one 
cosine function to an odd power which integrates over [0,rc] to zero. 
Hence 
S S D * Q - S S 3 C P 8 - O : 
and by Equation (C19) 
so that to order x 2 
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The function A is evaluated for small x by inserting Equations 
(C22) and (C23) into Equation (C3) to get 
R 
or 
AU) - Ul. (C26) 
The ground state energy per particle for small x is then 
lU)- lo<[\- TJ- UU) +- ™ Alx̂l (C27) 
Equations (C2l), (C23), (C25), (C26), and (C27) are the results 
quoted in Chapter VI. A continuation of the calculations begun here 
gives 
ECO = U(|» x - IS.1S)CS) . 
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APPENDIX D 
ESTIMATE OF x 
o 
The critical value of x which marks the transition from solid 
to liquid is determined from Equation (l33), that is 
(Dl) 
To demonstrate that such an x exists consider the function 
o 
= - *S 
R. 




For 0 < x < 1 
d * - fr^> J i / x M f c r i X - x S P f V - ^ zJ~X~ S • 
R ' 
so that J decreases monotonically on this interval. Since J is 
continuous on 0 < x < 1, since J(0) > 0 and J(l) < 0, and since 
J decreases monotonically on 0 < x < 1, we conclude that there exists 
one, and only one, value of x on 0 < x < 1, say x , such that 
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But this is precisely the condition required by Equation (Dl) for the 
critical value of x. 
We estimate X q by using Equation (Dl), For XQ < < 1, 
or 
(D2) 
For all interior points of R ? 
with the binomial, theorem to get 
< 1 and we may expand the integrand 
Substituting this expansion into Equation (D2) gives 
rt To ~* rt —» 
a R 





terms with at least 
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