A novel methodology based on principal component analysis (PCA) was developed for the identification of the low-dimensional manifold of a chemical reacting system, the determination of its dimensionality and the selection of optimal manifold variables. Results are presented for a simple CO/H 2 /N 2 jet flame and for a CH 4 piloted flame (TNF Flame F). Results of the global PCA analysis (GPCA) on the whole data sets show that, in all cases, the number of modes required to reproduce the different state variables is a strong function of the physical processes by which the variables themselves are affected. As a result, a greater dimensionality is observed for the piloted flame, characterized by significant extinction. A local PCA (LPCA) algorithm, VQPCA, was also employed to reduce the effect of non-linear dependencies among state variables on the manifold dimension determination. By applying VQPCA, the data were divided into separated clusters, by using an unsupervised partitioning algorithm based on reconstruction error minimization. Also, results from VQPCA were compared with those obtained with an approach based on mixture fraction conditioning (FPCA). Both approaches are comparable for the CO/H 2 /N 2 flame, while VQPCA performances are superior to FPCA for the CH 4 flame, due to its higher complexity.
Introduction
A primary challenge in turbulent combustion modeling lies in the broad range of scales which are inherently coupled, in space and time, through thermo-chemical and fluid dynamic interactions. However, in some applications, it is possible to achieve some degree of decoupling, relying on the observation that many chemical timescales are significantly smaller than the fluid dynamic scales and that the thermodynamic state of a reacting system relaxes onto a low dimensional, strongly attracting, manifold in chemical state space [1, 2] . The thermo-chemical state of a single-phase reacting fluid having N s species is uniquely characterized by a point in N s + 1 dimensional space (T, p, and N s À 1 species mass fractions). Yet, if a set of ''optimal" variables is identified, the whole thermo-chemical state can be re-parameterized with a lower number, q ( N s + 1, of variables, which nevertheless must provide a satisfactory approximation of the system in a lower dimensional space [1] .
In the present paper, a novel methodology based on principal component analysis (PCA) [3, 4] is proposed with three main purposes: (i) to investigate the existence of low-dimensional manifolds in turbulent flames, (ii) to find the most compact representation for them and (iii) to guide the selection of ''optimal" reaction variables able to accurately reproduce the state space of a reacting system. PCA has been previously applied to combustion. Frouzakis et al. [5] applied PCA for data reduction of two-dimensional DNS data of opposed jet flames. The analysis was aimed at identifying the number of components required to accurately approximate the original data. To this purpose, the correlations among velocities, pressure and species concentrations at different times were taken into account, thus leading to eigenvectors which are linear combination of the temporal snapshots considered. Similarly, Danby and Echekki [6] implemented PCA for the analysis of an unsteady two-dimensional direct numerical simulation of auto ignition in inhomogeneous hydrogen air mixtures, with the main purpose of determining the requirements to reproduce passive and reactive scalars during the process of auto ignition. The approach presented here is quite different from the ones described above. The main purpose of the developed PCA methodology is to find correlations among the state variables (temperature and species concentration) to allow an optimal approximation of the system in a low-dimensional space. Such an approach leads to the determination of eigenvectors which are linear combinations of the original variables in a way that allows reducing the dimension of the system. A similar method was proposed by Maas and Thévenin [7] for the analysis of DNS data. However, they only considered a very small sampling in state space. The current study provides significantly more depth in its analysis, and applies PCA to experimental datasets of laboratory-scale flames.
To demonstrate the methodology, two experimental data sets, provided under the framework of the TNF workshop [8] , are considered. The first flame is a CO/H 2 /N 2 turbulent jet flame [9] , selected as base case for the PCA approach due to its simplicity. In fact, the flame does not experience any liftoff or localized extinction and retains the simple flow geometry of the hydrogen jet flames [8], while adding a modest level of chemical kinetic complexity. The second flame is Flame F, part of a series of four CH 4 piloted jet flames investigated by Barlow and Frank [10] . It was selected to judge PCA capabilities in flames close to global extinction.
The experimental data to be analyzed with PCA are organized in a (n x p) matrix, X. Three different PCA approaches are proposed. A global PCA analysis is compared to two local PCA (LPCA) models, vector quantization PCA (VQPCA) and mixture fraction PCA (FPCA). Both VQPCA and FPCA partition the data into separated clusters and then perform PCA locally. However, VQPCA partitioning is based on a reconstruction error minimization algorithm, while FPCA is based on a supervised conditioning into bins of mixture fraction. The performances of the three models are compared and discussed.
Principal component analysis
The central idea of principal component analysis is to reduce the dimensionality of a data set consisting of a large number of interrelated variables, while retaining as much as possible of the variation present in the data set. The reduction is achieved by transforming to a new set of variables, called the principal components (PCs), which are uncorrelated and ordered so that the first few account for most of the variation present in all the original variables. The actual computation of the PCs reduces to an eigenvalue-eigenvector problem applied to the covariance matrix of the data set.
Consider a random sample, X, of n observations of p variables, X = (x 1 , x 2 , . . ., x p ), so that X i = (x i1 , x i2 , . . ., x ip ) represents the ith observation from the data set. Here we assume, for simplicity, that the variables have zero mean, otherwise the mean of each variable is subtracted from the columns of X before PCA is applied. Then, the sample covariance matrix, S, of X can be defined as S = 1/(n À 1) X 0 X. Recalling the eigenvector decomposition of a symmetric, non-singular matrix, S can be decomposed as S = ALA 0 , where A is the (p x p) matrix whose columns are the eigenvectors of S, and L is a (p x p) diagonal matrix containing the eigenvalues of S in descending order,
The PCs, Z, are defined by the linear transformation Z = XA which recast the original variables into a set of new uncorrelated variables, whose coordinate axes are described by A. Then, the original variables can be stated as a function of the PCs as X = ZA 0 , being A orthonormal and, hence, A À1 = A 0 . This means that, given Z, the values of the original variables can be uniquely recovered. However, the main objective of PCA is to replace the p elements of X with a much smaller number, q, of PCs, which nevertheless discard a small fraction of the variance originally contained in the data. If a subset of size q ( p is used, the truncated PCs are defined as Z q = X q A q , This equation can be inverted to obtain:
where A q is the matrix obtained by retaining only the first q columns of A.
The linear transformation provided by Eq. (1) is particularly appealing for size reduction in multivariate data analysis due to some optimal properties. First, the new coordinate axes (the eigenvectors of S) are orthogonal and, when ordered by the descending values of their corresponding eigenvalues, provide independent and decreasing contributions to the amount of original variance explained by the PCs. Thus, if only the subset A q of A is retained, X q represents the best q-dimensional approximation of X in terms of squared prediction error.
It is crucial to determine how small q can be taken without serious information loss. The most used criterion for choosing q is to select a cumulative fraction of the total variance that the PCs have to account for, i.e. 0.8 or 0.9. The required number of PCs, q, is then the smallest value of q for which this chosen percentage is exceeded. It can be easily shown that the variance of X, P p j¼1 s 2 j , is given by P p k¼1 l k , where s j is the standard deviation of x j . Then, the desired fraction of the total variance, t q , can be defined as
It is also possible to define a measure of the individual variance, the variance accounted for each variable by the retained eigenvectors, as t q;j ¼ P q i¼1 a ji
where a ji is the weight of the jth variable on the ith eigenvector.
Data preprocessing strategies: centering and scaling
Data preprocessing strategies like centering and scaling may have a strong impact on PCA. Centering converts all the observations to fluctuations, thus leaving only the relevant variation for analysis. In the following, it is implicitly assumed that the data have been centered before the analysis. Scaling is essential when the elements of X are in different units or when they have very different variances, i.e. temperature and species' concentrations (main species and radicals).
It is possible to define a scaled variablẽ x j ¼ x j =d j where d j is the scaling parameter adopted for variable x j . Several choices of d j are available. The most common, denoted as ''auto scaling", adopts the standard deviation of x j as the scaling factor. After auto scaling, all the elements of X have a standard deviation equal to one and, therefore, the data are analyzed on the basis of correlations instead of covariances, thus giving all the variables similar relevance. However, other scaling options are available. Gower and Hand [11] note the possibility of dividing the variables by their ranges or means. In the present study, on the basis of scoping simulations, it was chosen to adopt the auto scaling criterion being the one providing the best results.
Local principal component analysis
The PCA transformation described in Section 2 can suffer from its reliance on second-order statistics. In fact, the PCs are uncorrelated, i.e. their second-order product moment is zero, but they can still be highly statistically dependent. This is particularly important when the relationships among the correlated variables are non-linear, as it usually happens for a reacting system. In this case, PCA fails to find the most compact description of the data and it usually requires a larger number of components to model the low-dimensional hyper plane embedded in the original space with respect to a non-linear technique.
This simple realization has prompted the development of non-linear alternatives to PCA, especially in the context of neural networks. Nevertheless, here we are more interested in a different approach, introduced by Kambhatla and Leen [12] in the field of images processing and known as local principal component analysis (LPCA). LPCA employs a local linear approach to reduce the statistical dependency between the variables of a sample and to achieve the desired optimal dimension reduction. According to LPCA, a vector quantization (VQ) algorithm first partitions the data space into disjoint regions and then PCA is performed in each cluster, relying on the observation that, if the local regions are small enough, the data manifold will not curve much over the extent of the region and a linear model will be a good fit.
For the LPCA to be effective, the VQ algorithm should not be independent of the PCA analysis. For this reason, Kambhatla and Leen [12] introduce a VQ algorithm based on a reconstruction error metric. Given an observation from the sample X, X i , a global reconstruction error for each observation can be defined as:
where X ðkÞ is the kth cluster centroid, X i,q is the rank q approximation of X i , Z i,q is the ith value of the truncated set of PCs, Z q , and A ðkÞ q is the matrix obtained by retaining only the first q eigenvectors of the covariance matrix, S (k) , associated with the kth cluster. In the context of reacting systems, Eq. (2) needs to be modified to take into account the differences in size and units of the state variables. In fact, a clustering based on e GRE would lead to an optimization with respect to temperature only. Therefore, the original LPCA algorithm from Kambhatla and Leen [12] was modified to include data preprocessing (Section 2.1) in the quantization scheme. A very stable algorithm was obtained by using a global scaled reconstruction error metric, e GSRE , defined as:
where e X i is the ith observation of the sample scaled by D, the diagonal matrix whose jth diagonal element is the scaling factor d j associated to x j .
The proposed LPCA algorithm, briefly referred as VQPCA, can be summarized as follows:
1. Initialization: the cluster centroids, X ðkÞ , are randomly chosen from the data set and S (k) is initialized to the identity matrix for each cluster. 2. Partition: each observation from the sample is assigned to a cluster using the metric e GSRE . 3. Update: the clusters' centroids are updated on the basis of partitioning. 4. Local PCA: PCA is performed in each disjoint region of the sample. 5. Steps 2-4 are iterated until convergence is reached.
The reconstruction quality given by VQPCA is measured with respect to the mean variance in the data as e GSRE;n ¼ Eðe GSRE Þ=E var e x j À Á Â Ã , where E denotes the expectation operator andx j is the scaled jth variable from e X . The performances of VQPCA were compared with another LPCA algorithm, based on a supervised partitioning of the data into separated clusters. The sample is divided into bins of mixture fraction and a PCA analysis is performed in each cluster. The advantage of this approach, here denoted with FPCA, is twofold. First, the a priori knowledge of the partitioning variable simplifies the LPCA model implementation. Furthermore, the use of mixture fraction is particularly appealing due to its widespread use in the combustion field. In the following, the local PCA algorithms, VQPCA and FPCA, will be compared to the PCA analysis carried out on the whole data sets, i.e. taking k = 1, and denoted as GPCA.
Results and discussion
The results of the analysis performed on the CO/H 2 /N 2 and CH 4 flames are presented here. There are two main objectives for the discussion. The first is to compare the performances of GPCA and VQPCA algorithms, in terms of the error metric, e GSRE,n , defined in Section 3. Then, VQPCA is compared to FPCA to assess the feasibility of mixture fraction partitioning to optimize the PCA reduction.
Comparison of GPCA and VQPCA
In this section, the performances of GPCA and VQPCA are compared. The first two columns in Table 1 show the values of the total (t q ) and individual (t q,j ) variance accounted for the CO/H 2 /N 2 flame with the GPCA reduction by keeping only the first two or three PCs. It is clear that the first two eigenvalues alone account for more than 92% of the total variance in the data. Moreover, Table  1 shows that, by choosing q = 2, it is possible to capture more than 90% of the individual variances of all the main species and temperature while the minor species (OH and NO), require an additional component, q = 3, to reach levels of approximation comparable to the other state variables. Thus, a strong size reduction, from 9 to 2 or 3, seems to be achievable with GPCA.
However, some questions arise from the analysis of the parity plots of Fig. 1a -c, which illustrate the GPCA reconstruction of temperature, OH and NO, respectively, by choosing q = 2. Significant deviations are observed for minor species like OH (Fig. 1b) and NO (Fig. 1c) . In addition, even variables like temperature (Fig. 1a) , which are well characterized in terms of t q,j , show non-linear deviations in the reconstructed data. If the number of PCs retained is increased to three, some improvements are observed for OH and NO (Table 1) while the other species and temperature are relatively unaffected, as indicated by the corresponding values of t q,j (Table 1) . Moreover, the same deviations observed with q = 2 remain. This result can be explained by ascribing the non-linearities in the GPCA reconstruction to non-linear dependencies among the original variables, thus confirming the need of local algorithms able to cluster the data into locally linear regions. Table 2 lists the values of e GSRE,n given by GPCA, VQPCA and FPCA for the CO/H 2 /N 2 and CH 4 flames, as a function of the number of clusters, k, and retained PCs, q.
It is interesting to observe ( Table 2 ) that, when the reconstruction error is evaluated on a scaled basis, all the state variables become relevant and the quality of the reconstruction can be properly evaluated. We should recall here that e GSRE,n is a global scaled reconstruction error, normalized by the mean variance present in the original data. So, for example, the value of e GSRE,n associated with the GPCA reduction of the CO/H 2 /N 2 flame with q = 2 is fairly large, e GSRE,n = 0.68, thus reflecting the large deviations observed in Fig. 1 for some state variables. Even when q is increased to three, a significant error, e GSRE,n = 0.31, is obtained, confirming the persistence of mainly non-linear departures from the original data.
However, when VQPCA is employed, much higher performances in terms of e GSRE,n are obtained when increasing k, even for smaller values of q, i.e. q = 2. The parity plots in Fig. 1a '-c' shows the VQPCA reconstruction of temperature, OH and NO, respectively, with k = 8 and q = 2. A much better agreement between original Table 2 Values of e GSRE,n , associated with the GPCA, VQPCA and FPCA reconstructions of the CO/H 2 /N 2 and CH 4 flames, as a function of the number of clusters, k, and retained PCs, q and reconstructed data are observed, as it is confirmed by the value of 0.08 obtained for e GSRE,n . A similar value of e GSRE,n would require q = 5 if GPCA is applied (Table 2) . Moreover, Fig. 1a '-c' shows how, after partitioning, the relationships between the original and reconstructed data are mostly linear. The third and fourth columns in Table 1 list the values of t q and t q,j accounted for the CH 4 flame with the GPCA reduction by keeping the first three or four eigenvalues. It can be observed that the first three eigenvalues explain 93% of the variance in the original variables. Also, the higher requirements of minor species, such as OH and NO, in terms of number of PCs is confirmed by the corresponding values of t q,j . Moreover, similarly to the CO/H 2 /N 2 flame, strong non-linear deviations in the reconstructed data are observed for the case q = 3 (Fig. 2a-c) . The reconstruction error, e GSRE,n , associated with the GPCA reduction equals 0.71, thus confirming the inability of GPCA to determine the most compact description of the data in a low-dimensional space. Figure  2a '-c' illustrates the VQPCA reconstruction of temperature, OH and NO, respectively, with k = 8 and q = 3. The value of e GSRE,n obtained is 0.09, almost eight times smaller than the values given by GPCA with q = 3. Again, GPCA would require 6 PCs to achieve a value of e GSRE,n as small as 0.09 (Table 2 ).
Comparison of VQPCA and FPCA
Rows 6-9 in Table 2 list the values of e GSRE,n given by FPCA for the CO/H 2 /N 2 and CH 4 flames, as a function of the number of clusters, k, and retained PCs, q. For k = 1, the value of e GSRE,n associated with the GPCA reconstruction is obtained. These values can be weighed against those obtained with the VQPCA algorithm (rows 2-5 in Table 2 ) for the same values of q and k. The comparison is illustrated graphically in Fig. 3 .
For the CO/H 2 /N 2 flame, VQPCA generally performs better than FPCA. In most cases, the values of e GSRE,n given by VQPCA are 3-25% lower than those provided by FPCA with the exception of the cases corresponding to k = 2 and q = 3. However, the performances of FPCA are quite promising, especially from the point of view of model implementation. In fact, FPCA partitioning is much simpler and straightforward than the one underlying VQPCA. Moreover, it should be underlined here how the CPU time associated with VQPCA increases with k, reaching values of the order of minutes when k = 8 on an Intel Core 2 Duo 2.2 GHz with 2GB RAM. On the same machine, the GPCA and FPCA reconstruction of the same data requires CPU times of the order of seconds. This result suggests that, for the CO/H 2 /N 2 flame, the mixture fraction can be considered an ''optimal" variable for the parameterization of the thermo-chemical state of the system, as it is generally assumed in many models for non-premixed combustion. The information added here is that mixture fraction is an ''optimal" variable from the point of view of reconstruction error minimization.
As far as the CH 4 flame is concerned, Table 2 and Fig. 3 point out that VQPCA outperforms FPCA in all cases, providing values of e GSRE,n 13-40% lower than those given by FPCA. These results confirm the notorious complexity of this flame, characterized by significant local extinction and re-ignition. In the context of the Conditional Moment Closure method [13] , for example, it has been recognized [14] that conditioning on mixture fraction is not sufficient for Flame F and a second conditioning variable should be used. Then, it can be concluded that, for Flame F, mixture fraction does not represent an ''optimal" reaction variable. Therefore, VQPCA could provide an appealing tool to guide the selection of the most compact subset of reaction variables needed to properly describe the thermo-chemical state of a reacting system.
Concluding remarks
In the present paper, a novel methodology based on principal component analysis (PCA) is proposed for the identification of low-dimensional manifolds in turbulent flames, the estimation of their dimensionality and the selection of optimal reaction variables. To this purpose, two high fidelity experimental data sets, corresponding to a CO/ H 2 /N 2 turbulent jet flame and a piloted CH 4 flame were investigated.
Three different PCA approaches are proposed. A global PCA analysis, GPCA, is compared to two local PCA models, VQPCA and FPCA, based on the partitioning of the experimental data into separate clusters where PCA is performed locally. However, the partitioning algorithm used by VQPCA is unsupervised and based on reconstruction error minimization while FPCA conditions the data a priori on the mixture fraction.
Results show that the local PCA approaches (VQPCA and FPCA) outperform the global approach in all cases. Indeed, GPCA is unable to provide a compact representation of the data in a low-dimensional space due to the highly non-linear relationships existing among the state variables.
Regarding the local approaches, the performances of VQPCA and FPCA are comparable for the CO/H 2 /N 2 flame, while for Flame F, mixture fraction proves unable to capture some important features of the system, resulting in higher reconstruction error with respect to VQPCA.
The reduced representation given by PCA has great potential, especially in its local formulations, i.e. VQPCA and FPCA. In fact, the selection of ''optimal" variables for turbulent reacting systems could be exploited for the development of turbulence-chemistry interactions models. In this context, the linearity of the PCA method is extremely appealing. In fact, if a set of reaction variables is selected, only few linear combinations of the original variables need to be transported in a numerical simulation. Nevertheless, since the reaction variables provided by PCA are not conserved scalars, the ability of the PCs to parameterize their source should be investigated a priori, to assess the feasibility of the generated manifold method. To this end, the availability of the source terms for the state variables becomes crucial, thus forcing to move from experimental to numerical, i.e. DNS, data analysis. 
