We propose an algorithm for multimodal object localization with a depth sensor and stereo microphones. For this we formulate a joint probability distribution of object locations conditioned upon depth and acoustic observations. Then we use the maximum a posteriori estimation for object localization. For multimodal fusion, we map likelihood of acoustic observation given time difference of arrival information to that given object location in a three dimensional space. Our method offers a principled way to fuse information from microphones and depth sensors, and experimentally we find that it reliably locates the object without requiring careful calibration of the sensors.
INTRODUCTION
Multimedia telecommunication systems capable of capturing and rendering audio-visual scenes of local and remote participants have drawn significant attention in recent years. For capturing audio-visual scenes, most existing systems rely on controlled environments, which are expensive to build because it requires acoustic treatment and/or controlled lighting. In uncontrolled environments, the quality of captured audio-visual scenes deteriorates dramatically and hinders the system's ability to support seamless collaboration among remote participants. For effective interactions it is important to capture audio-visual scenes in higher quality and extract useful information such as human faces or gestures. Multimodal sensor arrays consisting of cameras and microphones have been the most popular choices for this purpose [5, 8, 13] .
The main advantage and motivation to use multimodality is to achieve better performance than each individual modality. For example, harsh illumination may cause face detection algorithms to fail while it does not affect performance of acoustic source localization. Multimodal object localization with audio-visual fusion is one of the most well-studied topics in the literature [5, 8, 9, 15, 14] .
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. For acoustic modality, audio signals captured at a pair of microphones can be used for finding time difference of arrival through the generalized cross correlation method [11] , which can be extended to the steered response power method (SRP) for an array with more than two microphones [6] . One of the most challenging problems with multimodal sensor arrays is to fuse information from heterogeneous sensors [15] .
Fusion of the source location found through the acoustic and visual information has been achieved through state-space model [17] . State-space provides means to tie observations from different modalities and suitable for tracking sources because we can dynamically update states from multimodal observations. In particular, Kalman filtering [9, 15] and Particle filtering [17, 8] have been the most popular methods for the state-space approach in the literature.
In this paper, we investigate how observations from a microphone array can be fused with those from a depth camera, an emerging class of sensors. Depth cameras are active devices that measure the time-of-flight (TOF) of infrared light pulses and are able to measure 3D depth in real time. Until recently, TOF depth sensors are large, exotic, and expensive devices but in the past few years they have become cheaper, smaller, and therefore viable in many applications. Researchers have started to study this new class of sensors and it has been shown that fusing depth sensors synergistically with multiple conventional cameras improves the performance of stereo 3D reconstruction algorithms [19] .
For multimodal fusion between a depth sensor and stereo microphones, our method finds a joint probability distribution function (PDF) of having an object in a three dimensional space based on acoustic and depth observations. With the proposed probabilistic model we use the maximum a posteriori (MAP) estimation method for multimodal object localization.
ACOUSTIC OBJECT LOCALIZATION
This section describes a method for estimating time difference of arrival (TDOA) with a pair of microphones. Our approach is to apply generalized cross correlation (GCC) between signals prefiltered via frequency weighting in the Fourier domain. We show that under some conditions and with the appropriate frequency weighting, the GCC method becomes an approximation of the Maximum-Likelihood (ML) TDOA estimation.
Time Difference of Arrival Estimation
If we consider two microphones capturing sound from an object, signal at each microphone during an observation interval t ∈ [(n − 1)T, nT ], for n = 1, 2, · · · can be modeled as
where a n 1 (t) and a n 2 (t) denote the impulse response from the object to each microphone, s(t) is the signal from the object, v1(t) and v2(t) denote noise signals at each microphone, * denotes the convolution operator, and superscript n denotes frame number. For mathematical formulation, we assume x n 1 (t) and x n 2 (t) are quasi-stationary, i.e., within a frame with interval T , the impulse responses are deterministic and both signal and noise are stationary random processes each with zero mean.
In multipath environments where there exist reflections against walls and other objects, we can consider the impulse response as a direct path followed by a series of reflections, which are treated as components in noise. Then Eq. (1) becomes
where τ 
Generalized Cross Correlation Method
Generalized cross correlation (GCC) method computes the cross correlation of prefiltered signals y1(t) = h1(t) * x1(t) and y2(t) = h2(t) * x2(t) and find the time delay which maximizes the cross correlation
For simplicity, superscript n has been omitted for the remainder of this paper.
The cross power spectral density at the kth frequency bin, in terms of the N -point discrete Fourier transform (DFT) of the cross correlation can be expressed as
where
is referred to as a generalized prefilter [11] . The purpose of using ψ[k] is to make the cross correlation have a distinctive peak at the true time delay when noise and reflections are present. We typically estimate the cross power spectral density using the periodogram, i.e.,
. Then Eq. (3) can be expressed in terms of the inverse DFT (IDFT) of Eq. (4)
where ∆ = fsτ is a TDOA in the discrete time domain with fs denoting the sampling frequency. Various frequency weightings are well summarized in [11] . Among those, the phase transform (PHAT) frequency weighting
has been the most popular choice among the prefilters due to its robustness in reverberant environments [4] .
Maximum-Likelihood TDOA Estimation
Knapp and Carter [11] showed that the ML-TDOA can be considered as a GCC method by assuming that the source and noise are uncorrelated random processes with Gaussian distribution in the time domain. Using the central limit theorem [16] , we can relax the Gaussian distribution assumption to any probability distribution in the time domain [7] .
With those assumptions, we can formulate the joint probability distribution function (PDF) of the DFT coefficients in the kth frequency bin as [11] 
where Provided that we know the covariance matrix Q k , which is a function of the time delay ∆ and cross spectral densities of signal and noise according to Eq. (8), the ML estimation ∆ML of the time delay iŝ ∆ML = arg max
and it has been shown that [11] ∆ML = arg max
According to Eq. (5), we can consider
as a ML prefilter in the GCC framework [11] .
Even though the ML-TDOA estimate in Eq. (12) is optimal and achieves the Cramér-Rao lower bound [11] , its optimality is dependent upon the availability of cross spectra, which can only be estimated for quasi-stationary processes. In practice their inaccurate estimates degrade the accuracy of the TDOA. In the following section, alternative frequency weightings for ML-TDOA will be presented.
ML-TDOA Based on Phase Variance Estimation
Knapp and Carter [11] also showed that the ML frequency weighting in Eq. (12) 
where 
which is shown to be more robust than the original ML weighting [2] and outperforms the PHAT weighting at low SNR [3] . Equation (14) is often referred to as the ML weighting instead of the original ML weighting of Eq. (12) in the literature [18] . Note that in order to apply the AML weighting we still need to have the noise spectra available. This knowledge is seldom available in practice, and is one of the main reasons that the PHAT method, requiring no such knowledge, is popular.
Recently, Lee et al. [12] proposed a method for estimating the ML frequency weighting in Eq. (13) by blindly estimating the phase variance. In particular, based on the complex Gaussian model in Eq. (7), they showed that
whereΣ k is the mean of the observed complex phase e jθ k , which gives the following ML frequency weighting
This frequency weighting has been shown to be more robust than PHAT weighting in Eq. (6) without requiring knowledge of signal and noise statistics [12] .
MULTIMODAL FUSION AND OBJECT LOCALIZATION
In Section 2, we described a probabilistic model for acoustic object localization via ML-TDOA and tracking via MAP-TDOA methods. In this section we present a method to fuse the acoustic modality to the depth information in order to find the posterior probability of object location. For simplicity we assume that the interval T for the audio frame is equivalent to the duration of each depth information corresponding to the refresh rate of the depth sensor. Also we consider that we know the locations of the depth sensor and microphones.
Multimodal MAP Localization
For multimodal object localization, our purpose is to find the object location L = (i, j, k) in a three-dimensional space.
We denote a set of acoustic observations as
onsisting of 2N complex variables, and a set of depth observations as
where lp = (ip, jp, kp, Ip) is the depth sensor reading at the p th pixel with ip, jp, kp denoting the object location and Ip denoting the corresponding signal intensity where P denotes the total number of pixels of the depth sensor.
Given these observations, we formulate the MAP estimation of the object location aŝ
We assume that acoustic and depth observations are independent with each other and use the Bayes' rule to rewrite Eq. (17) aŝ
We see that Eq. (18) consists of two components, p(SA˛i, j, k) a likelihood of acoustic observation for object located at (i, j, k) and p(i, j, k˛SD) a posterior PDF of object location given depth information. They will be described in more detail in the following sections.
Likelihood of Acoustic Observation Given Object Location
In Section 2, we described the likelihood of a set of acoustic observations SA conditioned upon ∆ = fsτ . In order to solve Eq. (18), we need to find a likelihood conditioned upon (i, j, k) instead of ∆.
We can show that any points on a surface of a hyperboloid can be candidates of any given TDOA. In other words, for microphones positioned along the i axis with their center located at i = 0, any points satisfying the following condition share the same ∆
where b = c∆/2fs, c is propagation speed of acoustic wavefronts, and a is a half of the distance between two microphones. In other words, any given ∆ corresponds to a hyperboloid in 3D space. An example can be seen in Fig. 1 (c) .
Since we know the likelihood of observing SA given ∆ from Eq. (9) we can compute likelihoods of all possible object locations by finding corresponding ∆ using Eq. (19).
Posterior PDF Given Depth Information
The posterior PDF p(i, j, k˛lp) given the depth sensor reading from the p th pixel is modeled as a Gaussian PDF with an assumption that i, j, and k are independent. Then we find
where (σp) 2 is the variance modeled as inversely proportional to the signal strength Ip. Once we find the PDF given the each pixel reading of the depth sensor with Eq. (20), we model the entire posterior PDF p(i, j, k˛SD) as a Gaussian Mixture Model (GMM) with equal weight for each mixture, i.e.,
EXPERIMENTS
In order to validate our method, we used a TOF sensor from Canesta [1] and a pair of omnidirectional microphones. We placed the depth sensor between the two microphones for them to share the same origin along the i axis. Microphone spacing has been chosen to be 15 centimeters and sampling rate of 48 kHz was used for experiments. We recorded the audio data and depth data simultaneously. The raw depth sensor output SD = {i, j, k, I} is a set of (i, j, k) points with corresponding signal intensity I in 3D. Fig. 1(b) shows the raw depth sensor output projected onto the i − k plane, where the i-axis passes through the two microphones and the k-axis is parallel to the depth sensor's optical axis. For synchronization purposes we also record a third audio channel which has short acoustic pulses generated as each depth sensor frame is captured. We found that the sensor setup did not need to be precisely calibrated. We confirmed this in Fig. 1(b) , where the depth sensor output is plotted along with the hyperboloid corresponding to the maximum-likelihood TDOA (shown as a blue curve). Clearly, the hyperboloid passes through the location of the portable white noise generator, confirming that the multimodal sensor data are well-aligned. Figure 1 (c) shows a slice of the 3D joint PDF along the maximum-likelihood TDOA hyperboloid. Figure 2 shows the 3D PDFs of the depth sensor, microphones, and the joint multimodal PDF. By fusing information from the two different sensor modalities, the 3D localization solution can be found.
CONCLUSION AND FUTURE WORK
We have presented a method for object localization using a pair of microphones and a TOF depth sensor. Our method offers a principled method for fusing multimodal data and we have experimentally shown that it is able to located objects reliably. We also found that the method works without Fig. 1(a) and top views correspond to the view shown in Fig. 1(b) . Clearly object localization is much easier in the joint PDF than the separate depth and acoustic PDFs which are fairly noisy.
requiring careful calibration of the sensor setup. We believe the mathematical framework we developed can be naturally extended to solve the tracking problem, and in future work, we would like to create a method for real-time object tracking.
