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I. INTRODUCTION
We denote the finite field of size q by Fq , where q is a prime power, and vectors of length n with elements from F q by F n q . Moreover, F 3 q = F q nf0g. A linear code in F n q with dimension k (so the codimension is r = n 0 k) and covering radius R is said to be an [n; k]q R code. If a code has covering radius R, then all words in F r q can be obtained as a linear combination of at most R columns of its parity check matrix.
The minimum length n such that an [n; k = n 0 r]q R code exists is denoted by l(r; R; q). For a survey of covering codes, see [3] .
If R 0 R and all words in F r q can be obtained as a linear combination with nonzero coefficients of at least R 0 columns of the parity check matrix of an [n; k] q R code, we say that it is an [n; k] q R; R 0 code. If all words except the all-zero word can be obtained in this way, we say that it is an Earlier work on linear covering codes has mainly concerned binary codes and q-ary codes with covering radius 2; see [3, Chs. 5 and 7] . Ternary codes with covering radius 3 are considered in [1] , [4] , [9] , and short codes with covering radius 3 over various fields are considered in [7] .
In this work, codes over arbitrary fields q 5 with R = 2 and R = 3 are studied. Using a modification of earlier constructions of [2q + 1; 2q 0 3]q2 and [3q + 1; 3q 0 5]q3 codes, lengthening constructions are applied to obtain infinite families of good codes of codimension tR. Some special properties of the starting codes make these lengthening constructions effective.
Some matrices with special properties are studied in Section II. The matrices are used as building blocks to construct [2q + 1; 2q 0 3] q 2 and [3q + 1; 3q 05]q3 codes in Section III. These codes have the same main parameters as codes constructed earlier in [2] , [4] , [7] , but they also have some interesting partitioning properties. These properties are necessary in applying the lengthening constructions that are discussed in Sections IV and V. A code fulfilling all three properties is said to have property P. From property P3 it follows that in proving property P2 we need only consider words in F 3 q that are not columns of M M M . Property P3 immediately leads to a few additional properties that will be useful. We will now give explicit constructions of matrices that fulfill P1, P2, and P3 for various field parameters. In all these constructions, the columns of the matrices are obtained by taking the points of an oval or hyperoval and slightly modifying a few of these. It is trivial to see that P1 holds, so we do not mention this in the proofs. We study three different cases: q 8 even, q 9 odd, and q = 5; 7. To prove P2, we use the fact that the matrix is obtained by taking a hyperoval, deleting four points, and finally adding three points. It is well known [8, Sec. 8.1] that every point outside a hyperoval lies on exactly q=2 + 1 bisecants of the hyperoval, and thus on at least q=2 03 bisecants of a hyperoval with four points deleted. This number is positive if q 8. We must finally consider the points that were deleted from the hyperoval, except for (0; 0; 1) Theorem 2: Let q 9 be odd and let b 2 F 3 q nf1; 01; 1=2g. The following matrix over F q , where fa 1 ; . . . ; a q02 g = F q nfb; 1 0 bg, has property P: 2 ):
To prove P2, note that the matrix is obtained by taking an oval, deleting three points, and adding three points. Since every point outside an oval lies on at least (q 0 1)=2 bisecants of the oval [8, Table   8 .2], such points are on at least (q01)=203 bisecants after three points are deleted. This number is positive if q 9. We finally consider the points that were deleted from the oval, except for (0; 0; 1) We finally consider the case q = 5; 7 and state the following theorem without proof. (The theorem is easily checked by computer or, with some patience, by hand.) Theorem 3: The following two matrices over F 5 and F 7 , respectively, have property P: We will now present the codes that will be the seeds for the infinite families of covering codes to be constructed. The main constructions are now as follows:
The matrices M M M 1 (1) and M M M 2 (2) are of size 4 2 (2q + 1) and 6 2 (3q + 1), respectively. The unmarked areas of the matrices contain zeros. The sizes of these areas can easily be calculated from the sizes of the marked areas, which are We will now give possible 2(2)-partitions for these [2q + 1; 2q 0 3]q2(2) codes with q 7, which will be used later. We consider three cases: q = 7, q 8 even, and q 9 odd. In all cases, case-by-case proof, which can also be seen as an extension of the proof of Theorem 5, to the reader.
As we will see in the next section, the (3; 3)-partitions play a minor role in the constructions to be presented, and this issue will then be touched just briefly.
IV. LENGTHENING CONSTRUCTIONS FOR R = 2
The following construction of codes with covering radius 2 is considered in [5] , [6] . We start from an [n; n 0 r] q 2 (2) (see the bottom of the next page), where n 0 < n, is a primitive element in F q , and the values i are elements in Fq on which some further restrictions will be imposed. It is required that h h h n ; . . . ; h h h n all belong to the same subset in the 2(2)-partition. To get a matrix over F q , the elements of the last two rows are mapped to m-element columns over Fq. The following theorem, which also tells how m should be chosen, is [ Having applied Theorem 7, we get a code to which we can apply the same theorem again. The following general theorem, which is a part of [6, Theorem 4] , shows that we then get an infinite family of codes. To get an upper bound for t = 4 and t = 6 one may apply the following theorem, which is a part of [6, Theorem 2]. 5 + q 4 + q 3 + q 2 ; n 0 12]q2 (2) code.
The result in Theorem 9 can be compared with a construction in [5, Example 5] that gives an infinite family of codes with length 2q t01 + q t02 + q t03 for q 4 and t = 3; 5, and for q 5 and t 7.
We shall now see how the code families given by Theorem 9 behave asymptotically with the codimension and length going to infinity. A good parameter in judging the quality of a code is its density. The density is defined as the average number of codewords that are at distance less than or equal to R, the covering radius, from any word in the space.
The density of the code families is We get the asymptotic densities 1:687; 1:729; and 1:807 for q = 7; 8, and 11; respectively. We finally give an updated table of upper bounds on l(r; 2; 7) for r 24 based on the results of this section.
Comparing with [5, Table I ], the results in this correspondence lead to improvements for all even codimensions r 6. The column N in Table I gives the number of subsets in a (2; 2)-partition obtained by the construction used, r 0 gives the codimension of the code from which it was constructed, and gives the density of the code.
V. LENGTHENING CONSTRUCTIONS FOR R = 3
We will now consider constructions for R = 3. We start from an given h h h i , the last three rows of H H H 3 (H H  H 0 3 ) give a point of the projective geometry PG (2; q m ) with coordinates in all possible homogeneous forms. Moreover, these points are (1; i ; 2 i ), (0; 0; 1), and, if q is even, (0; 1; 0). This means that these are points of an oval if q is odd and of a hyperoval if q is even. The fact that no three points of an oval or a hyperoval are collinear settles this case.
Since the all-zero word does not belong to the projective geometry, we have to consider this case separately. We then simply take Actually, for our purpose, it is sufficient to know that we get a code with covering radius 3; the additional parameter R 0 = 3 is not essential.
We can now apply Theorem 11 to the code from Theorem 6. Notice that even by using the trivial (3; 3)-partition of the code with each column in its own set and 3q + 1 sets, we are able to apply Theorem 11 whenever 3q + 1 q m + 1, that is, for m 2.
We should mention, however, that we have found We finally give the asymptotic density for the code families from Theorem 12. It is We get the asymptotic densities 2:797; 3:259; 3:408; 3:525; and 3:698 for q = 5; 7; 8; 9; and 11, respectively.
I. INTRODUCTION
One of the interesting objects of algebraic coding theory is cyclic codes. Many problems connected with these codes are open. Even the simplest case-binary cyclic codes with minimal distance three-is still far from a complete classification (see [4] and [5] ). In the recent papers [8] and [9] , binary sequences with so-called trinomial properties were considered. We say that a binary sequence between these two problems, i.e., between binary-cyclic codes with the minimal distance three and binary sequences with trinomial properties. In Section II, we consider binary sequences with trinomial properties and characterize such sequences in terms of cyclic codes with minimal distance three. In Section III, we construct families of such sequences explicitly. Section IV is devoted to disproving the conjecture from [9] that any nonlinear binary sequence of period n = 2 m 0 1, where m is prime, has no trinomial property. Finally, in Section V, we construct infinite families of binary nonlinear sequences which have no trinomial properties.
In this correspondence, a codeword is an element of the vector space In this correspondence, we consider elements of R n and, as usual, we identify the sequence (or vector) Definition 1 (cf. [8] and [9] ): A sequence where the indexes are taken modulo n and k;`are positive integers.
Let us mention that in [8] and [9] , Golomb and Gong further assumed that the (smallest) period of a a a is n. Define the following sets. For given k and`; 0 < k;`< n; let S(k;`) = fa a a 2 R n ja a a has the (k;`) trinomial propertyg:
Since evidently S(k; k) = f0 0 0g and S(`; k) = S(k;`); it is natural to define S = fS(k;`) j0 < k <`< ng: b has that property. Therefore, the set S(k;`) is a linear space. By definition it is cyclic. Thus, S(k;`) is a cyclic code.
Theorem 1:
We denote by hh(x)i the cyclic code generated by h(x), i.e., the ideal of R n generated by h(x). Then S(k;`) = hgcd ( 
