In this paper a global existence and uniqueness result is presented for the classical solution of a free boundary problem for a system of partial differential equations (p.d.e.s) with non-local boundary conditions describing the crystallization process of a cylindrical sample of polymer under prescribed pressure. The system of equations is discussed in [16] as the model for coupled cooling and shrinking of a sample of molten polymer under a given constant pressure. The velocity field generated by the thermal and chemical contraction enters the model only through its divergence. Such an approximation is discussed on the basis of a qualitative analysis.
Introduction
It is well known (see e.g. [1] , [3] , [5] , [10] , [13] - [15] , [26] , [30] ) that phase change in polymers is a process of high complexity due to several reasons: (i) polymers crystallize not as pure crystals but in structures having a roughly spherical lamellar organization with amorphous inclusions (spherulites); (ii) spherulites can nucleate and grow over a temperature interval (T g , T m ) depending on pressure, with a rate also depending on temperature and pressure, as well as on the volume fraction of the crystals already formed; (iii) a maximum attainable crystal volume fraction (w eq ) is defined at any given temperature T ∈ (T g , T m ).
For the literature on theoretical aspects of crystallization see in particular the survey paper [5] , while [10] contains several details on the experimental quantities.
In addition there is a well-developed theory based on probabilistic arguments (see [9] , [28] and the references therein).
The aim of the present paper is the study of a free boundary problem with nonlocal boundary conditions modeling the solidification of a sample of molten polymer under a given constant pressure. The model predicts the evolution of the temperature T , the crystal volume fraction w and the height of the sample h, which varies owing to thermal contraction and crystal growth.
The experimental work has been performed by Montell and the model has been formulated in cooperation with Dr S .Mazzullo of Montell. For a general discussion about the modeling aspects we refer to the forthcoming paper [16] , although in Section 2 we will provide enough information to understand the physics of the process.
In this paper we are more interested in the problem of the well posedness of the model, while we refer to [23] for the numerical calculations performed on a more complete version, which show an excellent agreement with the experiments and at the same time suggest the simplifications adopted here.
It has to be remarked that the model has proved to be not just a predicting tool, but it helped to point out many relevant physical features of the phenomenon, such as: (a) in what temperature region the choice of the crystallization kinetics is important, (b) in what interval the process is dominated by the so-called equilibrium crystallization w eq (T ) (see Fig. 1 ), (c) what type of temperature dependence can be assumed for the latter quantity (see Fig. 2 ), (d) how large the influence of the thermocouple introduced in the system is.
We will prove existence and uniqueness of a classical solution globally in time. 
Formulation of the model
The domain occupied by the molten polymer at t = 0 is a cylinder (typical size: height = 7 cm, radius = 0.5 cm) provided with a metallic piston which produces the desired pressure. On the cylinder axis a thermocouple is placed supported by a thin metallic rod whose length is approximately one-third of the cylinder length. The bottom of the cylinder is insulated. Heat loss through the lateral walls follows a law of linear radiation, while the metallic bodies of the piston and of the thermocouple rod are regarded as concentrated capacities, since their thermal conductivity is much larger than that of the polymer. Initially the polymer temperature T 0 is uniform and above the melting point.
The governing differential equations
We have to find the temperature T , the crystal volume fraction w, and the motion of the piston.
The system of p.d.e.'s we are going to consider is the following:
1)
where C is the specific heat, k the thermal conductivity, and L the latent heat of crystallization. The density ρ depends on T, w and on pressure and is a C 2 function with Lipschitz continuous second derivatives, while ρ c is defined as the value of ρ for w = 1 (i.e. the density of pure crystals). Finally, ρ 0 is a reference density (e.g. ρ 0 = ρ(P, T m , 0)). We will comment soon the particular form of the equations above. Equation (2.1) expresses heat balance and includes the heat released in the sample during crystallization. Equation (2.2) describes the evolution of the crystal volume fraction, confined to the interval in which w is below the threshold w eq , whose dependence on P is not emphasized. Here the function W represents the crystallization rate and will be specified below. The last equation expresses the fact that the specific volume of the system varies because T and w depend on time and only for that reason. The latter statement is in agreement with the fact that the system is practically incompressible in the range of pressure experienced during the process. As a matter of fact (2.1)-(2.3) is a simplification of a more complete model including the convective terms ρC V · ∇T in (2.1), V · ∇w in (2.2) and the flow equations for the system, considered as a (highly) viscous fluid whose viscosity depends on T and w. Numerical simulations [23] have shown that with excellent approximations: (i) pressure can be taken constant throughout the sample (this justifies (2.3)),
(ii) the effect of convection in the equations for T and w is negligible, so that the operator ∂ ∂t replaces the Lagrangian derivative everywhere; (iii) the only term connected with the thermally induced flow having some relevance during the process is w div V , appearing in (2.2).
The source term W (P, T, w) in (2.2) expresses the crystallization kinetics and is chosen as The function w eq (P, T ) is defined for each P in the support if B is a Lipschitz continuous decreasing function of T . The presence of the constraint w eq in (2.4) is a basic feature of polymer crystallization and it turns out to be extremely crucial for polypropylene.
We have to incorporate in the model a smooth transition between the regime governed by (2.4) and the action of the obstacle w = w eq . A simple way to do this will be illustrated in Section 6 and consists of modifying (2.4) for w in a small interval near w eq so that w t is not discontinuous when w hits w eq .
Although such a procedure is suggested by mathematical arguments, it has, nevertheless, a quite acceptable physical explanation. Indeed the sharp cut on w represented by w eq is a crude representation of reality. We can understand this claim by looking at the complex structure of spherulites, whose amorphous component is responsible for the presence of w eq . We can say that crystallization proceeds first through a regime of massive growth of the main (radial) lamellae and that it reaches the maximum crystallinity through a slower process of secondary crystallization (branching). † The kinetic law (2.4) resembles the one proposed in [8] , but with different values for the exponents a and b.
A discussion about crystallization kinetic laws of the form w t = F(T )G(w) can be found in [5] , [18] , and [19] . It is shown in [5] and [19] that they are the only laws consistent with the so-called additivity rule and in [18] that they admit traveling wave solutions.
Thus we shall proceed as follows. First we complete the formulation of the problem with the initial and boundary conditions, then we proceed to proving existence and uniqueness for a sufficiently small time interval in which w is far enough from w eq . Then we show that the solution can be extended to infinity introducing a smooth transition between the two regimes of crystallization.
REMARK 2.1 Since we are considering isobaric cooling processes, from now on we will drop the symbol P in all formulas. REMARK 2.2 An important feature to keep in mind is that, consistent with the fact that convection has no role in the evolution of T and w, we can adjust the formulation of the model by inserting convective terms which render its structure mathematically more convenient. The existence proof is in fact concerned with the problem reformulated in Section 4 in a fixed domain, which is physically equivalent to the one we are describing here following the simple criterion of neglecting convection altogether.
Equations (2.1)-(2.3) must be solved in the moving domain
with Ω t , the cylinder defined by the conditions
being R, l, r c known quantities (R, radius of the cylindrical sample; l, r c , height and radius of the thermocouple support) and h(t) unknown.
Boundary conditions for the thermal field
As we said, the initial conditions are
At the bottom surface Γ b (where the presence of the thermocouple can be disregarded) we take
On the lateral surface Γ e we have
where T e < T g is the outside temperature and φ e is a positive constant. On the piston surface Γ p we write
where T p (t) is the still unknown temperature of the piston and φ p > 0 and constant. A similar condition holds on the boundary Γ c of the thermocouple support (radius r c R,
Since the heat exchange through the tip of the thermocouple is negligibly small in comparison with the whole heat flow trough the support, we may smooth the support boundary Γ 0c to Γ ε 0c in some arbitrary way. So we write the following boundary condition
n being the outside normal to the boundary Γ ε 0c ,
The evolution of temperatures T p , T c is determined by the balance equations 11) with the initial conditions 
Likewise we obtain
Equations (2.12), (2.13) must be put back into (2.8), (2.9). REMARK 2.3 In the thermal problem we have taken k and C to be constant for the sake of simplicity, but it would not be too difficult to let them depend on T , w. Another possible generalization is to replace (2.7)-(2.9) with non-linear radiation laws.
Introducing the functions Φ and T ext defined on the boundary of D θ as:
we can write boundary condition for the thermal field in the following compact form
(2.16)
Initial condition for w
The elimination of the term ∇w · V in the equation for w reduces it to an o.d.e., although quite non-trivial due to the presence of div V . We shall see how to deal with (2.2). The only data we need to know are for t = 0:
The free boundary z = h(t)
The height of the cylinder is defined by mass conservation:
18)
m being the total mass of the sample, condition (2.18) is obviously nonlocal.
Statement of the problem
PROBLEM (P). Find a triple (T, w, h) satisfying (2.1), (2.5), (2.9), (2.12), (2.18) in some time interval (0, θ) in the classical sense. By solution of (2.2) we mean a maximal solution.
A condition on ρ(T, w) which plays an important role is the following
We will show that problem P has one unique solution in a suitable time interval (0, θ) in the Hölder space H 2+a,1+a/2 (see Theorem 5.1). Next we will extend such a solution to all times in Section 6. REMARK 3.1 Actually the existence theorem refers to the modified model illustrated in section 3, which differs from the one just stated only by some convective terms whose contribution, consistent with the approximations adopted so far, is immaterial (see Remark 4.4). REMARK 3.2 A specific form for ρ(P, T, w) is:
where ω, π, R * , T 0 are physical parameters of the material and it can be checked that, for the data of polypropylene, condition (3.1) is satisfied.
Reformulation of the problem and some a priori results
First of all we eliminate w t from (2.1). This step is necessary in order to find the condition guaranteeing the parabolicity of (2.1), since w t is linked to T t through (2.2), (2.3) .
In what follows we just suppose w < w eq . Let us rewrite (2.1)-(2.3) in the form
from which we deduce
3)
Therefore parabolicity is guaranteed by (3.1):
PROPOSITION 4.1 Equation (4.1) is uniformly parabolic if (3.1) holds.
From now on we replace (2.1) with (4.1). Then we transform (2.2), eliminating div V and writing it in the form were we assumed for the sake of simplicity ρ 0 = 1.
An a priori result can be obtained as a consequence of the maximum principle for the thermal problem: PROPOSITION 4.2 During the whole process we have T e T T 0 .
Proof. If T takes a maximum larger than T 0 at some timet, then the source term in (4.1) will vanish in a neighborhood of such a maximum point, which for this reason must be located on the boundary. We can exclude immediately the subset 
✷ We conclude this section by introducing some minor change in the model. First of all we remark that it is convenient to deal with a domain which does not depend on time. For this reason, given a smooth function ψ(ζ, h(t))
0 such that ψ ≡ 0 for ζ 0 and ψ(h(t) − h 0 2 , h(t)) = 1, we introduce the change of variable
which leaves the domain unchanged for z h 0 2 and maps the remaining part onto the cylinder 0 < r < R, h 0 2 < y < h 0 , 0 < t < θ. In this way the new boundary is fixed in time. We will denote the new domain by D θ . Therefore defining the unknowns
T (r, y, t) = T (r, z, t),w(r, y, t) = w(r, z, t), (4.1) becomes (T t T t , see Remark 4.3)
where ∆ h is the Laplacian operator in (r, y) variables with the addition of the term ∂ y ∂z In the same spirit we keep the form (2.2), i.e. (4.5) for the equation to be satisfied byw implying (by means of (4.6))
(4.9)
The equation for the free boundary becomes 10) and the boundary condition forT has the form
with obvious definitions of the functionsΦ,T ext ,T c ,T p . In order to be specific we describe how the smoothing can be performed, confining ourselves to the modifications near the border of the piston (z = h(t), r = R). Let H ε (ξ ) be any C ∞ approximation of the Heaviside function such that H ε (ξ ) = 0 for ξ < 0, H ε (ξ ) = 1 for ξ > ε and H ε (ξ ) > 0 for ξ ∈ (0, 1). Then the sharp edge at the piston boundary is modified by taking the axisymmetric surface z = h − ε H ε (r − R − ε). The function T ε ext and φ ε can be defined along the modified boundary as
, and T ε p is obtained by replacing R with R −ε in (2.12). A similar procedure can be used to regularize the other parts of the boundary.
Proof of Theorem 5.1. The proof of Theorem 5.1 is based on a fixed point argument.
Let us first define the set
where the constants M i have to be chosen and δ is given less than the inf of w eq (τ ) in the range of τ . Now we define the functions
and for a given (τ, ω, χ ) ∈ B we state the problem
where ∆ χ and ∇ χ are defined analagous to ∆ h with h substituted by χ . Existence and uniqueness of a solution in H 2+α, 2+α 2 of problem (5.5)-(5.6) is now assured by Theorem 5.3, p. 320 in [22] .
From the uniform boundedness of τ the maximum principle easily gives T e 2 τ 2T 0 for a sufficiently small θ depending only on M 1 , N 1 , N 2 and Q.
norm is estimated uniformly in terms of M 1 , N 1 , N 2 and Q as stated in Theorem 9.1, p. 341 in [22] , so we can choose M 2 such that
Finally the coefficients of (5.6) are estimated in the H 1+α, in the fixed interval (0, θ), so we can fix M 3 such that
Now we define the second element of the triple (τ ,ω,χ):
and we computeω
from which we obtain
where C i denote uniform constants.
Putting together the above estimates we realize that we can select the constants N i and θ so thatω satisfies the same inequalities as ω, including the constraintω w eq (τ ) − ε. Next we complete the mapping (τ, ω, χ ) → (τ ,ω,χ) by means of
from which we realize that ||χ ||
is estimated in terms of the Hölder coefficients ofτ (·, t), ω(·, t) which as we have seen can be made as small as desired by reducing θ . Therefore we obtain the last estimate 15) with arbitrary Q. The last step of the proof consists of showing that the mapping (τ, ω, χ ) → (τ ,ω,χ) is contractive with respect to the sup-norm of the three elements. Denoting such a norm by ||(τ, ω, χ )|| 0 we have to show that for any pair (τ 1 , ω 1 , χ 1 ), (τ 2 , ω 2 , χ 2 ) ∈ B, we have
for some positive λ < 1. Writing (5.14) for (τ 1 ,ω 1 ) and (τ 2 ,ω 2 ) and subtracting we obtain, by using the regularity of ρ and F, the estimate
where by means of the boundedness of ρ, B, w eq in (5.10), we obtain
Finally, by applying Theorem 2.2, p. 15 of [22] to the parabolic equation we can obtain, forτ 1 −τ 2 (which has zero initial data), guarantees that we can estimate from the above the sup-norm of
with F(0) = 0. Putting back (5.18) and (5.19) in (5.17) we obtain that (5.16) can be satisfied for θ sufficiently small. This concludes the proof thanks to the Banach-Caccioppoli contraction lemma being B closed in the space of continous functions. ✷
Continuation of the solution
So far we have solved the problem using (2.4) concerning the threshold w eq (T ). We have shown that a solution exists locally in time, as long as that threshold is not reached. Indeed, when w crosses the value w eq (T ) there is a discontinuity deriving from a crude representation of the switch of the crystallization mechanism. The physics of such a change is not completely clear and it may well be that it occurs only in a cooling regime (T t < 0), due to secondary crystallization within the spherulites as we explained in section 2. As was been pointed out there, a smooth transition between (2.4) and the obstacle w = w eq might be acceptable. Next we present one way for such a change. It seems quite reasonable to slightly modify the model when approaching w eq in order to eliminate that artificial singularity. This can be achieved by redefining w t for values of w in the interval (w eq − ε, w eq ). Setting
and
for all w in the interval above, we write the following evolution equation.
(t * being such that w(·, t * ) = w eq (T (·, t * )) − ε) which gives,
as long as z > 0 (note that z = 0 is reached in a finite time), and finally
The source term in the heat balance equation is proportional to
Note that A 3 ∈ [0, 1], and w eq < 0, so that the equation replacing (5.1) remains parabolic.
In conclusion, the heat balance equation has the form (5.1) as long as w < w eq − ε, otherwise the evolution of the temperature field is given by (2.1) with w t replaced by (6.6) .
At this point is not difficult to obtain the continuation of the solution for all times by means of obvious modifications of the proof of Theorem 5.1. Thus we can state the following THEOREM 6.1 The problem with a modified model for the switch from growth regime to the constrained regime w = w eq (T ) has an unique classical solution in any time interval.
Numerical results and physical implications
As already mentioned in the introduction, the model presented here helped to point out some interesting features of the physical phenomenon as well as a good agreement with experimental data (see Fig. 3 for a comparison of the numerical-(P, V, T ) diagram with the experiment in the temperature range where the 'unconstrained' crystallization is active).
In fact, the numerical simulations have been performed with a more complex model than the one presented here (see [16] ) where convective terms are not neglected and the Stokes equation has to be solved in each time step.
An important result obtained from such simulations was that all the simplifications adopted in the model are largely justified. At the same time the model proves to be able to describe the evolution of quantities which are relevant to the phenomenon, such as the thermal field and distribution of the crystal volume fraction, as well as the local contraction rate and the overall shrinkage of the sample (see Figs 4 and 5) . In particular, we emphasize that even in cases where radial flux is present, its contribution to convection is negligibly small. 
