Theorem. There is a deterministic algorithm for factoring polynomials over F p , which on polynomials over F p of degree n runs in time S(p ? 1)
1=2
(n log p) O(1) under the assumption of the Extended Riemann Hypothesis (ERH). The algorithm we describe is a re nement of algorithms given by von zur Gathen 19] and R onyai 13]. Assuming the ERH, these algorithms run in time S(p ? 1)(n log p) O(1) , thus our algorithm represents an improvement of a factor of S(p ? 1) 1=2 . If the ERH is true, then in terms of the dependence on p, the bound on the running time of our algorithm is better than the worstcase bounds on the running times of current algorithms in the literature for factoring arbitrary polynomials over F p . See 15] for an unconditional running time bound of p 1=2 (n log p) O(1) , and 8, 14] for running time bounds (assuming ERH) of (n log p) O(1) for polynomials of a special form. can assume that f is of the form f = (X ? a 1 ) (X ? a n ); where the a i 's are distinct elements of F p . Furthermore, we need only address the problem of nding a nontrivial factor of f, since an algorithm for this problem can obviously be used to completely factor f.
Let R be the F p -algebra F p X]=(f). Let x denote the residue class of X modulo f in R. Then any element in R can be written as g(x) where g is a polynomial of degree less than n over F p , and by the Chinese Remainder Theorem, the map that sends g(x) to (g(a 1 ); : : :; g(a n )) 2 F p F p | {z } n times
is an F p -algebra isomorphism. We shall identify elements u 2 R with their image under this isomorphism, writing u = (u 1 ; : : :; u n ), with each u i in F p , and referring to the u i 's as the components of u. In particular, x = (a 1 ; : : :; a n ), and for elements a in F p |which is as a subalgebra of R under the usual embedding sending a 2 F p to a mod f|we have a = (a; : : :; a) (all components equal to a). This isomorphism will only be used in the analysis of our algorithm, and not in the algorithm itself|indeed, computing this isomorphism is equivalent to factoring f. 
Factoring Algorithm
We now describe our algorithm. The notation described in the Preliminaries section remains in force. As described there, it su ces to nd a zero divisor in the ring R associated with f.
Step 1. Factor p ? 1 and compute b j , j = 1; : : :; r.
The factorization of p?1 can be obtained in time S(p?1) 1=2 (log p) O(1) using the Pollard-Strassen integer factoring algorithm.
Step 2. Compute x b j , j = 1; : : :; r, and from among these select one x b j that is not in F p . For this j, let y = x b j , q = q j , e = e j . For any given j, x b j = (a Step 3. Compute the least t such that y q t 2 F p . Let a = y q t , and z = y q t?1 .
Since y = 2 F p and y q e = 1, we know that t as de ned above satis es 1 < t e. Observe that z = (z 1 ; : : :; z n ), where the z i 's are q-th roots of a in F p , not all the same (since t was chosen so that z = 2 F p ).
The purpose of the remaining steps of the algorithm is to nd one of the z i 's, since for any z i , z ? z i is a zero divisor. If it happens that q n, then we can compute all of the roots of X q ? a in time (n log p) O(1) (assuming the ERH) using the algorithm of Adleman, Manders and Miller, and then easily nd a zero divisor. Therefore, in the sequel we shall assume that q > n.
Step 4. Compute M z , the minimum polymial of z. Let Step 5. Compute a q-th root of a in F p .
We can nd a q-th root of a in time (n log p) O(1) as follows (without assuming the ERH). Suppose that the constant term of M z is b, and that the multiplicative inverse of m mod q e is m (which exists since we are assuming that q > n m, and which we can compute in time (log p) O (1) Step 6. Compute a root of M z .
We can nd a root of M z in time q 1=2 (n log p) O(1) as follows. We shall require a primitive q-th root of unity, call it . Under the assumption of the ERH, with Ankeny's theorem 3] we can obtain in time (log p) O (1) .
If q were small, i.e., q = (n log p) O(1) , we could simply search among the elements i , i = So to compute the h i 's mod M z , it su ces to evaluate the polynomial h(X) at s points in S, which can be done using the FFT with s(log s) O(1) additions, subtractions, and multiplications in S (again, see 2, 7] ), each of which can be performed in time (n log p) O (1) .
