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Tassa tyossa tutkitaan ennustustarkkuuden mittaamista. Tata tutkitaan virittamalla
Arima X11 -ennustusmenetelma ennustamaan yhden yrityksen myyntia. Ennustet-
tavat freqvenssit ovat kuukausi ja kvartaaliennusteet, joita tehdaan koko myynnille,
neljalle eri yrityksen sisaiselle myyntikanavalle tai maittain. Lisaksi tutkitaan viri-
tykseen kaytetyn historiatiedon pituuden vaikutusta saatavaan tarkkuuteen.
Aineistona kaytettiin vuosien 2008 ja 2016 valista ABB Medium Voltage Products
myyntihistoriaa. Tarkkuuden mittaamisen kasitteen tarkasteluun kaytettya aineis-
toa olivat akateemiset tutkimukset, mittaustekniikan opinnot ja aiheesta julkaistu
muu kirjallisuus.
Tarkkuusmittarina kaytettiin yrityksen sisaista prosentuaalista mittaria seka abso-
luuttista prosentuaalista virhetta. Tarkkuusmittareiden vahvuuksia ja heikkouksia
kasitellaan teoriaosuudessa. Tarkkuus mitataan simuloimalla kuukausiennustukset
12 kuukautta ja kvartaaliennustukset 8 kvartaalia taaksepain kaytetyn historiatie-
don lopusta ja vertaamalla saatuja ennusteita vastaaviin todellisiin myynteihin. Vi-
rityspituuden vaikutusta saataviin tarkkuuksiin tutkitaan ajamalla ennustukset kai-
killa mahdollisilla virityspituuksilla. Naista tuloksista nahdaan miten saatavat tark-
kuudet muuttuvat kullakinkin kaytetylla mittarilla virityspituuden funktiona.
Tutkimuksen johtopaatoksena todetaan, etta pidemman historiatiedon kaytolla ei
valttamatta saavuteta tarkempia ennusteita. Virityshistorian vaikutusta saatavaan
tarkkuuteen ei voida yleistaa, silla se riippui paljon ennustettavasta sarjasta ja
kaytetysta mittarista. Kaytetyista mittareista toinen saattaa parantua toisen heiken-
tyessa, joten mittarin valinnan tarkeys korostuu, mikali halutaan valita paras ennus-
temalli tiettyyn tarkoitukseen. Kaytetty ennustusmenetelma taytti kaiken myynnin
kuukausi- ja kvartaalimyynnin ennustamisen odotukset 100%, kanavien kuukausien-
nustamisen 88% ja maiden ennustukset 55% tarkkuudella.
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In this study the accuracy of sales forecasting is being measured and analysed.
To accomplish this Arima X11-forecasting method is used to produce month and
quartile forecasts for the sales of a company. Forecasted series are all sales, four
internal sales channels and country based series. In addition the dependency of sales
history length used for tuning the forecasting model and the accuracy of results is
studied.
The sales history from ABB Medium Voltage Products between years 2008 and 2016
was used as a source for the study. As a source for the theoretical part of the study,
academic articles, theoretical literacy about the theory of metrics and other relevant
printed material for the topic were used.
For the means of measuring accuracy, company's percentage meter and mean abso-
lute percentage error is used. Caveats for metrics are specied in the theory section.
Forecast accuracy is measured by simulating one year backwards from the end of
available sales history. This is done for month forecasts and two years backwards
for quartal forecasts. Measurement is done by comparing actual and simulated fo-
recasts. The dependancy between the length of the tuning model and accuracy is
evaluated by simulating all possible tuning lengths for all needed forecasts.
As a conclusion it is stated that longer sales history used for tuning the model does
not necessarily produce better forecasting accuracy. Forecasting accuracy depends
greatly on forecasted time series and the selected accuracy metrics. It is possible
that two of the used metrics were showing contradictory results for selecting the
best length for used history. For this reason it is essentially important to choose the
used metrics carefully in order to choose the most accurate forecasting methods.
The forecasting method (used in this study) fulllled expectancies with 100%. Ex-
pectancies for month forecasts of the channels were fulllled 88% and for countries
55%.
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ALKUSANAT
Tyossa tutkitaan ennustustarkkuuden mittaamista, jota varten on viritetty ennus-
tusjarjestelma tuottamaan kuukausi- ja kvartaaliennusteita syotetysta historiatie-
dosta.
Tyo valaisi ennustamiseen liittyvaa maailmaa ja siihen liittyvia ongelmia laajasti.
Kiitan mielenkiintoisen aiheen mahdollistamisesta Mika Kukkolaa, Lasse Alosta ja
Timo Eskolaa, jotka ohjasivat tyotani ABB Oy:n puolesta. Yliopiston tarkastajille
Minna Lanzille seka Ville Toivoselle annan ison kiitoksen pitkajanteisesta ohjaami-
sesta, kannustamisesta ja korjausehdotuksista.
Lopuksi kiitan kavereitani, perhettani, tuttujani ja erityisesti vaimoani Minna Lahteelaa,
joka on pitkajanteisesti mahdollistanut minulle aikaa tutkimuksen tekemiseen.
Tampere, 17. tammikuuta 2018
Jori Lahteela
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11. JOHDANTO
Tutkimus sai alkunsa tutkiessani tyossani ABB Oy:lla myyjien tekemien myyntien-
nusteiden tarkkuuksia. Pohdin olisko mahdollista loytaa jokin matemaattinen ennus-
temetodi, jolla saavutettaisiin vahintaan nykyiset ennustetarkkuudet. Tasta syntyi
idea diplomityohoni rakentaa simulointijarjestelma ennustemallien vertailuun, jotta
useiden ennustemallien toimivuutta ja toimivuutta voitaisiin verrata keskenaan.
Ennustuksien tarkkuuden analysoiminen mahdollistaa sopivimman mallin valinnan
lisaksi niiden kehittamisen ja siten ennustuksien tarkkuuden paranemisen. Ennus-
tamisesta voidaan saada hyotya, kuten esimerksi Xiande Zhao, Jinxing Xie ja R.
S. M. Lau totesivat tuotantoketjun eri osapuolten hyotyneen suuresti sen ohjauk-
seen otettaessa kayttoon asiakastilauksiin perustuva ennustus[1]. M. Babai, M. Ali,
J.Boylan ja A.Syntetos puolestaan mallinsivat ja ennustivat kaksivaiheista tuotanto-
ketjua [2] ja totesivat ennustamisen parantavan tehokkuutta noin 40%. Ennustami-
sen hyodyllisyyteen paatyivat myos myos P. Danese ja M. Kalchschmidt tutkiessaan
ennustamisen vaikutusta operatiiviseen tehokkuuteen[3].
Mallien toimiessa keskenaan eri tavoin myos niiden vahvuusalueiden oletetaan ole-
van poikkeavia. Tasta syysta paadyttiin mittaamaan ennustetarkkuuksia usealla eri
mittarilla, jotta jokaiseen tilanteeseen voitaisiin valita sopivin ennustemetodi. Tilas-
tollisessa ennustamisessa ennustemallin viritykseen kaytetaan historiallisia myynti-
tietoja. Taman historiatiedon kaytosta nousee esiin ongelma kannattaako kayttaa
kaikkea saatavilla olevaa historiatietoa vai saataisiinko tarkempia ennusteita jollakin
lyhemmalla virityshistorialla. Tutkimusongelmaksi asetettiin Arima x11 ennustemal-
lin tuottamien ennusteiden tuottamien myyntiennusteiden tarkkuuden mittaamisen
lisaksi tarkkuuden analysoiminen virityspituuden funktiona.
Tutkimusaineisto koostuu ABB Medium Voltage Products -yksikon myynnista jao-
teltuna useaan eri ennustettavaan arvosarjaan. Jaottelu tehdaan jakamalla ennus-
tettava myynti maiden, yrityksen neljan sisaisen myyntikanavan ja koko yksikon
myyntiin (Kuva 1.1). Naista muodostuvia myynteja ennustetaan kuukausittain
2ja kvartaaleittain, joista saatavia ennustetarkkuuksia analysoidaan. Tutkimukses-
Taulukko 1.1 Analysoitavat ennustetarkkuudet voidaan jakaa kuuteen osa-alueeseen.
Data
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1. 2. 3. Kuukausi
4. 5. 6. Kvartaali
sa kaytetty myyntitieto rajautuu vain yhden yrityksen yhteen yksikkoon, joten saa-
tavat tulokset eivat ole valttamatta suoraan yleistettavissa muihin tilanteisiin ja
kayttokohteisiin. Valitussa ennustemetodissa sarjoja ennustetaan sarjakohtaisesti,
joten niiden mahdolliset ristikkaisvaikutukset jatetaan huomioimatta. Maiden lu-
kumaarasta johtuen niihin laskettavat ennusteet mahdollistavat tilastollisen tark-
kuusanalyysin.
Tutkimusmenetelma on tarvittavien ennusteiden simulointi eri virityspituuksilla, joi-
den perusteella voidaan laskea tarkkuudet valituilla tarkkuusmittareilla. Tarkkuu-
den mittaamisen ajanjaksoksi on kuukausiennusteille valittu 12 kuukautta ja kvar-
taaliennusteille 8 kvartaalia, joiden ajalta saatavia tarkkuuksia tutkitaan. Tarkkuus-
mittareina on kaytetty yrityksen sisaisen tarkkuusmittarin ja euromaaraisen virheen
lisaksi kaytetyimpiin mittareihin lukeutuvaa absoluuttista prosentuaalista keskivir-
hetta.
Tyon teoriaosassa esitellaan tarkkuusmittarien ja mittaustapojen vaikutusta saata-
viin ennustustarkkuuksiin. Soveltavassa osassa esitellaan miten ennustustarkkuutta
mittaava simulointijarjestelma on rakennettu mittaamaan Arima x11-ennustusmetodin
kuukausi- ja kvartaaliennustetarkkuuksia. Analyysissa kootaan yhteen saadut ennus-
tetarkkuudet. Yhteenveto esittelee tutkimuksessa esille tulleita kaytetyn ennustus-
menetelman vahvuuksia ja heikkouksia.
32. MALLINNUS
Malli voi olla matemaattinen tai verbaalinen kuvaus systeemin toiminnasta. Sita
kaytetaan tyokaluna vastaamaan systeemia koskeviin kysymyksiin, jotta ei tarvit-
sisi tehda reaalimaailman kokeita. Matemaattisen mallin avulla on mahdollista si-
muloida (Lat. simulare = teeskennella) systeemin toimintaa, jotta voidaan arvioda
miten se olisi voinut kayttaytya todellisessa tilanteessa. [4]
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Kuva 2.1 Mallinnus on iteroiva prosessi, jota jatketaan kunnes mallin toiminta on
hyvaksyttavissa. Muokattu lahteesta [4].
Mallinnus on iteroiva prosessi, jonka aikana mallintaja tarkentaa mallia sen tuot-
tamien tuloksien perusteella kunnes tarkkuus on hyvaksyttavissa (Kuva 2.1). Ma-
4temaattisen mallin ei ajatella koskaan kuvaavan taydellisesti kohteena olevan sys-
teemin luonnetta vaan sen oletetaan olevan riittavan kayttokelpoinen tietyssa tilan-
teessa, jota tarkennetaan tarpeen mukaan. Mallin objektiivinen kayttokelpoisuuden
mittaaminen (Kuva 2.1) on siten oleellinen osa mallinnusta, jotta saataisiin selva
kuva mallin vahvuuksista ja kehittamisen kohteista.
Tama luku kasittelee mallinnuksessa esiintyvia valintoja, joita mallintajan on tehtava
prosessin eri iteraatiokierrosten aikana. Luku koostuu systeemin luonteen valinnas-
ta, millaiset muuttujat pitaisi loytaa, millaista datan esikasittely voi olla, miten
kaytettava malli voi valikoitua ja mita on ylivirittaminen.
2.1 Dynaaminen, staattinen vai stationaarinen systeemi
Ennen mallin rakentamista valitaan mallinnettavan systeemin luonne. Systeemit voi-
daan jakaa luonteen mukaan dynaamisiin, stationaarisiin ja staattisiin systeemeihin.
Dynaamisen prosessin odotusarvo t muuttuu ajan mukaan, joten sen sanotaan
olevan ajasta riippuva systeemi [5]. Sarja luokitellaan dynaamiseksi mikali sarjassa
on nahtavissa trendeja, kausivaihteluita tai muita ajasta riippuvia saannollisyyksia
(Kuva 2.2). Usein dynaamiseen systeemiin vaikuttaa ajasta riippuvan komponentin
lisaksi satunnaisuutta ", jolloin saadaan
yt dynamic = t + "; "  iid(0; 2) (2.1)
. Dynaamisessa sarjassa ei ole pysyvaa keskiarvoa  , jota suuntaan jarjestelma
koko ajan pyrkisi stationaarisen sarjan tapaan[6]. Taman takia dynaamisia sarjoja
voidaan stationarisoida ensimmaisen tai toisen asteen erosarjan avulla [5]
y0t = yt   yt 1 (2.2)
y00t = y
0
t   y0t 1 = yt   2yt 1   yt 2 (2.3)
Stationaarisen prosessin odotusarvoon  eika jakaumaan vaikuta mittauksen aloitus-
hetki t1 tai sen kesto Tmittaus = t2  t1 [7] [8]. Aikasarja luokitellaan stationaariseksi,
mikali siina ei ole tunnistettavaa jaksonpituutta T (Kuva 2.2) [5].
yt stationary = + "; "  iid(0; 2) (2.4)
Staattisen prosessin odotusarvo  ei muutu ajan mukaan. Lisaksi sen toiminnassa
5ei ole satunnaisuutta ", joten jokainen ajanhetki systeemin ulostulo yt static vastaa
aikaisempaa ajanhetkea (Kuva 2.2).
yt static =  , joten (2.5)
yt static = yt 1 static =  (2.6)
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Kuva 2.2 Dynaamisen prosessin odotusarvo on riippuvainen ajasta. Stationaarisessa
prosessissa ei ole tunnistettavaa jaksonpituutta ja sen odotusarvo tai jakauma ei riipu
mittaushetkesta tai sen pituudesta. Staattinen systeemi ei muutu ajan muuttuessa.
Rajanveto erityyppisten prosessien valilla riippuu usein tarkasteltavasta ajasta ja
tarkkuudesta. Esimerkiksi rautakappaletta mitattaessa tyontomitalla -prosessi voi-
daan tulkita staattiseksi mikali mittausvirheella ei ole suurta merkitysta, stationaa-
riseksi jos mittausvirheen satunnaisuudella on oleellinen merkitys ja dynaamiseksi
mikali tarkastelujakson aikana kappaleen mitat muuttuvat esimerkiksi ruostumisen
tai lampotilan vaihtelun seurauksena merkittavasti. Systeemin luonteen valinta on
oleellinen osa mallinnusta silla se rajaa iteroitavat mallit ja kayttokelpoisen toimia-
lueen.
2.2 Muuttujien relaatiot
Kahden muuttujan valilla sanotaan olevan relaatio mikali toisen tietaminen hel-
pottaa toisen tietamista. Relaatiot voidaan jakaa tilastolliseen relaatioon ja toi-
6minnalliseen. Toiminnallisen relaation avulla saadaan ensimmaisesta toinen ilman
epavarmuutta. Tilastollisella relaatiolla voidaan arvioida ensimmaisesta toisen muut-
tujan tilastollista todennakoisyytta. [9]
Korrelaatio on saannollisyytta tutkittavien muuttujien kayttaytymisessa. Korrelaa-
tio muuttujien X ja Y valilla ei tarkoita aina kausaalisuutta vaan voi johtua neljasta
eri vaihtoehdosta tai niiden yhdistelmista [10]:
1. Sattumasta (ei kausaalisuutta)
2. X aiheuttaa Y :n
3. Y aiheuttaa X:n
4. Z aiheuttaa X:n ja Y :n
Mikali suhteessa on selvaa saannollisyytta piirrettaessa muuttujat toisiaan vastaan
(Kuva 2.4), tehdaan usein oletus ja oletetaan muuttujien olevan riippuvia toisistaan[9].
Piirtamisen lisaksi muuttujen valisia suhteita voidaan arvioida numeerisesti erilaisil-
la korrelaatiomittareilla. Nama mittarit voidaan jakaa lineaarisiin ja epalineaarisiin
(Kuva 2.3), joista jokainen mittari mittaa tietyn tyyppista ja muotoista relaatiota.
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Kuva 2.3 Korrelaatiot voidaan jakaa lineaarisiin ja epalineaarisiin. Muokattu lahteesta
[10].
7Esimerkki muuttujien toiminnallisten relaatioiden piirtamisesta lisattyna lineaari-
sella Pearsonin korrelaatiomittarilla on kuvassa 2.4. Tassa jokainen muuttujapari
on kausaalinen ja kausaalisuuden tyyppi on ilmoitettu kuvan ylapuolella. Pearsonin
korrelaatiomittari voi saada arvoja valilla [ 1; 1]. Positiivinen luku kertoo positii-
visesta suhteesta ja negatiivinen negatiivisesta suhteesta. Luvun itseisarvo kertoo
kuinka hyvin suora on sovitettavissa mittauspisteisiin. Mittari saa arvon 0 mikali
siihen ei voida sovittaa suoraa ja muuttujien suhde on taysin satunnainen. [9]
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Kuva 2.4 Kolmen eri muuttujaparin valiset suhteet piirrettyna. Pearsonin lineaarinen
korrelaatiokerroin kuvaa suhteen lineaarisuutta. Kaikki relaatiot ovat toiminnallisia, joten
toinen tiedettaessa toinen voidaan laskea ilman epavarmuutta.
Kuvasta 2.4 nahdaan etta pelkka numeerinen korrelaatiokerroin, kuten Pearsonin li-
neaarinen korrelaatiokerroin, ei ole aina hyva mittari kausaalisuuden maarittamiseen.
Relaation tyyppi ja muodon analysointi on tarkeaa oikean mallinnustavan valinnas-
sa. Mikali sisaantuloiksi valituilla muuttujilla ei ole kausaalista relaatiota ulostuloon,
on myos mallin lopullinen tarkkuus huono riippumatta valitusta matemaattisesta
mallista.
2.3 Datan esikasittely
"Roskaa sisaan, roskaa ulos"on data-analyysin perussaanto [11]. Mikali kaytettavan
datan keraysta ja siina tapahtuvia virheita ei tunneta ei voida myoskaan luottaa
8niista tehtaviin paatelmiin. A.J. Jae ja Herbert F. Spirer ovat jakaneet datan ylei-
simmat kayttovirheet kolmeen osaan [11]:
1. Virheet ja puutteet
2. Systemaattinen virhe
3. Huonot maarittelyt
Dataa ei voida aina varmistaa. Naista muodostuvaa virhetta on analysoijan mah-
dotonta arvioida. Esimerkkeja tallaisesta irrallisesta tiedosta on aborttien maara
kolmannessa maailmassa, naantymiskuolemat kaukana sivistyksen ulkopuolella, al-
kuasukkaiden maara viidakossa ja laittomien avaruusolioiden maara Yhdysvalloissa.
Joissain tapauksissa vaikka data voitaisiin varmistaa, se on esitetty vaarin ja analy-
soija ei ole tietoinen siita. Virheet datan esityksessa voivat tapahtua tahallisesti tai
tahattomasti. Mittausvirheet ovat yleisia toimialasta riippumatta. [11]
Dataan voi syntya systemaattista virhetta (bias) johtuen keraystavasta. Tallaisia
voivat olla johdattelevat tai epamaaraiset kysymykset tutkimuksissa. Epamaaraisessa
kysymyksessa voidaan kayttaa monitulkintaista termia, kuten 'roskaruoka', sita tar-
kemmin maarittelematta [11]. Systemaattista virhetta voi syntya myos teknisissa
mittauksissa vaikka mittalaitteen toleranssista tai inhimillisesta lukuvirheesta. Mikali
mittalaite ajautuu hitaasti pois toleranssista on siita aiheutuneita virhemittauksia
vaikea korjata jalkeenpain ilman uusintamittauksia. Virhearvion tekemista vaikeut-
taa historiatiedon sisaltaessa satunnaisesti tallaista korjaamatonta dataa. Esimer-
kiksi taloutta mallinnettaessa voidaan pohtia pitaisiko sisaantuleva data korjata in-
aatiolla, koska kaytettava mittayksikko on muuttunut ja miten kyseinen inaatio
voitaisiin maaritellla.
Datan kerayksessa kaytetyt maarittelyt voivat vaihdella riippuen keraajasta. Esi-
merkkina kauppaylijaama kahden valtion valilla voi vaihdella riippuen mittaajan
maarittelysta[11]. Myos ennustusmallien paremmuus riippuu kaytetysta mittaris-
ta. Nain eri mittareilla mitattuja malleja ei voida verrata keskenaan jos ei tunneta
mittareiden valista muunnosta.
Datan esikasittelylla tarkoitetaan tassa yhteydessa ennen varsinaista mallintamista
datalle suoritettavia toimenpiteita, joilla yritetaan poistaa yllaolevia epataydellisyyksia
datasta. Datassa olevien mahdollisia virheita voi olla lukematon maara ja ne liittyvat
kiinteasti kaytettavan datan aihealueeseen.
92.4 Mallin tyyppi
M3-ennustuskilpailun tuloksista on todettu ettei tilastollisesti hienostuneempi ja mo-
nimutkaisempi ennustusmalli valttamatta tuota tarkempia tuloksia kuin yksinker-
taiset menetelmat[?]. Myos menetelmien valiset suhteelliset paremmuusjarjestykset
vaihtelevat riippuen mita tarkkuusmittaria kaytetaan ja kuinka pitkalle ennustetaan[?].
Yhdistetyilla ennustusmalleilla saadaan keskimaarin tarkempia ennusteita kuin yk-
sittaisilla malleilla[?]. Toisaalta esimerkiksi exponenttiaalimallinnuksella on yksistaan
pidemman aikaa saavutettu tarkkojakin tuloksia [12][13][14]. Exponenttiaalimallia
kaytettaessa tuotantoketjun mallintamiseen on kumuloituvan virheen vaara, jolloin
pieni akillinen loppukysynnan vaihtelu kumuloituu liioitellun suureksi ennusteeksi
tuotantoketjun alkupaassa[15][16][17].
Prosessia mallinnettaessa pyritaan loytamaan sisaantuloiksi keskenaan riippumatto-
mia mutta ulostuloon riippuvia muuttujia [9]. Mallilla pyritaan kuvaamaan ulostulon
riippuvuus sisaantuloista (Kuva 2.5). Tunnettuja hairiolahteita voidaan esisuodat-
taa ennen mallintamista tai mallinnuksen aikana.
Malli
Muuttuja(t)
I1:::n
Ulostulo(t)
Y1:::m
Hairio
"
Kuva 2.5 Matemaattisen mallin sisaantuloiksi I1:::n valitaan muuttujia, jotka ovat kes-
kenaan riippumattomia mutta riippuvia ulostulon Y1:::m kanssa. Mallilla pyritaan kuvaa-
maan ulostulon riippuvuus sisaantuloina toimivista muuttujista.
Kaytettavan mallin valinta riippuu saatavilla olevasta datasta, systeemin luonteen
oletuksista, kaytettavista resursseista seka mallin toimivuudesta kyseiseen tilantee-
seen. Tassa luvussa esitellaan lineaarinen, epalineaarinen ja syklinen mallinnus. Mal-
leja on lukeamattomia ja usein ne ovatkin monien erityyppisten mallien sekoituksia,
joita tarkennetaan mallin eri iteraatiokerroilla.
Lineaarisessa mallinnuksessa muuttujien valiset suhteet ovat lineaarisia. Mikali sys-
teemia kaytetaan jollakin rajatulla toimialueella, voidaan epalineaaristakin systee-
mia aproximoida lineaarisilla malleilla (Kuva 2.6) ja saavuttaa riittava toiminnal-
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Kuva 2.6 Epalineaarisesti kayttaytyvan systeemin mittauspisteisiin on sovitettu suora
virheen pienimman neliosumman menetelmalla.
linen tarkkuus. Lineaarisen yhtalon yleinen muoto on
y = B0 +B1x+B2x+ :::+Bnx+ " (2.7)
Epalineaarinen mallinnus kuvaa sisaanmenojen epalineaarisia suhteita. Oppivat mal-
lit, kuten kohonen-malli[18], voivat muuttaa muuttujien valisia riippuvuussuhteita
ajan mukaan. Tata suhteiden mukautumista kutsutaan oppimiseksi. Mikali oppivia
malleja kaytetaan ennustamiseen, taytyy huomioida ettei niiden tarkkaa kayttaytymista
voida koskaan tietaa ennakolta mallin toiminnan muuttuessa jatkuvasti. Epalineaarisia
systeemeja mallinnettaessa Hyndman suositteli [5] seuraavia keinoja:
1. Voidaanko muuttujien suhde laskea tai muuten paatella?
2. Saadaanko muuttujat sopimaan suoralle ottamalla niista muunnoksia?
3. Voidaanko suhteeseen sovittaa jokin malli?
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Kuva 2.7 Muuttujalle Y on tehty neliojuurimuunnos ennen suoran sovittamista virheen
pienimman neliosumman menetelmalla.
Suhteen paattelyyn voidaan kayttaa apuna tunnettuja fysikaalisia riippuvuussuhtei-
ta. Esimerkkeina toiselle tai molemmille muuttujille tehtavista muunnoksista ovat
logaritminen- tai neliojuurimuunnos. Suhdetta voidaan hakea tietokoneavusteisesti
iteroimalla gnm- tai nlstools -pakettien[19][20] avulla. Kuvassa 2.7 on otettu ne-
liojuurimuunnos muuttujasta Y , jonka jalkeen suora sopii mittauspisteistiin parem-
min kuin aikaisemmin kuvassa 2.6.
Chu ja Zhang vertailivat lineaarisien ja epalineaarisien mallien toimivuutta vahittaismyynnin
ennustamisessa [21]. Vahittaismyynnin ollessa tyypillisesti voimakkaasti kausittais-
ta kayttivat he perinteisia lineaarisia kausiennustuksen metodeja, kuten aikasar-
ja ja regressio -menetelmia kiinteilla muuttujilla ja kausikomponentteihin jakoa.
Epalineaarisista menetelmista he soveltivat neuraaliverkkoja, jotka ovat yleistetty
epalineaarisilla funktioaproximaattoreilla. Vahittaismyynnin ennustuksessa he sai-
vat parempia tuloksia epalineaarisilla menetelmilla. Paras menetelma oli aikasarjan
analysointi neuraaliverkoilla komponentteihin jaon jalkeen. Lineaariset menetelmat
saattoivat tuoda myos hyvia tuloksia, jotka eivat kuitenkaan heidan tutkimuksissan
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toimineet riittavan luotettavasti. Stojanovic kaytti myyntia mallintaessaan raken-
tamaansa lineaarista mallia[22]. Han otti huomioon myytavan tuoterakenteen muu-
tokset kokonaismyynnin lisaksi. Nain oli mahdollista tarkastella myos tuotteiden
keskinaista kayttaytymista ja tehda paatoksia koskien tuotteiden elinkaaria.
Syklisessa mallinnuksessa talouden oletetaan toistavan samoja vaiheita (Kuva 2.8).
Jokaiseen vaiheeseen kuuluvat erityispiirteet taloudessa ja yrityksen toiminnassa, joi-
ta voidaan kayttaa muuttujina mallia rakennettaessa. Hitaampien talouden syklien
ja nopeampien kausivaihteluiden raja ajallisesti vedetaan yleensa yhteen vuoteen.
Sykleja ennustettaessa keskitytaan suuriin kokonaisuuksiin, kuten toimialaan tai
tuotteen elinkaareen. Mikali yritys toimii usealla toimialalla siihen vaikuttavat useat
eri syklit. [23]
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Kuva 2.8 Taloutta voidaan mallintaa syklien avulla. Jokaiseen syklin vaiheeseen kuuluu
omaispiirteita, joita tutkimalla voidaan tunnistaa nykyinen vaihe. Koellinger ja Thurik
jakoivat syklin kuuteen osaan: kasvu, menestys, varovaisuus, taantuma, lama ja elpyminen.
Muokattu lahteesta[23].
Koellinger ja Thurik tutkivat 22 eri OECD-maassa talouden syklien vaikutusta
yrittajyyteen vuosien 1972-2007 valilla[24]. Tutkimuksessa todettiin yrittajyyden
kasvun toimivan muutoksen voimana jopa voimakkaalle taloudelliselle kehitykselle.
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Toisaalta yrittajyys lisaantyy vain tilanteissa missa toita ei ole normaalisti saatavilla.
He nakivatkin yrittajyyden kasvun merkkina siirtymisesta talouden syklissa lamas-
ta elpymisvaiheeseen (Kuva 2.8). Syklisessa mallinnuksessa ajatellaan tapahtumien
vaativan oikean ajoituksen tapahtuakseen. Stephanie Schmitt-Grohe ja Martn Uri-
be1 tutkivat vektoripohjaisen mallinnuksen toimivuutta sykliseen talouden ennus-
tukseen ja paatyivat johtopaatokseen etta noin puolet talouden vaihteluista johtuvat
ennakoitavissa olevista sykleista [25]. Maximo Camacho ja Jaime Martinez-Martin
tutkivat Markov-switching dynamic factor mallin toimivuutta markkinasyklien en-
nustamisessa kvartaaleittain [26]. He totesivat mallin olevan kayttotarkoitukseensa
sopiva. Michael Halling, Jin Yu ja Josef Zechner tutkivat syklien vaikutusta yk-
sittaisiin yrityksiin [27]. He totesivat rmojen toteuman olevan selvasti parempi
menestyksen aikana kuin laman. He eivat pystyneet jaottelemaan yrityksia suhdan-
neriippuvaisiin ja -riippumattomiin silla kaikista oli loydettavissa molempia puolia.
Taman he uskoivat johtuvat yrityksisaisista rakenteista, joten suhdanteista ei voi
suoraan ennustaa yrityksen toteumaa.
Komponentteihin jako tarkoittaa signaalin jakamista osiin, joiden oletetaan kayttaytyvan
itsenaisesti. Komponenttien jakoon voidaan kayttaa lineaarisia tai epalineaarisia me-
netelmia. Luvussa 2.4.1 on esitelty lineaarinen x11-menetelma komponenttien muo-
dostamiseen.
Mallintajan taytyy tehda ennakkoratkaisu millaista mallia lahtee ensin kokeilemaan.
Tahan vaikuttaa niin saatavilla oleva data kuin kaytettavat resurssitkin. Vaikka tut-
kimuksia ja sovelluskohteita loytyy paljon ennustamisesta ei niiden tarkkuuksista
voi vetaa johtopaatoksia mallien toimivuudesta kaytettavalle datalle. Mallien toi-
mivuutta kaytossa olevalle datalle voidaan arvioida vain sovittamalla malli, simu-
loimalla tilanne ja mittaamalla tarkkuus. Mallin todelliset suoritusarvot ilmenevat
vasta ajan kuluessa seuraamalla sen kayttaytymista todellisessa tilanteessa. Yksin-
kertaisellakin mallilla voidaan saavuttaa riittava tarkkuus mikali mallintajalla on
hyva asiaosaaminen oleellisista syy- ja seuraussuhteista.
2.4.1 X11-komponentteihin jako
X11-komponentteihin jako -mentelman kehtitti alunperin US Census Bureau and
Statistics Canada [5]. Sen avulla voidaan jakaa annettu arvosarja komponentteihin
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Kuva 2.9 Kiinan tuonti kuukausittain 1983/7 - 2003/11 jaoteltuina kausi-, trendi- ja sa-
tunnaiskomponentteihin x11-menetelman avulla. Data ja x11-menetelman implementointi
[28].
(Kuva 2.9), jotka voivat olla
Y^ mt = P^t + D^t + T^t + S^t + C^t + I^t (2.8)
, missa Y^ mt =summattu sarja, P^t =kuukausivaikutukset, D^t =kauppapaivien vai-
kutukset, T^t =trendi, S^t =kausittaisuusvaikutukset ja I^t =epasaannollisyydet [6].
Komponentteihin jako koostuu viidesta paaosasta: kauppapaivien korjauksesta, tren-
din estimoinnista liukuvalla keskiarvolla, kausittaisten kertoimien vaikuksen ja sovel-
tamisen valmistelusta, poikkeavien arvojen kasittelysta ja komponenttitaulukkojen
ja tilastollisien yhteenvetojen luonnista.[6]
Kauppapaivia on eri maara eri maissa ja kuukausissa, joten ensimmainen vaihe X11-
proseduurissa on kauppapaivien maarien korjaus. Tama tehdaan laskemalla kuu-
kausille paivat tasaavat kertoimet. Nain saadaan keskenaan vertailukelpoiset kuu-
kaudet. [6]
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Trendin estimointi tehdaan liukuvalla keskiarvolla. Tama tapahtuu vertailemaalla
trendin T^t ja epasaannollisyyksien T^t suhdetta (Kaava 2.8). Ensimmaisen kerran
suhde lasketaan 13-yksikon pituisella liukuvalla keskiarvolla, jonka tulos jaetaan
korkeaan, keskimaaraiseen tai alhaiseen suhteeseen. Korkeille suhteille kaytetaan
23 yksikon mittaista liukuvaa keskiarvoa, keskimaaraisille suhteille 13 yksikon mit-
taista ja matalille 9 yksikon mittaista liukuvaa keskiarvoa. Poikkeuksena tasta on
kvartaalien laskenta, joka toteutetaan 5 kvartaalin liukuvalla keskiarvolla. [6]
Kolmannessa vaiheessa lasketaan alustavat kausikertoimet, joista lahdetaan iteroi-
malla hakemaan kausikertoimia. Huomioon iteroinnissa otetaan Trendi T^t, Kausi P^t
ja Epasaannollisyys I^t. [6]
Poikkeavat havainnot (Eng. outliers) poistetaan suodattamalla. Tama tehdaan las-
kemalla esimerkiksi viiden vuoden keskiarvosta tarpeeksi poikkeavat yksikot. Yleensa
tama tarkoittaa yli 2:5 verran keskiarvosta olevia arvoja. [6]
Viimeisessa vaiheessa luodaan komponenttitaulukot, yhteenvetomittaukset seka ti-
lastolliset testit varmistuksena komponentteihin jaosta. Adjoin-testissa jokaista kuu-
kautta verrataan edellisen ja seuraavan kuukauden keskiarvoon. Onnustuneessa kausi-
mallinnuksessa suhde ei juuri muutu. Tammikuun testissa verrataan jokaista kuuta
tammikuuhun prosentteina. Mikali nain saadussa sarjassa ei ole suurta vaihtelua,
voidaan kausimallinnusta pitaa onnistuneena. Tasapainotestissa verrataan 12 kuu-
kauden korjatun sarjan keskiarvoa korjaamattoman vastaavaan keskiarvoon. Mikali
tama on hyvin lahella 100% ei sarjaan kohdistu merkittavaa kausikorjausta. Testin
nayttaessa alle 90% tai yli 110% on mallissa mahdollistesti tapahtunut kausikompo-
nentit ylikorjausta. Korjattuja kuukausia verratessa prosentteina korjaamattomiin
voidaan tarkastella korjauksen suuruutta prosentteina. Talloin voidaan helpostin
nahda korjauksen suuruus.[6]
2.5 Ylivirittaminen
Malli on yliviritetty (Kuva 2.10) mikali on loydettavissa jokin toinen malli, jo-
ka suoriutuu huonommin viritysdatalla ja paremmin uudella datalla [29] [30] [31].
Ylivirittamista ei siten ole aina helppo valittomasti havaita [32]. Tasta syysta eri
ennustustapoja vertaillessa pitaisikin tarkastella mallien tuottamien ennustuksien
tarkkuuksia (Eng. prediction interval) mallien sisaisien tilastollisien tarkkuuksien
(Eng. condence interval) sijasta [32]. Mallin ylivirittaminen pyritaan valttamaan
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Kuva 2.10 Yliviritetty malli tuottaa tarkempia tuloksia viritykseen kaytetylla datalla
kuin uudella. Alemmassa kuvassa malli on yliviritetty. Muokattu lahteesta [30].
kayttamalla eri dataa viritykseen ja mallin tarkkuuden mittaamiseen.
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3. TARKKUUDEN MITTAUS
Mallin suoritusarvojen mittaus ja analysointi ovat oleellinen osa mallinnusta, jotta
mallin toimivuutta voitaisiin parantaa. Mallin suoritusarvot pyritaan mittaamaan
niin todenmukaisessa mittausjarjestelyssa kuin kaytettavissa olevat resurssit, yleinen
turvallisuus ja muut asetukset sen mahdollistavat. Tassa luvussa esitellaan mallin
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Kuva 3.1 Satunnaiskululla muodostettu esimerkkimyynti Y ja sita vastaava kuukausien-
nustesarja F . Jokainen ennuste on laskettu sita aikaisemmista tiedoista. Alempana on
todellisen Y ja ennustetun F sarjan erotus seka niista laskettu kumulatiivinen summa.
suoritusarvojen mittaamiseen yleisesti kuuluvat vaiheet: tarvittavan koejarjestelyn
rakentaminen, mitattavien suoritusarvojen valinta, mittausajan valinta, virheana-
lyysi ja tulosten tulkinta. Esimerkkina toimii satunaiskululla muodostettu esimerk-
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kimyynti, josta on muodostettu kuukausittain virittamalla ja ennustamalla kuu-
kausiennustesarja (Kuva 3.1). Esimerkissa kaytettya x11-ennustemallia (Kappale
2.4.1) kaytetaan tassa tutkimuksessa myos oikeaan myyntihistoriadataan.
3.1 Koejarjestely
Koejarjestely suoritetaan, joko lopullisessa mallin kayttoymparistossa valvotusti tai
sita mahdollisimman hyvin kuvaavassa tilanteessa. Laivan kayttaytymisjominaisuuksia
on mahdollista testata pienoismallilla tai tietokoneavusteisesti simuloimalla. Lopul-
liseen kayttoymparistoon malli implementoimalla saavutetaan parhaimmat mittaus-
tulokset, silla silloin ei koejarjestelyn epatarkkuuksia tarvitse huomioida erikseen.
Tallaista testausta eivat yleensa kaytettavissa olevat resurssit, yleinen turvallisuus
ja muut asetukset mahdollista ennen huolellista simulointia.
Tshernobylissa 26.4.1986 tapahtuneen ydinvoimalaonnettomuuden perimmainen syy
oli virheellisesti rakennettu reaktori, jonka ongelmat realisoituivat turvalaitteiden
testaamisesta vastoin maarayksia kaynnissaolevaan reaktoriin[33]. Kokeen suoritta-
minen todellisessa ymparistossa tuotti tarkan kuvan testattavan turvallisuusjarjestelman
toiminnasta mutta aiheutti samalla laajoja terveyshaittoja sivullisille.
Kaytettavissa olevat eri resurssit rajaavat testaamista. Ajallisesti vuosia kestaneen
tutkimusaineiston keraamista ei ole aina mahdollista uusia vaikka myohemmin huo-
mattaisiinkin parempi tapa aineiston keruuseen. Kaytettavissa oleva osaamis- ja
rahoituspaaoma vaikuttavat mahdollisien koejarjestelyiden tekemiseen. Tama voi
nakya verrattavien mallien maarana ennustusjarjestelmia verrattaessa. Joillakin tie-
teenaloilla myos etiikka on vahvempana lasna mahdollisia kokeita suunniteltaessa,
kuten oli Dolly lampaan kloonauksesta vuonna 1997 [34].
Ennustusjarjelmien koeymparistoa rakennettaessa taytyy ottaa huomioon etta vain
ennustushetkella olevia tietoja voidaan hyodyntaa jokaista ennustetta laatiessa. En-
nusteen tarkkaa tarkkuutta ei voida ilmoittaa ennustetta laatiessa vaan se voidaan
laskea halutulla mittarilla vasta ennustun ajan jalkeen. Ennustuksien paikkaansa-
pitavyyksien toteaminen todellisessa ymparistossa vie niin kauan aikaa kuin kuinka
pitkalle tulevaisuuteen ennusteet ovat laadittu. Tasta syysta simuloimalla historial-
lisia ennustuksia voidaan nopeuttaa mallin tarkkuusanalyysia huomattavasti.
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3.2 Arvosarjan osittelu
Mittausfreqvenssi tarkoittaa systeemista kerattavan datan naytteenottotiheytta. Lii-
an tihea freqvenssi tuottaa liikaa tietoa, joka vaikeutta datan jatkokasittelya ja siten
myos analysointia. Liian harva naytteenottotaajuus puolestaan havittaa tietoa sys-
teemin kayttaytymisesta. Esimerkkimyynnissa (Kuva 3.1) mittausfreqvenssi on yk-
si kuukausi. Maximo Camacho ja Jaime Martinez-Martin saivat kvartaaliennusteita
tehdessaan hyvia tuloksia datan ollessa kuukausittaista [26], joten mittausfreqvens-
sin ei tarvitse olla sama kuin ennustusfreqvenssi.
Analysointijaksolla tarkoitetaan aikaa, jolloin mallin suoriutumista mitataan. Suh-
teellisesti lyhyella analysointijaksolla tapahtuvien yksittaisten mittaustulosten vai-
kutus tarkkuuteen on suurempi kuin suhteellisesti pitkalla jaksolla. Analysointijak-
son pituuden valinta riippuu mallin lopullisesta kayttotarkoituksesta. Jotta ennuste-
tarkkuutta voitaisiin mitata tilastollisin mittarein, tarvitaan useita ennusteita analy-
soitavan ennustesarjan muodostamista varten. Esimerkissa (Kuva 3.1) analysointi-
jakso on asetettu 39-102 kuukausien valiin, jonka aikana ennusteiden ja tapahtuneen
myynnin eroa voidaan verrata eri mittareilla. Viimeisimman kuukauden ennusteen
tarkkuutta ei voida mitata ennen sen realisoitumista. Michael Clements vertaili te-
kijoihin perustuvaa ennustusta yksikertaiseen AR-ennustusmenetelmaan (Eng. Au-
toregressive) [35]. Paremmuus riippui valitusta analysointijaksosta riippumatta oli-
ko kyseessa reaaliaikainen ennustus vai ei. Tekijoihin perustuva ennustusmenetelma
suoriutui paremmin analysointijakson sisaltaessa 1970-luvun nanssikriisin.
Virityspituus on mallin viritykseen kaytetyn historiallisen datan pituus. Tama voi-
daan rajata alkamaan saatavilla olevan arvosarjan alusta ja loppumaan juuri ennen
tarvittavaa ennustusta. Talloin oletetaan etta koko saatavilla oleva arvosarja ku-
vaa nykyista ennustettavaa systeemia. Mikali saatavilla olevan historian aikana on
tapahtunut riittavan suuria muutoksia, kuten yritysfuusioita tai muita markkina-
muutoksia, ei kaiken historiatiedon kayttaminen paranna valttamatta ennustetulok-
sia. Esimerkissa (Kuva 3.1) virityspituus alkaa jokaista ennustetta varten alusta ja
loppuu juuri ennen kyseista ennustetta.
Viritykseen on kaytettavissa jokainen kuukausi lisaa historiatietoa. Tasta voidaan
tehda oletus ennustustarkkuuksien jatkuvasta paranemisesta historiatiedon lisaantyessa.
Robert Rieg tutki taman hypoteesin paikkaansapitavyytta kolmen automallin myyn-
nin kuukausiennustustarkkuuksissa kuudessa maassa 15 vuoden aikana [36]. Loppu-
tuloksena han totesi hypoteesin vaaraksi eli tutkimus ei osoittanut ennustustark-
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kuuksien parantuneen ja oli siita yllattynyt vaikka matemaattiset menetelmat oli-
vat parantuneet huomattavasi kyseisena aikana. Rieg epaili epavarmuuden johtuvan
toialan yleisesta epavarmuudesta ja vaihtelusta eika yrityksen hallinnassa olevista
tekijoista.
Ristiintarkastuksessa (Eng. Cross-validation) ennustetaan vuorotellen pienta arvo-
sarjan osaa. Talla tapaa voidaan saavuttaa paremmin viritetty malli mikali saata-
villa olevaa historiatietoa on vain vahan kaytettavana[37]. Lisaksi mallista saatava
tarkkuus kuvastaa toimintaa koko historian aikana [38].
3.3 Suoritusmittari
On tarkea muistaa ettei ole olemassa parasta ennustusmenetelmaa, kuten ei ole ole-
massa parasta aanentoistojarjestelmaakaan. Naiden molempien valintaan vaikutta-
vat kayttajan tarpeet ja kaytossa olevat resurssit. Tasta syysta pitaisikin muistaa
kiinnittaa huomiota eri vaihtoehtojen valisiin eroavaisuuksiin, jotta kayttaja voisi
itse tehda rationaalisen paatoksen sopivimmasta vaihtoehdosta.[39]
Ennustetun sarjan vastaavuus todelliseen arvosarjaan mielletaan tarkkuudeksi (Ku-
va 3.1). Ei ole olemassa vain yhta sovittua mittastandardia, joilla arvosarjojen eroa
voitaisiin mitata. Goojer ja Hyndman tutkivat ennustamistapojen kehittymista vuo-
sien 1982-1985 Journal of Forecasting:ssa ja vuosien 1985-2005 International Jour-
nal of Forecasting:ssa julkaistujen ennustetutkimusten avulla [32]. Osana tyotaan he
luetteloivat kyseisissa tutkimuksissa yleisimmin kaytetyt numeeriset tarkkuusmitta-
rit (Taukko 3.1) arvosarjojen vertailuun.
Taulukossa 3.2 on esitetty esimerkkiennusteen tarkkuus yleisimmin kaytetyilla mit-
tareilla lisattyna ABB-mittarin keskiarvolla MABB. Jokainen mittari kertoo yhden
nakokulman ennusteen tarkkuuteen, joten useamman mittarin avulla on mahdol-
lista saada parempi ymmarrys virheen luonteesta. Mittarilla MABB esimerkin ennus-
tustarkkuus on lahella taydellista MABB= 100% tarkkuutta mutta MAPE-mittarilla
virheen suuruus on MAPE= 5:87%. Eri mittareilla mitattuja tarkkuuksia ei voida
suoraan verrata toisiinsa.
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Taulukko 3.1 Yleisesti kaytettyja mittareita ennustustarkkuuksien vertailuun. Ft on
ennuste ja Yt todennettu tapahtuma. Muokattu lahteesta [32]
MSE Keskineliovirhe ka(e2t )
RMSE Keskineliovirheen juuri
p
MSE
MAE Absoluuttinen keskivirhe ka(jetj)
MdAE Absoluuttinen mediaanivirhe Md(jetj)
MAPE Absoluuttinen keskivirhe prosentteina ka(jptj)
MdAPE Absoluuttinen mediaanivirhe prosentteina Md(jptj)
sMAPE Symmetrinen abs. keskivirhe prosentteina ka(2 jYt Ftj
Yt+Ft
)
sMdAPE Symmetrinen abs. mediaanivirhe prosentteina Md(2 jYt Ftj
Yt+Ft
)
MRAE Suhteellinen abs. keskivirhe ka(jrtj)
MdRAE Suhteellinen abs. mediaanivirhe Md(jrtj)
GMRAE Geometrinen suhteellinen abs. mediaanivirhe gMd(jrtj)
RelMAE Absoluuttisten keskivirheiden suhde MAE=MAEb
RelMSE Keskineliovirheiden suhde MSE=MSEb
RelRMSE Suhde keskineliovirheiden juurista RMSE=RMSEb
LMR Logaritmi keskineliovirheiden suhteista log(RelMSE)
PB Prosenttia parempi 100 ka(Ifjrtj < 1g)
PB(MAE) Prosenttia parempi (MAE) 100 ka(IfMAE < MAEbg)
PB(MSE) Prosenttia parempi (MSE) 100 ka(IfMSE < MSEbg)
et = Yt   Ft, pt = 100et=Yt, rt = et=et ,
missa et on vertailuna kaytetyn ennustusmenetelman virhe.
Ifug = 1, jos u on tosi ja 0 muuten.
Taulukko 3.2 Esimerkkiennusteen (Kuva 3.1) tarkkuuden mittaus taulukon 3.1 mitta-
reiden ja MABB-mittarin avulla analysointiajan yli mitattuna.
mittari arvo
MSE 67701.31
RMSE 260.19
MAE 207.80
MdAE 171.04
MAPE 5.87
MdAPE 5.33
sMAPE 0.06
sMdAPE 0.05
MABB 100.90
Everette S. Gardner totesi puolestaan kumulatiivisen virheen summan (Kaava 3.1)
olevan kaytannollisin tapa verrata eri ennustusmenetelmien virheita keskenaan [12],
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jota kayttivat myos Linder ja Horne tutkiessaan ilmastonmuutosta[40].
CEn =
nX
t=1
Yt   Ft =
nX
t=1
et (3.1)
Numeeristen mittareiden lisaksi mallien tarkkuutta voidaan arvioida graasilla mit-
tareilla. Usealla numeerisella mittarilla mallien vertailun voi toteuttaa kayttaen apu-
na polar-tyyppista graaa, jolloin mittarit skaalataan sopimaan samaan kuvioon
(Kuva 3.2).
Kuva 3.2 Polar kaaviolla voidaan verrata malleja usean eri mittarin (a h) avulla. [41]
Suhteellista virhetta on helpompi vertailla muihin eri yksikossa oleviin malleihin
mutta ne eivat valttamatta toimi hyvin jos suureista toinen tai molemmat ovat nol-
la tai sen laheisyydessa [41]. Jordi McKenzie tutki epasymmetrisen MAPE-mittarin
kaytosta johtuvia ennustevirheita[42]. Han totesi tutkimuksessaan etta mikali mit-
taria kaytetaan mallin valinnassa valitun mallin ennustuksiin saattaa muodostua
systemaattista virhetta. Taman takia on kehitetty monimutkaisempi symmetrista
virhetta mittaava sMAPE-mittari. Arvosarjojen vertailuun kaytettavan tarkkuusmit-
tarin valinta ja sita kautta sopivimman ennustusmallin loytaminen ei ole yksiselittei-
nen tehtava. Kayttokelpoisimmat ennusteet syntynevat mikali mittarin valinnassa
otetaan huomioon ennusteiden loppukayttajien tarpeet.
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3.4 Virheanalyysi
A.J. Jae ja Herbert F. Spirer jakavat data-analyysissa tapahtuvat virheet viiteen
osaan: puute asiaosaamisessa, lahtodatan oikeellisuus (Katso kappale 2.3), tutkimuk-
sen suunnittelu ja esitys, tilastolliset menetelmat ja tahallinen tietojen peittaminen[11].
Yleisien virhepaikkojen lisaksi tassa luvussa esitellaan ulkoinen ja sisainen virhe seka
arvo- ja aikavirhe.
Tarkkuusmittaukset voidaan jaotella sisaisiin ja ulkoisiin tarkkuuksiin [43] (Kuva
3.3). Ulkoinen tarkkuus pyritaan mittaamaan mallin ulkopuolelta objektiivisesti,
kuten simuloimalla ennustusmallien ennustustarkkuus. Tutkimuksien tuloksia ver-
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Kuva 3.3 Virhe voi olla sisaista (sininen) tai ulkoista (punainen). Muokattu lahteesta
[43]
ratessa taytyy mittaustapaan kiinnittaa huomiota silla molempia tarkkuuksia voi-
daan mitata samoilla mittareilla. Kuvassa 3.3 on mitattu kahta mallia, ensimmaista
sisaisesti ja jalkimmaista ulkoisesti. Ensimmainen on sisaisesti toista tarkempi mutta
jalkimmainen ulkoisesti ensimmaista tarkempi. Ensimmaisen mallin virhe on syste-
maattinen 10 yksikon suuruinen, joka voidaan mittauksen jalkeen korjata. Yleisesti
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ottaenkin tunnetut virhelahteet on tuntemattomia helpompi ottaa huomioon.
Virheet voidaa jakaa myos arvo- ja aikavirheisiin. Oletetaan kuvan 3.4 mukainen
tilanne, jossa tuotteen todellinen myynti Y on merkitty mustalla ja mallien F1 ja F2
tuottamat ennusteet punaisella ja sinisella. Malli F1 pystyy ennustamaan tarkasti
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Kuva 3.4 Todellinen myynti Y ja mallien F1 ja F2 ennustukset. Mallin F1 ennustuksessa
on euromaarainen virhe ja mallissa F2 ajoitusvirhe.
todellisen myynnin huipun ajankohdan mutta ei tarkkaa myyntimaaraa. Malli F2
kuvaa puolestaan tarkasti myyntimaaria mutta ajoitus on vaara. Taulukkoon 3.3
on laskettu molemmista ennustuksista yleisimmat numeraaliset mittarit (Taulukko
3.1) ja MABB (Kaava 4.2), joiden perusteella tarkkuutta verrataan.
Taulukon 3.3 mittarien tuloksista nahdaan jokaisen mittarin puoltavan mallia F1.
Tama johtuu siita etta jokainen mittari mittaa arvo- eika aikavirhetta. On mahdol-
lista loytaa tilanteita, kuten riittavan aikavalin budjetin laatiminen, jossa mallin F2
ominaisuudet voisivat olla eduksi. Mittarien valinnassa pitaa huomioida kayttotarkoitus
ja olla samalla tietoinen mita heikkouksia laskentatapoihin mahdollisesti liittyy. Oi-
keissa ennustuksissa aikavirhe ei valttamatta ole yhta selvasti esilla.
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Taulukko 3.3 Ennustuksien F1 ja F2 (Kuva 3.4) tarkkuuden vertailu yleisesti kaytossa
olevien numeeristen mittarien (Taulukko 3.1) seka MABB (Kaava 4.3) avulla. Kaikki
mittarit puoltavat F1 mallin tuottamia ennustuksia.
mittari F1 F2
MSE 44.68 69.31
RMSE 6.68 8.33
MAE 5.99 7.50
MdAE 6.50 8.57
MAPE 36.19 42.63
MdAPE 28.94 41.10
sMAPE 0.31 0.40
sMdAPE 0.32 0.43
MABB 99.41 110.26
Tilastollisia menetelmia voidaan kayttaa vaarin lukemattomin tavoin. Pelkastaan
lukujoukosta ilmoitettava tyypillinen luku voidaan laskea keskiarvolla, mediaanilla,
moodilla, geometrisella keskiarvolla tai harmonisella keskiarvolla riippuen tutkijan
valinnoista. Nain julkistettavia ja erikseen esitettavia lukuarvoja voidaan valita so-
pivaksi riippuen kayttotarkoituksesta. Tilastollisien metelmien hyodyntamisessa voi
tapahtua myos inhimillisia virheita, joita ei ole valttamatta helppo huomata. Ti-
lastollinen korrelaatio voi esimerkiksi sekoittua kausaalisuuteen tutkimuksien tiivis-
telmissa. Virheiden tarkistuksen vaikeudesta johtuen ei voida poissulkea mahdolli-
suutta niiden tekemista tarkoituksella tuloksien vaaristamiseksi tutkijan kannalta
suotuisaan suuntaan.
Asiaosaamisen puute voi nakya virheellisten tilastollisien laskujen lisaksi myos hy-
poteesin muodostuksessa, tiedon etsinnassa ja lopputuloksien tarkastamisessa. Tut-
kimuksen suunnittelussa pitaa pyrkia kumoamaan tunnettujen ja tuntemattomien
virhelahteiden vaikutukset satunnaisotannalla. Kuvaajien akselien skaalauksilla voi-
daan vaikuttaa tietoisesti tai tiedostamatta tuloksista valittyvaan mielikuvaan. Lisaksi
tuloksien merkittavyydesta tehtavat tulkinnat saattavat vaihdella tulkitsijoiden valilla,
joten pelkkien tulkintojen osien esittaminen asiayhteydesta erillaan ei valttamatta
kuvaa enaa tutkimuksen tuloksia. Naita virheita valtetaan akateemisia tutkimuksia
tehdessa valitsemalla vain ensimmaisen kaden tutkimuksia ja tutkimalla kriittisesti
itse tutkimusta lahtooletuksineen pelkkien loppupaatelmien sijasta.
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4. SIMULOINTIJARJESTELMA
Ennustusjarjestelman tarkoituksena on tuottaa automaattinen myyntiennuste pe-
rustuen historialliseen tietoon kaikelle, kanavittaisille tai maakohtaisille myynneille
ennusteajan ollessa seuraava kuukausi, kvartaali tai loppuvuosi. Osaan vaaditta-
vista ennustuksista on annettu tarkkuusvaatimus (Taulukko 4.1), joita paremmin
ennustettaessa voidaan sanoa jarjestelman tayttaneen ennakko-odotukset.
Taulukko 4.1 Ennustusjarjestelmalle asetetut tarkkuusvaatimukset ABBt-mittarilla (Kaa-
va 4.1). Sulkeissa olevat tarkkuudet ovat lisatty analyysia varten eivatka siten ole virallisia
vaatimuksia.
Data
Kaikki Kanavat Maat Ennusteaika
80% 70% 50-60% Kuukausi
90% [80%] [60-70%] Kvartaali
- - - Loppuvuosi
Myyntihistoria oli tallennettu 46.6 MB kokoiseksi :xlsx-muotoiseksi tiedostoksi, jo-
hon sisaltyi jokaisen yksittaisen myyntitapahtuman tiedot, kuten esimerkiksi tuot-
teen, ostajan ja myyjan tietojen lisaksi myos kyseisen myynnin euromaarainen arvo
ja myyntipaiva. Tiedoista selvisi myos minka yhtion sisaisen kanavan kautta myynti
oli tapahtunut ja mihin maahan. Kaytetyn historiatiedon ensimmainen myyntita-
pahtuma oli 1.2.2008 ja viimeinen 2.6.2016.
4.1 Tekninen toteutus
Annetuista tiedoista on mahdollista muodostaa erilaisia matemaattisia malleja (Kap-
pale 2.4), joiden avulla voidaan tuottaa ennusteita. Jotta tilanteeseen soveltuvin mal-
li voitaisiin valita, taytyy niiden tuottamien ennustustarkkuudet mitata ja verrata.
Tama tutkimus kuitenkin keskittyy tarkkuuden mittaamiseen, joten useiden mallien
viritys ja vertailu rajautui ulkopuolelle ja ovat mahdollinen jatkotutkimusaihe.
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R::jjforecast
X11 ARIMA
Kuukausi-, kvartaali- vai vuosiennuste?
Kaikelle, maakohtaisille vai kanavakohtaisille myynnille?
Sisaan:
Myyntihistoria.xlsx
Ulos:
Myyntiennusteet
Kuva 4.1 Ennustusjarjestelman toiminnallinen rakenne. Sisaantulona toimii annet-
tu *.xlsx -tiedosto, josta lasketaan valitut ennusteet naytolle. Taustalla ennustuskonee-
na kaytetaan X11-Arima -ennustusohjelmaa. Kayttaja valitsee halutun ennustusjakson
seka kohteen. jjforecast toimii tulkkina kayttajan ja ennustusohjelman valilla hoitaen da-
tankasittelyn.
Malliksi valittiin erillinen ennustusohjelma, joka hyodyntaa Arima-X11 -menetelmaa
(Kappale 2.4.1). Ohjelman automaattinen mallinnusproseduuri sopii erilaisten arvo-
sarjojen ennustamiseen. Ennen kyseiseen proseduuriin paatymista myos uudempaa
Arima-X13-seats -ennustusproseduuria kokeiltiin, joka kuitenkin pystyi tuottamaan
kaytetylla datalla harvemmasta maasta ennusteita kuin x11-ennustusmenetelma ja
jatettiin siksi pois. Tarkkuusvertailuja naiden kahden jarjestelman valilla ei ole ver-
tailtu. Ohjelman yllapidosta vastaa Amerikan Yhdysvaltojen tilastokeskus United
States Cencus Bureau [44].
Ennustuskone ja simulointijarjestelma toteutettiin R-kielella, joka on tilastolasken-
taan kaytetty laskentakieli [45]. Se muodostuu hierarkisesti paketeista, joten lasken-
tatapojen kehittyessa ne paatyvat nopeasti kaikkien kayttajien saataville. Asenta-
malla Seasonal-paketti[28] on mahdollista kayttaa valittua x11-ennustusmenetelmaa.
R-kielta voi kayttaa ilmaiseksi kaikilla kayttojarjestelmilla myos ilman graasta
kayttoliittymaa.
Rakennettu jjforecast-paketti toimii tulkkina kayttajan pyyntojen, annetun histo-
riatiedon ja ennustusohjelman valilla. Sen toiminnallinen rakenne on kuvan 4.1
mukainen, jossa sisaantulona toimii annettu :xlsx -tiedosto ja ulostulona naytolle
tulostuvat ennusteet. Kayttaja valitsee haluaako seuraavan kuukauden, kvartaalin
vai loppuvuoden ennusteen kaikelle, maakohtaiselle vai kanavakohtaiselle myynnille.
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4.2 Ennustusten muodostaminen
Ennustusten tekninen toteutus ohjelmoitiin jjforecast-pakettiin. Siihen kuuluu syotetyn
datan esikasittely, suodatus, ennustettavien sarjojen muodostaminen, taustalla kaytettavan
Arima-x11-ennustusohjelman kaytto seka sen tuottaminen tuloksien suodattaminen
kayttajaa tai myohempaa analysointia varten.
4.2.1 Ennustettavat sarjat
Annettu :xlsx-muotoinen tiedosto muutetaan R-kielen ymmartamaan muotoon,
jonka jalkeen siita poistetaan muut kuin mallintamiseen kaytettavat tiedot. Nain pie-
nennetaan ohjelman vaatimia resurssivaatimuksia. Satunnaiset yli maaritellyn arvo-
rajan ylittavat kaupat suodatetaan pois niiden vaikean ennustamisen ja suuren vai-
kuttavuuden vuoksi. Ennustettava myynti koostuu siten niin kutsutusta paivittaisesta
perusmyynnista.
Yksittaisista kaupoista summataan ennustettavia arvosarjoja valittujen parametrien
mukaisesti. Esimerkiksi maiden kuukausiennusteita pyydettaessa summataan kaupat
maittain ja kuukausittain, jolloin saadaan yhta montaa ennustettavaa arvosarjaa
kuin maita on. Kaytetyssa historiatiedossa on kauppojen peruutuksia seka myyn-
timaarien muutoksia kirjattu negatiivisina myynteina. Nama negatiiviset myynnit
eivat valttamatta ole samana kuukautena kuin niihin liittyva alkuperainen myyn-
ti, joten joissain tilanteissa koko kuukauden myyntisumma voi korjauksen vuok-
si kaantya negatiiviseksi. Maiden myynneista summatut arvosarjat ovat keskenaan
eripituisia ja voivat sisaltaa tyhjia tai negatiivisia kuukausia.
Arvosarjan sisaltaessa negatiivisia kuukausia myos siita muodostettava ennuste saat-
taa muodostua negatiiviseksi. Taman vuoksi jokin yksiselitteinen tapa muodostaa
todellinen reaalimyynti negatiivisista myynneista mallinnusta varten voisi lisata en-
nustetarkkuutta joissain tilanteissa. Nama korjaukset ovat suuressa osassa maita
suhteellisen pieni osa myynnista, jolloin myos niiden vaikutukset ennusteisiin olete-
taan pieniksi.
Kaytettyyn Arima-X11-ennustusohjelmaan ei voida syottaa vajaita kuukausia tai
kvartaaleita, joten arvosarjat eivat voi sisaltaa vajaiden kuukausien tai kvartaalien
myyntisummia. Kuluvan kuun tai kvartaalin myyntisumma poistetaan, silla vajaa-
na sita ei voida kayttaa osana mallinnukseen kaytettavaa arvosarjaa. Olisi mah-
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dollista myos ennustaa nykyinen kuukausi tai kvartaali ensin loppuun, jonka en-
nustusta kaytettaisiin virittamisen osana. Tama monimutkaistaisi ja hidastaisi en-
nustusten tuottamista ja tarkkuuksien analysoimista huomattavasti. Historiatiedon
vahimmaisvaatimuksen ollessa kolme vuotta eli 36 kuukautta oletetaan ettei vii-
meisen kuukauden myyntitiedolla ole suuri vaikutus mallin tuottamiin ennusteisiin.
Kvartaaliennustuksia tehdessa viimeisen kvartaalin osuus kolmen vuoden kvartaa-
leista on suurempi.
4.2.2 Virityspituus
Viritysosa on myyntihistorian osa, jota kaytetaan ennustuksessa kaytettavan mal-
lin muodostamiseen. Virityspituus ilmoittaa viritysosan pituuden, joka ilmoitetaan
usein samana yksikkona kuin ennustettava ajanjaksokin. Kaytetylla ennustusohjel-
malla on vahintaan kolmen vuoden yhtajaksoisen historiatiedon vahimmaisvaatimus
ennen kuin se pystyy tuottamaan ennusteita.
Virittamiseen kaytettavan datan pitaisi kuvata mallinnettavaa systeemia mahdolli-
sen tarkasti. Saatavilla olevan historiatiedon alkupaan markkinoiden toiminta saat-
taa olla hyvinkin erilaista kuin loppupaan, jolloin valittavalla viritysosalla voi olla
suuri vaikutus saataviin ennusteisiin.
jjforecast-paketti kayttaa oletuksena kaikkea paitsi viimeista vajaata kuluvaa kuu-
kautta tai kvartaalia mallinnukseen. Viritysosan loppupaa paattyy ennustushetkella
viimeiseen tayteen kuukauteen tai kvartaaliin, jota ennusteita simuloitaessa liikute-
taan analysointijakson yli. Viritysosan alkupaa maarataan virityspituus-parametrilla
loppupaasta taysina ajanjaksoina. Virityspituuden vaikutusta saataviin ennustetark-
kuuksiin tutkitaan kaymalla lapi kaikki mahdolliset virityspituudet.
4.2.3 Ennustus ja tulostenkasittely
Todelliseksi ennustuspituudeksi muodostuu kaksi kuukautta silla kuluvaa vajaata
kuukautta ei voida kayttaa mallinnuksessa. Kaytetty ennustusohjelma ilmoittaa
pyydettaessa ennusteen todennakoisyyden keskiarvon lisaksi sisaisen mallin tark-
kuuden (Eng. Condence Interval), jota ei kayteta tarkkuuden analysoinnissa. Eril-
lisessa tarkkuuden simuloinnissa kaytetaan ohjelman antamaa ennusteen keskiarvoa.
Ohjelman ennuste korjataan nollaksi mikali se on negatiivinen myyntilukujen kor-
jauksien vuoksi. Ennustetarkkuuden simuloinnissa Arima-x11-ohjelmaan syotetaan
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kaikki mahdolliset ennustukset kaikilla mahdollisilla virityspituuksilla ja kerataan
tulokset myohempaa analysointia varten talteen. Normaalissa ennustustilanteessa
pyydetyt ennusteet tulostuvat naytolle jatkokasittelya varten.
4.2.4 Loppuvuoden ennusteen toteutus
Kuluvan vuoden kokonaismyynnin ennustaminen on jaettu tunnettuun ja ennustet-
tuun osaan. Tunnettu osa voidaan laskea annetun datan kokonaisista kuukausis-
ta ennen ennustushetkea. Ennustettu osa ennustetaan kuukausiennustamalla aset-
tamalla ennustehorisontti vastaamaan loppuvuoden pituutta sisallyttaen nykyisen
kuluvan kuukauden.
Lopullinen vuoden kokonaismyynnin ennuste muodostuu ennustettujen jakaumien
keskiarvojen ja tunnetun osan summasta. Taman tavan ennustetarkkuutta ei ole
analysoitu suuren epatarkkuuden vuoksi. Ennustetarkkuus paranee loppuvuotta koh-
ti ennustettavan osan pienentyessa ja tunnetun osa suurentuessa.
4.3 Tarkkuusmittarien valinta
Tarkkuusmittarin valinta vaikuttaa oleellisesti vaikutelmaan ennustejarjestelman
hyvyydesta ja toimivuudesta. Simuloidun tarkkuusmittauksen tarkoitus on mita-
ta kuinka tarkkoja kuukausi- ja kvartaaliennusteet ovat ja paranevatko ennustetark-
kuudet virityspituutta lisatessa. Virityspituuden vaikutusta ennusteiden tarkkuu-
teen mitataan vaihtelemalla virityspituutta arvosarjoittain. Numeerisiksi tarkkuu-
den mittareiksi valitaan et, CEn, ABBt ja MABBn mittarit (Kaavat 4.1- 4.4), parem-
man kasityksen muodostamiseksi vain yhteen mittariin verrattuna.
Yrityksen ennustuksien tarkkuusvaatimukset ovat ilmoitettu mittarilla ABBt, jonka
avulla voidaan verrata yksittaista ennustusta Ft vastaavaan todelliseen myyntiin Yt.
ABBt =
Todellinen myynti
Ennustettu myynti
 100 = 100Yt
Ft
(4.1)
Jotta voitaisiin tarkastella ennustustavan toistuvaa tarkkuutta, taytyy mittarina
kayttaa jotakin arvosarjoja vertaavaa mittaria. Tahan kaytetaan ABBt mittarin kes-
kiarvoa MABBn, missa n on verrattavien arvosarjojen pituus. Mikali ennustevirheet
ovat symmetrisia mittarilla ABBt ja/tai nolla niin mittari MABBn nayttaa taydellista
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100% tarkkuutta. Mittarin kaytto on perusteltua silla sen perusversio, ABBt, on yri-
tyksessa sisaisesti tuttu ja ennustetarkkuusvaatimukset ovat annettu sen avulla.
MABBn =
1
n
nX
t=1
ABBt =
100
n
nX
t=1
Yt
Ft
(4.2)
Akateemisen vertailtavuuden vuoksi valitaan toiseksi mittariksi MAPEn, joka on yksi
yleisimmin kaytettyista mittareista (Taulukko 3.1). Keskimaarainen absoluuttinen
virhe on nolla mikali ennusteet ovat taydellisia. Tama mittari ei erottele MABBn
tapaan onko toteutunut ollut ennustetta suurempi vai pienempi.
MAPEn =
100
n
nX
t=1
jYt   Ftj
Yt
(4.3)
Ennustetarkkuuksia tarkastellessa ilmeni suurimpien prosentuaalisten virheiden tu-
levan maihin, joissa on suhteellisesti pieni ja vaihteleva myyntimaara. Tasta syysta
kolmanneksi tarkkuusmittariksi on lisatty euromaarainen ennustevirhe et tarkastelu-
jakson ajalta ja sen kumulatiivinen summa CEn tarkkailujakson ajalta. Nain voidaan
arvioida kuinka merkittava kyseinen ennustettavuustarkkuus on euromaaraisesti ja
kumoavatko virheet euromaaraisesti toisensa.
et = Yt   Ft (4.4)
CEn =
nX
t=1
et (4.5)
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4.4 Tarkkuuksien simulointi ja esitys
Simuloinnin analysijaksoiksi valitaan 8 kvartaalia kvartaaliennusteille ja 12 kuukaut-
ta kuukausiennusteille laskettuna viimeisesta kokonaisesta yksikosta (Kuva 4.2).
Virityspituutta muutetaan mitatessa sen vaikutusta tarkkuuteen. Muulloin se alkaa
aina datan alusta ja loppuu viimeiseen tayteen yksikkoon ennen ennustetta.
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Kuva 4.2 Analysointiosan ennustuksien tarkkuuden muuttumista virityspituuden funk-
tiona voidaan tarkastella laskemalla ennustukset eri virityspituuksilla. Analysointiosan pi-
tuus on kuukausiennustuksille 12 kuukautta ja kvartaaliennustuksille 8 kvartaalia.
Tarkkuusmittarien, virityspituuden ja analysointijakson valintojen jalkeen voidaan
saatavista tarkkuuksista muodostaa graanen esitystapa. Valitaan kolme eri tark-
kuusgraaa (Kuvat 4.3- 4.5) jokaista ennustettavaa sarjaa kohden. Nain voidaan
tarkastella kaytetyn ennustusmallin vahvuuksia ja heikkouksia erityyppisissa sar-
joissa.
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Euromaaraisista ennustusvirheista et = Yt   Ft nakee analysointijakson aikaiset
yksittaiset ennustevirheet (Kuva 4.3). Kuvan ylapuolelle on laskettu kumulatiivi-
nen ennustevirhe CEn, josta nahdaan kuinka symmetrisesti virheet asettuvat nollan
molemmille puolille. Tasta tiedosta saattaa olla hyotya esimerkiksi budjetoinnis-
sa. Kuvan oikealla on box-plot, joka antaa toisen nakokulman ennustustarkkuuden
jakaumaan euromaaraisesti. Box-plotin keskimmainen arvo on mediaani.
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Kuva 4.3 Ennustetarkkuus et- ja CEn-mittareiden seka box-plotin avulla mitattuna ana-
lysointijakson aikana. Ennustusvirhe on mitattu kuvan 4.2 tilanteesta.
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Yhtion sisaisen tarkkuusmittarin ABBt avulla voidaan tarkastella yksittaisien ennus-
tusvirheiden suuruutta tarkastelujakson aikana, joista on laskettu keskiarvo MABB ku-
van paalle. Box-plot oikeassa reunassa kuvaa virhejakaumaa ABBt asteikolla. Taman
kuvan perusteella voidaan tarkastella virheiden keskinaista suuruutta, niiden keski-
ja mediaaniarvoja ja vertailla niita annettuihin tarkkuusvaatimuksiin (Taulukko
4.1).
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Kuva 4.4 Ennustetarkkuus ABBt-ja MABB-mittareiden seka box-plotin avulla mitattuna
analysointijakson aikana. Ennustusvirhe on mitattu kuvan 4.2 tilanteesta.
Analysointijakson tarkkuuden muuttumista virityspituuden funktiona tarkastellaan
MABBn ja MAPEn mittareiden avulla (Kuva 4.5). Pisteisiin on sovitettu trendi, jota voi
kayttaa apuna tarkkuuden suunnan tulkitsemisessa. Taman kuvan perustella voi-
daan analysoida kahden mittarin avulla miten tarkkuus muuttuu analysointijakson
aikana, jos kaytetaan eri pituuksia historiaa viritykseen. MABBn-mittarin taydellinen
tarkkuus on 100% ja MAPEn-mittarin 0%. Simuloiduissa ennustetarkkuuksissa voi jo-
ko olla selva trendi tarkkuuden muuttumisesta tai sitten ei. Kuvan 4.5 esimerkissa ei
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ole selvia trendeja kummallakaan mittarilla mitattuna, joka on ymmarrettavaa en-
nustettavan sarjan ollessa paivittaisesta satunnaiskulkusarjasta kuukausittain sum-
mattu sarja. Kolmen vuoden jalkeen lisatylla historiatiedolla mallin tuottamat en-
nustetarkkuudet eivat juuri muutu. Huomattavaa on etta mittarien trendit eivat
valttamatta kulje samaan suuntaan ja toisen tarkkuuden parantuessa toinen huo-
nontuu.
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Kuva 4.5 Ennustetarkkuuden muutos virityspituuden funktiona mitattuna MABB12- ja
MAPE12-mittareilla analysointijakson aikana. Virityspituus on laskettu ennustettavaa kuu-
kautta edeltavasta kuukaudesta taaksepain. Ennustusvirhe on mitattu kuvan 4.2 tilantees-
ta.
Kaytettavalla ennustuskoneistolla on vahintaan kolmen vuoden vahimmaisvaatimus
historiatiedolle, joten ennustuksia saadaan aikaisintaan 36 kuukauden virityspituu-
della. Todellisista myyntiluvuista ennusteita simuloitaessa tama raja vaikuttaa usein
olevan 50 kuukauden lahettyvilla, joka nakyy myos esimerkkitilanteessa kuvassa 4.5.
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5. ANALYYSI
Kaikkien pyydettujen kuukausi ja kvartaaliennusteiden tarkkuudet ovat simuloitu
ja mitattu esimerkin (Liite ??) tavoin. Loppuvuoden ennusteiden tarkkuutta ei ole
tutkittu suuren epavarmuuden vuoksi. Luvussa analysoidaan simulointien tulokset.
5.1 Kuukausiennusteet
Kaiken myynin kuukausiennustuksien tarkkuus oli 2015/6 - 2016/5 tarkasteluvalilla
mean12(abb)-mittarilla 99:24% jamape12-mittarilla 6:64% (Taulukko 5.1). Yksittaiset
kuukausiennustetarkkuudet vaihtelivat mittarilla abb valilla 82   108%. Ennustus-
tarkkuus ei muutu selvasti virityspituuden funktiona mittarilla mean12(abb). Viri-
tyspituuden lisaaminen tuotti tasaisesti hieman paremman ennustustuloksen mit-
tarilla mape12 vertailujakson aikana. Yrityksen tarkkuusmittarin abb kahdentois-
ta kuukauden keskiarvo mean12(abb) on hyvin lahella taydellista 100% tarkkuut-
ta. Luku kertoo ennustusvirheiden kumoavan toisensa hyvin vertailujaksolla kysei-
sella mittarilla. Ennakkovaatimuksena kaiken myynnin kuukausiennustustarkkuu-
delle oli abb-mittarilla 80%, joka toteutui niin keskiarvollisesti kuin kaikissa yk-
sittaistapauksissakin. Koska riippuen mittarista tarkkuus joko hieman parani tai ei
juuri muuttunut virityspituutta lisattaessa, voidaan olettaa muutaman seuraavan
kuukauden ennusteen tarkkuuden olevan samaa luokkaa tai jopa hieman edellisia
tarkempi. Kaiken saatavilla olevan historian kaytto on perusteltua molemmilla mit-
tareilla, jotta saataisiin mahdollisimman tarkka ennuste.
Kuukausiennustuksien tarkkuudet neljalle eri kavavalle olivat mean12(abb) mittarilla
99:58  112:63% valilla ja mape12-mittarilla 9:66  23:86% valissa (Taulukko 5.1).
Yksittaisien kuukausien tarkkuudet vaihtelivat abb-mittarilla valilla 58  200%. En-
nakkovaatimuksena tarkkuudelle oli abb = 70%, joka taytyy keskiarvollisesti mitta-
rilla mean12(abb) kaikissa neljassa kanavassa tarkastelujakson 12 kuukauden aikana.
Ensimmainen kanava tayttaa vaatimukset jokaisena kuukautena. Toisessa kanavas-
sa kolme ennustetta saivat vaatimuksen ulkopuolisen tarkkuuden abb = 64%; 170%
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Taulukko 5.1 Kuukausiennustuksien toteutunut tarkkuus ajalta 2015/6 - 2016/5 kaikelle
myynninnille ja jaoteltuna neljalle eri kanavalle.
Data mean12(abb) mape12
Kaikki 99.24 6.64
Kanava 1 101.63 9.66
Kanava 2 112.85 18.70
Kanava 3 100.14 16.84
Kanava 4 99.58 23.86
ja 200% tarkkailujakson aikana. Kolmannessa kanavassa oli yksi ennuste vaatimus-
ten ulkopuolella arvolla 58% . Neljannessa kanavassa kaksi ennustetta ei tayttanyt
vaatimusta arvoilla 59% ja 61%.
Ensimmaisen kanavan ennusteiden tarkkuushajonta pienenee mean12(abb)-mittarilla
ja lahenee taydellista mean12(abb) = 100% tarkkuutta virityspituutta lisatessa. Mit-
tari mape12 saa arvoja 10%:n laheisyydessa virityspituuden vaihtamisesta huolimat-
ta. Koska mittarista riippuen ennustetarkkuus joko paranee tai ei muutu viritys-
pituutta lisattaessa, on perusteltua kayttaa kaikkea saatavilla olevaa historiatietoa
viritykseen.
Toisen kanavan tarkkuus mean12(abb)-mittarilla huononee 80-kuukauden jalkeen vi-
rityspituutta lisatessa. mape12-mittarin tarkkuus heikkenee noin 70 kuukauden vi-
rityspituuden kohdalla mutta saa arvoja 18   20%. Naiden kahden tuloksen perus-
teella mahdollisimman lyhyen, noin 50  60 kuukauden, virityspituuden kaytto olisi
perusteltua.
Kolmannen kanavan mean12(abb)-mittarin tarkkuus lisaantyy tasaisesti virityspi-
tuutta kasvatettaessa. mape12-mittari puolestaan huononee tasaisesti. Mittarien tark-
kuuden trendien ollessa vastakkaiset ei voida antaa yksiselitteista ohjetta virityspi-
tuuden valintaan. Talloin ennustajan taytynee arvioida kumpi mittari olisi oleelli-
sempi ennustetuloksien hyodyntajan kannalta.
Neljannen kanavan kohdalla molemmat mittarit saavat epatarkimmat arvonsa aivan
alussa noin 50 kuukauden kohdalla ja 80 kuukauden kohdalla. Kaytettaessa kaikkea
virityspituutta mean12(abb) on hyvin lahella 100% jolloin mape12 saa arvoja 24%
laheisyydessa. Kaiken historiatiedon kaytto on perusteltua.
Heinakuulle 2016 saatavia kuukausiennustuksia oli yhteensa 76 kappaletta, joka tar-
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koittaa etta 75 % maista sisalsi tuolloin riittavasti mallinnettavaa kuukausittaista
myyntihistoriatietoa. Maiden ennustustarkkuuksia pystyi mittaamaan mean12(abb)
mittarilla 57 kappaletta ja mape12 mittarilla 49 kappaletta (Taulukko 5.2). Mai-
den kuukausiennustetarkkuudet vaihtelivat suuresti - osa maista on ennustettavissa
hyvalla tarkkuudella ja osa ei. Ennustusvirheita prosenttijohdannaisilla mittareil-
la tarkasteltaessa pienimman myynnin maissa on usein suurimmat ennustusvirheet.
Ennakkovaatimus oli abb = 50  60%, joka toteutui mean12(abb)-mittarilla 41   42
maassa (Taulukko 5.2).
Taulukko 5.2 Kuukausiennustuksien toteutunut tarkkuus ajalta 2015/6 - 2016/5 mait-
tain.
mean12(abb) maita mape12 maita
95  X  105 6 0  X  5 0
90  X  110 14 0  X  10 0
80  X  120 21 0  X  20 1
70  X  130 33 0  X  30 3
60  X  140 41 0  X  40 12
50  X  150 42 0  X  50 19
40  X  160 45 0  X  60 20
30  X  170 48 0  X  70 20
20  X  180 50 0  X  80 22
10  X  190 51 0  X  90 24
0  X  200 51 0  X  100 28
Maiden kuukausiennustetarkkuuksien muutos virityspituuden funktiona on mitta-
rilla mean12(abb) kuvassa 5.1 ja mape12 mittarilla kuvassa 5.2. Molemmissa ku-
vissa nakyy 49 kuukauden virityspituuden kohdalla porrasmainen tarkkuudenmuu-
tos, joka muodostuu usean maan saadessa vasta tuolla virityspituudella 3 vuotta
yhtajaksoista historiatietoa tayteen.
Mittarillamean12(abb) maiden tarkkuuksien keskiarvot ovat noin 110% laheisyydessa
riippumatta virityspituudesta (Kuva 5.1). Virhejakaumien puolikas suurempaan
pain ulottuu logaritmisella y-akselilla noin 200% laheisyyteen. Toinen puolikas ulot-
tuu noin 30% laheisyyteen riippuen virityspituudesta. Jakaumien ulkopuoliset vir-
heet alkavat noin 300% laheisyydesta ylospain. Tallaisiin suuriin ennustusvirheisiin
ei nayta testijaksolla vaikuttavan virityspituus. Katsottaessa kaikkien maiden ennus-
tetarkkuuksien kayttaytymista muutettaessa virityspituutta ei voida sanoa etta vi-
rityspituus oleellisesti sita muuttaisi vaikka nain saattaakin yksittaistapausten koh-
dalla olla.
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Kuva 5.1 Maakohtaisten kuukausiennusteiden tarkkuuden muutos virityspituuden funk-
tiona mean12(abb)-mittarilla.
Mittarilla mape12 maiden kuukausiennusteiden virheiden mediaaniarvot ovat lahella
100% (Kuva 5.2). 49 kuukauden virityspituuden kohdalla oleva porras johtuu myos
useamman maan kolmen vuoden historiatiedon vahimmaisvaatimuksen tayttymista
kyseisella kohdalla. Tarkin kuukausiennustustarkkuusjakaumien neljannes saa arvo-
ja 15   40% laheisyydessa riippuen kaytetysta virityspituudesta. Kuvasta nahdaan
etta yleisesti ottaen maittain kuukausiennustettaessa virheprosentit ovat mape12-
mittarilla suuria ja noin kolme neljasta ennusteesta tuottaa yli 40 prosentin virheen.
Huonoin tarkkuusneljannes saa arvoja 200 ja 500 prosentin valista.
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Kuva 5.2 Maakohtaisten kuukausiennusteiden tarkkuuden muutos virityspituuden funk-
tiona mape12-mittarilla.
5.2 Kvartaaliennusteet
Kvartaaliennustuksien tarkkuuksien analysointiaika on kahdeksan kvartaalia 2014/Q2
- 2016/Q1.
Tarkasteluajan kvarttaaliennustuksien tarkkuus kaikelle myynnille oli mean8(abb) =
101:97% ja mape8 = 5:49% (Taulukko 5.3). Yksittaisien kvartaalien ennustetark-
kuudet tuona aikana olivat abb = 92  115% valilla, jotka kaikki tayttavat ennakko-
vaatimuksen abb = 90%. Virityspituuden kasvattaminen ei kasvattanut testijaksolla
tarkkuutta enaa 25 kvartaalin jalkeen. Talloin tarkkuus asettui mape8 = 5  6% ja
mean8(abb) = 102% valille. Kaiken myyntihistorian kaytto on perusteltua vaivatto-
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muutensa puolesta vaikka tarkkuuteen silla ei testijakson aikana ollut vaikutusta.
Taulukko 5.3 Kvartaaliennustuksien toteutunut tarkkuus ajalta 2014/Q2 - 2016/Q1
kaikelle myynninnille ja jaoteltuna neljalle eri kanavalle.
Data mean8(abb) mape8
All 101.97 5.49
Kanava 1 106.98 11.35
Kanava 2 95.91 15.18
Kanava 3 92.09 23.13
Kanava 4 101.22 4.49
Kanavittain ennustettaessa testijakson tarkkuudet vaihtelivat valilla mean9(abb) =
92:09 106:98% ja mape8 = 4:49 23:13% (Taulukko 5.3). Yksittaisien kvartaalien
tarkkuudet vaihtelivat kokonaisuudessaan valilla abb = 62  141.
Ennakkovaatimusta kanavien kvartaaliennustuksille ei ollut mutta esimerkiksi abb =
80% tarkkuuteen kahdeksan kvartaalin vertailuaikana paasi ensimmainen kavana
jokaisella ennustuksella tarkkuuksilla abb = 89  130%. Toisen kanavan abb = 70 
141% tarkkuuksista yksi ennuste alitti 80% vertailutarkkuuden arvolla abb = 70%.
Kolmannen kavanan abb = 62   119% tarkkuuksista kaksi ennustetta jai alle 80%
tarkkuuden tuloksilla 62 ja 72. Neljannen kanavan tarkkuudet vaihtelivat valilla
abb = 89 111% , joten ne olivat kaikki tarkempia kuin tarkkuusvattimus abb = 80%.
Ensimmaisen kanavan ennusteet saivat arvoja mean8(abb) = 102  110% valilla vi-
rityspituutta muutettaessa. Tarkimmat ennusteet olivat 25 kvartaalin jalkeen tark-
kuudella mean8(abb) = 106 108% ja mape8 = 11 12%. Testijakson aikana kaiken
myyntihistorian kaytto ennustukseen on perusteltua.
Toisen kanavan ennustetarkkuudet saivat arvoja mean8(abb) = 91:3  104:1% testi-
jaksolle virityspituutta muutettaessa. Tarkimmat ennustukset olivat noin 25 kvar-
taalin jalkeen tarkkuuksilla mean8(abb) = 96% ja mape8 = 14:8. Ennusteet tarken-
tuivat virityspituutta lisatessa, joten kaiken myyntihistorian kaytto on suosistelta-
vaa.
Kolmannen kanava ennustetarkkuudet saivat arvoja mean8(abb) = 95   178% eri
virityspituuksilla. Tarkimmat ennusteet syntyivat yli 28 kvartaalin myyntihistorian
kaytolla mittarilla mean8(abb). Talloin ennustetarkkuudet olivat noin 95%. mape8
mittarilla virheet nousivat 16  23 tasaisesti historiaa lisatessa. Suositeltava viritys-
historian pituus riippu kaytettavasta tarkkuusmittarista eika ole yksiselitteinen.
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Neljannen kanavan ennustetarkkuudet saivat arvoja mean8(abb) = 94:2 102:8. Mo-
lemmilla mittareilla 25 kvartaalin jalkeen lisatty virityspituus tarkensi ennusteita.
Kaikella historiatiedolla mean8 paatyi 101:2% tarkkuuteen ja mape8 neljaan prosent-
tiin. Kaiken myyntihistorian kaytto oli perusteltua, jotta testidatalla sai tarkimmat
tulokset.
Kvartaalille 2016 Q3 saatavia maakohtaisia ennusteita oli yhteensa 80 kappaletta,
joka tarkoittaa etta 79% maista sisalsi riittavasti mallinnettavaa kvartaalittaista
myyntihistoriaa. Maiden ennustarkkuutta pystyi arvioimaan mean12(abb) mittarilla
64 kappaletta ja mape8 mittarilla 66 kappaletta (Taulukko 5.4).
Taulukko 5.4 Kvartaaliennustuksien toteutunut tarkkuus ajalta 2014/Q2 - 2016/Q1
maittain.
mean12(abb) maita mape12 maita
95  X  105 6 0  X  5 0
90  X  110 14 0  X  10 0
80  X  120 21 0  X  20 1
70  X  130 33 0  X  30 3
60  X  140 41 0  X  40 12
50  X  150 42 0  X  50 19
40  X  160 45 0  X  60 20
30  X  170 48 0  X  70 20
20  X  180 50 0  X  80 22
10  X  190 51 0  X  90 24
0  X  200 51 0  X  100 28
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Maiden kvartaaliennustusten tarkkuudella ei ollut ennakkovaatimusta. Esimerkiksi
mean8(abb) = 60   70% tarkkuuteen ylsi 33   41 maata (Taulukko 5.4). Kaik-
kien maiden kvartaaliennustuksia tarkastellessa ennustustarkkuus asettuu lopulli-
seen tarkkuuteensa molemmilla mittareilla noin 18 kvartaalin virityspituuden jalkeen
(Kuvat 5.4 ja 5.3).
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Kuva 5.3 Maakohtaisten kvartaaliennusteiden tarkkuuden muutos virityspituuden funk-
tiona mean8(abb)-mittarilla.
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Kuukausiennustuksien tapaan maittain ennustettaessa on suuria tarkkuuseroja eri
maiden valeilla ja jokaisen maan soveltuminen ennustamiseen taytyy tarkastella erik-
seen. Pisimmalla 32 kvartaalin virityspituudella kaikista maista puolet ovat tarkkuu-
den mean8(abb) = 100   180% ja mape8 = 40   80% sisalla. Tarkin neljannes saa
tuolloin ennustuksia tarkkuudella mape8 = 9  40% (Kuva 5.4).
16 18 20 22 24 26 28 30 32
10
20
50
10
0
20
0
50
0
10
00
20
00
virityspituus [Q]
m
a
pe
8
Kuva 5.4 Maakohtaisten kvartaaliennusteiden tarkkuuden muutos virityspituuden funk-
tiona mape8-mittarilla.
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6. TULOKSET
Tyossa tutkittiin miten tilastollisten ennusteiden tarkkuutta voidaan mitata ja mi-
ten ennustemallin viritykseen kaytetty historianpituus vaikuttaa saataviin tarkkuuk-
siin. Tutkimusta varten paadyttiin virittamaan Arima x11-ennustemalli tuottamaan
ennusteita (Kuva 6.1). Malli jakaa annetun myyntihistorian kausi-, trendi- ja sa-
tunnaiskomponentteihin, joiden avulla ennusteet muodostetaan.
R::jjforecast
X11 ARIMA
Kuukausi-, kvartaali- vai vuosiennuste?
Kaikelle, maakohtaisille vai kanavakohtaisille myynnille?
Sisaan:
Myyntihistoria.xlsx
Ulos:
Myyntiennusteet
Kuva 6.1 Ennustusjarjestelman toiminnallinen rakenne. Sisaantulona toimii annet-
tu *.xlsx -tiedosto, josta lasketaan valitut ennusteet naytolle. Taustalla ennustuskonee-
na kaytetaan X11-Arima -ennustusohjelmaa. Kayttaja valitsee halutun ennustusjakson
seka kohteen. jjforecast toimii tulkkina kayttajan ja ennustusohjelman valilla hoitaen da-
tankasittelyn.
Tarkkuuden tilastollista mittaamista varten paadyttiin 12 kuukauden analysointi-
jaksoon kuukausiennusteille ja 8 kvartaalin analysointijaksoon kvartaaliennusteil-
le (Kuva 6.2). Kyseisten jaksojen aikana tutkittiin ennustetun sarjan ja todellisen
myyntihistorian valista eroa. Jokaisen ennusteen tuottamiseen kaytettiin vain kysei-
sella hetkella saatavissa olevaa historiatietoa. Ennustetarkkuuden muutosta viritys-
pituuden funktiona tarkasteltiin ennustamalla kayttaen kaikkia mahdollisia viritys-
pituuksia (Kuva 6.2) ja tarkastelemalla analysointijakson aikaisia ennustevirheita.
Ennustesarjan ja todellisen myynnin valisen virheen mittaamiseen on kaytettavissa
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Kuva 6.2 Analysointiosan ennustuksien tarkkuuden muuttumista virityspituuden funk-
tiona voidaan tarkastella laskemalla ennustukset eri virityspituuksilla. Analysointiosan pi-
tuus on kuukausiennustuksille 12 kuukautta ja kvartaaliennustuksille 8 kvartaalia.
monia mittareita. Jokainen mittari nayttaa vain yhden nakokulman virheen luon-
teeseen, joten paadyttiin kayttamaan useampaa mittaria paremman yleiskuvan luo-
miseksi. Yrityksen prosenttijohdannaisen mittarin (Kaava 6.1) kaytto helpottaa
tulosten vertailua sisaisesti.
ABBt =
Todellinen myynti
Ennustettu myynti
 100 = 100Yt
Ft
(6.1)
Mittari MABBn (Kaava 6.2) on mittarin ABBt tuottamien tarkkuuksien keskiarvo ana-
lysointijakson aikana. Nain tarkkuus voidaan ilmaista yhtena lukuna, jota voidaan
verrata muihin samalla tavalla saatuihin tarkkuuksiin.
MABBn =
1
n
nX
t=1
ABBt =
100
n
nX
t=1
Yt
Ft
(6.2)
Akateemisena mittarina kaytettiin yhta eniten kaytetyista mittareista, absoluuttista
prosentuaalista virhetta MAPEn (Kaava 6.3), jota kaytetaan analysointijakson aikana
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tapahtuvien virheiden ilmaisemiseen yhdella luvulla.
MAPEn =
100
n
nX
t=1
jYt   Ftj
Yt
(6.3)
Euromaarainen virhe et, seka sen kumulatiivinen summa kertovat kuinka merkittava
ennustevirhe on esimerkiksi budjetoinnissa ja kumoavatko virheet toisensa analy-
sointijakson aikana.
CEn =
nX
t=1
et = Yt   Ft (6.4)
Valittuja numeerisia mittareita kayttaen on muodostettu kolme tarkkusgraaa esittamaan
ennustetarkkuus. Esimerkin satunnaiskululla muodostetulle myyntihistorialle (Ku-
va 6.2) on muodostettu ennustetarkkuus samalla tavalla kuin kaikille ennustet-
taville myyntihistorioille (Kuva 6.3). Vasemman puoleiseen graain on sijoitet-
tu euromaaraiset virheet analysointijakson aikana. Keskimmainen graa kuvaa yk-
sittaiset ennustetarkkuudet ja niiden keskiarvon yrityksen sisaisella tarkkuusmitta-
rilla. Oikeanpuoleinen graa kuvaa tarkkuuden muuttumista virityspituuden funk-
tiona MAPEn ja MABBn mittareiden avulla. Satunnaiskulun ennustamisen tarkkuudes-
ta ja virheen suuruudesta nakee jarjestelman yleisen suoritustason. Satunnaisku-
lun ennustustarkkuus on valitusta virityspituudesta riippuen MAPE12 = 4   6% ja
MABB12 = 98:5   101:5%. ABBt -mittari sai arvoja 93   108% valilla 12 kuukauden
analysointijakson aikana.
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Talla tavoin suoritetut ennustamiset ja mittaukset tayttivat yrityksen ennakkovaa-
timukset (Taulukko 6.1) koko myynnin ennustamisessa kaikissa tapauksissa, ka-
navittain tehdyissa ennusteissa 88% taytti odotukset ja maittain tehtavista kuu-
kausiennusteista tayttivat 55% ennakko-odotukset (Taulukko 6.2).
Taulukko 6.1 Ennustusjarjestelmalle asetetut tarkkuusvaatimukset ABBt-mittarilla (Kaa-
va 6.1). Sulkeissa olevat tarkkuudet ovat lisatty analyysia varten eivatka siten ole virallisia
vaatimuksia.
Data
Kaikki Kanavat Maat Ennusteaika
80% 70% 50-60% Kuukausi
90% [80%] [60-70%] Kvartaali
- - - Loppuvuosi
Taulukko 6.2 Yksittaisien ennustusten suoriutuminen tutkimuksessa esitellylla mene-
telmalla mitattuna ABBt-mittarilla (Kaava 6.1) suhteessa annettuihin tarkkuusvaatimuk-
siin (Taulukko 4.1). Analysointiaika tarkkuuden mittaamista varten on kuukausiennus-
teille vuosi ja kvartaaliennusteille kaksi vuotta. Sulkeissa oleviin suoriutumisprosentteihin
ei ollut saatavissa lahtovaatimusta, joten arvot ovat laskettu kuvitteellisista vaatimuksista.
Data
Kaikki Kanavat Maat Ennusteaika
100% 88% 55% Kuukausi
100% [91%] [41%] Kvartaali
- - - Loppuvuosi
Virityspituuden valinnasta ei voida saatujen tuloksien perusteella antaa yksiselit-
teista ohjetta kaytetylle datalle. Saatavat tarkkuudet eivat kaytetyilla mittareilla
kokonaisuudessaan parane tai heikkene virityspituutta muutettaessa. Sen sijaan sar-
joja yksittain tutkittaiessa osan ennusteet tarkentuivat, osan heikentyivat ja osaan ei
vaikuttanut ollenkaan virityspituuden muutokset. Osaan sarjoista kaytetyt mittarit
nayttivat ristikkaisia tuloksia.
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7. YHTEENVETO
Tyon tarkoituksena oli sovittaa Arima x11 -malli myynnin ennustamiseen ja tutkia
kuinka tarkkoihin ennusteisiin sen oletusasetuksilla avulla paastaan. Tutkittavat en-
nusteet olivat kuukausi-, kvartaali- ja loppuvuosiennusteet kaikelle, kanavittaisille
ja yksittaisille maille. Kuukausittain tehtavien loppuvuosiennusteiden tarkkuutta ei
mitattu eika analysoitu suuren hajonnan vuoksi. Mallin ennustetarkkuuksia verrat-
tiin arvioituihin ennustetarkkuuksin usealla eri tarkkuusmittarilla. Lisaksi tutkittiin
mallin viritykseen kaytetyn historiatiedon pituuden vaikutusta saataviin ennnuste-
tarkkuuksiin.
Ennustetarkkuuden mittaamista varten rakennettiin erillinen simulointijarjestelma,
joka simuloi ennustusjarjestelman tuottamia ennusteita ja mittaa virhetta maaritellyin
mittarein. Ennustamisessa ja sen tarkkuuden mittaamisessa tehtavien valintojen
vuoksi ei aina ole yksiselitteista kuvastaako saatava ennustetarkkuus mallin, mallin-
tajan vai mittaajan etevyytta. Arvioitaessa mallin sopivuutta suunniteltuun kaytto-
tilanteeseen taytyy kiinnittaa huomiota tarkkuusmittarin valintaan silla yhden pa-
rantuessa toinen saattaa huonontua.
Tassa tutkimuksessa esitetyn simulointitavan perusteella Arima x11 - malli taytti
annetut vaatimukset taulukon 7.1 mukaisesti. Kuukausi ja kvartaaliennusteet kai-
Taulukko 7.1 Yksittaisien ennustusten suoriutuminen tutkimuksessa esitellylla mene-
telmalla mitattuna ABBt-mittarilla (Kaava 4.1) suhteessa annettuihin tarkkuusvaatimuk-
siin (Taulukko 4.1). Analysointiaika tarkkuuden mittaamista varten on kuukausiennus-
teille vuosi ja kvartaaliennusteille kaksi vuotta. Sulkeissa oleviin suoriutumisprosentteihin
ei ollut saatavissa lahtovaatimusta, joten arvot ovat laskettu kuvitteellisista vaatimuksista.
Data
Kaikki Kanavat Maat Ennusteaika
100% 88% 55% Kuukausi
100% [91%] [41%] Kvartaali
- - - Loppuvuosi
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kelle myynnille tayttivat ennakko-odotukset koko analysointijakson ajan. Pienen-
nettaessa ennustusaluetta myos tarkkuudet ja suoriutuminen ennakko-osotuksiin
nahden huonontui.
Numeeriseen tarkkuuslukemaan vaikuttavat ainakin valittu matemaattinen malli,
sen sovittajan aihealueen osaaminen, tarkkuusmittarin valinta, tarkkuusmittauk-
sien suorittaminen seka itse ennustettavan datan saannollisyys. Naista syista joh-
tuen taman tyon tarkkuusmittarien lukemista ei voida tehda suoria johtopaatoksia
kaytetyn mallin hyvyydesta verrattuna toisissa tutkimuksissa kaytettyihin malleihin
ja niiden tarkkuuksiin. Jotta mallien sopivuutta kayttotilanteeseen voitaisiin verra-
ta, taytyisi ne virittaa yksitellen samalle datalle ja mitata niiden suoriutuminen
samalla tavoin.
Prosenttijohdannaisilla MAPE- ja MABB- mittareilla suurimmat ennustevirheet syn-
tyivat pienimpien ja vaihteleviempien myyntimaarien ennustamisessa. Suurempaa
kokonaisuutta ennustettaessa myos prosentuaaliset myyntimaaran muutokset ovat
usein pienempia, joka voi olla osasyy kaytetyn mallin niissa paremmin suoriutumi-
seen.
Euromaaraisen virheen kumulatiivisen summan avulla pystyi arvioimaan MAPE- ja
MABB- mittarien ennustusvirheen merkitsevyytta ja kumoavatko virheet euromaaraisesti
toisensa analysointiaikana. Ennustettavissa sarjoissa ei kokonaisuutena ollut selvaa
ennusteiden yli- tai alisuoriutumista analysointiajalla, joten tilanne taytyy tarkastaa
sarjakohtaisesti simulointituloksista.
Mikali historiallinen data ei kuvaa enaa nykyista toimialaa riittavasti, voi olla etta
pidemmalla historiatiedolla ei saavuteta parempia ennustetuloksia. Virityspituuden
valinnan vaikutusta tarkkuuteen mitattiin MAPE- ja MABB mittareilla. Vaikka koko-
naisuutena selvaa saantoa virityspituuden valinnalla tarkkuuteen ei havaittu, huo-
mattiin silla olevan suuri vaikutus joidenkin yksittaisten sarjojen kohdalla. Ennuste-
tulokset saattoivat parantua, heikentya tai ajelehtia virityspituutta lisatessa. Lisaksi
mittareista toinen saattoi tarkentua toisen heikentyessa virityspituutta muutettaes-
sa. Kaytetyn mittarin valinnan tarkeys korostuu mikali ennustemallin tarkkuutta
yritettaisiin parantaa jatkokehityksella. Tama on osa laajempaa kokonaisuutta mie-
lekkaiden mittarien valinnasta.
Trendin kaannekohdan ennustaminen on vaikeaa, kuten myos mallin suoriutumisen
mittaaminen sen aikana. Malli saattaa siten toimia hyvin keskimaarin mutta ei tren-
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din suunnan muuttuessa muutosajankohtien ollessa usein vahemmistona tilastolli-
sessa laskennassa, jota puolestaan kaytetaan monesti mallinnukessa ja tarkkuuden
mittauksessa.
Useamman kuin yhden mittarin kaytolla huomattiin saavutettavan parempi nakemys
virheen luonteesta ja ennusteiden kaytettavyydesta suunniteltuun tilanteeseen. En-
nusteiden loppukayttajien tietotaito vaikuttaa myos osaltaan kaytettavien mittarien
valintaan - yksinkertainen mittari on helpompi ymmartaa kuin monimutkainen, joka
helpottaa ennusteiden satunnaisempaa kayttajaa.
Matemaattiset mallit toimivat eri tavoin ja siksi niilla on eri vahvuusalueita. Kaytetylla
Arima x11-mallilla on 3 vuoden yhtajaksoisen historiatietovaatimus ennen kuin
se pystyy ennustamaan, josta seuraa etta uutta ennustettavaa kokonaisuutta, ku-
ten uutta maata, ei voida ennustaa heti alusta lahtien. Kaytettavimman mallin
loytamiseksi pitaisikin etsia sellaista, joka toimii niilla osa-alueilla parheiten kuin on
oleellisinta liiketoiminnan kannalta.
Yrityksen toimintaymparistossa tutkimuksen tuloksena kaiken myynnin kuukausi-
ja kvartaaliennusteiden tarkkuus on riittava ja toimii siten apuna niita laadittaes-
sa. Neljan kanavan ennusteetkaan eivat jaaneet kauksi tavoitteista, joten niitakin
voidaan kayttaa apuna ennusteiden laadinnassa. Maittain tehtavien ennusteiden
tarkkuudet vaihtelivat suuresti maiden valilla. Tasta johtuen niita kaytettaessa
pitaa simulointituloksista arvioida mahdollinen ennustetarkkuus ja onko se sovel-
tuva kayttotarkoitukseen. Yleisesti ottaen kaytetty ennustejarjestelma toimii hy-
vin kausivaihteluiden mallintamisessa mutta ei trendin ennustamisessa. Tata voidaa
kayttaa hyodyksi ja tarkastaa onko jokin tapahtunut muutos normaalia vaihtelua
vai onko kyseessa jo trendin suunnan muutos.
Jatkotutkimuksena voidaan virittaa useampi malli rinnakkain vertailtavaksi. Yleisen
kaytettavyysmittarin, joka koostuisi painotetuista tarkkuusmittareista, muodosta-
mista ja kayttamisesta voitaisiin tutkia. Lisaksi voitaisiin tutkia parantaisiko histo-
riatiedon inaatiokorjaaminen nykyisen mallin ennustetarkkuuksia.
Anti ennustajien hyodyntajille on etta kannattaa kysya oletuksia milla ennusteet
ovat laskettu ja onko saatavilla useampia mittareita mallin suoritusmittareiksi. Voi
myos selvittaa perustuuko ennuste pelkkaan tekniseen data-analyysiin ja syy- ja
seuraussuhteiden tulkintaan vai onko taustalla myos oikeaa tietoa miten on paatetty
toimia, joka on aina ennustamista tarkempaa tietoa.
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Aikasarjan mallinnuksessa kannattaa kiinnittaa huomiota mallin tarkkuusmittarin
valintaan ja mallin toiminta-alueanalyysiin, jotta mallin heikkoudet ja vahvuudet
voidaan havaita.
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