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TECHNICAL FIELD
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[0001] The present subject matter relates, in general, to data partitioning and, particularly but not exclusively, to data
partitioning in an internet-of things (IoT) network.
BACKGROUND
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[0002] Internet of Things (IoT) refers to a concept in which different communication devices, including computing
devices, such as gateway devices, smart phones, and data collection devices, for example, sensors, are connected to
each other over wired and wireless networks. Such devices usually are connected over the internet and form a distributed
communication network referred to as an IoT network.
[0003] Generally, the data collection devices and the computing devices, collectively referred to as devices, in the IoT
network are used for various purposes including collecting information, for example, for monitoring behavior of elements
say persons, devices, and/or data in space and time. Such data that is collected through the devices in the IoT is analyzed
and used for various kinds of actions, including prognosis, diagnosis, and control of the elements present and associated
with the IoT network.
[0004] For such analysis, an analysis system associated with the IoT network is involved for handling the huge volume
of data being received from various devices. Conventionally, for the analysis system to be able to handle such a large
volume of data, parallel computing is employed to process the data.
[0005] In one of the paper titled "Multi-node scheduling algorithm based on clustering analysis and data partitioning
in emergency management cloud" Qingchen et al discloses a multi-node scheduling algorithm based on clustering
analysis and data partitioning in emergency management cloud. The disclosed method divides the cloud nodes into
clusters according to the communication cost between different nodes, and then selects a cluster for the big data analysis
services. Further, the load balancing theory is used to dispatch big data analysis to these computing nodes in a way to
enable synchronized completion at best-effort performance. At last, to improve the real-time of big data analysis a multinode scheduling algorithm based on game theory to find optimal scheduling strategy for each scheduling node.
[0006] In another prior art paper titled, "Implementation of a cloud computing environment for hiding huge amount of
data" Chao et al discloses use of the Hadoop system to build the cloud computing environment. By means of data hiding
technology to embed data into cover images, it is proved that cloud computing would take less execution time than a
single computer when processing a huge amount of data. Thus, cloud computing provides a convenient platform and
also reduces the cost of the equipment required for processing huge amounts of data.

35

BRIEF DESCRIPTION OF DRAWINGS

40

[0007] The detailed description is described with reference to the accompanying figures. In the figures, the left-most
digit(s) of a reference number identifies the figure in which the reference number first appears. The same numbers are
used throughout the drawings to reference like features and components.
[0008] Fig. 1 illustrates a data analytics system for data partitioning in an internet-of things (IoT) network, in accordance
with an implementation of the present subject matter.
[0009] Fig. 2 illustrates a method for data partitioning in the internet-of-things (IoT) network, in accordance with an
implementation of the present subject matter.
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[0010] The present subject matter relates to data partitioning in an internet-of-things (IoT) network.
[0011] Conventionally, the IoT network includes a plurality of data collection devices, such as sensors, from which
data is collected and analyzed. For example, the results of data analysis can be used for achieving real-time awareness
of the physical environment, assisting human decision making through deep analysis and data visualization, gathering
information in diverse settings including natural ecosystems, buildings, and factories, and sending the information to
one or more server stations for automation and control, say for automated control of closed (self-contained systems),
control of consumption to optimize resource use across network and automated control in open environment with uncertainty.
[0012] For such analysis, an analysis infrastructure associated with the IoT network handles the huge volume of data
being received from the various data collection devices. Such analysis of IoT data is generally associated with a deadline
for completion to obtain a timely result and, if required, to take a timely responsive action based on the analysis. In order
for the analysis system to be able to handle such a large volume of data, generally, parallel computing is employed to
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process the data. In such a technique, the data is partitioned and distributed over a plurality of computing nodes connected
to the IoT network and part of the analysis infrastructure. For example, an application responsible for processing may
not be inherently parallel, but by nature of the application, data can be processed in parallel. For such an application,
data partitioning is applicable. Therefore, data partitioning can be understood as the division of a data set, at least some
components of which can be processed in parallel, into smaller data sets which can be understood as smaller executable
tasks, suitable to exploit the distributed infrastructure of IoT network. These tasks can be run in parallel, thereby reducing
the overall completion time of the job.
[0013] Generally, the task of data partitioning can be modeled as having an input data set containing a plurality of
data elements. One instance of the executable task associated with the input data set is executed on one or more data
elements for processing each data element, say for analysis. The results of analysis are then combined based on the
analysis task to obtain an overall result. For example, consider a task of searching a certain word in a huge repository
of texts. In such a case, data in the repository can be divided into multiple subsets, and an instance of the search
application can be run in parallel on each of the data subsets. Further, the results generated from each such search
task are combined, say by concatenation, to obtain a final search result. In another example, where a certain pattern of
numbers is to be searched and then added, the results of each instance of the search task running in parallel are added
to obtain the final result. Therefore, the job of analyzing the entire data set can be reduced to n instances of parallel and
independent execution of the analysis tasks, where each task analyzes a subset. Further, allocation of the data subsets
to the computing nodes is determined as part of scheduling. Such scheduling is, in effect, based on the partitioning of
the input data set.
[0014] As mentioned above, in the context of the IoT network, a wide variety of computing devices can participate as
computing nodes in the above mentioned analysis infrastructure. Such computing devices can include high-end servers,
desktops, laptops, edge devices, and smart phones. Certain devices from the pool of all devices connected in the IoT
network voluntarily participate in data analysis and, therefore, intermittently contribute in computing depending on various
factors, such based on their processing load and processing capability. Determining the intermittence of contribution
may not be feasible as the dynamicity of the IoT network is very high.
[0015] In conventional techniques, the data partitioning and distribution or scheduling of tasks is generally achieved
based on processing capability of the computing nodes in the IoT network. However, considering only the processing
capability of the computing nodes may not provide an effective mode of data processing. For example, the interconnection
between the computing devices and the partitioning and scheduling infrastructure may be through various kinds of
communication links with different reliabilities and capabilities.
[0016] Such problems are conventionally addressed by employing a map-reduce technique for parallel execution
tasks. According to this technique, the application for processing the data is divided into two phases. The first phase is
called a map phase where data are partially analyzed and intermediate results are generated as key-value pairs. In the
second phase, referred to as called reduce phase, the intermediate results are composed to generate the final result.
However, in such cases, to make use of the map-reduce technique, the concerned application has to be re-written in
map-reduce format. In addition, in case of certain type of applications, such as legacy applications, rewriting the application
in map-reduce format may not be feasible.
[0017] The present subject matter relates to data partitioning in an internet-of-things (IoT) network, in accordance with
an embodiment. In an implementation, the data partitioning is achieved among heterogeneous computing nodes connected in the IoT network. Such heterogeneous computing nodes can include computing devices, such as high-end
servers, desktops, laptops, tablets, personal computers (PCs). In addition, the computing nodes can include the intermittently available computing nodes, such as mobile phones and personal digital assistants (PDAs). For example, such
devices may move in or out of the network and may be available intermittently for assisting in computational functions
in the IoT network. According to an aspect, the data partitioning is achieved based on the availability and computational
capacity of the computing nodes and communication links associated with the computing nodes in the network. The
communication links can be understood as wired or wireless communication channels in the IoT connecting the various
devices in the IoT network. Further, based on the data partitioning, tasks for processing of data are scheduled among
the computing nodes.
[0018] In an implementation, for initiating data partitioning, the number of computing nodes connected in the network
to a data analytics system are determined. The data analytics system can be understood as the system in the IoT network
which is responsible for achieving the processing of data for analytical purposes. To that effect, in an example, the data
analytics system can regulate and control the data partitioning and scheduling of data processing tasks in the IoT. In an
implementation, based on the number of computing nodes connected with IoT network, the number of data partitions
to be achieved can be ascertained. In one case, the number of computing nodes can be determined at a given instant
and the subsequent processing is based on the number of computing nodes determined at that instant until the number
of computing nodes is determined again at a next given time instant.
[0019] Further, capacity parameters, indicative of the computational capacity, associated with each of the computing
nodes are determined. In an example, the capacity parameters associated with the computing nodes can include process-
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ing speed of the computing node, available memory and associated bus speed, cache size, and operational load on
that computing node at a given point in time. In addition, historical load on the computing node can be determined and
future load can be predicted. In addition, capacity parameters associated with each of one or more communication links
between the data analytics system and the computing nodes may be determined. In another example, the capacity
parameters associated with links between the computing nodes can also be determined. In one case, the capacity
parameters determined for the communication links can include data transfer rates for the communication link.
[0020] Further, according to an aspect, temporal availability of each computing node in the IoT network, at a given
time instant, is determined. In one case, the determination of the availability can be event-based in which an event
update is received from each computing node on the basis of which the availability status of the computing nodes is
determined. For example, a computing device which completes processing of data can provide an event update that
the processing is completed. Therefore, in said example, the completion of processing can be an event based on which
the availability of the computing device can be determined. In another case, the determination of availability can be pollbased in which each computing node can be proactively queried or polled to determine availability status. Further, in
one case, the determination of availability can be advertisement-based. In such a case, a computing node can advertise
or broadcast availability status which can be captured by the data analytics system to ascertain the availability of the
computing node. In addition, the availability status of each communication link between the data analytics system and
the computing nodes can be determined. In an example, the availability status of each communication link can be
determined in the same manner as described above. For instance, the availability of the communication link can be
determined from the computing node connected to that communication link.
[0021] In addition, the availability status of each computing node and communication link can be determined based
on historical availability data associated with each node and link. For instance, the availability of each node and link can
be monitored and recorded for a predetermined period of time. Accordingly, in one example, future availability of each
computing node and communication link, also referred to as network element, in the IoT network can be predicted say,
by application of statistical analysis techniques on the historical data for availability obtained by monitoring each computing
node and each communication link.
[0022] Once the capacity parameters and availability associated with each computing node and each communication
link in the IoT network have been determined, based on the capacity parameters and the availability associated with
each network element, and the number of network elements in the IoT network, a data partitioning scheme can be
determined.
[0023] Further, the data analytics system can partition the data into subsets to be analyzed based on the partitioning
scheme. In an implementation, the data partitioning scheme can be one of time reduction-based or cost reduction-based,
or a combination thereof. Say, in one case, the partitioning of data can be achieved to reduce the overall time taken in
processing and analysis of the entire data collected by the IoT network. In other case, the partitioning of data can be
achieved to reduce overall cost associated with the processing and analysis of data. In the latter case, the data analytics
system can take into account various costs, such as processing costs or costs incurred in acquiring the computing nodes,
the communicating links, or both for the purpose of carrying out the processing of data. In yet another case, reduction
of both time and cost can be a factor determining the partitioning scheme and achieving partitioning of data.
[0024] In addition, based on the partitioned data subsets and the computational capacity and availability of each
network element, the data analytics system can achieve scheduling of analysis tasks at the computing nodes for processing of the data subsets. In an implementation, static scheduling techniques can be used for scheduling the data elements
for processing.
[0025] Since the temporal availability of each communicating link and computing node that the data analytics system
is considering for scheduling the task of data processing are taken into account while partitioning the data, the overall
time, cost, or a combination of both associated with the data processing tasks can be reduced. Further, in addition to
advertised availability of each node and link, the availability of the network elements can be determined by polling each
such element and based on event-updates. As a result, the overall data partitioning is determined by taking into account
all the computing nodes and communication links in the IoT network without omitting any computing node. As a result,
the effectiveness of the data partitioning and scheduling of processing tasks is substantially high for processing the data.
[0026] These and other advantages of the present subject matter would be described in greater detail in conjunction
with the following figures. While aspects of described systems and methods for data partitioning in an internet-of-things
(IoT) network can be implemented in any number of different computing systems, environments, and/or configurations,
the embodiments are described in the context of the following device(s).
[0027] Fig. 1 illustrates an internet-of-things (IoT) network 100 implementing a data analytics system 102 for data
partitioning in the internet-of-things (IoT) network 100, in accordance with an embodiment of the present subject matter.
The IoT network 100 may be a wireless or a wired network, or a combination thereof. Further, the IoT network 100 can
be a collection of individual networks, interconnected with each other and functioning as a single large network (e.g.,
the internet). In one example, such individual networks include, but are not limited to, Global System for Mobile Communication (GSM) network, Universal Mobile Telecommunications System (UMTS) network, Personal Communications
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Service (PCS) network, Time Division Multiple Access (TDMA) network, Code Division Multiple Access (CDMA) network,
Next Generation Network (NGN), Public Switched Telephone Network (PSTN), Wi-Fi, Bluetooth, ZigBee, GPRS, Internet,
and RAN and Integrated Services Digital Network (ISDN). Depending on the technology, the IoT network 100 may
include various network entities, such as gateways, routers; however, such details have been omitted for ease of understanding.
[0028] In an implementation, the IoT network 100 can include a plurality of data collection devices 104-1, 104-2,
104-3,... 104-N, collectively referred to as data collection devices 104, to obtain real-time and historical data for monitoring
activities of persons and devices, for various actions, such as prognosis, control, diagnosis, and for automated decisionmaking processes. For instance, the data collection devices can include various components, such as sensors including
accelerometers, gyroscopes, audio sensors, temperature sensors, and light sensor; actuators; networked intelligence
devices; desktop computers; mobile personal gadgets; building-automation devices; cellular phones; machine-to-machine (M2M) devices; hand-held devices; laptops or other portable computers; landline phones, and other such devices
capable of providing data which can be used for the above mentioned purposes.
[0029] In an implementation, the data analytics system 102 can be responsible for accomplishing data analytics tasks
on the data received from the data collection devices 104. In an example, the data analytics system 102 can be implemented as a workstation, a personal computer, say a desktop computer or a laptop, a multiprocessor system, a network
computer, a minicomputer, or a server. In other words, the IoT network 100 may be a heterogeneous network having
millions of distributed devices and objects connected to each other to exchange data. For example, to facilitate exchange
of data between the data collection devices 104 and the data analytics system 102, multiple protocols, such as Transmission Control Protocol/Internet Protocol (TCP/IP), User Datagram Protocol (UDP), Constrained Application Protocol
(CoAP), Datagram Congestion Control Protocol (DCCP) can be implemented in the IoT network 100.
[0030] For the purpose of achieving such tasks, the IoT network 100 can include a plurality of computing nodes 106-1,
106-2, 106-3... 106-N, collectively referred to as computing nodes 106 and individually referred to as computing node
106, coupled to the data analytics system 102. In an example, the computing nodes 106 can include high-end servers,
desktops, laptops, and tablet personal computers (PCs). In addition, the computing nodes 106 can include the intermittently available computing nodes, such as mobile phones and personal digital assistants (PDAs). For example, such
devices 106 may move in or out of the network and may be available intermittently for assisting in computational functions
in the IoT network 100. In another example, consider the case of a mobile phone which is available intermittently, say
when in idle mode. In such a case, when the mobile phone is in charging mode and idle for a predetermined period of
time, then the mobile phone can be understood to be available to be a part of the IoT network 100 and cooperate in data
processing in the IoT network 100.
[0031] The data analytics system 102 can be coupled to each of the computing nodes 106 over one or more communication links 108-1, 108-2 ... 108-N. The communication links 108-1, 108-2 ...108-N are collectively referred to as
communication links 108 and individually referred to as communication link 108. Although the computing nodes 106 are
shown as being separate from the data collection device 104 in the network, in certain cases, the data collection devices
104 can function as the computing nodes 106. In an implementation, the data analytics system 102 can be coupled to
the computing nodes 106 through a distributed system manager (not shown) also referred to the IoT infrastructure
manager which, as the name suggests, can serve as a control interface between the data analytics system 102 and the
computing nodes 106 for operation.
[0032] In one implementation, the data analytics system 102 includes processor(s) 110 and memory 112. The processor
110 may be implemented as one or more microprocessors, microcomputers, microcontrollers, digital signal processors,
central processing units, state machines, logic circuitries, and/or any devices that manipulate signals, based on operational instructions. Among other capabilities, the processor(s) is provided to fetch and execute computer-readable instructions stored in the memory 112. The memory 112 may be coupled to the processor 110 and can include any
computer-readable medium known in the art including, for example, volatile memory, such as Static Random Access
Memory (SRAM) and Dynamic Random Access Memory (DRAM), and/or non-volatile memory, such as Read Only
Memory (ROM), erasable programmable ROM, flash memories, hard disks, optical disks, and magnetic tapes.
[0033] Further, the data analytics system 102 may include module(s) 114 and data 116. The modules 114 and the
data 116 may be coupled to the processors 110. The modules 114, amongst other things, include routines, programs,
objects, components, data structures, etc., which perform particular tasks or implement particular abstract data types.
In addition, the modules 114 may be implemented as signal processor(s), state machine(s), logic circuitries, and/or any
other device or component that manipulate signals based on operational instructions.
[0034] In an implementation, the module(s) 114 include a capacity module 118, an availability module 120, a partitioning-scheduling module 122, and other module(s) 124. The other module(s) 124 may include programs or coded
instructions that supplement applications or functions performed by the data analytics system 102. Additionally, in said
implementation, the data 116 includes a capacity data 126, an availability data 128, a partitioning-scheduling data 130,
and other data 132. The other data 132 amongst other things, may serve as a repository for storing data that is processed,
received, or generated, as a result of the execution of one or more modules in the module(s). Further, although the data
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116 is shown internal to the data analytics system 102, it may be understood that the data 116 can reside in an external
repository (not shown in the figure), which may be operably coupled to the data analytics system 102. Accordingly, the
data analytics system 102 may be provided with interface(s) (not shown) to communicate with the external repository
to obtain information from the data 116.
[0035] Further, the data analytics system 102 can be coupled to a repository 134 having stored thereon the data set
136 to be processed. In an implementation, the repository 134 can be any type of database and may be a central data
warehouse or a distributed warehouse.
[0036] In operation, the data analytics system 102 achieves data partitioning of the data set 136 to be processed, for
example, analyzed, among the heterogeneous computing nodes 106 in the IoT network 100. According to an aspect,
the data analytics system 102 achieves data partitioning based on the availability and computational capacity of the
computing nodes 106 and communication links 108 associated with the computing nodes 106. Further, based on the
partitioning, the data analytics system schedules the tasks for processing of data to be processed among the computing
nodes 106.
[0037] In an implementation, for initiating data partitioning, the capacity module 118 can determine the number of
computing nodes 106 connected to the data analytics system102 in the IoT network 100. In an example, the capacity
module 118 can interact with the IoT infrastructure manager to determine the number of computing nodes 106. In one
case, the IoT infrastructure manager can provide the number of computing nodes 106 in the IoT network 100 at a given
instant. For example, as explained above, certain computing nodes 106 may be intermittently unavailable and, therefore,
the number of computing nodes 106 capable of contributing in processing of the data set 136. In an implementation,
based on the number of computing nodes 106 connected with IoT network 100, the capacity module 118 can ascertain
the number of data partitions to be achieved. The information regarding the number of computing nodes 106, say along
with a time stamp of when the number is determined, is stored in the capacity data 126.
[0038] Further, the capacity module 118 can determine one or more capacity parameters associated with each computing node 106 in the IoT network. In addition, according to an aspect, the capacity module 118 can determine the
capacity parameters associated with each of one or more communication links 108 between the data analytics system
102 and the computing nodes 106. In another example, the capacity module 118 can determine the capacity parameters
associated with the communication links 108 between the computing nodes 106 can also be determined. In an example,
the capacity parameters can be indicative of the computational capacity of the computing node 106 and that of the
communication links 108. In one example, the capacity parameters associated with the computing node 106 can include
processing speed of the computing node, available memory and associated bus speed, cache size, and operational
load on that computing node106 at a given point in time.
[0039] In addition, the capacity module 106 can determine historical load and predict future load on the computing
nodes 106. In such a case, the capacity module 118 can obtain historical data relating the capacity of the computing
nodes 106 from the IoT infrastructure manager. In another example, the capacity module 118 can monitor the computing
nodes 106 and poll each of the computing nodes 106 to obtain information regarding the capacity parameters. Further,
in an example, the capacity parameters determined for the communication links 108 can include data transfer rates for
the communication link 108, Round Trip Time (RTT) for the communication link 108, packet drop rate, and the protocols
used for data transfer, say User Datagram Protocol (UDP) and Transmission Control Protocol (TCP). In an implementation, the information regarding the computational capacity associated with the computing nodes 106 and the communication link 108 is stored in the capacity data 126.
[0040] Further, the availability module 120 determines an availability status of each computing node 106 and the
communication link 108. In one case, the availability status can be indicative of a temporal availability of each computing
node106 and the communication link 108, at a given time instant. In one case, the availability module 120 can determine
the availability of each network element, i.e., the computing node 106 and the communication link 108, on the basis of
occurrence of an event in which the availability module 120 receives an event update, say periodically, from each network
element 106, 108 on the basis of which the availability module 120 determines the availability status of the network
element 106, 108. Such availability determination is referred to as event-based determination of availability.
[0041] In another example, the availability module 120 can determine the availability by proactively querying or polling
each network element 106, 108 to determine availability status thereof Such mode of availability determination is referred
to as poll-based determination of availability. In yet another case, the determination of availability can be determined on
the basis of an advertisement of availability or non-availability by the network elements 106, 108. Say, the computing
node 106 can advertise or broadcast availability status and the availability module 120 can capture such statuses to
ascertain the availability of the computing node 106. In addition, the availability status of each communication link 108
between the data analytics system and the computing nodes can be determined. In an example, the availability of a
communication link 108 can be determined from the computing node 106 connected to that communication link 108, in
the manner explained above.
[0042] In another implementation, the availability module 120 can determine the availability status of each network
element 106, 108 based on historical availability data associated with the network element 106, 108. For instance, in

6

EP 2 882 140 B1

5

10

15

20

25

30

35

40

one case, the availability module 120 can monitor the network elements 106, 108 being considered for participation in
data processing and record availability of the network elements 106, 108 for a predetermined period of time. Accordingly,
in said example, the availability module 120 can predict future availability of each network element 106, 108 based on
the recorded information. In said example, the availability module 120 can employ statistical analysis techniques on the
historical availability data for the network element 106, 108. In one implementation, the availability module 120 can store
the information associated with the availability of each computing node 106 and each communication link 108 in the IoT
network 100 in the availability data 128.
[0043] In another implementation, the availability module 120 can select few computing nodes 106 and communication
links 108 from among those identified in the IoT network 100. In one case, the selection can be achieved based on the
capacity parameters and availability status associated with each.
[0044] Subsequently, the partitioning-scheduling module 122 can make use of the information relating to computational
capacity and availability of the computing nodes 106 and the communication links 108 for partitioning the data set 136
to be analyzed and scheduling tasks for processing the partitioned data. According to an aspect, the partitioning-scheduling module 122 can configure, based on the capacity parameters and the availability status associated with each
computing element 106 and communication link 108, and the number of computing nodes 106 in the IoT network 100,
a data partitioning scheme for distributing the data set 136 among the computing nodes 106 in the IoT network 100. As
would be understood, in accordance the other implementation explained above, the partitioning-scheduling module 122
can achieve the partitioning of data based on the availability status and the capability parameters of the computing nodes
106 selected for the purpose of contributing to data processing, in addition to the availability and computational capacity
of the communication links 108. Accordingly, the partitioning-scheduling module 122 can partition the data set 136 into
smaller data subsets for parallel processing on the plurality of computing nodes 106.
[0045] According to an implementation, the partitioning-scheduling module 122 can partition the data set 136 to be
analyzed based on one of time reduction-based partitioning scheme or cost reduction-based partitioning scheme, or a
combination of the two schemes. In the time reduction-based scheme, the partitioning-scheduling module 122 can
partition the data in order to reduce the overall time taken in processing and analysis of the entire data by the computing
devices 106 while exchanging data over the communication links 108.
[0046] In case of the cost reduction scheme, the partitioning-scheduling module 122 can partition the data with the
goal to reduce overall cost associated with the processing and analysis of data using the computing devices 106 and
the communication links 108. In such a case, the partitioning-scheduling module 122 can take into account various costs,
such as processing costs or costs incurred in acquisition of the computing nodes 106, the communication links 108, or
both, for the purpose of carrying out the processing of data. In an example, the partitioning-scheduling module 122 can
obtain the cost per unit time of computation for each computing node 106 from the IoT infrastructure manager.
[0047] In one example, the partitioning-scheduling module 122 can achieve the partitioning of the data set 136 in order
to reduce both time and cost associated with the processing of data by the computing nodes 106 using the communication
links 108. Such a scheme of partitioning of data is explained below with an example.
[0048] Consider a plurality of computing nodes 106 selected for participation in the data processing in the IoT network
100, i.e., the computing nodes 106 can donate their computation cycles for data processing in the IoT network 100. The
computational cycles of each computing node 106 have a cost associated therewith for executing the task of data
processing. As mentioned above, the objective of the data partitioning can be reduction of time for completion of the
data processing task and reduction of cost of computation for the job. However, these two objectives (reduction of total
completion time and reduction of total cost of computation) can be conflicting. Therefore, in one example, the partitioning
scheme can be determined based on a joint optimization issue. Accordingly, the partitioning scheme can be determined
considering weighted sums from the following function (F), as an example:
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[0049] In the above relation, a is the weight associated with the completion time for the job and b is the weight associated
with the cost of computation of the job. In an implementation, the partitioning-scheduling module 122 can determine
values of the weights a and b based on the relative relevance of the two factors, i.e., completion time and cost of
computation. For instance, in case the completion time is the driving factor for data processing, then the partitioningscheduling module 122 can select a higher value of a than b. On the other hand, if the driving factor for the data processing
is the associated cost, then the partitioning-scheduling module 122 can select a higher value of b than a.
[0050] In an implementation, the information associated with the partitioning scheme and partition by the data analytics
system 102 is stored in the partitioning-scheduling data 130.
[0051] Further, based on the partitioned data subsets or the partitioning scheme, and the capacity and availability of
the computing nodes 106 and the communication links 108, the partitioning-scheduling module 122 can achieve sched-
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uling of tasks of processing the data subsets to the computing nodes 106. In an implementation, partitioning-scheduling
module 122 can employ the static scheduling techniques known in the art for scheduling the tasks for data processing.
[0052] Fig. 2 illustrates a method 200 for data partitioning in an internet-of-things (IoT) network 100, according to an
embodiment of the present subject matter. The order in which the method is described is not intended to be construed
as a limitation, and any number of the described method blocks can be combined in any order to implement the method
or any alternative method. Additionally, individual blocks may be deleted from the method without departing from the
scope of the subject matter described in the appended claims. Furthermore, the method can be implemented in any
suitable hardware, software, firmware, or combination thereof.
[0053] The method may be described in the general context of computer executable instructions. Generally, computer
executable instructions can include routines, programs, objects, components, data structures, procedures, modules,
functions, etc., that perform particular functions or implement particular abstract data types. The method may also be
practiced in a distributed computing environment where functions are performed by remote processing devices that are
linked through a communications network. In a distributed computing environment, computer executable instructions
may be located in both local and remote computer storage media, including memory storage devices.
[0054] In an implementation, one or more of the methods described herein may be implemented at least in part as
instructions embodied in a non-transitory computer-readable medium and executable by one or more computing devices.
In general, a processor, for example a microprocessor, receives instructions, from a non-transitory computer-readable
medium, for example, a memory, and executes those instructions, thereby performing one or more methods, including
one or more of the methods described herein. Such instructions may be stored and/or transmitted using any of a variety
of known computer-readable media.
[0055] With reference to the description of Fig. 2, for the sake of brevity, the details of the components of the data
analytics system 102 are not discussed here. Such details can be understood as provided in the description provided
with reference to Fig. 1.
[0056] Referring to Fig. 2, at block 202, number of computing nodes 106 connected to the data analytics system 102
in the IoT network 100 is determined. In an implementation, based on the number of computing nodes 106 connected
with IoT network 100, the number of data partitions to be achieved can be determined.
[0057] At block 204, one or more capacity parameters associated with each computing node 106 and those associated
with each communication link 108 in the IoT network 100 are determined. In an implementation, the capacity parameters
can be determined based on historical load and predicted future load on the computing nodes 106 and the communication
links 108. Further, in an example, the capacity parameters can be determined for the communication links 108 between
the data analytics system 102 and the computing nodes 106. In another example, in addition, the capacity parameters
can be determined for the communication links 108 between two or more computing nodes 106. In one example, the
capacity parameters associated with the computing node 106 can include processing speed of the computing node,
available memory and associated bus speed, cache size, and operational load on that computing node 106 at a given
point in time, whereas the capacity parameters determined for the communication links 108 can include data transfer
rates for the communication link 108.
[0058] At block 206, an availability status of each computing node 106 and communication link 108 in the IoT network
100 is determined. In one case, the availability status can indicate a temporal availability of each computing node 106
and communication link 108, at a given time instant. In this example, the availability status is determined on the basis
of occurrence of an event for which an update is received, say periodically, from each computing node 106 and communication link 108.
[0059] In another example, the determination of availability is poll-based where each computing node 106 and communication link 108 is proactively polled to obtain the availability status thereof. In yet another example, the determination
of availability can be advertisement-based where availability status is determined on the basis of an advertisement of
availability or non-availability by each computing node 106 and communication link 108. In addition, in one example,
the availability status of each communication link 108 between the data analytics system and the computing nodes can
be determined.
[0060] In another implementation, the availability status of each computing node 106 and communication link 108 can
be determined based on historical availability data associated with each computing node 106 and communication link 108.
[0061] At block 208, based on the capacity parameters and the availability status associated with each computing
element 106 and communication link 108, and the number of computing nodes 106 in the IoT network 100, a data
partitioning scheme for partitioning the data set 136 into a plurality of data subsets and distributing among the computing
nodes 106 in the IoT network 100 can be determined. Consequently, the data set 136 to be processed can be partitioned
and distributed among the computing nodes 106 on the basis of the partitioning scheme. In one example, the data
partitioning scheme can be one of time reduction-based partitioning scheme or cost reduction-based partitioning scheme,
or a combination thereof.
[0062] At block 210, based on the partitioning scheme, tasks of processing the data subsets can be scheduled to the
computing nodes 106. As will be understood, the computational capacity and availability status of the computing nodes
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106 and the communication links 108 can be factors taken into account while scheduling the data processing tasks to
the computing nodes 106.
[0063] Although implementations for methods and systems for data partitioning in an internet-of-things (IoT) network
are described, it is to be understood that the present subject matter is not necessarily limited to the specific features or
methods described. Rather, the specific features and methods are disclosed as implementations for data partitioning in
an internet-of-things (IoT) network.

Claims
10

1.

A computer implemented method for data partitioning in an internet-of-things network (100), the computer implemented method comprising:
determining, by a processor (110), a number of plurality of computing nodes (106) in the internet-of-things
network (100) capable of contributing in processing of a data set (136) at a given instant, wherein the internetof-things network comprises heterogeneous computing nodes (106) connected to a data analytics system 102
over one or more communication links (108), and the one or more communication links are wired or wireless
communication channels;
ascertaining, by the processor (110), at least one capacity parameter associated with each of the plurality of
computing nodes (106) in the internet-of-things network (100) and with each of the one or more communication
links (108) between each of the plurality of computing nodes (106) and the data analytics system (102), wherein
the at least one capacity parameter is indicative of a computational capacity for each of the plurality of computing
nodes (106) and a communication capacity for each of the one or more communication links (108);
determining, by the processor (110), an availability status of each of the plurality of computing nodes (106) and
each of the one or more communication links (108), wherein the availability status is indicative of temporal
availability of each of the plurality of computing nodes (106) and each of the one or more communication links
(108), and wherein the plurality of computing nodes are dynamically available intermittently for assisting in
computational functions of the data analytics system 102; and
partitioning, by the processor (110), the data set (136) into subsets, based on the number of the plurality of
computing nodes (106), the capacity parameter associated with each of the plurality of computing nodes (106)
and each of the one or more communication links (108), and the availability status of each of the plurality of
computing nodes (106) and each of the one or more communication links (108), for parallel processing of the
subsets.
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2.

The computer implemented method as claimed in claim 1, wherein the at least one capacity parameter associated
with each computing node (106) comprises processing speed of the computing node (106), available memory and
associated bus speed, cache size, and operational load on each of the plurality of computing nodes (106) at a given
point of time.
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3.

The computer implemented method as claimed in claim 1, wherein the at least one capacity parameter associated
with each of the one or more communication links (108) comprises data transfer rates for the one or more communication links (108).

4.

The computer implemented method as claimed in claim 1, wherein the determining the availability status is at least
one of advertisement-based, event-based, and poll-based.

5.

The computer implemented method as claimed in claim 1, wherein the determining the availability status comprises
ascertaining availability based on historical availability data.

6.

The computer implemented method as claimed in claim 1, further comprising scheduling, by the processor (110),
data processing tasks to each of the plurality of computing nodes (106) based on the partitioning.

7.

The computer implemented method as claimed in claim, 1, wherein the partitioning is at least one of time reductionbased and cost reduction-based.

8.

The computer implemented method as claimed in claim 1, wherein the heterogeneous computing nodes (106)
comprises high-end servers, desktops, laptops, tablet, personal computers, mobile phones and personal digital
assistant.
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A data analytics system (102) for data partitioning in an internet-of-things (IoT) network (100), and the internet-ofthings network comprises heterogeneous computing nodes (106) connected to the data analytics system 102 over
one or more communication links (108), the data analytics system (102) comprising:
a processor (110);
a capacity module (118) coupled to the processor (110) to,
determine a number of plurality of computing nodes (106) in the internet-of things network (100) capable
of contributing in processing of a data set (136) at a given instant, and wherein the one or more communication links are wired or wireless communication channels; and
ascertain at least one capacity parameter associated with each of the plurality of
computing nodes (106) in the internet-of-things network (100) and with the one or more communication links
(108) between each of the plurality of computing nodes (106) and the data analytics system (102), wherein the
at least one capacity parameter isindicative of a computational capacity for each of the plurality of computing
nodes (106) and
communication capacity for each of the one or more communication links (108);
an availability module (120) coupled to the processor (110) to determine an availability status of each of the
plurality of computing nodes (106) and each of the one or more communication links (108), wherein the availability
status is indicative of temporal availability of each of the plurality of computing nodes (106) and each of the one
or more communication links (108) and wherein the plurality of computing nodes are dynamically available
intermittently for assisting in computational functions of the data analytics system 102; and
a partitioning-scheduling module (122) coupled to the processor (110) to partition the data set (136) into subsets,
based on the number of the plurality of computing nodes, the capacity parameter associated with each of the
plurality of computing node (106) and each of the one or more communication links (108), and the availability
status of each of the plurality of computing nodes (106) and each of the one or more communication links (108),
for parallel processing of the subsets.

10. The data analytics system (102) as claimed in claim 8, wherein the availability module (120) determines the availability
status based on at least one of event-basis, advertisement-basis, and poll-basis.
11. The data analytics system (102) as claimed in claim 8, wherein the availability module (120) determines the availability
based on statistical analysis of historical availability data.
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12. The data analytics system (102) as claimed in claim 8, wherein the partitioning-scheduling module (122) schedules
data processing tasks to each of the plurality of computing nodes (106) based on the partitioning.
13. The data analytics system (102) as claimed in claim 8, wherein the partitioning-scheduling module (122) achieves
at least one of time reduction-based partitioning and cost reduction-based partitioning of the data set (136).
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14. A non-transitory computer-readable medium having embodied thereon a computer program for executing a method
for data partitioning in an internet-of-things network (100), the method comprising:
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determining a number of plurality of computing nodes (106) in the internet-of-things network (100) capable of
contributing in processing of a data set (136) at a given instant, wherein the internet-of-things network comprises
heterogeneous computing nodes (106) connected to a data analytics system 102 over one or more communication links (108), wherein the one or more communication links are wired or wireless communication channels;
ascertaining at least one capacity parameter associated with each of the plurality of computing nodes (106) in
the internet-of-things network (100) and with each of the one or more communication links (108) between each
of the plurality of computing nodes (106) and the data analytics system (102), wherein the at least one capacity
parameter is indicative of a computational capacity for each of the plurality of computing nodes (106) and a
communication capacity for each of the one or more communication links (108);
determining an availability status of each of the plurality of computing nodes (106) and each of the one or more
communication links (108), wherein the availability status is indicative of temporal availability of each of the
plurality of computing nodes (106) and each of the one or more communication links (108) and wherein the
plurality of computing nodes are dynamically available intermittently for assisting in computational functions of
the data analytics system 102;
partitioning the data set (136) into subsets, based on the number of the plurality of computing nodes, the capacity
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parameter associated with each the plurality of computing nodes (106) and each of the one or more communication links (108), and the availability status of each of the plurality of computing nodes (106) and each of the
one or more communication links (108), for parallel processing of the subsets; and
scheduling data processing tasks to each of the plurality of computing nodes (106) based on the partitioning.
5
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15. The data analytics system (102) as claimed in claim 8, wherein the at least one capacity parameter associated with
each of the plurality of computing nodes (106) comprises processing speed of a computing node (106), available
memory and associated bus speed, cache size, and operational load on each of the plurality of computing nodes
(106) at a given point of time and the at least one capacity parameter associated with each of the one or more
communication links (108) comprises data transfer rates for the one or more communication links (108).

Patentansprüche
15

1.

Computerimplementiertes Verfahren zur Datenpartitionierung in einem Internet-der-Dinge-Netz (100), wobei das
computerimplementierte Verfahren umfasst:
Bestimmen durch einen Prozessor (110) einer Anzahl einer Mehrzahl von Rechenknoten (106) im Internet-derDinge-Netz (100), die zum Mitwirken beim Verarbeiten eines Datensatzes (136) zu einem gegebenen Zeitpunkt
in der Lage sind, wobei das Internet-der-Dinge-Netz heterogene Rechenknoten (106) umfasst, die über eine
oder mehrere Kommunikationsstrecken (108) mit einem Datenanalysesystem (102) verbunden sind, und die
eine oder die mehreren Kommunikationsstrecken drahtgebunden oder drahtlose Kommunikationskanäle sind;
Ermitteln durch den Prozessor (110) mindestens eines Kapazitätsparameters, der mit jedem der Mehrzahl von
Rechenknoten (106) im Internet-der-Dinge-Netz (100) und mit jeder der einen oder der mehreren Kommunikationsstrecken (108) zwischen jedem der Mehrzahl von Rechenknoten (106) und dem Datenanalysesystem
(102) assoziiert ist, wobei der mindestens eine Kapazitätsparameter eine Rechenkapazität für jeden der Mehrzahl von Rechenknoten (106) und eine Kommunikationskapazität für jede der einen oder der mehreren Kommunikationsstrecken (108) anzeigt;
Bestimmen durch den Prozessor (110) eines Verfügbarkeitsstatus der Mehrzahl von Rechenknoten (106) und
jeder der einen oder der mehreren Kommunikationsstrecken (108), wobei der Verfügbarkeitsstatus eine zeitliche
Verfügbarkeit jedes der Mehrzahl von Rechenknoten (106) und jeder der einen oder der mehreren Kommunikationsstrecken (108) anzeigt, und wobei die Mehrzahl von Rechenknoten periodisch dynamisch zum Assistieren bei Rechenfunktionen des Datenanalysesystems (102) verfügbar ist; und
Partitionieren durch den Prozessor (110) des Datensatzes (136) in Teilsätze basierend auf der Anzahl der
Mehrzahl von Rechenknoten (106), dem Kapazitätsparameter, der mit jedem der Mehrzahl von Rechenknoten
(106) und jeder der einen oder der mehreren Kommunikationsstrecken (108) assoziiert ist, und dem Verfügbarkeitsstatus jedes der Mehrzahl von Rechenknoten (106) und jeder der einen oder der mehreren Kommunikationsstrecken (108) zur Parallelverarbeitung der Teilsätze.
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2.

Computerimplementiertes Verfahren nach Anspruch 1, wobei der mindestens eine Kapazitätsparameter, der mit
jedem Rechenknoten (106) assoziiert ist, Verarbeitungsgeschwindigkeit des Rechenknotens (106), verfügbaren
Speicher und assoziierte Busgeschwindigkeit, Cachegröße und Betriebslast jedes der Mehrzahl von Rechenknoten
(106) zu einem gegebenen Zeitpunkt umfasst.
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3.

Computerimplementiertes Verfahren nach Anspruch 1, wobei der mindestens eine Kapazitätsparameter, der mit
jeder der einen oder der mehreren Kommunikationsstrecken (108) assoziiert ist, Datenübertragungsraten für die
eine oder die mehreren Kommunikationsstrecken (108) umfasst.

4.

Computerimplementiertes Verfahren nach Anspruch 1, wobei das Bestimmen des Verfügbarkeitsstatus mindestens
eines von ankündigungsbasiert, ereignisbasiert und abfragebasiert ist.

5.

Computerimplementiertes Verfahren nach Anspruch 1, wobei das Bestimmen des Verfügbarkeitsstatus ein Ermitteln
der Verfügbarkeit basierend auf historischen Verfügbarkeitsdaten umfasst.

6.

Computerimplementiertes Verfahren nach Anspruch 1, ferner umfassend ein Disponieren durch den Prozessor
(110) von Datenverarbeitungsaufgaben für jeden der Mehrzahl von Rechenknoten (106) basierend auf der Partitionierung.
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7.

Computerimplementiertes Verfahren nach Anspruch 1, wobei das Partitionieren mindestens eines von zeitverkürzungsbasiert und kostensenkungsbasiert ist.

8.

Computerimplementiertes Verfahren nach Anspruch 1, wobei die heterogenen Rechenknoten (106) Highend-Server,
Desktops, Laptops, Tablets, Personalcomputer, Mobiltelefone und persönliche digitale Assistenten umfassen.

9.

Datenanalysesystem (102) zur Datenpartitionierung in einem Internet-der-Dinge (IoT)-Netz (100), wobei das Internet-der-Dinge-Netz heterogene Rechenknoten (106) umfasst, die über eine oder mehrere Kommunikationsstrecken
(108) mit dem Datenanalysesystem (102) verbunden sind, wobei das Datenanalysesystem (102) umfasst:
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einen Prozessor (110);
ein Kapazitätsmodul (118), das mit dem Prozessor (110) gekoppelt ist zum:
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Bestimmen einer Anzahl einer Mehrzahl von Rechenknoten (106) im Internet-der-Dinge-Netz (100), die
zum Mitwirken beim Verarbeiten eines Datensatzes (136) zu einem gegebenen Zeitpunkt in der Lage sind,
und wobei die eine oder die mehreren Kommunikationsstrecken drahtgebundene oder drahtlose Kommunikationskanäle sind; und
Ermitteln mindestens eines Kapazitätsparameters, der mit jedem der Mehrzahl von Rechenknoten (106)
im Internet-der-Dinge-Netz (100) und mit der einen oder den mehreren Kommunikationsstrecken (108)
zwischen jedem der Mehrzahl von Rechenknoten (106) und dem Datenanalysesystem (102) assoziiert ist,
wobei der mindestens eine Kapazitätsparameter eine Rechenkapazität für jeden der Mehrzahl von Rechenknoten (106) und eine Kommunikationskapazität für jede der einen oder der mehreren Kommunikationsstrecken (108) anzeigt;
ein Verfügbarkeitsmodul (120), das mit dem Prozessor (110) gekoppelt ist, zum Bestimmen eines Verfügbarkeitsstatus der Mehrzahl von Rechenknoten (106) und jeder der einen oder der mehreren Kommunikationsstrecken (108), wobei der Verfügbarkeitsstatus eine zeitliche Verfügbarkeit jedes der Mehrzahl von Rechenknoten (106) und jeder der einen oder der mehreren Kommunikationsstrecken (108) anzeigt, und wobei die
Mehrzahl von Rechenknoten periodisch dynamisch zum Assistieren bei Rechenfunktionen des Datenanalysesystems (102) verfügbar ist; und
ein Partitionierungsdispositionsmodul (122), das mit dem Prozessor (110) gekoppelt ist, zum Partitionieren des
Datensatzes (136) in Teilsätze basierend auf der Anzahl der Mehrzahl von Rechenknoten, dem Kapazitätsparameter, der mit jedem der Mehrzahl von Rechenknoten (106) und jeder der einen oder der mehreren Kommunikationsstrecken (108) assoziiert ist, und dem Verfügbarkeitsstatus jedes der Mehrzahl von Rechenknoten
(106) und jeder der einen oder der mehreren Kommunikationsstrecken (108) zur Parallelverarbeitung der Teilsätze.
10. Datenanalysesystem (102) nach Anspruch 8, wobei das Verfügbarkeitsmodul (120) den Verfügbarkeitsstatus basierend auf mindestens einer von einer Ergebnisbasis, einer Ankündigungsbasis und einer Abfragebasis bestimmt.
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11. Datenanalysesystem (102) nach Anspruch 8, wobei das Verfügbarkeitsmodul (120) die Verfügbarkeit basierend auf
einer statistischen Analyse von historischen Verfügbarkeitsdaten bestimmt.
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12. Datenanalysesystem (102) nach Anspruch 8, wobei das Partitionierungsdispositionsmodul (122) Datenverarbeitungsaufgaben für jeden der Mehrzahl von Rechenknoten (106) basierend auf der Partitionierung disponiert.
13. Datenanalysesystem (102) nach Anspruch 8, wobei das Partitionierungsdispositionsmodul (122) mindestens eine
von der zweitverkürzungsbasierten Partitionierung und der kostensenkungsbasierten Partitionierung des Datensatzes (136) erreicht.
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14. Nicht-transitorisches computerlesbares Medium mit einem darauf enthaltenen Computerprogramm zum Ausführen
eines Verfahrens zur Datenpartitionierung in einem Internet-der-Dinge-Netz (100), wobei das Verfahren umfasst:

55

Bestimmen einer Anzahl von Rechenknoten (106) im Internet-der-Dinge-Netz (100), die zum Mitwirken beim
Verarbeiten eines Datensatzes (136) zu einem gegebenen Zeitpunkt in der Lage sind, wobei das Inter-derDinge-Netz heterogene Rechenknoten (106) umfasst, die über eine oder mehrere Kommunikationsstrecken
(108) mit einem Datenanalysesystem (102) verbunden sind, wobei die eine oder die mehreren Kommunikationsstrecken drahtgebunden oder drahtlose Kommunikationskanäle sind;
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Ermitteln mindestens eines Kapazitätsparameters, der mit jedem der Mehrzahl von Rechenknoten (106) im
Internet-der-Dinge-Netz (100) und mit der einen oder den mehreren Kommunikationsstrecken (108) zwischen
jedem der Mehrzahl von Rechenknoten (106) und dem Datenanalysesystem (102) assoziiert ist, wobei der
mindestens eine Kapazitätsparameter eine Rechenkapazität für jeden der Mehrzahl von Rechenknoten (106)
und eine Kommunikationskapazität für jede der einen oder der mehreren Kommunikationsstrecken (108) anzeigt;
Bestimmen eines Verfügbarkeitsstatus der Mehrzahl von Rechenknoten (106) und jeder der einen oder der
mehreren Kommunikationsstrecken (108), wobei der Verfügbarkeitsstatus eine zeitliche Verfügbarkeit jedes
der Mehrzahl von Rechenknoten (106) und jeder der einen oder der mehreren Kommunikationsstrecken (108)
anzeigt, und wobei die Mehrzahl von Rechenknoten periodisch dynamisch zum Assistieren bei Rechenfunktionen des Datenanalysesystems (102) verfügbar ist;
Partitionieren des Datensatzes (136) in Teilsätze basierend auf der Anzahl der Mehrzahl von Rechenknoten,
dem Kapazitätsparameter, der mit jedem der Mehrzahl von Rechenknoten (106) und jeder der einen oder der
mehreren Kommunikationsstrecken (108) assoziiert ist, und dem Verfügbarkeitsstatus jedes der Mehrzahl von
Rechenknoten (106) und jeder der einen oder der mehreren Kommunikationsstrecken (108) zur Parallelverarbeitung der Teilsätze; und
Disponieren von Datenverarbeitungsaufgaben für jeden der Mehrzahl von Rechenknoten (106) basierend auf
der Partitionierung.
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15. Datenanalysesystem (102) nach Anspruch 8, wobei der mindestens eine Kapazitätsparameter, der mit jedem Rechenknoten (106) assoziiert ist, Verarbeitungsgeschwindigkeit eines Rechenknotens (106), verfügbaren Speicher
und assoziierte Busgeschwindigkeit, Cachegröße und Betriebslast jedes der Mehrzahl von Rechenknoten (106) zu
einem gegebenen Zeitpunkt umfasst, und der mindestens eine Kapazitätsparameter, der mit jeder der einen oder
der mehreren Kommunikationsstrecken (108) assoziiert ist, Datenübertragungsraten für die eine oder die mehreren
Kommunikationsstrecken (108) umfasst.

Revendications
30

1.

Procédé mis en oeuvre par ordinateur pour le partitionnement de données dans un réseau Internet des objets (100),
le procédé mis en oeuvre par ordinateur comprenant :
la détermination, par un processeur (110), d’un nombre d’une pluralité de noeuds informatiques (106) dans le
réseau Internet des objets (100) capable de contribuer au traitement d’un ensemble de données (136) à un
instant donné, où le réseau Internet des objets comprend des noeuds informatiques hétérogènes (106) connectés à un système d’analytique de donnés (102) sur une ou plusieurs liaisons de communication (108), et
les une ou plusieurs liaisons de communication sont des voies de communication filaires ou sans fil ;
l’établissement, par le processeur (110), d’au moins un paramètre de capacité associé à chacun de la pluralité
de noeuds informatiques (106) dans le réseau Internet des objets (100) et à chacune des une ou plusieurs
liaisons de communication (108) entre chacun de la pluralité de noeuds informatiques (106) et le système
d’analytique de données (102), où le au moins un paramètre de capacité est indicatif d’une capacité computationnelle pour chacun de la pluralité de noeuds informatiques (106) et d’une capacité de communication pour
chacune des une ou plusieurs liaisons de communication (108) ;
la détermination, par le processeur (110), d’un statut de disponibilité de chacun de la pluralité de noeuds
informatiques (106) et de chacune des une ou plusieurs liaisons de communication (108), où le statut de
disponibilité est indicatif d’une disponibilité temporelle de chacun de la pluralité de noeuds informatiques (106)
et de chacune des une ou plusieurs liaisons de communication (108), et où la pluralité de noeuds informatiques
sont disponibles dynamiquement par intermittence pour aider des fonctions computationnelles du système
d’analytique de données (102) ; et
le partitionnement, par le processeur (110), de l’ensemble de données (136) en sous-ensembles, sur la base
du nombre de la pluralité de noeuds informatiques (106), du paramètre de capacité associé à chacun de la
pluralité de noeuds informatiques (106) et à chacune des une ou plusieurs liaisons de communication (108),
et du statut de disponibilité de chacun de la pluralité de noeuds informatiques (106) et de chacune des une ou
plusieurs liaisons de communication (108), pour un traitement parallèle des sous-ensembles.
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2.

Procédé mis en oeuvre par ordinateur selon la revendication 1, dans lequel le au moins un paramètre de capacité
associé à chaque noeud informatique (106) comprend la vitesse de traitement du noeud informatique (106), la
mémoire disponible et la vitesse de bus, la taille de cache, et la charge opérationnelle associées sur chacun de la
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pluralité de noeuds informatiques (106) à un point de temps donné.
3.

Procédé mis en oeuvre par ordinateur selon la revendication 1, dans lequel le au moins un paramètre de capacité
associé à chacune des une ou plusieurs liaisons de communication (108) comprend des taux de transfert de données
pour les une ou plusieurs liaisons de communication (108).

4.

Procédé mis en oeuvre par ordinateur selon la revendication 1, dans lequel la détermination du statut de disponibilité
est basée sur au moins un parmi l’annonce, l’événement, et l’interrogation.

5.

Procédé mis en oeuvre par ordinateur selon la revendication 1, dans lequel la détermination du statut de disponibilité
comprend l’établissement de disponibilité sur la base de données de disponibilité historiques.

6.

Procédé mis en oeuvre par ordinateur selon la revendication 1, comprenant en outre la planification, par le processeur
(110), de tâches de traitement de données à chacun de la pluralité de noeuds informatiques (106) sur la base du
partitionnement.

7.

Procédé mis en oeuvre par ordinateur selon la revendication 1, dans lequel le partitionnement est basé sur au moins
un parmi la réduction de temps et la réduction de coût.

8.

Procédé mis en oeuvre par ordinateur selon la revendication 1, dans lequel les noeuds informatiques hétérogènes
(106) comprennent des serveurs haute performances, des ordinateurs de bureau, des ordinateurs portables, des
tablettes, des ordinateurs personnels, des téléphones mobiles et des assistants numériques personnels.

9.

Système d’analytique de données (102) pour le partitionnement de données dans un réseau Internet des objets
(IoT) (100), et le réseau Internet des objets comprend des noeuds informatiques hétérogènes (106) connectés au
système d’analytique de données (102) sur une ou plusieurs liaisons de communication (108), le système d’analytique de données (102) comprenant :
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un processeur (110) ;
un module de capacité (118) couplé au processeur (110) pour,
déterminer un nombre d’une pluralité de noeuds informatiques (106) dans le réseau Internet des objets
(100) capable de contribuer au traitement d’un ensemble de données (136) à un instant donné, et où les
une ou plusieurs liaisons de communication sont des voies de communication filaires ou sans fil ; et
établir au moins un paramètre de capacité associé à chacun de la pluralité de noeuds informatiques (106)
dans le réseau Internet des objets (100) et à chacune des une ou plusieurs liaisons de communication
(108) entre chacun de la pluralité de noeuds informatiques (106) et le système d’analytique de données
(102), où le au moins un paramètre de capacité est indicatif d’une capacité computationnelle pour chacun
de la pluralité de noeuds informatiques (106) et d’une capacité de communication pour chacune des une
ou plusieurs liaisons de communication (108) ;
un module de disponibilité (120) couplé au processeur (110) pour déterminer un statut de disponibilité de chacun
de la pluralité de noeuds informatiques (106) et de chacune des une ou plusieurs liaisons de communication
(108), où le statut de disponibilité est indicatif d’une disponibilité temporelle de chacun de la pluralité de noeuds
informatiques (106) et de chacune des une ou plusieurs liaisons de communication (108) et où la pluralité de
noeuds informatiques sont disponibles dynamiquement par intermittence pour aider des fonctions computationnelles du système d’analytique de données (102) ; et
un module de partitionnement-planification (122) couplé au processeur (110) pour partitionner l’ensemble de
données (136) en sous-ensembles, sur la base du nombre de la pluralité de noeuds informatiques, du paramètre
de capacité associé à chacun de la pluralité de noeuds informatiques (106) et à chacune des une ou plusieurs
liaisons de communication (108), et du statut de disponibilité de chacun de la pluralité de noeuds informatiques
(106) et de chacune des une ou plusieurs liaisons de communication (108), pour un traitement parallèle des
sous-ensembles.
10. Système d’analytique de données (102) selon la revendication 8, dans lequel le module de disponibilité (120)
détermine le statut de disponibilité sur la base d’au moins un parmi l’événement, base l’annonce, et l’interrogation.
11. Système d’analytique de données (102) selon la revendication 8, dans lequel le module de disponibilité (120)
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détermine la disponibilité sur la base de l’analyse statistique de données de disponibilité historiques.

5

12. Système d’analytique de données (102) selon la revendication 8, dans lequel le module de partitionnement-planification (122) planifie des tâches de traitement de données à chacun de la pluralité de noeuds informatiques (106)
sur la base du partitionnement.
13. Système d’analytique de données (102) selon la revendication 8, dans lequel le module de partitionnement-planification (122) réalise au moins un entre un partitionnement basé sur la réduction de temps et un partitionnement
basé sur une réduction de coût de l’ensemble de données (136).

10

14. Support lisible par ordinateur non transitoire sur lequel est incorporé un programme d’ordinateur pour exécuter un
procédé pour le partitionnement de données dans un réseau Internet des objets (100), le procédé comprenant :

15

20

25

30

35

40

la détermination d’un nombre d’une pluralité de noeuds informatiques (106) dans le réseau Internet des objets
(100) capable de contribuer au traitement d’un ensemble de données (136) à un instant donné, où le réseau
Internet des objets comprend des noeuds informatiques hétérogènes (106) connectés à un système d’analytique
de donnés (102) sur une ou plusieurs liaisons de communication (108), où les une ou plusieurs liaisons de
communication sont des voies de communication filaires ou sans fil ;
l’établissement d’au moins un paramètre de capacité associé à chacun de la pluralité de noeuds informatiques
(106) dans le réseau Internet des objets (100) et à chacune des une ou plusieurs liaisons de communication
(108) entre chacun de la pluralité de noeuds informatiques (106) et le système d’analytique de données (102),
où le au moins un paramètre de capacité est indicatif d’une capacité computationnelle pour chacun de la pluralité
de noeuds informatiques (106) et d’une capacité de communication pour chacune des une ou plusieurs liaisons
de communication (108) ;
la détermination d’un statut de disponibilité de chacun de la pluralité de noeuds informatiques (106) et de
chacune des une ou plusieurs liaisons de communication (108), où le statut de disponibilité est indicatif d’une
disponibilité temporelle de chacun de la pluralité de noeuds informatiques (106) et de chacune des une ou
plusieurs liaisons de communication (108) et où la pluralité de noeuds informatiques sont disponibles dynamiquement par intermittence pour aider des fonctions computationnelles du système d’analytique de données
(102) ;
le partitionnement de l’ensemble de données (136) en sous-ensembles, sur la base du nombre de la pluralité
de noeuds informatiques, du paramètre de capacité associé à chacun de la pluralité de noeuds informatiques
(106) et à chacune des une ou plusieurs liaisons de communication (108), et du statut de disponibilité de chacun
de la pluralité de noeuds informatiques (106) et de chacune des une ou plusieurs liaisons de communication
(108), pour un traitement parallèle des sous-ensembles ; et
la planification de tâches de traitement de données à chacun de la pluralité de noeuds informatiques (106) sur
la base du partitionnement.
15. Système d’analytique de données (102) selon la revendication 8, dans lequel le au moins un paramètre de capacité
associé à chacun de la pluralité de noeuds informatiques (106) comprend la vitesse de traitement d’un noeud
informatique (106), la mémoire disponible et la vitesse de bus, la taille de cache, et la charge opérationnelle associées
sur chacun de la pluralité de noeuds informatiques (106) à un point de temps donné et le au moins un paramètre
de capacité associé à chacune des une ou plusieurs liaisons de communication (108) comprend des taux de transfert
de données pour les une ou plusieurs liaisons de communication (108).

45

50

55

15

EP 2 882 140 B1

16

EP 2 882 140 B1

17

EP 2 882 140 B1
REFERENCES CITED IN THE DESCRIPTION
This list of references cited by the applicant is for the reader’s convenience only. It does not form part of the European
patent document. Even though great care has been taken in compiling the references, errors or omissions cannot be
excluded and the EPO disclaims all liability in this regard.

Non-patent literature cited in the description
•

•

QINGCHEN. Multi-node scheduling algorithm based
on clustering analysis and data partitioning in emergency management cloud [0005]

18

CHAO. Implementation of a cloud computing environment for hiding huge amount of data [0006]

