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Abstract. Although traditionally used in the machine translation field,
the encoder-decoder framework has been recently applied for the genera-
tion of video and image descriptions. The combination of Convolutional
and Recurrent Neural Networks in these models has proven to outper-
form the previous state of the art, obtaining more accurate video descrip-
tions. In this work we propose pushing further this model by introducing
two contributions into the encoding stage. First, producing richer im-
age representations by combining object and location information from
Convolutional Neural Networks and second, introducing Bidirectional
Recurrent Neural Networks for capturing both forward and backward
temporal relationships in the input frames.
Keywords: Video Description, Neural Machine Translation, Birectional
Recurrent Neural Networks, LSTM, Convolutional Neural Networks.
1 Introduction
Automatic generation of image descriptions is a recent trend in Computer Vi-
sion that represents an interesting, but difficult task. This has been possible due
to the dramatic advances in Convolutional Neural Network (CNN) models that
allowed to outperform the state-of-the-art algorithms in many computer vision
problems: object recognition, object detection, activity recognition, etc. Gener-
ating descriptions of videos represents an even more challenging task that could
lead to multiple applications (e.g. video indexing and retrieval, movie description
for multimedia applications or for blind people or human-robot interaction). We
can imagine the amount of data generated in YouTube (every day people watch
hundreds of millions of hours of video and generate billions of views) and how
video description would help to categorize them, provide an efficient retrieval
mechanism and serve as a summarization tool for blind people.
However, the problem of video description generation has several proper-
ties that make it specially difficult. Besides the significant amount of image
information to analyze, videos may have a variable number of images and can
be described with sentences of different length. Furthermore, the descriptions
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of videos use to be high-level summaries that not necessarily are expressed in
terms of the objects, actions and scenes observed in the images. There are many
open research questions in this field requiring deep video understanding. Some
of them are how to efficiently extract important elements from the images (e.g.
objects, scenes, actions), to define the local (e.g. fine-grained motion) and global
spatio-temporal information, determine the salient content worth to describe,
and generate the final video description. All these specific questions need the
attention of computer vision, machine translation and natural language under-
standing communities in order to be solved.
In this work, we propose to enrich the state-of-the-art architecture using
bidirectional neural networks for modeling relationships in two temporal direc-
tions. Furthermore, we test the inclusion of supplementary features, which help
to detect contextual information from the scene where the video takes place.
2 Related Work
Although the problem of video captioning recently appeared thanks to the new
learning capabilities offered by Deep Learning techniques, the general pipeline
adopted in these works resembles the traditional encoder-decoder methodology
used in Machine Translation (MT). The main difference is that, in the encoder
step, instead of generating a compact representation of the source language sen-
tence, we generate a representation of the images belonging to the video.
MT aims to automatically translate text or speech from a source to a tar-
get language. Within the last decades, the prevailing approach is the statistical
one [5]. The application of connectionist models in the area has drawn much
the attention of researchers in the last years. Moreover, a new approach to MT
has been recently proposed: the so-called Neural Machine Translation, where
the translation process is carried out by a means of a large Recurrent Neural
Network (RNN) [11]. These systems rely on the encoder-decoder framework: an
encoder RNN produces a compact representation of an input sentence in the
source language, and the decoder RNN takes this representation and generates
the corresponding target language sentence. Both RNNs usually make use of
gated units, such as the popular Long Short-term Memory (LSTM) [4], in order
to cope with long-term relationships.
The recent reintroduction of Deep Learning in the Computer Vision field
through CNNs [6], has allowed to obtain new and richer image representations
compared to the traditional hand-crafted ones. These networks have demon-
strated to be a powerful tool to extract feature representations for several kinds of
computer vision problems like on objects [10] or scenes [18] recognition. Thanks
to the CNNs ability to serve as knowledge transfer mechanisms, they have also
been usually used as feature extractors.
The majority of the works devoted to generate textual descriptions from
single images also follow the encoder-decoder architecture. In the encoding stage,
they apply a combination of CNN and LSTM for describing the input image.
In the decoding stage, an LSTM is in charge of receiving the image information
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and generating, word by word, a final description of the image [15]. The problem
of video captioning is similar. Seminal works applied methodologies inspired by
classical MT [9]. Nevertheless, more recent works following the encoder-decoder
approach, obtained state-of-the-art performances [14,16].
We present a new methodology for natural language video description that
makes use of deeper structures and a double-way analysis of the input video.
We propose to use as a base architecture the one introduced in [16]. On the top
of it, our contributions are twofold. First, we produce richer image representa-
tions by combining complementary CNNs for detecting objects and contextual
information from the input images. Second, we introduce a Bidirectional LSTM
(BLSTM) network in the encoding stage, which has the ability to learn forward
and backward long-term relationships on the input sequence. Moreover, we make
our code public1.
3 Methodology
An overview of our proposal is depicted in Fig. 1. We propose an encoder-decoder
approach consisting of four stages, using both CNNs and LSTMs for describing
images and for modeling their temporal relationship, respectively.
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Fig. 1: General scheme of our proposed methodology.
First (blue in the scheme), we apply two state of the art CNN models for
extracting complementary features on each of the raw images from the video.
Second (red in the scheme), considering we need to describe the actions
performed in consecutive frames, we apply a BLSTM for capturing temporal
relationships and complementary information by taking a look at the action in
a forward and in a backward manner.
Third (yellow in the scheme), the two output vectors from forward and back-
ward LSTM models of the previous step are concatenated together with the
CNN output for each image and are fed to a soft attention model in the decoder.
This model decides on which parts of the input video should focus for emitting
the next word, considering the description generated so far.
Fourth (green in the scheme), an LSTM network generates the video caption
from the representation obtained in previous stages. The variable-length caption
1 https://github.com/lvapeab/ABiViRNet
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is obtained word by word, using a softmax function on the top of this LSTM
network.
3.1 Encoder
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Fig. 2: Forward layer LSTM unit for the
encoder. The output depends on the pre-
vious hidden state (vfj−1) and the cur-
rent feature vector from the video ex-
tracted by the CNN (xj). Input, output
and forget gates module the amount of
information that flows across the unit.
Given the video description problem,
in the encoding stage we need to prop-
erly characterize the video for 1) un-
derstanding which kind of objects and
structures appear in the images, and
2) modeling their relationships and
actions along time.
For tackling the first part of the
problem, several kinds of pretrained
CNNs may be used for describing
the images, which can be distin-
guished by the different architectures
or by the different datasets used for
training. Although an extended com-
parison and combinations of mod-
els could be used for applying this
characterization, we propose combin-
ing object and context-related in-
formation. For this purpose we use
a GoogleNet architecture [12] sepa-
rately trained on two datasets, one for
objects (ILSVRC dataset [10]), and
the other for scenes (Places 205 [18]).
The combination of these two kinds of data can inform about the objects ap-
pearing and their surroundings, being ideal for the problem at hand. For a given
video, the CNNs generate a sequence Vc of J d-dimensional feature vectors,
x1, . . . ,xJ with xj ∈ Rd for 1 ≤ j ≤ J , where J is the number of frames in the
video.
To solve the second problem, a BLSTM processes the sequenceVc, generating
a new sequence Vbi = v1, . . . ,vJ of J vectors. BLSTM networks are composed
of two independent LSTM layers namely, forward and backward. Both layers are
analogue, but the latter processes the input sequence reversed in time.
LSTM networks have, in addition to the classical hidden state, a memory
state. Let vfj be the forward layer hidden state at the time-step j, and let c
f
j be
its memory state. The hidden state vfj is computed as c
f
j controlled by an output
gate ofj . The current memory state depends on an updated memory state, and
on the previous memory state, cfj−1, respectively modulated by the forget and
input gates, f fj and i
f
j . The updated memory state c˜
f
j is obtained by applying
a logistic non-linear function to the input and the previous hidden state. Each
LSTM gate has associated two weight matrices, accounting for the input and
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the previous hidden state. Such matrices must be estimated on a training set.
Figure 2 shows an illustration of an LSTM unit. The same architecture applies
to the backward layer, but dependencies flow from the next time-step to the
previous one. Since forward and backward layers are independent, they have
different weight matrices to estimate.
Each feature vector vj computed by the BLSTM results as the concatenation
of the forward and backward hidden states: vj = [v
f
j ;v
b
j ] ∈ R2·D for 1 ≤ j ≤ J ,
being D the size of each forward and backward hidden state.
Finally, the encoder combines the sequences Vc and Vbi by concatenating
the vectors from the CNN and from the BLSTM, producing a final sequence V
of J feature vectors w1, . . . ,wJ , wj = [xj ;vj ] ∈ Rd+2·D for 1 ≤ j ≤ J .
3.2 Decoder
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Fig. 3: Decoder LSTM unit. The output
depends on the previous hidden state
(ht), the word embedding of the previ-
ously generated word (E(yt−1)) and the
context vector provided by the attention
mechanism (zt).
The decoder is an LSTM network,
which acts as a language model,
conditioned by the information pro-
vided by the encoder. This network
is equipped with an attention mech-
anism [1,16]: a soft alignment model,
implemented as a single-layered per-
ceptron, that helps the decoder to
know where to look at for generat-
ing each output word. Given the se-
quence V generated by the encoder,
at each decoding time-step t the at-
tention mechanism weights the J fea-
ture vectors and combines them into
a single context vector zt ∈ Rd+2·D.
The decoder LSTM is defined sim-
ilarly to the forward layer from the
encoder, but it takes into account
the previously generated word and
the context vector from the attention
mechanism, in addition to its previous hidden state. The last word representa-
tion is provided by a word embedding matrix E ∈ Rm×V , being m the size of
the word embedding and V the size of the vocabulary. E is estimated together
with the rest of the model parameters.
A probability distribution over the vocabulary of output words is defined from
the hidden state ht, by means of a softmax function. This function represents
the conditional probability of a word given an input video V and its history (the
previously generated words): p(yt|y1, . . . , yt−1,V). Following [11], a beam-search
method is used to find the caption with highest conditional probability.
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4 Results
In this section we describe the datasets and metrics used for evaluating and
comparing our model to the video captioning state of the art.
4.1 Dataset
TheMicrosoft Research Video Description Corpus (MSVD) [2] is a dataset
composed of 1970 open domain clips collected from YouTube and annotated us-
ing a crowd sourcing platform. Each video has a variable number of captions,
written by different users. We used the splits made by [14,16], separating the
dataset in 1200 videos for training, 100 for validation and the remaining 670
for testing. During training, the clips and each of their captions were treated
separately, accounting for a total of more than 80, 000 training samples.
4.2 Evaluation Metrics
In order to evaluate and compare the results of the different models we used
the standardized COCO-Caption evaluation package [3], which provides several
metrics for text description comparison. We used three main metrics, all of them
presented from 0 (minimum quality) to 100 (maximum quality):
BLEU [8]: this metric compares the ratio of n-gram structures that are
shared between the system hypotheses and the reference sentences.
METEOR [7]: it was introduced to solve the lack of the recall component
when computing BLEU. It computes the F1 score of precision and recall between
hypotheses and references.
CIDEr [13]: similarly to BLEU, it computes the number of matching n-
grams, but penalizes any n-gram frequently found in the whole training set.
4.3 Experimental Results
On all the tests we used a batch size of 64, the learning rate was automatically set
by the Adadelta [17] method and, as the authors in [16] reported, we applied a
frame subsampling, picking only one image every 26 frames for reducing the com-
putational load. The parameters of the network were randomly initialized. An
evaluation on the validation set was performed every 1000 updates. The learning
process was stopped when the reported error increased after 5 evaluations.
For each configuration we run 10 experiments. At each of them, we ran-
domly set the value of the critical model hyperparameters. Such hyperparame-
ters and their tested ranges are m ∈ [300, 700], |ht| ∈ [1000, 3000]. When using
the BLSTM encoder, we performed an additional selection on |vj | ∈ [100, 2100].
For each configuration, the best model with respect to the BLEU measure
on the validation set was selected. In Table 1 we report the results of the best
models on the test set. The first row correspond to the result obtained with our
system with the object features from [16]. The configurations reported below
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Model BLEU [%] METEOR [%] CIDEr [%]
Objects* 51.5 32.5 66.0
Objects + BLSTM 53.6 32.6 66.4
Objects + Scenes 52.6 32.5 67.0
Objects + Scenes + BLSTM 52.8 31.3 67.2
Table 1. Text generation results for each model on the MSVD dataset. The results
below the horizontal line are our proposals. *Model from [16] only with Object features
evaluated on our system.
the horizontal line are our proposals, where Scenes indicates we use scene-related
features concatenated to Objects and BLSTM denotes the use of the additional
BLSTM encoder.
5 Discussion and Conclusions
Analyzing the obtained results, a clear improvement trend can be derived when
applying the BLSTM as a temporal inference mechanism. The BLSTM addition
when using Objects features allows to improve the result on all metrics, obtain-
ing a benefit of more than 2 BLEU points. Adding scenes-related features also
slightly improves the result, although it is not as remarkable as the BLSTM im-
provement. The combination of Objects+Scenes+BLSTM offers the best CIDEr
performance, nevertheless, this result is slightly below the Objects+BLSTM one
on the other metrics. This behaviour is probably due to the significant increase
on the number of parameters to learn. It should be investigated whether the re-
duction of the number of parameters by reducing the size of the CNN features,
or the use of larger datasets could lead to further improvements.
In conclusion, we have presented a new methodology for natural language
video description that takes profit from a bidirectional analysis of the input
sequence. This architecture has the ability to learn forward and backward long-
term relationships on the input images. Additionally, the use of complementary
object and scene-related image features has proved to obtain a richer video
representation. The improvements have allowed the method to outperform the
state-of-the-art results in the problem at hand.
These results suggest that deep structures help to transfer the knowledge
from the input sequence of frames to the output natural language caption. Hence,
the next step to take must delve into the application deeper modeling structures,
such as 3D CNNs and multi-layered LSTM networks.
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