We generalize Brock's minimization of the loss function proposed by Wahba to give a least-squares estimate of satellite attitude. We follow Brock in relaxing Wahba's requirement that the minimizing attitude matrix be orthogonal, and discuss the statistical properties of our new solution and its relation to existing attitude estimation algorithms.
INTRODUCTION
In 1965, Wahba posed the problem of finding the proper orthogonal matrix A that minimizes the nonnegative loss function [ 11 where the unit vectors u j are representations in a reference frame of the directions to n observed objects and the v j are the unit vector representations of the corresponding observations in the spacecraft body frame. The motivation for this loss function is that if the vectors are error-free and the true attitude matrix A,,,, is assumed to be the same for all the measurements, then vj is equal to Atrueuj for all j and the loss function is equal to zero for A equal to A,,,,. It is customary to generalize this loss function by introducing an n x n symmetric positive-definite matrix W to weight the different observations and to rewrite it as
where tr denotes the matrix trace, the superscript T denotes the transpose, and the 3 x n matrices U and V are defined as
The problem of finding the constrained (by orthogonality) minimum of this loss function has become known as Wahba's problem, and attitude 0018-9251/98/$10.00 @ 1998 IEEE determination algorithms based on it have been used for many years [2-81. Using the assumed orthogonality of A and the invariance of the trace under transposition and cyclic permutation of its arguments, the loss function can be written (2) can be further generalized to
where 2 is a 3 x 3 symmetric positive-definite matrix that weights the Cartesian components of the observations in the body frame. The quadratic term in A cannot be eliminated from this loss function, even with the assumption of orthogonality, which makes it more difficult to analyze than Wahba's loss function. Brock [l I] found a simple solution to this optimization problem when the orthogonality constraint is relaxed and the matrix W is equal to the identity, so that all measurements are weighted equally. Brock's treatment does not make it clear that Z is not a matrix that assigns different weights to different measurements, so confusion on this point can easily arise. We generalize his solution to explicitly consider an arbitrary positive-definite observation weight matrix W . The statistical properties of the new solution and its relation to existing algorithms are discussed. Similar results have previously been obtained by one of the authors [IO] .
SOLUTION
Our derivation employs the concept of the directional derivative of the loss function. Let A, denote an assumed extremum of the loss function, and consider a variation of an arbitrary size E in the direction of an arbitrary (non-zero) matrix H . The value of the loss function is
where the subscript F denotes the Frobenius norm, and we have used the fact that W and Z have symmetric positive-definite square roots, since they are defined to be symmetric and positive definite. The extremum condition is that this loss function must have zero derivative with respect to E at E = 0 for all H , which is the case if and only if the term linear in E vanishes. Since Z is positive definite by assumption, this term vanishes for all H if and only if
It is interesting to observe that this condition is independent of the weighting matrix Z, as was noted by Brock [ l l ] . If the matrix U has full rank (i.e,, rank three), this equation can be solved for A,, yielding
where B is the attitude profile matrix defined in (6). In this case, the coefficient of z2 in (8) is positive for all non-zero H , so the second directional derivative of L at A, with respect to E is positive, and the stationary point at A, is clearly a unique global minimum of the loss function. This estimate is not independent of W, in general.
STATISTICAL PROPERTIES OF THE SOLUTION
We now show that this solution provides an unbiased estimate of the attitude matrix, under reasonable statistical assumptions. We consider the reference vectors to be error-free, which is generally a good approximation since the reference vectors are usually known quite precisely. We also make the common assumption of additive random measurement errors, i.e., It is easy to see from (14) that the expected value of SA is zero, so taking the expectation of (15) shows that A, is an unbiased estimate of the transformation matrix.
An estimate of the dispersion of A, about its expected value, Atrue, is provided by the quantity
(17) where
The matrix P looks like a covariance matrix since SA has zero mean, but the actual covariance would be a 9 x 9 matrix, since 6A has nine components. It is natural to choose the weight matrix W to be the inverse of the n x n measurement variance matrix R
which gives
If we assume that {nj} is a white sequence, then R and W are diagonal matrices.
orthogonal, but a simple calculation gives the deviation from orthogonality as
The optimal matrix of (IO) is not exactly
(21) It follows from (17) and the zero-mean property of SA that E [ A ;~A ,
which shows that the average deviation from orthogonality is directly related to the dispersion of the estimate about the mean.
DISCUSSION
This generalization of Brock's solution is computationally simpler than the solution of Wahba's problem in the general case, since it involves only inversion of a 3 x 3 matrix, and no iterative computations. Thus it may be preferable if small deviations from orthogonality can be tolerated. This estimate can be useful for extracting Euler angles or quaternions for display, or as an initial estimate for a more refined method.
One disadvantage of (10) is that it provides a solution only if U is of rank three, which is to say that the vectors { u j } span three-space. This requires as a minimum that we have at least three observations. It is well known that two observations are sufficient to completely determine an orthogonal transformation matrix, but the orthogonality constraint plays a key role in establishing this sufficiency. In the unconstrained problem, the estimate can be made unique by the somewhat ad hoc procedure of adding as a third observation the cross-product v1 x v2, regarded as a measurement of a reference u1 x u2.
The added measurement is a pseudomeasurement, and not a real measurement. Thus it does not require additional sensors or sensor data processing, but it does provide a unique estimate with only two real observations.
The three-observation case has a solution if and only if the three vectors are not coplanar. If the third vector is given as a cross-product pseudomeasurement, the requirement is that the two actual measurements not be colinear. In all these cases the matrix U is invertible, so which is independent of the measurement weights.
This reflects the fact that the matrix A has enough degrees of freedom to produce a minimum value of zero for the loss function in the three-observation case, if the orthogonality constraint is not enforced.
The weight matrix is significant if four or more measurements are used to form the estimate, however.
In contrast to the above, Wahba's problem of finding the optimal orthogonal A minimizing the loss function of (2) has a unique solution if the matrix B defined in (6) has rank two or three [7] .
In the two-observation case, the cross-product of the reference vectors and the cross-product of the measurement vectors appear automatically, without requiring manual insertion [8] . This optimal estimate in the two-observation case has a closed-form solution that only requires a single square root [6, 81. This estimate always depends on the weights, except when the measurements are error-free. This solution goes over to the simpler TRIAD solution [5, 6, 121 for certain values of the weights, so the TRIAD solution is optimal in these cases [8] . For arbitrary weights, the TRIAD solution does not minimize Wahba's loss function, however, and the closed-form solution to Wahba's problem is clearly the method of choice.
