The present paper focuses on acoustic streaming free jets. This is to say that progressive acoustic waves are used to generate a steady flow far from any wall. The derivation of the governing equations under the form of a non-linear hydrodynamics problem coupled with an acoustic propagation problem is made on the basis of a time scale discrimination approach. This approach is preferred to the usually invoked amplitude perturbations expansion since it is consistent with experimental observations of acoustic streaming flows featuring hydrodynamic non-linearities and turbulence. Experimental results obtained with a plane transducer in water are also presented together with a review of the former experimental investigations using similar configurations. A comparison of the shape of the acoustic field with the shape of the velocity field shows that diffraction is a key ingredient in the problem though it is rarely accounted for in the literature. A scaling analysis is made and leads to two scaling laws for the typical velocity level in acoustic streaming free jets; these are both observed in our setup and in former studies by other teams. We also perform a dimensional analysis of this problem: a set of seven dimensionless groups is required to describe a typical acoustic experiment. We find that a full similarity is usually not possible between two acoustic streaming experiments featuring different fluids. We then choose to relax the similarity with respect to sound attenuation and to focus on the case of a scaled water experiment representing an acoustic streaming application in liquid metals, in particular in liquid silicon and in liquid sodium. We show that small acoustic powers can yield relatively high Reynolds numbers and velocity levels; this could be a virtue for heat and mass transfer applications, but a drawback for ultrasonic velocimetry.
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Scaling and dimensional analysis of acoustic streaming jets. 
I. INTRODUCTION
Acoustic streaming flows are steady or quasi-steady flows generated by acoustic waves. Acoustic streaming can be seen as a tool to enhance heat and mass transfer in a number of applications [1] [2] [3] [4] [5] . For instance, several studies show that ultrasounds used during solidification process can improve final material properties [6] [7] [8] [9] [10] [11] [12] . However, it can also unwillingly affect some processes. A typical example is that of Acoustic Doppler Velocimetry (ADV) in which ultrasounds are used to measure velocities in a liquid. This technique is in particular used to investigate flows in opaque liquids such as liquid metals [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] , muddy waters, etc. However, a recent investigation shows that, depending on the settings used, commercial ADV systems can generate significant acoustic streaming flows, so that a bias is observed in the measurement itself 24 . This reference study 24 has been performed in water, but no guideline is given to assess whether acoustic streaming may significantly affect other configurations, e.g. in the case of liquid metals. Acoustic streaming is also present in both existing and developing medical applications based on high intensity ultrasounds 5, [25] [26] [27] , but also on ultrasounds of lower intensity 28 ; the considered liquids are then corporal fluids such as blood or amniotic liquid, the properties of which can significantly differ from those of classical engineering liquids. The discussion developed hereunder might, as a first approximation, apply to these very peculiar cases, but a detailed investigation of them is behind the scope of this paper due to their particular rheology.
The present paper is essentially focused on the Eckart streaming 29 configuration: here, the longitudinal size of the observation domain is far greater than the acoustic wavelength; the acoustic waves are progressive and attenuated waves. Eckart streaming is indeed directly due to sound attenuation in the bulk of the fluid through a Reynolds-stresses-like mechanism 30 : the fluid motion can be described as an incompressible flow driven by an external volumetric force, which is proportional to the local time-averaged acoustic intensity, I, and to the acoustic attenuation coefficient, . An acoustic beam of sufficiently high intensity thus generates a jet flowing in the direction of wave propagation in the region along the beam axis. In closed cavities, a backflow will also occur for the mass conservation law to be verified. In the case considered here, the acoustic beam does not interact with the lateral walls, so that no acoustic boundary layer is present in the problem. Nevertheless, even in cases where acoustic boundary layers exist, it can be shown that in large-scale channels (typically with a size of at least one millimeter), the streaming induced by the boundary layers (Rayleigh streaming) is negligible compared with the Eckart streaming 31 . In fact, the "Rayleigh force" is much stronger than the "Eckart force", but it occurs in very thin layers along the boundaries, so that its effect on the streaming is negligible [32] [33] [34] . This effect would have some importance only in micro-fluidic devices 31 .
Since the pioneering works on the topic, acoustic streaming has very often been presented as a second-order flow. The initially proposed theoretical models leading to the expression of the acoustic streaming force were indeed based on an expansion of each variable in successive approximations. The first order then accounted for the linear acoustic propagation in a quiescent fluid medium, while the second order ruled the acoustic streaming flow 29, 32, 33, 35, 36 . However, several authors conversely underscored that in many experimental investigations and applications, the observed flow was not of second order 30, 37, 38 . Experimentalists also observed turbulent acoustic streaming flows, which is not compatible with the assumption of a second order flow, the inertia of which should be negligibly weak 1, 30 . The contrast between the efficiency of acoustic streaming in the potential applications cited above and what could be expected from a second order flow is also questionable. Our contention is that a physical explanation compatible with these experimental observations can be given by considering that the relevant separation of the hydrodynamic problem from the acoustic propagation problem is a time-scales separation rather than an amplitude-scales separation. The frequency of ultrasounds used in liquids is indeed commonly in the Megahertz range or more, which is far greater than the highest frequency component in the considered streaming flows. Note that such a time-scale splitting has already been invoked by Boufermel et al. 39 , but still in the framework of successive approximations regarding variables amplitude, so that the streaming flow remained a second order flow. To our knowledge, no derivation of the acoustic streaming force expression has yet been proposed in the existing literature following this path to get rid of this second order flow assumption.
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A number of experimental papers report investigations of acoustic streaming flows 4, 37, [40] [41] [42] . The results are all described in dimensional variables and most of these experiments are conducted with water, in which a more or less limited amount of particles is added to serve as tracers. They differ in particular by the size and geometry of the water tank and by the values of the ultrasound frequency and intensity. In some of these papers, experimental results are compared to scaling laws giving the dependence of the fluid velocity on the acoustic power. Most authors expect the observed velocities to scale linearly with the acoustic power, but some of them invoke a square root dependence. The assumptions for these expected behaviors to be observed are in addition not explicitly formulated. A common limitation of the literature papers is also that they often do not account for the diffraction of the acoustic field in their analysis. In particular, some of them do not pay any attention to the existence of an acoustic near field, whose extent can be several times the diameter of the sound source for ultrasonic frequencies in liquids. We will show that a scaling analysis, properly performed, can provide interesting information.
We have finally to note that main measurements of acoustic streaming are done in water experiments, whereas the domains of application involve many other liquids. Dimensional analysis can provide the necessary link. To the best of our knowledge, the dimensional analysis of an acoustic streaming jet has never been reported in any international paper. It is, however, a very efficient tool which, beside the opportunity to extrapolate results from one fluid to another, allows to reduce the investigated parameters space, design model experiments, convert dimensional observations into a more universal non-dimensional form. As our team is interested in applications involving liquid metals, another objective of the present paper is thus to investigate the potential of acoustic streaming in some liquid metals.
In the following, the derivation of the acoustic force expression using a time-scale separation approach is given in section II. Some basics of linear acoustics are also briefly recalled since the present paper voluntarily takes a hydrodynamics standpoint. The velocity dependence on the acoustic power will be investigated in section III using scaling arguments and taking special care to account for acoustic diffraction. Experimental results from our proper setup 38, 43 , as well as from former experimental studies of the literature 4, 37, [40] [41] [42] , will then be used in section IV to assess the derived characteristic scaling laws. Section V will be devoted to the dimensional analysis of the problem with indications on the way to fulfil the similarity conditions and application of the results to selected liquids. The considered fluids are chosen in typical applications involving high intensity ultrasounds and ADV: water (to which weakly concentrated suspensions and solutions might be assimilated) and liquid metals, namely liquid silicon and sodium. An important step in this approach is the determination of the sound attenuation coefficient of the considered liquid. This data is actually not always given in usual tables and reference books since its measurement can be difficult in some cases. An additional concern of section V is thus to give guidelines to assess the value of this attenuation coefficient and to properly account for it in a dimensional analysis approach.
II. PHYSICAL MECHANISMS INVOLVED IN ACOUSTIC STREAMING
A. An explanation based on time-scales discrimination.
The approach in the following derivation is to split each variable into an acoustic part, varying rapidly, and a streaming motion part, varying very slowly compared to the acoustic part. The acoustic part will be denoted with a subscript ac; it is assumed periodical with zero average over one period T = 1/f. The streaming motion part will be denoted with a subscript s; due to its slow variations, its instantaneous value can be considered equal to its average over one acoustic period, T. We start with the continuity and Navier-Stokes equations for a compressible fluid:
where the tilde (~) denotes any "full" variable before its splitting, and ,  and  are the fluid density, shear viscosity and bulk viscosity, respectively. In a way similar to the derivation of the Reynolds Averaged Navier-Stokes (RANS) equations, the next step is to introduce the variables decomposition in these equations and compute their average over one period of time. The linear terms will then disappear when they feature an acoustic variable (i.e. with the subscript ac) or will be substituted with their instantaneous value when they feature a streaming flow variable (namely those with the subscript s). The non-linear terms will disappear when they feature a cross product of an acoustic variable with a streaming flow variable, so that will stay only cross products in which both variables have the same subscript. We can reasonably neglect any variations in viscosity under the effect of the acoustic wave, so that the right-hand side of the averaged Navier-Stokes equation is linear. The left-hand side has terms similar to turbulence Reynolds stresses and thus needs to be developed. After computation, the averaged continuity and Navier-Stokes equations are: (4) where the last term is the acoustic streaming force term, whose i th component in a Cartesian work-frame is 
A simplifying assumption is that terms proportional to  ac in equations (4) and (5) 
Let us underscore that the time derivative is not here a partial derivative but a particulate derivative, so that the contribution of streaming flow velocity gradients to inertia terms is effectively present in the left hand side of this formulation. This is an important feature of the present approach, as opposed to the derivations based on small perturbations expansions formerly proposed in the literature. Keep in mind that no hypothesis has been done here on the order of magnitude of the streaming velocities compared to the acoustic velocities.
Let us now consider the case of a plane sinusoidal progressive wave initiated at and propagating with attenuation along the x-direction, with an acoustic velocity amplitude of the form:
From equation (6) , the acoustic streaming force can then be written as: 
For such a plane wave, the acoustic intensity can be given as 44 :
so that we get the following final expression for the force:
Such an expression has been previously obtained, but on the basis of a small amplitude expansion approach, which, to our mind, has less physical meaning than the present approach. We have indeed shown that the acoustic streaming flow is ruled by the full Navier-Stokes equations for an incompressible fluid. The additional force term, given by equation (12) , is the same as that introduced by former authors 30, 32, 36 , but here, the hydrodynamic non-linearity has not to be introduced a posteriori, nor artificially, in the formulation, as underscored above. The flow is thus the solution to a weakly coupled problem between a hydrodynamic subproblem and an acoustic propagation sub-problem with both velocities possibly of the same order of magnitude in the two sub-problems. The coupling is made through the force term (equation (12)), which is proportional to the sound amplitude attenuation coefficient. One interest of this approach is also that the fluid has not been assumed to be at rest in this formulation, so that flows driven by other external forces can be accounted for.
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The plane wave assumption leading to equation (12) and based on equation (9) corresponds of course to an idealized situation. In practice, it is reasonable to consider such an assumption to be valid in cases where the acoustic wave propagates in a delimited portion of space, namely under the form of a beam. In such cases, the plane wave assumption, expressed by equation (9) , is considered to hold locally, but slow spatial variations of the acoustic velocity amplitude ac û have to be considered, in particular in the transverse direction. The expression "slow spatial variations" can be understood here as variations with a far greater typical length-scale than the acoustic wavelength. As a consequence, the expression of the force must be used in conjunction with a propagation model describing the spatial repartition of the acoustic intensity.
The crudest propagation model is to consider a uniform beam of cylindrical shape, which is to say without any diffraction, non-linearity nor attenuation 3, 29, [45] [46] [47] [48] [49] ; in this case, attenuation is neglected in the propagation problem and is only accounted for through the attenuation coefficient appearing in the acoustic force expression (equation (12)). This leads in particular to 1D analytical solutions to the equations of motions 29, 45 . More complex propagation models may account for non-linear effects, diffraction and attenuation 37 , which generally necessitate numerical methods. Former investigations 37, 38 have shown that diffraction is a key ingredient to reproduce the theoretically observed acoustic streaming velocity profiles, and it will be made clear in the following that our opinion is that diffraction should indeed be accounted for; on the other hand, we have shown that a linear propagation model was sufficient to obtain good results in a range of parameters corresponding, at least, to our experimental investigation 38, 43 , which greatly simplifies the handling of the propagation problem. Let us recall that the account of diffraction leads to distinguish a near field and a far field in the acoustic beam emitted by a localized source 44 . The near field is rather complex to handle since it is strongly varying in space and time, which requires fine spatial discretization in numerical approaches. The far field, on the contrary, is the frame of smooth spatial variations and plane waves are considered as a good approximation in this part of the acoustic field. The choice made in the present paper is to restrict the propagation model to linear propagation, but to include diffraction as a key ingredient of the problem.
Prior to the scaling and dimensional analysis of this problem, we think useful to recall some basics of linear acoustics, in particular concerning attenuation and diffraction. It is an appropriate way to introduce the relevant physical parameters of the propagation subproblem.
B. Basics of acoustics concerning diffraction
In the following, the wave is assumed monochromatic so that the acoustic field is fully described by the spatial repartition of the amplitude and the phase of the wave. As expected from the linear theory of a piston source in a semi-infinite medium, its structure exhibits a near field and a far field 44 . Very strong spatial variations occur in the near field, while smoother variations are seen in the far field. The near field zone stretches from the acoustic source to the Fresnel length, L f , with:
where D s is the diameter of the source, and λ=c/f is the acoustic wavelength. Note that, at ultrasound frequencies, this near field region can be much longer than the diameter of the 7 source: a source of 3 cm in diameter emitting 2 MHz ultrasounds in water, for example, has a near field length of L f =30.4 cm, i.e. ten times the source diameter.
In the far field zone, the acoustic beam diameter is larger than the acoustic source diameter because of diffraction. Indeed, the diameter of the sound beam increases linearly with the distance to the source, so that the sonicated region can be seen as a cone of half-angle θ such that
Let us recall from equations (13) and (14) that small diffraction angle means long near field region, since the Fresnel length to diameter ratio, L f /D s , is inversely proportional to the half angle. Ultrasounds wavelengths in water are commonly less than one millimeter while the sources diameter is of a few dozen of millimeters. The near field zone is thus often far longer than the source diameter and the diffraction angle is small. As a consequence of the linear increase of the beam diameter with the distance to the source, the acoustic intensity rapidly decreases along the longitudinal axis of the beam. Neglecting attenuation, this decrease behaves as 1/x' 2 in the asymptotically far field.
C. Basics of acoustics concerning attenuation in liquids
The acoustic attenuation coefficient inside a liquid, , is very often assumed to have three contributions 50 . A first contribution is connected with the dynamical (or shear) viscosity , a second contribution is related to the bulk viscosity , and a final contribution takes into account thermal effects. The expression proposed by Nash et al. 50 is:
where f is the frequency,  is the density, c is the wave velocity,  is the thermal expansion coefficient, k is the thermal conductivity, C p is the specific heat, and T is the absolute temperature. The dynamical viscosity  and the properties involved in the thermal contribution can generally be obtained for standard liquids with an acceptable accuracy, so that the main difficulty will come from the estimation of the bulk viscosity . For example, even for a fluid as much studied as water, various estimations of  can be found in the literature 44, 51 , from which different values of the acoustic attenuation coefficient can be obtained. We have summarized the estimations of the different contributions to the acoustic attenuation coefficient for water in each of these cases in table 1 (the values of the properties used for water at 20°C are = 998.2 Kg/m 3 , = 2.07 10
In table 1, the first column represents a hypothetical water where the bulk viscosity term can be neglected (Stokes hypothesis). We see that for such hypothetical fluid the term connected with thermal effects is small; hence it is commonly neglected, as done here in the three other columns. The term associated to the dynamical viscosity is assumed to be well known, so that the main uncertainty comes from the bulk viscosity which, according to existing litterature 44, 51, 52 is not at all negligible for water. The acoustic attenuation coefficient can thus vary, for a 2 MHz wave in water, from 0.03 if we neglect the bulk viscosity term (Stokes hypothesis) to 0.083, 0.09 and 0.105 m -1 , depending on the value of the bulk viscosity according to the literature. The estimation of  given by 8
Kinsler et al. 44 seems reasonable as it allows finding a value of N close to the measured value, which is reported in the Kaye and Laby online tables 53 
III. SCALING ANALYSIS TO GET ORDERS OF MAGNITUDE OF ACOUSTIC STREAMING FLOW VELOCITIES
In this section we consider a steady, laminar, acoustic streaming jet in a semi-infinite medium. Under these conditions, the pressure gradient does not play any significant role. The flow is thus governed by a balance between the combined effects of viscosity, inertia and the acoustic streaming force. We focus successively on the two asymptotic cases of negligible viscous effects and negligible inertia effects.
A. Inertia dominated regime near the origin of the jet
Let us first consider the acceleration zone near the origin of the jet where inertia plays an important role. The balance between inertial terms and acoustic force can be written, in an order of magnitude sense, on the beam axis:
The overall power of the beam, P ac , is given by:
where R beam is the radius of the acoustic beam. Still from an order of magnitude perspective, we can thus write:
From equation (16), the typical velocity u at a distance from the origin of the jet is then expected to follow the following scaling law:
At this stage, let us just mention that such a scaling with the acoustic power square root is rarely mentioned in the literature, but has been observed in an experimental work by Mitome et al. 40 .
B. Viscosity dominated regime far from the origin of the jet
Farther from the origin of the jet, the longitudinal velocity variations can be expected to be weaker so that the occurrence of a flow ruled by the balance between the acoustic force and viscous forces is possible. Assuming that the flow is laminar and nearly one-dimensional, the balance between streaming volumetric forces and viscous forces, can be written in an order of magnitude sense:
in which the acoustic power can again be introduced using equation (18), which gives:
An order of magnitude of the velocity u can be obtained assuming that the jet has nearly the same radius than the beam, i.e. R jet  R beam . Solving equation (21) for u then gives:
The proportionality of the measured streaming velocity with the acoustic power is often reported in the literature. In particular this scaling is claimed to be observed experimentally by Frenkel et al. 4 , Nowicki et al. 41, 42 and Mitome 40 . A deeper discussion about these observations is proposed in the next section of the present paper.
The previous discussion underscores the fact that the cross-section of the jet has not compulsorily the same size as that of the beam, as assumed to derive equation (22) . In particular, in a semi-infinite domain, two mechanisms can be expected to drive the longitudinal evolution of the jet and the beam: viscous diffusion and diffraction, respectively. The question to answer is thus: why would the jet cross section scale with the acoustic beam cross section when it is free to do so? Scaling analysis can give clues to answer this question. To start with, the radial enlargement law of a laminar jet by viscous diffusion follows the following scaling law 54, 55 :
where is the distance from the origin of the jet, taken as the distance from the upstream wall in our experiment (see next section). Diffraction leads to the enlargement of the acoustic beam along the x-direction in the far field zone (i.e. for ), thus inducing a radial growth of the force-field. In our experiment, this far field zone corresponds approximately to , as the upstream wall is located close to the Fresnel length. For small angle of diffraction, we can approximate the angle by its tangent; the acoustic beam is then found to increase in radius at the rate:
Comparing diffraction and diffusion enlargement rate, we obtain:
This ratio is proportional to the square root of the distance from the wall, . Close to the jet origin, the transverse growth is due to viscous diffusion whereas, far from there, it is driven by diffraction in the acoustic (force) field. Introducing expression (22) in equation (25), we find the distance beyond which the jet is governed by diffraction:
Note that increasing the acoustic power leads to a decrease in x lim . Equation (26) can be seen as giving an estimate of how long the domain of investigation must be for the order of magnitude given by equation (22) to be observed in the acoustic far field.
IV. COMPARISON WITH EXPERIMENTAL DATA A. Brief description of our experimental setup
We have designed a setup dedicated to the characterization of an acoustic streaming flow, which will be briefly presented here; the interested reader is referred to a former publication 38 for a more detailed description. As shown in figure 1, a 2 MHz ultrasonic circular plane transducer, with effective diameter D s = 28.5 mm, is placed in an aquarium filled with water. Assuming the sound velocity in water to be c = 1480 m/s, the Fresnel length value is L f = 274 mm. Two acoustically absorbing plates are introduced. The first plate is put along the wall at the end of the cavity to avoid reflected waves (on the right of the figure). The second plate is drilled with a hole which is covered with a plastic film. This plastic film is seen as a rigid wall for the hydrodynamic problem while it lets the acoustic waves enter the domain of investigation on the right of the figure. Setting this wall at the position corresponding to the Fresnel length makes it possible to investigate the acoustic streaming flow driven by the acoustic far field in a rectangular cavity. The hole diameter is about twice the transducer diameter. Inner dimensions of the domain of investigation are 16 cm x 18 cm x 47 cm (depth x width x length). The acoustic field is characterized via pressure measurements. A three dimensional motorized system is used to move a 1 mm diameter needle hydrophone from Precision acoustics™ in order to map the acoustic pressure field in the horizontal middle plane (see figure 2) . We use the Labview™ software through a PXI unit from National Instruments™ to supply the transducer via a power-amplifier and a wattmeter, to acquire voltage on hydrophone terminals and to control the motorized system motion. The wattmeter allows us to read the incident electrical power sent to the transducer; this power is regulated to stay constant all along the experiment. The acoustic streaming flow is characterized by Particle Image Velocimetry measurements (PIV) thanks to another independent system. The two characterizations cannot be made simultaneously since the hydrophone and its holder are intrusive; they are removed before carrying out PIV sessions. We formerly took care to check that the measured velocity field is independent of the seeding 38 (here, 5 m diameter PSP particles from Dantec dynamics™). A typical acoustic pressure amplitude map in the horizontal middle plane of the fluid domain is plotted in figure 2. To clearly show the near field/far field structure, the absorbing drilled wall has been removed from its location at x = 0; this location is however represented by a vertical dashed line. The acoustic source is set at x = -275 mm, i.e. x  -L f . It has been verified that introducing this wall induces negligible changes in the acoustic field in the investigation area (x > 0). The diffraction cone is clearly visible on this picture. Mind that the scale is very different on the y-axis and on the x-axis of this plot so that the represented region is in fact very elongated. 
B. Shape of the jet vs shape of the beam
Experimental acoustic intensity profiles and axial velocity profiles in the middle horizontal plane are plotted together in figure 3 at x=0.5L f , x=L f and x=1.3L f . The profiles are normalized so that they reach the same value at y/D s = 0; their shape can then be compared more easily. Clearly, the shape of the three velocity profiles is closely linked to that of the intensity profiles. The oblique straight lines correspond to the diffraction cone, given by equation (14) ; these lines are seen to roughly correspond to the first local minimum in the acoustic intensity profiles, as expected from the theory. We can notice that this minimum is not a zero. Let us recall that the analytical expression for the intensity profile featuring a Cardinal-Bessel function with zero at this point 38 is valid in the asymptotically far field only. Here the minimum is non-zero since the measurements are not located far enough from the source for this asymptotic case to be reached. The enlargement of the beam can be observed on the acoustic intensity profiles, plotted with dots: using the oblique straight lines to define a measure of the beam diameter, we find 24 mm at x/L f = 0.5, 34 mm at x/L f = 1 and 40 mm at x/L f = 1.3. The transverse velocity profiles plotted as black lines were obtained for an acoustic power of 2.8 W. Looking very carefully to these profiles, a slight bending in their shape even seems to be present at the level of the secondary local maxima in acoustic intensity. Vertical solid lines represent both the locations where the profiles are taken in the aquarium and the zero value for acoustic and velocity quantities.
This picture clearly supports the assumption made to derive equation (22) , namely that the diameters of the jet and of the beam have similar values. Note that, as in figure 2, the represented region is very elongated, since L f = D s 2 / >> D s in our experiment. The results are also consistent with the scaling analysis of section III, since equation (26) predicts that the jet shape could follow the beam shape after a few centimeters only: here x lim /L f = 0.13, be x lim = 3.7 cm. This behavior shows that accounting for diffraction is a key ingredient in the modeling of acoustic streaming for this configuration. Specific mention must be made of the work by Kamakura et al. 37 which, for the near field region, shows similar results concerning the correlation of velocity and acoustic intensity profiles. 
C. Confrontation of scaling arguments with present and former experimental data
Previous velocity measurements of acoustic streaming driven by plane ultrasonic sources in large cavities differ in particular by the size of the source and of the set-up and by the frequency of the ultrasounds used 4, 37, [40] [41] [42] . Experimental investigations featuring focused transducers 56, 57 have voluntary been ignored to restrict our attention to the case of plane sources. The frequency varies from 2 MHz in the present study to 32 MHz in the experiments by Nowicki et al. 41, 42 . As the attenuation coefficient of sound in water is proportional to the squared frequency, its values are expected to vary by more than two decades between these studies. Conversely, the maximum power used in these investigations ranges from 0.6 mW to 10 W, i.e. on more than three decades. This offers a good opportunity to check the scaling laws given in section III. A summary of the experimental conditions in these five investigations, along with those in our own experiment, is shown in table 2. These investigations all involve circular plane transducers emitting continuous waves. x / L f y/D s attenuation coefficient are also indicated. Comparing the Fresnel length to the length of the tank and the location of the measurement point, it can be inferred that some of these measurements are made in the acoustic near field. Nowicki et al.
41,42
Mitome 40 Frenkel et al. 4 Present study Kamakura et al. 37 Rectangular cavity dimensions (depth x width x length) (cm) Except in Kamakura et al. 37 , where the study is explicitly focused on the acoustic near-field, diffraction is not discussed in these former papers. The investigation zone is in particular not clearly situated with respect to the near field to far field transition. For instance, Mitome 40 studies the establishment process of acoustic streaming with a 10 mm diameter, 5.05 MHz ultrasound transducer. Numerical application of equation (13) in this case leads to a Fresnel length value of 85.3 mm. Measurement points are chosen at 20, 50, 80, 100 and 200 mm from the transducer, so both in the near field and in the far field without distinguishing the two areas. Likewise, Nowicki et al. 41, 42 measure velocities on the axis of an 8 mm diameter transducer with a frequency of 32 MHz up to a distance of 15 mm from the transducer whereas the near field length is 346 mm. Their investigation is thus restricted to a very small area in the near-field. Similarly, we can estimate that the quantitative data given by Frenkel et al. 4 are taken in the initial part of the acoustic near field. Finally, Kamakura et al. 37 explicitly investigate the flow in the acoustic near field, over the whole Fresnel length, with a particular attention to diffraction effects. As exposed here above, our investigation area, on the contrary, begins at the end of the near field, and its length is equivalent to twice the Fresnel length. Our study can thus be seen as complementary to that of Kamakura et al. 37 .
A test of equation (19) is plotted in figure 4 : velocities measured along the beam axis in these five studies are plotted as a function of the expression appearing under the radical sign in equation (19 4 , Nowicki et al. 42 and Kamakura et al. 37 ), and R beam = (x+L f ) tan(arcsin(1.22/D s )) for our far field experiment. The data attributed to Mitome 40 are extracted from the figure 2 of his paper; those attributed to Nowicki et al. 42 are the first seven points of the velocity profile plotted in their figure 4. The dataset from Kamakura et al. 37 corresponds to the first twenty centimeters of the longitudinal velocity profile plotted in their figure 6. Note that this last profile is actually obtained numerically; it is reported by these authors to be in agreement with the provided experimental data. (19) . The velocities measured in our experiment and in several former studies are plotted as a function of the expression appearing under the radical sign in equation (19) . The black line has a slope of ½ in this log-log plot.
This log-log plot of datasets obtained with different attenuation coefficient, source radius, power, and distance from the wall shows the occurrence of the expected power ½ behavior. Note that Kamakura et al. 37 and Nowicki et al. 42 provide data for a fixed value of the power and a varying position, while Mitome 40 , Frenkel et al. 4 and our experiment provide data at different values of the power and a fixed value of the position. A steeper slope is observed at low values for Nowicki et al. 42 and Kamakura et al. 37 ; but these two datasets correspond to different positions in the very near field: typically x'/L f  1% and 3% for the data of Nowicki et al. 42 and Kamakura et al. 37 , respectively. This local inconsistency with the behavior expected from expression (19) may come from the great complexity of the acoustic field in Frenkel et al.
Nowicki et al. 42 P ac = 1.4mW
Kamakura et al. this area, which is not accounted for in the derivation. The oscillations observed at the highest x-values in Kamakura's data are due to the strong, but slower, spatial variations of the acoustic intensity along the beam axis near the end of the acoustic near-field 37, 43 .
It must be underscored that our dataset is the only one on this plot not to be taken in the acoustic near field. The exact location where Frenkel's dataset is measured is not very clearly reported by this author, as well as the source diameter in Nowicki's work. It must also be noticed that Frenkel's data-points appear in this plot to follow a P ac 1/2 behavior, despite the fact that Frenkel presents them to be proportional to P ac in his figure 3. Here the rms distance between the regression curve and the data-points is 0.001 m.s -1 while it would be 0.0028 m.s -1 assuming proportionality to P ac ; this confirms that the P ac 1/2 model better describes these data than the P ac model. Frenkel's data are actually taken only 1.4 diameters far from the source, which is very close to the acoustic source.
Mitome 40 presents velocity data showing proportionality with the acoustic pressure level for three distances from the transducer in the figure 5 of his paper. As the acoustic power is proportional to the squared pressure, this is consistent with equation (19) , as seen here in figure 4. Mitome 40 also provides a plot of the longitudinal velocity profiles (his figure 2) as a function of the distance to the transducer, which ranges from zero to 200 mm; it must be stressed that the data used to plot his figure 5 are all taken at a distance to the transducer smaller than 50 mm. In the following, we use the velocity values from Mitome's figure 2 at points further from the source to test our second scaling law, namely equation (22) . 
Present work
The test for the scaling given by equation (22) is plotted in figure 5 : several datasets are plotted versus the right-hand side of this equation. The experimental dataset attributed to Nowicki et al. 42 has been extracted from their figure 2. The values reported here for Mitome 40 are chosen 150 mm and 200 mm far from the acoustic source in their figure 2. Note that other values, given every ten millimeters between these two abscissa, are not reported here for the sake of clarity, but they obviously have the same behavior since this range of abscissa corresponds to a plateau in the longitudinal velocity profiles.
We can consider that the order of magnitude given by equation (22) satisfactorily describes the datasets from Nowicki et al. 41, 42 , Mitome 40 and the present team. Indeed the plots show that the variations are nearly linear and the obtained values agree with the scaling assuming a pre-factor a little less than 1. Let us recall that the assumptions for equation (22) to hold are the validity of the force expression given by equation (12), the occurrence of a viscous force dominated equilibrium, and the equality between the beam and the jet diameters. From table 2, it can be seen that for Mitome's study and our study, the datasets are taken in the far field so that the assumption concerning the diameter of the jet can be converted into a condition on the distance from the wall: it should be greater than the value x lim given by equation (25) . The first line of table 3 gives the range of values spanned by x lim in the experiments, computed from the range of involved acoustic power. This is to be compared to the location of the measurement zone also given in table 3. We can see that this assumption is fulfilled in the case of our dataset. It is also fulfilled in the upper range of the acoustic powers investigated by Mitome 40 .
On the other hand, Nowicki et al. 41, 42 operate in the very near field where, as far as we know, even the expression of the acoustic force in this zone is not clearly established from a theoretical standpoint. The linear behavior observed by Nowicki et al. 42 and the order of magnitude of the measured velocities are both found to be compatible with equation (22) ; at the same time, the data from Kamakura et al. 42 , Frenkel et al. 4 and Nowicki et al. 42 plotted in figure 4 , all taken in the near field, are also consistent with relation (19) . This seems to indicate that the force expression (12) , which is used to derive (19) and (22) , is at least a good approximation in the near field. This question should be addressed in the future by means of numerical simulations confronted to a dedicated detailed experimental investigation of acoustic streaming flow in the near field 43 .
Nowicki et al. To sum things up, we have thus presented a scaling analysis giving orders of magnitude for the velocities in acoustic streaming jets. Two scaling laws are proposed depending on whether the momentum balance is dominated by inertia or by viscous forces, namely equations (19) and (22), respectively. Equation (22) also requires that the beam and the jet have nearly the same transverse dimension. In the acoustic far field, this can be obtained in the case when the transverse growth of the acoustic beam due to diffraction is faster than the viscous diffusion induced transverse growth of the jet. The minimum distance from the origin of the jet for this assumption to hold is given by equation (26) . As diffraction is a key ingredient in this analysis, our own experimental setup has been designed to account for diffraction: the near and far field can be separated by an acoustically transmitting wall and the length of the investigation area is several times the Fresnel length. The proposed scaling laws are shown to be globally consistent both with formerly published experimental data and with our proper measurements.
V. DIMENSIONAL ANALYSIS AND SIMILARITY WITH LIQUID METAL EXPERIMENTS
In this section, we consider a model experiment in water, designed in similarity with some application featuring another liquid. This is an arbitrary choice since, for example, one could consider a given scale to be a priori chosen for the model; the problem would then be to choose the appropriate model fluid. One of our concerns is indeed to give an estimate of the characteristic size, power, etc. that would have an application, similar to our setup, but operating with liquid metals. The particular cases of liquid silicon and liquid sodium are considered, which makes sense in the general framework of electric energy production and fundamental investigations in planetary and earth sciences. Liquid silicon is involved in crystal growth processes for solar-cells production, in which stirring by acoustic streaming could be of interest. Liquid sodium is used in nuclear plants design 13, 18 and in academic experiments concerning the earth and planetary dynamo effect, applications which often involve ultrasonic velocimetry [14] [15] [16] . Of course, other liquid metals or alloys could be of interest 17, [21] [22] [23] 58 ; we will here focus mainly on Si and Na, which, with their very different melting point and density, are representative of the behaviors that can be met with many metallic liquids. Iron will also be considered, as it is a reference liquid metal which is better documented. This section can also be seen as giving guidelines to assess acoustic streaming flows in any Newtonian fluid.
A. Dimensional analysis
As a consequence of the former developments, we consider that a good description of an acoustic streaming free jet must necessarily feature both a description of the acoustic propagation problem, including diffraction, and a description of the incompressible fluid flow problem. Let us consider that the aim of the analysis is to investigate the link between the acoustic power P of the sound source and an observed typical velocity U. If we consider a simple fluid domain of square cross section of side l and length L, the hydrodynamic problem features 5 variables: the velocity, U, the liquid density and kinematic viscosity,  and , and these two dimensions, l and L. Five dimensional variables are also required to describe the acoustic problem: the power and diameter of the plane source, P and D s , the sound attenuation coefficient , as well as the frequency and celerity of the wave, f andc. As discussed in section III, in Newtonian fluids, the attenuation is known to be proportional to the square of the frequency 44, 59 . We thus replace  in the list of parameters by N = /f 2 , which is a frequency independent physical property of the material. Relying on the Vaschy-Buckingham theorem, and choosing D s , D s ²/ and D s 3 as characteristic scales for length, time and mass respectively, we define 7 dimensionless groups, which are required to fully characterize this problem. They are listed in The dimensionless form of the governing equations with this set of dimensionless parameters is given in annex of the present paper.
B. Similarity conditions with liquid metal experiments
Let us denote  the scale of the test case (i.e. the water experiment) with respect to the real case (liquid metal experiments). In addition, the parameters referring to the test case and to the real case will be denoted with a subscript test and real, respectively. With these notations, the scale  is thus defined by:
Finally, the ratio between the value of any parameter m in the test case and in the real case will be denoted as R m = m test /m real . The similarity analysis can be first considered from the linear acoustic problem standpoint. The spatial variations of the acoustic field are characterized by the three dimensionless groups N, F and S; the following set of equations has thus to be verified: As we consider the fluid couple to be fixed here, for given ambient conditions, R  , R c and R N are fixed since they depend on the fluid properties only, while Σ and R f relate to the experimental configurations and must be chosen for the two cases to be in similarity. Unfortunately this three equation system with two unknowns is over-determined and usually has no solution. A full similarity is thus generally not possible and a choice must be made to limit the acoustic similarity to two dimensionless groups, at the expense of the third one. Note that, in the general framework of fluid dynamics, it is rare to be able to establish a full similarity between two hydrodynamic problems (for example, see the case of free surface hydraulics, in which a similarity in terms of the Reynolds number and the Froude number is not possible in a water model experiment 60 ).
As discussed above, we consider that diffraction is a key element in the modeling of acoustic streaming flows, which means that the dimensionless group S has to be kept in the problem formulation. We choose to relax the similarity condition concerning the account of attenuation in the propagation problem and then drop the dimensionless group N. This does not mean that 20 attenuation is neglected in the problem, but rather that we accept that the attenuation occurring in the test case is not quantitatively representative of the attenuation in the real case.
The system of equations (28) is then reduced to its second and third lines and has the following solutions for the scale and frequency ratios: c R R    (29) and
We can now compute the ratio of the dimensionless group N for the test case and the reality as a function of the fluids properties,
As discussed above, this ratio is not equal to unity in the general case. The difference with respect to unity can be used to quantify how restrictive was the choice made when we decided to relax the attenuation similarity in the propagation problem.
Attenuation, however, plays a very important role in our problem, as it is, inside the force term, the link between acoustics and hydrodynamics. To account for this link, while the similarity for the dimensionless group N has been dropped out, we can replace the dimensionless power P by the group NP. The meaning of this substitution is that, in view of streaming issues, what matters most for the hydrodynamics problem is the acoustic streaming force, which is proportional to the attenuation coefficient times the acoustic power (global standpoint) or the acoustic intensity (local standpoint). This is particularly clear in the dimensionless form of the governing equations given in annex of the present paper (see equations (35) and (39) to (41)). A meaningful similarity is then obtained for N test P test = N real P real , which gives:
Finally the Reynolds similarity can be written as U test =U real , which gives the following ratio between test case velocity and real case velocity:
We can notice that this relation is equivalent to a Mach similarity in which the Mach number is defined as M = U/c. We preferably use the Reynolds number to the Mach number since the generated flow is incompressible and its transport properties (Nusselt number, Sherwood number, etc.) are expected to be directly correlated to the Reynolds number.
C. Estimation of the acoustic attenuation coefficient for a selection of liquids
One of the difficulties when extrapolating experimental results obtained in water to other fluids is to find the properties of the concerned fluids. In particular the acoustic attenuation coefficient is often poorly documented. For liquid iron, silicon and sodium, the values of the properties that are useful for its estimation from equation (15) 59 , the values for silicon from different authors [61] [62] [63] [64] [65] , and the values for sodium from Sobolev 66 . We see that the main values are available, except the bulk viscosity for silicon and sodium. Note, however, that an expression is proposed for iron, , which will be used as a first approximation for silicon.
Property
Iron at 1809 K
59
Silicon at 1700 K Sodium at 393 K The different contributions to the acoustic attenuation coefficient for iron, silicon and sodium are given in table 6 . We see that, for these liquid metals, the thermal contribution is very large and, in any case, much stronger than the contribution connected with the dynamical viscosity, particularly for silicon where the ratio is close to 17. Concerning the bulk viscosity, we see that it is of the same order as the dynamical viscosity for iron (factor 0.6), whereas it was a little larger (factor 3) for water. For silicon, in view of the small value of , the contribution of the bulk viscosity can be expected to remain small and, in any case, far smaller than the thermal contribution. This contribution could have been neglected, but we chose to deduce it from the relationship between  and  used for iron. The values of the acoustic attenuation coefficient thus obtained for silicon ( = 0.01 for a 2 MHz wave) are larger than those for iron ( = 0.004 for a 2 MHz wave) due to the larger thermal contribution, but they are small compared to the values found for water, about ten times smaller. For sodium, the thermal contribution is still dominant, and we choose to approximate the bulk viscosity by , so that the value of /f 2 is close to the measured value found in the Kaye and Laby online tables 53 for sodium at 383 K (/f 2 =120 10 -16 s 2 /m). The values of the acoustic attenuation coefficient obtained for sodium are then significantly larger than for the two other liquid metals, and closer to the values for water (about half the values for water). Table 7 gives the numerical evaluation of equations (29) to (33) in the case of liquid silicon and sodium a few degrees above their respective melting points. As liquid metals exhibit both lower viscosities and higher sound celerities than water, a water model should be bigger than the setup it represents; the scale given in the first column of table 7 shows that the model must be more than eight times bigger in the case of silicon, while it is nearly twice bigger in the case of sodium. Note that this means that a water experiment must be 550 times bigger in volume than its silicon counterpart, which might be prohibitive, and only 6.8 times bigger than its sodium counterpart. For the same reasons, the frequency used in the water model should always be smaller than in the liquid metal application; while the ratio is between one fourth and one fifth for liquid sodium, it is less than one over twenty for liquid silicon. Let us recall that the ratio N test /N real in the third column should be one for the similarity in term of attenuation to be respected. Here again the case of the sodium-water similarity is the most favorable. A water model cannot accurately reproduce a problem with liquid silicon in which attenuation would significantly influence the spatial repartition of acoustic energy. The power-ratio given in the fourth column can be seen as the ratio in acoustic powers to reach the same Reynolds number in water and in the liquid metal. It is greater than one in both cases; however, it is nearly identical to the scale for the silicon/water couple while it is twice the scale for the sodium/water couple. Let us remark that this ratio is very sensitive to the ratio of the viscosities in the two fluids, which appears with a power three in equation (32) . We can thus see that the required power to reach a given Reynolds number in liquid silicon is nearly one tenth of what it is in water, a quite remarkable feature in terms of potential applications. In many applications, the Reynolds number is indeed the appropriate dimensionless number to characterize the effect of convection, since heat and mass transfer properties of the flow (characterized for example by the Nusselt and Sherwood numbers, respectively) are directly correlated to it. In the case of velocimetry, what matters is rather the dimensional velocity potentially induced by the acoustic streaming. In our setup (D s = 28.5 mm, f = 2 MHz), one watt of acoustic power produces a streaming velocity on the order of 1 cm/s in water (which can be retrieved as an application of equation (22)). Using this starting point, the second line of table 7 shows that, in liquid sodium, a plane transducer of diameter 12 mm operating at 8.6 MHz would induce velocities on the order of 1.7 cm/s with an acoustic power of only 200 mW. Because of the scale , we can also say that these velocities would be obtained after a smaller distance from the source. As mentioned earlier, this numerical application makes us think that it should be taken care of acoustic streaming sideeffects in ADV measurements.
D. Implications for experimental works

VI. CONCLUSION
The present paper focuses on acoustic streaming free jets. This is to say that progressive acoustic waves are used to generate a steady flow in the bulk of a liquid. In particular no acoustic boundary layer is present in the problem since the acoustic beam does not interact with lateral walls.
The derivation of the governing equations under the form of a non-linear hydrodynamics problem coupled with an acoustic propagation problem is based on a time scale discrimination approach. This approach is preferred to the usually invoked amplitude perturbations expansion. Though the obtained expression for the source term in the Navier-Stokes equations is the same, this original approach provides a consistent framework for the experimental observations of acoustic streaming flows that can feature hydrodynamic non-linearity and turbulence.
A scaling analysis is performed on the basis of these equations of motion including the acoustic force. Two scaling laws are proposed for the velocity level observed on the acoustic beam axis, depending on the most significant term considered as balancing the acoustic streaming force in the steady state momentum budget. Considering inertia, which corresponds to the acceleration zone near the origin of the jet, the velocity is expected to scale as the square root of both the acoustic power and the distance from the wall, x. When considering viscous effects, the velocity is expected to vary linearly with the power and to be nearly independent of x. In the acoustic far field, this regime is expected if the jet thickening by viscous diffusion is slower than the beam thickening by diffraction, which should be observed in long enough apparatus.
Experimental results are also presented together with a review of former experimental investigations concerning the power-to-velocity relationship for plane ultrasonic transducers in water. Our experimental study, focused on the flow in the far field, is complementary to that of Kamakura et al. 37 , which was restricted to the near field. Our apparatus is well designed to observe the correlation between the acoustic intensity and the velocity fields of the acoustic streaming driven jet under the effect of acoustic diffraction. This is illustrated here by presenting normalized transverse velocity profiles plotted on the same figure as normalized acoustic intensity profiles. This comparison of the acoustic field and the velocity field in our water experiment thus confirms that diffraction is a key ingredient in the problem. This is an important conclusion since this aspect is rarely accounted for in the literature. The literature review is also used as a test for the two scaling laws which are both observed in our setup and in former studies by other teams. The observation of the same scaling laws in the near acoustic field seems to indicate that the expression of the force established in the acoustic far field, namely equation (12), is also valid, at least in an order of magnitude sense, in the near field. This issue should be investigated by numerical means and dedicated experiments in the near future.
Experimental investigations related to acoustic streaming in the literature, including our own study, are yet limited to experiments in water. A number of applications, however, make use of other Newtonian fluids, and in particular liquid metals. We thus propose a dimensional analysis of this problem. As diffraction has been shown to be a key ingredient in the problem, the dimensional analysis of this problem must include the acoustic parameters (celerity of sound, attenuation coefficient, and diameter of the sound source), the geometrical parameters (aspect ratios), and the incompressible fluid flow parameters (density and viscosity). A set of seven dimensionless groups is then required to describe a typical acoustic experiment in a parallelepipedic aquarium of square cross-section; two of these are dedicated to the description of the geometry, so that for a model experiment at any scale, five dimensionless groups are to be considered. We show that a full similarity is usually not possible and that the similarity condition must be relaxed for one parameter. We show that it is preferable to relax the similarity with respect to the sound attenuation, since we consider experimental configurations a priori featuring liquids and at relatively low frequencies, in which neglecting attenuation at first order when computing the acoustic field would not be too critical. The scale of the model experiment is imposed by the properties of the two considered fluids; it is given by equation (29) . The ratios in frequency, power and velocity between the model experiment and the real case are given by equations (30) , (32) and (33) , respectively. Equation (31) is itself a quantification of how restrictive is the relaxation of the similarity with respect to attenuation.
When willing to apply relations (29) to (33) to real cases, the need of data becomes pregnant. In particular the sound attenuation coefficient is not always known. This is in particular the case for melt silicon and sodium, which we have chosen to illustrate the case of crystal growth applications, nuclear applications and earth and planetary science experiments. It was, however, possible to rely on the knowledge of other physical properties to compute an estimate of the attenuation coefficient. Concerning the similarity analysis, in the case of liquid silicon, the striking result is that reaching a Reynolds number within a silicon setup requires only one tenth of the power needed to reach the same Reynolds number in the water model experiment. Such a flow would, however, be obtained in a far smaller sonicated volume. This part of the paper has been written with enough details to serve as guidelines for possible other studies with different liquids. In the case of liquid sodium, we show that our experimental setup may be not far from being in similarity with ultrasonic velocimetry apparatus; a numerical application shows that small powers can yield significant acoustic streaming in liquid sodium, which could yield a bias in velocimetry measurements and should better be accounted for in the future. where G is the dimensionless spatial repartition of the acoustic intensity defined by:
Expressions (13) and (14) also give:
Similarly, the scaling relations of section III, respectively equations (19), (22) and (26) , can be written with dimensionless variables only as: 
