Using an information-spectrum approach, we derive general formulas of entanglement concentration not only concerning the i.i.d. sequence, but also concerning the general sequence of partially entanglement pure states. From these formulas, we can calculate not only the achievable rate but also error exponents. These discussions discover a general relation between the performance of entanglement concentration and the eigen values of the paritial traced state.
Introduction
A producing protocol of a maximally entangled state (MES) only by local operations and classical communications (LOCCs) is called a quantum entanglement concentration or an entanglement concentration when we have a partially entangled pure state on a tensored Hilbert space H A and H B . As is well-known, a maximally entangled state plays important roles in quantum teleportation and dense coding [1] [2] . Therefore, an entanglement concentration is an important topic in quantum information. Nielsen [3] discussed a necessary and sufficient condition to possible to transform from a (partially) entangled pure state to another entangled pure state by LOCCs. Using Nielsen's result, Morikoshi and Koashi pointed out that by LOCCs we can produce, without a failure, an MES of the size 2 nH∞(ρ) from the n-tensored state of a partially entangled pure state |φ φ|, where H ∞ (ρ) is the − log 2 of the maximum of the eigenvalues of the state ρ := Tr H B |φ φ| [4] . Bennett et al [5] proved that we can asymptotically produce an MES of the size 2 nH(ρ) in the same setting when we allow a failure with a small enough probability, where H(ρ) is the von Neumann entropy of the state ρ. Hayashi and Matsumoto [6] propose a universal distortion-free entanglement concentration, in which we can produce an MES of the size 2 nH(ρ) from the n-tensored state of any partially entangled pure state |φ φ|. This protocol is variable length and is independent of |φ φ|.
In these previous paper, they did not discuss the exponents of the failure probability. In this paper, we discuss the respective exponents of the failure probabilities and the success probabilities of fixed length entanglement concentrations (FLECs). We treat this topic not only concerning the i.i.d. sequence, but also concerning the general sequence of partially entangled pure state, which is a generalization of the i.i.d. sequence. The same topic is discussed by another paper [7] only in the i.i.d. case. In this paper, two mathematical concepts play central roles: One is an information spectrum method, which was introduced by Han and Verdú [8] [9] [10] [11] [12] in order to analyze asymptotic performance of the general sequence in several problems in classical information theory, and was applied to quantum information theory, for example, quantum hypothesis testing [13] , quantum channel coding [14] . This method is contrast markedly with the type method used in [7] . The other is a majorization method, whose efficiency was pointed out by Nielsen [3] from a viewpoint of quantum entanglement transformation. Combining these two methods, we success to calculate the exponents concerning the general sequence. If the readers read the paper [13] , they will well understand this paper.
In addition, classifying fixed length entanglement concentrations to two settings, we discuss them. In the first setting, we approximately produce an MES, without a failure, from a partially entangled pure state. Its performance is represented by the size of the MES and the fidelity between the MES and the final state. This type entanglement concentration is called a first kind fixed length entanglement concentration . In another setting, we, not approximately, produce an MES, allowing a failure with a probability, from a partially entangled pure state. Its performance is evaluated by the size of the MES and the failure probability. This protocol is called a second kind fixed length entanglement concentration (2-FLEC). As is discussed in section 2, focusing on the convex combination of the success state and the failure state, we can regard any 2-FLEC as a 1-FLEC. However, the converse is not true. Therefore, 1-FLEC is a wider class than 2-FLEC. Our main result gives, as is mentioned in section 2, characterizations for asymptotic performances of two type FLECs, i.e. these discussions discover a general relation between the performance of entanglement concentration and the eigen values of the paritial traced state.
In section 3, applying the main result to the i.i.d. case, we can discuss the relation between H(ρ) and H ∞ (ρ) from a viewpoint of FLEC. In section 4, using Nielsen's result [3] and Lo and Popescu's result [16] , we characterize the performances of two type FLEC in the non-asymptotic setting. In section 5, applying some lemmas in section 4 to an asymptotic setting, we prove the main result. In appendix, we summarize some relations for information spectrums under the original definition [13] , which is necessary for our proof of the main result.
2 General asymptotic settings of fixed length entanglement concentrations
For a rigorous treatment of FLECs, we give mathematical definitions of two type fixed length entanglement concentrations. We call a triple (C, ψ, L) a first kind fixed length entanglement concentration (1-FLEC) when it consists of a natural number L, a trace-preserving CP map (TP-CP) C of LOCCs and a maximally entangled state ψ of the subspace
, respectively. When we perform it to a pure state φ ∈ H A ⊗ H B , Its performance is characterized by the fidelity ψ|C(|φ φ|)|ψ .
For a rigidly discussion of the second setting, we need to treat an instrument which describes a quantum measurement with not only the probability distribution obeyed by data but also the final state. An instrument I = {I i } i is a CP map valued measure, whose sum is a TP-CP map, i.e. every I i is CP map and i I i is a TP-CP map. When we perform a quantum measurement corresponding to the instrument I = {I i } i , to a state ρ, we obtain the data i with probability Tr I i (ρ) and the final state I i (ρ). We call a pair (I = {I 0 , I 1 }, L) a second kind fixed length entanglement concentration (2-FLEC) of a pure state φ ∈ H A ⊗ H B when it consists of a natural number L and a pair of CP maps, i.e. 2-valued instruments I = {I 0 , I 1 } of LOCCs such that I 1 (|φ φ|)/ Tr I 1 (|φ φ|) is a maximally entangled state of the subspace
Its performance is characterized by the failure probability Tr I 0 (|φ φ|). For any 2-FLEC (I = {I 0 , I 1 }, L) of φ, the triple (I 1 + I 0 , I 1 (|φ φ|)/ Tr I 1 (|φ φ|), L) becomes a 1-FLEC and its fidelity of φ is greater than the success probability of the 2-FLEC (I = {I 0 , I 1 }, L) as:
In the following, we discuss asymptotic performances on a general sequence of sources φ n ∈ H A,n ⊗ H B,n . In this notation, H A,n and H B,n are regarded as generalizations of H ⊗n A and H ⊗n B , and φ n is regarded as a generalization of the n-tensored vector φ ⊗n . Concerning 1-FLECs, we focus on the following values:
and focus on the following values:
In order to treat a quantum analogue of information spectrums, we put some definitions. For an self-adjoint operator X, we denote the projection x i ≥c E i by {X ≥ c}, where the spectral decomposition is given by X = i x i E i . Similarly, we can define projections {X > c}, {X < C} and {X ≤ c} etc. Let ρ n be the state Tr H B,n |φ n φ n |. Now, we define K(R) := lim sup Tr ρ n {ρ n ≥ e −na } ζ c (a) := lim inf −1 n log Tr ρ n {ρ n − e −na > 0}.
When the limit lim −1 n log Tr ρ n {ρ n − e −na < 0}
convergences, we denote it by ζ(a). They are written by other forms as:
where every p n,i is an eigenvalue of ρ n and it can be regarded as a probability distribution.
Note that the function ζ c (a) is monotone decreasing and the function ζ(a) is monotone increasing. The following theorem is the main result. 
We have
where
Tr ρ n {ρ n ≥ e −nR } .
When the limit (3) convergences and there exists a real number
This theorem is proved in section 5 after suitable preparations.
i.i.d. case
In this section, we treat the case that ρ n = ρ ⊗n i.e. the i.i.d. case. Applying Theorem 1 to this case, we have the following theorem.
Theorem 2
B e,1 (r) = B e,2 (r) = sup
In particular, we have
Proof: In order to calculate ζ(a), ζ c (a), it is enough to apply Cramér's theorem to the random variable − log p i on the the probability distribution p i which consists of eigenvalues of ρ. Since the function a → sup s (1 − s)a − ψ(s) is continuous without a = H ∞ (ρ), −ψ ′ (0), the limit (3) convergences and
Note that
First, we prove (8) in the case that r < H ∞ . We can easily prove that lim t n (a) = 0 (13) for −ψ ′ (0) < a < H ∞ . In this case, we can define a r and s r by ζ c (a r ) = r, s r := s(a r ). Thus, we have
Using (14) and (13), we can calculate B e,1 (r) and B e,2 (r) as
The derivative of the function f 1 (s) :=
From (15), the equation f 1 (s r ) ′ = 0 holds. The derivative of the numerator of f
follows from Schuwarz inequality concerning the inner product X, Y := Tr XY ρ s . Therefore, B e,1 (r) = B e,2 (r) = f 1 (s r ) = max s≥1 f 1 (s).
Next, we prove (8) 
We proceed (9) in the case that r < −ψ ′ (0) − ψ(0). In this case, we can define a r and s r by ζ(a r ) = r, s r := s(a r ). Thus, we have
Using (16), we can calculate B * e,2 (r) as
The derivative of the function f 2 (s) :=
From (17), the equation f 2 (s r ) ′ = 0 holds. The derivative of the numerator of f
Next, we prove (10). We can calculate the derivative of ζ(a) − a 2
as:
This derivative is 0 if and only if s(a) = 1 2 i.e. a = −ψ
. The second derivative is calculated as
From (12), the relation 1 = ψ ′′ (s(a))s ′ (a) holds. The equality of the inequality ψ ′′ (s(a)) ≥ 0 holds if and only if s(a) = 1 i.e. a = H(ρ). Thus, when a > H(ρ), the second derivative (18) is positive. Therefore, we have
otherwise .
Thus, if r ≤ −ψ
, then B * e,1 (r) = B * e,2 (r). Otherwise,
The equation (7) follows from (8), (9) and (7).
Non-asymptotic theory
Majorization plays an important role concerning entanglement transformations in non-asymptotic setting [3] . Suppose p = (p 1 , . . . , p d ) and q = (q 1 , . . . q d ) are probability distributions Then p majorize q, (equivalently q is majorized by p), written p q, if for each k in the range
with equality holding when k = d, and where the ↓ indicates the elements are to be taken in descending order, so, for example, p ↓ 1 is the largest element in (p 1 , . . . , p d ). The majorization relation is a partial order. To discuss entanglement transformation, we treat probability distributions consisting of eigenvalues of a state ρ. The state ρ majorizes another state σ written ρ σ, the probability distribution p(ρ) consisting of eigenvalues of a state ρ majorizes the one p(σ) of the other state σ. The state ρ strongly majorizes another state σ, written ρ ≻ σ, if p(ρ) p(σ) and the eigenvector corresponding to p(ρ) ↓ j coincides with the eigenvector corresponding to p(σ) ↓ j . The following two well-known lemmas are essential in the following discussions. For details about majorization, see Bhatia's text book [15] . 
Using Lemma 3, we can characterize the maximum fidelity:
where the maximum of RHS runs on all TP-CP maps consisting of LOCCs.
Proof: For any pure state ψ, φ, we have
where the two states ρ and σ and two unitaries U 1 and U 2 are defined as
Using Lemma3, we can prove (20). In particular, from Lemma 3, the maximum of the fidelity of the 1-FLEC (C, ψ, L) of φ is given by
The above values is evaluated in the following lemma, which plays important roles in the converse part of the main theorem.
Lemma 6 When a projection T and an integer M satisfy that Tr T ≥ M and two states ρ ′ and ρ satisfy that ρ ′ ρ, the inequality
holds.
Proof: Assume that Tr T = N(≥ M). Without loss of generality, we can assume that ρ ′ ρ. Let us diagonize ρ and ρ
s ′ i holds. Define a probability distribution {s i,N } and i N as {s i,N } := arg max
Similarly to i N , we can define i M . Since the function x → √ x is concave, we can
Thus, we obtain (22).
The following lemma is essential for 2-FLECs.
Lemma 7
The bound of the performance about 2-FLEC of φ is evaluated by the function h(x) := Tr(ρ − x){ρ − x ≥ 0}, where ρ := Tr H B |φ φ| as follows:
where [x] denotes the maximum integer n satisfying that n ≤ x.
Proof: Using Lemma 4, for any 2-FLEC (I, L), there exist two CP maps C 0 and C 1 consisting of LOCCs and a projection P on a larger space H ′ ⊃ H A such that Tr I 0 (|φ φ|) = Tr(I − P )ρ Tr I 1 (|φ φ|) = Tr P ρ I 1 (|φ φ|) = C 1 ((P ⊗ I)|φ φ|(P ⊗ I)) (24) I 0 (|φ φ|) = C 0 ((P ⊗ I)|φ φ|(P ⊗ I)).
From Lemma 3, there exists a TP-CP map C 1 consisting of LOCCs which transforms the state 1 Tr P ρ (P ⊗ I)|φ φ|(P ⊗ I) to the maximally entangled state with the size L if and only if
Since the function h(x) is strictly monotone decreasing, we obtain (23).
Asymptotic theory
To discuss asymptotic theory, we need to extend majorization to sequences of states and define information spectrums. The sequence of states σ = {σ n } majorizes (strongly majorizes) another one σ ′ = {σ
, respectively. We define the information spectrum values as follows:
for a projection operator T n and a state σ n on H A,n . Taking the limits, we define
for sequences σ = {σ n }, T = {T n }. For the projection S n (a) := {ρ n < e −na }, we simplify ζ n (S n (a)|σ n ),
. When a sequence σ equals the sequence ρ = {ρ n } corresponding to the source, we omit ρ in the above values. Note that in an asymptotic setting, we can neglect the gap between [L n ] and L n because L n is large enough.
Lemma 8 Without any assumption, for every
Proof: From the definition, the inequality B 1 (ǫ) ≥ B 2 (ǫ) is trivial. It is enough to prove the two inequalities
Let R be a real number satisfying that
From Lemma 7, there exists a 2-
Now, we obtain the direct part (25). Next, we proceed the converse part (26). Let (I n , L n ) be a 1-FLEC satisfying that lim inf Tr ψ n |C n (|φ n φ n |)|ψ n ≥ 1 − ǫ. For any R < lim inf
From Lemma 6, for any T n satisfying that Tr T n = L n , we have
Since lim
Thus, we obtain (26).
Lemma 9 We have
Proof: Since B e,1 (r) ≥ B e,2 (r), it is enough to prove the inequalities
First, we prove the direct part (30). From lemma 7, for any R, there exists a 2-FLEC
Since (1 − t n (R))e −nζ c n (R) → 0, we have the following equations:
which imply the inequality (30). Next, we proceed the converse part (29). Assume that the 1-
Now, we focus on the limit R 0 := lim inf 1 n log L n . Let T n , ρ ′ n be the pair of the projection and the state, which corresponds to the LOCC C n , in the sense of Lemma 5. Then, we have
For any R ′ < R 0 , there exists an integer N such that R n := 1 n log L n ≥ R ′ for ∀n ≥ N. Using Lemma 6, for any projection T n satisfying that Tr T n = L n , we have
Since e
If lim sup t n (R ′ ) < 1, it follows from (31) and (32) that
Since R ′ is arbitrary real number R ′ < R 0 , the relation R 0 ≤ sup R {R|ζ c (R) ≥ r or lim sup t n (R) = 1} holds. Thus, we obtain (29). Proof: First, we prove the direct part. Now, we consider the 2-FLEC (I n , L n ) satisfying that
Thus, we have
Using Lemma 13, we have sup
Next, we proceed the converse part. Let {(I n , L n )} be a 2-FLEC such that r ≥ lim sup −1 n log(1 − ǫ n ), where ǫ n := Tr I n 0 (|φ n φ n |). In the following, we focus on lim inf 1 n log L n . Let a be a real number satisfying
Since lim sup −1 n log Tr ρ n {ρ n ≤ e −na } + e −na Tr{ρ n > e −na } = min{ζ(a), a + η(a)}, there exists a integer N such that
From Lemma 7,
Taking the limit of the exponent, we have
From (33), we have
It follows from (44) that the function a → min{ζ(a), a + η(a)} is continuous. Thus,
Now, the proof is completed.
Lemma 11
When ζ(a) = ζ(a) =: ζ(a) and there exists a real number a such that
Proof: The equation ( 
is continuous and monotone increasing, the equation (38) holds. First, we prove the direct part:
As is proved latter, we can choose a projection T n (a, R) such that
When η n (a) ≥ −R, the projection T n (a, R) := {ρ n − e −na ≥ 0} satisfies (40). Otherwise, the projection T n (a, R) := {ρ n − e −na ≥ 0} + ({ρ n − e −na < 0} −T n (a, R)) satisfies (40), whereT n (a, R) is constructed as follows: We choose Tr{ρ n − e −na < 0}e −n(−R−ηn(a)) eigen vectors of ρ ′ n in descending order. Then, we can check the condition (40) as follows:
Now, we apply lemma 15 in the case ρ n = ρ n , σ n = √ ρ n . From lemma 15, the maximum a r of a inf
Then R equals to the right hand of (39). We have, lim sup 2ζ
where a k := a r + 1/k and k is a fixed integer and the last inequality follows from (60) in Lemma 15. We define N k as the minimum integer satisfying that
For the sequence
The inequality (39) follows from (41) and the first equation of (40). Next, we prove the converse part. Assume that {(T n , ρ ′ )} satisfies that lim sup n→∞ 2ζ
There exists a subsequence {n k } such that lim η n k (T n k ) = −R 0 := lim inf η n (T n ). Focusing on the projection {ρ n − e −na ≥ 0}, we have
Thus,
Since the function a →
a ′ ≤ a is continuous, there exists a real number a such that
Using (42), we have
It implies
Concluding remark
Even if the class of 1-FLECs is wider than the class of 2-FLECs, their asymptotic performance are almost equivalent. Such difference appears only between B * e,1 (r) and B * e,2 (r). For example, in the i.i.d. case, B * e,1 (r) is larger than B * e,2 (r) if and only if r is greater than − . From (36) of Lemma 11, the bound B * e,1 (r) can be attained without an LOCC, i.e. the original state ρ n is closed enough to an MES only in focusing on B * e,1 (r). As a byproduct, in Appendix, we obtain some general relations between information spectrums.
Lemma 12 If there exists a real number
hold.
Proof: From (43), the relation
For any a ≤ a 0 , the relation ζ(a) ≤ ζ c (a) holds. Since ζ(a − 0) ≤ ζ(a), the equation (50) holds. Similarly, we can prove that a real number a(≤ a 0 ) satisfies (49).
Next, we prove (49) for any a > a 0 by the transfinite induction. Assume that the relation (49) holds for any real number b satisfying that a > b and that
For any ǫ > 0, we have
From (44), we have η(a) ≥ ζ(a − ǫ) − a. Since ǫ is arbitrary, we obtain the inequality
which contradicts the assumption (51). The following lemma is another characterization of lower bounds of η(a). Proof: We prove it by reduction to absurdity. There exists a real number a 0 such that
Define a 1 := inf a {a|η(a) = η(a 0 )}. Assume that a 0 > a 1 . For any real number ǫ satisfying that a 0 − a 1 > ǫ > 0, the inequality η(a 1 − ǫ) > η(a 1 + ǫ) holds. Using = − η(a 0 ) − 2ǫ.
Since ǫ > 0 is arbitrary, we obtain sup{a − ζ(a)|ζ(a) ≤ r} ≥ −η(a 0 ), which contradicts (53). Next, we prove the case a 0 = a 1 . The inequality η(a 0 ) < η(a 0 − ǫ) holds for ∀ǫ > 0. Using (47), we have ζ(a 0 − ǫ) ≤ η(a 0 ) + a 0 ≤ r. Thus, Similarly, it contradicts (53). Define the sets I, I ′ as I := {a ∈ R|ζ(a) > ζ(a − ǫ) ∀ǫ > 0}, I ′ := {a ∈ R|ζ(a + ǫ) > ζ(a) ∀ǫ > 0}.
As upper bounds of η(a), we have the following two lemmas.
Lemma 14 We have two inequalities
If ζ(a) = ζ(a) for any real a, we have other inequalities
Proof: First, we prove (54). Let a ′ ∈ I be a real number satisfying that a ′ ≤ a. From (44), we have
Since ǫ > 0 is arbitrary, we obtain the relation
From the arbitrarity of a ′ , it implies (54). Similarly, we can prove (56). Next, we prove (55). Let a ′ ∈ I ′ be a real number satisfying that a ′ < a. From (44), we have
If ǫ > 0 is enough small,
From the arbitrarity of a ′ , it implies (55). Similarly, we can prove (57).
Lemma 15
Let r be a real number satisfying that
The maximum a r of a inf
exists. The inequality
holds. If
If ζ(a) = ζ(a) for any a, we can replace η by η.
Proof: Since the function g : a → inf a ′ ζ(a ′ ) − a ′ a ′ ≤ a + a is continuous and monotone increasing, it follows from (58) that the set (59) is bounded and closed. Thus, the maximum of the set (59) exists. Assume the condition (61) does not hold. Since the function g is monotone increasing,
ζ(a ′ ) − a ′ a ′ ≤ a r + ǫ + a r + ǫ ≤ ζ(a r + ǫ).
Using (48), we obtain (60). Assume that the condition (61) holds. There exists a sequence {a n } such that ζ(a n ) − a n → inf a ′ ζ(a ′ ) − a ′ a ′ ≤ a r a n < a r .
From the above relations, there exists an integer N such that ζ(a n ) < ζ(a r ), ∀n ≥ N. Using (48), we have η(a r ) ≤ ζ(a n ) − a n .
It implies (62) which is stronger than (60).
