This paper proposes an approach based on a state-space model for learning the user concepts in image retrieval. We first design a scheme of region-based image representation based on concept units, which are integrated with different types of feature spaces and with different region scales of image segmentation. The design of the concept units aims at describing similar characteristics at a certain perspective among relevant images. We present the details of our proposed approach based on a state-space model for interactive image retrieval, including likelihood and transition models, and we also describe some experiments that show the efficacy of our proposed model. This work demonstrates the feasibility of using a state-space model to estimate the user intuition in image retrieval.
INTRODUCTION
Image retrieval has become a very active research area since the 1990s due to the rapid increase in the use of digital images [1, 2] . Estimating the user concepts is one of the most difficult tasks in image retrieval. Feature extraction involves extracting only low-level features such as color, texture, and shape from an image. However, people understand an image semantically, rather than via the low-level visual features, and there is a large gap between the low-level features and the high-level concepts in image understanding [3] .
The relevance feedback approach [4, 5] is widely used for bridging this semantic gap. In each iteration of a retrieval task, the user assigns some relevant and irrelevant examples according to their concepts, from which the system learns to estimate what the user actually wants. Many types of learning models have been applied in relevance feedback for image retrieval, such as Bayesian framework [6] [7] [8] , SVM [9] , and active learning [10] . Goh et al. also proposed several quantitative measures to model concept complexity in the learning of relevance feedback [10] .
Image representation is another important issue that needs to be addressed when solving the above problem. It is necessary to design good units for image representation even if a perfect learning approach is applied to image retrieval. Many recent studies have adopted the region-based approach [9, 11, 12] for image representation, because region features can be more representative for user requests than global image features. Constructing a set of visual words [13, 14] that collects similar region features to be a representative unit is appropriate for region-based image representation. Image annotation [15, 16] is another method that labels an image with high-level information. Some researchers have attempted to build a semantic space for describing the highlevel concepts in images [17, 18] .
In this paper, we present a new scheme for image representation and propose a learning model for image retrieval. Instead of constructing a fixed semantic space for representing the user concepts, we have designed a flexible scheme based on concept units for region-based image representation that combines different types of feature spaces and different scales of image segmentation. We also propose an interactive approach for estimating the user concepts implicit in the user feedbacks in a query session, which is the period between when the first query is made to when the corresponding relevance feedbacks are produced. Our basic idea is to 2 EURASIP Journal on Advances in Signal Processing track the behaviors of the user concepts of relevance feedbacks in image retrieval using a state-space model [19] [20] [21] . The state-space model has been well defined and widely applied to dynamic systems. However, we did not find studies in the literature that have applied the state-space model to the learning problem in relevance feedback. Our work aims at demonstrating the feasibility of solving the retrieval problem using a state-space model. This paper is organized as follows. Section 2 introduces the motivation and the idea behind our proposed approach. Section 3 describes the proposed concept units used in region-based image representation, and the proposed learning model based on a state-space model is shown in Section 4. Section 5 presents the image ranking method used to determine the similarity of two images. Section 6 describes a strategy for handling negative examples. Section 7 details some experiments that applied our approach, and Section 8 draws conclusions and discusses future work.
MOTIVATION
We consider the problem of category search in image retrieval. This involves grouping images into the same category that the user perceives to be semantically relevant. For example, the image set from Corel Photo, a set of image data widely used in many researches, contains many types of semantic categories. Hence we consider a user called "Corel Photo" who chooses relevant images to form these categories. Note that different users may assign different semantic categories in the same image set. The main challenge for category search is to estimate the user concepts, for example, Corel Photo, from the interaction of the retrieval.
Let a query session comprise the first query and corresponding relevance feedbacks. We assume that the user does not change the requesting concepts, that is, the semantic concepts in a query session are constant. Ideally, we can view the process of obtaining relevance feedbacks as tracing the path from the first query to the retrieval goals, from which we can estimate the user concepts in a retrieval task.
During a retrieval task, the user could have a semantic goal but could be unable to describe it explicitly-the retrieval target exists but is not explicit in the beginning of the retrieval. For example, the user may want to retrieve images of flowers but will be unable to describe their types wanted until she/he looks at relevant images. For this scenario, we can model the tracing path of the user concepts as
where X t means the user state at the tth iteration, IM is the identical matrix, and η t−1 is the noise term (i.e., variations of user concepts in relevance feedbacks). We estimate each stage of the tracing path using the state X t , which is determined from the previous estimated states and various types of feedbacks specified by the user. Figure 1 illustrates our idea that tracks the relevant region features in the feature space to estimate the user concepts in image retrieval. Figures 1(a) and 1(b) show the two sets of relevant images that are specified by the user at tth Figure 1 (c). Hence we can depict these region features using the centroids (i.e., means) of the three components. At the next iteration, the estimation of the state starts with the previous centroids, drawn as blue dots in Figure 1(d) , and moves to the current relevant regions.
In this work, we aim at solving (1) to estimate the user concepts relevant to image retrieval. We assume that state X t can be modeled using a Gaussian mixture [22] with means μ t and variances σ t , where μ t represent the user concepts in state X t−1 , and σ t are the variances of the user feedbacks in noise term η t−1 . In the example of Figure 1 , a pair of μ t and σ t forms a blue dotted circle to represent the user concept at Cheng-Chieh Chiang et al. 3 an iteration. Solving means μ t and variances σ t requires two major tasks: representation and estimation for the state.
We first have to design a scheme for representing the state, which intuitively handles the semantic gap between visual features and user concepts. We do not try to directly construct a semantic space for image retrieval because it is impossible to explicitly describe what the user wants before requests are made. In this work, we design a flexible scheme using concept units that are based on combinations of different types of region features and different scales of image segmentation. Any two images that are designated as relevant by the user should be similar from a certain perspective. The concept units are designated to represent unknown perspectives of relevant images based on the user perceptions.
We next design an iterative approach for learning and estimating the user state. The idea of estimating the tracing path of relevance feedbacks motivated us to design a statespace model of the user state described in (1) . The statespace model has been widely applied to analyze and infer dynamic systems according to information on time sequences. In our proposed model, the time sequence for the state-space model is associated with the iteration process of relevance feedbacks, and the training data for learning or inferring the system is extracted from positive examples in the relevance feedbacks. Moreover, we design a simple strategy for handling negative examples in order to eliminate false alarms in retrieval results.
CONCEPT UNITS FOR REGION AND IMAGE REPRESENTATION

Image segmentation and feature extraction
Region-based approach is widely used to the analysis of image contents. To extract regions, the first task is to partition an image into multiple regions using image segmentation. The most intuitive method for image segmentation is to segment objects (or foreground subjects) for region-based image matching [9, [11] [12] [13] . However, this is very difficult, and the segmentation results greatly affect the performance of region-based tasks. Hence, some researchers have divided an image into rectangular girds [15] or a large number of overlapping circular regions [23] .
Generally speaking, image segmentation may not be consistent with human perception. Our proposal is not to generate the perfect regions with segmentation, but rather to determine useful ones. We use the well-known watershed segmentation [24] , which is an efficient, automatic, and unsupervised segmentation method for gray-level images, to partition an image into nonoverlapping regions. A color image is first converted to a gray image and then partitioned by the watershed segmentation. A watershed region is often homogeneous in the intensity space, and that means that pixels in a watershed region are not very diverse. Hence, the watershed regions are appropriate for representing the region units of an image. Wang proposed a multiscale approach for watershed segmentation in order to overcome the problem of oversegmentation [24] , which is the major drawback of the original method of watershed segmentation, by controlling the scaling parameters. Different scaling parameters result in different numbers of regions being segmented in the same image.
Assume that the database contains N images, denoted as {I 1 , . . . , I N }, and that v scales, denoted as S = {s 1 , . . . , s v }, are used for watershed segmentation. Given a scale s q , we assume there are n q regions to be partitioned for all images in the database. Thus, we can annotate the set of regions as
Let the set of features (2):
Note that the region representation described above is independent of selecting visual features and segmentation methods. We collect different scales and different features of regions for an image in order to represent unknown perspectives of relevant images. Using more types of visual features and more scales of regions covers a wider range of the image contents, but makes the computational complexity excessive. In this work, four types of visual features (i.e., u = 4) are used: (i) color histogram, (ii) color moments (both color features are in HSV space), (iii) cooccurrence texture, and (iv) Gabor texture. Moreover, we set v = 2, that is, two types of region scales, in the watershed segmentation.
Concept units
Since it is impossible to predict the best way to represent an image, for example, which type of features or which scale for image segmentation is better for image representation, before the user makes the query, we first collect different types of region representation, and then estimate which is best for characterizing the user's perceptions in relevance feedbacks. R q p , in (3), represents the collection of visual features of watershed regions that are observed using different scales and different features, hence giving a total of u × v types of region features withv scaling parameters and u types of visual features.
Given the feature type f p and the scaling parameter s q , we apply the K-means algorithm [22] 
4 EURASIP Journal on Advances in Signal Processing
Figure 2: The probabilistic structure of the state-space model.
These u × v × K clusters are the concept units for all 1≤ p ≤ u, 1≤ q ≤ v, and 1≤ k ≤ K representing images in the entire image database with different scalings and different features. The definition of concept units is a variant of the so-called visual word [13, 14] , which draws the processing units in the space of the visual features. The generation of the concept units with different types of feature spaces and with different region scales provides more possibilities to fit the different characteristics of the image contents for semantically relevant images. In our experiments, we set K at 400, hence giving u × v × K = 4 × 2 × 400 = 3 200 concept units.
Region-based image representation
We can build the concept units in (4) for all images in the database in order to represent the types of contents that the user retrieves. Therefore, we design a region-based image representation based on the concept units. Let I be an image in the database. 
LEARNING MODEL BASED ON A STATE-SPACE MODEL
State-space model
The state-space approach has been widely applied to the analysis of dynamic systems, which involve estimating the state of a system which changes over time from a sequence of noisy measurements [19] . Many papers have detailed statespace models [19] [20] [21] , and hence here we only provide a brief summary of how the posterior probability of a state-space model is inferred. Figure 2 depicts the probabilistic structure of the Bayesian network of a state-space model, which contains two types of nodes at time t: (i) x t for the system state and (ii) z t for the observation measurement. At time t, the dynamic system receives inputs z t , for which we want to estimate the posterior probability of the system state x t given the past observations; this is denoted as p(x t | z 1,...,t ), where z 1...t represents the collection of observations z 1 to z t . Two assumptions are generally applied to a state-space model for simplicity. The first is the first-order Markov property, given by
where x 1,...,t−1 represents the collection of states x 1 to x t−1 . The second is that the observations are mutually independent:
where z 1,...,t−1 means the collection of the observations z 1 to z t − 1. By using the above two assumptions and Bayes' rule, the posterior probability of state x t given the past observations can be inferred as
where
Thus, we can infer the posterior probability as
In (10), the posterior probability p(x t | z 1,...,t ) in a statespace model is recursively based on two factors: (i) a system model p(x t | x t−1 ) which describes the evolution of the state over time (called the transition function), and (ii) a measurement model p(z t | x t ) which relates the observation and noise to the state (called the observation function). It is also necessary to define the prior probability of state p(x 1 ) at the beginning of the recursion.
The proposed learning model
The user intuition is usually implicit in the specification of positive and negative examples in the query session. Positive examples are generally used to estimate the user intuition, and negative examples are used as exceptions in the estimation. Hence, we apply the positive examples of the tth iteration of relevance feedbacks to observations z t of the tth stage of the state-space model, and the negative examples are used to eliminate the false alarms in retrieval results. The strategy for handling the negative examples is described in Section 6.
The user concepts X t , stated in (1), can be approximated by a Gaussian mixture model with means μ t and variances σ t where the means μ t indicate the concept units for representing the user concepts, and the variances σ t cover the varying scopes of the user concepts in the concept units. Intuitively, the state vector for the state-space model could be defined as a set of the pairs of means and variances for the Gaussian Cheng-Chieh Chiang et al.
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mixture model. However, this makes the model very complex, and also we do not have a huge training data set for learning and inferring the model because the number of positive examples is not large in a query session. Hence, it is necessary to simplify the design of the state-space model for image retrieval.
In this work, we simplify the definition of the state vector in two ways. The first is to ignore the variances σ t . The definition of concept units covers some variances because they are defined as clusters in the feature space. Ignoring the variances σ t in defining the state vector means that we assume that the variance of concepts is limited to the radius of the concept units. The second is to define a single concept unit which is viewed as a greedy method instead of multiple concept units in the state vector. Considering the tth iteration in a query session, let x t be the most representative concept unit for the user concepts that we want to estimate, and let z 1,...,t be the collection of positive examples of relevance feedbacks. Thus, we want to find the maximal posterior estimation of state x t given the past positive examples (observations z 1,...,t ) in relevance feedbacks:
The user concepts in the query session generally comprise multiple rather than single factors, and hence we take the first H highest probabilities of x * t to represent the user concepts. Below we define the state vector, observation function, and transition function that are used to construct the statespace model.
State vector
We define the state as the most representative concept unit for the query session. The definition of concept unit C q p (k) is associated with feature type p, region scale q, and cluster k, and thus we define the state vector as a three-dimensional vector denoted as (p, q, k), where 1≤ p ≤ u, 1 ≤ p ≤ v, and
Observation function
Let the positive images of relevance feedbacks be the observations of the state-space model. We define the observation function p(z t | x t ) as the likelihood of the observation given each state, 
Let us consider an example in which there are 100 regions in relevant images at an iteration of a query session. Therefore, these observations contain 100 concept units because each region feature belongs to a concept unit. If 35 regions fall in the same concept unit, its observation measurement is 35/100 = 0.35.
Transition function
The transition model p(x t | x t−1 ) is designed to model the variations of concept units representing the user concepts in iterations of relevance feedbacks. The transition function must record the changing cost between any two concept units. Given ( j) . We then define the transition function as
where α is a scaling factor with 0 ≤ α ≤1. Note that α = 0.5 in our implementation.
Prior distribution
All of the prior probabilities of the states are set equal. This means that the tracking of the model starts at all concept units. At the beginning of the iterations, all concept units have equal probabilities for representing the query concepts. During the process of relevance feedbacks in the query session, representative concept units from observations will have higher probabilities based on the inference of the state-space model using (10) . We take first H concept units with maximal posterior probabilities to represent the user concepts at each iteration.
Two factors are involved in image retrieval based on the proposed state-space model: (i) the likelihoods of positive examples and (ii) the transitive conditions between any two concept units. The former is commonly applied in a Bayesian framework, and the latter is not common in image retrieval. An interesting approach to the transition is to use the ontological structure which represents a domain of knowledge in image retrieval [25, 26] . Note that embedding these two factors in relevance feedbacks is one of the main contributions of our proposed model. 
IMAGE RANKING
The proposed learning model uses H concept units to largely represent the concepts the user retrieves in a query session. A similarity measure between the retrieval concepts and an image in the database is used for image matching and ranking. Without loss of generality, let the first H concept units with maximal posterior probabilities at the tth iteration be denoted by v τ(i) , where 1 ≤ i ≤ H. The posterior probabilities of these H concepts are described by
where τ(i) is the index of concept units, and x t (v τ(i) ) is the state with concept unit v τ(i) at the tth iteration. The idea of designing the similarity measure is to find images containing most of the H concept units in (14) . Since an image I in the database can be represented as (5), we design a dissimilarity measure between the retrieval concepts of the query session and the image I at the tth iteration as follows:
STRATEGY FOR HANDLING NEGATIVE EXAMPLES
The previous sections only use positive examples of feedbacks for learning the concepts that the user wants to retrieve. While negative examples could be applied in the learning model to decrease the rate of false retrieval results, handling them is difficult because they are diverse either in feature spaces or in semantic concepts. In our opinion, a negative example only removes some of the false retrieval results in a localized area. In this work, we adopt the strategy following from [27] for handling negative examples. The basic idea is to excavate a "negative hole" in the feature space around the regions of each negative example. Figure 3 illustrates an example of negative holes. The center of a negative hole is a region feature of a negative image, and its radius is half the distance from the negative region to the nearest positive one. Each iteration of relevance feedbacks involves the generation of many negative holes associated with regions of negative examples. A region of a test image in the database is neglected in computing weights w q p (k) in (5) if it falls in a negative hole.
EXPERIMENTAL RESULTS AND DISCUSSION
Dataset
In our experiments, we used three datasets (denoted as DI, DII, and DIII) where DI and DII contain photo images collected from Corel Photo and DIII is Caltech-101 Object Categories [28] .
Dataset DI
DI contains 20 categories and each category consists of 100 photo images. All images can be partitioned into over 70 000 regions with two scales of image segmentation. These images contain a wide range of contents, such as landscapes, animals, plants, and buildings. These data categories are classified according to human concepts such as "beautiful rose," "autumn," and "doors in Paris," and hence even images in the same category may have had diverse contents. However, all images in the same category are viewed as relevant to each other.
Dataset DII
We extended DI to the larger dataset DII which contains 50 categories, each consisting of 100 photo images, giving a total of 5 000 images. All images can be partitioned into over 200 000 regions with two scales of image segmentation. For each category in DI and DII, we randomly choose 10 images as the query, so the size of the query set is 200 and 500 images, respectively. Moreover, 10 iterations are performed for each query.
Dataset DIII
We took the Caltech-101 Object Categories [28] as the third dataset that is publicly available and involves 101 categories of objects with over 8 000 images. The number of images in each category is different. Over 300 000 regions are segmented with two scales of image segmentation. We randomly chose 10 images as the query for the larger categories which contain more than 80 images, giving a total of 240 query images.
Evaluation and discussion
The precision and the recall are commonly used to evaluate the performance of a retrieval system. Note that precision = A/B and recall = A/C, where A is the number of relevant images that we retrieve, B is the number of returned images in the retrieval, and C is the number of all relevant images (C = 100 in DI and DII). We set B = 100 in our system, hence precision = recall in datasets DI and DII. Moreover, some of the categories contain more than 100 images in dataset DIII. Thus, we employ the recall instead of the precision to evaluate the performance of the proposed method in our experiments. Figure 4 shows the average recalls at each iteration of relevance feedbacks in five cases: only using DI without handling negative examples, and using DII and DIII with/without handling negative examples. DI-pos exhibits the highest recalls because the size of DI is smaller than that of DII and DIII. However, the performances of DII-pos+neg and DIIIpos+neg indicate that handling negative example can significantly improve the retrieval. Table 1 lists the detailed recalls of all categories of DI of relevance feedbacks using our proposed model without negative examples. The first row in Table 1 denotes the iteration of relevance, and the last row indicates the average precisions of all image categories. Note that precisions larger than 0.8 are shown in boldface.
Both Figure 4 and Table 1 indicate that the retrieval performances are bad at the beginning of the retrieval. The reason is that only few positive feedbacks at the beginning are available, and hence the training data are insufficient for accurately estimating the states. After several iterations, the efficacy of the proposed model is more manifest.
We now discuss the experiments in detail. Figures 5 and 6(b) illustrate two cases that correspond to better and worse retrieval results, respectively, using DII without han- "in desert" and "snow mountain" that have worse results, and Figure 6 (b) shows their average precisions. In the better cases of Figure 5 , images in the same category have the same semantic concepts but still look quite different. This shows the feasibility of using the proposed approach to model images with similar semantic concepts but diverse visual features. However, huge variations either in visual features or semantic concepts are still very difficult to model. For example, the "snow mountain" images in Figure 6 are easily confused with those in other landscape categories. Basically, our approach is appropriate for image retrieval with relevance feedbacks. The time sequences in the statespace model can be easily associated with the iterations of relevance feedbacks. The proposed model does not only involve the likelihoods of positive images, but also considers the transition possibilities among concept units. However, two problems are worth solving in our approach. The first is the smaller number of positive examples at the beginning of the feedbacks. This is a common problem in image retrieval because no users enjoy manually assigning a huge number of positive examples in the feedback process. One method for solving this problem is to design a long-term strategy to include all positive examples of previous query sessions as training data. The second problem is the huge variations between images in the same category. A possible method for solving this problem is to make our model more complex by embedding more information. However, this could result in overfitting, especially since we do not have many training data in relevance feedbacks. Constructing a knowledge structure such as the ontology-based approach [25, 26] is potential in image retrieval if the retrieval task focuses on an application domain. After defining the transition model of the structure for the knowledge domain, our proposed model can consider both the low-level features (likelihood model) and high-level concepts (transition model) for bridging the semantic gap problem in image retrieval.
CONCLUSIONS AND FUTURE WORK
This work demonstrates the feasibility of solving the problem of the semantic gap for image retrieval using a state-space model. We design concept units, which integrate with different types of visual features and with different scales of image segmentation, for image representation. We also propose a state-space model for estimating the user concepts in a query session. Our approach involves both the likelihood model of positive examples and the transition model among concept units in image retrieval. Moreover, we have presented a strategy for handling negative feedbacks for refining the retrieval results in this paper.
Some future tasks are required to extend this work. The first is to define a long-term learning strategy for solving the problem of a small training set at the beginning iterations of relevance feedbacks. The second is to integrate the knowledge structure for a domain application with the transition model in our proposed approach. Moreover, the design of concept units could be revised to contain higher-level information rather than visual features. Other methods of machine learning, such as active leaning or boosting, could be integrated with the state-space model for image retrieval.
