Abstract-to detect the change in the terrain using multitemporal images has becoming one of the important applications of remote sensing technology. In order to receive a result with high accuracy, the relative radiometric correction among images must be done before the detection. The surface radiation is affected by spatial correlation among the surface objects. This study introduced the geographically weighted regression to the radiometric correction process, and proposed a radiometric correction method based on the geographically weighted regression model. The method includes three main steps. Firstly, iterative weighted multivariate change detection is used to select the invariable pixels as samples. Secondly, radiation correction linear model is built at each sampling point based on geographically weighted regression. Finally the radiometric correction values of target points are calculated with the model of closest point. In the test, using the proposed method a good visual effect can be received. And the precision evaluation indexes are better than those of results from the orthogonal regression radiometric correction. Especially, the information entropy index is almost as twice much as the original image and that of orthogonal regression radiometric correction. It can be concluded that the proposed method in this paper can ensure the radiometric correction visual effect and enhance the details of performance ability of images at the same time.
I. INTRODUCTION
Because of different atmospheric conditions, illumination conditions, surface relief, soil moisture, vegetation climate, sensor imaging model and the side view of imaging [1, 2] , the radiation difference is obvious for the remote sensing images in the same area. In order to extract the change information from multi-temporal remote sensing images more accurately, it is necessary to eliminate the radiation difference. During the processing of relative radiometric correction, a reference image is selected firstly, and the radiometric values in other images from different times are matched to the referent one. These steps can reduce the effect from the sensor, atmospheric conditions and solar radiation [3, 4] . Compared with absolute radiometric correction, this way is easy because a variety of related parameters are not required to calibrate the effects of the sensor and atmospheric conditions [3] [4] [5] . There are three ways to realize relative radiometric correction, including statistical method, most dark target method [6] and statistical regression method. Several methods are used widely such as image regression(IR), pseudo-invariant features(PIF) [9] , dark set-bright set normalization(DB), no change set radiometric normalization(NC), histogram matching(HM), MAD method etc. The accuracy of radiometric correction with statistical regression method is relatively high [7] [8] [9] . Such methods have a common understanding that the response of detector radiance is linear. But the response of optical remote sensor to surface material is nonlinear. This had been recognized by some researches [10] [11] [12] . For the relative radiometric correction, the result from model with unified correction coefficient is not good in the range of nonlinear response.
Relative radiometric correction of remote sensing data is affected by the characteristics of natural landscape factors. It is also one of the reasons causing optical remote sensor nonlinear response problem. The adjacent relationship of surface objects induces their radiation with spatial correlation characteristics. The GWR method was introduced into radiometric correction processing in the study. The GWR brings the spatial haracteristics of ground objects radiation into the traditional OLS model．To solve the spatial non-stationarity of the model it calculates the parameter of regression model for every local point which improves the accuracy of radiometric correction greatly.
International Conference on Remote Sensing, Environment and Transportation Engineering (RSETE 2013)
II. METHOD

A. The principle of GWR
GWR model is a new method proposed by British Fotheringham during the study of space stability. It allows local nonparametric estimation. To reflect the influence of geographical position, samples with different geographical positions have different parameters. It is consistent with the fact [13] . GWR brings the spatial features of objects into the regression model to analysis, and calculates a local equation at each point. The contribution of the position is measured by weighting function of the space adjacent degree to the regression point. GWR model can be expressed as follows: , and it is arbitrary function f
is the error independent and identically distributed, and is assumed to obey
generally. According to Tobler's first law of geography, the points closer to point i have the greater influence to the estimation of parameters on the point i . It assumes that the regression coefficient of the linear regression model is an arbitrary function of observation point location.
The spatial character of the data is taken into consider by the model. Here the weighted least square is adopted to estimate the regression coefficients, and the detailed method can refer document [14] .
For every point, there is a local equation calculated by the model. And the weight of the observation value is no longer remaining constant during the regression process. The weight varies with the proximity position to point i :
Where ˆi s the estimated value of  , an independent variable matrix, and the first row elements is 1; X is the independent variable matrix about model factors; Y is the vector of the dependent variable, the matrix about the radiation from the referred imagery; W is a square matrix of weights related to the position of
in the study area; In the practical operation process, one of the distances, Gauss distance, exponential distance and tricube distance, is used to calculate the spatial weights matrices.
Here Gauss distance is adopted to determine the weight: Bandwidth has great influence on the operation results of GWR model. It can be seen as a smoothing parameter, the bigger the smoother. As the bandwidth becomes larger than the weights approach unity, the local GWR model approaches the global OLS model.
B. The relative radiometric correction method based on GWR
The relative radiometric correction method based on GWR need invariant features points as samples. In the study, iterative weighted multivariate change detection was used to select unchanged pixels as samples. The threshold was set to extract the invariant features of multi-variety change detection, and the radiometric correction result is better than traditional artificial selection of invariant features [15] . With these samples, the geographically weighted regression was used to establish spatial correlation model. And each sample point has a fitting equation. When it comes to deal with the whole image, find the closest point of the target point among the invariant samples firstly, then calculate the output value for the target point with the sample's fitting equation. When there are large numbers of invariant features points, the block index method can be considered to improve the computational efficiency.
C. Accuracy evaluation of relative radiometric correction
Visual effect is the primary consideration to evaluate the results of the relative radiation correction. In addition, the enhancement of image spatial information and spectral information is another two important aspects. And specific evaluation index includes: the variation coefficient [15] , coefficient of correlation, information entropy, deviation index [16] . The variation coefficient ， the ratio of the standard deviation and average value, can be used to compare the statistical characteristics parameters of correction image band dispersion.
Deviation Index is used to express the degree of deviation from the image to original image after radiometric correction. The calculation formula is as follows: before and after correction. Information Entropy reflects the amount of information that image carried. Bigger entropy value means more amount of information carried by the image. If the image gray levels in all probability tend to be equal, the amount of information tends to the maximum. According to Shannon's information theory, information entropy of a bit 8 gray image can be calculated as following:
In which, i p is the occurrence probability of value i.
Correlation coefficient is a quantity value to descript the approximation degree between images. Larger correlation coefficient means closer correlationship. 
III. TEST
A. Test data
The test data is HJ-1A/B data, resolution 30m, on August 30, 2009 and August 27, 2011. Geometric correction and the atmospheric correction with 6S model had been finished before the correcting. Three bands, R, G, B, with wavelength 0.63~0.69, 0.52~0.60, 0.43~0.52 respectively, were used. The data size for test is 5088 × 4408.
B. Radiometric correction
In this test the reference image is data in 2011, the target data in 2009(as shown in figure 1(a) 、(b）). Total 70090 samples, about 0.3% of all pixels (as shown in figure 1(c) ), were selected with iterative weighted multivariate change detection. Before correction the correlation coefficients between these samples are: 0.9979, 0.9947, and 0.9948 in R, G, and B bands respectively. And the correlation coefficient is 0.9999 after these samples were calculated with the proposed method.
After spatial correlation model of these samples were established with geographically weighted regression method, a sample point of each typical features in the image were selected and their fitting equation coefficients are shown in table 1. It is seen from the table their coefficients are different. Although the difference is very small, for radiation values with range between 0-1, it can't be ignored on the radiation value change. 
TABLE I. THE FITTING EQUATION COEFFICIENT FOR DIFFERENT SAMPLE
Band
C. Results
The correction results with the method proposed in the study were compared with that of the orthogonal regression correction. Here the orthogonal regression method [17] was adopted to determine the linear relationship between images.
When it comes to the visual effect, there is not obvious difference between the results from GWR and that from orthogonal regression. At the same time, to correct the data in 2011 based the image in 2009 with the GWR method, also can achieve the ideal visual effect which means the method has good fitness.
Compared with orthogonal regression correction, GWR correction can enhance the spatial texture information obviously. In contrast, the spectral information can be improved a little. It can be found from table 2 that the correlation coefficient of GWR radiometric correction results is larger than the orthogonal regression correction results, which means the result from GWR has higher correlation. Influenced by the low variation coefficient of reference image, the variation coefficients of GWR and orthogonal regression correction results are reduced, reducing the sparse degree of frequency distribution in original image. Information entropy of GWR radiometric correction results is larger than other images; it shows that the details of the image performance ability are enhanced greatly. A smaller deviation index means a smaller deviation degree between radiometric correction image and original image. From this point of view, the results of GWR radiometric correction is better. 
IV. ANALYSIS AND DISCUSSION
The relative radiometric correction method proposed in the paper takes the surrounding environment effects on surface radiation into consideration. The visual effect of this method has no obvious difference with that of the orthogonal regression radiometric correction. While the information entropy of the method improved greatly, which means the process can enhance the detail information of the origin image. This paper presents the relative radiometric correction method relying on the spatial of invariant features points. Here non-uniform distribution will affect the visual effects of radiometric correction, which would induce piece effect in severe cases. It is also noteworthy, when handling large volume data it would be better to use the block index to find the closest samples to the target point. Our test has proved it can improve the processing efficiency greatly.
