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Microblogs such as Twitter have become the largest social platforms for users
around the world to share anything happening around them with friends and
beyond. A bursty topic in microblogs is one that triggers a surge of relevant
tweets within a short period of time, which often reflects important events
of mass interest. How to leverage microblogs for early detection and further
impact analysis of bursty topics has, therefore, become an important research
problem with immense practical value.
To address the above problem, we propose in this dissertation a framework
which contains the following three parts. The first part is to select a bud-
geted set of users as information sources for early detection of bursty topics.
We first formulate this problem as a constraint satisfaction problem which has
high computational complexity. To reduce the computational cost, we then
transform the problem into an LP (Linear Programming) problem. Further-
more, we use the sub-gradient method instead of the standard simplex method
or interior-point method to solve the LP problem, which makes it possible for
our solution to scale up to large social networks. The second part is that of
detecting bursty topics from a tweet stream. We propose a two-stage inte-
grated solution TopicSketch. In the first stage, we design a small data sketch
which efficiently maintains at a low computational cost the acceleration of two
quantities: the occurrence of each word pair and the occurrence of each word
triple. In the second stage, we propose a sketch-based topic model to infer both
the bursty topics and their acceleration based on the statistics maintained in
the data sketch. A dimension reduction technique based on hashing is also
proposed to achieve scalability. Once a bursty topic is detected, the third part
will predict the further cascade size of this bursty topic. Based on a general
time-aware cascade model, in which an appropriate hazard function is designed
specifically for microblog networks, a simulation-based approach is proposed
to forecast the virality of the cascade. Although each part can work separately,
when putting them together, we get a comprehensive solution which is able
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Microblogging services nowadays have made it all too easy for everyone to
share or pass a piece of information to someone else. For instance, with 320
million active users and 1 billion tweets per month1, Twitter provides an easy,
quick and reliable platform for users to share anything happening around them
with friends and other followers. Another influential microblogging service is
Sina Weibo, which has more than 500 million users in China (i.e. over a third
of the population of China) and around 200 million monthly active users2.
In particular, it has been observed that, in certain life-critical disasters
of societal scale, microblogging services are the most important and timely
sources from which people find out and track the breaking news before any
mainstream media picks up on them and rebroadcast the footage. For example,
on March 11, 2011, Japan earthquake and subsequent tsunami, the volume of
tweets sent spiked to more than 5,000 per second when people post news about
the situation along with uploads of mobile videos they had recorded 3. We call
such topics which trigger a surge of a large number of relevant tweets bursty
topics, the entire diffusion process of a piece of message through users a cascade















First news media report 
2011-11-02
17:13:07
18:00 00:00 06:00 12:00
Figure 1.1: The tweet volume of each of the top three keywords of the topic:
“adelyn”, “slap” and “siri”.
Figure 1.1 shows an example of a bursty topic on November 1st, 2011.
A 14-year-old girl from Singapore named Adelyn (not her real name) caused
a massive uproar online after she was unhappy with her mother’s incessant
nagging and resorted to physical abuse by slapping her mother twice, and
boasted about her actions on Facebook with vulgarities. Within hours, it soon
went viral on the Internet, trending worldwide on Twitter and was one of
the top Twitter trends in Singapore. For many bursty events like this, users
would like to be alerted as early as it starts to grow viral. However, it was
only after almost a whole day that the first news media report on the incident
came out. In general, the sheer scale of microblogs has made it impossible for
traditional news media, or any other manual effort, to capture most of such
bursty topics in real-time even though their reporting crew can pick up a subset
of the trending ones. This gap raises a question of immense practical value:
Can we leverage microblogging services for automated bursty topic detection in
real-time?
Consequently, once a bursty topic is detected, it is natural to ask questions
like: “How many users will it eventually reach?” With the fact that the size of
a cascade often translates into the influence of a message (e.g. the social impact
of a piece of breaking news), prediction of the size of a cascade, especially at
the early stage of its growth, is critical in identifying among billions the truly
viral messages, so that we can monitor, trace and leverage their impacts.
Besides, from the perspective of a third party, a data stream with sufficient
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social network sensors is not always available for various reasons, e.g. privacy
issue or commercial concerns. For instance, Sina Weibo offers no free stream-
ing API and third party entities are subject to stringent restrictions on data
collection. Although Twitter provides free streaming API, it reserves the right
to charge for commercial purposes 5. It remains an interesting question to
investigate: How to select a budgeted set of social network sensors to form the
data stream for bursty cascade detection without compromising the detection
performance.
It is nearly impossible to address all the above three questions in one so-
lution. For example, usually, we use cascade size to measure the virality of
a topic. However, as shown in Section 3.2.1, it is not a good indicator for
burst detection at early-stage. So in this dissertation, we propose a solution
to address each of the above three questions separately. In order to solve them
separately, we make the following assumptions. For bursty topic detection,
we assume that a data stream with sufficient social network sensors is always
available. For virality forecasting, we assume that we observe the growth of a
cascade at its early-stage. For social network sensor selection, we assume that
a proper burst detection approach is given. We introduce these solutions in
more details as follows.
1.1 Bursty Topic Detection
In fact, the above real-time bursty event detection task has not been fully
addressed by existing works on Twitter topic analysis. First, Twitter’s own
trending topic list does not help much as it reports mostly those all-time pop-
ular topics, instead of the bursty ones that are of our interest in this work.
Second, most prior research works define a bursty topic as a set which consists
of few bursty words [80, 82, 67, 13, 93, 44]. As only bursty words are captured,




really is. Third, most topic modelling based works study the topics in Twitter
in a retrospective off-line manner, e.g., performing topic modelling, analysis
and tracking for all tweets generated in a certain time period [101, 87, 23, 90].
While these findings have offered interesting insights into the topics, it is our
belief that the greatest value of Twitter bursty topic detection has yet to be
brought out, which is to detect the bursty topics just in time as they are tak-
ing place. This real-time task is challenging for existing algorithms because
of the high computational complexity inherent in the topic models as well as
the ways in which the topics are usually learnt, e.g., Gibbs Sampling [41] or
variational inference [9]. The key research challenge is how to solve the follow-
ing two problems in real-time: (I) How to efficiently maintain proper statistics
to trigger detection; and (II) How to model bursty topics without the chance
to examine the entire set of relevant tweets as in traditional topic modeling.
While some work such as [80] indeed detects events in real-time, it requires
predefined keywords for the topics.
For the above reasons, in this dissertation we propose a new detection
solution – TopicSketch. It can be observed from Figure 1.1 that TopicSketch
is able to detect this bursty topic within 6 hours after the very first tweet
about this incident was generated, just when it started to grow viral and much
earlier than the first news media report. This part of our research is covered
in Chapter 3.
1.2 Virality Forecasting
There are a lot of research works which focus on predicting the cascade size,
especially the size of viral one, e.g., [17] [53] [60] [48] and [6]. Despite the
different approaches in their solutions, one thing in common is that all of
them must have real viral cascade instances as input, the more the better.
Unfortunately, however, in real life truly viral cascades are few and far in
4
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between as compared to the whole set of tweets (in our dataset only 1‰
re-tweeting cascades grow over 35), resulting in a challenge for all existing
solutions to further enhance their prediction accuracy. One solution to alleviate
the rarity of viral cascades is to be able to simulate cascades that well fit the
real viral ones. This motivates us to integrate the time dimension into cascade
modeling for each particular cascade.
There has been several cascade models, including the well-known Thresh-
old Model [40], Cascade Model [36] in which the time fact is not a concern,
and recent works such as [37] [70] [39] [28], which focus on integrating the time
dimension into the model. Particularly, in these recent works a hazard function
of time is used to model how information diffuse over time in networks. In this
dissertation, we call them time-aware cascade models. Following this line, we
build a general time-aware cascade model for each particular cascade to depict
its development over time in the social network. By applying the proposed
time-aware model to real cascades in Twitter, we propose an appropriate haz-
ard function specifically for Twitter network. We show that, by simulating
more viral cascades, better virality prediction performance can be achieved.
We cover this part of our research in Chapter 4.
1.3 Social Network Sensor Selection
From different perspectives, several solutions have been proposed to solve sen-
sor selection problem in networks, e.g. maximum coverage problem [56, 84],
influence maximization problem [55, 16, 15], outbreak detection problem [64,
18, 33]. Different from all these previous works, in this dissertation we first put
the sensor selection problem in the circumstances of bursty cascade detection,
which is not easy.
The challenges come from a few aspects: First of all, different detection
approaches have been proposed in literature with different characteristics and
5
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priorities. It is not easy to design a uniform sensor selection solution for all
these different approaches. Secondly, as a classical combinational optimization
problem, sensor selection problem (or sensor placement problem) has been
proven to be NP-hard [56, 58]. Thirdly, although some suboptimal solutions
(e.g. CELF in [64]) can significantly reduce the computational cost, it is still
difficult to make them scalable to large social networks which contain millions
of users, if not more. In other words, efficiency is crucial for this task.
In Chapter 5, we respond to these challenges step by step as follows.
First, by generalizing different detection solutions as an abstract classifier,
we formulate the above-mentioned problem as a constraint satisfaction problem
as shown in Section 5.1. Therefore we are able to design one uniform sensor se-
lection solution for all different detection approaches, rather than “handcraft”
a specific solution for each of them. Secondly, to reduce the complexity of the
constraint satisfaction problem, in Section 5.2 we relax the constraints of this
problem and further transform it into an LP (Linear Programming) problem
which can be solved in polynomial time. Thirdly, by exploiting the special
form of the above LP problem, we show in Section 5.3 that the LP problem is
equivalent to a convex optimization problem. Furthermore, we propose to use
the sub-gradient method to scale up the solution.
1.4 Framework
Although above each piece of work is independent of the others, when putting
them together, we get a comprehensive framework (as shown in Figure 1.2)
for bursty and viral topic detection. With the purpose of detecting bursty
cascades, in part (I) we select a budgeted set of users. By monitoring this set
of users, we get a data stream containing all the tweets generated by these
users. In part (II) we monitor this stream, maintain a statistic measuring



















the burstiness score exceeds a predefined threshold. In this way, most trivial
cascades are filtered out in part (II), and only a small number of cascade can-
didates are provided with part (III). Based on a time-aware cascade model, in
part (III) we predict the cascade virality by using a simulation-based approach.
Because among these three parts, part (II) is crucial, we first present part (II)
in Chapter 3, followed by the other two parts in Chapter 4 and Chapter 5
respectively.
1.5 Contributions
To summarize, we make the following contributions in this dissertation:
1. We propose a framework for real-time bursty topics detection and virality
forecasting in microblogs. This framework consists of three separated
parts: (I) social network sensor selection, (II) bursty topic detection and
(III) virality forecasting. When putting these three parts together in




2. For real-time bursty topics detection, we propose a two-stage integrated
solution TopicSketch. In the first stage, we propose a small data sketch
which efficiently maintains at a low computational cost the acceleration
of two quantities: the occurrence of each word pair and the occurrence
of each word triple. These accelerations provide as early as possible
the indicators of a potential surge of tweet popularity. They are also
designed such that the bursty topic inference would be triggered and
achieved based on them. The fact that we can update these statistics
efficiently and invoke the more computationally expensive topic inference
part only when necessary at a later stage makes it possible to achieve
real-time detection in a data stream of Twitter scale. In the second
stage, we propose a sketch-based topic model to infer both the bursty
topics and their acceleration based on the statistics maintained in the
data sketch. Furthermore, we propose dimension reduction techniques
based on hashing to achieve scalability and, at the same time, maintain
topic quality with robustness.
3. For virality forecasting, we build a time-aware cascade model for each
particular cascade. Furthermore, we make two key observations on user
retweeting behaviour and develop four constraints based on which we
design an appropriate hazard function for the model. We present an il-
lustrative example as well as extensive experiments to demonstrate how
our model fits to the real data. We would like to point out that, although
hazard function has been used to model information propagation in gen-
eral, in this work we make effort to design customised hazard functions
based on properties of information diffusion in microblogging services.
More importantly, we propose a strategy to make use of the simulations
of our model to remedy the imbalance issue in cascade data. It is shown
with experiments that the prediction performance improves as a result
of the strategy with more viral cascades successfully identified.
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4. For social network sensor selection, we propose a general sensor selec-
tion problem for different burst detection approaches. In general, sensor
selection problem is NP-hard. Especially for the large social networks
with millions of users, existing greedy methods are hardly scale to such
size. After formulating this problem as a constraint satisfaction prob-
lem, we transform it into an LP (Linear Programming) problem which
has only few constraints. Furthermore, we develop a sub-gradient algo-
rithm to solve the LP problem, which makes it possible for our solution
to scale up to large social networks. Compared with existing solutions,
our solution can find better set of sensors for burst detection.
1.6 Organization of the Dissertation
The research written in this dissertation is an aggregation of several research
papers we have written. In Chapter 2, we first review some research that
are related to ours. Then in Chapter 3, we introduce in details our real-time
bursty topic detection system TopicSketch [96, 97, 94], and compare it with
other existing event detection systems. In Chapter 4, we build a general time-
aware cascade model for each particular cascade, and apply it to predict viral
cascades [98]. In Chapter 5 we further discuss how to select budgeted social
network sensors as information sources, in order to form a data stream as the
input of TopicSketch. We conclude this dissertation and discuss our future




We review some related works that motivate our research in this dissertation.
We would first review existing research on bursty topic detection — from
classical event detection to latest topic modeling based approaches. We would
then review existing works on social network sensor selection. We end this
chapter by examining the related literature on information cascade and virality
forecasting. In each section, we highlight the main differences between our
dissertation and the research in existing literature.
2.1 Bursty Topic Detection
Event detection has been studied for decades, with evolving interests on news
[2, 100], blogs [73] and recently social media [67, 80]. As there are numerous
research works focusing on it, here we categorized the ones most related to this
dissertation, i.e. bursty topic detection in microblogs, along two dimensions:
the way of defining a topic and the way of processing data (as shown in Table
2.1).
Clustering Based vs. Topic Modelling Based. There are different ways
to define the topic of an event. In the early work First Story Detection [100, 2]
and their successors [11, 71], a topic is represented as a cluster of related docu-
ments. By exploiting the temporal proximity of news stories discussing a given
10
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Table 2.1: The related work is categorised along two dimensions: the way of
defining a topic and the way of processing data.
Clustering Based Topic Modelling Based
Retrospective [100] [101][87][23][90]
Online / Real-time [100][2][11][71][80][82][3][65][67][13][93][44][30] TopicSketch
event, Yang et al. [100] use refined hierarchical and online document clustering
algorithms to detect events from a news stream. In [2] each document is rep-
resented as a point in a vector space (e.g. TF-IDF vector), and for each new
incoming document, compare it against earlier points. If the new point is close
enough to its nearest neighbour, it is absorbed by its nearest neighbour. Oth-
erwise, this new document is labelled as a new event. Brants et al. [11] extend
[2] by using incremental TF-IDF model, sophisticated similarity score normal-
isation etc. However, this approach does not scale to the overwhelming data
volume like that of Twitter, as a nearest neighbour search is costly on large
data set. Petrovic et al. [71] use locality sensitive hashing (LSH) [51] to scale
this approach for Twitter streams. While in other works, a topic is defined as
a coherent set (or cluster) of key words [80, 82, 67, 13, 93, 44], hashtags [3, 30],
phrases [63] or segments [65]. In such works, usually a collection of bursty
terms are detected from the document stream based on some criteria, and pos-
sibly later these bursty terms are grouped into several clusters which represent
the bursty topics. For instance, the state-of-the-art solution SigniTrend [82]
first detects the significant trending terms (words and word cooccurrences)
based on its proposed statistic which measures the significances of the terms.
With little memory, this statistic can be efficiently updated in an incremental
way. Furthermore, by using hashing techniques, it makes it possible to track
all the keyword pairs under a fixed amount of memory. Finally, an end-of-
day analysis is performed, which aggregates the detected keywords into larger
topics by using clustering approaches.
On the other hand, using a probability distribution over words to repre-
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sent a topic has been quite common in topic modelling [46, 9]. Particularly,
the words with high probabilities would characterise the topic well. There
are several existing research on building topic model on document stream [8]
[91][89][12][35][45][78]. It is straightforward to learn the topics in the document
stream using topic models, and then find the bursty ones by considering their
temporal information, such as [87, 23]. Takahashi et al. [87] first use DTM
(dynamic topic model) [8] to learn the topics from news stream, and then ap-
plies Kleinberg’s model [57] to detect the bursty topics. Similarly, Diao et al.
[23] build a topic model which simultaneously considers both the temporal in-
formation of tweet and user’s personal interests to learn the topics from tweet
stream, and then Kleinberg’s model is used to find the bursty ones. Other
related work includes [90] which builds a topic model to find correlated bursty
topics from coordinated text streams, and [101] which creates a unified model
to distinguish temporal topics from stable topics. In recent works [47, 103]
topic models are built to discover geographical topics from Twitter. Although
the direct focuses of these works are not on bursty topics, using the similar
way as above, geographical bursty topics could be found.
Besides, Ahmed et al. [1] propose a time-dependent topic-cluster model,
which combines LDA [9] and clustering to learn the topic of each storyline,
and at the same time, to cluster documents into storylines. And similar to
[1], in latest work [26] Du et al. cluster continuous-time document streams by
proposed Dirichlet-Hawkes Process. Although their model are built on general
document streams, they can be potentially adopted to detect bursty topics in
microblogs.
Retrospective vs. Online / Real-time. In early work [100] Yang et al.
propose methods for both retrospective and online event detection. In the
former case, it is assumed that there is a retrospective view of the data in its
entirety. On the other hand, in the case of online event detection, the system
processes current document before looking at any subsequent documents. It is
12
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not surprising that [100] shows the results of retrospective detection are much
better than the online one, as more information is available from a retrospective
way. As we summarised in Table 2.1, most topic modelling based methods
[101, 87, 23, 90] fall into this category. The complexity of their models makes
them good at learning topics from the data in a retrospective way, but at
the same time lose the flexibility to respond to any new incoming data. In
contrast, methods like [82] only need to maintain a statistic for each term, and
report the terms when their statistics exceed the significance level. Under such
a framework, online detection is a natural choice. However, the detected topic
which consists of few keywords is far less informative than the topic learned
from topic modelling, which is a distribution over all the words.
Besides, real-time detection is quite similar to online detection. The sub-
tle difference between them is that in real-time detection, time is crucial, so
much so that no fixed time window for detection should be assumed. The
only works we are aware of that achieve real-time detection are [80] and [82].
While [80] does detect events in real-time, it needs predefined keywords for
the topic, making it inapplicable to general bursty topic detection where no
prior knowledge of the topic keywords is available. By incrementally updating
the statistic in an efficient way, SigniTrend [82] can detect bursty keywords in
real-time, but before it aggregates keywords into larger topics, it needs to wait
until the end-of-day (or a fixed time period).
In this dissertation, we aim to achieve real-time bursty topic detection from
the perspective of topic modelling, which distinguishes us from most existing
works in taxonomy (as shown in Table 2.1). Considering the learning power of
topic modelling, we expect our method provide more informative bursty topics
than other existing online detection solutions .
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2.2 Social Network Sensor Selection
There are several existing works on sensor selection problem (or sensor place-
ment problem) in networks. These works include maximum coverage problem
[56, 84], influence maximization problem [24, 55, 16, 15], and so on. Among
them, this dissertation is most related to the ones focusing on outbreak detec-
tion. Leveraging the so-called “friendship paradox” [29, 88], Christakis et al.
propose a simple heuristic that monitors the friends of randomly selected indi-
viduals from a social network as sensors for early contagious outbreak detection
[18]. Other similar works include [85, 33]. Leskovec et al. study the general
problem of detecting outbreaks in networks, and apply their methodology on
water and blog networks [64]. They formulate this problem as an objective
function optimization problem. And it is showed that objective functions such
as detection time, detection likelihood and affected population are monotone
submodular set functions. As in general maximizing submodular functions is
NP-hard [56, 58], they propose a greedy approach called Cost-Effective Lazy
Forward (CELF) to find the approximate solution with the error bound 1−1/e.
A similar greedy algorithm is also proposed in [69]. Furthermore, Zhao et al.
propose a randomized greedy method to speed up the algorithm [106]. Besides,
Shao et al. propose to maximize the peak lead time to find a set of people who
can be monitored, so that the outbreak of flu can be detected at lead time [83].
The biggest difference between this dissertation and previous works is that,
our goal is to identify the bursty cascades from millions of trivial ones, rather
than to detect all of them. For example, previous work [64] optimizes the
detection time, i.e. the time passed from outbreak till detection by one of the
selected sensors. It makes sense for monitoring water pollution or detecting
specific disease. However, in social networks, detecting a new hashtag by only
one sensor can not make us to identify it as a burst because there are millions of
hashtags, and most of them are trivial ones. We need stronger evidences, e.g.
the hashtag is detected by most of the sensors in a short period of time. This
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makes it hard to design a submodular objective function as in [64] for burst
detection. (In Appendix C, we will discuss more about it.) Therefore, different
from previous works which apply the greedy method, we choose another way
— transforming the problem into an LP problem.
On the other hand, there are several existing approaches on detecting burst.
According to the way of processing data, these works can be broadly classi-
fied into two categories: online and retrospective methods. Usually an online
method maintains a statistic on the fly to measure the burstiness of a se-
quence of tweets, posts or events. And a burst is identified if the burstiness
score exceeds a predefined threshold. In [97] acceleration is defined to discover
bursty topics. Similarly Schubert et al. propose a significance measure to
detect emerging topics at early stage [82]. Other works such as [44, 3] also
fall into this category. Instead of using numerical measure, Kleinberg models
the stream (or sequence) using an infinite-state automation, in which bursts
appear as state transitions [57]. In order to infer the states, this method pro-
cesses data in a retrospective way. Works such as [105, 50, 87, 23, 26, 4] follow
this line.
In all of these detection solutions, it is assumed that the whole data stream
is available. In contrast, we assume in this dissertation that there are only
budgeted social network sensors available. Under this constraint, we study
how to select a set of social network sensors for burst detection. To our best
knowledge, this is the first work to address this problem.
2.3 Bursty Cascade Forecasting
Information diffusion or information cascade in networks has been studied for
a long time. Especially after the boom of online social networks, it gets a lot
of attention from the computer science researchers, e.g. on information diffu-
sion [66] [99]; on dynamic of viral market [62][74]; on diffusion of innovations
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[76][59]. We summarize the works which are most related to ours as follows.
Cascade Modelling The most influential cascade models are Threshold
Model[40], Cascade Model [36] and tons of their extensions (e.g. [55], [52], [79],
[61]). In the original Threshold Model and Cascade Model, time is not a factor
of concern. In recent years, many works have integrated the time dimension
into the cascade model for different purposes. We call them time-aware cascade
models. Myers et al. model how information diffuse in networks when external
out-of-network sources exist [70]. Yu et al. propose a Networked Weibull
Regression model for cascade modeling [102]. Based on proposed survival
model, Gomez-Rodriguez et al. study how to infer the unobserved networks
[38, 37, 39]. Furthermore, Du et al. study how to uncover topic-sensitive
information diffusion networks[28]. Du et al. also study scalable methods for
influence estimation in diffusion networks [27]. What is common in these works
is that a hazard function of time is used to model how information diffuse over
time in networks. We follow this line – using a general time-aware cascade
model to describe how each particular cascade grows over time. However,
different from these existing works, we focus on the possible choices of hazard
functions in the setting of Twitter and make effort to fit model to real cascade
data. Particularly based on our observations on user retweeting behaviour, we
design a specific hazard function for Twitter network.
Cascade Prediction There is also a branch of works on cascade predic-
tion, including cascade size prediction (e.g. [48], [60], [104], [17]), and viral (or
outbreaking) cascade prediction (e.g. [53], [20]). In most of these works, the
prediction is based on the features learned from the training cascades. Due to
lack of data at the early stage, our model is not suitable to do the cascade pre-
diction task directly. However, we improve the prediction performance in an
“orthogonal” direction – making use of the simulations of our model to remedy
the imbalanced cascade data, which can potentially benefit these feature based
prediction solutions.
16
CHAPTER 2. RELATED WORK
Others Works such as [77] presents the differences in the mechanics of
information diffusion across topics, [34] gives an empirical study on the struc-
ture of online diffusion networks, [25] studies characteristics of large Facebook
cascades, [31] empirically studies rumour cascades on Facebook. These works
provide us all kinds of insights about how cascades develop in networks. In




Topic Detection from Twitter
In this chapter, we present a real-time bursty topic detection solution called
TopicSketch. We first give an overview of the solution. Then we propose our
sketch-based topic model, which makes it possible for us to efficiently infer
bursty topics just from a “snapshot” of current tweet stream. Furthermore,




A topic in this dissertation is represented as a distribution over words. Par-
ticularly, in defining a bursty topic, we evaluate the following two criteria: (I)
There has to be a sudden surge in the topic’s popularity which is measured by
the total number of relevant tweets. Those all-time popular topics therefore
would not count; (II) The topic must be reasonably popular. This would filter
away the large number of trivial topics which, despite the spikes in their pop-
ularity, are considered as noises because of the negligible number of relevant
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tweets.
For criterion (I), we measure how bursty a topic is by the acceleration of
its popularity. Mathematically speaking, acceleration captures the change in
the rate of the popularity of a topic. The more sudden the change is, the
larger the acceleration is. In Section 3.2.2, we explain how to estimate the
acceleration of a topic without even knowing which tweets are associated to it.
For criterion (II), once we found bursty topic candidates, we simply count the
relevant tweets of them, and filter out the trivial ones.
Our task in this chapter is, given a tweet stream, to detect bursty topics
from it as early as possible.
3.1.2 Solution Overview
Our solution, called TopicSketch, is based on two main techniques — a sketch-
based topic model and a hashing-based dimension reduction technique. Our
sketch-based topic model provides an integrated two-step solution. In the first
step, it maintains as a sketch of the data the acceleration of two quantities: (1)
every pair of words, and (2) every triple of words, which are early indicators
of popularity surge and can be updated efficiently at a low cost, making early
detection possible. In the second step, based on the data sketch, it learns the
bursty topics by tensor decomposition. To perform the detection efficiently
in large-scale real-time setting, we propose a dimension reduction technique
based on hashing which provides a scalable solution to the original problem
without compromising much the quality of the topics.
Figure 3.1 gives the overview of our proposed TopicSketch framework. The
real-time detection flow is as follows: (1) Upon the arrival of each tweet, the
sketch is updated, which is an efficient step as detailed in Section 3.3.2, (2)
Once the sketch is updated, the change is sent to the monitor, (3) The moni-
tor tracks the data sketch, compares it with previous average, and triggers the
estimator for potential bursty topic detection if the difference is larger than
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pre-determined threshold. (4) Upon notification, the estimator takes a snap-
shot of the sketch and infers the bursty topics as described in Section 3.2.3 and
3.3.3, and (5) The inferred bursty topics are sent to the reporter to evaluate
and report. TopicSketch is designed such that steps (1) to (3) are compu-
tationally cheap to enable real-time response and early detection. Step (4),
which is expensive if done naively, is greatly expedited by dimension reduction






















Figure 3.1: TopicSketch framework overview
3.2 Sketch-based Topic Model
3.2.1 Intuition
Actually, as mentioned in [44], the term “bursty topic” is very ambiguous, and
can be viewed in very different ways. Various intuitions and corresponding
definitions on it lead to diverse solutions [57, 44, 3, 82]. The intuition behind
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this work comes from the observation that, the whole tweet stream is full
of large amount of tweets about general topics such as car, music and food.
Although they take a large proportion in the whole tweet stream, they are
not helpful for our bursty topic detection task. Therefore, we try to separate
the bursty topics from them. We found that, following daily routine, people
usually tweet about general topics in a steady pace. In contrast, bursty topics
are often triggered by some events such as some breaking news or a compelling
basketball game, which get a lot of attention from people, and “force” people
to tweet about them intensely. In physics, this “force” can be expressed by
“acceleration”, which in our setting describes the change of “velocity”, i.e.
arriving rate of tweets. Bursty topics can get significant acceleration when
they are bursting, while the general topics usually get nearly zero acceleration.
So the “acceleration” trick can be used to preserve the information of bursty
topics but filter out the others. However, as the topics are hidden, we can
not calculate their accelerations directly. A possible way is to estimate them
by calculating the accelerations of words instead. Equation 3.1 shows how we











In Equation 3.1, Xi is the frequency of a word (or a pair of words, or a triple
of words) in the i-th tweet, ti is its timestamp. The exponential part in v̂∆T (t)
works like a soft moving window, which gives the recent terms high weight, but
gives low weight to the ones far away, and the smoothing parameter ∆T is the
window size. To capture the change of velocity, acceleration â(t) is defined as
the difference of velocities with different window size ∆T1 and ∆T2. (Similar
1The details about how to derive this equation and other choices of smoothing are pre-
sented in Appendix A.
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to the divergence of 5 day average and 10 day average in stock market, which




































































Figure 3.2: (a1), (b1) and (c1) show the daily volume, velocity and acceleration
of different keywords over time respectively; (a2), (b2) and (c2) show the heat
maps of these statistics on word pairs at time point 18:15.
We use real data to demonstrate the above intuition in Figure 3.2. (a1),
(b1) and (c1) respectively present the daily volume, velocity and acceleration
of three keywords over time, each of which represents a topic. At that day,
there was a compelling basketball game between San Antonio Spurs and Ok-
lahoma City Thunder. At the beginning, this event got a big surge in Twitter,
and at the end it got another even bigger wave of discussion on this West-
ern Conference final. The daily volume in (a1) shows the popularity of each
topic. We can see that, till at the end of the day, “spurs” reaches the same
scale as “obama” and “car”. However, it will be too late if we wait till we
observe the surge in volume to report this bursty topic. As shown in (b1), an
earlier indicator is velocity, i.e. the arriving rate of a topic. Our idea of early
detection is to monitor the acceleration of a topic which, compared against
volume and velocity, gives an even earlier indicator of the popularity surge.
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The dash line in the plot shows the time when our detection system could be
triggered. It is clear that at this time point, the daily volume in (a1) and
the velocity in (b1) of “spurs” are not significant enough for identifying this
event. In contrast, as “obama” and “car” nearly get zero acceleration in (c1),
it is easy to distinguish “spurs” from them under the measurement of acceler-
ation. If we maintain these statistics (i.e. volume, velocity and acceleration)
on word pairs instead of single words (use the same formula in Equation 3.1),
we will get three dynamic matrices over time. (a2), (b2) and (c2) show the
heat maps of these matrices at the detection time point respectively. In (a2),
the information of all the topics are kept; in (b2) more information are kept
for higher velocity topics; and in (c2) only the information of bursty topics are
kept, while others are filtered out.
3.2.2 Sketch-based Topic Model
Denote D = {di} as the set of all tweets generated in the tweet stream, where
di is a tweet in the stream D, and ti is its timestamp. Also denote Ci,w as the
number of appearance of word w in tweet di, and Ci as the total number of
words in tweet di. w ∈ [N ], where N is the number of distinct words in the
vocabulary.
Figure 3.3: Single topic model.
We consider the following single topic model (shown in Figure 3.3). There
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are K topics {φk}Kk=1, where each topic φk is a distribution over words. Here
the key assumption is each tweet di is only associated to one latent topic
zi. (This assumption is based on the fact that the length of each tweet is
very short, limited by 140 characters.) And each word in di is drawn from
Multinomial(φzi).
Assume topics {φk}Kk=1 and topic indicator zi are unknown but fixed, for




E[f1,i[w]] = φzi [w]
It means the single word frequency f1,i reflects the topic φzi . However, as
the topic indicator zi is unknown, we can not directly infer topic from it. As
shown in Figure 3.2, word pairs are useful to group different words into topics,
such as the “spurs”-“game” block in the heat maps. We consider calculating
the frequency of each word pair. Particularly, with the exchangeability of
the words in tweet di (based on the single topic model above), we define the





, w1 = w2
Ci,w1Ci,w2
P (Ci,2)
, w1 6= w2
(3.2)
where P (C, 2) counts the 2-permutations of C. The denominator is the num-
ber of all possible cases choosing 2 out of Ci words in tweet di, while the
numerator is the number of cases choosing 2 specific words. Notice that∑
w2∈[N ] f2,i[w1, w2] = f1,i[w1], which means f2,i actually keeps all the infor-
mation in f1,i. As the words in di are drawn from the same distribution
Multinomial(φzi), it can be proven that
E[f2,i[w1, w2]] = φzi [w1] · φzi [w2]
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For simplicity’s sake, we adopt the notation of tensor product ⊗2, and denote
f2,i as a matrix in which the [w1, w2] element is f2,i[w1, w2]. So we have an
equivalent equation.
E[f2,i] = φzi ⊗ φzi
As shown in the intuition part 3.2.1, we calculate the acceleration of word
pairs to preserve most of the information for bursty topics, and at the same
time filter other general topics out. Set Xi = f2,i[w1, w2] and apply Equation
3.1, we can calculate the acceleration of any word pair (w1, w2). Notice that the
acceleration â(t) in Equation 3.1 is indeed a weighted sum of sequence {Xi},
and the weight only depends on {ti}. In other words, â(t) can be defined as
a linear function At(·) on {Xi}. Explicitly we denote At({Xi}) as the
acceleration â(t) on {Xi}.
For each tweet di, we calculate the word pair frequency matrix f2,i, so that
we have a sequence of matrices, i.e. {f2,i}. Based on {f2,i}, we calculate the
acceleration of each word pair frequency, i.e. At({f2,i[w1, w2]}). So that we
have a matrix At({f2,i}) in which the [w1, w2] element is At({f2,i[w1, w2]}).
Figure 3.2 (c2) illustrates what the matrix At({f2,i}) looks like. From the
linearity of expectation, we have
E[At({f2,i})] = At({E[f2,i]})








At({1k(zi)}) · φk ⊗ φk
(3.3)
where 1k(·) is the indicator function such that if zi = k, 1k(zi) = 1, other-
wise, 1k(zi) = 0. On the left side of Equation 3.3, At({f2,i}) is observable;
2For vectors v1, v2, v3 ∈ RN , the tensor product of v1 and v2, m = v1 ⊗ v2, is defined as
a N ×N matrix, where m[i, j] = v1[i]v2[j], i, j ∈ [N ]. And the tensor product of v1, v2 and
v3, m = v1 ⊗ v2 ⊗ v3, is defined as a N × N × N matrix, where m[i, j, k] = v1[i]v2[j]v3[k],
i, j, k ∈ [N ].
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while on the right side, At({1k(zi)}) is in fact the acceleration of tweets about
topic k. Thus Equation 3.3 gives us a way to link the observable acceleration
of word pair frequency to the unknown acceleration of topic k without even
knowing which tweets are associated to it. More importantly, Equation 3.3
actually implies that by maintaining the acceleration of word pair frequency,
i.e. At({f2,i}), we can preserve the information of the topics with high accel-
erations (i.e. bursty topics), and at the same time filter out the topics with
nearly zero acceleration (i.e. stable general topics). That is exactly what we
want.
If for any two topics k1 6= k2, φk1 and φk2 are orthogonal, i.e. 〈φk1 , φk2〉 =
0, all the topics {φk} will be the eigenvectors of At({f2,i}). If so, we can
just perform one single SVD (Singular Value Decomposition) on At({f2,i}) to
infer these topics. However, 〈φk1 , φk2〉 = 0 means topics k1 and k2 have no
any common words, which is far from reality. Thus we consider even higher
order information, i.e. the frequency of each word triple. Similar to f2,i, the
frequency of a word triple (w1, w2, w3) in a tweet di is defined as follows,




,w1 = w2 = w3
P (Ci,w1 ,2)Ci,w3
P (Ci,3)
,w1 = w2 6= w3
P (Ci,w2 ,2)Ci,w1
P (Ci,3)
,w2 = w3 6= w1
P (Ci,w3 ,2)Ci,w2
P (Ci,3)





Similarly, it can be proven that





At({1k(zi)}) · φk ⊗ φk ⊗ φk (3.5)
Based on Equation 3.3 and 3.5, we transform our problem into a standard
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tensor decomposition problem [5], i.e. given sketches M2 = At({f2,i}) and
M3 = At({f3,i}), infer topics {φk}. In Section 3.2.3 we present the tensor
decomposition algorithm in detail.
So by now, we have two sketches: M2 and M3. And each cell in these
two matrices is an acceleration. For instance, the (w1, w2) cell in M2, i.e.
M2[w1, w2], is At({f2,i[w1, w2]}). Notice that all these accelerations are easy
to compute and update upon the arrival of every tweet (as shown in Section
3.3), which is critical for scalability in real-time setting.
As M3 could be huge (a N×N×N matrix), we do not really store the M3,
but project it to a N ×N matrix M3(η) =
∑
wM3[:, :, w] · η[w], where η ∈ RN ,
is a random vector. However a N ×N matrix is still huge, in Section 3.3, we
discuss more about reducing the space complexity.
3.2.3 Topic from Sketch
To identify bursty topics from the data sketch, which consists of two matri-
ces M2 and M3(η), we employ a tensor decomposition algorithm in [5]. This
algorithm first performs a SVD on M2 to find a whitening matrix W . After-
wards, whiten M3(η), then perform another SVD on whitened M3(η) to find
its eigenvectors, from which the topic vectors can be recovered. The detail is
presented in Appendix B. Here we give the procedure in Algorithm 1. It has
three parts: (I) Whitening, which transform M3(η) from a N × N matrix to
a K ×K matrix T3; (II) SVD, which gets the generalized vectors {vk} of T3;
(III) Reconstruction, which recovers the topics {φk} and their corresponding
accelerations {ak}. As K  N , the time consuming part here is part (I),
which takes time in the order of O(K ·N2).
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Algorithm 1: TensorDecompose
Input: K: the number of topics.
M2: the second order tensor power.
M3(η): the reduced third order tensor power.
Output: topics {φk} and their corresponding accelerations {ak}.
1 /*Whitening */
2 /* eigs(M2, K) returns the largest K largest magnitude eigenvalues and
corresponding eigenvectors. */
3 (U,Λ) = eigs(M2, K);
4 W = UΛ−
1
2 ; /* W may be a complex matrix */
5 T3 = W
>M3(η)W
6 /* SVD */
7 Compute generalised vectors {vk} of T3;
8 /* Reconstruction */











13 return {φk}, {ak}.
3.3 Realtime Detection Techniques
In this section, we present the technique details to achieve real-time efficiency
for bursty topic detection in the huge-volume tweet stream setting.
3.3.1 Dimension Reduction
The first challenge is the high dimension problem as a result of the huge number
of distinct words N in the tweet stream, which could easily reach the order of
millions or even larger (see the experiments in Section 3.4.1). What’s more,
user-generated new words or hashtags always appear in Twitter. This results
not only in an enormous data sketch (recall M2 and M3(η) in the sketch are
N ×N matrices) but also a very high dimension input to Algorithm 1.
Since the problem is mainly because N is too large, one natural solution
is to keep only a set of active words encountered recently, e.g. in the last 15
minutes. When a burst is triggered, consider only the words in this recent set.
However, it turns out that the size of this reduced active word set for tweet
28




Figure 3.4: New sketch after dimension reduction.
stream is still too large (see Section 3.4.1) to infer the topics efficiently.
To handle large number of words, another common way is hashing [82]. We
hash these distinct words into B buckets, where B is a number much smaller
than N , and treating all the words in a bucket as one “word”. Consequently,
the size of the sketch becomes O(B2), which are significantly smaller than
O(N2) as in the original problem. However, after hashing, what we obtain is
the distribution over buckets, rather than the distribution over words. It means
we would need to recover the probabilities of words from the probabilities of
buckets. To solve this problem, we adapt the Count-Min algorithm [19, 54] to
our setting, by using H hashing functions instead of one. In particular, it works
as follows. Given H hash functions (H1,H2, ...,HH) which map words to buck-
ets [1...B] uniformly and independently. For a topic k with word distribution




for all the hash functions. Then we recover the probability of each word i as
min1≤h≤H{φ(h)k [Hh(i)]}.
The sketch after hashing is illustrated in Figure 3.4. As shown in Figure
3.4, for each arriving tweet, H different bucket-pair frequencies are calculated,
and H matrices are updated correspondingly. After the dimension reduction,
the memory cost for the sketch is O(H ·B2), and the time complexity for tensor
decomposition isO(H ·B2·K), which are small enough to be practically feasible.
We also maintain a pool of active words, so that we estimate the proba-
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bility of words only in this set rather than all the words in whole vocabulary.
The procedure is presented in Algorithm 2. This algorithm will estimate the
probability of each word with error no greater than e
B
with a probability of
e−N/e
H
. The details of the proof can be found in [54].
Algorithm 2: TopicRecover
Data: active words : the pool of active words.
{Hh}Hh=1 : H hash functions.
threshold : predefined threshold.
Input: {φ(h)k }Hh=1 : H distributions over [B].
Output: topick : a topic which is represented as a set of words.
1 initialise topick as a empty set.;
2 for each word w in active words do
3 if min1≤h≤H{φ(h)k [Hh(w)]} ≥ threshold then




3.3.2 Efficient Sketch Maintenance
The core part of sketch maintenance in our solution is acceleration calculation.
As presented in Section 3.2.1, we adopt Equation 3.1 to calculate acceleration.
However, directly applying Equation 3.1 is far from efficient. Observed that
the velocity v̂(t) in Equation 3.1 can be calculated in an incremental way as
in the following Equation 3.6
v̂∆T (t) =

v̂∆T (ti−1) · e
(ti−1−t)
∆T , t ∈ (ti−1, ti)




, t = ti
(3.6)
where ti is the timestamp of the i -th tweet. So instead of directly storing one
acceleration, we incrementally maintain two velocities v̂∆T1(t) and v̂∆T2(t), from
which the acceleration can be derived on the fly. Both the space complexity
for maintaining one acceleration and the time complexity for updating one
acceleration are therefore O(1).
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Another issue is that, there are O(N2) accelerations to be updated when
each tweet arrives, and O(H · B2) for the dimension reduced case. We take
lazy maintenance strategy to reduce the computing cost. In fact, for each
acceleration, take the (w1, w2) cell in M2 as an example, we store a velocity pair
(v̂∆T1(t), v̂∆T2(t)) and a timestamp t
? representing the last modification time.
When a tweet di arrives, if Ci,w1 ·Ci,w2 > 0, we update the pair (v̂∆T1(t), v̂∆T2(t))
according to Equation 3.6 and update timestamp t? to ti, otherwise we adopt
lazy strategy and simply do nothing. When a bursty topic is triggered at time t,
take a snapshot of the sketch (copy on write), then recover all the velocity pairs
up to time t by deriving the accelerations from the velocity pairs according to
Equation 3.6. Figure 3.1 illustrates this updating procedure: When a tweet
arrives, its word vector is shown. The gray cells in the word vector denotes the
occurrence of relevant words in the tweet. In this example, three words occur
in the current tweet. The gray cells in sketch represents the updated elements
in the sketch. O(|d|2) cells are updated in total. Figure 3.4 illustrates this
updating procedure for dimension reduced case. After hashing, three words
in the current tweet are mapped into two buckets for three hash functions
respectively. In total, O(H · |d|2) cells are updated.
3.3.3 Topic Inference
Once our system is triggered, we take a snapshot of the sketch, and then infer
the bursty topics from the sketch as shown in Section 3.2.3. As discussed in
Section 3.3.1, instead of directly maintaining a sketch with size of N ×N , we
maintain H sketches with size of B × B, where B is much smaller than N .
Here we show how to infer the bursty topics from the sketch after dimension
reduction. First, we get topics from the H different sketches by TensorDecom-
pose (Algorithm 1). Note this step can be implemented in parallel. One subtle
problem here is that a bursty topic may have different topic indexes in different
sketches (recall we have H different sketches now). For instance, sketch h = 1
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Algorithm 3: BurstyTopicsDiscover
Data: active words : the pool of active words.
{Hh}Hh=1 : H hash functions.
threshold : predefined threshold.
Input: K: the number of topics
Input: {M (h)2 }Hh=1{M3(η)(h)}Hh=1: H sketches.
Output: {topick} : a list of topics.
1 /*get topics from H different sketches*/;
2 for h = 1 to H do
3 /* in parallel */;
4 {φ(h)k }Kk=1, {a
(h)





6 /* aligning topics*/;
7 for h = 1 to H do




10 /* topic discovering */;
11 for k = 1 to K do
12 topick = TopicRecover({φ(h)k }Hh=1);
13 end
14 return {topick}
may capture a bursty topic in topic φ
(1)
1 with index 1, however sketch h = 2
may capture the same bursty topic in topic φ
(2)
3 with index 3. To align the
topics which represent the same bursty topic, we sort these topics {φ(h)k }Kk=1 by
their corresponding accelerations {a(h)k }Kk=1, and then re-index them according
to the order. At last, we get the topics recovered by TopicRecover (Algorithm
2). An overview of this procedure is given in Algorithm 3. For the purpose of
robust, we also propose a variant of this algorithm by using the second min-
imum value instead of the minimum value in Line 3 in Algorithm 2. We will
discuss this more in the experiment part.
After getting the topics from Algorithm 3, we would like to add a heuristic
step to refine the topics, due to the following reasons. First, because of the
original acceleration based design, our solution is fragile when facing spam ac-
counts. They usually inject a lot of duplicate or similar tweets very intensively
in a short period of time, which would produce words with significant accel-
eration, and therefore trigger our system. Second, due to hashing collision, it
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is possible that some rare words appear in the recovered topic. The refining
process is as follows.
• Trivial topic filtering: filter out the topics which has less number of
relevant tweets than a predefined threshold.
• Noisy topic filtering: filter out the topics which has higher entropy than
a predefined threshold. Such topics look like noises, in which there are
no obvious key words.
• Spam filtering: check the related tweets of a topic in recent 5 minutes.
If there is an account which posts a number of tweets more than a pre-
defined threshold, filter out this topic.
• Rare word pruning: prune the words which do not appear in the tweets
of a predefined time window.
An inverted index of recent tweets is implemented, so that this step can be
performed efficiently.
3.4 Evaluation
In this section, we present the evaluation of our TopicSketch system for both
efficiency and effectiveness. We use two different Twitter data sets: one con-
sists of tweets from Singapore, the other consists of tweets from San Fran-
cisco. These tweets are crawled from the Twitter users whose profile loca-
tions are Singapore and San Francisco respectively. The Singapore based data
set contains 32,479,134 tweets, and the San Francisco based data set con-
tains 99,586,724 tweets. These tweets are used to simulate live tweet streams.
We implemented our prototype system in Python 2.73 using 64-bit address-
ing, and executed on multiple cores of an Intel Xeon 3.06 GHz machine.
3For the reason of efficiency, some core part such as sketch maintenance was implemented
in C++.
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To demonstrate how TopicSketch detects bursty topics on the fly, a demo is
presented at http://topicsketch.appspot.com/ for exploration (best use
Chrome browser). Besides, we also have a demo paper which is based on
TopicSketch [94].
3.4.1 Efficiency Evaluation
In this section, we evaluate the performance of the sketch maintenance by
the throughput on the tweet stream. We also evaluate the performance of
the estimator by the topic inference time. In our tweet set, after removing
stop words, the average number of words in a tweets is 8 (evidence for small
|d|). The total number of the distinct words is 8,470,180 (evidence for high
dimensions). The number of distinct words in the 15-minutes active word set
is between 10,000 and 20,000.
3.4.1.1 Sketch Maintenance
Before each incoming tweet goes to the component of sketch maintenance, we
conduct standard preprocessing on it, including tokenizing4, stemming, and
stop words removing. After preprocessing, calculate word pair frequency f2,i
and word triple frequency f3,i as shown in Equation 3.2 and 3.4. Then update
the accelerations in sketch according to Equation 3.6 and our lazy maintenance
strategy in Section 3.3.2.
According to Equation 3.2 and 3.4, the time complexity of frequency matrix
computation is O(H · |d|3). And the time complexity for sketch maintenance is
O(H · |d|2) for each incoming tweet, according to the analysis in Section 3.3.2.
It is not hard to maintain the sketch in parallel on multiple cores in
one machine. Partition the stream D into S parts, i.e. D = ∪Ss=1{Ds}.
For each sub-stream Ds, we can maintain a sketch, which consists of two
matrices M
(s)
2 = At({f2,i}di∈Ds) and M (s)3 = At({f3,i}di∈Ds). As At is in
4The Tweet NLP tool (http://www.ark.cs.cmu.edu/TweetNLP) is used.
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fact a linear function, the sketch on stream D is equal to the sum of the










to this, we maintain the sketch on multiple cores on a single machine. In par-
ticular, we build a process pool of size S, and each process in the pool is in
charge of a sub-sketch. Notice that we do not partition the stream in advance.

























Figure 3.5: Comparison between throughputs for TopicSketch and Linear
Speedup for varying numbers of processes.
To evaluate the throughput of the sketch maintenance and its scalability,
we set the number of processes in the process pool from 1 to 6 respectively.
Figure 3.5 shows the throughput for process pool of different sizes. Notice
that when the number of the processes is 6, the throughput is 1,830 tweets per
second (over one hundred and fifty millions tweets per day), which is on the
same scale of the total number of tweets generated daily in the whole Twitter
network. We can observe that the throughput linearly increases as the number
of processes increases, which shows the scalability of TopicSketch. Also observe
that the curve is a little away from the ideal case – linear speedup (the dashed
line in Figure 3.5). It may be because of the additional cost for communication
between processes.
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3.4.1.2 Topic Inference
As described in Section 3.3.3, we can infer the bursty topics from H different
sketches in parallel. In particular, we built a process pool and each process
in the pool is in charge of performing TensorDecompose for one sketch under
hash function Hh. We set the size of process pool to 1 and 5, which represent
the sequential version and fully parallel version respectively. We vary the
number of topics K from 15 to 75. Figure 3.6 shows the performance of the
algorithm. The result shows that although the sequential version gives an
affordable running time (less than half minute), the parallel version provides
significant improvement (10 seconds for 75 topics). Also observe that for both
versions, as the number of topics increases, the inference time linearly increases,
which supports our analysis about the time complexity of Algorithm 1, and






















Figure 3.6: The inference time for varying numbers of topics.
3.4.2 Effectiveness Evaluation
3.4.2.1 Evaluation on Synthetic Data
We first use synthetic data to verify the correctness of our solution. As men-
tioned in Section 3.2.2, we model the tweet stream as a mixture of tweets of
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different topics, and each tweet is only associated to one topic. We assign a
temporal point process [42] and a distribution over words to each topic, then
sample time stamps based on its point process, and sample tweets according
to its distribution. We consider 3 types of topics: 1) the general topics (e.g.
sport, education, car) which have steady arriving rates and take a large pro-
portion in the whole stream; 2) the bursty topics which have highly intensive
arriving rates after they go viral; 3) the noisy topics which are the small spikes
in the stream. For general topics, the homogeneous Poisson point process is
used to simulate the arriving rates of their tweets. And we draw the Poisson
parameter λ from log-normal distribution to model different arriving rates for
different topics. The Hawkes process [43] is used to simulate the arriving rates
for bursty and noisy topics. Specifically, we adopt the following equation to






where t0 is when the topic is generated, λ0 is the initial intensity parameter
and w is the decaying parameter. The second part in above equation mimics
the self-enforcing phenomenon in Twitter, and exponential term models the
waning of popularity over time.
In the synthetic data stream, we simulate 50 general topics, 1 bursty topic
and 5 noisy topics. For each general topic, draw λ ∼ logN (1, 1)/60 as its
parameter. For bursty topic, the initial intensity λ0 is set to 2.0. For the 5
noisy topics, λ0 is set to 0.1, 0.2, ..., 0.5 respectively. For both bursty topic and
noisy topics, w = 100 and α = 0.009. All the topics are drawn from Dirichlet
distribution. Particularly, we choose such noisy topics that the inner product
of any noisy topic and the bursty topic is at least 0.01. And the vocabulary
size is 5,000.
KL-divergence is used to compare the uncovered bursty topic with the
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ground-truth bursty topic. The precision at top 25 words in the bursty topic
is also calculated. We set different thresholds for detection. All experiments
are repeated 500 times.
We compare the following methods.
• Baseline: the topic is estimated based on the acceleration vector of
single word frequency, .i.e. At({f1,i}).
• SVD: perform a SVD on the acceleration matrix of word pair frequency
At({f2,i}), and return the primary eigenvector.
• TD: perform the tensor decomposition in Algorithm 1, and return the
topic with highest acceleration.
• TD-CM: tensor decomposition together with the dimension reduction
technique Count-Min as shown in Algorithm 3.
• TD-CM*: a variant of TD-CM, the subtle difference is that TD-CM*
uses the second minimum value instead of the minimum value in Line 3
in Algorithm 2 for the purpose of robustness.
Notice that for the evaluation on synthetic data, no additional refining step
is added. For TD-CM and TD-CM*, we use H = 5 hash functions, set the
bucket size B = 1000 and pick the number of topics K = 6. Figures 3.7 (a)
and (b) show the average performances for each of above methods. Figure 3.7
(c) shows the recall of our acceleration based detection method for varying
thresholds. As expected, higher threshold leads to better performance, but
lower recall. The same as many other threshold based solutions, we need to
find a good trade-off between recall and precision.
To our surprise, we found that, after dimension reduction, TD-CM and
TD-CM* even have better performances than the original TD. The reason
is that the tensor decomposition method in Algorithm 1 relies on a “good”
random vector η, such that for any k1 6= k2, 〈η, φk1〉 6= 〈η, φk2〉 (See Appendix
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Figure 3.7: (a)-(b): Comparison of KL Divergence & Precision at top 25 words
for varying thresholds; (c): Recall for varying thresholds; (d): KL Divergence
for 200 different random vector η.
B). In high dimension space, there is higher chance to “violate” this condition
than in lower dimension space. To verify this, on one synthetic data stream,
we generate 200 random vectors, and see how different choices of η affect the
performances. Figure 3.7 (d) illustrates that, although in average TD can get
good performance, TD has much more outliers than TD-CM and TD-CM*.
Considering the risk of failure due to a “bad” choice of η, in TD-CM* we
always assume there maybe one copy of sketch in H fails to recover the bursty
topic, and modify Count-Min by using the second minimum value instead of
the minimum value in Line 3 in Algorithm 2. Figure 3.7 (d) shows TD-CM*
has the most robust performance.
3.4.2.2 Evaluation on Real Data
In this section, we examine our solution on two real Twitter data sets: Singa-
pore based data set and San Francisco based data set. Unlike synthetic data,
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Twitter data set does not come with ground truth, i.e. the bursty topics. For
evaluation, one indirect way is to identify bursty word pairs from tweet stream
first (in a retrospective way), and then use these bursty word pairs as “ground
truth” to measure the performance of our solution. The underlying logic is as
follows. For each bursty word pair, we expect our solution can detect some
bursty topic which contains this bursty word pair in its top words. On the
other hand, for each detected bursty topic, we expect it contains some bursty
word pair.
First, we count every word pair by day. Then for each word pair, we find the
date when its daily count is far beyond its average. Particularly, we employ





where c is the daily count of a word pair, µ is the average, σ is the standard
deviation and β serves as a noise filter. sigβ(c) here works like the z-score
in the case of normal distribution. For a word pair (w1, w2) on some date, if
its sigβ(c) > 3, then it is a bursty word pair on that date, and we generate
a tuple [date : (w1, w2)]. After processing all the word pairs, we get a list of
tuples. Based on this list, we measure the precision of our solution by the
fraction of detected bursty topics that are “supported” by at least one tuple
[date : (w1, w2)], i.e. the bursty topic should contain (w1, w2) in its top 10
words, and it must be detected on date. For the recall, we get the top 1000
bursty word pairs according to their daily counts, and calculate the recall as
the fraction of these bursty word pairs that are “reflected” in some detected
bursty topic, which contains (w1, w2) in its top 10 words, and is detected on
date.
In this experiment, we conduct the following baseline: once our detection
system is triggered, train the LDA model using the recent 15 minutes tweets,
and after Gibbs sampling, return the topic with largest number of assigned
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words. We use 15 days tweets to tune parameters (e.g. threshold and number
of topics) for both LDA and our solutions. Figure 3.8 shows the performances
of different methods on both Singapore based tweets and San Francisco based
tweets. TD-CM, TD-CM* are the same as Section 3.4.2.1. R-TD-CM* is the
solution of TD-CM* followed by a refining step presented in Section 3.3.3.
It shows that, overall our solutions outperform LDA. Further more, TD-CM,
TD-CM* and R-TD-CM* have roughly the same recall, and because of the
































































Figure 3.8: Performance on (a) San Francisco data and (b) Singapore data.
The above precision which is measured by bursty word pairs actually cannot
fully reflect the quality of detected topics. A topic which contains some bursty
word pair may also have other irrelevant words as its top words. To measure
the coherence of the detected bursty topics, we adopt the word intrusion task
proposed in [14]. In this task, the subject is presented with six randomly
ordered words, in which five words are from a detected bursty topic and the
other one is a intruding word. The task of the user is to identify the intruding
word which is not related to this bursty topic. Different from the task in
[14], if only presented with the words, it is not easy for human user to find
out the intruding word. For instance, when presented with {“spurs”, “horse”,
“thunder”, “99-107”, “game”, “fisher”}, without exploring the related tweets,
a human user, who is not familiar with USA basketball, may not know this set
of words (except the intruder “horse”) actually is about a basketball match,
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consequently, she may identify a wrong intruder. So in our task, the words
are presented together with an interactive plot which shows the counts of each
word over time, and the tweets contains these words, within a time window
around the detection time. (See a demo here5.) After exploring all the above
information, if the presented set of words lacks coherence, the human user
would be still confused, and just pick an intruder at random.
For each detected bursty topic, we first select five words with highest
probabilities from it. Then the intruding word is selected at random from
a pool of words which are popular in the tweet stream on the detection
date. We chose 50 bursty topics randomly for each method. Three human
users are asked to perform this task. We calculate the coherence score as∑50
i=1
∑3
j=1 1(intruderi = wordij)/150, where intruderi is the intruding word
for the i-th bursty topic, wordij is the chosen word from human user j for the
i-th bursty topic. Figure 3.9 shows the comparison between different methods
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3.4.2.3 Parameter Analysis
Bucket Size. Here we study the effect of bucket size B. Figure 3.10 shows the
performances of TD-CM* for different bucket sizes on synthetic data. We can
observe the improved performance as bucket size B increases. From B = 500 to
B = 1000, the improvement is significant, while from B = 1000 to B = 1500,
the improvement is little. Figure 3.11 shows how the bucket size B affects
the performance of TD-CM* on real data. As expected, it shows that better
performance can be achieved when we set bigger bucket size B. However,
bigger bucket size means higher computational cost. Figure 3.6 shows the
computational cost is acceptable when B = 5000. So in this work, rather than
explore other even bigger bucket size, we empirically set B = 5000.






































Figure 3.10: Varying bucket size B, performances on synthetic data: (a) KL








































Figure 3.11: Varying bucket size B, performances on (a) San Francisco data
and (b) Singapore data.
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Figure 3.12: Varying smoothing parameters ∆T1 and ∆T2, performances on
synthetic data: (a) KL Divergence, (b) Recall.
Time Window. We also check the effect of smoothing parameters ∆T1 and
∆T2 on synthetic data. Figure 3.12 (a) (b) show how different settings of ∆T1
and ∆T2 affect the performance of TD-CM* in terms of KL divergence and
recall. Basically, bigger smoothing parameters leads to higher precision but
lower recall. In practice, we test different settings of smoothing parameters,
and choose the one which provides a good balance between precision and recall.
Topic Number. As shown in Section 3.2.1, TopicSketch is designed to use
acceleration to filter out the large number of general topics such as food, car
and education. So in the sketch, only bursty topics are preserved (See Figure
3.2). This is why small number of topics is enough for inferring the bursty
topics from sketch. In our experiment, we use synthetic data to verify this.
In the synthetic data, there are 50 general topics, 1 bursty topic and 5 noisy
topics. The following Figure 3.13 shows that the best choice of K is actually
5 or 6, which is much smaller than the total number of general topics, i,e. 50.
For the evaluation on real data, we also found that small number of K is the
enough for discovering bursty topics.
Parameter Tuning. In order to find the best set of parameters, it usually
requires burdensome and systematic experiments. And for picking the best
set of parameters, an objective should be defined. However, from a system
perspective, we face several contradictory objectives — the inference time,
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Figure 3.13: Varying topic number K, B = 1000, on synthetic data.
computational space cost, precision, recall, and detection delay. For exam-
ple, as shown in Figures 3.10 and 3.11, as we increase the bucket size B, we
get higher precision and recall. However, at the same time, we have longer
inference time because the sketch becomes larger. A practical way is to opti-
mize a single objective and maintain other objectives within certain ranges. In
this work, we set F1 score (which considers both precision and recall) as the
main optimization objective, and at the same time, make sure other objectives
within reasonable ranges. We use a hold-out dataset for parameter tuning.
Because of the large search space and the huge size of data, simply using grid
search is very time-consuming. So we heuristically set the parameters as fol-
lows. First, we test different bucket sizes and pick the biggest one with which
the computational cost we can afford. Then, we test different thresholds, topic
numbers and window sizes in a low-resolution grid and pick the best set of
parameters. Finally, fixing the topic number and window sizes, we search the
best threshold in a high-resolution grid.
Refining Process. In order to prevent hash collision as well as the injection
from spam accounts, we propose a heuristic step to refine the inferred topics.
This step is optional. However, a proper refining step can improve the overall
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quality of the detected topics (See Figures 3.8 and 3.9). In our experiment,
we empirically set the parameters in this step as follows: (1) the threshold of
trivial topic filtering: 20; (2) the threshold of noisy topic filtering: 6; (3) the
threshold of spam filtering: 25; (4) the time window of rare word pruning : 30
minutes. Because too many parameters here, we empirically test few different
settings of these parameters, and choose the one which provides a good balance
between precision and recall.
3.4.3 Comparison with other solutions
3.4.3.1 Comparison with Twevent
Table 3.1: List of events detected by TopicSketch and Twevent
Event Sub-Event TopicSketch Twevent
WWDC
Farmville client for iPhone 4 was demonstrated.
#wwdc, farmville, iphone,
zynga, netflix, god, ipad,
wwdc, comes, soon
Retina display of iPhone 4 was introduced.
iphone, #wwdc, retina,
display, pixels, crystal, clear, steve jobs,
326, space, interesting imovie,
iMovie for iPhone 4 was demonstrated.
iphone, #wwdc, imovie, wwdc,
720p, sensor, 3gs, apple, iphone,
30fps, gonna, illuminated wifi
New iPhone 4 was available in Singapore in July.
iphone, singapore, july, launching,
coming, 4g, available,
release, #wwdc, early
We compare TopicSketch to previous Twitter event detection system Twevent
[65] by case studies. We adopt the same dataset as used in the original paper
[93]. We present in Table 3.1 an event detected by both algorithms6 – Apple
WWDC 2010, to show the differences between TopicSketch and Tewent. We
manually group together sub-events belonging to a single larger event. Table
3.1 demonstrates TopicSketch’s ability to describe events at a finer granularity.
On June 7, 2010, Steve Jobs announced the release of the fourth generation
iPhone, causing huge wave in Twitter. At this WWDC, several new features of
this new generation iPhone were introduced, including farmville client, retina
display and iMovie. As shown in Table 3.1, TopicSketch not only detected the
big event of Apple WWDC 2010 as a whole, it also detected a sequence of
6We referred the results listed in Table 2 from [65].
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Figure 3.14: Apple WWDC 2010: (a) keywords for each sub-event (b) keywords
for the general event WWDC.
sub-events. Along timeline, we show in Figure 3.14(a) the number of tweets
per minute which contain a keyword of each sub-event, in Figure 3.14(b) the
number of tweets per minute which contain the keywords of this event – wwdc
and #wwdc. From this figure we can see the duration of the burst of “wwdc”
is quite long for one day period, which is a big trend. So it is significant enough
to be detected by both TopicSketch and Twevent. Compared with “wwdc”, the
duration of the burst of each sub-event is relatively short, which is about 15
minutes. The keywords such as “display” appeared and disappeared in a short
time period and it is not significant enough considered against a longer time
window to be detected by Twevent. As the sketch captures the acceleration
of the tweet stream which reflects real-time data dynamics, TopicSketch suc-
cessfully detected them. In particular, each peak in the figure which triggers
our system indeed corresponds to a highlight of the WWDC event, which are
some of the features as they were being announced, and from which we can
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tell those new features of iPhone that users find more interesting than others.




































Figure 3.15: For different triggers, performances of TD-CM* on (a) San Fran-




































Figure 3.16: For different triggers, performances of R-TD-CM* on (a) San
Francisco data and (b) Singapore data.
SigniTrend is the state-of-the-art emerging topics detection solution [82].
SigniTrend performs a two-stage detection: first detects the bursty words (and
word-pairs) whose significance score exceed a predefined threshold on the fly,
and then performs end of day analysis to cluster the bursty words into larger
topics. Similarly, TopicSketch also first detects the bursty word-pairs according
to their accelerations on the fly, and once the system is triggered immediately
infer the bursty topics from the sketch. As the detail of clustering step is not
presented in [82], we do not directly compare the results from these two solu-
tions. Instead, we check how different triggers affect the performance of our
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solution. Particularly, we use the significance score from SigniTrend instead of
the acceleration proposed in our dissertation as the trigger, and the inference
part after triggering remains the same. We also use 15 days tweets to tune the
parameters. Figure 3.15 and Figure 3.16 show the performances of TD-CM*
and R-TD-CM* for different triggers respectively. (SIGNI stands for signifi-
cance score and ACCEL for acceleration). It can be observed that, roughly,
using significance score as the trigger can achieve higher precision while using
acceleration as the trigger can achieve higher recall.
3.4.3.3 Comparison with Twitter trending topic
Table 3.2: List of events detected by TopicSketch and Twitter on April 8, 2013











The sudden demise of
Margaret Thatcher. thatcher, margaret (20:05:51) margaret thatcher (20:49:12)
The trending topics provided by Twitter API are usually represented by
single words, hashtags and phrases. Our list of trending topics is obtained at
a frequency of every 5 minutes from the beginning of 2013. To demonstrate
the difference between the trending topics as presented by Twitter and the
bursty topics we are interested in, which are two related yet different concepts,
we focus on the day of April 8, 2013, when the former British Prime Minister
Margaret Thatcher died. We enumerated all the trending topics of Twitter
for this day. By verifying bursty events and filtering out those that are not
(including those all-time popular topics), we found three events as shown in
Table 3.2. In Figure 3.17, we show the number of tweets per minute which
contain the keyword of each event and the time stamp when TopicSketch and
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Twitter each detected them. Our observation is that: the more bursty the
event is, the better TopicSketch performs. As there was no obvious burst,
TopicSketch missed the event of wrestlemania. For the event of followmeluke,
Twitter is about 10 minutes faster than TopicSketch. However, for the big
breaking event of thatcher ’s demise, TopicSketch is about 40 minutes faster







Figure 3.17: Topics detection from TopicSketch and Twitter.
3.4.3.4 Limitation of TopicSketch
Compared with Twevent and SigniTrend, TopicSketch is fragile when facing
spam accounts. For instance, some spam account may abuse key word “music”
by injecting a lot of tweets about some music album into tweet stream in a very
short period of time. This would produce words with significant acceleration,
and therefore trigger our detection system. After the topic inference step, our
system would report a topic about this music album, which is not popular at
all. Figure 3.18 illustrates the volume of tweets which contain a spam word
in one day. A burst roughly every 4 hours can be identified. Thus in Section
3.3.3, a refining step is proposed to remedy this situation.
In the experiment, we also found that TopicSketch may miss continual top-
ics, which represent events with long durations. For example, Figure 3.19
shows the number of tweets per minute which contain the keywords of two
topics – one bursty topic (the performance of Infinite) represented by keyword
50
CHAPTER 3. TOPICSKETCH: REAL-TIME BURSTY TOPIC DETECTION FROM TWITTER
1





Figure 3.18: Detected bursty topic created by spam.
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Figure 3.19: Bursty topic vs continuous topic.
#infinite7 and one continual topic (the release of “The Karate Kid”) rep-
resented by keyword karate. TopicSketch detected the former while Twevent
missed it. In the meantime, Twevent detected the latter, while TopicSketch
missed it. Form this figure, we can see that for karate, there was no obvious
burst on the timeline as it was being continually discussed. In contrast, for
#infinite7, we can see a major burst over a few hours along the timeline. It is
clear that, due to its daily-base detection, Twevent is good at detecting events
that are continually discussed over a long period of time, but may miss events
with shorter bursts. On the other hand, one would arrive almost the opposite
conclusion for TopicSketch.
Besides, we also found that, due to the single topic assumption in Section
3.2.2, TopicSketch is not suitable for stream of long texts with multiple topics.
First, longer text would take more time. As shown in Section 3.4.1.1, the
complexity of frequency matrix computation is O(H · |d|3). For instance, if the
processing time for a 10-words tweet is t, a text with length 100 would take
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time 1000 · t, which is expensive. Second, to check the effectiveness, we run our
algorithm TD-CM* on a synthetic data which is generated from LDA model.
Figure 3.20 presents the performance of TD-CM* on texts from Single Topic
Model and LDA. It shows that our method does not work well on long texts
from LDA model.




































Figure 3.20: Performance on Single Topic Model texts and LDA texts.
3.5 Summary
In this chapter, we propose TopicSketch a framework for real-time detection of
bursty topics from Twitter. Due to the huge volume of tweet stream, existing
topic models can hardly scale to data of such sizes for real-time topic modeling
tasks. We develop a “sketch of topic”, which provides a “snapshot” of the
current tweet stream and can be updated efficiently. Once burst detection is
triggered, bursty topics can be inferred from the sketch efficiently. Compared
with existing event detection system, from a different perspective – the “ac-
celerations of topics”, our solution can detect bursty topics in real-time, and
present them in finer-granularity.
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Chapter 4
Modelling Cascades Over Time
in Microblogs
In this chapter, we predict how cascades grow from a micro perspective – model
how the chance of each particular user joins a cascade changes over time. By
simulating each user’s behavior, we forecast the future cascade size. Particular,
we first build a general time-aware cascade model for each particular cascade,
in which the chance of one user’s re-sharing behaviour over time is modelled
as a hazard function of time. Then based on two key observations on user
retweeting behaviour, we design an appropriate hazard function specifically
for Twitter network. Finally, we evaluate our simulation based approach on a
real Twitter dataset with over two million retweeting cascades.
4.1 Time-aware Cascade Model
In this section, we describe a general time-aware cascade model from the aspect
of one particular cascade, which is based on previous time-aware cascade mod-
els such as [37] [70] [39]. We consider a general social network G =< U,E >,
where U represents the set of users, and E is a set of directed links between
users of U (See Figure 4.1), each representing the channel through which in-
formation in a cascade could flow in the directions as indicated. For example
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in Twitter, if ui follows uj, there is a directed link going from uj to ui, denoted
as (uj, ui). To study cascades, given any user ui, we are interested in the set of
users whose information can potentially reach ui in cascades, which we call ui’s
followee set and denote as Followee(i) = {uj|(uj, ui) ∈ E}. Similarly, we also
care about the set of users who can potentially receive information from ui,
which we call ui’s follower set, and denote as Follower
(i) = {uj|(ui, uj) ∈ E}.
For a cascade of any message, we denote as u0 the original source and use a
random variable Ti to denote the timestamp when user ui re-shares the mes-
sage. Correspondingly, ti is the observation of random variable Ti. As a trivial

















Figure 4.1: A snapshot in the development of a cascade (from timestamp t to
t+ dt).
As illustrated in Figure 4.1, at any timestamp in the cascade development,
we identify three types of nodes: (I) Black Nodes: the users who have already
re-shared the information, with their re-share timestamps; (II) Grey Nodes:
the users who are exposed to the information, yet have not re-shared it; and
(III) Blank Nodes: the users who yet to be exposed to the information. As
the cascade develops, Blank Nodes could become Grey Nodes (e.g., u5), which
in turn could become Black Nodes (e.g., u4).
Intuitively, we model the development of a cascade as a stochastic process
as follows. Suppose at timestamp t0, the information source u0 posts a piece
of information. At each following timestamp t, we take a probabilistic point
of view similar to Cascade Model toward the growth of the cascade. The key
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is to focus on the Grey Nodes as they are the only ones to potentially re-share
the information in the next small time slice (t, t + dt]. We denote the Grey
Nodes as X(t). At time t + dt, X(t) can be divided into two parts: (I) those
who have shared the information by t + dt (i.e., they become Black Nodes),
which is denoted as X(1)(t), and (II) the rest, which is denoted as X(2)(t), i.e.,
they remain Grey Nodes, X(2)(t) = X(t) \ X(1)(t).
At any timestamp t, a cascade can be represented by a set of pairs C(t) =
{< ui, ti > |ti ≤ t}, e.g., C(t) = {< u0, t0 >,< u1, t1 >,< u2, t2 >,< u3, t3 >}
in Figure 4.1. Similarly, C(t, t + dt) = {< ui, ti > |t < ti ≤ t + dt}, e.g.,
C(t, t+ dt) = {< u4, t4 >} in Figure 4.1. Denote Pi(t) as the probability that
user ui re-shares the information in time slice (t, t + dt] given she has not re-
shared the information by time t. (It is worth noting that Pi(t) is information
specific, see Equation 4.2 below.) Then the probability that the cascade grows
from C(t0) into C(t) can be defined as the following recursive equation.

P (C(t+ dt)) = P (C(t+ dt)|C(t)) · P (C(t))
P (C(t0)) = 1







Equation 4.1 defines the entire stochastic process of a growing cascade,
which only depends on the probability Pi(t). From previous analysis, it is not
hard to see that Pi(t) depends on the users in her followee set who have already
shared this piece of information by time t, which is denoted as Followee(i)(t) =
{uj|tj ≤ t, uj ∈ Followee(i)}. It follows that Pi(t) = P (t < Ti ≤ t + dt|Ti >
t, {Tj = tj}uj∈Followee(i)(t)). We model this probability using the following haz-
ard function1.
Pi(t) = hi(t, {tj}uj∈Followee(i)(t); Θ) · dt (4.2)
1See Appendix D for the formal definition of hazard function.
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where Θ are the parameters which are related to the original information
posted by u0 and, reflect how tensely this piece of information gets the interest
of public and how quickly users react to it. If at time t for user ui, Followee
(i)(t)
is an empty set (e.g. the blank node u5 at time t in Figure 4.1), then just let
hi(t, {tj}uj∈Followee(i)(t); Θ) = 0.
To apply this general time-aware cascade model to any particular social
network, one only has to identify the appropriate hazard function in Equation
4.2 and the parameters Θ, after which the stochastic process would be fully
defined. So the crucial thing here is to design a proper formula for the hazard
function in Equation 4.2, which really fits the real cascades.
4.2 Model Application: Twitter
In this section, we show how the general time-aware model in Section 4.1 can
be applied to the concrete setting of Twitter to model cascades of tweets. As
mentioned in Section 4.1, the key issue is to design the appropriate hazard
function in Equation 4.2. For this, we first observe how a tweet is retweeted
in Twitter, then give criteria for the hazard function, at last propose the the
appropriate hazard function in Twitter.
4.2.1 Observations
In Twitter, we identify the following two observations which affect how a tweet
would be retweeted in a cascade, and accordingly provide us the clues to design
the appropriate hazard function in Equation 4.2.
Observation 1. Only the first re-sharer matters. For any user, only the
tweet from the re-sharer who first re-shares it would appear in the user’s home
timeline. For example, in Figure 4.1, suppose u1 re-shares the tweet from
u0 earlier than u2, i.e., t1 < t2. Then although both u1 and u2 are in the
followee set of u3, only the tweet re-shared by u1 appears in u3’s home timeline
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at time t1. Based on this observation, we conclude that only the first re-
sharer in a user’s followee set would affect her subsequent retweeting behaviour.
Consequently, we have the following simpler formula (Equation 4.3) instead of
the general formula in Equation 4.2.
Pi(t) = hi,j?(t, tj? ; Θ) · dt (4.3)
where j? = argminj{tj|uj ∈ Followee(i)(t)}.
Observation 2. The chance of a tweet to be retweeted decreases as time goes
by. As more recent tweets appear higher in a user’s home timeline and is
more likely to attract user’s attention, the chance of a tweet to be retweeted
decreases as it sinks down along the timeline. Based on this observation, we
further refine the formula as follows in Equation 4.4.
Pi(t) = hi,j?(t− tj? ; Θ) · dt (4.4)
where hi,j?(τ,Θ) is a decreasing function of τ (τ = t − tj? > 0). It is worth
noting that not all the hazard functions are decreasing. Take the risk of death
as an example, as people become older and older, the risk of death in fact
becomes higher and higher.
Besides, as a trivial case, when t ≤ tj? , ui is not exposed to the tweet from
the original user u0, so there is no chance for ui to retweet this tweet. And
when t > tj? , ui have a chance to read the tweet from her own home timeline,
and it is always possible for ui to retweet it. Naturally we have the following
constraints in Equation 4.5.
hi,j?(τ ; Θ) = 0, (τ ≤ 0)
hi,j?(τ ; Θ) > 0, (τ > 0)
(4.5)
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4.2.2 Hazard Function Design
The analysis in Section 4.2.1 leads to the intuition that the appropriate hazard
function in Twitter setting should be a decreasing function hi,j?(τ ; Θ). In this
subsection, we develop the concrete formula of hi,j?(τ ; Θ). First, we make a
simplification to replace hi,j?(τ ; Θ) by h(τ ; Θ), which means no matter who
ui is and who is the first re-sharer uj? , their hazard functions share the same
formula h(τ ; Θ). To keep our notations simple without any loss in meaning,
we just omit the parameter set Θ, and the hazard function is simply denoted
as h(τ).
As H(τ) is the integration of h(τ), according to Equation 4.5, we have
H(0) = 0 and H(τ) should be a increasing function of τ . Besides, another fact
is that if user ui hasn’t retweeted the tweet from u0, ui’s home timeline will
be full of other new incoming tweets, and ui will never re-share it. It means
F (∞) < 1, and consequently H(∞) = −log(1−F (∞)) <∞. Based on all the
analysis in Sections 4.2.1 and 4.2.2, we list the constraints for H(τ) in Table
4.1.
1. H(0) = 0.
2. H(∞) = −log(1− F (∞)) <∞.
3. H(τ) is an increasing function of τ .
4. h(τ) = dH(τ)
dτ
is a decreasing function of τ .
Table 4.1: Hazard Function Constraints for Twitter.
Denote λ = H(∞) as one of the parameters. According to these constraints,
our observations from the data (see Figure 4.3 (b) below) and the insight of
human behaviour from other work [7], we eventually propose the following
heavy-tail hazard functions H(τ) and h(τ) for Twitter setting.
Hazard Function For Twitter Cascades:
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where λ > 0, α > 0, β > 0. Here the parameter set Θ = {λ, α, β}. In fact,
our experiment shows that the probability that one user who is exposed to one
tweet actually retweets it at last is quite small (around 0.01), which means
F (∞) is near to 0 and F (∞) ≈ H(∞) = λ. So the parameter λ describes the
eventual re-tweeting probability. The larger λ is, the larger is the proportion
of users who re-tweet one particular tweet in the users who are exposed to
it. According to Equation 4.7, the parameter α describes the scale of hazard
function h(τ), and the parameter β describes the shape of h(τ), which are
similar to the scale parameter and shape parameter of Weibull distribution.
4.2.3 Hazard Rate Illustration
Figure 4.2: A Real Cascade Example.
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We use a real cascade example here to illustrate how the proposed hazard
function fits the hazard rate in real data. Section 4.4 presents more compre-
hensive evaluation including how different choices of hazard function affect the
fitting performance of the model.
Figure 4.2 shows the growing process of a real cascade of a local news tweet
— The tweet was initiated from node A the original source, and passed through
node B before reaching node C which has the largest degree and has played
the most important role in triggering the dramatic growth of the cascade.
This is also demonstrated by Figure 4.3 (a) which shows the retweeting rate
of this cascade, i.e., the number of users who have retweeted per minute. The
spike corresponding to the greatest drive to the retweeting rate happened at




































Figure 4.3: (a) Retweeting Rate Per Minute. (b) Hazard Rate Comparison.
We calculate the empirical hazard rate of this cascade as follows. Two sets
of users are involved: (I) the set of users who have retweeted the tweet by time
T , i.e., C(T ) and (II) the set of users who have been exposed to the tweet but
haven’t retweeted it yet, i.e., X(T ), where T is long enough for estimating the
empirical hazard rate. For user ui in C(T ), we calculate τi = ti − tj? , where
j? = argminj{tj|uj ∈ Followee(i)(t)}. τi measures how long it takes for ui to
retweet the tweet after being exposed to it. For user ui in X(T ), we calculate
τi = T − tj? , which measures how long ui has been exposed to the tweet.
According to the definition of hazard rate (see Appendix D), the empirical
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hazard rate of this cascade is calculated by using the following Equation 4.8.
ĥ(τ) =
P̂ (τ < T ≤ τ + dt|T > τ)
dt
=
|{ui|ui ∈ C(T ), τ < τi ≤ τ + dt}|+ 1




Figure 4.3 (b) shows the empirical hazard rate and the estimated hazard
rate based on our proposed hazard function in Equation 4.7. It is clear that the
estimated hazard rate fits the empirical hazard rate quite well, which means
that our proposed hazard function is an appropriate one giving a good approx-
imation to the real hazard rate. It can also be observed that the real hazard
rate does decrease as the longer users are exposed to the tweet.
4.3 Model Implementation
In this section, we give detailed algorithms for model implementation. In
particular, we show the parameter estimation algorithm and the cascade sim-
ulation algorithm.
4.3.1 Parameter Estimation
Given a cascade C(T ), based on Equation 4.1, maximum likelihood estimation
is used to estimate the unknown parameters,
Θ̂ = argmaxΘlog(P (C(T ); Θ)).
The detailed algorithm is shown in Table 4.2.
The key part is to calculate the log-likelihood function ll(Θ) = log(P (C(T ); Θ)),
then optimisation techniques such as gradient ascent can be used to estimate
the best parameter Θ̂. At each time step t (line 4), users who are just ex-
posed to the information by time t are added into the set of type II Grey Node
users X (line 5-7). For all the users in X, the log-likelihood of their re-sharing
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Input : social network G, cascade C(T ), time interval dt,
hazard function h(t; Θ)
Output : estimated parameters Θ̂
1: set log likelihood function ll(Θ) = 0
2: set type II users X = {}
3: set Current Sharers = {u0}
4: for t = 0 to T step dt :
5: for ui ∈ Current Sharers
6: add Follower(i)\C(t) into set X
7: endfor
8: for ui ∈ X
9: if ui ∈ C(t, t+ dt)
10: ll(Θ) = ll(Θ) + log(Pi(t; Θ))
11: else
12: ll(Θ) = ll(Θ) + log(1− Pi(t; Θ))
13: endif
14: endfor
15: for ui ∈ C(t, t+ dt)
16: remove ui from set X
17: endfor
18: set Current Sharers = C(t, t+ dt)
19: endfor
20: Θ̂ = argmaxΘll(Θ)
21: return Θ̂
Table 4.2: The Parameter Estimation Algorithm.
behaviour at t is calculated (line 8-14). Finally, we have the log-likelihood
function ll(Θ), and obtain the estimated parameters Θ̂ by optimising it (line
20).
4.3.2 Cascade Simulation
Once the parameters Θ are known, based on Equation 4.2, Monte Carlo sim-
ulation is used to simulate the cascade from time T0 to time T0 + ∆T . The
detailed algorithm is presented in Table 4.3.
In this algorithm, the key part is to simulate the re-sharing behaviour of
each user at each time step t. Similar to the estimation algorithm, at each
time step t (line 3), users who are just exposed to the information by time t
are added into the set of type II Grey Node users X (line 4-6). For all the users
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Input : social network G, cascade C(T0) by time T0,
simulation duration ∆T ,time interval dt,parameters Θ,
hazard function h(t; Θ)
Output : simulated cascade C̃(T0 + ∆T )
1: set type II users X = {}
2: set Current Sharers = C(T0)
3: for t = T0 to T0 + ∆T step dt :
4: for ui ∈ Current Sharers
5: add Follower(i)\C(t) into set X
6: endfor
7: for ui ∈ X
8: draw a random number r from U(0, 1)
9: if r < Pi(t; Θ)
10: add pair < ui, t+ dt > into C̃(t, t+ dt)
11: endif
12: endfor
13: for ui ∈ C̃(t, t+ dt)
14: remove ui from set X
15: endfor
16: set Current Sharers = C̃(t, t+ dt)
17: endfor
18: return C̃(T0 + ∆T )
Table 4.3: The Cascade Simulation Algorithm.
in X, their re-sharing behaviour at t are simulated (line 7-12). Finally at time
T0 + ∆T , we have the simulated cascade C̃(T0 + ∆T ) (line 18).
4.4 Experiment
4.4.1 Dataset
We use a Singapore based Twitter data set which contains more than 3 million
users [96]. We crawl these users from a seed set of Singapore local celebrities
and active users in a snowball-style way. The follow links between them and
their tweets are periodically crawled. In this work, we use the subset of tweets
from January 1st, 2010 to December 31th, 2012. From these tweets, we get
all the retweets to construct retweeting cascades (see Figure 4.1). In all these
cascades, we only consider the cascades in which the original tweet posters are
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the Singapore users we crawled, so that we have the information about the
root users of the cascades.
In all, we get 2,425,348 cascades which have at least one retweeter. Figure
4.4 (a) presents the cumulative distribution of the sizes of these cascades. It
shows the large cascades are rare, which implies the difficulty in predicting the
cascade growth, as most cascades do not grow anymore when they are in small
sizes. Figure 4.4 (b) presents the cumulative distribution of the retweeting
time delays of users after they are exposed to the tweets. From this figure, we
can see even after long time, it is still possible for one tweet to be retweeted.

























































Figure 4.4: (a) Cumulative distribution of the cascade sizes. (b) Cumulative
distribution of the time delays.
4.4.2 Probabilistic Model Fitting
First, we evaluate the validity of our model. As the common way to check a
probabilistic model, perplexity, which is a measurement of how well a proba-
bility model predicts a held-out sample, is used to measure the model validity.
Given a set of cascades with size n, {Ci(t)}ni=1, for each cascade Ci(t), we first
observe it by time T0, then ∆T later, based on a model M, the probability
PM(Ci(T0 + ∆T )|Ci(T0)) is calculated. The formula of perplexity is defined in
the Equation 4.9. The smaller the perplexity is, the better fitting the model
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In this experiment, we examine: first whether the time-aware cascade model
(TCM) is better than the traditional ones such as Threshold Model (TM)
in terms of modelling information cascade over time; secondly whether our
proposed hazard function in Equation 4.7 is more suitable in Twitter setting
than others. As in TM, time is not a factor of concern, we adapt the models by
projecting the growing cascade on the time dimension according to its original
idea. In order to study how the different choices of hazard functions affect
the time-aware model, we examine the following different choices of hazard
functions – our proposed long tail hazard function (TCM-LH) in Equation 4.7,
constant hazard function (TCM-CH) in Equation 4.12 and exponential hazard
function (TCM-EH) in Equation 4.14. All these models are expressed in terms
of hazard function, hi(t), which represents user ui’s re-sharing chance at time
t. And all the parameters in these models are estimated by using maximum
likelihood estimation algorithm listed in Table 4.2.
• TMt: Threshold Model proposed the key concept “threshold”, which in
the setting of Twitter network is such a value: if the number of a user’s
followees who have retweeted one tweet exceeds this value, then this user
retweets this tweet. In TM, the key point is threshold rather than time.
In order to integrate time into this baseline TMt, we use sigmoid function
as the continuous thresholding function [32] and the hazard function is
given in the following Equation 4.10.
hi(t) = λ · s(|Followee(i)(t)|) (4.10)
where s(x) = 1
1+e−a(x−b)
, and λ, a and b are parameters to be estimated.
• TCM-CH: Constant hazard in Equation 4.12 is the easiest way to define
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(a) Year 2010 (b) Year 2011 (c) Year 2012
Figure 4.5: Perplexities of different models.
a hazard function, which is also considered in [39]. However, in this case
lim
τ→∞
H(τ) = ∞, which does not satisfy the constraints listed in Table
4.1.





where parameter set Θ = {λ}.
• TCM-EH: As some works such as [60] reported, the exponential func-
tion may be a proper function to model the time delay of retweeting.
In this baseline, we use the exponential hazard function in the following
Equation 4.13 and 4.14, which also satisfy the constraints in Table 4.1.




= λ · k · e−k·τ (4.14)
where parameter set Θ = {λ, k}.
In this experiment, T0 is set to 30 minutes, and ∆T is set to 30, 60 and
90 minutes respectively. We evaluate these models on all the cascades which
has a size larger than 10 at T0 in year 2010, 2011 and 2012. Figure 4.5 shows
the perplexities of different models. We can see for different year and ∆T
the time-aware cascade models outperforms threshold model, and our model
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TCM-LH performs best among these time-aware cascade models , which means
TCM-LH is a proper model for growing retweeting cascades in Twitter. One
interesting observation is that performances of different time-aware cascade
models are very different, which implies that the choice of hazard function
is critical for fitting model to real cascade data. The other observation is
that the perplexities of all the models in year 2010 are much smaller than the
perplexities in year 2011 and 2012, which is due to the smaller sizes of cascades
in year 2010.
We also study the following two representative retweeting cascades: cascade
(a) triggered by a tweet which promotes a music festival; cascade (b) triggered
by a tweet about a local breaking news. For each cascade, each model learns the
parameters and then simulates 100 cascades using the estimating algorithm and
simulating algorithm in Section 4.3. Figure 4.6 shows the fitting performances
of our proposed model (TCM-LH) and other baseline models for these two
retweeting cascades (a) and (b). In each plot of Figure 4.6, the red curve
shows how the number of users of the real cascade increases over time. The
black curve shows the average number of users of the 100 simulated cascades
over time, and the error bars around it are the standard deviations. The
blue curve shows the simulated cascade which is nearest to the real cascade.
We can see that: cascade (a) has a high initial retweeting rate, but its rate
dramatically decreases; different from cascade (a), cascade (b) has a relatively
slow initial retweeting rate, however, the tweet continually gets the interest of
users and the cascade keeps growing over time. It can be observed that for
both cascades our proposed model TCM-LH performs the best — the black
and blue curves are close to the red curves. TCM-EH is worse than TCM-LH.
Especially for cascade (b), TCM-EH can not generate a similar cascade to it.
For other baseline models, it seems that they can not fit the real cascade well
— the simulated cascades are far from the real cascades. Due to missing the
effect of time in TCM-CH (constant hazard rate) and TMt (threshold based
67




















































































































































































Figure 4.6: Fitting performances of our proposed model (TCM-LH) and other
baseline models for two Twitter cascades (a) and (b).
hazard rate), the simulated cascades keep growing with roughly the same rates
all the time. Another interesting observation is that the results of TCM-CH
and TMt are similar. We examined these two cascades and found that for
most retweeter, only one of their followees is in the cascade. It makes the
learned threshold parameter b in TMt close to 1, so that there is no significant
difference between TCM-CH and TMt.
Besides, using our proposed model TCM-LH, the learned parameters for
these two cascades are as follows: for cascade (a) λ(a) = 0.0082, α(a) = 1.35,
β(a) = 0.50; for cascade (b) λ(b) = 0.0140, α(b) = 4.78, β(b) = 0.45. Although
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cascade (a) has more retweeters at the early stage, based on the learned pa-
rameters above we make the following interpretations: λ(b) > λ(a) means cas-
cade (b) is more attractive in terms of the eventual retweeting probability;
α(b) > α(a) means the “life time” of cascade (b) is longer.
4.4.3 Predicting Cascade Growth
The other way to verify our proposed model is to evaluate its prediction perfor-
mance. As mentioned in several existed works [17] [60], the initial information
of a growing cascade in social networks can make the prediction much more
accurate. It would be more practical to predict the cascade size after observing
how the cascade grows initially, rather than to predict the cascade size from
the very beginning. Here we conduct a prediction task, in which a cascade is
tracked over time, and a sequence of predictions are made as the cascade grows.
Rather than predict the final cascade size, each time we predict the cascade
growth after a fixed time period (e.g. one hour), which is more practical.
Given n cascades {Ci(t)}ni=1, the prediction time T0, and fixed time period
∆T , denoting the growth of cascade Ci(t) as ∆i(T0, T0+∆T ) = |Ci(T0+∆T )|−
|Ci(T0)|, the following evaluation measures are considered:














where ∆̂i(T0, T0 + ∆T ) is the estimation of ∆i(T0, T0 + ∆T ).
Based on the algorithms in Section 4.3, TCM-LH predicts the cascade
growth as follows. (I) Estimate the parameters based on C(T0); (II) Simulate
the cascade from time T0 to T0 + ∆T for a large number of times, then take
the median size of simulated cascades at time T0 + ∆T .
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We first compare TCM-LH with other baseline models in Section 5.4.2. We
found that with big prediction errors, these baseline models are not suitable for
this prediction task. We then compare TCM-LH to linear regression, which is
widely applied in many prediction tasks such as popularity prediction in social
media. We summarize most proposed factors [48] [6], which may drive the cas-
cades grow or be relevant to the sizes of cascades in Twitter, including original
tweeter features, tweet content features, social graph topological features and
temporal features. And in the experiment, we found the temporal features are
the most important predictors. These features of one tweet are denoted as a
feature vector f . We conduct the following two baselines.
• LR1 In this baseline, the growth of a cascade is directly estimated. The
regression formulation is given in the Equation 4.15. For some cascades,
the increased cascade size is zero, so we use log(∆̂i(T0, T0 + ∆T ) + 1)
instead of log(∆̂i(T0, T0 + ∆T )).
log(∆̂i(T0, T0 + ∆T ) + 1) = k0 + k
T · f (4.15)
• LR2 Some existing works such as [86] reported that there is a strong lin-
ear relationship found between the log-transformed popularities at differ-
ent times. And log(S(T0)) is indeed one feature included in the feature
vector f . So in this baseline, the cascade size at time T0 + ∆T , i.e.
S(T0 +∆T ), is first estimated. The regression formulation is given in the
Equation 4.16.
log(Ŝ(T0 + ∆T )) = k0 + k
T · f
∆̂i(T0, T0 + ∆T ) = Ŝ(T0 + ∆T )− S(T0)
(4.16)
We randomly choose 10,000 cascades from our data set. These cascades
are tracked over time (when T0 = 5, 10, 15, 20, 25, 30 minutes), and at
each time we predict the cascade growth one hour later (∆T = 60 minutes).
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Figure 4.7: (a) Mean Absolute Error (MAE). (b)Relative Absolute Error
(RAE).
10-fold cross validation is used. The prediction of TCM-LH is based on the
median of 100 simulations. Figure 4.7 (a) and (b) show the Mean Absolute
Error (MAE) and Relative Absolute Error (RAE) of TCM-LH, LR1 and LR2
respectively. We observe that: (I) In Figure 4.7 (a), the MAE decreases for all
these three methods as longer we observe the cascades. One possible reason is
that as time goes by, most cascades do not grow or only grow a little, so that
MAE decreases over time. (II) However, in Figure 4.7 (b), we can see a very
different trend: RAE does increase for LR1 and LR2 over time. One possible
reason is that as time goes by, the correlation between the features and the
cascade growth becomes smaller and smaller. (III) In Figure 4.7 (b), RAE does
decrease for our model TCM-LH. Different from the feature based methods,
TCM-LH models the retweeting process in Twitter network and predict the
cascade growth based on the simulations of this process. So the longer we
observe the cascades, the more accurate the estimations of the parameters in
our model are, and the better the performance is.
4.4.4 Improving Virality Prediction Using TCM Simu-
lation
Virality prediction at early stage is very useful for many applications such
as viral marketing and breaking news detection. A straightforward method
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Recall 0.4817 0.4535 0.6254
Precision 0.0034 0.7285 0.5678
F1 0.0068 0.5590 0.5952
25
Recall 0.5764 0.4716 0.5808
Precision 0.0026 0.7500 0.6215
F1 0.0053 0.5791 0.6005
30
Recall 0.4600 0.4333 0.5667
Precision 0.0014 0.6915 0.6071
F1 0.0027 0.5328 0.5862
35
Recall 0.4653 0.3762 0.5446
Precision 0.0009 0.6909 0.5612
F1 0.0019 0.4872 0.5528
40
Recall 0.4545 0.2424 0.4697
Precision 0.0006 0.6667 0.4247
F1 0.0012 0.3556 0.4460
Table 4.4: The results of virality prediction for different solutions on different
thresholds.
is learning the parameters of a cascade at early stage, and then predicting
based on the simulations of TCM-LH (the same as Section 4.4.3). We found
in practice this method doesn’t work. Because TCM-LH only works when
enough data is observed (as shown in Figure 4.7), but at the early stage,
the sizes of most cascades are very small, which makes it hard to estimate the
proper parameters of cascades at early stage. However, we can make use of the
simulations of our model TCM-LH to improve vitality prediction by remedying
the imbalance issue in cascade data.
In particular, we conduct the following virality prediction task: at time T0
= 5 minutes, predict whether one cascade goes viral in the future, which means
its cascade growth exceeds a prefixed threshold. The skewness of distribution
of the cascade sizes (See Figure 4.4 (a)) is a challenge of this prediction task.
In our data set, only 1‰ cascades grow over 35. Our TCM-LH model can
be used to make this data set less skew by adding several simulated viral
cascades into it. In this experiment, we randomly choose 100,000 cascades
from our data set. 10-fold cross validation are used. There are two types of
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training sets : (I) original training set without simulated viral cascades, (II)
training set with simulated viral cascades: we choose the top 100 cascades
from training set, then the parameters of these cascades are learned and each
of them are simulated 100 times, and at last in all 10,000 simulated cascades
are added into this training set. We use the features in Section 4.4.3 to learn
the logistic regression classifier. Table 4.4 presents the prediction results of
different solutions, from which we can observe that, after adding the simulated
viral cascades into the training set, although the precision is not as good as
before, the higher recall and F1 score are achieved. It shows that benefiting
from the simulated viral cascades, the classifier can identify around 20% more
viral cascades.
4.5 Summary
In this chapter, we use a general time-aware cascade model to describe the
dynamic process of growing cascades in social networks over time. Based on
this general model, a concrete model TCM-LH is designed for the retweeting
cascades in Twitter. We conduct extensive evaluations based on a large real
Twitter data set with over two million retweeting cascades. Our experiment
results show our proposed TCM-LH fits the real cascade data better than other
baselines in terms of model fitting. We also empirically show that our proposed
TCM-LH could benefit applications such as virality prediction.
73
Chapter 5
Social Network Monitoring for
Bursty Cascade Detection
In this chapter, we study how to select a budgeted set of social network sensors
for busty cascade detection. We first formulate this problem as a constraint
satisfaction problem which has high computational complexity. To reduce the
computational cost, we then transform the problem into an LP (Linear Pro-
gramming) problem. Furthermore, we use the sub-gradient method instead of
the standard simplex method or interior-point method to solve the LP problem,
which makes it possible for our solution to scale up to large social networks.
5.1 Problem Formulation
In a social network G = 〈U,E〉, where U and E represent the users and the
social links between them respectively, we consider a set of cascades C develop-
ing on it. Each cascade c ∈ C is a set of posts or tweets about the same topic.
For example, in Twitter all the tweets which contain hashtag #oscars2017 is
a cascade. Specifically, each post or tweet d is represented as a pair 〈du, dt〉,
where du is its user and dt is the corresponding timestamp. Further a cascade
c is represented as a set of pairs, i.e. c = {〈du, dt〉}. Note that one user may
join the same cascade many times, but with different timestamps. Figure 5.1
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provides an example, i.e. c = {〈u1, t1〉 〈u2, t2〉 〈u1, t3〉 〈u3, t4〉 〈u4, t5〉}.
Figure 5.1: An example of cascade c.
As discussed in Section 2.2, there are two kinds of burst detection solutions:
the ones which process data in an online way and the ones take a retrospective
view of the data. Here we focus on the online burst detection solutions, which
are more practical for early detection. Specifically, we generalize different
online burst detection solutions as a classifier in the form F0 = 〈f, δ0〉, where
f is a function which measures the burstiness of c, i.e. f : C → R , and
δ0 ∈ R is some threshold. F0 works as follows: F0(c) = 1, if f(c) ≥ δ0,
otherwise, F0(c) = 0. One naive example is a classifier which monitors the
size of a cascade, and reports it as a burst if its size reaches some predefined
threshold. For example, if the number of tweets which mention #oscars2017
exceeds a predefined threshold, say one hundred thousand, it is identified as a
burst. In this case, f is simply the size of a cascade c, i.e. f(c) = |c|. Other
examples include arrival rate, i.e. the number of tweets per minute or hour,
the significance score proposed in [82] and the acceleration defined in [44, 97].
In this work, we do not intend to create a new solution for burst detection.
Instead, we try to find a good way to apply existing detection solutions under
the constraint of limited resources. More specifically, suppose we can only
follow budgeted users, say m users instead of the whole population U . This
means we have to choose a subset S from U where |S| = m. Therefore for
each cascade c, what we can observe is a “shrunken” cascade cS = {〈du, dt〉 ∈
c|du ∈ S}. Denote CS = {cS|c ∈ C}. The problem is, given a classifier F0, how
to select a subset S ⊂ U (|S| = m) so that F0(cS) = F0(c) for every c ∈ C.
Ideally our goal is to solve the following constraint satisfaction problem.
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Table 5.1: Summary of notations used in this chapter.
Notation Description
U all the social network sensors (or users)
S a subset of social network sensors
d a post or tweet
du, dt the user and timestamp of d
c a cascade
C a set of cascades
cS a sub-cascade observed only from S
CS a set of sub-cascades observed only from S
cu a sub-cascade observed only from user u
m the number of sensors (budget)
f a function measuring the burstiness of c
F0, F1 the classifiers
δ0, δ1 the thresholds
c(t) a cascade observed by time t
Cburst a set of bursty cascades
DTc detection time of cascade c
Yc a coefficient vector defined by {f(cu(DTc))}u∈U
Given a set of cascades C and a classifier F0 = 〈f, δ0〉,
find S ⊂ U
subject to f(cS) ≥ δ0,∀c ∈ {c ∈ C|f(c) ≥ δ0}
f(cS) < δ0,∀c ∈ {c ∈ C|f(c) < δ0}
|S| = m.
(5.1)
Note that, we assume that the given classifier F0 can achieve the detection
performance we desire. And as shown in Problem 5.1 our task is to select a
budgeted set S such that F0 works on CS as well as on C.
Table 5.1 summarizes the notations used in this chapter.
5.2 LP Model
Considering there are millions of cascades and users in social networks, which
leads to a large number of constraints and variables (i.e. |C| constraints and |U |
variables), the complexity of the given constraint satisfaction problem could
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be high [22]. In this section, we relax the constraints in Problem 5.1, and
transform it into an LP (Linear Programming) problem which can be solved
more efficiently.
5.2.1 Constraint Reduction
In the first step, we reduce most of the constraints in Problem 5.1.
It is straightforward that, a feasible solution may not exist in Problem 5.1.
For instance, consider f = |c|, then f(cS) ≤ f(c). In an extreme case, where
δ0 > m, we have f(cS) ≤ f(c) = m < δ0 for all the cascades. This means no
burst can be detected on CS for any S ⊂ U .
Intuitively, applying the same threshold δ0 on CS may cause lower recall. So
it is reasonable to use another slightly different classifier F1 = 〈f, δ1〉, where δ1
can be different from δ0, instead of F0 = 〈f, δ0〉. It gives the following Problem
5.2.
Given a set of cascades C and a classifier F0 = 〈f, δ0〉,
find S ⊂ U, δ1 ∈ R
subject to f(cS) ≥ δ1,∀c ∈ {c ∈ C|f(c) ≥ δ0}
f(cS) < δ1,∀c ∈ {c ∈ C|f(c) < δ0}
|S| = m.
(5.2)
Even so, there would still be millions of cascades, which means we have
millions of constraints to handle. It may be intractable to find a feasible
solution which satisfies so many constraints. Fortunately, we can reduce most
of these constraints by observing that there are actually very few positive cases,
i.e. bursty cascades, among the whole population of cascades. (Figure 5.5 in
the experiment part shows that the large cascades are rare.) So we just focus
on the positive cases, and ignore all the negative cases. At the same time,
we set the threshold δ1 as high as possible. In this way, we can capture all
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the bursty cascades, and at the same time filter out the non-bursty cascades
as many as possible. Therefore, we transform Problem 5.2 into the following
Problem 5.3.




subject to f(cS) ≥ δ1,∀c ∈ {c ∈ C|f(c) ≥ δ0}
|S| = m.
(5.3)
In our experiment, we found that in this step the number of constraints
can be significantly reduced, i.e. from millions of constraints to thousands
of constraints. Notice that, for Problem 5.3 a feasible solution always exists
because just set δ1 = −∞, all the constraints in Problem 5.3 must be satisfied.
5.2.2 Linear Transformation
Although having much fewer constraints, it is still hard to design a general
algorithm for Problem 5.3 because the concrete formulas of f are different for
various burst detection solutions. Fortunately, we found that for some specific
classifiers, e.g. [44, 97], the burstiness evaluating function f is additive. We will
show that by benefiting from this property we can transform all the constraints
in Problem 5.3 into linear constraints. From now on, we focus on the cases
in which f is additive, and later we will discuss the cases in which f is a
non-additive function in Section 5.2.5.
Formally, f is additive on the power set of U , i.e. 2U , if for any c and
S = S1 ∪ S2, where c ∈ C, S, S1, S2 ⊂ U and S1 ∩ S2 = ∅, f satisfies the
property of additive separability:
f(cS) = f(cS1) + f(cS2)
There are many such examples. A trivial example is the size function
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f = |c|. It is obvious that |cS| = |cS1|+ |cS2|, if S1 ∩ S2 = ∅. Another example
is the arrival rate, i.e. the number of tweets per minute or hour, which is an
intuitive measure of burstiness. Other important examples include the velocity
and acceleration defined in [97], and MACD defined in [44]. The linearity of
MACD is proved in [44]. Here we will show that velocity and acceleration are
additive. Later, in the experiment part, we will adopt acceleration as one of
the burstiness evaluating functions.
Adapting the definition in [97], we define the velocity v̂ and acceleration â









The exponential part in v̂∆T (t) works like a soft moving window, which
gives the recent terms high weight, but gives low weight to the ones far away,
and the smoothing parameter ∆T is the window size. To capture the change of
velocity, acceleration âc(t) is defined as the difference of velocities with different
window size ∆T1 and ∆T2. (A real example is presented in Figure 5.12 in the
experiment part.) It is clear that as a sum of weighted items, v̂ is additive.
In turn, as a linear combination of v̂, â is also additive. Consider the cascade
c in Figure 5.1, S1 = {u1, u3}, S2 = {u2, u4} and S = S1 ∪ S2, Figure 5.2 (a)
illustrates that velocity v̂ is additive. Note that velocity v̂ and acceleration
â are actually functions of time. To measure the burstiness of cascade c, we
mean v̂ or â at a particular time point.
The advantage of additive functions lies in the fact that we can easily
calculate any f(cS) by the strategy of divide and conquer. Specifically, for
each cascade c, we can “divide” it as
⋃
u∈U c{u}, where c{u} is the sub-cascade
observed only from user u. (For instance, c{u1} = {〈u1, t1〉, 〈u1, t3〉}.) In the
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Figure 5.2: (a) Velocity v̂ is additive. (b) Each additive function can be
“broken down” to “user” level.
similar way, we have cS =
⋃
u∈S c{u}. For the sake of simplicity, we denote c{u}
as cu. As for any two different users u1 and u2, cu1 ∩ cu2 = ∅, for any additive








This equation is demonstrated in Figure 5.2 (b). It means each additive func-
tion can be “broken down” to “user” level.
Therefore, we can transform the constraints in Problem 5.3 into linear
constraints by simply replacing f(cS) with
∑
u∈S f(cu). It leads to the following
Problem 5.4.
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For each cascade c and each user u, we can calculate f(cu) beforehand, so
that we can treat it as a constant. For the example illustrated in Figure 5.1,
if set f = |c|, we have f(cu1) = 2, f(cu2) = 1 and so on. Further, denote xu as
the indicator of user u, X as the corresponding vector, i.e. X = {xu}. It leads
to the following 0-1 linear programming problem1.







xu · f(cu) ≥ δ1,∀c ∈ {c ∈ C|f(c) ≥ δ0}




5.2.3 Linear Programming Relaxation
In general, 0-1 linear program is NP-hard, which means it is hard to solve
Problem 5.5 in large scale networks. A common way is to relax it to a linear
program which is solvable in polynomial time. By replacing the constraint
that xu ∈ {0, 1} by a weaker constraint that xu ∈ [0, 1], we have the following
LP Problem 5.6.







xu · f(cu) ≥ δ1,∀c ∈ {c ∈ C|f(c) ≥ δ0}




As the solution of Problem 5.6, xu can be interpreted as the probability that
we choose user u into the subset S. In this way, EX [f(cS)] =
∑
u∈U xu · f(cu)
1Strictly, it is a mixed integer programming problem because δ1 is a real value.
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and EX [|S|] =
∑
u∈U xu. It means, if choose user u with probability xu, we
can guarantee that E[f(cS)] ≥ δ1,∀c ∈ {c ∈ C|f(c) ≥ δ0} and E[|S|] = m. To
avoid uncertainty, we apply a simple greedy strategy: choosing m users with
the largest probability xu.
5.2.4 Detection Time
In previous sections, for the sake of simplicity, we had not considered the
detection time. One problem of this is that a burst may be detected with a
very long detection delay. And it is less useful to detect an event if this event
has already happened for a long time. Take the cascade in Figure 5.1 as an
example, and suppose we have burstiness evaluation function f(c) = |c| and
budget m = 2. If we do not consider the detection time, solution S1 = {u1, u2}
is the same as solution S2 = {u1, u4} because f(cS1) = f(cS2) = 3. However,
the first time when cS1 reaches the size of 3 is t3, while it is t5 for cS2 . In
real-world applications, we prefer S1 which has an earlier detection time. It
motivates us to integrate the detection time into the LP problem.
Denote c(t) = {〈du, dt〉 ∈ c|dt ≤ t} as a cascade observed by time t. The
set of bursty cascades is defined as Cburst = {c ∈ C|maxt{f(c(t))} ≥ δ0}. For
each c ∈ Cburst, denote DTc = min{t|f(c(t)) ≥ δ0} as the detection time, i.e.
the first time identifying cascade c as a bursty cascade (See the example in








xu · f(cu(t))} ≥ δ1,∀c ∈ Cburst
We add the constraint DTcS ≤ DTc,∀c ∈ Cburst, i.e. the detection time
for the sub-cascade cS must be at least as early as the detection time for the






xu · f(cu(t))} ≥ δ1,∀c ∈ Cburst
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For specific evaluation functions, such as f(c) = |c|, we have f(c(t2)) ≥










Although for most other evaluation functions, this equation does not hold,
we still can use
∑
u∈U xu · f(cu(DTc)) to replace maxt≤DTc{
∑
u∈U xu · f(cu(t))}.
Because maxt≤DTc{
∑
u∈U xu · f(cu(t))} ≥
∑
u∈U xu · f(cu(DTc)), we have
∑
u∈U





xu · f(cu(t))} ≥ δ1
In other words, the constraint
∑
u∈U xu · f(cu(DTc)) ≥ δ1 guaranteesDTcS ≤
DTc.
So adding the constraint of detection time, we transform Problem 5.6 into







xu · f(cu(DTc)) ≥ δ1,∀c ∈ Cburst




Here we give an example to demonstrate how to construct the LP problem
from a set of cascades. Figure 5.3 shows a cascade set C = {c1, c2, c3} from a
user set U = {u1, u2, u3, u4}. Suppose the threshold δ0 = 5, the budget m = 2
and use f(c) = |c| as the burstiness evaluation function. Note that here we
adopt cascade size just for illustration. In the experiment part, more sophis-
ticated burstiness evaluation functions are tested, including the acceleration
proposed in Chapter 3.
Based on the given setting, we have bursty cascade set Cburst = {c1, c2}.
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c1 c2 c3
Figure 5.3: A toy example: cascades c1 c2 and c3.
And for each bursty cascade, the detection time DTc1 = t5, DTc2 = t
′
5. For cas-
cade c1, by detection time t5, we have sub-cascades cu1(t5) = {〈u1, t1〉 〈u1, t3〉},
cu2(t5) = {〈u2, t2〉}, cu3(t5) = {〈u3, t4〉 〈u3, t5〉 }, cu4(t5) = ∅, and their sizes are
2, 1, 2, 0 respectively. Similarly for cascade c2, by detection time t
′
5, the sizes
of sub-cascades are 1, 0, 3, 1 respectively. For the sake of simplicity, denote xui





subject to 2x1 + 1x2 + 2x3 + 0x4 ≥ δ1 (for cascade c1)
1x1 + 0x2 + 3x3 + 1x4 ≥ δ1 (for cascade c2)
0 ≤ xi ≤ 1,∀1 ≤ i ≤ 4 (boundary)
4∑
i=1
xi = 2 (budget limitation)
The solution of this LP problem is {x1 = 1, x2 = 0, x3 = 1, x4 = 0, δ1 = 4},
which means the optimal subset is S = {u1, u3}.
5.2.5 Non-additive Function
In this section, we consider the cases in which f is non-additive. As discussed
above, non-additive f leads to intractable non-linear constraints. One way is
to use another additive function f ? instead of the original f in the constraints.
It leads to the following Problem 5.8.
84
CHAPTER 5. SOCIAL NETWORK MONITORING FOR BURSTY CASCADE DETECTION








xu · f ?(cu(DTc)) ≥ δ1,∀c ∈ Cburst




where f ? is an additive function. Recall DTc = min{t|f(c(t)) ≥ δ0} and
Cburst = {c ∈ C|maxt{f(c(t))} ≥ δ0}. The original function f is actually used
for identifying the bursty cascades.
The underlying logic here is that the cascades identified by different burst
detection classifiers are similar. Actually most of these cascades share the same
features: they are large cascades; they have big peaks and so on. For bursty
cascades, it is reasonable to expect that f ?(cS(t)) ≈ f(cS(t)) in some way. The
experiment in Section 5.4 shows that this replacement works on real data.
5.3 Scaling Up The Solution
To solve a general linear programming problem, the standard solutions are the
simplex method [21] and the interior-point method [10]. Considering the large
number of variables, (i.e. |U | the number of users in a social network), these
methods are not scalable to large networks.
Fortunately, we found that Problem 5.7 is actually equivalent to a convex
optimization problem. This provides us with an opportunity to develop a more
efficient algorithm to solve the LP problem.
Recall Cburst = {c ∈ C|maxt{f(c(t))} ≥ δ0}, which is the set of bursty cas-
cades. Denote the coefficient vector in Problem 5.7 as Yc = {f(cu(DTc))}u∈U .
Denote boundary B = {X|0 ≤ xu ≤ 1,∀u ∈ U ∧
∑
u∈U xu = m}, which repre-
sents the constraints in Problem 5.7. We have the following Lemma 5.3.1 and
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5.3.2.






{−Y >c X}+ IB(X)
}
(5.9)
where IB(X) is the indicator function of B, i.e.
IB(X) =

0 if X ∈ B
∞ otherwise
Proof. Problem 5.7 =⇒ Problem 5.9.
Notice that for Problem 5.7 a feasible solution always exists because B 6= ∅,
as long as we set δ1 = −∞, all the constraints in Problem 5.7 must be satisfied.
And B is a closed set, so an optimal solution always exists. Denote X?, δ?1 as an
optimal solution of Problem 5.7. We first show: X? is also an optimal solution
of Problem 5.9, i.e. max
c∈Cburst
{−Y >c X?}+IB(X?) ≤ max
c∈Cburst
{−Y >c X}+IB(X),∀X.
Actually, because X? satisfies all the constraints in Problem 5.7, X? ∈ B, i.e.
IB(X
?) = 0. And we have the constraints Y >c X
? ≥ δ?1,∀c ∈ Cburst =⇒
−Y >c X? ≤ −δ?1,∀c ∈ Cburst =⇒ −δ?1 ≥ max
c∈Cburst
{−Y >c X?}. If X /∈ B, IB(X) =
∞, we have max
c∈Cburst
{−Y >c X?} + IB(X?) ≤ max
c∈Cburst
{−Y >c X} + IB(X) = ∞. If
X ∈ B, and suppose max
c∈Cburst
{−Y >c X?} + IB(X?) > max
c∈Cburst
{−Y >c X} + IB(X)
=⇒ max
c∈Cburst
{−Y >c X?} > max
c∈Cburst
{−Y >c X} =⇒ −δ?1 ≥ max
c∈Cburst
{−Y >c X?} >
max
c∈Cburst
{−Y >c X} = − min
c∈Cburst
{Y >c X} =⇒ δ?1 < min
c∈Cburst
{Y >c X}. It is obvious
that X, δ1 = min
c∈Cburst
{Y >c X} is a feasible solution of Problem 5.7. But δ1 > δ?1.
This contradicts the assumption that X?, δ?1 as an optimal solution of Problem
5.7. So X? is also an optimal solution of Problem 5.9.
Problem 5.9 =⇒ Problem 5.7.
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is also an optimal solution of Problem 5.7. First, it is obvious that X? ∈ B be-
cause IB(X
?) is bounded. This implies that max
c∈Cburst
{−Y >c X?} ≤ max
c∈Cburst
{−Y >c X},∀X ∈
B. It is also straight forward that δ?1 = min
c∈Cburst
{Y >c X?} ≤ Y >c X?,∀c ∈ Cburst.
So X?, δ?1 satisfies all the constraints in Problem 5.7. Suppose X, δ1 is a
feasible solution of Problem 5.7. We can see that δ?1 = min
c∈Cburst
{Y >c X?} =
− max
c∈Cburst
{−Y >c X?} ≥ − max
c∈Cburst
{−Y >c X} = min
c∈Cburst
{Y >c X} ≥ δ1. So X?, δ?1 is
an optimal solution of Problem 5.7.
Besides the equivalence between Problem 5.7 and Problem 5.9, Lemma
5.3.1 also tells us the optimal threshold of Problem 5.7 is the lower bound of




Lemma 5.3.2. Problem 5.9 is a convex optimization problem.
Proof. Notice that as an affine function, −Y >c X is convex. Because the maxi-
mum of convex functions is also convex [10], max
c∈Cburst
{−Y >c X} is convex. And
as the box B is a convex set, the indicator function IB(X) is also convex. It
shows that the objective function max
c∈Cburst
{−Y >c X} + IB(X) is convex. There-
fore, Problem 5.9 is a convex optimization problem.
Usually gradient descent method is used to solve a convex problem. How-
ever here in Problem 5.9 max
c∈Cburst
{−Y >c X} is not differentiable. So we use sub-
gradient method [75] to solve it. Similar to gradient method, in sub-gradient
method, the key is to calculate the moving direction, i.e. the sub-gradient,
at each step. Because at point X, −Yc? is in the sub-gradient set, where
c? = argminc∈Cburst{Y >c X}, at each step we move along Yc? . For the step size,
backtracking search is not suitable for sub-gradient method. We consider di-
minishing the step size, which is a common step-size rule. Besides, as X is
limited in B, the projected gradient method is applied to make sure at each
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Algorithm 4: Sub-gradient Method
Input: Yc: the burstiness score vector.
Input: K: the maximum number of iterations.
Input: γ: the initial step size.
Input: ε: threshold.
Output: X.
1 Initialize X ∈ B;
2 for k = 1 to K do
3 c? = argminc∈Cburst{Y >c X};
4 grad = −Yc? ;
5 step = γ
k
;
6 Xnew = X − step · grad;
7 Xnew = PB(Xnew);
8 if |Xnew −X| < ε then
9 X = Xnew;
10 break;
11 end
12 X = Xnew;
13 end
14 return X.
step X remains in B. The projection operator is presented in Algorithm 5. In
line 2-9, X is projected into the box {X|0 ≤ xu ≤ 1,∀u ∈ U}. In line 10, X is
projected on the hyperplane {X|∑u∈U xu = m}.
The whole procedure is presented in Algorithm 4. In line 3-4, we calculate
the sub-gradient. In line 5, the step size is divided by the iteration number
k (the diminishing step-size rule). In line 6, we update current point Xnew
according to the sub-gradient. In line 7, X is projected into B. In line 8-
11, we check whether the algorithm converges. Lemma 5.3.2 guarantees the
convergence of Algorithm 4.
Interestingly, it can be observed that Algorithm 4 is actually reasonable
and understandable in the sense that, in each iteration the algorithm finds
the lower bound of the burstiness scores of Cburst (i.e. {Y >c X}, see line 3 in
Algorithm 4) and tries to push up this lower bound, which is actually the
threshold δ1 in Problem 5.7 (See Figure 5.4).
Besides, the algorithm’s computational complexity is O(|U | · |Cburst| ·K).
Because in practice Yc is sparse, the actual computational cost is far less than
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Algorithm 5: Projection Operator PB
Input: X : the input vector.
Output: X? : the vector after projection.
1 X? = X;
2 for u ∈ U do
3 if X?u > 1 then
4 X?u = 1;
5 end
6 if X?u < 0 then
7 X?u = 0;
8 end
9 end
10 X? = X? − 1>X?|U | · 1 + m|U | ;
11 return X?
this theoretical cost. More importantly, the greedy strategy based solutions,
such as [64, 106], select sensors one by one. Their computational costs are
proportional to m, i.e. the number of chosen sensors. In contrast, the compu-
tational cost of our algorithm is invariant to m.
In the rest of this section, we take the cascades in Figure 5.3 as an example
to illustrate Algorithm 4. First, we have following coefficient vectors for bursty
cascade {c1, c2}.
Y1 = (2, 1, 2, 0)
>, Y2 = (1, 0, 3, 1)
>
We initialize X as m
n
= 0.5, i.e. X = (0.5, 0.5, 0.5, 0.5)>, and set initial step
size γ = 0.25.
• Iteration 1.
Diminish step size: step = γ
1
= 0.25.
Calculate sub-gradient: Y >1 X = 2.5, Y
>
2 X = 2.5, Y1 <= Y2 =⇒ grad =
−Y1, δ1 = 2.5.
Update X: X = X − γ ∗ grad = X + 0.25 · Y1 = (1.0, 0.75, 1.0, 0.5)>.
Project X into the unit cube: X is already in the unit cube.
Project X on the hyperplane: X = (0.6875, 0.4375, 0.6875, 0.1875)>.
89
CHAPTER 5. SOCIAL NETWORK MONITORING FOR BURSTY CASCADE DETECTION
• Iteration 2.




Y >1 X = 3.1875, Y
>
2 X = 2.9375, Y1 > Y2 =⇒ grad = −Y2, δ1 = 2.9375.
UpdateX: X = X−γ∗grad = X+0.125·Y2 = (0.8125, 0.4375, 1.0625, 0.3125)>.
Project X into the unit cube: X = (0.8125, 0.4375, 1.0, 0.3125)>.
ProjectX on the hyperplane: X = (0.671875, 0.296875, 0.859375, 0.171875)>.















Figure 5.4: In each iteration threshold δ1 is pushed up.
Notice that, in each iteration, the threshold δ1 = min{Y >1 X, Y >2 X} is
pushed up. Figure 5.4 presents how the threshold δ1 is pushed up in each
iteration. And after several iterations, X converges to (1, 0, 1, 0)>.
5.4 Experiment
In this section, we conduct experiments to evaluate our proposed LP program
solution, in the following aspects: (I) sensor selection for bursty cascade de-
tection and (II) computational cost.
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5.4.1 Dataset
We conduct experiments on two datasets: a Singapore-based Twitter dataset
and a Shanghai-based Weibo dataset. For the Twitter dataset, we crawled
Twitter users whose profile locations are Singapore from a seed set of local
celebrities and active users. We traced their follower/followee links by two
hops. In this way we obtained 184,794 Twitter users. In similar way, we also
obtained 105,142 Shanghai-based Weibo users. Then tweets are crawled from
these users in a period of five months. In all the Singapore-based Twitter
dataset contains 32,479,134 tweets, and the Shanghai-based Weibo dataset
contains 19,482,504 tweets. From these tweets, we extracted all the URL links
and hashtags. These URL links and hashtags are considered as the identities
of cascades. In other words, all the tweets which contain the same URL link
(or the same hashtag) represent a cascade.
Table 5.2: Dataset.












































Figure 5.5: Cumulative distribution of the cascade sizes: (a) Twitter (b)
Weibo.
For both datasets, we split the data set into two parts: four months data for
training and the last one month data for testing. Table 5.2 shows the number
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of cascades in the experiment. Figure 5.5 presents the cumulative distribution
of the sizes of these cascades. It shows that large cascades are rare, which
implies there are actually few bursty cascades among the whole population.
5.4.2 Bursty Cascade Detection
5.4.2.1 Preparation
In the experiment, we conduct two types of evaluations: sensor selection (I) for
the classifier with additive function and (II) for the classifier with non-additive
function.
For the case of additive function, we adopt the acceleration defined in [97]
as the burstiness evaluating function f . The equation of acceleration â is
presented in Section 5.2.2. As mentioned in Section 5.2.2, given a cascade c,
its acceleration âc(t) is actually a function of time, and it changes over time.
Here we calculate f(c(t)) = âc(t) as its burstiness score. (A real example is
provided in Figure 5.12.)
For the case of non-additive function, we employ the significance score
proposed in [82]. It works as follows. For a cascade c, count the daily frequency
of tweets in c. Denote it as countt, where t is its corresponding date. Then





where countt is the daily count, µ is the average, σ is the standard deviation
and β serves as a noise filter. sigβ(countt) here works like the z-score in the
case of normal distribution. For burstiness evaluation, we calculate f(c(t)) =
sigβ(countt).
Given a training set of cascades Ctrain, we first get all the bursty cascades
Cburst = {c ∈ Ctrain|maxt{f(c(t))} ≥ δ0}. For case (I), we let f = acceleration,
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and use f = acceleration to identify the bursty cascades. For case (II), we
let f ?= acceleration, f = significance score, and use f = significance score
to identify the bursty cascades. For each cascade c ∈ Cburst, we also get
its detection time DTc. Then we construct the burstiness score vector Yc =
{f(cu(DTc))}u∈U as the input of Algorithm 4. For both cases, acceleration
âc(t) is used as the burstiness evaluation function. For each cascade c ∈ Cburst,
we decompose it into
⋃
u∈U cu. As âc(t) is additive, âc(DTc) =
∑
u∈U âcu(DTc).
Therefore, we calculate f(cu(DTc)) = âcu(DTc). Finally we can get Yc =
{f(cu(DTc))}u∈U . Obviously, for the user u who does not join the cascade c,
i.e. u /∈ c, f(cu(DTc)) = 0. Therefore, Yc is sparse.
As our goal in this dissertation is to find a good way to apply existing detec-
tion solutions under the constraint of limited resources, for the given testing
cascade set Ctest, we just need to generate the testing labels. Particularly,
given a classifier F0 = 〈f, δ0〉, for each cascade c ∈ Ctest, if F0(c) = 1, i.e.
f(c) = maxt{f(c(t))} ≥ δ0, we label it as a positive case, i.e. a bursty cas-
cade; otherwise, it is a negative case. For case (I), we let f = acceleration; for
case (II), we let f = significance score. Table 5.3 summarizes the burstiness
evaluating functions adopted in the experiment.
Table 5.3: Burstiness evaluating functions adopted in the experiment.
Training Testing
Case (I) Additive Function f = acceleration f = acceleration
Case (II) Non-additive Function
f ?= acceleration
f = significance score
f = significance score
5.4.2.2 Baselines
We consider the following baselines.
• CELF: Leskovec et al. study the general problem of detecting outbreaks
in networks, and formulate this problem as a objective function optimiza-
tion problem [64]. In their work, three objective functions are proposed.
In this baseline, we consider the detection time as the objective function.
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The underlying logic is that, if a cascade can be detected early, it should
be identified as a burst early too. Denote the initial time of a cascade c
as tc = min〈du,dt〉∈c{dt}. Specifically, we use the objective function of a





1 +mindu∈S{dt − tc}
If there is no du ∈ S in c, mindu∈S{dt − tc} =∞. It can be proved that
π(S) is a monotone submodular function. The CELF algorithm is used
to find a set of m sensors to maximize π(S).
• CELF*: The cascades with large number of users may be more impor-
tant than small cascades. In [106] a slight different objective function





1 +mindu∈S{dt − tc}
This π(S) is also a monotone submodular function. We apply the same
greedy algorithm as above to get a set of m sensors.
• In / Out Degree: As mentioned in Section 2.2, a common heuristic
strategy is to select the central users within the social network as sensors
because information can easily spread to them. When the entire network
is not available, a technique inspired by the “friendship paradox” can be
applied to sample central users from a network [18]. Since we crawled
all the links between the users, in this baseline we simply select top m
users according to their in / out degrees.
• Random: It is not a bad choice to select users randomly from the whole
population. The reason is that, by uniform random sampling, we can
get the unbiased estimation of the arrival rate, which is an important
indicator of burst. In this baseline we simply randomly select m users.
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5.4.2.3 Detection Performance
We run our LP solution as well as all the baselines on training data and each
solution selects a set of sensors. Then we test these sensors on the testing data.
For a given set of sensors S ⊂ U and a classifier F0 = 〈f, δ0〉, we evaluate its
quality as follows. First, for each cascade c ∈ Ctest, according to burstiness
evaluating function f , calculate the burstiness score of the sub-cascade cS, i.e.
f(cS). Then, based on these burstiness scores {f(cS)} and the testing labels
{F0(c)}, draw its ROC curve, and calculate the area under the curve (AUC).
























ROC curve of LP solution (AUC = 0.861)
ROC curve of CELF (AUC = 0.811)
ROC curve of CELF* (AUC = 0.824)
ROC curve of In-degree (AUC = 0.732)
ROC curve of Out-degree (AUC = 0.698)
ROC curve of Random (AUC = 0.670)

















ROC curve of LP solution (AUC = 0.931)
ROC curve of CELF (AUC = 0.901)
ROC curve of CELF* (AUC = 0.923)
ROC curve of In-degree (AUC = 0.815)
ROC curve of Out-degree (AUC = 0.804)






















ROC curve of LP solution (AUC = 0.854)
ROC curve of CELF (AUC = 0.689)
ROC curve of CELF* (AUC = 0.758)
ROC curve of In-degree (AUC = 0.667)
ROC curve of Out-degree (AUC = 0.664)
ROC curve of Random (AUC = 0.684)

















ROC curve of LP solution (AUC = 0.974)
ROC curve of CELF (AUC = 0.856)
ROC curve of CELF* (AUC = 0.921)
ROC curve of In-degree (AUC = 0.855)
ROC curve of Out-degree (AUC = 0.728)
ROC curve of Random (AUC = 0.808)
Figure 5.6: The ROC curves of different solutions on different sets of cascades.
For case (I) where f is additive, we have the following results. Figure 5.6
shows the ROC curves of different solutions on different datasets when budget
m = 3000. We can see that the results are consistent for both URL cascades
and hashtag cascades. And our proposed LP solution outperforms all other
solutions. The reason is probably that our proposed LP solution is designed
to find the best set of sensors for burst detection, while other solutions are
relatively intuitive. It is also can be observed that performance of CELF* is
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Figure 5.7: Varying budget m, AUC of different solutions on different sets of
cascades.
consistently better than the performance of CELF. One possible reason is that
the sensors which CELF* locates are more sensitive to large cascades, and
nearly all the bursty cascades are large cascades.
We also study the effect of budget m. Figure 5.7 shows the AUC of our
proposed LP solution and other baselines for different m. It is can be observed
that our proposed LP solution outperforms other baselines consistently when
m varies. And as expected, it shows that better performance can be achieved
when we set larger budget m.
Particularly, it can be observed that, for the hashtag cascades of both
Twitter and Weibo datasets, the performance of our solution is quite good
(See the second column in Figure 5.7). Notice that, 5000 is the maximum
number of users one can follow in Twitter2. It means that, by investing one
Twitter account which follows our selected 5000 users, we can detect most of
the bursty hashtag cascades in Singapore.
For case (II) where f is non-additive, we have similar results, which are
2https://support.twitter.com/articles/68916
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Figure 5.8: Varying budget m, AUC of different solutions on different sets of
cascades (for non-additive function).
presented in Figure 5.8. These results support our analysis in Section 5.2.5.
5.4.2.4 Detection Time
Besides the detection performance, detection time is also important because
there is no value if the detection delay is too long. In Section 5.2.4, we impose
the constraints DTcS ≤ DTc to maker sure for any cascade c ∈ Ctrain the
detection time of cS is at least as early as the detection time of c. Here we
check whetherDTcS ≤ DTc is still hold on testing cascades Ctest. Different from
other baseline methods, besides the set of users S, LP solution also learns the
new threshold δ1. So it is easy for us to compare the difference of detection
time. Particularly, we check each bursty cascade detected by LP solution, i.e.
{c ∈ Ctest|f(c) ≥ δ0 ∧ f(cS) ≥ δ1}, and calculate the difference DTcS − DTc.
A negative difference means we can detect the burst on a sub-cascade cS even
earlier than on the original cascade c.
Figure 5.9 presents the difference of detection time, i.e. DTcS − DTc for
different datasets. It can be observed that the median lines (i.e. yellow lines
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Figure 5.9: The Difference of Detection Time: DTcS −DTc.
in the box plots) are near to 0, which means for half of the cascades, a burst
is detected on a sub-cascade cS even earlier than it is detected on the original
cascade c. And for most bursty cascades, this difference is less than 10 minutes.
5.4.2.5 Empirical Bound
In our LP solution, we take several steps of relaxation: from the original goal —
Problem 5.1 to a more practical Problem 5.2 which has a different threshold
δ1, to Problem 5.3 which has less constraints, to linear version Problem 5.4
and 5.5, to Problem 5.6 resulting from linear programming relaxation, finally
to Problem 5.7 which involves detection time. One natural question is that
how close is our solution to the solution of the original problem, or is there
any bound? As mentioned in Section 5.2.1, a feasible solution may not exist in
Problem 5.1. So here we discuss how close is our solution, i.e. the solution of
Problem 5.7 to the solution of Problem 5.2. Particularly, we empirical check
how well our solution approximates the optimal solution. It is hard to directly
solve Problem 5.2 in a reasonable time because it is a constraint satisfaction
problem which has large number of constraints. So instead of directly solving
Problem 5.2, we calculate the AUC of our solution based on training data.
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First, we apply Algorithm 4 on Ctrain to choose a set of users S. Then for each
cascade c ∈ Ctrain, according to burstiness evaluating function f , calculate the
burstiness score of the sub-cascade cS, i.e. f(cS) = maxt{f(cS(t))}. Based on
these burstiness scores {f(cS)} and the training labels {F0(c)}, calculate the
AUC. If AUC = 1, it means there is a threshold δ1 splits Ctrain perfectly with
true positive rate 1 and false positive rate 0. In other words, if AUC=1, then
S is a solution of Problem 5.2.














Figure 5.10: Varying budget m, AUC of LP solution on training cascades.
Figure 5.10 presents the AUC of our solutions for different datasets. (Notice
that Figure 5.10 is based on training datasets, while Figures 5.7 and 5.8 are
based on testing datasets.) For most cases, when m ≥ 2000, the AUC value is
close to 1 (i.e. above 0.9). And for several cases, take Weibo-Hashtag dataset
for instance, the AUC value is exactly 1 when m ≥ 3000. It shows that our
solution is close to the optimal one.
5.4.3 Efficiency
We run the experiment on a 64-bit addressing Intel Xeon 3.06 GHz machine.
We compare the run time of our proposed sub-gradient method with sim-
plex method, interior-point method as well as CELF. We implement our pro-
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posed sub-gradient method in Matlab. For simplex method and interior-point
method, we simply call the function linprog in Matlab’s optimization toolbox.
We also implemented CELF in C++. For all above methods, a step of loading
data is required. For CELF, we need to scan all the cascades to build the in-
verted index. For our LP solution, we need to scan all the cascades to identify
the bursty cascades and then construct the burstiness score vector Yc. Here
the loading time is not included in the run time. It takes hours for CELF to
select 1000 sensors and nearly one day to select 5000 sensors from millions of
cascades. As its run time is not at the same scale as other methods, here we































































































Figure 5.11: Run time of Simplex Method, Interior-Point Method and Sub-
Gradient Method.
Figure 5.11 presents the 10-times average run time of simplex method,
interior-point method and sub-gradient method on different datasets. We
can see that our proposed sub-gradient method is more efficient than simplex
method and interior-point method. Moreover, the run time of sub-gradient
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Table 5.4: Jaccard coefficients of the selected users from different methods.
CELF CELF* In-Deg Out-Deg Random
LP 0.1062 0.1050 0.0241 0.0246 0.0055
CELF - 0.1947 0.0368 0.0352 0.0060
CELF* - - 0.0390 0.0368 0.0055
In-Deg - - - 0.3587 0.0055
Out-Deg - - - - 0.0101
method is steady when m varies. In contrast, the run time of other two meth-
ods changes significantly for different m.
5.4.4 Comparison of the Selected Users
In this subsection, we examine how the methods select users differently. Table
5.4 presents the Jaccard coefficients of the selected 1000 Twitter users from dif-
ferent methods on Twitter-Hashtag cascades. It shows that different methods
select users quite differently. For example, comparing LP with other methods,
the largest Jaccard coefficient value (between CELF and LP) is 0.1062, which
is pretty low. Furthermore, we study the following characteristics of these
selected users:
• User activities: (I) how many tweets a user generates and (II) the retweet
ratio, i.e. the ratio of the number of retweets of a user to the total number
of tweets of a user.
• Immediate network: (I) the in-degree (i.e. number of friends), and (II)
the out-degree (i.e. number of followers).
• Account type: we manually check whether the account is a verified news
media or not.
Table 5.5 presents the statistics of the selected users from different methods.
We can see that the users selected by LP generate more tweets and have higher
retweet ratio than the users selected by other methods. It is interesting because
we do not explicitly model the activeness of users in LP. It also can be observed
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Table 5.5: Statistics of the selected users from different methods.
LP CELF CELF* In-Deg Out-Deg Random
Median of number of tweets 4747.0 4549.5 3420.5 472.5 486.0 177.5
Median of retweet ratio 0.2526 0.1863 0.1887 0.1041 0.0774 0.0903
Median of number of friends 282.0 326.0 297.5 1044.0 622.0 149.0
Median of number of followers 256.0 333.0 311.0 778.5 1607.0 126.0
Number of news media 6 1 5 2 18 0
that LP selects more news media accounts than other methods, except for
Out-Degree. These selected accounts include “ChannelNewsAsia”, “STcom”,
“TODAYonline”, which are the most influential news media in Singapore.
For the purpose of demonstration, we pick a cascade of #hougangbyelec-
tion, which is the most popular bursty hashtags in our data set (in terms of the
number of relevant tweets). This hashtag is about a local by-election in Singa-
pore. Around 22:30 at that day the election result came out, and it triggered a
surge of relevant tweets within a short period of time. Figure 5.12 presents the
cascade size, the arrival rate (i.e. the number of relevant tweets per minute)
and the acceleration (with smoothing window ∆T1 = 30 mins, ∆T2 = 60 mins)
of this cascade, as well as the sub-cascades observed from the users selected
by different methods. Both arrival rate and acceleration reflect the burstiness
of a cascade. Although different methods select the same number of users, we
can see that, for both cases, the peaks of LP in Figure 5.12 (second row) are
higher than others’ to a large extent.
5.5 Limitation
It is a common way to look at the past to predict the future. In this work,
we follow this way, i.e. choose a budgeted set of users according to previous
data (or training data) with the hope that we can detect most bursty cascades
from these users on future data (or test data). If the characteristic of data is
consistent over time, it will not be a problem. However, if the characteristic of
data suddenly changes, there will be a gap between the training data and test
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Figure 5.12: The cascade size, arrival rate and acceleration of the sub-cascades
from users selected by different methods.
data, which may make our algorithm fail. For example, a user may close her
account for some reason after actively sharing information in microblogs. In
this case, our algorithm may fail because it would choose this user as a social
sensor for future social monitoring. In order to cope with this limitation, it
is suggested to select users regularly based on new data, which reflects the
change of the data characteristic.
Besides, another limitation of our current work is that only two burstiness
evaluating functions are explored. We plan to test more burstiness evaluating
functions in the future.
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5.6 Summary
In this chapter, we propose a general sensor selection problem for different
burst detection approaches. In general, sensor selection problem is NP-hard.
Especially for the large social networks with millions of users, existing greedy
methods are hardly scale to such size. After formulating this problem as a
constraint satisfaction problem, we transform it into an LP (Linear Program-
ming) problem which has only few constraints. Furthermore, we develop a
sub-gradient algorithm to solve the LP problem, which makes it possible for
our solution to scale up to large social networks. Compared with existing





In the following paragraphs, we would like to summarize milestone accom-
plishments in this dissertation. Our research is motivated by the emergence
of microblogging services such as Twitter and Sina Weibo. Beyond traditional
channels such as newspaper and television, these social platforms provide us
more timely information sources. We start our study with the following re-
search questions:
1. Can we leverage microblogging services for automated bursty topic de-
tection in real-time?
2. How to select a budgeted set of social network sensors to form the data
stream for bursty cascade detection without compromising the detection
performance?
3. How many users will a cascade eventually reach in microblogs? Or will
it go viral?
Chapter 3 provides an answer for the first question. We propose TopicSketch
a framework for real-time detection of bursty topics from Twitter. Due to the
huge volume of tweet stream, existing topic models can hardly scale to data of
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such sizes for real-time topic modeling tasks. We develop a “sketch of topic”,
which provides a “snapshot” of the current tweet stream and can be updated
efficiently. Once burst detection is triggered, bursty topics can be inferred from
the sketch efficiently. Compared with existing event detection system, from a
different perspective — the “accelerations of topics”, our solution can detect
bursty topics in real-time, and present them in finer-granularity.
To answer the second question, in Chapter 5 we propose a general sensor
selection problem for different burst detection approaches. In general, sensor
selection problem is NP-hard. Especially for the large social networks with
millions of users, existing greedy methods are hardly scale to such size. After
formulating this problem as a constraint satisfaction problem, we transform
it into an LP (Linear Programming) problem which has only few constraints.
Furthermore, we develop a sub-gradient algorithm to solve the LP problem,
which makes it possible for our solution to scale up to large social networks.
Compared with existing solutions, our solution can find better set of sensors
for burst detection.
We provide an answer for the last question in Chapter 4 by using a general
time-aware cascade model to describe the dynamic process of growing cascades
in social networks over time. Based on this general model, a concrete model
TCM-LH is designed for the retweeting cascades in Twitter. Our experiment
results show our proposed TCM-LH fits the real cascade data better than
other baselines in terms of model fitting. More importantly, we empirically
show that our proposed TCM-LH could help to improve the performance of
virality prediction.
6.2 Future Work




In this dissertation, we leverage microblogging services for early detection
of bursty topics from a pure on-line perspective. Particularly, we detect bursty
topics from tweets generated by all the on-line accounts in cyberspace. When
we were concluding this dissertation, we realized that, what behind all these
on-line accounts are millions or even billions of off-line live users in the real
world, which drive all the real-life business applications. This means that much
more value could be brought out if we “embrace” the off-line users in the real
world with the on-line discovery in cyberspace. Our previous work [95] has
taken the first step — identifying a users off-line real-life social community
from examining its on-line social network structure. Such works which bridge
the on-line cyberspace and off-line real world are important. For example, a
common way to measure the impact of a certain bursty topic is counting the
total number of relevant tweets, which can be easily abused. Because off-line
social ties are stronger than on-line ones, with the knowledge of off-line social
network, we can design a more sophisticated way to evaluate the impact of
this bursty topic by considering users’ off-line neighborhood.
Besides, we would also like to build a user preference-aware model to en-
hance our current time-aware model for better prediction performance. In our
current model, for each particular cascade, every user in the social network
share the same hazard function. However, in real life, different users have dif-
ferent behavior patterns – some users may be more active while other users may
be more likely to consume information rather than to share information. More
importantly, different users have different preferences. For example, driven by
their own interests, some users may be more likely to share information about
football while other users may share more tweets about fashion. Therefore, we
expect that, in consideration of user preference, the prediction performance of




In Chapter 3, we played a “acceleration” trick to preserve the information of
bursty topics but filter out the others. In this section, we briefly introduce the
concept of “acceleration”, and the related concept “velocity” in the context of
stream data, and more important, how we estimate them in a framework of
convolutional smoothing.
Consider a sequence of items {Xi}i∈I , where I is the set of index. Each
item Xi can be arbitrary non-negative real value, e.g. the frequency of a word
in a tweet. ti is the corresponding timestamp. Note here the timestamp ti is
continuous, rather than discrete time unit. For simplicity’s sake, we use {Xi}
instead of {Xi}i∈I .





which is the accumulation of Xi by time t. Following the mathematical def-
initions of “velocity” v(t) and “acceleration” a(t), which are the first order
derivative and second order derivative of s(t) respectively, we have v(t) = s′(t),
a(t) = s′′(t) = v′(t).
As s(t) is a step function, directly taking derivative of s(t) just gets several
spikes along the timeline. We consider the following convolution as a smoothing
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operation on s(t).




where ∗ is convolution operation, and g1 is a smoothing function, which satisfies∫∞
0
g1(τ)dτ = 1. We estimate v as
v̂ = (s ∗ g1)′ = s′ ∗ g1 (A.1)
In the same way, to smooth v̂(t), we take another convolution operation on
v̂(t) as following.




where g2 is another smoothing function. We estimate a as
â = (v̂ ∗ g2)′ = ((s′ ∗ g1) ∗ g2)′ = (s′ ∗ (g1 ∗ g2))′
= s′ ∗ (g1 ∗ g2)′
(A.2)




Xi · δ(t− ti)
where δ() is the Dirac delta function. As δ ∗ g = g, we estimate the velocity
v(t) and the acceleration a(t) as follows.
v̂(t) = s′ ∗ g1 =
∑
ti≤t
Xi · g1(t− ti) (A.3)
â(t) = s′ ∗ (g1 ∗ g2)′ = s′ ∗ g0 =
∑
ti≤t
Xi · g0(t− ti) (A.4)
where g0 = (g1 ∗ g2)′.
In this work, as shown in Equation A.4, we treat the acceleration on an
item stream {Xi} at time t as a weighted sum of {Xi}, where the function
g0 = (g1 ∗ g2)′ defines the weights. In general, we denote At({Xi}) = â(t) in
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Equation A.4 as a linear operation on stream {Xi} based on some smoothing
function.
For instance, in this framework, when set g1(t) = I(0 ≤ t < ∆T )/∆T ,
where I(·) is the indicator function, according to Equation A.3, we get the
continuous version of Moving Average (MA) as the velocity. When set g1(t) =
exp(−t/∆T1)/∆T1, g2(t) = exp(−t/∆T2)/∆T2 (where ∆T1 6= ∆T2), from
Equation A.3 and A.4, we can derive Equation 3.1 in Section 3.2.1.
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Infer Topics from Sktech
The tool we use to infer topics from sketch is tensor decomposition [5]. Con-











ak · φk ⊗ φk ⊗ φk
where ak ∈ R, φk ∈ RN ,
∑N
w=1 φk,w = 1. And assume that ak 6= 0 and {φk}Kk=1
are linear independent. Note that here ak can be negative, which is weaker




ak · φkφ>k 〈η, φk〉
where η ∈ RN , is a random vector.
First rank(M2) = K. Short proof here. For any x ∈ RN , if M2x =∑K
k=1 ak · 〈x, φk〉φk = 0, as {φk}Kk=1 are linear independent, ak · 〈x, φk〉 = 0,
ak 6= 0, so for all the k, 〈x, φk〉 = 0. It means the null space of M2, Null(M2) =
span({φk}Kk=1)⊥, where span({φk}Kk=1)⊥ is the orthogonal complement of the
span({φk}Kk=1). So the dimension of Null(M2), nullity(M2) = N − K. So
rank(M2) = N − nullity(M2) = K.
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As M2 is a real symmetric matrix, and rank(M2) = K, so that M2 has k
nonzero real eigenvalues {λk}Kk=1, and M2 =
∑K
k=1 λk ·uku>k , where {uk}Kk=1 are
corresponding eigenvectors, and they are orthonormal. It is easy to show that
















ak · (W>φk)(W>φk)> = IK×K
It implies for any k1 6= k2, (W>φk1)>(W>φk2) = 0, and (W>φk)>(W>φk) =
a−1k .











ak · 〈η, φk〉(W>φk)(W>φk)>(W>φk)
= 〈η, φk〉(W>φk)
Under the strict condition of distinction, i.e. for any k1 6= k2, 〈η, φk1〉 6=
〈η, φk2〉, T3 has different eigenvalues {〈η, φk〉}Kk=1 and corresponding eigenvec-
tors {W>φk}Kk=1. Denote the generalized eigenvectors of T3 as {vk}Kk=1, so
vk = ckW
>φk, where ck is some complex number.
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Reconstruction
As span({φk}Kk=1) = span({uk}Kk=1), φk ∈ span({uk}Kk=1), it means exists some
bk ∈ RK such that φk = Wbk. So vk = ckW>φk = ckW>Wbk, ckbk =
(W>W )−1vk, ckφk = ckWbk = W (W




w=1 φk,w = 1, ck =
∑N
w=1 ṽk, i.e. ck = 1
>
NW (W












For the sensor selection problem (or sensor placement problem) in networks,
greedy algorithm is a common solution. As long as a monotone submodular ob-
jective function can be constructed, the error bound 1−1/e is guaranteed [81].
However, it is not easy to construct such a monotone submodular objective
function for burst detection.
Here we consider a very simple classifier F0 = 〈f, δ0〉, where f = |c| and
δ0 = 2. It means, if a cascade is observed twice, it will be detected as a burst.






where tS,c is burst detection time, i.e. the second minimum of {tu}u∈S∧〈u,tu〉∈c.
According to [81], for a finite set S, a submodular function is a set function
π : 2U → R, which satisfies the following definition: for every S ⊆ U and
v1, v2 ∈ U \S we have that π(S ∪{v1}) +π(S ∪{v2}) ≥ π(S ∪{v1, v2}) +π(S).
Here we show that the above π(S) in Equation C.1 is not a submodu-
lar function by providing a counterexample. Assume u1, u2, v1, v2 join c at
tu1 , tu2 , tv1 , tv2 respectively, and u1, u2 ∈ S, v1, v2 /∈ S. Without loss of gener-
ality, assume tu1 = tu2 < others, which means detection time tS,c = tu1 = tu2 .
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Suppose tv1 < tv2 < tu1 = tu2 . So π(S) =
1
1+tu2
,π(S ∪ {v1}) = 11+tu1 ,
π(S ∪{v2}) = 11+tu1 , π(S ∪{v1, v2}) =
1
1+tv2
. Therefore, we have π(S ∪{v1}) +





In Chapter 4 we use hazard function in survival analysis [68] to model time in
cascade. Here we first briefly introduce the basic concepts of survival analysis,
then give the formal definition of hazard function.
Survival analysis focuses on time-to-event data, especially the survival time
until an event of failure. While typical examples of events of interest are
biological death and the failure in mechanical systems [49], survival analysis is
in fact generic and can be applied to model any time-to-event data.
Consider as a random variable T the time when an event of interest (e.g.,
when a Twitter user retweets one particular tweet) happens . The probability
that the event happens before a certain time t is P (T ≤ t) = F (t), which is the
cumulative distribution function (CDF). Without loss of generality, suppose
F (0) = 0. The probability density function (PDF) f(t) is defined as the
derivate of F (t), i.e. f(t) = dF (t)
dt
.
When processing time-to-event data, given that the event has not happened
by time t, the probability that this event happens in the next time slice (t, t+dt]
is usually of great interest, i.e., P (t < T ≤ t + dt|T > t). For example, when
we observe a Twitter user has not retweeted one particular tweet by time t,
it is highly critical to estimate the probability this Twitter user retweets it in
the next time slice (t, t+ dt). The hazard function (or hazard rate) [68] is
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1− F (t) .
The hazard function h(t) reflects the chance that the event happens immedi-








1−F (u)du = −log(1 − F (u))|t0 = −log(1 − F (t)). It re-
veals the essential relationship between the cumulative distribution function
F (t) and the cumulative hazard function H(t) in the following equation
F (t) = 1− e−H(t).
In practice, it is usually impossible to know the exact formula of CDF
F (t). However, by studying the hazard rate, we can design the formula of
hazard function h(t) or cumulative hazard function H(t), and further derive
the formula of F (t) to approximate the real distribution. One example is
simply to set H(t) as a linear term, i.e. H(t) = t
λ
. Its corresponding CDF
is F (t) = 1 − e− tλ , which is in fact the exponential distribution with mean
λ. Another slightly complicated example is H(t) = ( t
α
)β. Its corresponding
CDF is F (t) = 1 − e−( tα )β , which is simply the Weibull distribution [92, 72]
with scale parameter α and shape parameter β. It turns out that the different
choices of hazard functions lead to different probability models. In this work,
our job is to construct the proper hazard function to approximate the real
cascade development in social network.
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