Abstract. Feigin-Stoyanovsky's type subspaces for affine Lie algebras of type C
Introduction
Principal subspaces were introduced by B. Feigin and A. Stoyanovsky in 1994 . who have recovered Rogers-Ramanujan and Gordon identities by computing character formulas for these spaces. Furthermore, from bases of these subspaces they have constructed bases of whole standard modules consisting of semiinfinite monomials (see [FS] ).
Let us briefly recall this construction of basis. Letĝ =ŝl 2 (C) be an affine Lie algebra with basis e(n), h(n), f (n); n ∈ Z, and a central element c, and let V = L(Λ 0 ) be the basic module forĝ, with a highest weight vector v 0 = v Λ0 . Consider a commutative subalgebran = e(n) . Define the principal subspace of V by W = W (Λ 0 ) = U (n)v 0 . For a monomial e(n t ) · · · e(n 1 ) say that it satisfies difference condition (DC, for short) if n s+1 ≤ n s − 2, 1 ≤ s < t. Furthermore, a monomial e(n t ) · · · e(n 1 ) satisfies initial condition (IC, for short) if n s < 0, 1 ≤ s ≤ t. Then the set {e(n t ) · · · e(n 1 )v 0 | satisfies DC and IC} is a basis of W . Set v i = T i v 0 , W i = T i W 0 = U (n)v i , where T n , n ∈ Z are translations from the affine Weyl group ofĝ. Then (1) · · · ⊂ W 1 ⊂ W 0 ⊂ W −1 ⊂ W −2 ⊂ . . . , V = W n , and v 0 = e(1)v −1 = e(1)e(3)v −2 = e(1)e(3)e(5)v −3 = . . . Basis of W i consists of monomial vectors satisfying difference condition and a shifted initial condition: n s < −2i. The sequence of inclusions (1) is described by e(n t ) · · · e(n 1 )v −i = e(n t ) · · · e(n 1 )e(2i + 1)v −i−1 = e(n t ) · · · e(n 1 )e(2i + 1)e(2i + 3)v −i−2 .
If we now take "the limit to ∞" we obtain
We say that a semi-infinite monomial e(n 1 )e(n 2 ) · · · stabilizes if from some point on, degrees of successive factors are successive odd numbers. Then the set {e(n 1 )e(n 2 ) · · · v −∞ | satisfies DC and stabilizes} is a basis of V .
Similar in spirit to the notion of principal subspaces, Feigin-Stoyanovsky's type subspaces were introduced by M. Primc who has found bases of these subspaces, and in a similar fashion constructed from them bases of whole standard modules. In [P1] this was done forg of type A ℓ , for all standard modules and a particular choice of Feigin-Stoyanovsky's type subspaces, and was carried further in [P2] for all classical Lie algebras and all possible choices of Feigin-Stoyanovsky's type subspaces, but only for basic modules, and in [P3] forg of type B
(1) 2 , for all standard modules. In [T1] and [T2] we have constructed bases forg of type A (1) ℓ , for all standard modules and all possible choices of Feigin-Stoyanovsky's type subspaces.
Forg of type C
(1) ℓ , a nice combinatorial description of bases of Feigin-Stoyanovsky's type subspaces was given in [BPT] . In this paper, we use the description of bases from [BPT] to obtain bases of whole standard modules consisting of semi-infinite monomials.
Affine Lie algebra C
(1) ℓ Let g be a complex simple Lie algebra of type C ℓ . Let h be a Cartan subalgebra of g and g = h + g α a root decomposition of g. Let
be the corresponding root system realized in R ℓ with the canonical basis ǫ 1 , . . . , ǫ ℓ . Fix simple roots
and let g = n − +h+n + be the corresponding triangular decomposition. Let θ = 2α 1 +· · ·+2α ℓ−1 +α ℓ = 2ǫ 1 be the maximal root and ω r = ǫ 1 + · · · + ǫ r , r = 1, . . . , ℓ fundamental weights (cf. [H] ). Fix root vectors x α ∈ g α and denote by α ∨ ∈ h dual roots. We identify h and h * via the Killing form , normalized in such a way that θ, θ = 2.
Denote byg the affine Lie algebra of type C
(1) ℓ associated to g,
with the canonical central element c and the degree element d (cf. [K] ). It has a triangular decompositioñ g =ñ − +h +ñ + ,
. Denote by Λ 0 , . . . , Λ ℓ fundamental weights ofg.
For x ∈ g and n ∈ Z denote by x(n) = x ⊗ t n and x(z) = n∈Z x(n)z −n−1 , where z is a formal variable.
Feigin-Stoyanovsky's type subspaces
Fix the minuscule weight ω = ω ℓ = ǫ 1 + · · · + ǫ ℓ ∈ h * ; then ω, α ∈ {−1, 0, 1} for all α ∈ R and define the set of colors
The set of colors can be pictured as a triangle with rows and columns ranging from 1 to ℓ (see figure 1, (a)); color (ij) lies in the i-th column, and the j-th row of the triangle.
This gives a Z-gradation ofg; let
The subalgebrag 1 is commutative, and g 0 acts ong 1 by adjoint action. Let L(Λ) be a standardg-module with the highest weight
. . , ℓ, and fix a highest weight vector v Λ . Denote by k = Λ(c) the level ofg-module
Before giving a description of bases of W (Λ), we introduce a linear order on monomials from U (g 1 ). Define a linear order on Γ:
Unless otherwise specified, we assume that variables in monomials are sorted descendingly from right to left. Define the order on the set of monomials as a lexicographic order -compare variables from right to left (from the greatest to the lowest one).
Order < is compatible with multiplication (see [P1] , [T1] ):
We say that a monomial
This means that colors of factors of x(π) of each degree lie on diagonal paths in Γ, and a diagonal path of (−n − 1)-part lies below i t -th row, where i t is the column of the smallest color of the (−n)-part; see figure 1, (a). Alternatively; below the triangle Γ we can glue a transposed copy of Γ, with rows and columns interchanged, and represent the (−n)-part in the upper triangle and (−n − 1)-part in the lower, transposed triangle. In this case, if a monomial satisfies difference conditions, then its (−n − 1)-path lies on the right (and below) of the (-n) path, in the copy of Γ τ (see figure 1, (b))). If we continue this gluing and transposing procedure, we can represent a monomial satisfying difference conditions by a diagonal path in a diagonal strip of copies of Γ and Γ τ (see figure 2) . A monomial x(π) satisfies initial conditions for W (Λ r ) if it does not contain x ij (−1), i ≤ j ≤ r, as a factor. This means that the (−1)-path of x(π) lies bellow the r-th row (see figure 2) .
Note that initial conditions can be interpreted in terms of difference conditions: x(π) satisfies difference and initial conditions for W (Λ r ) if and only if a monomial x(π ′ ) = x(π)x 1r (0) satisfies difference conditions.
In the level k > 1 case, for Λ = Λ r1 + · · ·+ Λ r k we embed L(Λ) in a tensor product of standard modules of level 1
with highest weight vector
In this case, a monomial x(π) satisfies difference and initial conditions for W (Λ) if there exists a factorization
) satisfies difference and initial conditions for W (Λ rt ). 
Bases of standard modules
For a root α ∈ R, let x α , x −α be chosen such that [x α , x −α ] = −α ∨ . Define a "Weyl group translation" operator (cf. [K] , [FK] )
on L(Λ). The following commutation relations hold
for h ∈ h, β ∈ R, n ∈ Z. Set e = α∈Γ e α .
The following proposition was proven by Primc in the case of A ℓ (cf. [P1] , Theorem 8.2; [P2] , Proposition 5.2) and in the case of B 2 ([P3], Proposition 8.2), and it carries over into this case without significant changes:
The main element of the proof is a generalization of Frenkel-Kac vertex operator formula (cf. [FK] , [F] , [LP] , [P1] , [P2] , [P3] ) forŝl 2 (α) generated by x α (n), x −α (n), α ∨ (n); n ∈ Z, and a canonical central element c α = 2c/ α, α ,
Note that for a standard module L(Λ) of level k, the restriction toŝl 2 (α) is of level 2k for α a short root, and of level k for α a long root.
Basic module L(Λ 0 ) is a vertex operator algebra, and L(Λ 1 ), . . . , L(Λ ℓ ) are modules for this algebra (cf. [LL] ). In that setting, operator e can be described in terms of simple current operators. Let
− − → L(Λ i ) be simple current operators on level 1 standard modules, such that the commutation relation
holds (cf. [DLM] and [Ga] , also see Remark 5.1 in [P3] ). Then
for γ ∈ Γ. Denote by x(π ± ) a monomial obtained by raising/decreasing degrees in x(π) by 1. By x(π ±m ) denote a monomial obtained by raising/decreasing degrees in x(π) by m. Then
Like in [P3] ,
, for some C = 0.
Proof: Note that
Relations (4)- (7) and (8) give ex ±γ (j)e −1 = x ±γ (j ± 2ℓ) and
−2ℓ commutes with the action ofg on L(Λ), it must be equal to a scalar.
Following [FS] , define extremal vectors
and the corresponding shifted Feigin-Stoyanovsky's type subspaces
basis of W −2m can be obtained by taking bases of W and shifting degrees of monomials. We say that x(π) satisfies initial conditions IC 2m for W (Λ) if x(π +2m ) satisfies initial conditions, and that is if and only if it doesn't contain elements of degree greater than 2m and elements of degree 2m − 1 satisfy additional conditions corresponding to initial conditions for elements of degree −1 in x(π).
Proposition 5. The set
is a basis for W −2m .
We now describe the sequence of embeddings (9) of shifted Feigin-Stoyanovsky's type subspaces W −2m . For a level 1 standard module L(Λ r ) define x(ν r ) = x ℓ−r,ℓ (−1) · · · x 2,r+2 (−1)x 1,r+1 (−1).
Define also x(µ r ) = x(ν − ℓ−r )x(ν r ) (see figure 3) . In order to describe the action of x(ν r ) and x(µ r ) on the highest weight vector v Λr , we recall a few technical facts from [BPT] . Let V r = U (g 0 )v Λr ⊂ L(Λ r ) be a g 0 -submodule "at the top" of L(Λ r ). Then V r = r C ℓ , for r = 0, . . . , ℓ, where C ℓ is the vector representation for g 0 (cf. [H] ). If e 1 , . . . , e ℓ is a basis for C ℓ , then a basis for V r consists of vectors v p1...pr = e p1 ∧ · · · ∧ e pr for 1 ≤ p 1 < · · · < p i ≤ ℓ. Moreover,
The following result is from [BPT] (cf. Lemmas 8, 9 and 12, Proposition 14 and Remark 3 in [BPT] )
(ii) If there is an index occuring more than twice in the sequence i 1 , . . . , i m , j 1 , . . . , j m , s 1 , . . . , s ℓ−m , then
is the maximal monomial consisting of factors of degree greater than −1 that acts nontrivially on v Λr and
(ii) x(µ r ) is the maximal monomial with factors of degree greater than −2 that acts nontrivially on v Λr and
(iii) A monomial x(π) satisfies difference and initial conditions for W (Λ r ) if and only if x(π)x(µ +2 r ) satisfies DC.
Proof: For (i), first note that proposition 6, (iii), and (??) immediately give
is greater than x(ν r ). Then there exists 1 ≤ t ≤ n such that i s = s, j s = r + s, for s < t, and either t = ℓ − r + 1, or i t = t − 1, or i t = t, r < j t < r + t. In the first case
In the second case x(π)v Λr = 0 by Proposition 6, (ii). In the third case x(π)v Λr = 0 by Proposition 6, (i). Claim (ii) is a direct consequence of (i). For claim (iii), note that x(µ +2 r ) = x r1 (0) · · · ; the claim follows from a remark given below the definition of initial conditions.
For a higher level module L(Λ), Λ = Λ r1 + · · · + Λ r k , with highest weight
Then Proposition 7 and (2) give
where C, C 1 , . . . , C ℓ = 0.
Note that, up to a scalar, , resp., are equal. We proceed inductively and obtain a chain of inclusions (11) B 0 ⊂ B −2 ⊂ B −4 ⊂ · · · ⊂ B −2m ⊂ · · · .
Now take "the limit m → ∞", i.e. take inductive limit of the sequence (11), to obtain a basis of the whole L(Λ). . We say that a semi-infinite monomial x(π) has a periodic tail, or that it stabilizes, if from some point on it consists of successive shifts of x(µ Λ ), 
(1) 
