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PREFACE 
The students are expected to have had algebra, 
trigonometry and analytic g e ometry before using this out-
1 ne. Each paragraph must be mastered before pr~eeding 
to the next paragraph . The student will have to be 
guided by the teacher with additional drill and 
amplification of parts less c lear to the student . 
Part I contains definitions and examples for 
Cartesian cross product, function, range, domain , and 
mapping , i nto , onto , and one -to-one . This is followed 
by a discussion o f sequences and discontinuous and contin-
uous functions . 
Part II is on the derivative itself. The definition 
is r iven and some of the deri vatives a r e shown of the 
more common functions. Both graphical and physical 
interpretations of the first derivative are given. This 
paper also contains an informal proof of Rolle's Theorem 
and a formal proof of the Theorem of the Mean . 
I would like to acknowledge the help received from 
Dr . Bernard J . Derwort, Ph . D. , who was my adviser for 
this paper . 
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PART I 
FUNCTIONS, SEQUENCES , 
AND 
CONTINUITY 
CHAPTER I 
INTRODUCTION TO FUNCTIONS 
Introduction . --In order to understand what is meant 
by the first derivative it is best to first develope a 
concept of Functions and limits . 
Cartesian Cross Product . - - Consider two sets X and Y. 
The Carte~ian cross product of these two sets is defined 
to be X x Y = {(x,y) : x ~ x and y e: Y } a i.e. a set of 
ordered pairs x and y such that x is an element of the 
set X and y is an element of the set Y. b 1 
Example : Let X = {a,b,c,d} and Y = { e , f , g } , then 
X x Y = { (a, e ), (a,f), (a,g), (b,e), (b , f), (b,g), (c,e), 
(c,f), (c , g), (d,e), (d,f), (d,g) } • If X ha.s m elements 
and Y has n elements then X x Y has m•n elements . If X 
were to have three elements and Y were to have two, then 
X x Y would have six elements . (a , e) is one element of 
X x Y. How many elements does X x Y have? How many does 
X hav e and how many does Y hav e? 
a .[ } means "a collection or set" and its members 
or elements are without order or specified arrangement . 
( ) means nan ordered collection' and its members have a 
specified arrangement. : means 'such that" . 
b E: means "is an element of" . 
2 
3 
Exercises: 
1. Find the Cartesian cross product of the 
following sets: 
a.) X = [1,3,5,7} 
b . ) X = { i:-,o,x } 
y = [ 2,4,6) 
y = {?,:,; } 
2 . How many elements do each of thes e Cartesian 
cross products have ? 
a . ) X = {1,3,5,7, •.• ,21} Y = [ a , b,c, ••• ,z} 
b.) X = {The members of your ma th class. } 
Y = { The math text books assigned to 
these students .} 
Definition of Function.--A correspondence f between 
X and Y is said to be a fun c tion of X to Y if f is a subset 
of X x Y such that that no two distinct pairs have the same 
first coordinate. If the ordered pair (x,y) is an element 
of a corresp ondence f and (x,z) is also an element off, 
then y equals z . 2 
Example: A= { x , y,z} and B = { s,t,u} then if x 
corresponds to t, y corresponds to s , and z corresponds 
to u, one would have defined a functi on of A to B. But 
if x corresponds to s and x also corresponds to t, with 
y to u, and z to u, then t h i s is not a function because 
x corresponds to more than one element of B. Let the 
symbol " --+ " stand for the words "corresponds to" . If 
x _,. s, y -+ u, and z ~ u then this is a function . 
4 
Domain .--The domain of f is a subset of X consist-
ing of the first coordinates of all ordered pairs (x,y) 
which are elements off. If x is an element of the 
domain, then (x,y) is an element off for some y in Y.3 
Example: A = [ a,b , c,d} , B = {1,2,3 / , a _. 1, 
b ---+ 2, c ~ 2, d-.3, { (a,l), (b,2), (c , 2), (d,3) } c 
AXB and every first element is distinct . a Then a, b, c, 
and d are elements of the domain . In the last function of 
the prev ous example x, y, and z are each elements of the 
domain . If in this present example the correspondence 
b --+ 2 were deleted the resultant relation is still a 
function with the domain equal to [ a, c, d } • 
Range .--The range of f is a subset of Y consisting 
of the second coordinates of all ( x, y) C f. If y is an 
element in the range, then (x,y) is an element of f for 
some x in X. It is possible for the range to be all or 
just part of Y as can be noted in previous examples . 4 
See Fig. 1 . 
Exercises: 
1 . In part a of both exercises 1 and 2 in the 
previous set of exercises show a functional 
relationship between X and Y. Let X be the 
domain . 
arr ACB then every element of A is also in B and this 
is read "A is a subset of B11 • If the converse were also true , 
i . e . B~A, then every element of B would also be an element 
of A anc we would have A = B . 
5 
~s. i. 
6 
2. Are the following relationships true functions? 
a. ) X = [ a,b,c } Y = {x,y,z} 
f = {(a,x), (b,z), (b,y), ( c ,x)} 
b.) X = { reals } Y = {reals } 
f = { (x,y): X E:. X, y £... Y, x-y=o} 
This is read~ is the set of all ordered pairs 
x and y such that x is an element of X, y is 
ll 
an element of Y and x minus y equals zero. 
c .) X = -[ reals } Y = [reals ~ 0 
f;:; [ (x,y): XE: X, y £. Y, x2-y = o} 
d.) x = ( reals 2: o} y = [reals} 
f = [ (x,y): x e: X , y E.. Y, x-y2 =OJ 
Mapping.--If the domain of f is X and the range 
of f is a subset of Y then f is a mapping of X into Y. 
If f is a function from X to Y such that the domain is X 
and the range is Y, then f is a mapping of X onto Y. If 
(x1, y) e: f and (x2 , y) E:..f and x1 is equal to x2 for all 
such cases , then f is a one-to-one mapping of X onto Y.5 
Every mapping is a function. 
Example: 
I• x = [ a,b,c} Y = [ d,e } 
f =[ (a, d), (a,e), (b,d), ( c,e)} 
g =[( a,d), (b,d), (c,d )} 
h = [( a,d), (b,e), ( c, e )} 
k ={( a,d), (b,e )} 
7 
1. f is not a function from X to Y. 
2. g, h, and k are functions from X to Y. 
3. The domain of both g and h is X, and the domain of k 
is { a,b } . 
4. g and h are mappings of X into Y, but k is not such a 
mapping. 
5. The range of g is { d } , while the range of both h and k 
is Y. 
6. h is a mapping of X onto Y. 
7. No mapping of X onto Y can be one-to-one but k is a 
one-to-one mapping of [ a,b } onto Y where {a,b } plays 
the role of X. 
8. The images under the functions g, h, and k are given 
II. 
by the following: 
g (a) = d 
h (a) = d 
k (a) = d 
X into Y 
a d 
b ~ e c ~ f 
Exercises: 
g (b) = d 
h (b) = e 
k (b) = e6 
X onto Y 
a ___.., d bf e 
c 
x 
g (c) = d 
h (c) = e 
one-to-one y 
a d 
b X e 
c f 
1 . Indicate whether these are functional relation-
ships. If they are functions, give the range 
and the domain. Indicate which functions are 
into, onto, or one-to-one . 
8 
a . ) [ (x,y) E:. R X R y2 = x } a 
b . ) {( x,y) E: R X R y = x2 } 
c.) [ ( x, y ) E: R X R . x = 2 } . 
d.) f( x,y) E:. R X R y = 4} 
e . ) [( x,y) e: RXR y > x } 
f . ) f ( x, y) E:. R X R y = 2x + l } 
g.) f (x,y) e: RXR x2 + y2 = l } 7 
aR means 11 real numbers". 
CHAPTER II 
SEQUENCES 
Let one consider the following : { 1 , 2,3,4, ••• } 
This is a sequence of numbers. This sequence can be 
repres ented as f an1 where an represents the n th 
• 
term of the sequence . In the above example an = n . Thus 
a 3 = 3. The sequence [o, 1/2, 2/3, 3/4, 4/5 , ••• } 
may be represented by [ an} where an = 1-1/n. If n 
were very large , an would approach what number? The 
seque_nce [ . 9 , . 99 , . 999 , ••• } approaches 1 as a limit . 
Bounded Sequences .--We note that n these examples, 
the sequences of numbers are bounded if every Lan i s 
less than some positive number M for all n . a 8 The sequence 
in the first example was not boun ded . It therefore could not 
have a limit. If the sequence is bounded above , then the 
sequence has an upper bound. An upper bound is any number 
M larger than or equal to an for all n . Similarly if the 
sequence is bounded below then the sequence has a lower 
bound . A lower bound is any number L smaller than or equal 
a 1x f means "absolute value of x 11 • That is , if x 
is positive then lx l is x , but i f x is negative then 
\ x l is - x . IOl=O. 
9 
10 
to an for all n. A bounded sequence must therefore have 
both an upper bound and a lower bound. The least upper 
bounds of the two examples wh eh have upper bounds are 
both 1, for l ? an for all n and anything less than 1 
would mean that there would be an an larger than that 
number. Hence 1 is the least upper bound. Likewise 0 
in both cases is a lower bound but only in the first 
example is it the greatest lower bound. 
Monotone Sequences . --A sequence is monotone if an+l ::=: Bn 
or an+l ~ an for every n.a If the former is true, 
then the sequence is monotone increasing (weak) or 
nondecreasing. If the latter is true, then the sequence 
is monotone decreasing (weak) or nonincreasing. If 
an + 1 > an then the sequence is monotone increasing 
(str ckly) and if an + 1 <.. an then the sequence is 
monotone decreasing (strickly) . 9 For convenience, let 
us say nondecreasing for weakly monotone increasing, 
nonincreasing for weakly monotone decreasing, monotone 
increasing for strickly monotone increasing and monotone 
decreasing for strickly monotone decreasing . 
If an infinite sequence is bounded and monotone 
then it must have a limit and the limit is either the 
greatest lower bound or the least upper bound . 
a > means ''greater than" , <.. means "less than" , 
~ means " greater than or equal to" and ~ means "less 
t h an or equal to" . 
11 
Theorems for Sequences.--Here is a list of some of 
the theorems for limits of sequences when the limits on 
the right exist . 
1 . lim ( an~ k) = lim an+ k 
2 . l i m (k an) = k lim an 
3 . lim an = lim an 
1r k 
4 . lim (an± bn) = lim am± lim bn 
5. lim (an bn ) = lim an lim bn 
6 . = lim an where lim bn -=F 0 
lim bn 
8. If an ~ O, then lim i°an 
9. lim l anl = l lim an l lO 
Example : an = 4n2 - Jn + 5 , find lim an 
n2 + 2n +l n~oo 
Examine the denominator to find the term with the 
highest power of n and divide both numerator and denominator 
by this term . 
an = 4n2 / n2 - 3n/n2 + 5/n2 = 4-3/n + 5/n2 
n2/n2 + 2n/n2 + 1/n2 1+2/n+ l/n2 
lim ~ = 4-0+0 = 4, by propeties 4 and 6. 
n -?D:J l+O+O 
By substituting various values of n into an one 
finds that the greatest lower bound is 1 1/2 and the 
least upper bound is 4,ie . a1 = 1 1/2 , a2 =1 2/3 a3 = 2 5/8 , 
a4 = 2 7/25, •• • • 
12 
Exercises : 
1 . Find the indicated term in each of the following 
sequences : 
a . ) { an} · when an = 1-1/n for n = 1, 3,5 
b . ) { an} when an = 2 - l/n-l/n2 for n = 2 , 4 
2 . What are the limits of the following sequences? 
a . ) lim f an} when an = n + n2 
n - oo n2 
b . ) lim f an} when an = n (a + l/n)2 - a 2 
n ~co 
c • ) lim [ anl when a:µ = n3 + 4n2 - 5n + 16 
n ~co n2 + 3n + 2 
d . ) -rn 
i +rn 
e • ) f lJ: n2 - 6n + ~ 
n 2 
- 5 
3 . In each of the preceding problems find the least 
upper bound and the greatest lower bound . 
4 . Tell whether the sequences are monotone increasing , 
monotone decreasing , nonincreasing or non-
decreasing . 
a . ) £ 1, 2, 3 , 4, 5, ... } 
b . ) f an } , an = l/n 
c . ) [ 1 , 2, 2, 3, 3, 3 , 4, 4, 4, 4, .. . ] 
d. ) [an] an = 4n-n2 , 
e . ) [~} an = 2n-n2 
13 
Formal Definition of Limit.--Let us try ~o formulate 
a definition of a limit. Let an be a sequence which has a 
limit. As n becomes very large subsequent an's ar e closer 
together, i.e. for every number £ >O , there is a positive 
inte..:._,ger N such that if m and n are larger than N, then 
' an - am \<€ •11 In most cases the larger the E: 
the smaller the m and n are likely to be. Also the farther 
apart m and n are the larger E: is likely to be . The 
converse of these s t atements are a l so true . 
Every convergent sequence has exactly one limit. 
If a is the limit of a sequence { an} , it is unique 
and there is some n for which I a-an l <. E:. for every E:. >0 . 12 
Here are some examples showing this relationship: 
1 . ) 8n = l/n , lim an= 0 , Let E: = . 1 
Now let us find an n which will satisfy the 
previous conditions . I o - l/nl < . 1 
Therefore n > 10. If E. = • 01, then n > 100 . 
2.) an= 1 l/n2 , lim an= 1 . Let ~ = . 1 
I 1 - 1 + l/n2 J <. . 1. Therefore n > fie. 
If E. = . Ol, then n > 10 . 
Exercises: Find an n which shows an closer to a than E:.. • 
1 . ) n + n2 = an, E = 1 
n2 2"5 
2.) {4n2 + 6n + 3 = an , € = . 1 
n2 
-5 
3.) rn = an , E: = . 001 
i +m 
14 
Limits of Functions .--One might think of a function 
as a type of sequence obeying the same basic rules as a 
sequence. It may be monotone, it may approach certain 
values at given points. For example let us investigate 
the function f (x) = x + 1 (a straight line) . Limits 
are found by approaching assigned values of x from 
either the left or the right . 
lim f ( x) = 2, 
x ~ 1 
lim f ( x) = 1, 
X --7 0 
lim f(x) = -2 
x ~ -3 
But f(l) = 2, f (0) = 1, f (-3) = -2, f (21) = 22 . 
These values were found by merely "plu~ng 1·1 ' values 
into the function . The latter is called the functional 
value . It is to be noted that they may not always be 
the same as the limit as we shall see later . 
Theorems for Functions . --Here is a list of rules 
concerning limits of a function when the limits on the 
right exists . Note the similarity to those of s equences . 
1 . lim [ f ( x) ± k J = lim f ( x·) ± k 
x~a 
2 . lim 
x -;. a 
x~ a 
k f (x) = k lim f (x) 
x~ a 
J. lim f (x) = 
x--a--k 
lim f (x) 
x~ a 
k 
4. lim 
x~ a 
( f ( x ) + g ( x ) ) = lim f ( x ) 
x __, a 
+ lim g (x) 
x ~ a 
5. lim f ( x) • g ( x) = [lim f ( x )l • [ lim g ( x) J 
x - a x -- a J . x ~ a 
15 
6 . lim f(x) = lim f(x) / lim g( x), if lim g( x )=/= 0 
x~ agri) x~ a x ~ a x ~ a 
7. lim f( x) .:;:::: lim g( x), if f(x) ~ g( x) 
x~ a x ---:!!> a 
8. i1m I r( x) I = 1 lim f( x) \ 
x~a X -? a 
9. lim -Y f( x) = ~ lim f( x) , if f(x) -::::- 013 
x~ a x ~ a 
Exercises: 
In this exercise all the limits are equal to their 
functional values . Find their functional values at the 
points indicated. 
1.) 
2.) 
f(x) = x2 2x + 1 for x = O, 2 , 4. 
3.) 
f(x) = x2 9 for x = O, 2, 4 
x + 3 
f(x) = x2 g(x) = 2x +l 
' a• ) f(x) + g(x) for x = o, 2, 
b.) f(x) • g(x) for x = o, 2, 
c • ) f(x)/ g(x) for x = o, 2, 
root) 
4. 4. 4 (use the principle 
CHAPTER III 
DISCONTINUITY AND CONTINUI1Y 
Discontinuous Functions, Examples of . --So far we 
have only seen examples of functions which have a limit 
at the points asked for, but let us investigate 
lim f(x), when f(x) = l/x . One can not divide by zero . 
x~o 
First try to divide by a very small positive number , say 
o+ .a The functional value is very large at this point . 
In fact the smaller o+ becomes the larger the functional 
value. The limit, therefore, does not exist at this point. 
One has approached 0 from the positive side . Likewise 
if 0 were approached from the left or the negative side , 0-, 
then the value would be very large and negative . In this 
case neither the functional value nor the limit is defined 
at O. 
Here is another example: f(x) = x2 - 9 
x-3 
This function looks like the line f(x) = x + 3 
when graphed except that at x = 3 the functional value 
does not exist. The value 0/0 is indeterminate, i . e . a 
unique number is not determined by it ; 0/0 = 1, 0/0 = 10 , 
a,,+" means a value slightly larger than the one shown 
and 11 - n means a value slightly smaller than the one shown . 
16 
17 
0/0 = 100, etc. Let x approach 3 from the positive side, 
i.e. (3+ -~) (3+ tJ_). Now 3+ -3 s non zero and may be 
3 -3 
divided into both the numerator and the denominator. 
Thus we now have 3+ +3 = 6+. The limit as x approaches 
3 through values greater than 3 is 6. If one approaches 
this value from the left the limit is 6. If the function 
existed at this point its value would be 6. In this case 
the limit exists at 3 but the functional value does not. 
Because of this break in the function at 3, the function 
is not continuous at this point. 
Here is another example: f(x) = { x, x~O 
1, x =- o 
Let us find the limit of this function at the point 
x = o. lim f(x) = O, 
x ~ o+ 
lim f( x) = Q . 
x ~ 0-
This tells us that the limit is O, but the functional 
value is 1, not O. Since these values do not co ncide, 
the function is not continuous at x = O. 
Here is a final example of a noncon tinuous function . 
f( x) = {x2, x > 0 
x + 2,x ~ O 
Let us find the limit of this function at the point x = o. 
lim f(x) 
x~ o+ 
= 0 but lim f(x) = 2. 
x~ O-
S nee the limit from the 
right is not equal to the lim t from the left the function 
is not continuous at x = 0 re ause the limit at x = O does 
not exist. Therefore the fun tional value, f(O) = 2, cannot 
equal the limit. 
18 
A Formal Definition of ontinuit .--A function is 
continuous at a point if for every E:. >O there is a o > O 
such that if Ix - x0 \<~ then \f(x) - f(x0 ) j< E. 
f(x) is said to be continuous at x 0 , if for every C 
larger than 0 there is a neig borhood around x0 such 
Then 
that for every x in that neig borhood /r(x) - f(x0 ) I .c::.. ~ 14 
This means that when x is wit in a neighborhood of 
x 0 , i . e. x0 - S<x < X0 -+ S , then f(x 0 ) - E<f(x) < f(x 0 ) + E.. • 
If x0 and x are close togethe , then f(x) and f(x0 ) are 
close together . See Fig. 2. 
Theorems for Continuous Functions .--If f and g are 
two continuous functions at x where f means f(x) and 
g means g(x) then: 
1. f + g, f-g, f • g are continuous functions at x 0 • 
2 . If g(x0 )::f O, f/g is continuous at Xo • 
J . If f ?-- o, H is con inuous at xo . 
4. I r J is continuous t x.15 
These are provable stat ments but they will not be 
proven in this paper. 
A function is said to b continuous in an interval 
if it is continuous at all po nts of the interval . 
If f(x) is continuous on a closed interval [ a,b ] , 
then for every Q which is between f(a) and f(b) there is a 
.£ E. [a, b] such that f( c) = C •16 In other words if the function 
is continuous in [ a,b] then for every C between f(a) and 
f(b), there is a.£ between a and b such that f(c) =c. One 
f (t:i 0) 
f ('ii) 
19 
· f'c~o) - € ~-------7( 
~~~~-+--l-~~~---+----L~.L--l-~~~~~~ 
~-~-i. 'to 4-o+ a 
a 
20 
might state this in another way : i f a function is contin-
uous and f(a) :;tf(b) then for every f(c) which lies between 
f(a) and f(b) there is a c which lies between a and b . 
Geometrically it is obviously true. See Fig . 3. 
It may also be noted that a function may be bounded 
I 
just as a sequence may be bounded, i.e. f(x) is a bounded 
·function if there is an M > 0 such that for every x E: S , 
! f( x) ! < M . 
Exercises : Which of these functions are continuous 
over all reals? 
1 . f(x) = sin x 
2 . f(x) = tan x 
3. f( x) = r x + 2 x > O 2 , 
x 45: 0 
x ' 
4. f(x) = { x2, X >-. 0 
x3 , x .c::. O 
5. f(x) = x2+ 2x -2 
x2- 2x +2 
21 
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PART II 
THE DERIVATIVE 
OF A 
FUNCTION 
CHAPTER IV 
THE FIRST DERIVATIVE 
Examples and Definition . --The derivative of a function 
has various uses which are important in mathematics . It 
can be an aid in graphing the functions, in deriving 
equations for the laws of motion, in finding the slope 
of a curve at a given point on a curve , and many others . 
It is defined as a special limit involving functions . 
First let us get straight the idea of functional 
value . We know that if one finds the value of a function 
at a given point one substitutes the value into the 
function. For example: f(x) = x2 + 2x , and f(l ) = 12 +2·1= 3. 
Now substitute a polynomi al into its place, f(a + b) = 
(a+ b) 2 + 2 (a +b) = a2 + 2ab + b2 + 2a + 2b . Next subtract 
f(a); f(a) = a 2 + 2a and f(a + b) - f{a) = 2ab + b2 + 2b . 
Next divide the result by b to get 2a +b + 2. If b were 
v er y small and either positive or negative, then the 
previous statement would approach 2a + 2 . We have just 
found the first derivative of f( x ) = x2 + 2x at the point 
x =a . To summarize , the limit, f '(a)= lim f(a +b)-f(a), 
b~O b 
must be the same as b approaches 0 through values less than 
23 
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0 and through values greater than O.a The function, f(x), 
must be defined at a and in the neighborhood of a. The 
function must be continuous and f '(a) must exist. 
Continuity is a necessary condition but not a sufficient 
condition for finding the first derivative. The follow-
ing example will show you why: Let f( x) = /x J . This 
function is continuous because it is defined everywhere 
and it has no breaks. Therefore , the function is contin-
uous at o. f(o + b) = (o + b i= \bi • lim 0- l b J = 
b - O b 
-1 f b > O; if b<. 0, then lim o- lb l = 1 . 
b 0-b-
We see that the right and left limits are not equal, 
hence , there is no derivative at O. We may find the value 
of the derivative at other points, however . Again using 
f(x) = lx l , let a > O. Then f(a) =a and f(a + b) =a+ b 
a+ b -a= 1 . But if a < O the f(a) = -a and f(a +b)=-(a +b). 
b 
-a.-b+a = -1. f '(a) = 1 for a > O and f(a) = -1 for a < o. 
b 
The definition may be written in the following manner: 
f'(x) = lim f(x + D.. x) - f(x) . 17 
X~ O ,6.X 
Note that this would look like the former if a = x 
and b =Llx. A X is a number which is quite small and 
ar 1 (a) means "the first derivative of the function 
at the point a." 
25 
may be read as "delta-eks 11 or a "small change in x " . 
Note too that .6 x must be positive and negative just as b. 
' 
A third way of writing the definition is as follows: 
f 1 (x0 ) = lim f(x) f(x 0 ) 18 
X - x 0 
Now x 0 equals the fixed x of the previous definition 
and x equals the x + ..1 x of the previous definition . 
See Fig . 4. 
A Geometric Interpretation . --One can see that a 
right triangle is formed in the figure which is lal:fud 
~KLM with the hypotenuse KL . Let us find the tangent 
(_ 
of the angle LKM . This is LM. But KM is equal to b 
KM 
or Ax and LM is equal to f(a+b) - f(a ) or f(x + 6 x) -
f(x). If b or 6 X were smaller the whole triangle becomes 
smaller. This means that L is approaching K along the 
graph of the function. It is alsoto be noted that the 
hypotenuseis changing its tilt or slope and the tangent 
of the angle is changing . As -6. X changes, the hypotenuse 
seem~ to "agree" more and more with the function, i.e . 
they have nearly the same slope. But only at K will they 
coincide at which point the triangle disappears and the 
limit is reached. The tangent of the angle or the slope 
of the hypotenuse at the moment the triangle disappears 
is the slope or value of the first derivative at the 
point K. The slope of a line tangent to the graph of 
25a 
I '~ 
' -: ~ ,. J . 
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a function is the value of the first derivative at the 
point of tangency. This is then a graphical way of 
representing the first derivative at a point . 
On the graph of a function, f(x) is often designated 
as y. Therefore~ we may designate the sides of the 
triangle in the last example as .6.y and 6.X for LM and KM 
respectively . The first derivative becomes lim ~· 
x~ o Ax 
This symbolism can be used along with any of the previous 
ones. If the letter d replaces 6 , then it is assumed 
that the limit has been taken, hence f'(x) = .£1 = lim ~ = 
dx x~ o ~x 
1 im f ( x + ~ x ) - f ( x ) The symbol y' may also be used 
x, o Ll x 
in place of f'(x) . If the tangent line were to become 
vertical, then the derivative would not exist at that point . 
What is the tangent of 90° or the slope of a vertical line? 
If the tangent line were horizontal, then the derivative 
would be defined as 0 at that point . 
Exercises: 
1 . Find the derivatives of the following: 
a.) f(x) = x· f(x) = x2· f(x) = x3 
' ' 
b . ) f(x) = x4 (Hint: (a + b )n = an + nan-lb + 
ii 
n(n-1) an-2b2 + n(n-l)(n-2) an-3b3+ 
• • • 
21 I . 
where nl = n(n-l)(n-2)(n-3) ••• l . 
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c . ) f(x) =ex where c is a constant. 
d.) f (x) = x +a where a is a constant . 
e.) f (x) = c (x + a) 2 where c and a are 
constants . 
2. Find the derivatives of the following : 
a.) ex= 1 + x + x2 + x3 + x4 + • •• 
3. 
21 31 41" 
b.) aecx = f(x). Find f'(x) . 
c.) sin (x ± y) =sin x cosy: cos x sin y 
and lim 
x -+O 
sin x = 1 . Find d (sin x) 
• 
x dx 
d .) cos (x ! y) =cos x cosy+ sin x sin y L 
Find d(cos x) 
dx • 
e . ) f ( x) = a( bx + c) 2 • Find f 1 ( x). 
Find the derivatives of the following: 
a.) f(x) = 2x3 + 3x2 + l/2x + 5 . 
b. ) sin x = x - x3 + x5 - x7 + ••• Find d(sin 
' 31" )!" 71 dx 
c . ) cos x = 1 - x2 + x4 - x6 + •.. Find d( cos 
21 41" t)f dx 
x) 
• 
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CHAPTER V 
ROLLE'S THEOREM AND THE THEOREM OF THE MEAN 
A function is differentiable in an interval if 
it is 4efined, cont inuous , and has no sharp bends. If 
a continuous d tfrerentiable function goes up and then 
comes down, then there is a maximum point in the interval . 
At this point, the value of the derivative becomes O, 
because a deferentiable function has no breaks or sharp 
bends in the interval. If the graph of the function is 
rising , the value of the first derivative is positive . 
If the graph is falling, the derivative is negative. On 
the left side of a maximum point the derivative of a 
funct on is pos tive because the graph is still rising. 
On the right s de of a maximum the derivative is negative 
because the graph is falling. Therefore , the derivative 
is 0 at the maxlmulill.. See Fig. 5. Likewise, if a point 
is a minimum the derivative to the left is negative and 
to the right is positive and at the minimum is O. 
If a function is differentiable and f(a) =f(b), 
then there is at least one c su.ch that a < c < b for which 
f'(c) = o. 19 In other words , if the function is 
differentiable and not a constant and the values of the function 
28 
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at two points are the same , then there is either a 
maximum or ahlinimum between them or both a maximum 
and a minimum or severr...l maximctand minima. If the 
graph is rising at f(a) and falling at f(b) then there 
certainly must be a point at which it "turns aroundn 
and comes back down. This would be a maximum . Like-
wise , if the graph is falling at f(a) and rising at 
f(b) then there must be a minimum in the interval. 
If the graph is rising or falling at both a and b, then 
there will be both a maximum and a minimum in the inter-
val or several maxima and minima . If the graph moves 
above f(a) it must come down below f(b) somewhere in 
the interval and vi Scl-versa so that it may pass through 
the point f(b) . See Fig . 6 . 
) 
There may be a point on the graph of a function 
; 
at which the derivative is zero but which is neither a 
maximum nor a minimum . This is ·an example of a plateau 
or table which is called an inflexion point. If this 
point were tested on either side , it would y 1e ld no 
change in the sign of the der ivative . The graph would 
either rise , level off , and then continue to rise , or 
fall, level off , and then continue to fall. f(x) = x3 
is such a function where f'(x) = 0 at x = O. This 
graph is always rising except at the lone point x = o. 
Find the derivative of this function and you will see 
31 
·~. 
/YYl. = 0 
an=O 
c' b 
F"r:!.6. 
32 
that this is true. This theorem just discussed is 
called Rolle's theorem . 
The next theorem is called the theorem of the 
mean . If a function is differentiable in an interval 
and f( a) =/. f( b) then f' ( x 0 ) = f(b) - f(a) for some x0 b-a 
between a and b . 20 Let us illustrate this by Fig . 7. 
One should note that f 1 (x0 ) is the slope of a line 
passing through A and B. The line AB may therefore be 
represented by the equation y - f(a) = f(b) - f(a) 
x - a b - a 
which comes from the analytic geometry formula 
Y - Yo 
X - x 0 
= m 
where y 0 and x0 are the coordinates of 
the fixed point and m is the slope of the line . When 
solved for y the formula becomes : 
y = f(b) - f(a ) (x-a) + f(a) 
b - a 
Now let the function F (x) be the difference between 
y and f( x) , 
F{x) = f(x) - f(b) - f(a) (x- a) - f(a) . 
b - a 
Now i f we take the first derivative of this function 
F 1 (x) = f'(x) - f(b) - f(a) . 
b - a 
Since according to Rolle's theorem this function has a 
maximum or min mum in the interval , there exists a point 
x0 at which F'(x0 ) = O. This therefore means that f(x0 ) = 
f(b) - f(a) . 
b - a 
.33 
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Exercises: Find the maxima and minima of the follow-
ing and graph them: 
Example : f(x) = 2x3 + 9x2 = 12x 
f 1(x) = 6x2 + 18x + 12 = 6(x2 + Jx + 2) = 
6( x + 2 ) ( x + 1) 
Let f 1 (x) = O. Then 6(x + 2) (x+l) = O. 
Then either (x + 2) = 0 or (x + 1) = O. 
Therefore f ' (-2) and f 1 (-l) = o. f(-2) = 
-4, f(-l) = -5 , f(O) = O, f(-3) = - 9 . 
Since we have found only two points at which the derivative 
is 0 then by comparing values of the function that lie on 
either side of these points we can determine whether the 
points are maxima or minima . See Fig . 8 . Therefore , 
f(-2) is a maximum and f(-1) is a minimum. 
la . ) f(x) = 2 sin 2x b . ) f(x) = 1/2 cos (x/3) 
2a . ) f(x) = ( x + 3.) (x 2) b . ) f(x ) = ( x - 1) (x -3) 
Ja.) f(x) = x3 2x2 - x - 6 b . ) f(x) = x2 - 1 
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CHAPTER VI 
THE RATE OF CHANGE OF MOTION 
The first derivative may also represent the rate 
of change of motion . We find, for instance, that 
velocity is actually the rate of change of position per 
unit time, dx/dt , where x is the position and t is the 
time. Acceleration is the change of velocity per unit 
time, dv/dt , where v is the velocity and t is the time . 
Let us consider this formula: 
x = v0 t = 1/2 a0 t2 + x 0 
This says that the new position of an object, travel-
ing at v0 velocity when we started counting time, with 
an exceleration of a 0 and beginning at point x 0 , is x 
at any given time t. If we take the derivative of this 
function with respect to t we obtain : 
This tells us the new velocity knowing the original 
velocity and the acceleration at any given time . 
Let us take the derivative again: 
a = dv = a 
dt 0 
This tells us that in this part cular problem the 
acceleration is not changing with time , for now no 
36 
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t is left in the formula if a 0 is a constant . 
If a= g , the acceleration due to gravity, then 
we would have formulas for all falling objects near the 
surface of the earth . 
Exercises: Find the derivatives of the following 
functions using the short cut formulas as given. No 
proof for these formulas will be given . 
1 . u dv + v du d (u v) = 
dx ~ ~ where u and v 
are functions of x. 
Example I : f(x) = x 2 sin x Let u = x2 and 
v = sin x , then f I ( X) = x2 d(sin 
dx 
sin x d(x2) = x 2 cos x + 2x sin x 
dx 
x3 e2x where u = x3 Exam:ele II . f(x) = 
v = e2x . 
f'(x) = x3 d(e2x ) + e2x 
dx 
2x3 e2x+ 3x2 e2x 
Problems: a . ) f(x) = 2e 2x sin x 
b.) f(x) = 2 sin x cos x 
x) + 
and 
c . ) f(x) = 3x2 + 2x cos x + e5x cos2 x 
2 . d(uLv) = v du - u dv 
dx dx dx 
v2 
Exam:ele I: f(x) =sin x where u = sin x and v = x 
x 
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x d(sin x) - sin x dx 
f '(x) = dX crx- = x cos x sin x 
x 2 - --------x 
Example II: f(x) = x-2 e-3x where u = e-3x and v = x2 • 
f '(x) = -3x2 e-3x -2xe-3x = -3x-2e-3X-2x-3e-3x= 
x4 
Problems: a . ) f(x) =sin x 
cos x 
3. 
b . ) f(x) = x3+ 2x -1 
x2-2x + 1 
= n un-l du 
dx 
Example I: f(x) = sin2 x f 1 (x) = 2 sin x d(sin x) = 
dx 
2 sin x cos x . 
Exam:ele II : f(x) = (x2 + 2x + 3)3, f I ( X) = 
3(x2 + 2x +3) 2 d(x2 + 2x +3) = 
dx 
3(x2 + 2x +3) 2 (2x +2) = 6Cx2 +2x +3) (x +l) 
Problems : 
4. 
a . ) f(x) = (x5 - x4) 5 
b . ) f(x) = cos3 x 
d(eU) = eU du 
dx a:x-
Exam:ele I : f(x) = e2x+x2 
f'(x) = e2x + x2 d(2x + x2) = (2 + 2x) 
dx 
2x+ x2 2 + 2 
e = 2( 1 + x) e x x • 
Problems: a.) f(x) = e5x2 + 2x + 1 
b.) f(x) = e3x5 + 4x2-1 
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5. d(sin u) = cos u du . d(cos u) = -sin u du. , 
dx dx dx dx 
a.) f(x) = cos(2x2 + 4x -1) 
b.) f( x) = sin(3x2 -2x +5) 
6. d(tan u) = sec2 u du . d( cot u) =-csc2 u du , 
dx dx dx dx 
Example: d(tan 2x2 ) = [ sec 22x2 J 4x 
dx 
a.) f(x) = tan ( 3x3 + 2x2 +l) 
.. J 0 (2x3 3x2 b.) f(x) = cot +2) i 
7. d(sec u) =tan u sec u du d(csc u) =-cot u csc u du 
dx dx dx dx 
a.) f(x) =sec x2 
b.) f(x) = csc(x3-3x) 
, 8. d(loge u) =_L du d(log8 u)=_!_ logae du dx u dx dx u -crx-
Exam;ele: f(x) = loge(x3 + 2x) f I ( X) = Jx2 + 2 
x3 +2x 
a • ) f(x) = loge ( 3x2 - 5x +l) 
b . ) f( x) = log1o<x2 - bx +2) 
9 . d( aU) =au( log a) du • d(uU) = uu(l+logeu)~ 
dx e --' dx dx dx 
Exam12le : f(x) = .52x+3, f I ( X) = 2 X 52x+3(loge5) 
a.) f(x) = 23x2+2x J 
b.) f(x) = (x2)x2 
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10 . d(uv) = v uV-1 du + vv (logeu) dv 
dx ""dX ""dX 
Example: f(x) =(5x2 + 2x)(3x3 +2x) 
f'(x) = (3x3 + 2x) (5x2 + 2x)C3x3-2x-l) 
(lOx +2) + (5x2 + 2x)(3x3 + 2,x) [ loge 
(5x2 + 2x) ] (9x2 +2) 
a . ) (x2 + 2x +1)(_3x2 +2 ) 
b.) (6x +2x2 ) (3x +l) _ 21 
Memorize the precedin~ formulas by making up 
probl ems to f1t each case and then solve them. See 
if you can prove some of these theorems based on 
your past experience. 
CONCLUSION 
I have attempted to give an outline of materials 
needed to understand the first derivative. Since 
this is a brief outline, it would be advisable to 
supplement it with additional problems and other 
readings. 
Here is a list of several calculus books: 
Hart, William L., Analytic Geometry & Calculus. 
Boston: D. c. Heath and Company, 1963. 
Kells, Lyman M., Calculus. New York: Prentice-
Hall, Inc., 1949. 
Lightstone, A. H., Concepts of Calculus . Evanston: 
Harper & Row, Publishers, 1965. 
Morgan, Frank M., Differential and Integral 
Calculus. Chicago: American Book Company, 1948. 
Randolph, John. Calculus. New York: The 
Macmillan Company, 1955. 
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KEY TO THE EXERCISES 
PART I 
(first set) 
1 a.) . X x Y = { (1,2), (1,4), (1,6),(J,2), (3,4), 
( 3 , 6 ) , ( 5 ' 2 ) , (5 ,4 ) , ( 5 s 6 ) , ( 7 , 2 ) , ( 7 ' 4 ) 
(7,6)}. 
2 bJ . n2 where n is the number of pupils in 
the class. 
(Second set) 
2a . ) No, b corresponds to more than one element . 
2c.) Yes . 
2d . ) No, x corresponds to more than one y. 
(Third set) 
la.) Yes, all reals, all non-negative numb ers, into. 
b .) No . 
c. ) No. 
d.) Yes, 4, all reals, into . 
e.) No. 
f.) Yes, all reals, all reals, one-to-one . 
g.) No . 
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(Fourth Set) 
la.) a, = O, a 3 = 2/3, a5 = 4/5 . 
2a . ) lim an = 1 . 
b.) lim an= 2a Factor the problem and then 
simplify. 
c . ) There is no limit. 
d.) lim an= 1 . 
e.) lim an= 2 . 
· 3-2b) least upper bound 2a +l, greatest lower 
bound 2a . 
4. a . ) increasing 
b.) decreasing 
c • ) nondecreasing 
d. ) none 
e • ) nonincreasing 
(Fifth Set) 
1. n > 25 
2. n ~ 597 
3. n > 998,001 
(Sixth Set) 
1.) f(o) = l , f(2) = l , f(4) =9 
2.) f(o) = -3 , f(2) = -1 , f(4) = 1 
3.)a) f(o) + g(o) = 1, f(2)+g(2) = 9, f(4)+g(4)= 25. 
b) 
c) 
f ( 0) g( 0) = 0' 
f(o)/g(o) = 0, 
f(2) g(2) = 20, f(4)g(4) = i44. 
r(2)/g(2)= 2/5 , r(4) I g(4) = 4/9. 
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(Seventh Set) 
1. Continuous 
2. Not continuous 
3. Not continuous 
4. Continuous 
5. Continuous 
PART II 
1. a) f' (x) = 1, f' ( x) = 2x, f 1 (x) = Jx2 
b) f I ( X) = 4x3 
c) f I (X) = c 
d) f' ( x) = 1 
e) f' ( x) = 2c(x + a) 
2. a) f' ( x) = ex 
b) f I ( X) = ace ex 
c) f I ( X) = cos x 
d ) f I ( X) = - sin x 
e) f' ( x) = 2ab (bx + c) 
3. a) f' ( x) = 6x2 + 6x + 1/2 
b) f' ( x) = 1 - x2 + x4 - x6 + . . . 
2! Li1" bT 
c) f' ( x) = -x + x3 - x5 + • • • 3T -;I 
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(Second Set) 
l . a) f ri(x) = 4 cos 2x 
2 . a) f' ( x) = 2x +l 
J . a) f 1 ( x) = 3x2 4x -1 
b) r '( x) = 2x 
(Third Set) 
l . a) f'(x) = 2e2x (cos x + 2 sin x) 
cos2 x + sin2 x 
2 . a) f'(x) = cos2 x = 1 + tan2 x or 
1 2 
cos2x = sec x . 
J.a) f I ( X) = 5(x5 x4)4 (5x4 -4x3) 
4.a) f I (X) = ( lOx + 2 ) e5x
2 + 2x +l 
5 . a) f I ( X) = - sin(2x2 + 4x -1) ( 4x +4) 
6 . a) f I ( X) ::; sec2(3x3 +2x2 +l) (9x2 + 4x) 
7.a) f 1 (x) - tan x2 sec x2 (2x) 
8 . a) f I ( X) = 6x -5 
3x2 -5x +l 
9.a) f'(x) = 2Jx2+2x ( loge2) (6x +2) 
f''(X) =· 2 
10 . a) ( Jx2 +2) (x2 + 2x +l) ( Jx + 1) ( 2x +2) + 
( 3x2 +2) ( 3x2 +2 ) [ log
8 
( x2 +2x + 1 )] ( 6x) . 
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