Abstract. We consider a class of C 4 partially hyperbolic systems on T 2 given by ε-perturbations of maps F (x, θ) = (f (x, θ), θ) where f (·, θ) are C 4 expanding maps of the circle. For sufficiently small ε and an open set of perturbations we prove existence and uniqueness of a SRB measure and exponential decay of correlation for Hölder observables with explicit bounds on the decay rate.
Introduction
There has been a lot of attention lately to the properties of partially hyperbolic systems and their perturbations. The main emphasis has been on geometric properties and on stable ergodicity. In the latter field many deep results have been obtained starting with [15, 25] . Nevertheless, it is well known, at least since the work of Krylov [18] , that for many applications ergodicity is not sufficient and some type of mixing (usually in the form of quantitative estimates) is of paramount importance. Unfortunately, almost nothing is known on stronger statistical properties for partially hyperbolic systems, with the notable exception of group extensions of Anosov maps and Anosov flows [5, 2, 4, 19, 27] . In particular, none of the examples for which the mixing speed is known to be exponential belongs to an open class, although some form of rapid mixing is known to be typical for large classes of flows [21] . It would then be of great interest in the field of Dynamical Systems, but also, e.g., for non-equilibrium statistical mechanics, to extend the class of systems for which statistical properties are well understood. See [24, 20] for a discussion of some aspects of these issues and [26] for an interesting application in non-equilibrium statistical mechanics.
Another argument of renewed interest is averaging theory both due to new powerful results [8, 10] and, among others, new applications of clear relevance for nonequilibrium statistical mechanics [12] . Yet, averaging theory only provides informations on a given time scale, a natural and very relevant question is what happens at longer, possibly infinitely long, time scales. Such information would be encoded in the SRB measure and its statistical properties. Hence we have a natural connection with the above mentioned open problem in partially hyperbolic systems (indeed the slow variables can often be considered as central directions).
The above program can be carried out for deterministic systems subject to small random perturbations (e.g. stochastic differential equations with vanishing diffusion coefficient), where the fast variable (the Brownian motion), is (in some sense) infinitely fast [13] . In our setting, on the one hand the fast variable is deterministic, although undergoing a chaotic motion; on the other hand, the motion of the slow variable is not hyperbolic (hence one cannot implement strategies based on the strong chaoticity of the perturbed motion and the essential irrelevance of the perturbation, where many powerful technical tool are available, starting with [16] ). It is then not so surprising that a preliminary step needed to carry out the above program is to establish, in a very precise technical sense, to which extent the motion of the fast variable can be confused with the motion of a random variable. In particular, this requires to go well beyond the known results on averaging and deviations from the average that can be found in [8] . One needs the analog of a local central limit theorem for the process of the fluctuations around the average. This is in itself a non trivial task which is accomplished, for a simple but relevant class of systems, in the companion paper [3] .
Finally, in analogy with the stochastic case, see [13] , one can expect metastable behavior. Indeed, metastability is a phenomenon that has been widely investigated in the stochastic setting, see [22] for a detailed account. Yet, to our knowledge, no result whatsoever exists in the deterministic setting. It is then natural to ask if metastability results hold in the present deterministic setting. Of course, to answer to such questions, one needs to combine good large deviation estimates
1 with a precise quantitative understanding of the mixing properties of the local dynamics. This is the topic of this paper and it clarifies the connection of metastability with the above mentioned general problems. Accordingly, metastability (together with partial hyperbolicity, non-equilibrium statistical mechanics and averaging) constitutes a fourth natural and important line of research among the ones that motivate and converge in this paper.
Given results of the type obtained in [3] we have a firm base to start the study of statistical properties of the motion of the slow variable. Of course, this is an highly non trivial enterprise and one quickly realizes that also a precise understanding of the long term properties of the averaged motion is necessary (but far from sufficient). We are then faced with a seemingly impossible task, since the averaged system can be essentially any ordinary differential equation (ODE). The only way out is to assume that the average dynamics belongs to some well understood class and see if, this given, the rest of the program can be carried out. We thus arrive at the inevitable starting point of the research program outlined above, of which here we accomplish the very first step. We consider the simplest possible averaged dynamics: a one dimensional ODE on the circle with finitely many, non degenerate, equilibrium points.
The model and the results
After so many general considerations it is now time to be specific and introduce precisely the class of systems we are going to investigate.
For ε > 0 let us consider the map F ε ∈ C 4 (T 2 , T 2 ) defined by (2.1) F ε (x, θ) = F 0 (x, θ) + εF 1 (x, θ) mod 1 where F 0 (x, θ) = (f (x, θ), θ) F 1 (x, θ) = (g(x, θ), ω(x, θ)) are both C 4 maps. We assume that f θ = f (·, θ) is an orientation-preserving expanding map for each θ ∈ T 1 ; moreover, by replacing F ε with a suitable iterate, we will always assume that ∂ x f ≥ λ > 2. Furthermore, since we take ε to be fixed, although small, we will assume without loss of generality that g = 0 by incorporating εg into f . Since f θ are expanding maps of the circle, there exists a unique family of absolutely continuous f θ -invariant probability measures whose densities we denote by ρ θ . By our regularity assumptions on F ε it follows (see e.g. [14, Section 8] ) that ρ θ is a C 3 -smooth family of densities of class C 3 so that that there exists a constant D F ∝ ∂ θ f C 1 for which ∂ θ ρ θ (x) < D F for any θ ∈ T.
Let us recall a few useful definitions: an observable φ ∈ C 0 (T 1 ) is said to be a coboundary (with respect to a map f : T → T) if there exists β ∈ C 0 (T 1 ) so that
Two observables φ, ψ ∈ C 0 (T 1 ) are said to be cohomologous (with respect to f ) if their difference φ − ψ is a coboundary (with respect to f ).
Our first assumption on F ε is:
(A0) for each θ ∈ T 1 , the function ω(·, θ) is not cohomologous to a constant function with respect to f θ .
Let us now defineω(θ) = T 1 ω(x, θ)ρ θ (x)dx. Observe that our earlier considerations concerning the smoothness of the family ρ θ imply thatω ∈ C 3 (T). Our second standing assumption reads (A1)ω has a non-empty discrete set of non-degenerate zeros.
In particular, we assume the set of zeros to be given by {θ i,± } i∈Z/nZ with n Z ∈ N, ω (θ i,+ ) > 0 andω (θ i,− ) < 0; we assume, having fixed an orientation of T 1 , that the indexing is so that for any k, θ k,+ < θ k,− < θ k+1,+ , where all indices k are taken mod n Z .
Let us now introduce the function ψ(x, θ) = ∂ θ ω(x, θ) + 2 ∂ θ f ∞ ∂ x ω ∞ (2.2) together with its averageψ(θ) = T 1 ψ(x, θ)ρ θ (x)dx. Our third assumption can be easily stated in terms of the newly defined variable as follows:
(A2) max k∈{1,··· ,nZ}ψ (θ k,− ) < 0.
The above condition is not optimal, its role is just to insure the existence of a (on average) contracting direction (see Lemma 6.1) in a neighborhood of every sink. Whether or not this kind condition is indeed necessary, it remains the subject of further studies, see Section 10 for more details. Observe that, if F 0 = f × Id, that is ∂ θ f = 0, (A2) immediately 2 follows by (A1). Indeed, (A2) allows to consider families of expanding maps which are close (but not necessarily ε-close) to a trivial extension of a single expanding map f .
Without loss of generality, we can always fix a scale for ω (by rescaling ε) so that assumption (A2) reads (A2') max k∈{1,··· ,nZ}ψ (θ k,− ) = −1.
Before stating our Main Theorem, it is necessary to introduce one last definition: for θ ∈ T 1 , define the convex set Ω(θ) = {µ(ω(·, θ))|µ is a f θ -invariant probability}. A path h ∈ C 1 ([0, T ], T 1 ) is said to be admissible if it satisfies the differential inclusion h (s) ∈ int Ω(h(s)).
We can now state our last assumption: (A3) there exists i ∈ {1, · · · , n Z } so that for any θ ∈ T, there exists an admissible path h connecting θ with a sufficiently small 3 neighborhood of θ i,− . We can always assume, without loss of generality, that i = 1. Observe that condition (A3) is trivially satisfied if n Z = 1.
Remark 2.1. Consider the condition 4 (A3') for any θ ∈ T 1 , Ω(θ) contains an open neighborhood of 0 or, equivalently, 5 if there exist two periodic orbits of f θ so that the average of ω(·, θ) is positive on one of them and negative on the other one. Condition (A3') immediately implies (A3) (moreover, it will imply a stronger result: existence of a unique SRB measure with full support). Most importantly, it can in principle be checked in concrete examples. Moreover, it is obvious to observe that, for any given F 0 , the set {ω : (A3') holds} contains an open set in the C 4 -topology.
We are now ready to state precisely our results.
Main Theorem. Assume that (A0-2) are satisfied. Then, for all ε > 0 sufficiently small, the map F ε has a finite number of SRB measures µ ε . If, in addition, also (A3) is satisfied, then F ε has a unique SRB (and physical) measure which enjoys exponential decay of correlations with rate c ε > 0. In other words, there exists
Moreover, the rate of decay of correlations satisfies the following bounds:
The above result is a direct consequence of our Lemma 8.5 and the definition (7.1) of Wasserstein distance.
Remark 2.2. Note that, by usual approximation arguments, one can extend the above result to the case of A, B Hölder. In this case, the constants {C i } will depend on the Hölder class. Remark 2.3. For simplicity our Main Theorem is stated for the Lebesgue measure. In fact it holds, with exactly the same proof, for a much wider class of measures: the measures that can be disintegrated into standard pairs, see Section 4 for details. Such measures include the so called u-Gibbs measures, of which the SRB measure is a special example. Also, note that for the SRB measure it is certainly possible for the decay of correlations to be much faster also in the case n Z > 1 since, the mass being already distributed in equilibrium, one does not have metastable states. Remark 2.4. Clearly, F 0 has uncountably many ergodic components and therefore our Main Theorem cannot hold for ε = 0. What we show is that any neighborhood of a trivial extension of a family of expanding maps of T
1 contains an open set of partially hyperbolic endomorphisms with strong statistical properties.
We will henceforth fix f and ω to satisfy all properties enumerated before; all values that we declare to be constant below will obviously depend on this choice. 3 We require that said neighborhood does not intersect an O(1)-ball around any of the sources θ +,k . 4 In [17] , ω is said to be complete at θ if this condition holds at θ. 5 The equivalence holds since the measures supported on periodic orbits are weakly dense in the set of the invariant measures [23] .
Example. Here is a super simple (but not trivial, e.g. it is not a skew product) example:
Note that ρ θ = 1 andω(θ) = − 1 2π cos 2πθ. Note that the fixed points of x + aθ are x = p−aθ −1 , p ∈ N, thus cos 2π
sin 2πθ cannot be zero for all p if > 2, hence condition (A0) holds. A direct computation shows that such maps satisfy (A1-3) as well, provided , b are chosen large and a small enough.
Let us now sketch the strategy of our proof and outline the structure of this paper. Our system is an example of fast-slow system (see Section 3): averaging theory (see Section 5) implies that the slow variable θ undergoes a diffusion around the dynamics of the averaged system, which is described by the ODEθ =ω(θ). Assumption (A0) implies, 6 by the results of [3] , that the diffusion is non-degenerate and indeed satisfies a Local Central Limit Theorem. In turn, Assumption (A1) implies that the averaged system has n Z pairs of sinks and sources: the set {θ k,+ } partitions T 1 in n Z intervals I k,− = (θ k,+ , θ k+1,+ ), which are the basins of attraction of θ k,− , i.e. the averaged dynamics pushes every point in I k,− to θ k,− exponentially fast.
In particular, if n Z = 1, then the averaged dynamics pushes almost every initial condition to the unique sink θ − . Introducing a suitable notion of standard pairs (see Section 4), we can prove that the true dynamics behaves quite similarly to the average one with high probability (Section 6). Thanks to this we can establish a coupling argument (see Section 7 for the basic facts on coupling, Section 8 for the setup of the argument and Section 9 for proofs and the details) among sufficiently close standard pairs: this implies exponential decay of correlations with a rate that is essentially given by the time-scale of the averaged motion.
On the other hand, if n Z > 1, then the averaged dynamics will push initial conditions belonging to different basins to the corresponding sink; we thus need to rely on large deviations to prove that standard pairs (i.e. mass) indeed move from one basin to another, although with very small probability. Such events are called adiabatic transitions and their typical time-scale is exponentially small in ε −1 . If the diffusion were purely stochastic (i.e., in a Friedlin-Wentzell system [13] ), then all transitions between different basins would be allowed. On the contrary, in our deterministic realization, some of the transitions might not be actually possible, since the "noise" is bounded, hence some sinks could act as traps for the real dynamics: this constitutes an obstruction to ergodicity. To conclude we thus need assumption (A3) which guarantees that no such obstructions occur.
Finally, in Section 10 we discuss the strengths and shortcomings of the present approach and we illustrate several open problems that must be addressed to push forward the research program started by this paper. Remark 2.5. A last comment on the notation: we will often use C # , c # to designate generic constants, depending only on f and ω, whose actual value is irrelevant and can thus change form one line to the next.
Geometry
Throughout this article, π : T 2 → T denotes the projection on the x-coordinate. We denote a point in T 2 by p = (x, θ); we use the notation p n = (x n , θ n ) = F n ε p. 6 In [3] it is shown that assumption (A0) is in fact generic in C 2 . Observe moreover that the condition can be easily checked on periodic orbits similarly to what we did in the example above (where we just used fixed points).
Our first task is to find invariant cones for the dynamics: for γ u , γ c > 0 to be specified later, let us define the unstable cone and the center cone as, respectively:
We claim that there exist γ u , γ c such that, if ε is small enough, dF ε K u ⊂ K u and dF
In fact, let us compute the differential of F ε :
consequently, if we consider the vector (1, εu)
from which we obtain our claim, choosing for instance
From the above computations it is easy to see that F ε is a partially hyperbolic map with expanding direction in K u and central direction in K c . It follows that, for any p ∈ T 2 and n ∈ N, we can define the real quantities µ n , ν n , u n and s n as follows:
with |u n | ≤ γ u and |s n | ≤ γ c . For each n the slope field s n is smooth, therefore integrable; given any small h > 0 and p = (x, θ) ∈ T 2 , define W c n (p, h) the local n-step center manifold of size h as the connected component containing p of the intersection with the strip {|θ − θ| < h} of the integral curve of (s n , 1) passing through p. Observe that, by definition, any vector tangent to a local n-step center manifold belongs to the center cone.
Notice that, by definition,
Define the function ζ n as:
We obtain in particular, that for any 0 < n < m: 
Proof. By (3.7) we immediately conclude that µ N (p) ≤ exp(ζ N (p)); next, we need to compute the derivative of ζ N along the N -step central direction. By (3.6) it follows
hence, (3.4) and (3.7) imply that dF
4. Standard pairs, families and couplings 4.1. Definitions and basic facts. In this section we recap the standard families formalism, first introduced by Dolgopyat (see e.g. [6, 7, 8] ) to study statistical properties of partially hyperbolic dynamical systems, and that we already described (in a more general form, not needed here) in the companion paper [3] .
Remark 4.1. The educated reader will certainly notice that our regularity assumptions are stronger than the ones which are usually required to apply the coupling argument (see e.g. [1] ). The stronger regularity conditions are in fact needed in order to obtain the refined statistical properties (i.e., the Local Central Limit Theorem) that we use to set up the coupling argument in an efficient manner.
4.1.1. Standard pairs. Let us fix a small δ > 0, and D 1 , D 1 > 0 large to be specified later; for any c 1 > 0 let us define the set of functions
Let us associate to any G ∈ Σ c1 the map G(x) = (x, G(x)); the graph of any such G (i.e. the image of G) will be called a proper c 1 -standard curve. With a little abuse of terminology, we refer to the quantity b − a as the length of the curve. If we do not require the lower bound for the length of the curve, we obtain the definition of a short c 1 -standard curve; for ease of exposition we adopt the convention that all standard curves are assumed to be proper unless otherwise specified. Also, with another convenient abuse of terminology, we use the term c 1 -standard curve to indicate also the function G or the map G. Two c 1 -standard curves G 0 and G 1 are said to be stacked if their projection on the x axis coincide; we say that G 0 and G 1 are ∆-stacked if they are stacked and G 0 − G 1 C 1 < ∆. Let us fix D 2 > 0 once again to be specified later. For any c 2 > 0 define the set of c 2 -standard probability densities on the standard curve γ G as
A (c 1 , c 2 )-standard pair is given by = (G, ρ), where G ∈ Σ c1 and ρ ∈ D c2 (G). We similarly define short (c 1 , c 2 )-standard pairs, by allowing G to be a short c 1 -standard curve. We define | | = b − a to be the length of . A (c 1 , c 2 )-standard pair = (G, ρ) corresponds uniquely to a probability measure µ on T 2 as follows: for any Borel-measurable function g on T 2 let
Let L c1,c2 denote the set of all (c 1 , c 2 )-standard pairs. For simplicity's sake, in this paper we will mostly restrict to standard families such that A = (A, F, ν) is a discrete probability space (i.e., if A is at most countable and F is the power set of A). We will thus imply that A is at most countable, and simply write A = (A, ν), otherwise explicitly stated. We will denote the set of all (c 1 , c 2 )-standard families by L (c1,c2) .
A (c 1 , c 2 )-standard family L uniquely corresponds (mod 0) to a probability measureμ L on the product space A × T 2 (with the product σ-algebra): for any mea-
induces a probability measure on T 2 which we denote by µ L = π * μL ; in other words, for any Borel-measurable function g of T 2 , let
Clearly, we have supp µ L = π supp L. 9 We therefore obtain a correspondence between (c 1 , c 2 )-standard families and probabilities on T 2 ; we denote by ∼ the equivalence relation induced by the above correspondence i.e. we let L ∼ L if and only if µ L = µ L . We denote with [L] the corresponding equivalence class, which therefore uniquely corresponds to a probability measure. We say that a probability measure µ admits a (c 1 , c 2 )-standard disintegration if there exists a (c 1 ,
Given A ⊂ A, we define the subfamily conditioned on A to be L A = ((A , ν ), A ), where ν (E) = ν(E|A ) and A is the restriction of on A .
4.1.4.
Convex combinations of pairs and families. We call a real number κ a weight if κ ∈ [0, 1]. Given a (at most countable) collection of (c 1 , c 2 )-standard families {L j = (A j , j )} together with a collection of weights {κ j } such that j κ j = 1, we can define the convex combination j κ j L j as the (c 1 , c 2 )-standard family L = (A , ) obtained by "choosing a standard family L j at random with probability κ j ". More precisely, let A = (A, ν) be the discrete probability space given by 7 Recall that a probability space is a Lebesgue space if it is isomorphic to the disjoint union of an interval [0, a] with Lebesgue measure and (at most) countably many atoms. 8 The set Lc 1 ,c 2 of (c 1 , c 2 )-standard pairs is in fact a space of smooth functions; it is thus a measurable space with the Borel σ-algebra. . A standard pair-valued function is thus F -measurable if both maps (α, s) →Ĝα(s) and (α, s) →ρα(s) are jointly measurable. In particular, for any Borel set E ⊂ T 2 , the function α → µ (α) (E) is F -measurable. 9 This concept can be obviously applied to a single standard pair, considering it a family with just one element. In such case, the support of the standard pair and the support of the associated measure can be trivially identified.
A = {(j, α) : α ∈ A j } and measure ν = j κ j · ι j * ν j , where ι j is the natural injection ι j : A j → A. Last, let us define the random element as (j, α) = j (α); clearly µ L = j κ j µ Lj . With this in mind, observe that we can recover the components of a convex combination by conditioning with respect to the events
Observe, moreover, that standard families can naturally be regarded as convex combinations of standard pairs.
Standard pairs and dynamics.
Having made precise the concept of standard pair and families, our next step is to illustrate their relation with the dynamics generated by the map F ε .
4.2.1. Invariance. As a first step we study the evolution of a (c 1 , c 2 )-standard pair.
Proposition 4.2 (Invariance).
There exist c 1 , c 2 such that, if ε is sufficiently small and is a (c 1 ,
Remark 4.3. The above proposition is a simplified version of the corresponding Proposition 3.3 in [3] where it is proved in a more general setting. Since there are a few differences in the notation and terminology between this version and the one of [3] , we prefer to give an adapted proof below for the reader's convenience. Despite its technical nature, the proof is instrumental for a few definitions which will be given later. We thus prefer to give it now rather than relegating it to some appendix.
Proof. Let = (G, ρ) be a (c 1 , c 2 )-standard pair. For any sufficiently smooth function A on T 2 , by the definition of standard curve, it is trivial to check that:
Let us then introduce the maps f G = f • G and ω G = ω • G. We will assume ε to be small enough (depending on our choice of c 1 ) so that
Differentiating we obtain
We can thus write:
We can thus write
Observe that, by construction, we have j Z j = 1.
Differentiating the above definitions and using (4.2) we obtain
and similarly
Using (4.3a), the definition ofḠ and (4.1a) we obtain, for small enough ε:
where
We can then fix c 1 large enough so that the right hand side of the above inequality is less than c 1 . Next we will use C * for a generic constant depending on c 1 , D 1 , D 1 , c 2 , D 2 and C # for a generic constant depending only on F ε . Then, we find
We can then fix c 1 , D 1 , c 2 , D 2 sufficiently large and then ε sufficiently small to ensure that the (G j , ρ j ) are standard pairs. We have thus obtained a decomposition of F ε * µ given by the discrete standard family L = ((J , Z j ), j ).
Remark 4.4. The construction described in the above proposition yields more than just a standard disintegration of F ε * µ . In fact, it gives an invertible mapF ε :
It is now immediate to extend the above proposition to standard families: let L = ((A, ν), ) be a standard family; then by definition we have, for any measurable function g:
where L α is the standard family obtained by applying Proposition 4.2 to α . We conclude that the convex combination
is a standard disintegration of F ε * µ L ; moreover there exists an invertible map (which we still denote)
Pushforwards and filtrations.
A standard disintegration of F ε * µ L equipped with a mapF ε as above is called a (c 1 , c 2 )-standard pushforward of L. A (finite or countable) sequence {L n } is said to be a sequence of (c 1 , c 2 )-standard pushforwards of L 0 if for each n ≥ 0, L n+1 is a (c 1 , c 2 )-standard pushforward of L n . At times, when some confusion might arise, we will write L n (L) to make clear that L n is a pushforward of the family L.
Let us comment on the above important definition Remark 4.5. Consider a sequence of (c 1 , c 2 )-standard pushforwards of a standard pair ; it is instructive to consider the sequence L n as a random process. For each p ∈ supp , let α n : supp → A n be the map α n = π A •F n ε .
11 Next, let us introduce the shorthand (abusive but suggestive) notation n (p) = n (α n (p)). Accordingly, the sequence of functions { n } can be regarded as a random process on the standard pair with values in the space of standard pairs.
Observe moreover that our construction ofF ε implies the following important property: given α ∈ A n let U n (α) be the connected subcurve α −1 n (α) ⊂ supp whose n-image is n (α); then let F n be the σ-algebra generated by the collection {U n (α)} α∈An (i.e., the σ-algebra generated by α n ). The sequence {F n } is a filtration and the process {α n } (or, loosely speaking, { n }) is (naturally) adapted to such a filtration.
For each p ∈ supp let us also introduce the shorthand notation U n (p) = U n (α n (p)): observe that standard distortion arguments yield:
where Λ n (p) = dxn dx0 and the derivative is taken along the curve; in particular
−n . Henceforth we assume c 1 , c 2 to be fixed in order for Proposition 4.2 to hold and we fix δ to be so small that δc 2 < 1/50. Moreover, since c 1 and c 2 are now fixed, we will refer to a (c 1 , c 2 )-standard pair (resp. family, pushforward) simply as a standard pair (resp. family, pushforward); we let -with a further slight abuse of
The proof of Proposition 4.2 in fact shows the existence of a standard pushforward of any standard family L. A pair is said to be N -prestandard if F N ε * µ admits a standard decomposition; we say that is prestandard if it is N -prestandard for some N . We say that a family L is N -prestandard (resp. prestandard ) if every ∈ L is N -prestandard (resp. prestandard).
Remark 4.6. Consider a short standard pair of length at least δ * : the proof of Proposition 4.2 implies that standard curves are expanded at an exponential rate. We can conclude that is N R -prestandard with N R ∼ C # | log δ * |. We call N R the recovery time of .
Remark 4.7. Let be a (c 1 , γc 2 )-standard pair with γ > 1: the proof of Proposition 4.2 implies that densities on standard curves are regularized by the dynamics at an exponential rate; hence is N R -prestandard with N R ∼ C # log γ. Again, we call N R the recovery time of . 
Consequently, for any constant m * ≤ 1/2, we can defineρ(x) so that ρ(x) = m * /| |+ρ(x), and by the above estimate and our choice for δ we haveρ(x) ≥ ρ(x)/3. Consequently, sinceρ = ρ (and thusρ = ρ ), we have:
The standard pair can thus be split as:
Averaged dynamics
Standard pairs are a very convenient way to describe initial conditions which are, in a sense, well distributed with respect to the dynamics (see the discussion at the beginning of Section 7 for further comments). Let us start making this vague statement more concrete by stating some results which follow from the much stronger ones that are proved in the companion paper [3] . First of all, let us introduce some useful notation; recall the definition of ζ n given in (3.6); let z n = (θ n , ζ n ) and define the polygonal interpolation
Note that if (x 0 , θ 0 ) are distributed according to the measure µ for any standard pari , then z ε is naturally a random variable with values in C 0 (R + , R 2 ). For any t ≥ 0 and θ * ∈ T 1 , we define the functionz(t, θ * ) to be the solution of the ODE d dtz (t) = ω(θ(t)),ψ(θ(t)) , (5.1) whereψ(θ) = µ θ (ψ(·, θ)), with ψ defined in (2.2), with initial conditionz(0) = (θ * , 0). We also conveniently introduce functions θ ε , ζ ε andθ,ζ so that z ε = (θ ε , ζ ε ) andz = (θ,ζ).
Then (see [3, Theorem 2.1]), as ε → 0, provided that the initial conditions (x 0 , θ 0 ) are distributed on a standard pair 12 that crosses {θ = θ * }, the random variable z ε (t) converges in probability toz(t, θ * ).
5.1. Limit theorems. Given the above facts, it is then natural to attempt a description of the behavior of deviations from the averaged dynamics. For any p = (x 0 , θ 0 ), let ∆z(t, p) = (∆θ(t, p), ∆ζ(t, p)) := z ε (t, p) −z(t, θ 0 ). In this respect, if ε is sufficiently small, we can obtain (see [3, Theorem 2.2, Corollaries 2.3-5]) the following upper bound.
Then, for any standard pair , we have
, where c # is a constant which does not depend on .
Moreover, by the same Theorems and recalling the definition [3, (6.34) ] of the rate function and its characterisation given by [3, Lemma 6.6] we have the following lower bound.
be an admissible path joining θ 0 to θ 1 ; then for any standard pair which intersects {θ = θ 0 } and any > 0 there exists a set Q h ⊂ supp and constant C > 0 so that µ (Q h ) > exp(−C ε −1 T ) and
In fact we can also obtain a Local Central Limit Theorem (see [3, Theorem 2.6, Proposition 7.2]): Theorem 5.3. For any T > 0, there exists ε 0 > 0 and α 0 ∈ (0, 1) so that the following holds. For any compact interval I ⊂ R, real numbers κ > 0, ε ∈ (0, ε 0 ) and t ∈ [ε 1/2000 , T ], any standard pair , we have:
where the variance σ 2 t is given by
Observe that,σ defined above is bounded away from 0 by Assumption (A0), hence we conclude that
The above results will be instrumental in the following section.
5.2.
Averaged dynamics: description. In this section we will describe the averaged dynamics of the variable θ n and of the auxiliary variable ζ n . As we noted earlier, assumption (A1) enables us to give a particularly simple description of the averaged dynamicsθ: let us start by fixing some terminology and notation. As already briefly mentioned in Section 2, define the intervals:
by (5.1), any point in int I k,− (resp. int I k,+ converges in forward time (resp. backward time) to θ k,− (resp. θ k,+ ): we thus call int I k,− (resp. int I k,+ ) the (forward) basin of attraction of θ k,− (resp. backward basin of attraction of θ k,+ ). In particular, any sufficiently small ball B k containing θ k,− is forward-invariant, that is:
Let us now define the sets
observe that W k,− = ∅ by Assumption (A2'). For fixed r − , r + > 0 small, define H k = B(θ k,− , r − ) and S k = B(θ k,+ , r + ). We prescribe r − (respectively r + ) to be small enough so that H k ⊂ W k,− (respectively S k ⊂ W k,+ ) for any k. Define moreover
By (5.6), each of the sets H k is invariant for the averaged dynamics; using (5.1) we can thus conclude that ζ has an average negative drift on H k whose rate is strictly less than −1/2. Then, (3.7) implies that center vectors are, on average, contracted at an exponential rate, as long as the trajectory stays in one of the H k 's. We will now use Large Deviation estimates, Theorem 5.1, to obtain similar result for the real dynamics. Recall that given a standard pair = (G, ρ) we define the averagē θ = µ (G); moreover, let us defineĤ k = B(θ k,− , 3r − /4) andĤ = kĤ k .
From averaged to real dynamics
In this section we show that the true dynamics behaves similarly to the average one with very high probability.
6.1. Escape and contraction. The following lemma essentially states that if is supported on some H k , the N A -image of will escape from H k with exponentially small probability. Additionally, we have some control on the random variable ζ NA , which dominates the contraction in the center direction. Recall, from the previous section, that (x n , θ n ) = F n ε (x, θ) and ζ n , defined in (3.6), are naturally random variables when (x, θ) are distributed according to the measure µ .
Lemma 6.1. Let be a standard pair withθ ∈ H k for some k. If T A is sufficiently large and ε sufficiently small, let
Proof. Define the set
We claim that we can choose T A sufficiently large and ε sufficiently small so that for any p ∈ R, we have θ NA ∈Ĥ k and ζ NA (p) ≤ −T A /2. This would then conclude the proof of our lemma, since Theorem 5.1 implies that µ (R) ≥ 1 − exp(−c # ε −1 ). To prove our claim, it is convenient to make our set H k fuzzy; for κ ∈ (1/2, 2), define H k,κ = B(θ k,− , κr − ). We assume T A to be so large that, for any k, θ(T A , H k ) ⊂ H k,1/2 . Then, sinceθ ∈ H k , we can assume ε to be small enough to ensure that θ NA (R) ⊂ H k,3/4 , which proves the first part of our claim.
Additionally, observe that θ n (R) ⊂ H k,5/4 for any 0 ≤ n ≤ N A ; by choosing a smaller r − if necessary we can assume thatψ(θ) < −5/8 for any θ ∈ H k,5/4 . Thus, for any p ∈ R,ψ(θ n (p)) < −5/8; the definition of R then implies that:
which proves the second part of our claim and concludes the proof of our lemma.
Lemma 6.1 implies that as soon as a standard pair is supported on H, it will stay there with large probability for an exponentially long time.
Corollary 6.2. Let be a standard pair withθ ∈ H k for some k. For any l > 0:
Proof. The proof follows by induction on l: Lemma 6.1 proves the base step l = 1. Assume now that the statement holds for l − 1. Let A NA = α NA (θ NA ∈Ĥ k ); by definition of standard curve, for any α ∈ A and p, q ∈ U α , we have |θ NA (q) − θ NA (p)| < C # ε; this in turn implies thatθ (α) ∈ H k . Then, by the inductive assumption and Lemma 6.1,
The above allows to obtain sharper informations on the θ variable by means of the following lemma. Lemma 6.3. There exists C, T D > 0 so that, for each standard pair such that θ ∈ H k , if T A is sufficiently large and ε is sufficiently small, then for any T ≥ T D and R = T log ε −1 :
Proof. Define the function V : T → R:
We will use V as a sort of Lyapunov function, namely, we claim that if is so that θ ∈ H k , V satisfies the following geometric drift condition:
In fact, by Theorem 5.3 we conclude that
Then, let us choose T A sufficiently large so that for any θ ∈ H k we have
since, by (5.5), σ TA ≤ C # T A e c # TA and using the definition of V, we conclude that (6.2) holds.
Observe now that by Corollary 6.2,
). Using (6.2) we can then conclude that for R ∼ log ε −1 sufficiently large:
We can thus conclude that (6.1) holds using Markov inequality, choosing C = 3C # .
6.2. Attractors: the return to H. We now proceed to describe the dynamics outside H; indeed we do not need very fine results in this region; essentially we just need to ensure that the dynamics comes back to H with very large probability in time of order log ε −1 .
Lemma 6.4. There exists β > 0 and T S > 1 such that, if ε is sufficiently small, for each standard pair we have
Proof. FixT S > 0 sufficiently large to be specified later and take T S ≥T S . We will prove the lemma in two steps; first let us show the following auxiliary result Sub-lemma 6.5. Let be a standard pair withθ ∈ S. There exists N 0 = O(ε −1 ) and c = c(T S ) so that if ε is sufficiently small, for any
Proof. Our stipulations onω guarantee that, if θ ∈ S, there exists T 0 > 0 such that if T > T 0 , thenθ(T, θ) ∈Ĥ. Let N 0 = T 0 ε −1 and write N = lN A + M where N 0 ≤ M < N 0 + N A . By Large Deviations arguments analogous to the ones used in the proof of Lemma 6.1 we conclude that
we thus conclude that µ (θ M ∈ H) < exp(cε −1 ). Hence, since
our result then follows by applying Corollary 6.2.
In particular, Sub-Lemma 6.5 proves Lemma 6.4 in the caseθ ∈ S. Otherwise, θ ∈ S = k S k : for ease of exposition, let k be fixed so thatθ ∈ S k and let us drop k from our notations; that is, let θ + = θ k,+ , S = S k . By Sub-Lemma 6.5 it suffices to show that there exists β > 0 so that
whereŜ is an O(ε 1/4 )-neighborhood of S. Let us fix c S > 0 to be specified later and define the function V : T → R:
We claim there exists ϑ ∈ (0, 1) so that for any k > 0:
where α 0 is the constant appearing in the statement of Theorem 5.3.
Hence, Ifk ∼ log ε −1 is so that ϑk = O(ε α+1/2 ), then by (6.4) we gather µ (V • θk NA ) ≤ C # ε α0 . Markov Inequality then implies that
provided that ε is sufficiently small, which in turn implies (6.3) if we chooseT S sufficiently large (e.g.,T S = 2k certainly suffices). Let us thus proceed to give the proof of (6.4): first, consider the caseθ ∈ S; we claim that in this case:
The above estimates immediately follows by Sub-Lemma 6.5 ifθ ∈ S, and by a similar large deviations argument otherwise 13 Now, by definition of W + , we know that if θ 0 ∈ W + , |ω(θ 0 )| ≥ω (θ + )|θ 0 − θ + |/2. We can assume T A so large that for any θ 0 ∈ S, we have eitherθ(T A , θ 0 ) ∈Ŝ or |θ(T A , θ 0 ) − θ + | ≥ 2|θ 0 − θ + |. Observe that by Theorem 5.3, the random variable ∆θ(T A , ·)ε −1/2 is normally distributed with variance σ TA that is uniformly bounded 13 In factŜ is a repelling set for the averaged dynamics, hence ifθ ∈ S \ S, the averaged dynamics will certainly keep θ away fromŜ.
by (5.5): letσ be an uniform upper bound on σ TA . We conclude that for any standard pair so that ifθ ∈ S and |θ − θ + | ≥ c S √ ε,
consequently:
If we now assume c S to be sufficiently large 14 we can conclude that
Finally, assume that |θ − θ + | < c S √ ε; first of all by definition of V we can immediately conclude that for any n ≥ 0:
Moreover, using once again Theorem 5.3 and (5.5) we can chooseT to be so large that, for any κ ∈ R, µ (∆θ(T, ·)ε −1/2 ∈ B(κ, 2c S )) < 1/3. We thus conclude that for any standard pair so that |θ − θ + | < c S √ ε:
Observe that by possibly increasingT, we can guaranteeÑ = pN A for some p ∈ N. Collecting equations (6.5) we can therefore conclude that, for any k ≥ 0 and for any sequence L n of pushforwards of :
for some ϑ * ∈ (0, 1) (e.g., ϑ * = 35/36 works). The above relation immediately implies (6.4), choosing ϑ = ϑ 1/p * .
The above results show quantitatively that the dynamics tends to concentrate around the sinks of the averaged dynamics, where most of the center vectors are contracted at an exponential rate. This fact will be the crucial ingredient in the continuation of our arguments.
Coupling: basic facts and definitions
We are now ready to start the discussion of the statistical properties of the map F ε itself. As anticipated we will show the uniqueness of the SRB and study the rate of mixing using the framework of standard pairs.
The main advantage of the standard pairs framework is that we are in a sense able to separate the deterministic behavior (at the level of standard pairs) from the stochastic behavior (regarding standard pairs as "atoms").
Let us start by recalling the main ideas behind the standard pairs framework: the key observation (due to Dolgopyat, see e.g. [6, 7, 8] ) is that SRB measures can be written as standard families. As a consequence, when looking for a SRB measure for our system or studying its properties, we can restrict ourselves to measures that admit a standard disintegration.
Then
The strategy which is most commonly employed in order to study the above mentioned asymptotic equality, and estimate the speed of mixing, is the coupling technique. 15 7.1. Basic coupling definitions. Let us start by recalling some useful definitions: a coupling of two probability measures µ 0 and µ 1 (on the measurable space T 2 ) is given by a probability measure µ on the product space T 2 × T 2 whose marginals on the first and second factor coincide with µ 0 and µ 1 respectively. We denote with Γ(µ 0 , µ 1 ) the set of couplings of the two probability measures. The Wasserstein distance of two probability measures µ 0 , µ 1 is defined as
If µ i = µ i are measures associated to (pre)standard pairs, it is possible to canonically construct a coupling of them as follows. Observe that for any two (pre)standard pairs 0 , 1 , there exists a unique (orientation-preserving) diffeomorphism 16 (the coupling map)Θ : supp 0 → supp 1 so that, for each continuous extension Θ to T 2 ofΘ, Θ * µ 0 = µ 1 .
17
The coupling map Θ induces a coupling γ Θ ∈ Γ(µ 0 , µ 1 ) as follows: for any function A ∈ C(T 4 , R), let
It is immediate from the definition to check that µ Θ ∈ Γ(µ 0 , µ 1 ). We define the coupling distance of two pairs as
Then, since µ Θ is a coupling, it is immediate to check that
there is no canonical choice of a standard coupling. A simple, but important example is given by the independent coupling: we let (A, ν) = X i=0,1 (A i , ν i ) and we define ((α 0 , α 1 )) = ( α 1 ) ). Observe that, in this case, the families L 0 and L 1 are independent random variables. As for standard families we will declare two coupling 15 Coupling has been long used in abstract Ergodic Theory under the name of joining, but it has been re-introduced in the the study of the statistical properties of smooth systems (smooth Ergodic Theory) by Lai-Sang Young [29] , borrowing it from the theory of Markov chains. The version we are going to present here has be developed by Dmitry Dolgopyat in the standard pair framework.
16 Let i = (G i , ρ i ) and consider the maps
Observe that this is intrinsically a one-dimensional definition.
17 From now on we will identify Θ andΘ since they coincide 0 -almost-surely. 
Let L = ((A, ν), ); given A ⊂ A we define the subcoupling conditioned on A to be L A = ((A , ν ), A ) , where, once again, ν (E) = ν(E|A ).
We say that = ( 0 , 1 ) is a matched couple (resp. ∆-matched couple) if 0 and 1 are stacked (resp. ∆-stacked) and have equal densities. Note that
since Θ is the identity. Recall that, given the (pre)standard families {L i } it is defined for all n the pushforward
as the equivalence class of the product coupling of L i n . A sequence of (pre)standard couplings (L n ) n is said to be a pushforward the (pre)standard
. Note that such a definition is much less stringent than the notion of pushforward for a standard family, it is then not surprising that we will need a more stringent definition for standard couplings as well.
If L 0 n is a pushforward of a standard family L 0 and, for each α ∈ A n , n (α) is a ∆-matched pair, for some ∆, then we say that we have a matched pushforward.
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Remark 7.1. Note that, if we have a matched pusforward L n of , then Remark 4.5 applies to the families 0 n and, by the matching property, to 1 as well. It makes thus sense to write n (p).
In the sequel, to simplify our notation, we adopt the convention that the symbols L, A, ν, will carry subscripts and superscripts in the natural consistent way.
Basic coupling estimates.
Loosely speaking, in the hyperbolic setting, the coupling technique is based on the very dynamical idea of "linking mass of standard pairs to nearby ones along stable manifold". In our setting, since we lack a nice stable direction, we will "link mass" along curves that approximate the center direction for at least N A ∼ ε −1 iterates (as it turns out, we will use the curves W c NA defined in Section 3). In the next section we will show that assumption (A2') guarantees that we have average contraction along such curves and, as a consequence, modulo large deviations, they can indeed serve the purpose of stable manifolds. The crucial issue, however, is that the regularity of the holonomy map along the curves W c NA deteriorates very quickly compared to the average contraction rate on W c NA . This fact could in principle prevent us to set up an efficient coupling strategy and, in facts, will force us to use very short center manifolds (see Remark 7.3) .
To make precise the above issue let us start by properly defining the holonomy map: for some small ∆ > 0, let G 0 = (x, G 0 (x)) and G 1 = (x, G 1 (x)) be two ∆-stacked standard curves above [a, b] . Then, for s ∈ [0, 1] define the curves G s by convex combination, i.e.
Let h n (s; x) be the unique solution of the following nonautonomous ODE:
with initial condition h n (0; x) = x. By the cone invariance and by definition of standard curve it is immediate to show that the above problem is well-defined (1; x) ; observe that:
The map H n is an orientation preserving diffeomorphism; geometrically, if p 0 ∈ supp 0 and p 1 = G 1 (H n (πp 0 )) ∈ supp 1 , then p 0 and p 1 are joined by a local n-step center manifold.
We are now ready to state precisely the properties of the holonomy map H n .
Proposition 7.2. Let G 0 and G 1 be two ∆ε-stacked standard curves. For any T > 0 let N = T ε −1 , and H N be the N -step holonomy map between the two curves;
(a) for any 0 ≤ n ≤ N and p 0 in the image of G 0 and 2∆γ c ε away from
Recalling the notation p i n = F n ε p i , we can write:
are the rescaled slopes of the image curve at the point p i n (x) = F n ε • G i (x) and they satisfy, for each 0 ≤ n ≤ N :
Proof. Since the standard curves G i 's are ∆ε-stacked and p 0 and p 1 are joined by a center manifold (which we will denote by W N (p 0 )) whose tangent belongs to the center cone, we gather that dist(p 0 , p 1 ) ≤ C # ∆ε; moreover πp 
which immediately implies (7.6) using Lemma 3.1.
On the other hand, since 0 ≤ n ≤ N , (3.3) yields, for small enough ε,
by the definition of staked curves we obtain |u 1 (x) − u 0 (x)| ≤ C # ∆, which implies (7.7) and proves item (b).
Let us now prove item (c): differentiating (7.5) yields: 19 The reader can easily check that the ODE admits a unique solution; recall (3.4) for the definition of sn.
which we can rewrite, using (3.2) and letting
Item (a) then implies
and using item (b) we can conclude:
The above estimates imply (7.8) and consequently conclude the proof of our lemma.
Remark 7.3. The above lemma implies that the N -step holonomy map H N has good regularity properties for T = O(1) provided that ∆ = O(1), i.e. they are at a distance O(ε). A Local Central Limit Theorem is thus crucial for the effectiveness of the coupling procedure, since it describes the distribution of standard pairs at the O(ε) scale.
The coupling argument
8.
1. An informal exposition of the global strategy. For simplicity let us first assume that n Z = 1 so that {θ = θ 1,− } is the only attractor for the averaged dynamics. Since we expect the real dynamics to be well approximated by a √ ε-diffusion around the averaged dynamics, we will be able to conclude (see the Bootstrap Lemma 8.4) that, if we let any two standard families evolve for a sufficiently long time (which turns out to be O(ε −1 log ε −1 )), then a substantial portion of their mass will be carried by standard pairs which are supported in a O( √ ε) neighbourhood of θ 1,− . Using a Local Central Limit Theorem (see Theorem 5.3) we can control effectively the distribution of such standard pairs with a O(ε)-resolution. Once two standard pairs are stacked at a distance ε, since we are close to a sink, the averaged system will make them (slowly) approach to each other (see Lemma 8.1). Once they are sufficiently close (e.g. O(ε 1+τ ) for some τ > 0) we can show that the real dynamics follows the average one almost all the time (a part from rare large deviations) and that the distance between the standard pairs keeps contracting forever with positive probability. Thus we can couple (see the Coupling procedure, Lemma 8.2) almost all their mass forever. We then conclude by iteratively applying the same argument to the mass in the leftover pieces (see Lemma 8.5) .
If, on the other hand n Z > 1, Assumption (A3) and our Large Deviations results (see Theorem 5.2) allow us to prove that any standard pair will have some positive (although exponentially small in ε −1 ) probability of being close to θ 1,− after time O(ε −1 log ε −1 ); we can then conclude the proof by applying the argument above to this tiny amount of mass at each step.
8.2.
The basic Coupling step. We now describe the core of our coupling argument, i.e., we describe how to actually couple two standard pairs (or more precisely, the processes they generate) for O(ε and L
, where c * is a constant which does not depend on ;
; let H NA be the N A -step holonomy map between 0 and 1 . Fix c * to be specified later and define a 0 * and b
By (4.6), the definition of H NA and our estimates for the center cone, we can choose c * to be so large that the interval [a Figure 1 . Setup for our decomposition.
Let us introduce some notation: we define 
observe that ρ 1 C is not necessarily a standard density. We now claim that
In fact, by (8.2) and definition of ρ i * :
where the first two terms can be bounded using invariance of the center cone and the definition of standard density, and the third one using Proposition 7.2. Thus, provided thatε is sufficiently small, (8.3) holds, which in turn implies that there exist positive densities ρ
where, in particular ρ
We let C be the canonical coupling of C,0 and C,1 and L U be the independent coupling of L U,0 and L U,1 . Also, let L C n and L U n be pushforwards of C and L U , respectively. We claim that these couplings satisfy properties (a-d). In fact (a-b) follows by our construction, remembering Lemma 3.1.
Then, observe that, by Proposition 7.2a, for any p ∈ supp C,0 , the coupling map Θ between
NA (p) and
NA (Θ(p)) is given by transport along vertical lines; hence, the couples NA (p) are in fact matched. Since C,0 is standard, 0 NA (p) will also be standard, and consequently so will be 1 NA (p), since the two pairs have equal density; item (c) then follows by estimates (7.6). We now proceed to prove item (d): let 
The first term is the push-forward of a standard density (and thus a standard density); the second term is also a standard density, since by our construction ρ
, which is the push-forward of a standard density. We now take derivatives of (8.5) and obtain:
and using (8.3):
and by Remark 4.7 we can thus conclude that any pair in case ii) is a −C # log(c # ∆)-prestandard pair.
8.3.
The global Coupling procedure. The idea is now to iterate Lemma 8.1 and discard those couples which, at step k are not exponentially close in k. The crucial fact is to prove that, if we start coupling pairs which are sufficiently close, this strategy can be carried out with probability arbitrarily close to 1; this, together with other useful estimates, is the content of the following lemma, whose proof will be given in Section 9.1. 
As we already explained, the lack uniform hyperbolicity implies that the dynamics might fail to bring together at a uniform rate two standard pairs which started close together. When such a failure happens, we declare the couple to break up and we give up tracking them in the future. The above lemma tells us that if two standard pairs are sufficiently close, such break ups are relatively unlikely. The random variable U [k] in the above statement represents the time at which the corresponding couple broke up; if it is ∞, it means that the couple did not break up (yet). Thus (8.6) guarantees that a break up will happen with probability which is arbitrarily small with γ; similarly (8.7) gives an exponential tail bound (with rate O(ε/ log ε −1 )) on the probability of a break up occurring after k steps.
Observe that Lemma 8.2 requires the coupling to be C # ε 1+τ -matched; the following lemma ensures that the dynamics will, in a time O(ε −1 log ε −1 ), bring a substantial portion of the image of any two standard pairs in such a convenient position.
Lemma 8.4 (Bootstrap). For any τ > 0, there exists T B ,ε > 0 so that for any T ≥ T B , N = T log ε −1 N A , ε ∈ (0,ε) and any standard coupling , we have
where:
can be chosen to be uniform in ε; otherwise m B ∼ exp(−c # ε −1 ).
The proof of Lemma 8.4 will be given in Section 9.2. We now see how the previous results allows us to prove the following Lemma 8.5 (Coupling Lemma). There existε > 0 so that, if ε ∈ (0,ε), for any two standard pairs 0 , 1 :
Observe that Lemma 8.5 readily implies our Main Theorem.
Proof of Lemma 8.5. Our problem is essentially a book keeping problem: as we push forward a standard coupling we will produce matched pairs (hopefully more and more of them), pre standard pairs that cannot be use for anything as yet, and standard pairs that have recovered and are ready to reenter in the dating business.
To keep track of all these objects some notation is needed. Let γ > 0 small and r ∈ N large enough to be specified later; we start by requiring that
where T B is the constant appearing in Lemma 8.4; let also N C := R C N A . We will now inductively define:
• for q ≥ 0, a sequence (L [q] * ) q of couplings of N A -prestandard families and a corresponding sequence of weights ( [k] = s), then it will recover at time sN A . Hence the couple in the family L [q] [k] that broke up at the step O(k/2) have recovered (that is, are standard), thus available for stating again a coupling procedure.
Then, we define the coupling
In the above expression, the first term accounts for standard pairs which did not come close enough during the current step and we could not start coupling. The second terms account for standard pairs which we coupled in some previous step, broke up and recovered some time between the beginning and the end of the current step. Correspondingly we let
Let us define ϑ = 1 − 1 2 m B and ϑ * = 1 − m B ; observe that both ϑ and ϑ * increase with r by Lemma 8.4(c) . We claim that
In fact by (8.8) and the definition of M [s] , we have:
the above immediately implies the lower bound
≥ ϑ * ; in order to prove the upper bound observe that, by the lower bound and the above equation:
where we used (8.7); observe that by choosing γ small and r large we can make the second term arbitrarily small, from which we conclude that our claim holds. We can now conclude the proof of the Coupling Lemma: for any k ≥ 0 let us define q = k/R C and m s = k − sR C ; let us then construct the coupling
given by:
where, L
[q] * n is an arbitrary n-pushforward of L
[q] * . In the above expression, the first term accounts for pairs which we coupled at earlier steps and have not broken up yet; the second term accounts for all pairs which we coupled at any of the previous steps, broke up and have not recovered yet. The third and last term accounts for standard pairs which were uncoupled at the beginning of step q.
For pairs belonging to the first term we can use Lemma 8.2-(a) and obtain that every pair in L
belonging to the families appearing in the remaining two terms we do not have any estimate on the coupling distance, therefore we can only bound it with a constant. Hence, for any n ∈ [0, N A ), by (7.4), we have
Let us estimate term I: by our estimate for M [s] * and we gather
This proves exponential decay for term I. Similarly, for term II: using (8.7) we obtain
by choosing r sufficiently large. We already proved, just after (8.8), exponential decay for term III, (i.e. M [q] * ≤ ϑ q ). The proof then readily follows by collecting all above estimates.
Coupling: Proofs
This is the most probabilist part of the paper, it is then natural to adopt a more probabilistic notation. As we have painstakingly explained on which spaces the various relevant random variable live an how their laws are defined, from now on we will simply use P and E for designating the probability and the expectation, unless some ambiguity might arise.
We start with an easy corollary of Lemma 6.1 and Lemma 8.1 which ensures that a ∆ε-matched coupling which is supported on H will geometrically decrease its coupling distance after time N A except in an event of exponentially small probability.
Corollary 9.1. For any∆ > 0 there existsε > 0 so that the following holds. For any ε ∈ (0,ε), ∆ ∈ (0,∆) and a ∆ε-matched standard couple so thatθ 0 ∈ H; let L C NA be the family obtained by applying Lemma 8.1 to the couple . Then, letting A be the event {θ C,0
Proof. Let us apply Lemma 6.1 to 0 ; by Lemma 8.1(a) we then obtain:
NA is a N A -pushforward of
0 , we can define the subset
Standard distortion estimates then imply that for any α ∈ A C NA and p, q ∈ U α , we have |θ NA (q) − θ NA (p)| ≤ C # ε and ζ NA (q) ≤ ζ NA (p) + C # ε. Lemma 8.1(b) then yields (9.1) and concludes the proof of the corollary.
9.1. Proof of Lemma 8.2. We will define the sequence L [k] and the random variables U [k] by an inductive construction in which we also introduce an auxiliary sequence of random variables
In particular, such random variables will satisfy the following inductive assumptions: let ∆ k = exp(−kT A /4)
Observe that the above inductive assumptions immediately imply items (a) and (b) of our statement.
As for the base step, we define
We now describe the inductive step: for k > 0 assume we defined 
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We proceed to define L(α) for α ∈ A [k] . There are several possibilities:
we can thus apply Lemma 8.1 to [k] (α) with It is thus possible to view all the relevant random variables on the same natural probability space (given by the last time at which we are interested). We will use this implicitly in the following.
If, on the other hand α ∈ A C (α), we let U [k+1] (α ) = ∞ and define H [k+1] as:
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• U [k] (α) = ∞ and H [k] (α) < 0: we declare the couple to break up and let L(α) be an arbitrary N A -pushforwards of [k] (α). Also, for any α ∈ A(α)
Also, for any α ∈ A(α) we let
Inductive assumptions (i) and (ii) then immediately follow from the above definitions and by (A2'), (3.7) and Lemma 3.1. As noticed earlier, they imply items (a) and (b).
We are now left to show item (c): in order to do so, first observe that by definition and Corollary 9.1 we have
We now use the above inequality to prove a preliminary result:
Sub-lemma 9.2. For anyγ > 0, there exists ϑ ∈ (0, 1) such that
where R S = T S log ε −1 with T S defined in Lemma 6.4.
Proof. Let us fix p ∈ N sufficiently large to be specified later; for j ≥ 0, we define auxiliary random variables:
Then we claim that if p is sufficiently large and β < β:
provided ε is small enough. The above estimate suffices to conclude the proof of our sublemma: observe in fact that, by construction, for any 0 ≤ s ≤ pR S ,
≥ −2s ψ . Hence, we conclude that
. Then Lemmata A.1 and A.2 imply that there exists ϑ ∈ (0, 1) and a > 0 such that
Thus, provided that we choose K sufficiently large (relative to a), (9.3) implies that
which, remembering footnote 22, concludes the proof of our sub-lemma. 22 Note that, by our assumptions, ∆ 0 (α, τ ) ≥ ε 1+ 3τ
4 . Thus the second option can occur only for k ≥ C # τ log ε −1 .
We are now left with the proof of (9.2): first, observe that conditioning on X [j] is coarser than conditioning on α ∈ A [jpRS] . Thus it suffices to compute
where we have introduced the event A H = {θ
∈ H : R S ≤ r ≤ pR S },θ 0 n being the average θ with respect to the marginal of the the first component of the standard coupling. By Lemma 6.4 we have
On the other hand, by iterating (p − 1) times (9.1) we obtain that
Thus, with overwhelming probability,
. That is to say that X [j+1] = 1, which proves (9.2).
We can now prove item (c): by our inductive construction Lemma 8.1-(a) and Sub-lemma 9.2 we have:
The above inequality implies, choosing τ large enough,
Finally, for j > k, again by our construction, Lemma 8.1 and Sub-Lemma 9.2,
provided we choose ε to be small enough. The two inequalities above prove (8.6) and (8.7) and conclude the proof of our Lemma.
9.2. Proof of Lemma 8.4. Let T B = T S + T D + C τ , where T S is the constant given by Lemma 6.4, T D is the one given by Lemma 6.3 and C is a constant to be determined later. Let us first prove the following Sub-lemma 9.3. Let be a standard pair; there exists p B > 0 so that:
where, recall, N S = T S log ε −1 N A . Moreover, if n Z = 1, p B can be chosen to be uniform in ε; otherwise p B = C # exp(c # ε −1 ).
Proof. If n Z = 1, thenĤ =Ĥ 1 and the statement immediately follows by Lemma 6.4, which proves (9.4) for any p B < 1 − ε β . If, on the other hand, n Z > 1, we need to use a more sophisticated mechanism: Assumption (A3) guarantees the existence of an admissible path fromθ to some neighborhood of θ 1,− . Observe that without loss of generality we can always assume this neighborhood to beĤ 1 .
23 Let T ≤ 1 be the length of the path, then Theorem 5.2 then implies that
We can then conclude by using Corollary 6.2, which proves (9.4) with the choice
Let C > 0 be the constant given by Lemma 6.3 and let J ⊂ T 1 be the interval B(θ 1,− , C √ ε). Subdivide J into ε −1/2 subintervals {I j } of equal length C # ε. By Theorem 5.3 we can choose T > 0 sufficiently large such that for any standard pair withθ ∈ J and for any j:
where p B > 0 is uniform in ε and independent of . Thus, combining the above observation with Lemma 6.3, we conclude that if is a standard pair withθ ∈ H 1 ,
Hence, together with Sub-Lemma 9.3, we proved that if 0 and 1 are any two standard pairs, the probability that their (N S + RN A )-image have θ-coordinates which are C # ε-close is at least
We now need to find pairs that are actually ∆ε-matched for some ∆ > 0; this task can be accomplished by the following simple argument. Let I ⊂ T 1 be a fixed interval of length δ. Since our maps are uniformly expanding in the x direction, there exist M > 0 and p ∈ (0, 1) so that, given any standard pair , we can construct an M -pushforward of so that one of the standard pairs lies above the interval I and this standard pair has probability larger than p. Moreover, by Remark 4.8, we can assume that this has a flat density, decreasing p by a factor 2/3; the leftover pairs will be O(1)-prestandard. We can then construct the canonical coupling of all pairs which lie above I and the independent coupling of all other pairs.
We thus proved that if T > T S + T D + 1, then there exists a coupling
where m B = 1 2 pp B p B and L B is a ∆ε-matched standard coupling whose components are supported on T × H 1 and L R is a O(1)-prestandard coupling. In order to conclude the proof of our statement we need to obtain couplings which are ε 1−τ -matched: in order to do so it suffices to apply iteratively Lemma 8.1 to pairs in L B . Using Corollary 9.1 (as we did in the proof of Sublemma 9.2) we conclude that a substantial portion of the mass of a (C τ log ε −1 )N A -pushforward of L B will be ε 1+τ -matched and the leftover pairs will be O(τ log ε −1 )-prestandard, which concludes our proof. 23 Otherwise we can just prolong our admissible path with the averaged dynamics until we reach insideĤ 1 .
Conclusions and open problems
In this work we have discussed the case in which the dynamics of the fast variable is given by a one dimensional expanding map.
A natural direction of research would be to prove analogous results for (in increasing order of difficulty) higher dimensional expanding maps, smooth hyperbolic maps, Anosov contact flows, piecewise smooth hyperbolic maps, piecewise smooth hyperbolic contact flows. Although in some cases the implementation could be very non trivial, we regard such extensions as more of a technical, rather than conceptual, nature (a part for the problem of extending the results of our companion paper [3] to the case of flows or systems with discontinuities, which could hide some interesting obstacles and surprises).
Another natural direction is to consider more complex averaged dynamics. For example, higher dimensional ones. High dimension in itself does not pose any particular problem, the difficulties come from the fact that in higher dimension a generic dynamics can belong to an enormous number of different types (nor just sink-sources or rotations, as in one dimension). If one wants to push in such a direction, a first possibility could be to consider two dimensional dynamics and try to replicate the results obtained in [11] , and references within, for the stochastic setting. But this direction of research is practically boundaryless and we think that a better understanding of our simple setting would be of help before venturing in such a terra incognita.
In our setting we proved exponential decay of correlation for an open class of partially hyperbolic endomorphisms of the two-torus T 2 . When averaged dynamics has only 2 fixed points we obtained exponential decay of correlation with a rate ε/log ε −1 . It is quite possible that the logarithmic factor is an artefact of our method of proof, further work is needed to asses if this is the case or not. When the averaged dynamics has more than 2 fixed points, we obtained a exponential decay of correlations with rate exp −cε −1 . This bound is sharp in general, although one can have a faster rate if the initial measure has the exact mass ratio in the various sinks. A further analysis, of which in this paper have done only a sketch, would allow to have precise informations on the metastability behaviour. Indeed, it is quite clear that any (regular) initial distributions will converge to something very close to a sum of Gaussian of spread √ ε centered on the sinks in a time of order, at most, ε −1 log ε −1 . After that the measure will maintain essentially the same shape but the ratio of the masses in the sinks will change very slowly until it reaches the equilibrium distributions, in a time of order exp(cε −1 ). The way in which this last adiabatic process takes place should be ruled by a finite state Markov chain [13] . We do not analyze this aspect in detail in order to keep the exposition as terse as possible, but it is certainly worth further investigation.
Another natural issue, already pointed out in Section 2, is the necessity of hypothesis (A2). In our scheme of proof it is certainly needed, yet we provide an example in Section 10.1 that does not satisfy (A2) and yet numerical computations seems to show that it behaves similarly to the examples for which (A2) is satisfied [28] . This seems to show that our understanding of the mechanism of convergence to equilibrium is partial at best, and that further though is much needed.
Next, observe that assumption (A1) is substantial: the set of ω such that {θ : ω(θ) = 0} = ∅ is open. Ifω has no zeros, then the averaged motion is a rotation, with no sinks or sources; the main mechanism to establish a coupling argument would then be the diffusion centered on the rotation. Nevertheless to treat this case would clearly require an approach more sophisticated than the one put forward in the present work.
A related situation, of considerable interest, is the case in which the dynamics of the slow coordinate is purely diffusive (ω ≡ 0), that is, the case in which the averaged dynamics is also the identity. Even if this situation may seem irrelevant, as it implies a high degree of non-genericity, it might happen due to symmetries imposed to the system. This is indeed the case in non-Equilibrium Statistical Mechanics when the dynamics is Hamiltonian and the slow variables are the energies of near by, weakly interacting, systems, see [12] . Indeed, in this case, the role of ω is played by the energy current, which average is always zero by symmetry. It is clear that most of our construction fails ifω ≡ 0 and the rest needs to be rethought. In particular, the averaged dynamics would again be a diffusion, but it would take place on a much longer time scale [8] . In this case we conjecture that, generically, the system should be mixing and the correlations should decay exponentially with rate ε 2 . We believe that an argument in the spirit of the one described in the present work might yield such a result. However, its actual realization stands as a substantial challenge in the field.
An interesting non-example.
Let > 1 and consider the family F ε (x, θ) = ( x + δ sin(2πθ) [α sin(2πx) + β sin(2 πx)] , θ + ε cos(2πx)) mod 1.
In the above example ω(x, θ) = cos(2πx) does not depend on θ, therefore it is immediate to check that it violates assumption (A2). This example seems to have a most surprising feature: an "attractor" with all the Lyapunov exponents almost surely positive (with respect to the SRB measure). 24 To actually prove this would take some non trivial work, here we content ourselves by showing that there exists choice of α, β, δ such that the average dynamics has a sink and yet the true dynamics near such a sink has center vectors that are mostly expanding.
Observe moreover that if θ = 0 or θ = 1/2 (so that sin(2πθ) = 0), then f θ (x) = x, thus µ θ = Leb, andω(θ) = 0. Let us now computeω (θ) at θ = 0: Lemma A.2. Let ξ k ∈ {−1, 1} be a sequence of independent random variables and let η k ∈ {−1, 0, 1} be a random process such that P (η k+1 = 1|η 1 · · · η k ) ≥ P (ξ k+1 = 1) . For n > 0 define the random variables
where N > 0 is some fixed natural number (if n = 0 we let them all equal to 0); then for each n ∈ N and L ∈ Z:
In particular, if τ Ξ is the hitting time τ = inf{k : Ξ k ≥ L} and τ H = inf{k : H k ≥ L} we have, for any s > 0:
Proof (see [9] , Proposition 2. Clearly ξ * k (resp. η * k ) has the same distribution of ξ k (resp. η k ) and consequently Ξ * k (resp. H * k ) has the same distribution of Ξ k (resp. H k ). Moreover, ξ * k ≤ η * k by design which in turn implies that Ξ * k ≤ H * k . This concludes the proof of our lemma.
