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a b s t r a c t
An independent set of a graph G is a set of pairwise non-adjacent vertices. Let α(G) denote
the cardinality of a maximum independent set and fs(G) for 0 ≤ s ≤ α(G) denote the num-
ber of independent sets of s vertices. The independence polynomial I(G; x) =∑α(G)i=0 fs(G)xs
defined first by Gutman and Harary has been the focus of considerable research recently.
Wingard bounded the coefficients fs(T ) for trees T with n vertices:
(
n+1−s
s
)
≤ fs(T ) ≤(
n−1
s
)
for s ≥ 2. We generalize this result to bounds for a very large class of graphs, maxi-
mal k-degenerate graphs, a classwhich includes all k-trees. Additionally,we characterize all
instances where our bounds are achieved, and determine exactly the independence poly-
nomials of several classes of k-tree related graphs. Our main theorems generalize several
related results known before.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Throughout this paper G = (V , E) is a finite simple undirected graph with vertex set V = V (G) and edge set E = E(G).
Let |G| or |V | denote the cardinality of V . For S ⊆ V (G) we use G − S for the subgraph induced by V (G) − S and use
G − F for the subgraph of G obtained by deleting F when F ⊆ E(G). The neighborhood of a vertex v ∈ V (G) is the set
N(v) = NG(v) = {w : w ∈ V (G), vw ∈ E(G)}, and let dG(v) = |N(v)|, N[v] = N(v) ∪ {v}. For an edge e = uv, set
N(e) = N(u) ∪ N(v). The join of two disjoint graphs G1 and G2 is the graph G1 + G2 such that V (G1 + G2) = V (G1) ∪ V (G2)
and E(G1 + G2) = E(G1) ∪ E(G2) ∪ {v1v2 : v1 ∈ V (G1), v2 ∈ V (G2)}. We use Kn, Pn, Cn and S1,n−1 for a clique, a path, a cycle
and a star, all of order n, respectively.
An independent (or stable) set in a graph G is a set of pairwise non-adjacent vertices. The independence number α(G) is
the cardinality of amaximum independent set ofG. Let fs = fs(G) be the number of independent sets of cardinality s ofG. The
idea of counting independent sets in graphs seems to begin with a paper of Prodinger and Tichy [17] in which they defined,
for a graph G, the Fibonacci number f (G) to be the total number of independent sets of G, that is, f (G) =∑α(G)s=0 fs. f (G) is a
parameter of interest to chemists and is the so-called Merrifield–Simmons index of a graph which is related to stability in
molecules; see [6,9,15]. The polynomial
I(G; x) =
α(G)∑
s=0
fsxs = f0 + f1x+ f2x2 + · · · + fα(G)xα(G)
is called the independence polynomial [8], the independent set polynomial [12], the Fibonacci polynomial [13], or the stable
set polynomial [5]. Since its introduction in the early 1980s, the independence polynomial has been the focus of consider-
able research. Because from the coefficients of a specific graph polynomial one can obtain many aspects of combinatorial
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information concerning the structure of the graph, independence polynomials are not only related to some interesting theo-
retical problems in graph theory and combinatorics, but also have beenused in studying statistical physics and combinatorial
chemistry; see for example, [7,10].
In general, finding the independence polynomial of a graph is a very difficult problem. It is only in a few classes of graphs
that exact determination of the coefficients has appeared in the literature. Most of the literature consists of inequalities and
asymptotic results. For more results not given here, we refer the reader to a nice survey paper by Levit and Mandrescu [14].
The following equalitieswhich are easy to checkhaveproven to be very useful in calculating of independence polynomials
of graphs.
Proposition 1. Let G = (V , E) with |V | = n and |E| = m. Then
(i) f0(G) = 1, and f1(G) = n.
(ii) f2(G) =
( n
2
)−m;
(iii) [8] I(G; x) = I(G−w; x)+ x · I(G−N[w]; x) for anyw ∈ V (G) and consequently, fs(G) = fs(G−w)+ fs−1(G−N[w])
for any 1 ≤ s ≤ α(G).
(iv) [12] I(G; x) = I(G−e; x)−x2 ·I(G−N(e); x) for any e = uv ∈ E(G) and consequently, fs(G) = fs(G−e)−fs−2(G−N(e))
for any 2 ≤ s ≤ α(G).
(v) [12] I(G; x) = I(G1; x)+ I(G2; x)− 1, when G = G1 + G2.
For S1,n−1, one can easily deduce that I(S1,n−1; x) = x +∑n−1s=0 ( n−1s ) xs. For Pn and Cn (n ≥ 3), Hopkins and Staton [13]
showed the following
Theorem 1. (i) I(Pn; x) =∑b(n+1)/2cs=0 ( n+1−ss ) xs;
(ii) I(Cn; x) = 1+∑bn/2cs=1 ns ( n−1−ss−1 ) xs.
To determine whether a graph is uniquely defined by its independence polynomial is a very interesting but quite hard
problem. Few results are known, even if one restricts this problem to some special classes of graphs. From Proposition 1
we know that I(G; x) is determined by |V (G)| and |E(G)| if α(G) = 2. Thus for two non-isomorphic graphs H and G with
α(H) = α(G) = 2, I(H; x) = I(G; x) if and only if |V (H)| = |V (G)| and |E(H)| = |E(G)|. Thus, a graph G can be uniquely
determined by its independence polynomial onlywhenα(G) ≥ 3.Wingard [18] investigated the independence polynomials
for trees and obtained the following nice result:
Theorem 2. Let T be a tree of order n. Then for any 2 ≤ s ≤ α(T ),(
n+ 1− s
s
)
≤ fs(T ) ≤
(
n− 1
s
)
.
Moreover, if I(T ; x) = I(Pn; x) with α(T ) ≥ 3, then T = Pn and if I(T ; x) = I(S1,n−1; x) with α(T ) ≥ 3, then T = S1,n−1.
From the above result, we see that Pn and S1,n−1 are uniquely defined by their independence polynomials among all trees
of independence number at least 3. In this paper, we will present some new independence polynomials for some k-tree
related graphs in Section 2, extend the inequalities of Theorem 2 to some large classes of graphs in Section 3 and give two
new graph classes which are uniquely defined by their independence polynomials in Section 4.
2. Independence polynomials
Wewill give some new independence polynomials for some k-tree related graph. The class of k-trees is a very important
subclass of triangulated graphs. Harary and Palmer [11] first introduced 2-trees in 1968. Beineke and Pippert [1] gave the
definition of a k-tree in 1969. In the literature on k-trees, there are interesting applications to the study of computational
complexity. In particular, many NP-complete problems, including some involving independent sets, can be shown solvable
in polynomial time when restricted to the class of k-trees; see for example [2,3].
Definition 1. For a positive integer k, a k-tree, denoted by T kn , is defined recursively as follows: The smallest k-tree is the
k-clique Kk. If G is a k-tree with n ≥ k vertices and a new vertex v of degree k is added and joined to the vertices of a k-clique
in G, then the larger graph is a k-tree with n+ 1 vertices.
Definition 2. If v is a vertex of degree kwhose neighbors form a k-clique of T kn , then v is called a k-simplicial vertex (simplicial
vertex for short). We use S1(T kn ) for the set of all simplicial vertices of T
k
n when n ≥ k+2. Set S1(Kk) = ∅ and S1(Kk+1) = {v},
where v is any vertex of Kk+1.
L. Song et al. / Discrete Applied Mathematics 158 (2010) 943–950 945
Simplicial vertices will be important in the counting techniques. The following result can be found in [4]:
Lemma 1. (i) S1(T kn ) 6= ∅ when n ≥ k+ 1;
(ii) S1(T kn ) is an independent set when n ≥ k+ 1;
(iii) T kn−S1(T kn ) is a k-tree and every k-simplicial vertex (if any) of T kn−S1(T kn ) is adjacent in T kn to at least one vertex of S1(T kn ).
Some special classes of k-trees and related graphs will now be defined.
Definition 3. Let Kk be a k-clique and S be an independent set of n − k vertices. A (k, n)-star, denoted by Sk,n−k, is defined
as Sk,n−k = Kk + S.
Definition 4. A (k, n)-path, denoted by Pkn , begins with k-clique v1, v2, . . . , vk. For i = k + 1 to n, let vertex vi be adjacent
to vertices vi−1, vi−2, . . . , vi−k only.
Definition 5. A (k, n)-cycle, denoted by Ckn , consists of a (k, n)-path v1, v2, . . . , vn defined as above and an edge joining v1
to vn, where n ≥ k+ 2.
Definition 6. If G is a (k, n)-cycle of order n and v is a vertex not in G, then G+v is called a (k, n)-wheel and denoted byW kn .
Note that both (k, n)-cycles and (k, n)-wheels are not k-trees. But they are closely related to k-trees. We first show the
following:
Proposition 2. |E(T kn )| = kn− 12k(k+ 1) = 2nk−k
2−k
2 for any k-tree T
k
n .
Proof. For n = k, T kk = Kk and |E(T kn )| = k2− 12k(k+1) = 12k(k−1). Assume that |E(T kt )| = kt− 12k(k+1) for any n = t ≥ k
and consider the case when n = t + 1. Let w ∈ S1(T kt+1). Since T kt+1 − {w} is a k-tree with t vertices and dTkt+1(w) = k, we
have |E(T kt+1)| = k+ |E(T kt )| = k+ kt − 12k(k+ 1) = kn− 12k(k+ 1). Hence Proposition 2 is true. 
Now, we will present the following independence polynomials for k-tree related graphs:
Theorem 3. For a (k, n)-path Pkn , we have
(i) α(Pkn) = b n+kk+1c;
(ii) If 1 ≤ s ≤ b n+kk+1c, then fs(Pkn) = fs(Pkn−1)+ fs−1(Pkn−k−1);
(iii) If 0 ≤ s ≤ b n+kk+1c, then fs(Pkn) =
(
n− k(s− 1)
s
)
;
(iv)
I(Pkn; x) =
α(Pkn )∑
s=0
(
n− k(s− 1)
s
)
xs.
Proof. (i) Sincen ≥ k,α(Pkn) = 1 ifn ≤ k+1 and since by the definition of Pkn , the first k+1 and the last k+1 vertices form two
cliques, we haveα(Pkn) = 2 if k+2 ≤ n ≤ 2k+2. Thus (i) holds for k ≤ n ≤ 2k+2. Now assume n ≥ 2k+3 and use induction
on n. Since any independent set of Pkn contains only one vertex of the {vn, vn−1, . . . , vn−k} and Pkn − {vn, vn−1, . . . , vn−k} is a
(k, n)-path with n− k− 1 vertices, by induction, α(Pkn) = 1+ α(Pkn−k−1) = 1+ b n−k−1+kk+1 c = b n+kk+1c. Hence (i) holds.
(ii) If n ≤ 2k + 2, then α(Pkn) ≤ 2 by (i) and it is easy to check that (ii) holds by Proposition 1(iii). If n ≥ 2k + 3, by
applying Proposition 1(iii) to vn, we can easily get (ii), since Pkn − {vn} is a (k, n)-path with n− 1 vertices and Pkn − N[vn] is
a (k, n)-path with n− k− 1 vertices.
(iii) If n ≤ 2k+ 2, then α(Pkn) ≤ 2 by (i). Applying Proposition 1(ii) and Proposition 2, it is easy to check that (iii) holds.
Now we do induction on n. Suppose that (iii) holds for any (k, n)-path with n ≥ 2k+ 2 vertices and consider Pkn+1.
By (i), we have
fs(Pkn+1) = fs(Pkn+1−1)+ fs−1(Pkn+1−k−1)
=
(
n+ 1− 1− k(s− 1)
s
)
+
(
n+ 1− k− 1− k((s− 1)− 1)
s− 1
)
=
(
n− k(s− 1)
s
)
+
(
n− k(s− 1)
s− 1
)
=
(
n+ 1− k(s− 1)
s
)
.
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This means that fs(Pkn+1) =
(
n+1−k(s−1)
s
)
is true for 0 ≤ s ≤ b n+1+kk+1 c. Hence by induction, fs(Pkn) =
(
n−k(s−1)
s
)
is true for
0 ≤ s ≤ b n+kk+1c and n ≥ k.
(iv) is obvious by the definition of I(Pkn; x) and (iii). 
Theorem 4. For a (k, n)-cycle Ckn with n ≥ k+ 2, we have
(i) α(Ckn) = b n+k−1k+1 c;
(ii) If 1 ≤ s ≤ b n+k−1k+1 c, then fs(Ckn) = fs(Pkn−1)+ fs−1(Pkn−k−2);
(iii) If 1 ≤ s ≤ b n+k−1k+1 c, then fs(Ckn) = n+s−1−k(s−1)s
(
n− 2− k(s− 1)
s− 1
)
;
(iv)
I(Ckn; x) = 1+
α(Ckn )∑
s=1
n+ s− 1− k(s− 1)
s
(
n− 2− k(s− 1)
s− 1
)
xs.
Proof. (i) If n = k + 2, then α(Ckn) = 1. If k + 3 ≤ n ≤ 2k + 3, it is easy to check that α(Ckn) = 2 by the definition of Ckn .
Now, assume that n ≥ 2k+ 4 and let S be a maximum independent set of Ckn . If vn 6∈ S, then Ckn − {vn} is a (k, n)-path with
n − 1 vertices and |S| = b n−1+kk+1 c by Theorem 3. If vn ∈ S, then Ckn − N[vn] is a (k, n)-path with n − k − 2 vertices and
|S| = 1+ b n−k−2+kk+1 c = b n+k−1k+1 c by Theorem 3.
(ii) and (iii) If n ≤ 2k + 3, then α(Ckn) ≤ 2 by (i) and it is easy to check that (ii) and (iii) hold by Propositions 1 and 2.
If n ≥ 2k + 4, from the definition of Ckn , Ckn − {vn} is a (k, n)-path with n − 1 vertices and Ckn − N[vn] is a (k, n)-path with
n− k− 2 vertices. Thus, by using the same method as we used in the proof of Theorem 3, we derive that (ii) and (iii) hold.
(iv) is an obvious consequence of (iii) and the definition of I(Ckn; x). 
Theorem 5. For a (k, n)-star Sk,n−k,we have
(i) α(Sk,n−k) = n− k;
(ii) I(Sk,n−k; x) = kx+ (1+ x)n−k;
(iii) fs(Sk,n−k) =
(
n− k
s
)
, s ≥ 2.
Proof. (i) It is obvious by the definition of Sk,n−k.
(ii) Since Sk,n−k = Kk + S, where S is an independent set, I(Sk,n−k; x) = I(Kk) + I(S; x) − 1 by Proposition 1(v). Thus
I(Sk,n−k; x) = 1+ kx+ (1+ x)n−k − 1 = kx+ (1+ x)n−k as I(Kk; x) = 1+ kx and I(S; x) = (1+ x)n−k.
(iii) It can be easily derived by expanding (1+ x)n−k in (ii) and then considering the coefficient of xs for s ≥ 2. 
Theorem 6. For a (k, n)-wheel W kn , we have
(i) α(W kn ) = α(Ckn) = b n+k−1k+1 c;
(ii)
I(W kn )(x) = 1+ x+
α(W kn )∑
s=1
n+ s− 1− k(s− 1)
s
(
n− 2− k(s− 1)
s− 1
)
xs;
(iii) fs(W kn ) = n+s−1−k(s−1)s
(
n− 2− k(s− 1)
s− 1
)
, s ≥ 2.
Proof. (i) By the definition ofW kn , we have α(W
k
n ) = α(Ckn) = b n+k−1k+1 c.
(ii) Since W kn = Ckn + v, I(W kn ; x) = I(v; x) + I(Ckn; x) − 1 by Proposition 1(v). Since I(Ckn; x) = 1 +
∑α(Ckn )
s=1
n+s−1−k(s−1)
s
(
n− 2− k(s− 1)
s− 1
)
xs and I(v; x) = 1+ x, we have I(W kn ; x) = 1+ x+
∑α(W kn )
s=1
n+s−1−k(s−1)
s
(
n− 2− k(s− 1)
s− 1
)
xs.
(iii) It can be easily derived from in (ii). 
Notice that P1n , C
1
n , W
1
n and S1,n−1 are just the standard path, cycle, wheel and star, respectively. Theorems 3 and 4
generalize Theorem 1. For k ≥ 2, we obtain independence polynomials for some new classes of graphs.
3. New bounds
When k = 1, T 1n is a tree and Theorem 2 gives the lower and upper bounds for the coefficients of the independence
polynomials for trees. It is natural to ask whether Theorem 2 can be generalized to k-trees for k ≥ 2. In this section,
we will answer this question. Notice that T kn − N[v] for a vertex v ∈ S1(T kn ) is not necessarily a k-tree. This makes it
very difficult to show the bounds for k-trees directly. In order to solve this problem, we will first study the properties
in an even more general class of graphs—k-degenerate graphs, a concept going back to [16]. For any graph G, we define
δ(G) = min{dG(v) : v ∈ V (G)}.
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Definition 7. A graph G is called k-degenerate if every subgraph H of G has δ(H) ≤ k. A k-degenerate graph G is called
maximum k-degenerate if the graph obtained by adding any edge to G is not k-degenerate.
Note that if G is k-degenerate, then G is (k + 1)-degenerate and any subgraph of a k-degenerate graph is k-degenerate.
The relationship between k-trees and k-degenerate graphs is the subject of Proposition 3. First, we give the following two
lemmas:
Lemma 2. If H is a spanning subgraph of G, then fs(H) ≥ fs(G) for any s ≥ 0.
Proof. Since every independent set of G is an independent set of H , fs(H) ≥ fs(G) for any s ≥ 0. 
Lemma 3. If G is a k-degenerate graph with n ≥ k vertices, then |E(G)| ≤ 2nk−k2−k2 . Moreover, if |E(G)| = 2nk−k
2−k
2 , then
δ(G) = k and α(G) ≤ n− k when n ≥ k+ 1.
Proof. First, let G be k-degenerate graph, we show |E(G)| ≤ 2nk−k2−k2 by using induction on n. If n = k, |E(G)| ≤
(
k
2
)
=
k(k−1)
2 = 2nk−k
2−k
2 .
Assume that |E(G)| ≤ 2tk−k2−k2 for some t ≥ k. Now consider a k-degenerate graph G′ with t + 1 vertices. Since G′ − v
is k-degenerate with t vertices for any vertex v in G′ with dG′(v) ≤ k, by induction hypothesis, |E(G′)| ≤ 2tk−k2−k2 + k =
2(t+1)k−k2−k
2 . This means the first part of the lemma is true for G
′. Hence |E(G)| ≤ 2nk−k2−k2 is true for any n.
Now, when |E(G)| = 2nk−k2−k2 , since G − v is k-degenerate with at least k vertices for any v ∈ V (G), |E(G)| − dG(v) =
|E(G − v)| ≤ 2(n−1)k−k2−k2 , which implies dG(v) ≥ k and consequently δ(G) ≥ k. On the other hand, δ(G) ≤ k by the
definition of a k-degenerate graph. Hence, δ(G) = k.
Let S be a maximum independent set and v ∈ S. Since δ(G) ≥ k, we have n − |S| ≥ |NG(v)| ≥ k, which implies
n− k ≥ |S| = α(G). 
Proposition 3. Every k-tree T kn is a maximum k-degenerate graph.
Proof. By Proposition 2 and Lemma 3, we only need to show that T kn is k-degenerate. We show it by induction on n.
If n = k or n = k + 1, T kn is a k-clique or (k + 1)-clique and it is easy to check that the proposition holds. Assume that
for some t ≥ k+ 1 every T kt is k-degenerate. Consider T kt+1 and let x1 ∈ S1(T kt+1). For any subgraph G′ of T kt+1, if x1 ∈ V (G′),
then δ(G′) ≤ k and if x1 6∈ V (G′), then G′ is a subgraph of T kt+1 − {x1}, which is a k-tree with t vertices. Thus by induction
assumption, δ(G′) ≤ k. Hence any k-tree T kn is k-degenerate and the proposition is true. 
Now, we will present new bounds for the coefficients of independence polynomials of maximum k-degenerate graphs,
which include all k-trees by Proposition 3.
Theorem 7. Let G be a k-degenerate graph of order n. Then for all integers s with 2 ≤ s ≤ α(G), we have
(i)
(
n−k(s−1)
s
)
≤ fs(G);
(ii) fs(G) ≤
(
n−k
s
)
if G is maximum k-degenerate.
Proof. Since |E(G)| ≤ 2nk−k2−k2 for any k-degenerate graph G by Lemma 3, one can easily check the above inequalities are
true for s = 2 by Proposition 1(ii). Now, assume s ≥ 3.
(i) If n < k(s− 1)+ s, then
(
n−k(s−1)
s
)
= 0. On the other hand, fs(G) ≥ 0. So the theorem holds for n < k(s− 1)+ s.
Now we assume n ≥ k(s− 1)+ s, let v ∈ V (G)with d(v) ≤ k. We use induction both on n and s. Notice that both G− v
and G− N[v] are k-degenerate. We obtain
fs(G) = fs(G− v)+ fs−1(G− N[v])
≥
(
n− 1− k(s− 1)
s
)
+
(
n− |N(v)| − 1− k(s− 2)
s− 1
)
≥
(
n− 1− k(s− 1)
s
)
+
(
n− k− 1− k(s− 2)
s− 1
)
=
(
n− 1− k(s− 1)
s
)
+
(
n− 1− k(s− 1)
s− 1
)
=
(
n− k(s− 1)
s
)
.
So,
(
n−k(s−1)
s
)
≤ fs(G) for any n and 2 ≤ s ≤ α(G).
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(ii) If n = k+ 3, since n− k ≥ α(G) ≥ s ≥ 3 by Lemma 3 and f3(G) ≤
(
n−k
3
)
=
(
3
3
)
= 1, the inequality is true. Assume
that fs(G) ≤
(
n−k
s
)
is true for some maximum k-degenerate graph Gwith n = t ≥ k+ 3 vertices and consider a maximum
k-degenerate graphG′with n = t+1 vertices. Let v be inG′with dG′(v) = k. Since an independent set of t+1−k−1 = t−k
vertices is a spanning subgraph of G′−N[v], we have fs−1(G′−N[v]) ≤
(
t−k
s−1
)
by Lemma 2. Notice that G′−v is a maximum
k-degenerate graph with t vertices. By induction hypothesis and Proposition 1(iii),
fs(G′) = fs(G′ − v)+ fs−1(G′ − N[v])
≤
(
t − k
s
)
+
(
t − k
s− 1
)
=
(
n− k
s
)
.
Hence, for all s ≥ 2, fs(G) ≤
(
n−k
s
)
. 
By Proposition 3, we obtain the following result which includes Theorem 2 as a consequence:
Corollary 1.
(
n−k(s−1)
s
)
≤ fs(T kn ) ≤
(
n−k
s
)
for all 2 ≤ s ≤ α(T kn ).
4. Sharpness and uniqueness
We now investigate the sharpness of Theorem 7 by characterizing the graphs for which the upper and lower bounds of
Theorem 7 are achieved. In our discussion we include some structural information on (k, n)-paths and k-trees.
Lemma 4. Pkn(n ≥ 2k+ 1) has vertices v1, v2, . . . , vn as in the definition of the (k, n)-path. Then
(i) vivj ∈ E(Pkn) if and only if |j− i| ≤ k with j 6= i;
(ii) d(vi) = k − 1 + i for i = 1, 2, . . . , k; d(vi) = 2k for i = k + 1, k + 2, . . . , n − k; and d(vi) = n + k − i for
i = n+ 1− k, . . . , n.
Recall that S1(Kk) = ∅ and |S1(Kk+1)| = 1.
Lemma 5. |S1(T kn )| ≥ |S1(T kn − v)| for any v ∈ S1(T kn ) when n ≥ k+ 1 and |S1(T kn )| ≥ 2 when n ≥ k+ 2.
Proof. Since N(v) is a clique and S1(T kn −v) = ∅ or S1(T kn −v) is independent by Lemma 1, we obtain S1(T kn −v)− S1(T kn ) ⊆
N(v) and |S1(T kn−v)∩N(v)| ≤ 1. Thus |S1(T kn )| ≥ |S1(T kn−v)|. When n ≥ k+2, we have |S1(Kk+2)| = 2 and |S1(T kn−v)| ≥ 1
for any v ∈ S1(T kn ). By using induction and Lemma 2(ii), one can easily show that |S1(T kn )| ≥ |S1(Kk+2)| = 2. 
The next two lemmas will be crucial for the proof of our theorem on the independence polynomials of (k, n)-path.
Lemma 6. If H is a k-clique in Pkn with n ≥ 2k + 1, then the sum of the degrees of the vertices of H is at least 3k
2−k
2 and if the
degree sum of H is 3k
2−k
2 , then either V (H) = {v1, v2, . . . , vk} or V (H) = {vn−k+1, . . . , vn}.
Proof. By the definition of the (k, n)-path and Lemma 4. 
Lemma 7. Let T kn be a k-tree with n ≥ k+ 5 and |S1(T kn )| ≥ 3. Then, there is aw ∈ S1(T kn ) such that |S1(T kn − w)| ≥ 3.
Proof. If |S1(T kn )| ≥ 4, then |S1(T kn − w)| ≥ 3 for anyw ∈ S1(T kn ).
If |S1(T kn )| = 3, let {w1, w2, w3} = S1(T kn ). Since T kn − S1(T kn ) is a k-tree with at least k + 2 vertices by Lemma 1,
|S1(T kn − S1(T kn ))| ≥ 2 by Lemma 5. Let u1, u2 ∈ S1(T kn − S1(T kn )) with u1 6= u2. Then u1u2 6∈ E(T kn − S1(T kn )) by
Lemma 1. Since {u1, u2} ∩ S1(T kn ) = ∅, without loss of generality, we may assume by Lemma 1, that u1w1 ∈ E(T kn ),
u2w2 ∈ E(T kn ). Since NTkn (wi) forms a clique for i = 1, 2, 3, and u1u2 6∈ E(T kn ), we obtain that u1w2 6∈ E(T kn ), u2w1 6∈ E(T kn )
and |NTkn (w3) ∩ {u1, u2}| ≤ 1. Assume that u1w3 6∈ E(T kn ), then u1 is simplicial in T kn − w1. So |S1(T kn − w1)| = 3. 
Now we are prepared to characterize the instances of the equality in Theorem 7.
Theorem 8. If I(G; x) = I(Sk,n−k; x) for a graph G of order n ≥ k+ 1, then G must be Sk,n−k.
Proof. Since I(G; x) = I(Sk,n−k, x), we have α(G) = α(Sk,n−k) = n − k, fα(G)(G) = 1 and f2(G) = f2(Sk,n−k), which implies
that |E(G)| = |E(Sk,n−k)|. Let V1 = {v1, v2, . . . , vα(G)} be themaximum independent set of G, since |E(G)| =
(
k
2
)
+ (n− k)k,
we have dG(vi) = k, 1 ≤ i ≤ α(G) and the graph induced by V (G)− V1 is a clique. Hence G is Sk,n−k. 
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Note that Theorem 8 is quite strong in asserting that no other graph shares the independence polynomial of a (k, n)-star.
For (k, n)-paths, the result is weaker. We are able to show only that no other k-tree shares the independence polynomial of
a (k, n)-path.
Theorem 9. If T kn is a k-tree with I(T
k
n ; x) = I(Pkn; x) and α(T kn ) ≥ 3, then T kn must be Pkn .
Proof. Wewill prove Theorem 9 by showing the claim that if T kn is a k-tree which is not a (k, n)-path, then there exists some
iwith 3 ≤ i ≤ α(T kn ) such that fi(T kn ) > fi(Pkn) =
(
n−k(i−1)
i
)
.
If n ≤ 2k + 2, by Theorem 3(i) α(Pkn) ≤ 2. Thus f3(Pkn) = 0, implying f3(T kn ) ≥ 1 > f3(Pkn) = 0. So, it is true for
k ≤ n ≤ 2k+ 2. Now assume that for some n = t ≥ 2k+ 2 the claim is true and consider T kt+1.
If there exists a w ∈ S1(T kt+1) such that T kt+1 − w is not a (k, n)-path, by induction hypothesis, there is some i
with 3 ≤ i ≤ α(T kt+1 − w) such that fi(T kt+1 − w) > fi(Pkt ) =
(
t−k(i−1)
i
)
. Since T kt+1 − N[w] is k-degenerate and
fi−1(T kt+1 − N[w]) ≥
(
t−k−k(i−2)
i−1
)
by Theorem 7, we have
fi(T kt+1) = fi(T kt+1 − w)+ fi−1(T kt+1 − N[w])
>
(
t − k(i− 1)
i
)
+
(
t − k− k(i− 2)
i− 1
)
=
(
t − k(i− 1)
i
)
+
(
t − k(i− 1)
i− 1
)
=
(
t + 1− k(i− 1)
i
)
.
If for any w ∈ S1(T kt+1), T kt+1 − w is a (k, n)-path, then |S1(T kt+1 − w)| = 2 and ∆(T kt+1 − w) ≤ 2k by Lemma 4,
where ∆(T kt+1 − w) is the maximum degree of T kt+1 − w. Thus by Lemma 7, either |S1(T kt+1)| = 2 or |S1(T kt+1)| = 3 but
t + 1 = k+ 4 ≥ 2k+ 3, implying k = 1 as k ≥ 1.
In the former case, there exists u ∈ S1(T kt+1 − w)− S1(T kt+1) such that uw ∈ E(T kt+1). Let NTkt+1−w(u) = {v1, v2, . . . , vk}.
By Lemma 4, we may assume that dTkt+1−w(vi) = k+ i. Then G′ = T
k
t+1 − ({v1, v2, . . . , vk−1} ∪ {u, w}) is a (k, n)-path with
t− k vertices. Since N(w) ⊆ NTkt+1−w[u] and T
k
t+1 is a k-tree but not a (k, n)-path, we have vkw ∈ E(T kt+1) by Lemma 4. Thus,
|E(T kt+1 − N[w])| < |E(G′)| by Lemma 6 and dTkt+1−w(vk) = 2k. This implies that f2(T
k
t+1 − N[w]) > f2(G′) =
(
t−k−k(2−1)
2
)
by Proposition 1(ii) and Theorem 3. Hence,
f3(T kt+1) = f3(T kt+1 − w)+ f2(T kt+1 − N[w])
>
(
t − k(3− 1)
3
)
+
(
t − k− k(2− 1)
2
)
=
(
t + 1− k(3− 1)
3
)
.
That is, f3(T kt+1) > f3(P
k
t+1).
In the latter case, we have k = 1 and t + 1 = k + 4 = 5. This implies that T 1t+1 is a tree but not a path with 5 vertices.
Since S1(T 1t+1) = 3, one can easily derive that f3(T 1t+1) = 2 > f3(P5) = 1. Hence the claim holds.
Now, we turn to prove Theorem 9. Since I(T kn ; x) = I(Pkn; x), we have α(T kn ) = α(Pkn) ≥ 3 and fi(T kn ) =
(
n−k(i−1)
i
)
for any
0 ≤ i ≤ α(T kn ). Thus by the above claim, T kn must be Pkn . 
We need to point out that there are some graphs which are not k-trees but have the same independence polynomial as
Pkn . For example, for the graph G obtained from a P
k
n (n ≥ 2k+ 2) by deleting the edge vn−kvn and adding the edge v1vn, we
have I(G; x) = I(Pkn; x) as fs(G) = fs(G − vn) + fs−1(G − N[vn]) = fs(Pkn) for s ≥ 1 and G is not a k-tree as NG(vn) is not
a clique.
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