Existing embedding methods for attributed networks aim at learning low-dimensional vector representations for nodes only but not for both nodes and attributes, resulting in the fact that they cannot capture the affinities between nodes and attributes. However, capturing such affinities is of great importance to the success of many real-world attributed network applications, such as attribute inference and user profiling. Accordingly, in this paper, we introduce a Co-embedding model for Attributed Networks (CAN), which learns low-dimensional representations of both attributes and nodes in the same semantic space such that the affinities between them can be effectively captured and measured. To obtain high-quality embeddings, we propose a variational auto-encoder that embeds each node and attribute with means and variances of Gaussian distributions. Experimental results on real-world networks demonstrate that our model yields excellent performance in a number of applications compared with state-of-the-art techniques.
Attributed networks as one category of the most important networks are ubiquitous in a myriad of important domains, ranging from social media networks to academic networks, where rich attributes, e.g., ages of the users and journals/conferences the authors published at, describing the properties of the nodes are available. A number of attributed network embedding algorithms have been proposed to learn low-dimensional vector representations of the nodes via leveraging the structure and/or the attribute information of the networks [11, 13, 13, 21, 24, 40] . By doing so, embeddings of the nodes in attributed networks can be effectively obtained, which in turn help to enhance the performance of many down-stream applications [11, 13, 20] .
However, these embedding algorithms suffer from some defects: (1) They represent each node by a single point in a low-dimensional continuous space, resulting in the fact that the uncertainty of nodes' representations is ignored. Yet uncertainty is inherent when describing a node by a single point only [2] ; (2) They focus on learning the representations for nodes but not for both nodes and attributes, resulting in the fact that the affinities between nodes and attributes are impossible to be effectively measured. However, obtaining such affinities between nodes and attributes is of great importance to the success of many tasks, where the relationships between nodes and attributes need to be quantitatively measured, such as connecting users and keywords in user profiling [25, 26] , annotating users with tags in attribute inference [9, 41] and characterizing experts by topics in expert finding [15] .
To alleviate the aforementioned problems, we introduce a Coembedding model for Attribute Networks, abbreviated as CAN, which aims at learning low-dimensional vector representations of both attributes and nodes in a same semantic space such that the affinities between them can be effectively captured and measured. To effectively infer the embeddings of both nodes and attributes in the network, we propose a variational auto-encoder, where we infer the embeddings of both nodes and attributes and represent them by means of Gaussian distributions, with the corresponding variances measuring the uncertainty of the inferred embeddings.
The node and attribute embeddings obtained in the unified manner in CAN can benefit not only node-oriented network problems (e.g., node classification and link prediction), but also attribute inference problems (e.g., predicting the value of attributes of nodes). More importantly, the common semantic embedding space provides a simple but effective solution to user profiling problem, as the relevance of users (nodes) and keywords (attributes) can be directly measured, e.g., by cosine similarity, or dot product. To verify the effectiveness of our proposed CAN model, we conduct experiments on seven real-world network datasets. Our experimental results demonstrate that CAN yields excellent performance in attribute inference and user profiling tasks that the previous network embedding models cannot deal with, while it also shows high competitive performance in link prediction and node classification tasks compared with state-of-the-art techniques.
Our contributions in this work can be summarized as follows:
(1) We propose a novel co-embedding algorithm for attributed networks, CAN, which aims at learning the low-dimensional representations of both nodes and attributes in the same semantic space, such that the affinities between nodes and attributes of the networks can be effectively measured. (2) To learn high-quality embeddings of both nodes and attributes in attributed networks, we propose a variational auto-encoder method, which consists of an inference model, aiming at encoding features of nodes and attributes into two Gaussian distributions, and a generative model, which can effectively reconstructs both real and binary weighted edges and attributes. (3) We conduct extensive experiments on real-world attributed networks to verify the effectiveness of our embedding model on addressing four graph mining tasks, i.e., node classification, link prediction, attribute inference and user profiling. Experimental results show that our model is able to learn informative and high-quality representations and significantly outperforms the state-of-the-art methods.
RELATED WORK
There are two lines of work related to our model, network embedding and variational auto-encoders.
Network Embedding
Existing network embedding algorithms can be classified into two categories: those [3, 10, 30, 34, 37] for plain networks where only topological structure information is utilized for embedding and those [11, 13, 21, 24, 40] for non-plain networks such as attributed networks where not only topological structure information but also auxiliary information, e.g., content information/attributes of the nodes, are taken into account for embedding. To embed plain networks, approaches such as DeepWalk [30] , node2vec [10] and LINE [34] learn embeddings based on random walks or edge sampling. These methods utilize the Skip-Gram with negative sampling neural network architecture originally proposed for word embedding [28] , and can be implicitly approximated by matrix factorization [31] . Wang et al. [37] proposed the SDNE model to capture the highly non-linear network structure and preserve the global and local structure of the network. Wang et al. [39] incorporate the community structure of network into result embeddings that preserves both of the microscopic and community structures.
Some other works obtain embeddings for non-plain networks with rich auxiliary information, such as labels, node attributes and text contents, in addition to the topological structure networks [13, 38, 40] . Huang et al. [13] employ the graph Laplacian technique to learn the joint embedding from the topological structure and attributes. Kipf and Welling [21] propose a graph convolutional neural network model for attributed networks, and further employ it on a variational auto-encoder architecture [20] . Hamilton et al. [11] propose the GraphSAGE model that learns node representations by sampling and aggregating features from a node's local neighborhood. Zhang et al. [42] and Gao and Huang [8] propose their customized deep neural network architectures, called ANRL and DANE respectively, to learn node embeddings while capturing the underlying high non-linearity in both topological structure and attributes. Their results showed that combining different types of auxiliary information, rather than using only the topological features, can provide different insights of embedding of nodes, and helps to capture rich patterns in many real-world networks. However, these models only obtain embeddings of nodes and do not capture the uncertainty inherent in the embeddings.
Recently, few approaches embed nodes by distributions and capture the uncertainty of the embeddings [2, 5, 12] . Inspired by previous work of learning Gaussian word embeddings [36] , the KG2E model [12] represents each entity/relation of knowledge graphs as a Gaussian distribution. Dos Santos et al. [5] study heterogeneous graphs for node classification using Gaussian embeddings. In terms of embedding for attributed networks, Bojchevski and GÃĳnne-mann [2] embed each node as a Gaussian distribution according to the energy-based loss of personalized ranking formulation. We tackle the embedding problem for attributed networks by modeling both nodes and attributes as Gaussian distributions, which allows measuring the uncertainty of both embeddings by the variances of the distributions.
Variational Auto-encoders
Variational Auto-encoders (VAEs) are expressive latent variable models that can be used to learn complex probability distributions from training data. A basic VAE model [18, 19, 33] is comprised a pipeline of two computational neural networks: one acts as an inference network encoding the given observations into latent variables, and the other acts as a generative model performing the reverse mapping from latent variables to each observed data point. By using the variational evidence lower bound of the loglikelihood as loss function and the reparameterization tricks [19] , these models can be easily trained via a Stochastic Gradient Variational Bayes estimator [19] . Many variations of VAE have been proposed [16, 18, 20, 29, 33] , which have been extensively studied and applied in various tasks such as semi-supervised classification [18] , clustering [16, 27] and image generation [6] . The GAE [20] model proposed by Kipf and Welling is an example of VAEs that learns representations for attributed networks. However, it learns embeddings for nodes only, rather than both nodes and attributes.
NOTATIONS AND THE PROBLEM
In this section, we introduce the used notations and formally define the studied problem.
Notations
In this paper, scalars are denoted by normal alphabets (e.g., the total number of nodes in the network: N ), while sets are denoted by calligraphy typeface alphabets (e.g., the set of nodes in the network: V). Matrices are denoted by boldface uppercase alphabets (e.g., an adjacency matrix A serving for the network). The ith row of a matrix, e.g., A, is denoted with a subscript, e.g., A i . Vectors are Table 1 : Main notations in our paper.
Symbol
Description G an undirected attributed network V set of nodes A set of attributes E V set of edges E A set of node-attribute associations N = |V | number of nodes F = |A| number of attributes D dimension of latent variables A ∈ R N ×N adjacency matrix of nodes X ∈ R N ×F attribute information matrix for nodes Z V ∈ R N ×D latent representation matrix for all the nodes Z A ∈ R F ×D latent representation matrix for all the attributes represented by boldface lowercase alphabets or uppercase alphabets with a subscript (e.g., a or A i ). A vector with a subscript represents a scalar element of that vector (e.g., a i or A i j ). The transpose of a matrix, e.g. A, is represented by A T . Definition 1. Let V and A be a set of nodes and attributes, respectively, in a graph/network. An Attributed Network (AN) is an undirected graph G = (V, A, E V , E A ) with N = |V | nodes and F = |A| attributes, where E V ⊆ V × V is the set of edges and E A ⊆ V × A is the set of node-attribute associations.
We introduce an adjacency matrix A ∈ R N ×N and an attribute matrix of nodes X ∈ R N ×F for G, with A i being the i-th row vector of A and X i being the i-th row vector of X. The scalar elements A i j ∈ A i and X i j ∈ X i are weights of edges and attributes respectively, which can be either real or binary values. A and X can be regarded as the features of nodes, so we can also use X T to represent the input feature of attributes, i.e., the nodes affiliated to each attribute are regarded as its features. Tab. 1 summarizes our main notations.
Problem Definition
With the terminologies described above, we formally define the problem of co-embedding an attribute network as follows: Problem 1. Attributed Network Co-embedding. Given an attribute graph G, the goal is to learn a mapping function Ξ that satisfies the following in an unsupervised way:
such that both structure and attribute information of the network can be preserved as much as possible by Z V ∈ R N ×D and Z A ∈ R F ×D , respectively, with Z V i ∈ Z V , Z A j ∈ Z A , N , F and D being the embeddings of the i-th node and the j-th attribute to be inferred, the number of nodes and attributes, and the size of the dimension of the embeddings, respectively.
CO-EMBEDDING NODES AND ATTRIBUTES
To address the aboved-defined problem, we introduce CAN, a model for Co-embedding Attributed Networks based on the Variational Auto-Encoder [19] , to obtain the Gaussian embeddings of both nodes and attributes. Fig. 1 provides an overview of our model. We now describe the model in the following subsections.
Variational Lower Bound
To obtain embeddings of both nodes and attributes for an attributed network G in an unsupervised way, i.e., Z V and Z A , we first define an objective to maximize the log-likelihood of the observed adjacency matrix A and attribute matrix X of G. Using Jensen's inequality, the log-likelihood of A and X for a given attributed network G can be represented as:
where q ϕ (Z V , Z A | A, X), abbreviated as q ϕ for convenient discussion, is the variational posterior to approximate the true posterior p(Z V , Z A | A, X) with ϕ being the parameters needed to be estimated. Here we assume q ϕ to be a mean-field distribution and can be factorized as:
The joint distribution p θ (A, X, Z V , Z A ) can be represented as:
where A i j ∈ A, X ia ∈ X are weights of edges and attributes respectively. Substituting Eq. 3 and Eq. 4 into Eq. 2, Eq. 2 can be represented as:
where L(θ, ϕ; A, X) is the evidence lower bound (ELBO) on the marginal likelihood of the observed variables and D K L (· ∥ ·) is the Kullback-Leibler (KL) divergence. In Eq. 5, q ϕ 1 (Z V | A, X) and q ϕ 2 (Z A | X T ) are referred to the probabilistic encoders, since given the observed data, i.e., A and X, they aim at producing variational posterior distributions over the possible values of the latent embeddings Z V and Z A . Similarly, we refer to p θ 1 (A i j | Z V i , Z V j ) and p θ 2 (X ia | Z V i , Z A a ) as the probabilistic decoders, since given the latent embeddings Z V and Z A , they produce a distribution over the possible corresponding values of observed edges and attributes. The KL-divergence terms in Eq. 5 can be interpreted as the regularizer encouraging the approximate posteriors to be close to the priors p(Z V ) and p(Z A ), while the expectation terms are regarded as expected negative reconstruction error loss. Commonly, analytical solutions of expectations w.r.t. the variational posterior are intractable in general cases, but we can reduce the problem of estimating the gradient w.r.t. parameters of the posterior distribution to a simpler problem of estimating the gradient w.r.t. parameters of a deterministic function, which is called the reparameterization trick [19] .
Similar to VAE [19] , we assume all of the priors of latent variables and the variational posterior distributions to be Gaussian:
are means and variances of node embeddings and attributed embeddings to be learned, respectively.
Since we assume the priors and the variational posteriors are Gaussian distributions, the KL-divergence terms in Eq. 5 have analytical forms. By using the stochastic gradient variational Bayes (SGVB) estimator and the reparameterization trick [19] , we can directly derivate from Monte Carlo estimates of these expectation terms by the following estimators of this model:
We apply GCN but not other neural network models for nodes' inference, as it is able to yield the best performance. In particular, the two-layer GCN is defined as: The two fully connected layers for inferring Gaussian embeddings of attributes are defined as:
A W
(1)
where µ A and σ 2 A are the means and variances of the learned embeddings of attributes (see Eq. 9), b is the bias, tanh(·) is the tangent activation function and
A , b (0) , b (1) ] are trainable weights for the attribute inference layers. Let ϕ = [ϕ 1 , ϕ 2 ] denote all the trainable parameters in inference model.
After having obtained all the means and variances for all the Gaussian embeddings of nodes and attributes, the reparameterization trick [19] is applied to transform from the latent Gaussian random variables to the deterministic variables Z V and Z A , which are differentiable and capable to propagation the gradient between the inference model and generative model.
Generative model д θ . The generative model is to decode from deterministic latent embeddings Z V and Z A to generative random variables, where the original input edges and attributes can be reconstructed. Specifically, given embeddings of two nodes i and j, we compute µ E V (i, j) and σ 2 E V (i, j) by:
where д θ 1 is a neural network for reconstructing edges. Then an observed edge can be generated by the following: (a) For real-valued edges,
(b) For binary edges,
where N (µ E V (i, j) , σ 2 E V (i, j) I) and Ber(µ E V (i, j) ) are multivariate Gaussian distribution and Bernoulli distribution parametrized by µ E V (i, j) , σ 2 E V (i, j)
I and µ E V (i, j) , respectively.
Similarly, given embeddings of node i and attribute a, we compute µ E A (i,a) and σ 2 E A (i,a) by:
where д θ 2 is a neural network for reconstructing attributes. Then an observed attribute association (i, a) ∈ E A can be generated by the following process: (i,a) ).
We let θ = [θ 1 , θ 2 ] denote the packed trainable parameters in the inference model. As all the edges and attributes in our experimental datasets are binary-valued, we implement model д simply by inner product between latent variables, i.e.,
where sigmoid(·) is the sigmoid function. Our experimental results show that such a simple implementation produces better results than state-of-the-art baselines in many graph mining tasks such as link prediction, node classification and attribute inference.
EXPERIMENTAL SETUP
In this section, we detail our experimental setup, i.e., the research questions ( §5.1), the used datasets ( §5.2), and the to compare and experimental settings ( §5.3).
Research Questions
We aim at answering the following research questions for evaluating our proposed CAN model:
(RQ1) How does our CAN perform by utilizing the learned representations in traditional graph mining tasks, e.g., link prediction and node classification? (RQ2) Can our CAN perform better than other models in tasks of attribute inference and user profiling, where capturing the affinities between nodes and attributes is crucial? (RQ3) Do the obtained embeddings of nodes and attributes have high-quality and can we qualitatively evaluate them?
Datasets
We conduct experiments on the following attributed network datasets, the statistics of which is provided in Tab. 2:
• Cora, Citeseer, Pubmed [32] : The Cora, Citeseer and Pubmed datasets are citation networks, where nodes are publications and edges are citation links. Attributes of each node are bagof-words representations of the corresponding publications.
• BlogCatalog [35] : This is a network of social relationships of bloggers from the BlogCatalog website, where nodes' attributes are constructed by keywords, which are generated by users as a short description of their blogs. The labels represent the topic categories provided by the authors.
• Flickr [14] : It is a social network where nodes represent users and edges correspond to friendships among users. The labels represent the interest groups of the users.
• Facebook [22] : This network is built from profile and relation data of 10 users in Facebook by SNAP 1 . The attributes are constructed by their profiles. 
Baselines and Settings
We compare CAN with two categories of methods: attributed network embedding methods and attribute inference methods. The four attributed network embedding baseline methods are:
• GAE [20] : GAE also embeds an attributed network by using the variational auto-encoder, but it optimizes the ELBO without considering the reconstruction error of attributes, and it learns embeddings for nodes only, rather than for both nodes and attributes.
• GraphSAGE [11] : This is a network embedding model that learns node representations by sampling and aggregating features from nodes' local neighborhoods.
• AANE [13] : It is an attributed network embedding model that learns node representations based on the decomposition of attribute affinities and the embedding difference between the connected nodes.
• ANRL [42] : It is a network embedding model that uses the neighbor enhancement auto-encoder and the attribute-aware skip-gram model to capture the node attributes and structural information of networks. We adopt one of its variants which uses the Weighted Average Neighbor function to construct its target neighbors, abbreviated as ANRL-WAN. The three attribute inference baseline methods are:
• SAN [9] : This is a joint link prediction and attribute inference algorithm based on link features computed by Adamic-Adar and Low-Rank Approximation.
• EdgeExp [4] : This is an attribute inference algorithm that leverages a softmax function to solve for both user attributes and relationship types.
• BLA [41] : This is a probabilistic model that iteratively learns user links and attributes, and leverages the data redundancy on each side and the mutual reinforcement between the two. We implemented all the baselines by the codes released by the authors. The parameters of all baselines are tuned to be optimal. For our model, the hyperparameters of prior distributions,σ 2 V ,σ 2 A 2 Available from: http://dblp.uni-trier.de/xml/. 3 Available from: http://www.ccf.org.cn/.
(Eq. 6 and Eq. 7) are set to be 1 in all the experiments. We train our model for 200 iterations by Adam [17] optimizer with the learning rate being 0.01. For our inference neural network, we use a 64-dimensional hidden layer and 32-dimensional latent variables in all experiments. For fair comparisons, the dimension of embedding for all methods is fixed to be 32. Our CAN model 4 was implemented by TensorFlow [1] .
Note that we did not take embedding methods for plain network as our baselines, as a large number of results show that embedding network by leveraging both the network structure and the associated node attribute can achieve better performance in majority of down-stream applications compared to approaches that only consider the topological structure [11, 13, 20] .
RESULTS AND ANALYSIS
This section reports our experimental results. We first address RQ1 by evaluating our CAN model on two graph mining tasks, i.e., link prediction and node classification. Then, to answer RQ2, we apply our CAN model on two more tasks, i.e., attribute inference and user profiling, which are unable to be addressed by existing attributed network embedding methods as they do not co-embed attributes and nodes. Finally, we visualize DBLP network layout by arranging both the node and attribute embeddings on 2-D space (RQ3).
Link Prediction
Link prediction, aiming at predicting if there exists an edge between two nodes, is a typical task in networks analysis. Following those in [20, 21] , to evaluate the performance of our model, we randomly divide all edges into three sets, i.e., the training set (85%), the validating set (5%) and the testing set (10%). For negative instances (no edge between two nodes), we randomly sample an equal number of non-existing links. Both our CAN and GAE [20] reconstruct both positive and negative edges during training, and the predicted probability of a link can be achieved directly from the inner product of the embeddings between two nodes. For other baselines, we rank both positive and negative instances according to the cosine similarity between two nodes. For evaluation purpose, we employ area under the ROC curve (AUC) and average precision (AP) scores to evaluate the performance of link prediction, which is commonly used in related literature [20, 41] . Higher values of AUC and AP indicate better performance. Tab. 3 shows the link prediction performance of our CAN and the baselines on the six attributed networks. As shown, our CAN consistently performs better than any of the baseline model. In Cora, Citeseer, Facebook and Pubmed datasets, our CAN can even achieve higher than 95% AUC and AP scores, which indicates that our inferred embeddings work well in link prediction task. This is mainly because our CAN optimizes a loss function consisting of the reconstruction error of all the edges.
Node Classification
Node classification is another traditional task commonly used to evaluate the quality of the learned node embeddings. Similar to previous studies [13, 42] , we employ Micro-F1 and Macro-F1 as metrics to measure the performance of node classification. After the node representations are obtained, we randomly sample 20% labeled nodes to train an SVM classifier and the rest are used for testing. We repeat this process for 10 times, and report the average performances on both Macro-F1 (Ma_F1) and Micro-F1 (Mi_F1). Tab. 4 shows the performance of our CAN and the baseline models in five labeled attributed networks. As shown in the table, our proposed CAN performs the best in Cora and Flickr datasets, and shows competitive performance in other datasets compared with other attributed network embedding baselines. The result of node classification task demonstrates that our CAN model can learn effective representations for nodes in attribute networks.
Attribute Inference
Attribute inference is a task that aims at predicting the value of attributes of the nodes. As using only the node embeddings cannot decode the affinities between nodes and attributes, the four baseline methods, i.e., AANE, GraphSAGE, ANRL-WAN and GAE, cannot be applied in this task. We take other three state-of-the-art attribute inference algorithms, i.e., SAN [9] , EdgeExp [4] and BLA [41] , as our baselines for performance comparison. We employ the AUC and AP metrics to measure the attribute inference performance. Tab. 5 presents the attribute inference performance of our CAN and the baseline models in the six attributed networks. We can find that our CAN model performs significantly better than all the baseline methods in all the datasets. The BLA method can always achieve the second best performance in this task. Moreover, the improvement between BLA and our CAN is always significant. This can be explained by the fact that our CAN optimizes a loss function consisting of the reconstruction error of all the attributes. It is worth noting that our CAN model does not need any free parameters to trade the weights between topological structure and attributes. This highlights another important feature of CAN. It can achieve significantly improvement of performance in both link prediction and attribute inference tasks, without task-specific fine-tuning. Another fact validated by CAN is that attribute inference can help to improve link prediction; that is, link prediction accuracy is further improved by first inferring missing attributes [9] . In addition, all the methods show relatively poor performance on Pubmed dataset. However, our CAN model still scores the best. The facts making the attribute inference task in this dataset more challenging include: Pubmed has the largest node set but has a relatively small size of attribute set, and the ratio between the positive instances and the negative instances of nodes' attributes is only about 0.02, resulting in an unbalanced classification problem.
User Profiling
User profiling task, also known as expertise profiling task, aims at generating k keywords for profiling each user's expertise [25, 26] . In academic social networks, authors' academic publications were often used to learn how personal research interests evolved [7] over time. In this setting, authors' publications indicate their expertise. In our experiment, we utilize the embeddings of nodes and attributes to obtain the most relevance attributes for each node as their expertise. Specifically, we first co-embed the DBLP academic social network into embeddings of authors and conferences. Then, we calculate the cosine similarities between authors and conferences according to their embeddings. Finally, we rank the conferences by the similarities to each author and return the top-4 conferences as the expertise for each author. Tab. 6 reports the profiling result for five renowned scholars. Among the five scholars, three of them (Michael I. Jordan, Geoffrey E. Hinton and Yann LeCun) are outstanding experts in the field of machine learning and the other two (Robert Endre Tarjan and Sanjeev Arora) are in the field of theoretical computer science. According to Tab. 6, the three machine learning experts are profiled by NIPS, ICML, UAI, etc., which are the top-tier machine learning conferences and the other two are profiled by SODA, PODC, STOC, etc., which are top-tier theoretical computer science conferences. We node that our model takes binary-valued attributes as input but we can still effectively retrieve top-4 relevant conferences based on the embeddings of authors and conferences. It also reveals that capturing affinities between nodes and attributes is essential for network embedding methods to characterize the node attributes.
Network Visualization
To qualitatively evaluate the result embeddings of our CAN by network visualization, we first obtain 2-dimensional Gaussian embeddings for authors and attributes of DBLP network. Then we plot their means and variances of the resulting embeddings into 2-dimensional space. For being clear in the figure, we show with embeddings of only 200 authors who own the top 200 high H-index 5 among others in the dataset. The visualization result is shown in Fig. 2 , from which we have the following observations: (1) The representations of conferences show larger variances than those of authors in general. This is because the inference model for nodes takes both the adjacency matrix and the attribute matrix of nodes as input and uses the GCN [11, 21] to take the spectral convolutions of graphs into account during the training process, which is informative to describe a node in an From Fig. 2 , we can observe that author Michael I. Jordan is quite close to the seven machine learning conferences, and author Robert Endre Tarjan is quite close to the four theoretical computer science conferences. It is well-known that Michael I. Jordan is an expert on machine learning and Robert Endre Tarjan is an expert on theoretical computer science. Therefore this result validates that our CAN can be used to effectively measure the affinities between authors and conferences.
CONCLUSION
In this paper, to tackle the problem of embedding for attributed networks, we have proposed a novel co-embedding algorithm, called CAN. The proposed CAN learns the low-dimensional representations of both nodes and attributes in the same semantic space, such that the affinities between nodes and attributes of the networks can be effectively measured. To learn high-quality embeddings of both nodes and attributes in attributed networks, we have proposed a variational auto-encoder algorithm, which consists of an inference model for encoding features of nodes and attributes into Gaussian distributions and a generative model for reconstructing both real and binary weighted edges and attributes. In our experiments, we have evaluated the performance of CAN and the baseline algorithms on seven real-world social networks. The experimental results have demonstrated that our CAN model is able to learn informative and high-quality representations of both nodes and attributes and significantly outperforms the state-of-the-art methods on several application tasks. Visualization on DBLP data shows that our CAN model properly maps nodes and attributes into a unified semantic space, where the affinities between authors and conferences can be preserved.
As to future work, we aim to extend our CAN model to a semisupervised one, and dynamically embed nodes and attributes for attributed networks that evolve over time.
