The relationship between the timing of the synaptic inputs and the output spikes of leaky integrate and fire neumns with noisy periodic synaptic input is addressed using the recently developed integrated-input technique. The conditional output spike density in response to noisy periodic input is evaluated as a function of the initial phase of the inputs. This enables the phase transition matrix to be calculated, which relates the phase at which the output spike is genemted to the initial phase of the inputs. The interspike interval histogram and the period histogram for the neuml response to ongoing periodic input are then evaluated by using the leading eigenvector of this phase transition matrix. The dependence of the synchronization index of the neural response upon the number and amplitude of synaptic inputs, the membrane time constant, the avemge rate of inputs and their frequency of modulation is examined.
I. Introduction
The temporal information contained in the responses of neurons plays an important role in a neuronal information processing in a number of different parts of the central nervous system (CNS). In auditory processing the degree of phase locking in the neural response to noisy periodic input plays an important role, where studies indicate that spikes in the auditory pathway are phase locked up to frequencies around 3-5 kHz in mammals O-7803-5529-6/99/$10.00 0 1999 IEEE In this study we investigate the relationship between the timing of noisy periodic synaptic inputs and the output spikes that are generated in leaky integrate and fire neurons. A recent investigation of this problem [15] examined the input and output rates over the range of input vector strengths Ill] (also called the synchronization index) as well as identifying the conditions under which a neuron can act as a coincidence detector and thus convert a temporal code into a rate code. Their results show how the output rate depends upon the neural parameters, such as the number of synapses and the time course of the postsynaptic response to the inputs, as well as upon the input statistics [15] . They identify two parameters, namely the coherence gain and the quality factor for coincidence detection, which largely characterize the performance of a coincidence detector, and they plot these quantities for representative values of the neural parameters over the range of input vector strengths. However, since their analysis concerns only the output rate, they are not able to predict quantities that depend upon the details of the timing of individual output spikes.
Our study provides a significant extension of these results, in which we relate the time-distribution of the output spikes to the phase of the synaptic input, and thus calculate the synchronization index of the output spikes and their phase histogram as a function of the frequency and synchronization of the input. In order to carry out the analysis we make the approximation that the amplitude of the postsynaptic response to an individual input spike is small, which is equivalent to the diffusion approximation [27]. For neurons with large numbers of small amplitude inputs this approximation proves to be very accurate.
Methods
The relationship between the timing of the synaptic inputs and the output spikes requires an analysis of the interspike interval (ISI) distribution of the output spikes, which is obtained using our recently developed where the index k = 1, ..., N denotes the afferent fiber and the index m denotes the mth input from the particular fiber, whose time of arrival is tk, (0 < t k l < tk2 < ... < tk, < ...). The amplitude of the inputs is taken to be a constant, a, which is positive for EPSPs and negative for IPSPs. The time course of an input at the site of spike generation is described by the synaptic response function 'ZLk (t) for the leaky integrate and fire model
where T is the time constant of the membrane potential decay. Consequently the membrane potential has a discontinuous jump of amplitude ak upon the arrival of an EPSP and then decays exponentially between inputs. The decay of the EPSP across the membrane means that the contribution from EPSPs that arrive earlier have partially decayed by the time that later EPSPs arrive.
The time-dependent rate of arrival of input spikes at a synapse is taken to be periodic with frequency w and initial phase 4, i.e., the phase of the input at the time when the summation commences, X(t) = xin (1 + 2rin cos(wt + 4 ) ) , 0 5 rin 5 0.5, (3) where xin is the time-averaged input rate on a single fiber and Tin is the synchronization index of the input spikes, with rin = 0.5 representing a highly modulated input and values of rin closer to zero representing inputs that contain less of the frequency dependent component. This input rate represents an inhomogeneous (i.e., nonstationary) Poisson process [18] .
The probability density of the potential V(t) is denoted by p ( v , t I vo; w , 4), which is the probability that the POtential has the value v at time t, given that the previous spike occurred at time t = 0 when the potential is reset to the value v~, the frequency of the input is w and the initial phase is 4. This probability density is given by the following normalized expectation value, which is the integrated average over the time-distribution of synaptic inputs [3], [4] ,
where 6(z) is the Dirac delta function and the expectation value is over the random time of arrival of the synaptic inputs. The frequency and phase dependence of the probability density arises through this averaging over the arrival times of the synaptic input, which is described here explicitly by X(t), equation(3). Using the Fourier integral representation of the Dirac delta function, the probability density may be written as
where the function Fk(x, t; w, 4) is given by
and we have used the independence of the contributions from each fiber to obtain the product of F k ' s in equation(5). Expanding the exponential in powers of ak we obtain 2 2 --E{sz(t)} 2
where O(y) is a quantity that vanishes at least as fast as y when y + 00. We henceforth neglect the O(ai) terms and retain only the linear and quadratic terms. This expansion to second order in powers of ak is an a p proximation which allows the resulting equations to be solved formally, and we do not address questions such as the convergence of the expansion. We expect the approximation to be valid for amplitudes of the postsynaptic potential that are small in comparison to the threshold.
The probability density function is evaluated in this Gaussian approximation as
These expressions allow inputs with arbitrary amplitude distributions, including inhibitory inputs, to be considered. However, for simplicity we consider here the situation where the postsynaptic potentials from the inputs are all excitatory and equal in both amplitude, Qk = a > 0, and time course, U k ( t ) = u ( t ) , and where the rates on each of the N afferent fibers are identical, A k ( t ) = A ( t ) . Consequently we drop the index k, since all input fiber characteristics are identical. In the case of an inhomogeneous Poisson process with rate X(t) on each fibre, the expressions for T(t;w,q5) and r(t; w , 4) take the forms [18] r t
The dependence of the expressions for T ( t ; w , + ) and r ( t ; w , 4 ) above upon frequency and initial phase is therefore given explicitly through the dependence upon X(t) (refractory effects are ignored here).
In order to calculate the probability density of output spikes it is necessary to find the time at which a spike is generated, namely the time at which the summed membrane potential crosses the threshold, 
where p(v2,tz I 211, t l , vo) is the conditional probability density of the potential having the value 212 at time t 2 ,
given that V ( t 1 ) = v1 and the reset value of the potential after a spike is vo. This conditional probability density clearly depends upon w and 4, such that in every case the phase 4' associated with a particular time t' is given by 4' = [wt' + 41 mod z r , where 4 is the initial phase (at time t = 0). This gives a direct and straightforward correspondence between times, t , and phases, 4, of the input. Note that the above expression, equation(ll), makes no assumptions about the stationarity of the conditional probability density (i.e., it does not require time-translational invariance).
The conditional probability density of the potential in response to noisy periodic input is evaluated in a similar manner to that given above for the probability density [3], and it is also a function of the initial phase of the inputs. The conditional output spike density then follows from equation(l1). This enables the phase transition matrix to be calculated, which relates the phase at which the output spike is generated to the initial phase of the inputs [19] . In order to find the interspike interval density (IS1 histogram) p ( t ; w ) and the period histogram for the neural response to ongoing periodic input generated by inhomogeneous Poisson inputs with period w , it is necessary to form the appropriate average over the initial phases 4 of the conditional first passagetime densities [19] p ( t ; w ) = ~2 r~q 5~~( t ; w , d ) x ' " ( m ) ,
where ~("'(4) is the stationary distribution of phases evaluated by using the leading eigenvector of the phase transition matrix [19] . The dependence of the synchronization index of the neural response upon the number and amplitude of the synaptic inputs, their synchronization and frequency, and the membrane time constant, are examined.
Results
The typical IS1 distribution we obtain is plotted in Fig The dependence of the synchronization index upon the frequency is illustrated in Figure 2 , which shows that the synchronization index decreases for increasing frequencies. The average rate of the inputs, Ain, is the same as the frequency in all cases, i.e., there is on average one incoming spike per fibre per cycle of the stimulus. For each value of N the amplitude of the individual postsynaptic potentials is given by a = 2B/N. The synchronization index of the output spikes is large for all cases in this plot and closest to one when the number of inputs is greatest (the case N = 128 in Figure 2) .
Note that the synchronization index of the sinusoidal input here is 0.25, so that the outputs represent an enhancement of the synchronization relative to the input and this enhancement is more pronounced for larger numbers of inputs and lower frequencies.
In Figure 3 the dependence of the synchronization index upon the degree of modulation of the input, t-in, is illustrated for a frequency of w = 0.5 and an average 
IV. Discussion
This study extends that of earlier studies of coincidence detection and the neural response to noisy p e riodic synaptic input in a number of important ways. Many of the earlier examinations of the question of coincidence detection were numerical, in which the response to a train of spike inputs was simulated, either using a threshold model with a shot-noise response A comprehensive analytical study of the effect of noisy periodic spike input to an integrate and fire neuron has been carried out [15] , in which the relationship between the input and output rates over the range of input synchronization is analyzed and the conditions under which a neuron can act as a coincidence detector are identified by analyzing the coherence gain and the quality factor for coincidence detection. Their analysis, however, centered upon the rate at which output spikes were generated and did not give any detailed information on the timing of individual output spikes. The results presented here extend their study by providing an analysis of the distribution of output spikes. Our analysis enables us to find the interspike interval distribution of the output spikes, the synchronization index of the outputs, and the phase distribution of the outputs.
There are a number of approximations in the analysis presented here whose effect requires closer examination. 
V. Conclusion
In conclusion, this study examines the relationship between the synchronization index of noisy oscillating synaptic input and the output spikes that are generated. Previous studies have been concerned mainly with the rate at which output spikes have been generated rather than their timing characteristics [15] . The effect upon the spike output (which itself acts as input to subsequent stages of processing) of both the periodicity of the input and the neural parameters of the leaky integrate and fire neuron upon the propagation of the synchronization and periodicity of the input has been examined, thus illuminating the domain over which temporal information may be transmitted in neural systems.
