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Abstract. This paper presents a general framework called ontographs
that relies on a graphical notation and enables the tool-independent and
reliable evaluation of human understandability of knowledge represen-
tation languages. An experiment with 64 participants is presented that
applies this framework and compares a controlled natural language to a
common formal language. The results show that the controlled natural
language is easier to understand, needs less learning time, and is more
accepted by its users.
1 Introduction
Controlled natural languages (CNL) have been proposed for the area of knowl-
edge representation, and specifically for the Semantic Web, in order to overcome
the problem that common formal languages are often hard to understand for
people unfamiliar with formal notations [17, 16]. User studies are the only way
to verify whether CNLs are indeed easier to understand than other languages.
I propose here a novel approach for evaluating the understandability of CNLs.
My approach relies on a graphical notation that I call ontographs. It allows for
testing CNLs in a tool-independent way and for comparing them to other formal
languages. The ontograph approach has been outlined in the extended abstract
of this full paper [12]. Therein, the results of a first experiment are described.
Here, I describe a second, more thorough experiment that has been conducted in
the meantime. Both experiments and their results are described in more detail
in my doctoral thesis [13].
Existing approaches to evaluate CNLs can be subdivided into two categories:
task-based and paraphrase-based approaches. I will argue that it is difficult to get
reliable results concerning the understandability of CNLs with either approach.
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1.1 Task-based CNL Experiments
In task-based experiments, the participants are given specific tasks to be ac-
complished by entering CNL statements into a given tool. One such experiment
was described by Bernstein and Kaufmann [1], and another one was presented
by Funk et al. [7, 6]. In both cases, the participants of the experiment received
tasks to add certain knowledge to the knowledge base using a tool that is based
on a CNL.
An example taken from [7] is the task “Create a subclass Journal of Period-
ical” for which the participants are expected to write a CNL statement in the
form of “Journals are a type of Periodicals”. To evaluate whether the task is
accomplished, the resulting knowledge base can be checked whether it contains
this actual piece of information or not. This approach bears some problems if
used to test the understandability of a language.
First of all, such experiments mainly test the ability to write statements in
the given CNL and not the ability to understand them. A user succeeding in the
task shown above does not necessarily understand what the statement means. In
order to add “Journal” as a subclass of “Periodical”, the user only has to map
“subclass” and “type of”, but does not have to understand these terms.
Another problem is that it is hard to determine with such experiments how
much the CNL contributes to the general usability and understandability, and
how much is due to other aspects of the tool. It is also hard to compare CNLs
to other formal languages with such studies, because different languages often
require different tools. For these reasons, it would be desirable to be able to test
the understandability of CNLs in a tool-independent way, which is not possi-
ble with task-based approaches. However, such approaches seem to be a good
solution for testing the writability of CNLs.
1.2 Paraphrase-based CNL Experiments
Paraphrase-based approaches are a way how CNLs can be tested in a tool-
independent manner. In contrast to task-based approaches, they aim to evaluate
the comprehensibility of a CNL rather than the usability of tools based on CNL.
Hart et al. [10] present such an approach to test their CNL (i.e. the Rabbit
language). The authors conducted an experiment where the participants were
given one Rabbit statement at a time and had to choose from four paraphrases
in natural English, only one of which was correct. The authors give the following
example of a Rabbit statement and four options:
Statement: Bob is an instance of an acornfly.
Option 1: Bob is a unique thing that is classified as an acornfly.
Option 2: Bob is sometimes an acornfly.
Option 3: All Bobs are types of acornflies.
Option 4: All acornflies are examples of Bob.
They used artificial words like “acornfly” in order to prevent that the participants
classify the statements on the basis of their own background knowledge. Option 1
would be the correct solution in this case. Similar experiments are described by
Hallett et al. [8] and Chervak et al. [4]. Again, there are some problems with
such approaches.
First of all, since natural language is highly ambiguous, it has to be ensured
somehow that the participants understand the natural language paraphrases in
the way they are intended, which just takes the same problem to the next level.
For the example above, one has to make sure that the participants understand
phrases like “is classified as” and “are types of” in the correct way. The problem is
even more complicated with words like “unique” and “sometimes”. If one cannot
be sure that the participants understand the paraphrases then the results do not
permit any conclusions about the understandability of the tested language.
Furthermore, since the formal statement and the paraphrases look very simi-
lar in many cases (both rely on English), it is yet again hard to determine whether
understanding is actually necessary to fulfill the task. The participants might do
the right thing without understanding the sentences (e.g. just by following some
syntactic patterns), or by misunderstanding both — statement and paraphrase
— in the same way. For the example above, a participant might just think that
“an instance of” sounds like having the same meaning as “a unique thing that
is classified as” without understanding any of the two. Such a person would be
able to perform very well on the task above. In this case, the good performance
would imply nothing about the understandability of the tested language.
Nevertheless, paraphrase-based approaches also have their advantages. One
of them is that they scale very well with respect to the expressivity of the lan-
guage to be tested. Basically, CNLs built upon any kind of formal logic can in
principle be tested within such experiments, once the problems identified above
are solved in one way or another.
2 The Ontograph Framework
In order to overcome the discussed problems of existing approaches, I propose
a novel, diagram-based approach to test the understandability of languages.
It relies on a graphical notation called ontographs (a contraction of “ontology
graphs”). This notation is designed to be very simple and intuitive. The basic
idea is to describe simple situations in this graphical notation so that these
situation descriptions can be used in human subject experiments as a common
basis to test the understandability of different formal languages. This approach
allows for designing reliable understandability experiments that are completely
tool-independent.
2.1 The Ontograph Notation
Every ontograph diagram consists of a legend that introduces types and relations
and of a mini world that describes the actual individuals, their types, and their
relations.
The legend of an ontograph introduces the names and the graphical repre-
sentations of types and relations. Types are introduced by showing their name
beside the symbol that represents the respective type. For example, introducing
a type “person” and another type “object” can be done as follows:
person
object
Starting from such general types, more specific ones can be defined. For exam-
ple, “traveler” and “officer” can be defined as specific types of the general type
“person”, and “present” and “TV” can be defined as specific types of “object”:
traveler ofcer
present TV
If a legend contains a type like “person” and, at the same time, a specific type
like “traveler” then the part of the symbol of the specific type that is copied from
the general type is displayed in gray:
person traveler ofcer
object present TV
The purpose of this is to specify that only the black part of the symbol repre-
sents the respective type. This becomes important for individuals that belong
to several types. For example, the suitcase is the deciding criterion in the case
of the “traveler” definition (and not e.g. the missing hat).
Relations are represented by circles that contain a specific symbol with an
arrow going through this circle. As with types, the legend introduces the names
of the relations by showing them on the right hand side of their graphical rep-
resentation. Some examples are the relations “loves”, “helps” and “inspects”:
loves helps inspects
In contrast to the legend that only introduces vocabulary and the respective
graphical representations, the mini world describes actual situations. Such situa-
tions consist of individuals, the types of the individuals, and the actual relations
between them. Every individual is represented by exactly one symbol indicating
the types of the individual. For example, an individual that is a traveler and
another individual that is a present are represented by a traveler symbol and a
present symbol:
An individual that belongs to more than one type is represented by a combined
symbol that is obtained by merging the respective symbols. For example
represents an individual that is a traveler and an officer and another individual
that is a present and a TV. Individuals can optionally have a name, which is
shown in the mini world below the respective symbol. Relation instances are
represented by arrows that point from one individual to another (or the same)
individual and that have a relation symbol somewhere in the middle. “John helps
Mary”, for example, would be represented as follows:
John Mary
There is no explicit notation for negation. The fact that something is not the
case is represented implicitly by not saying that it is the case. For example,
stating that “John does not help Mary” is done by not drawing a help-relation
from John to Mary. Thus, mini worlds are closed in the sense that everything
that is true is shown and everything that is not shown is false.
Mini world and legend are compiled into a complete ontograph. The mini
world is represented by a large square containing the mini world elements. The
legend is represented by a smaller upright rectangle to the right of the mini world
and contains the legend elements. Figure 1 shows an example.
2.2 Properties of the Ontograph Notation
The ontograph notation has some important characteristic properties. First of
all, the ontograph notation does not allow for expressing incomplete knowledge.
This means that nothing can be left unspecified and that every statement about
the mini world is either necessarily true or necessarily false. For example, one
can express “John helps Mary”, or one can also state “John does not help Mary”,
but one cannot express that it is unknown whether one or the other is the case.
Most other logic languages (e.g. standard first-order logic) do not behave this
way. For the ontograph notation, this has the positive effect that no explicit
notation for negation is needed.
Another important property of the ontograph notation is that it has no gener-
alization capabilities. Logically speaking, the ontograph notation has no support
for any kind of quantification over the individuals. For example, one cannot ex-
press something like “every man loves Mary” in a general way. The only way to
Mini World Legend
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Fig. 1. This is an example of an ontograph. The legend on the right hand side de-
fines the types and relations. The mini world on the left hand side shows the actual
individuals, their types, and the relations between them.
express this is to draw a love-relation from every individual that is a man to the
individual Mary. Thus, every individual and every relation instance has to be
represented individually. This has the apparent consequence that the ontograph
notation cannot be used to describe situations with an infinite number of indi-
viduals and becomes impractical with something around 50 or more individuals
and relation instances.
These properties make the ontograph notation a very simple language. They
have also the consequence that the ontograph notation is no candidate for becom-
ing a knowledge representation language of its own. A knowledge representation
language without support for partial knowledge and generalization would not be
very useful.
2.3 Ontograph Experiments
Ontographs are designed to be used in experiments testing the understandability
of formal languages. They could, in principle, also be used to test the writability
of languages by asking the participants to describe given situations. However,
the latter approach has not yet been investigated.
In order to test the understandability of a language, an ontograph and several
statements (written in the language to be tested) are shown to the participants
of an experiment, who have to decide which of the statements are true and which
are false with respect to the situation depicted by the ontograph.
Another important property of ontographs is that they use a graphical nota-
tion that is syntactically very different from textual languages like CNLs. This
makes it virtually impossible to distinguish true and false statements of a given
textual language with respect to a given ontograph just by looking at the syn-
tax. If participants manage to systematically classify the statements correctly as
true or false then it can be concluded with a high degree of certainty that the
participants understood the statements and the ontograph.
This point gets even clearer by applying a direct connection to model the-
ory [3]. From a model-theoretic point of view, one can say that ontographs are
a language to describe first-order models. The statements that are shown to the
participants of an experiment would then be very simple first-order theories.
From this point of view, the task of the participants is to decide whether certain
theories have the shown ontograph as a model or not. We can say that partic-
ipants understand a statement if they can correctly and systematically classify
different ontographs as being a model of the statement or as not being a model
thereof. This conclusion can be drawn because the truth of first-order theories
can be defined solely on the basis of their models. Thus, being able to identify
the ontographs that are models of a theory represented by a statement means
that the respective person understands the statement correctly.
Admittedly, this model-theoretic interpretation of the term “understanding”
is relatively narrow and ignores important problems like symbol grounding [9].
Such kinds of problems are not covered by the ontograph approach. Neverthe-
less, the ontograph framework allows us to draw stronger conclusions about the
understandability of a language than other existing approaches.
2.4 Limitations and Related Approaches
The introduced ontograph approach, of course, also has its limitations. The most
important one is probably the fact that only relatively simple forms of logic can
be represented. Basically, ontographs cover first-order logic without functions
and with the restriction to unary and binary predicates.
I do not see a simple solution at this point how predicates taking three
arguments, for example, could be represented in an intuitive way. It would be
even harder to represent more sophisticated forms of logic, e.g. modal or temporal
logic. For such cases, it might be necessary to come back to task-based and
paraphrase-based approaches to evaluate the understandability of languages.
The core of such sophisticated forms of logic, however, could still be tested with
the ontograph approach.
There are several existing approaches of using graphical notations to repre-
sent logical statements, for example Peirce’s existential graphs [14] and Sowa’s
conceptual graphs [18]. However, such languages are fundamentally different from
ontographs in the sense that they aim at representing general logical statements
and in the sense that they are not designed to be intuitively understandable but
have to be learned.
The combination of intuitive pictures and statements in natural language can
also be found in books for language learners, e.g. “English through pictures”
[15]. As in the ontograph framework, pictures are used as a language that is
understood without explanation.
The idea of “textual model checking” presented by Bos [2] is similar to the
ontograph approach in some respects. Like in the ontograph approach, there
is the task of classifying given statements as true or false with respect to a
given situation. In contrast to the approach presented here, the task is to be
performed by computer programs and not by humans, and it is about testing
these computer programs rather than the language.
3 Experiment Design
The presented ontograph framework has been applied to test whether Attempto
Controlled English (ACE) [5], which is a controlled subset of English, is easier
to understand than a comparable common formal language. The experiment
to be described was performed on 64 participants. Further design decisions are
described below in more detail.
3.1 Comparable Language
The most important design decision for the experiment is the choice of the
language to which ACE is compared. For this experiment, the Manchester OWL
Syntax, a usability-oriented syntax of the ontology language OWL, has been
chosen. The inventors of the Manchester OWL Syntax introduce it as follows
[11]:
The syntax, which is known as the Manchester OWL Syntax, was devel-
oped in response to a demand from a wide range of users, who do not
have a Description Logic background, for a “less logician like” syntax.
[...] This means that it is quick and easy to read and write.
As this quotation shows, the Manchester OWL Syntax is designed for good us-
ability and good understandability and thus seems to be an appropriate choice
for this experiment. However, the Manchester OWL Syntax requires the state-
ments to be grouped by their main ontological entity (the one in subject position
so to speak). This is a reasonable approach for the definition of complete on-
tologies, but it makes it impossible to state short and independent statements
that could be used for a direct comparison to ACE in an experimental setting.
For this reason, a modified version of the Manchester OWL Syntax has been
defined specifically for this experiment. The resulting language, which I will call
“Manchester-like language” or “MLL”, uses the same or very similar keywords
but allows us to state short and independent statements.
3.2 Learning Time
Obviously, the understanding of a language highly depends on the amount of
time spent for learning the language. This means that one has to define a certain
time frame when evaluating the understandability of languages. Some languages
might be the best choice if there is only little learning time; other languages
might be less understandable in this situation but are more suitable in the long
run.
So far, little is known about how the understandability of CNLs compares
to the understandability of common formal languages. CNLs are designed to be
understandable with no learning and the results of the first ontograph experiment
[12] show that this is indeed the case. Since other formal languages like the
Manchester OWL Syntax are not designed to be understandable with no learning
at all, it would not be appropriate to compare ACE to such a language in a zero
learning time scenario.
For this reason, I chose a learning time of about 20 minutes. This seems to
be a reasonable first step away from the zero learning time scenario. The effect
of longer learning times remains open to be studied in the future.
3.3 Ontographs and Statements
Four series of ontographs have been created that cover certain types of state-
ments: The first series contains only individuals and types without relations; the
statements of the second series contain relations with different kinds of simple
universal quantifications; the third series contains domain, range, and number
restrictions; the fourth series, finally, consists basically only of relations.
For each of the four series, three ontographs have been created. For each
ontograph, 20 statement pairs have been defined in a way that each pair consists
of an ACE statement and a semantically equivalent MLL statement. Some of
the statement pairs are true with respect to their ontograph and the others are
false.
Table 1 shows examples of statements in their representations in ACE and
MLL. It also shows how the statements are divided into four series. All state-
ments together with their ontograph diagrams are available in my doctoral thesis
[13] and online1.
3.4 Participants
Another important design decision is the choice of the participants. Such studies
are mostly performed with students because they are flexible and usually close to
the research facilities of the universities. In my case, there are even more reasons
why students are a good choice. Students are used to think systematically and
logically but they are usually not familiar with formal logical notations (unless
this lies in their field of study). In this way, they resemble domain experts who
have to formalize their knowledge and who should profit from languages like
ACE.
The requirements for the participants have been defined as follows: They had
to be students or graduates with no higher education in computer science or logic.
1 http://attempto.ifi.uzh.ch/site/docs/ontograph/
Table 1. This table shows examples of statements in their representations in ACE and
MLL. These statements are divided into four series.
Series ACE MLL
1 Mary is a traveler. Mary HasType traveler
Bill is not a golfer. Bill HasType not golfer
Mary is an officer or is a golfer. Mary HasType officer or golfer
Sue is an officer and is a traveler. Sue HasType officer and traveler
Every man is a golfer. man SubTypeOf golfer
No golfer is a woman. golfer DisjointWith woman
Every woman is an officer and every officer is a
woman.
woman EquivalentTo officer
Every traveler who is not a woman is a golfer. traveler and (not woman) SubTypeOf golfer
Every man is a golfer or is a traveler. man SubTypeOf golfer or traveler
Nobody who is a man or who is a golfer is an
officer and is a traveler.
man or golfer SubTypeOf not (officer and
traveler)
2 Lisa sees Mary. Lisa sees Mary
Mary does not see Tom. Mary not sees Tom
Tom buys a picture. Tom HasType buys some picture
Mary sees no man. Mary HasType not (sees some man)
John buys something that is not a present. John HasType buys some (not present)
John sees nothing but men. John HasType sees only man
Every man buys a present. man SubTypeOf buys some present
Everything that buys a present is a man. buys some present SubTypeOf man
Every man buys nothing but presents. man SubTypeOf buys only present
Everything that buys nothing but pictures is a
woman.
buys only picture SubTypeOf woman
3 Everything that inspects something is an officer inspects HasDomain officer
Everything that is inspected by something is a
letter.
inspects HasRange letter
Everything that inspects something is a golfer
or is an officer.
inspects HasDomain golfer or officer
Everything that is seen by something is an
officer or is a picture.
sees HasRange officer or picture
Lisa inspects at least 2 letters. Lisa HasType inspects min 2 letter
Lisa helps at most 1 person. Lisa HasType helps max 1 person
Every officer helps at least 2 persons. officer SubTypeOf helps min 2 person
Everything that sees at least 2 pictures is an
officer.
sees min 2 picture SubTypeOf officer
Every person inspects at most 1 letter. person SubTypeOf inspects max 1 letter
Everything that is an officer or that is a golfer
sees at most 1 picture.
officer or golfer SubTypeOf sees max 1 picture
4 If X helps Y then Y helps X. helps IsSymmetric
If X sees Y then Y does not see X. sees IsAsymmetric
If X sees somebody who sees Y then X sees Y. sees IsTransitive
If X admires Y then X sees Y. admires SubRelationOf sees
If X inspects Y then X helps Y. inspects SubRelationOf helps
If X helps Y then Y admires X. helps SubRelationOf inverse admires
If X loves Y then X does not admire Y. loves DisjointWith admires
If X sees Y then Y does not love X. sees DisjointWith inverse love
If X admires Y then X sees Y. If X sees Y then
X admires Y.
admires EquivalentTo sees
If X inspects Y then Y sees X. If Y sees X then
X inspects Y.
inspects EquivalentTo inverse sees
Furthermore, at least intermediate level skills in written German and English
were required, because the experiment itself was explained and performed in
German, and English was needed to understand the ACE sentences.
64 students have been recruited who fulfill these requirements and exhibit a
broad variety of fields of study. The students were on average 22 years old and
42% of them were female and 58% were male.
In order to enable a good comparison between the two languages, each par-
ticipant was tested on ACE and on MLL. However, since participants cannot
be expected to concentrate for much longer than one hour, only one of the four
ontograph series could be tested per participant.
In order to rule out learning effects, half of the participants received the ACE
task first and then the MLL task while the other half received the tasks in the
reverse way.
3.5 Procedure
The experiment was conducted in a computer room with a computer for each
participant. The main part of the experiment was performed on the computer
screen. Additionally, the participants received different printed sheets during the
experiment. The overall procedure consisted of six stages:
1. Instructions with Control Questions
2. Learning Phase 1
3. Testing Phase 1
4. Learning Phase 2
5. Testing Phase 2
6. Questionnaire
For the instruction phase, the participants received a printed instruction
sheet that explained the experiment procedure, the payout2, and the ontograph
notation. The reverse side of the instruction sheet contained control questions for
the participants to answer, which allowed us to check whether the participants
understood the instructions correctly. The participants had to return the filled-
out instruction sheets to the experimenter, who checked whether all questions
were answered correctly. In the case of false answers, the experimenter explained
the respective issue to the participant.
For the first learning phase, the participants received a language description
sheet of the first language (either ACE or MLL). This language description sheet
only explained the subset of the language that is used for the respective series.
For this reason, each series had its own instruction sheets for both languages.
During the learning phase, the participants had to read the language description
sheet. Furthermore, an ontograph (the same as on the instruction sheet) was
shown on the screen together with 10 true statements marked as “true” and 10
false statements marked as “false” in the respective language. Figure 2 shows a
screenshot of the experiment screen during the learning phase.
2 Apart from a fixed fee, the participants received an additional small amount of money
for each correctly classified statement and half of it for “don’t know” answers.
Fig. 2. This is the screen shown during the learning phase of the experiment.
During the testing phase, a different ontograph was shown on the screen.
Furthermore, 10 statements in the respective language were shown on the screen
together with radio buttons that allowed the participants to choose between
“true”, “false” and “don’t know”. Figure 3 shows how the experiment screen of
the testing phase looked like. During the testing phase, the participants could
keep the language description sheet that they got for the learning phase. Thus,
they did not need to know the language description by heart but they could read
parts of it again during the testing phase if necessary.
For the steps 4 and 5, the procedure of the steps 2 and 3 was repeated for the
second language (i.e. ACE if the first language was MLL and vice versa) with
the same ontograph for the learning phase but a new one for the testing.
Finally, the participants received a questionnaire form inquiring about their
background and their experiences during the experiment. The experiment was
finished when the participants turned in the completed questionnaire form.
The learning phases had a time limit of 16 minutes each, and the time limit
for the testing phases was 6 minutes. The participants were forced to proceed
when the time limit ran out but they could proceed earlier. In this way, it can
not only be investigated how understandable the languages are but also how
much time the participants needed to learn them.
3.6 Language Description Sheets
The proper design of the language description sheets is crucial for this experi-
ment. If the participants perform better in one language than in the other, it
might be that the respective language was merely described better than the
Fig. 3. This is the screen shown during the testing phase of the experiment.
other. Thus, the language description sheets have to be written very carefully
to be sure that they are not misunderstood and are optimal for learning the
respective language under the given time restrictions. Especially the description
sheets for MLL are critical. In contrast to ACE, MLL is not designed to be
understood without training. For this reason, a special effort has been made to
ensure the quality of the MLL description sheets. This quality assurance effort
involved several steps.
First of all, the four series were designed in a way that at most seven MLL
keywords are used per series. Since each series has its own language description
sheets, not more than seven keywords have to be described by the same sheet.
This should make it easier to understand the needed subset of the language.
In a second step, the different MLL description sheets were given to three
persons, who comply with the restrictions of the experiment but who did not
participate in it. These three persons read the sheets and gave me feedback about
what they did not understand and what could be improved.
As a third step, I performed a test run with 9 participants to receive final
feedback about the understandability and usefulness of the language description
sheets. After the test run, the participants received the sheets again and they
were told to highlight everything that was difficult to understand. Only very few
things were highlighted (altogether two highlightings in the MLL description,
one in the ACE description, and none in the general instructions) and according
to this I made a couple of small last changes for the main experiment.
Altogether, the language description sheets were compiled very carefully and
it is very unlikely that a different description of MLL would radically increase
its understandability.
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Fig. 4. This chart shows the percentage of correct classifications. The base line is 50%
that can be achieved by mere guessing. “Don’t know”-classifications and cases where
the time limit ran out count as 0.5 correct classifications. Significant differences are
marked by “?” (see Table 2 for details).
4 Results
The results of the experiment allow for comparing ACE and MLL on the basis of
the classification results, the time required by the participants, and the answers
they gave in the questionnaire. It also has to be evaluated whether the ontograph
framework altogether worked out or not.
4.1 General Classification Scores
Figure 4 shows the average percentages of correct classifications per testing
phase. “Don’t know” answers and the cases where the time limit ran out are
counted as 0.5 correct classifications. 50% is the baseline because an average of
five correct classifications out of ten can be achieved by mere guessing (or, for
that matter, by choosing always “don’t know” or by letting the time limit run
out).
91.4% of the statements were classified correctly in the case of ACE and 86.3%
in the case of MLL. Thus, out of the ten statements of a testing phase, ACE was
on average 0.5 points better than MLL. This is a considerable and statistically
significant difference (the details of the used statistical test to compare the two
samples are explained later on). One has to consider that these values are already
close to the ceiling in the form of the perfect score of 10, which might have
reduced the actual effect.
The results of the participants who received ACE first and then MLL can
now be compared with the ones who received MLL first. As expected, both
languages were understood better when they were the second language. This
can be explained by the fact that the participants were more familiar with the
procedure, the task, and the ontograph notation. However, even in the case when
ACE was the first language and MLL the second one, ACE was understood better
(but in this case not within statistical significance).
Looking at the results from the perspective of the different series, one can
see that ACE was better in all cases but only the series 2 and 3 exhibit a clear
dominance of ACE (and this dominance is significant only for series 2). According
to these results, one could say that languages like MLL are equally easy to
understand for very simple statements as the ones in series 1 and for statements
about relations as they appear in series 4. In the case of series 1, the reason
might be that these statements are so simple that they can be understood even
in a rather complicated language. In the case of series 4, the reason is probably
that Description Logic based languages like MLL can express these statements
without variables whereas ACE needs variables, which are somehow borderline
cases in terms of naturalness.
In summary, the results show that — while both languages are understood
reasonably well — ACE is easier to understand than MLL.
4.2 Time
As a next step, we can look at the time values. For simplicity reasons and
since the learning process was presumably not restricted to the learning phase
but continued during the testing phase, the time needed for both phases will
together be called the learning time.
Figure 5 shows the learning times of the participants. They could spend at
most 22 minutes: 16 minutes for the learning phase and 6 minutes for the testing
phase. The results show that the participants needed much less time for ACE
than for MLL. In the case of ACE less than 14 minutes were needed, whereas
in the case of MLL the participants needed more than 18 minutes. Thus, MLL
required 29% more time to be learned, compared to ACE.
Note that these results can be evaluated only together with the results de-
scribed above concerning the classification scores. The learning time can only
be evaluated together with the degree of understanding it entails. The smaller
amount of learning time for ACE can be explained simply by the fact that the
language description sheets for ACE contained less text than the ones for MLL.
But together with the results described above that show that ACE was under-
stood better and the fact that the language description sheets have been written
very carefully, it can be concluded that ACE required less learning time while
leading to a higher degree of understanding.
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Fig. 5. This chart shows the average time needed for learning and testing phase. Sig-
nificant differences are marked by “?” (see Table 2 for details).
Again, we can split the results according to the participants who received
ACE first and those who received MLL first. The results show the expected
effect: ACE and MLL required less time as second language. However, ACE
required less time than MLL no matter if it was the first language or the second.
Thus, even in the cases where ACE was the first language and the participants
had no previous experience with the procedure and MLL was the second language
and the participants could use the experiences they made before, even in such
cases ACE required less time.
Looking at the different series, we can see that this effect spreads over all
four series. MLL required on average between 3 and 6 minutes more learning
time than ACE.
The better time values of ACE compared to MLL are statistically significant
for the whole sample and also for all presented subsamples.
4.3 Perceived Understandability
As a third dimension, we can look at the “perceived understandability”, i.e. how
the participants perceived the understandability of the languages. The ques-
tionnaire that the participants filled out after the experiment contained two
questions that asked the participants how understandable they found ACE and
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questionnaire score for understandability
? Overall
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1.92MLL
? ACE first
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Fig. 6. This chart shows the average scores for perceived understandability derived
from the questionnaire. 0 means “very hard to understand”, 1 means “hard to un-
derstand”, 2 means “easy to understand”, and 3 means “very easy to understand”.
Significant differences are marked by “?” (see Table 2 for details).
MLL, respectively. They could choose from four options: “very hard to under-
stand” (value 0), “hard to understand” (1), “easy to understand” (2) and “very
easy to understand” (3). The perceived understandability does not necessarily
have to coincide with the actual understandability and can be a very valuable
measure for the acceptance of a language and the confidence of its users.
Figure 6 shows the scores for perceived understandability derived from the
questionnaire. Overall, ACE got much better scores than MLL. MLL was close
but below “easy to understand” scoring 1.92, whereas ACE was closer to “very
easy to understand” than to “easy to understand” scoring 2.59.
By dividing the results into those who received ACE first and those who
received MLL first, we see that both languages scored better when ACE was the
first language. I do not have a convincing explanation for this and it might just
be a statistical artifact.
Looking at the perceived understandability scores from the perspective of
the different series, we can see that ACE clearly received better scores in all four
series. It is interesting that this also holds for the series 1 and 4 where ACE
was not much better than MLL in terms of actual understanding, as shown
before. Thus, even though the actual understanding of the statements of these
Table 2. This table shows the p-values of Wilcoxon signed-rank tests. The null hy-
pothesis is that the given values are not different for ACE and for MLL. This null
hypothesis can be rejected in 16 of the 21 cases on a 95% confidence level and these
cases are marked by “?”.
classification questionnaire
score time score
complete sample 0.003421 ? 1.493× 10−10 ? 3.240× 10−7 ?
ACE first 0.2140 0.006640 ? 7.343× 10−5 ?
MLL first 0.005893 ? 3.260× 10−9 ? 0.001850 ?
Series 1 0.5859 0.01309 ? 0.02148 ?
Series 2 0.003052 ? 0.002624 ? 0.02197 ?
Series 3 0.1250 9.155× 10−5 ? 0.0004883 ?
Series 4 0.6335 0.002686 ? 0.1855
series does not show a clear difference, the acceptance and confidence of the
participants seems to be higher in the case of ACE.
4.4 Significance
The charts with the experiment results indicate in which cases the difference
between ACE and MLL is statistically significant. This was done by using the
Wilcoxon signed-rank test [19], which is a non-parametric statistical method for
testing the difference between measurements of a paired sample. In contrast to
Student’s t-test, this test does not rely on the assumption that the statistical
population corresponds to a standard normal distribution. This relieves us from
investigating whether standard normal distribution can be assumed for the given
situation.
Table 2 shows the obtained p-values for the three dimensions of our compar-
ison (i.e. classification score, time, and questionnaire score). For the complete
sample, the values are well within the 95% confidence level for all three dimen-
sions. They are even within the 99% level.
4.5 Framework Evaluation
Finally, it can be evaluated whether the ontograph framework altogether worked
out or not.
Figure 7 shows the results of two questions of the questionnaire asking the
participants about how understandable they found the ontograph notation and
the overall instructions. Both values are between “easy to understand” and “very
easy to understand”. This shows that the ontographs were well accepted by the
participants and that it is possible to explain the procedure of such experiments
in an understandable way.
Furthermore, the results of the experiment show that the ontographs were
indeed very well understood by the participants. For both languages, the overall
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questionnaire score for understandability
Ontographs 2.69
Instructions 2.38
Fig. 7. This chart shows the average understandability scores for the ontograph no-
tation and the instructions, derived from the questionnaire. 0 means “very hard to
understand”, 1 means “hard to understand”, 2 means “easy to understand”, and 3
means “very easy to understand”.
percentage of correct classifications exceeded 85%. Such good results are only
possible if the ontographs and the instructions are understood.
5 Conclusions
The results of the two experiments show that the ontograph framework worked
out very well and is suitable for testing the understandability of languages. I
could show that ACE is understood significantly better than the comparable
language MLL. Furthermore, ACE required much less time to be learned and
was perceived as more understandable by the participants.
MLL is directly derived from the Manchester OWL Syntax in a way that
leaves its properties concerning understandability intact. For this reason, the
conclusions of the experiment can be directly applied to the Manchester OWL
Syntax, which is the state of the art approach on how to represent ontological
knowledge in a user-friendly manner. Thus, it could be shown that CNLs like
ACE can do better in terms of understandability than the current state of the
art.
Altogether, the results suggest that CNLs should be used instead of languages
like the Manchester OWL Syntax in situations where people have to deal with
knowledge representations after little or no training.
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