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1. INTRODUCTION 
Recently Arendt [A2, A3], Kellermann [Kl], Kellermann and Hieber 
[K2], and Neubrander [N2] have developed the theory of “integrated 
semigroups.” This theory extends the powerful theory of strongly 
continuous semigroups to abstract Cauchy problems with operators which 
do not satisfy the Hille-Yosida conditions. The basic idea is the following: 
Let Z(t), t > 0, be a strongly continuous semigroup on a Banach space X. 
Now we form the integrated semigroup 
S(t) = j; T(r) dr. 
Then the operator family S(t), t 2 0, has the following properties: 
S(r)S(f)=J (S(z+t)-S(z))ds 
0 
S(0) = 0. 
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Further, the operators s(t) are norm continuous in t b 0. We now forget 
how we obtained s(t) and only require those properties with norm 
continuity of 5’(t) being replaced by strong continuity; i.e., S(t) x is a 
continuous function of t > 0 for any x E X. 
In a more restrictive setting Clement, Diekmann, Gyllenberg, Heijmans, 
and Thieme [Cl-C51 have studied a certain class of weakly* continuous 
semigroups on a dual Banach space and their generators. That approach 
uses the fact that a second topology is available, the weak* topology. 
Among other things this has the effect that one still has an exponentially 
bounded semigroup on the whole space (which is not strongly, but 
weakly* continuous). This note extends some of the concepts developed in 
[Cl-C51 to integrated semigroups with the aim to parallel the theory of 
strongly continuous semigroups as much as possible. In Section 3 we show 
that the notion of generator introduced in [CS] for weakly* continuous 
semigroups and in [A21 for increasing integrated semigroups extends the 
concept of Laplace generator [A2, A3, Kl, K2, N2] to integrated semi- 
groups which are not exponentially bounded. The ideas developed in this 
context make it possible to derive fairly general uniqueness results for 
Cauchy problems (see Section 6.). In Sections 4 and 5 we show that 
integrated semigroups are indeed integrated C,-semigroups if interpreted 
properly. In Section 4 we prove that any exponentially bounded integrated 
semigroup is an integrated strongly continuous semigroup on a subspace 
(with a possibly stronger norm) which contains the domain of the 
generator. This result has been obtained before by Kellermann [Kl] and 
Neubrander [N2] under the assumption that the generator is densely 
defined. In Section 5 we show that any exponentially bounded integrated 
semigroup is the restriction of an integrated strongly continuous semigroup 
on a larger Banach space with a weaker norm. This result has been 
obtained before in [CS] for integrated semigroups which are locally 
Lipschitz in the uniform operator topology. In Section 6.1 we study a 
specific notion of integrated solutions to Cauchy problems and show that 
it is intimately associated with integrated semigroups. In Section 6.2 we 
turn to integrated solutions of inhomogenous Cauchy problems. For 
illustration we consider the wave equation in L,(R”) (see Section 7) and 
show that the weak solutions are provided by an exponentially bounded 
integrated semigroup. The results in Section 6 are used to find weak 
solutions to a semilinear wave equation. 
This note is restricted to “once integrated semigroups.” Generalizations 
to “multiple integrated semigroups” seem possible (see [A2-A4, Kl, N2]). 
The important special case that the integrated semigroup is locally 
Lipschitz, i.e., that the generator satisfies the Hille-Yosida estimates 
(without being densely defined), is dealt with in [Tl], where we study 
Lipschitz perturbations of the generator. 
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2. A SHORT COURSE IN INTEGRATED SEMIGROUPS 
For ease of reference we summarize the following properties of integrated 
semigroups. See [Kl], e.g. 
DEFINITION 2.1. A family of bounded linear operators S(t), t > 0, on a 
Banach space X is called an integrated semigroup iff 
S(0) = 0, (2.1) 
S(t) is strongly continuous in t 2 0, (2.2) 
S(r) S(t) = J; (S(z + t) - S(z)) dz = S(t) S(r). (2.3) 
The differentation spaces c”, n 2 0, are defined by Co = X and 
C” = {x E X; S(t) x is an n-times strongly continuously 
differentiable function of r > O.} 
Using this notion, (2.3) can equivalently be formulated by 
S(t) x E c’ and S’(r) S(t) = S(r + t) - S(r). 
We collect some further useful relations: 
S(t): cn+cn+‘, n > 0. 
S’(t): C” -+ C”, n> 1. 
S”(t): cn+l -+ c”, n2 1. 
S’(r) S(t) - S’(t) S(r) = S(t) - S(r) on X. 
S’(r) S(t) = S(f) S’(r) on Cr. 
S’(r) S’(r) = S’(r + t) on Cl. 
S’(t) = S”(0) s(t) + S’(0) on Cr. 
S(t) F(O) = S”(0) S(t) on C2. 
T’(t) = S”(0) S’(t) = S’(t) S”(0) on C3. 
S(r)S’(t)=S(t+r)-S(t) on C’. 
S(r) Y(t) = S’(t + Y) - S’(t) on C2. 
S’(r) S”(f) = S”(t+ Y) = S”(t) S’(r) on C2. 
These relations follow from (2.3) by differentiation. 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
(2.15) 
(2.16) 
(2.17) 
INTEGRATED SOLUTIONS 419 
DEFINITION 2.2. The set 
N= {x~iY;S(t)x=O, t>O} 
is called the degeneration space of the integrated semigroup S. S is called 
non-degenerate if N = (0) and degenerate otherwise. 
LEMMA 2.3. (a) N is a relatively closed subspace of c” for all n E N, 
S(“)(t) x = 0 for x E N. 
(b) N= {~EC’;S’(O)X=O}. 
(c) S is non-degenerate iff S’(0) x = x for x E C’. 
(d) S’(0) is a projection on C”, n E N, n 3 1, and C” = N@ S’(0) C”. 
(e) S(t): C” + s’(0) C”+‘. 
(f) S’(t): C” -+ S’(0) c”, n 3 1. 
(g) S”(f) : Cn+’ + S’(0) C”, n > 2. 
Proof (b) (2.15) and (a). (c) (2.15) and (b). (d) (2.11). (e) (2.6) and 
(2.5). (f) (2.11). (g) (2.17). 
Note that the integrated semigroup S induces a strongly continuous 
semigroup S’ on S’(0) C’ which neither operates on a Banach space nor is 
exponentially bounded, however. See (2.11) and Lemma 2.2(f ). 
3. THE GENERATOR OF AN INTEGRATED SEMIGROUP 
If T(t), t 2 0, is a strongly continuous semigroup on X with generator A, 
then XED(A) and Ax=y iff 
qt)x-x=j’T(s)yds. 
0 
In contrast to other characterizations this one can be extended to 
integrated semigroups S. 
3.1. Non-Degenerate Integrated Semigroups 
DEFINITION 3.1. The generator A : D(A) c X -+ X of a non-degenerate 
integrated semigroup S is defined as follows: x E D(A) and Ax = y iff x E C’ 
and 
S’(t)x-x=S(t)y for t>,O. (3.1) 
Compare [CS]. 
Equivalently we can state: x E D(A) and Ax = y iff 
S(t)x-tx= ‘S(r)ydr s 0 
(3.2) 
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for t 3 0. Compare [A2], Theorem 6.8. Note that this definition does not 
require that the integrated semigroup is exponentially bounded. An 
example of an integrated semigroup which is not exponentially bounded is 
given in [K2], Example 1.2. 
LEMMA 3.2. C’S D(A)E C’ and Ax=S”(O)x for XEC’. Moreover 
AC2 c C’. 
Proqf: (3.1), (2.12) (2.13), and Lemma2.3. 
LEMMA 3.3. A is a closed linear operator. 
Proof: (3.2). 
LEMMA 3.4. S(t) : C’ -+ C2 G D(A) and AS(t) x = S”(0) S(t) x = 
S’(t) x - x. Further AS(t) x = S(t) Ax for x E D(A). 
Proof Lemma 3.2, (2.12) Lemma 2.3, (3.1). 
LEMMA 3.5. 1; S(r) dr maps X into D(A) and 
Proof: Integrating (3.2) yields 
Hence sh S(o) x da E C’ and 
$S(r)j’S(o)xda 
0 
= d(S(r+~)-S(r))xdo I 
= ji (S(r + a) - S(o)) x da + I’S(a) x da - tS(r) x 
0 
= S(r)(S(t) x- tx) + J’S(o) x da. 
0 
Equation (3.1) now implies the assertion. 
THEOREM 3.6. A non-degenerate integrated semigroup is uniquely deter- 
mined by its generator. 
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Proof. Let S, ,!? be two non-degenerate integrated semigroups with the 
same generator A. Set 
u(t)=S(t)x-S(t)x for t&O, XEX. 
By Lemma 3.5 we have 
A j’ u(s) ds = u(t) for t>O. 
0 
The assertion now follows from the following result which is of its own 
interest because it opens the way to fairly general uniqueness results for 
Cauchy problems. See Section 6. 
THEOREM 3.7. Let u: [0, T) -+ X be continuous such that 
5 ’ u(s) ds E D(A) 
and 
~~r~(~)ds~=u(~),O<~<T. 
Then u = 0 in [0, T). 
Proof: In particular & u(s) ds E C’ and, by (3.1) 
$(S(t-r)jiu(s)ds) 
=- jr u(s) ds - S( t - r) A ji u(s) ds + S( t - r) u(r) 
0 
=-! 
r 
u(s) ds. 
0 
Integrating this equation from 0 to t and noting S(0) = 0 yields 
0= - ’ 
ss 
‘u(s)dsdr. 
0 0 
Differentiating twice we obtain u = 0. 
COROLLARY 3.8. Let v: [0, T) + X be continuously differentiable, 
v(O)=O, v(~)ED(A), and v’(t)=Au(t) for 220. Then v=O on [0, T). 
Here u’(0) must be interpreted as differentiation from the right. 
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DEFINITION 3.9. An integrated semigroup S is exponentially bounded iff 
II S(t)11 <Me” for t>O (3.31 
with suitable constants M, UJ > 0. 
PROPOSITION 3.10. Let A be the generator of an exponentially bounded 
non-degenerate integrated semigroup. Then, for 1> w, ;1- A is invertible and 
(L-A)-‘=i/OXe-l’S(t)dt. (3.4) 
In other words: A is the Laplace generator of S. 
See [A2, A3, Kl, K2, N2]. Proposition 3.10 is proved in [A2, 
Theorem 6.81, for increasing integrated semigroups. 
Proof Define 
R,x=13. We-“S(t)xdt. 
I 0 
We first show that R,xED(A) and (2 -A) R,x = x. Integrating by parts 
we have 
S(r) x dr dt. 
As A is closed by Lemma 3.3 and 
A j’S(r)xdr=S(t)x-tx 
0 
is continuous in t by Lemma 3.5, we have 
AR,x=A2 mepir(S(t)x-tx)dt 
s 0 
= 2R,x - x. 
So (2-A) Rix=x. 
Let now .x E D(A). As S commutes with A by Lemma 3.4 we have 
R,Ax=R m e-“‘AS(t)xdt. 
s 0 
Using the closedness of A as before we have R,Ax = AR, x. Hence 
Rj,(i - A) x=x follows from the first part of this proof. 
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Kellermann [Kl, 1. Example 3.1; K2, Example 1.21, gives the example 
of a non-degenerate integrated semigroup which is not exponentially 
bounded. 
3.2. Degenerate Integrated Semigroups 
Definition 3.1 has a ready extension to degenerate integrated semigroups 
if we define the generator as a set-valued operator from X to 2x. 
DEFINITION 3.11. The generator A of an integrated semigroup S is the 
mapping A : X -+ 2x such that, for x, y E X, y E Ax iff 
S(t)x-tx={lS(r)ydr for t>O. 
0 
(3.5) 
If we define D(A) = { x E A’, Ax # @) we can rewrite (3.5) as x E D(A), 
yEAx iff xEC’ and 
S(t)x-x=ls(t)y for tb0. (3.6) 
LEMMA 3.12. (a) Ax = y + Nfor x E D(A), y E Ax. In particular A0 = N. 
(b) S is non-degenerate iff A is single-valued. 
Recall Definition 2.2 of the degeneration space N. We do not want to go 
too far into the discussion of the properties of A. We want to indicate 
instead how the degenerate case can be reduced to the non-degenerate one. 
PROPOSITION 3.13. Let S be an integrated semigroup with generator A 
and degeneration space N. Let X/N be the factor space of X with respect to 
N and [S(t)] and [A] the induced operators on X/N. Then [IS] is a non- 
degenerate integrated semigroup on X/N with generator [A]. 
Proof. Define 
Cs(t)lCxl= [S(t) xl for xeX 
with [x] : = x + NE X/N, and 
@[Al)= {[Id; XED(A)) 
These definitions make sense and one can easily check that [S] is a non- 
degenerate integrated semigroup which is generated by [A]. 
THEOREM 3.14. An integrated semigroup is uniquely determined by its 
generator A. 
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Proof By Lemma 3.12(a) two integrated semigroups with identical 
generator A have the same degeneration space N. Let NI be a (not 
necessarily closed) complementary subspace of N. As S operates on Nl as 
[S] operates on X/N the assertion now follows from Proposition 3.13 and 
Theorem 3.6. 
Proposition 3.10 has the following analogue for degenerate integrated 
semigroups. 
THEOREM 3.15. Let A : X+ 2x be the generator of an exponentially 
bounded integrated semigroup. For 2 > o set 
R,=A e-“S(t) dt. (3.7) 
Then the following holds: 
XE(A-A)R~,X for XEX, (3.8) 
R,(ka-y)=x for XEX,~EAX. (3.9) 
ProoJ: Propositions 3.13 and 3.10. Note that 
C&xl = 2 J‘,r e “‘[S(t)] [x] dt. 
EXAMPLE 3.16. Let X= BM[O, co) be the space of bounded Baire 
(Borel) measurable functions on [0, co) and T(t), t 3 0, be the semigroup 
of translations 
(T(t)x)(s)=x(t+s) 
and S the integrated semigroup of T, i.e., 
(S(t) x)(s) = ji x(r + s) dr. 
Actually S is an integrated semigroup. The degeneration space N of S 
consists of the functions x which are zero Lebesgue-a.e. S induces a 
non-degenerate integrated semigroup on X/N= L,([O, co)). But it is 
convenient to consider integrated semigroups on BM[O, co) because 
BM[O, co) is a closed subspace of M[O, co)*, the dual of the space of Baire 
measures on [0, co) with finite total variation. This duality may be useful. 
It turns out that 
D(A) = {x E X; x is Lipschitz continuous on [O, CO )} 
Ax=x’+N 
with x’ being a generalized derivative of x. 
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4. Integrated Semigroups and CO-Semigroups on Subspaces 
Neubrander [N2, Section 61, has interpreted Kellermann’s theorem 1.7.1 
[Kl] in the sense that any integrated semigroup is an integrated Co-semi- 
group. Actually this only holds on a subspace. We repeat Kellermann’s and 
Neubrander’s result with a slightly different stress. In particular we include 
the case that the generator is not densely defined. Let S be an exponentially 
bounded non-degenerate integrated semigroup. Set 
coo = inf (0 > 0; )( S( t)ll d MeWI for t>OwithsomeM>O}. (4.1) 
We already recognized in Section 2 that S’ forms a strongly continuous 
semigroup on C’ which neither operates on a Banach space nor is 
exponentially bounded, however. There is a standard procedure to rectify 
this situation by restricting the space properly. First we set, for x E C’, 
llxlI,=s~pe~“‘llS’(t)~lI, ~~o=(xEC’;~JXjj,<al}. (4.2) 
I20 
Compare [Pl, Chap. 1, Theorem 5.21. We leave it to the reader to show 
that Tw is a Banach space and 
II S’(f) x llm G em’ II x- llw 
for x E yU. This procedure takes care of exponential boundedness. We have 
lost strong continuity, however. In order to enforce strong continuity we 
restrict the space once more and consider the following subspace X, of pU : 
x,= {xEFw; I(S’(t)x--XII,+0 for t L 0). (4.3) 
It turns out that X, is a closed subspace of zw with the w-norm. Further 
S’ leaves X, invariant and forms a strongly continuous semigroup on X, 
(under the o-norm). The question is, however, whether, after these two 
restrictions, the space X, is still large enough, i.e., contains D(A). If we 
restrict our consideration to w >w,>O, D(A)sX, follows without 
assuming that D(A) is dense in 3’. 
THEOREM 4.1. Let S be a non-degenerate exponentially bounded 
integrated semigroup. Then the following holds for o > coo: 
(a) X, with the o-norm is a Banach space. Further 
D(A)sX,cC’ 
and 
II x II G II x II 0 forall XEX,, 
II x II w d 52 II x II A for x E D(A). 
Here //. llA denotes the graph norm of A and I@ is a positive constant. 
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(b) X, is invariant under S’(t) and the restriction T,, of S’ to X, 
forms a strongly continuous semigroup on (X,, )( . II,). T, is generated by the 
part A, of A, or S”(O), in X,, i.e., 
D(A,)={xEC~;AXEX,} 
A, = A = S”(0) on D(A,). 
Proof: We still must add proofs of the following statements: 
(i) D(A)sX, and Ilxll,<fi JJxIJA for XED(A). 
(ii) T,, is generated by the part A, of A in X,. 
Proof of (i). Let XED(A). Without restriction we may assume that 
o>O. Then, by (3.1), 
e --wr IIS’(t+r)x-S’(r)x(I =epwr II(S(t+r)-S(r)) AxI/. 
As S(t) Ax is continuous in t and 11 S(t)11 d Be-,’ for some q, < G < o, it 
follows from (4.2) and (4.3) that XE X, and the estimate in (i) holds. 
Proof of (ii). Let A, denote the generator of S’(t) on X,. Hence, for 
x E D(A,), 
S’(t)x-~=j~S’(r)A,,xdr=S(t)A,,x. 
0 
By (3.1), XED(A) and Ax=A,xEX,. Conversely, let XED(A) and 
AxEX,. In particular Ax E C’ and, by (3.1), x E C2, Ax = S”(0) x. See 
Lemma 3.2. Hence 
S’(t)x-x=S(t)Ax=j’iS’(r)Axdr. 
0 
As Ax E X,, x E D(A,) and A,x = S”(0) x = Ax. 
Kellermann [Kl ] and Neubrander [N2] have proved a converse of 
Theorem 4.1. 
THEOREM 4.2. Let A be a linear operator in X. Then A generates a non- 
degenerate exponentially bounded integrated semigroup on X iff the following 
conditions hold: 
(a) There exists some AER such that (1 -A)-’ exists as an 
everywhere defined bounded linear operator on X. 
(b) There exists a norm II.II w on D(A) such that 
(i) IIxII <cl Ilxll,~c2 lIxlIA forxED(A), 
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(ii) the part A, of A in X, = D(A)” generates a strongly continuous 
semigroup T, on X,. 
Here D(A)” denotes the completion of D(A) under the u-norm. 
Remark 4.3. (a) The integrated semigroup on X is related to the 
strongly continuous semigroup T, on X,,, by the formulas 
Ut) = j' T,(s) ds on X,, 1 
0 
S(t)= (A-A,) S,(t)(l-A)-’ 
=ns,(t)(~-A)-‘-T,(~-A)-‘+(I-A)~‘, 
S(t)x=jimmS,(t)l(l,-A))‘x. 
Moreover S(t) maps X continuously into (X,, (I.11 ,). 
(b) Let, without restriction, 
II T,(t)ll <Me”‘, t b 0. 
(4.4) 
(4.5) 
(4.6) 
Then it is easy to see that this space X, is contained in the space X, from 
Theorem 4.1. But we do not know whether the space X, provided by 
Theorem 4.2 coincides with any of the spaces X, provided by Theorem 4.1. 
Proof of Theorem 4.2. “Only if” follows from Theorem 4.1. “If” has 
been proven in [Kl], [N2]. We give a different proof here in order to 
obtain the representation (4.4) (4.5), (4.6). By (a) we have canonical 
embeddings 
D(A)A x,,A x 
such that j, .j, = ZDcaj. 
This allows us to consider X, a subspace of X containing D(A). As 
(2 -A)-’ maps X continuously into (X,, 11. II,), the definition (4.5) makes 
sense. Note that (4.5) is independent of the choice of I by the resolvent 
equation. It is now not difficult to derive everything from (4.5). Equa- 
tion (4.6) follows from (4.5), because S(t) x = lim, _ 73 A(2 - A,))’ S(t) x. 
Remark 4.4. Theorems 4.1 and 4.2 can also be proved for degenerate 
integrated semigroups in a modified form. For Theorem 4.1, C’ has to be 
replaced by S’(0) C’ in (4.2). A, is then the part of S”(0) = S’(0) A in X,. 
Use Proposition 3.13 and Lemma 2.3(d). For Theorem 4.2, nothing 
needs to be changed except that A : X-+2x. Recall that (2 -A))’ always 
makes sense as a set-valued operator. The proof is the same as in 
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the non-degenerate case using Remark 4.3(a). Note that A0 = N = 
{XEX; (A-A)-‘x=0). 
Many interesting perturbation results have been proven in [A2, A3, 
Kl, K2, N2]. We conclude this section with an almost trivial one which, 
nevertheless, is useful in applications. 
THEOREM 4.5. Let A generate a non-degenerate exponentially bounded 
integrated semigroup. Let X, be associated with A via Theorem 4.2. Let B be 
a bounded linear operator on (X,, )( . /I ,,). 
(a) Then A’ = A + B, D(d) = D(A) generates a non-degenerate expo- 
nentially bounded integrated semigroup on X. 
(b) The part 2, of A” in X, generates a strongly continuous semigroup 
on X,,. 
Proof: By Theorem 4.2 we must check condition (a) in Theorem 4.2 
and to prove statement (b) of Theorem 4.5. Obviously 1-2 = 
(I-B(E.+ A)-‘)(2-A). 2-A can be inverted for large II>O. 
I- B(;1- A) ~ ’ can be inverted if the Neumann series 
.,F,, (B(i-A)-‘)” 
converges. As B(A - A)-’ maps X into X,,, continuously, it follows for n 2 3 
that 
II(B(A-A)-‘)“11 
d II BQ-W’lI,,,+x II(B(E.-A)-1)“~211,, IlB(~-A)~‘ll,~-x<,. 
Equivalently renorming X, (see [PI, lemma 1.5.11, e.g.) we may assume 
that 
Hence, for n 2 3, 
lI(B(i-A)V’YII 
n-2 
6 IlBU-A)-‘II,,, IIW-A)~‘lIx+,. 
So the series 
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converges for sufficiently large A > 0 and (A - A”) ~ ’ exists as an everywhere 
defined bounded linear operator. 
As B is a bounded linear operator on X,,,, the part 2, of 2 in X,, 
satisfies 
A,,=A,,+B, W&J = WA”,) 
and is a bounded perturbation of a generator of a strongly continuous 
semigroup on X,,. By [Pl, Theorem 3.1.11, A”,, generates a strongly 
continuous semigroup on X,,, too. 
COROLLARY 4.6. Let A be a linear operator on X, and B be a linear 
bounded operator from (D(A), 11. II) to (D(A), 1). II A). Zf A generates a non- 
degenerate exponentially bounded integrated semigroup, so does A + B. 
Proof: Let X, be the Banach space associated with A via Theorem 4.2. 
By Theorem 4.2 (b,), B can be extended to a linear bounded operator on 
(X,, II .lI ,). The statement now follows from Theorem 4.5. 
5. INTEGRATED SEMIGROUPS ARE RESTRICTED INTEGRATED C,-SEMIGROUPS 
While we found in Section 4 that every exponentially bounded integrated 
semigroup is an integrated C,-semigroup on a subspace (with a possibly 
stronger norm) we show in this section that every exponentially bounded 
integrated semigroup can be obtained as the restriction of an integrated 
C,-semigroup on a larger space with a weaker norm. 
The special case of Lipschitz norm-continuous integrated semigroups has 
been dealt with in [CS]. 
We start from Theorem 4.2 and consider an integrated semigroup S with 
generator A on a Banach space X. Then S is an integrated C,-semigroup 
on a subspace X,, of X which contains D(A) and is a Banach space under 
a norm 11. Ilo which is stronger than the norm on X and weaker than the 
graph norm on D(A). We can assume that 
for A>w and 
for t 20. Here T,= S’ is the C,-semigroup on X0. See [Pl, Lemma 1.5.1 
and Theorem 1.531. 
409’lW?-9 
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We now proceed as in [Al, C5, Dl, Nl, Wl]. We introduce norms 11 .[I1 
on X by 
LEMMA 5.1. If 1, p > w, then the norms I/ . II I and 11. Ijp are equivalent. 
Prooj: From the resolvent identity we have that 
ll(A-A)--‘xIlo6 II(P--A)-’ xll,+ IP-11 Il(J”-‘fw’ (P--A)r’xllo 
LEMMA 5.2. (a) I( x II j, d c )I x I/ for x E X with some constant c > 0. 
(b) D(A) is dense in (X, 11. II).). 
Prooj (a) By Theorem 4.2(b), 
IIxlli.= II(~-~)rlxIlo~cz Il(~--A)-‘x/I. 
dc,(ll(En4-‘xll+ IIA(;1-A)- ‘XII) 
dc,(ll(ll-A)-‘xll+ IIXII + IIA(A--A)-‘XII) 
<cdl + Cl +~lIl~~-~~~‘ll~ll~II. 
(b) I]p(p-A)-’ x--XII; = II~(~--A,,)’ (I-A))l x-(/I-A) -’ XI/~ 
+Oifp+a. 
We now take the completion 8’1 of X under the norm 11. I/>.. By 
Lemma 5.1 the completion is independent of the choice of 2 > w. From 
Lemma 5.2 we have 
COROLLARY 5.3. (X, II.11 ) is continuously embedded into (XL, II II J and 
X0 is dense in .%?. 
Our next step consists in extending the semigroup To on X0 to a semi- 
group T on P. To this end we show that T, is a semigroup of bounded 
linear operators on (X0, II . II l). 
LEMMA 5.4. I/ T,,(t) x // i. d ewr // x // ). ,for x E X,. 
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Proof. lIT(t)xll, = II@-A)-’ T,(t)xll, = IIT,(t)(A-A)-‘XII, d 
ear I/(LA)-lxIlo=eO’ /Ix/Ii. 
By Lemma 5.2(b) and the properties of the completion, for any x E F, 
we can find a sequence x, E X,, with 
II xn - x II i. + 0 
for n + co. By Lemma 5.4, for fixed t 20, (T,,(t) x~),,~~ is a Cauchy 
sequence in 8” and hence has a limit. Again by Lemma 5.4 the limit is 
independent of the choice of the sequence (x,). Hence we may define 
T(t)x=n- lim TJt)x, (5.1) n-cc 
with I - lim denoting that we take the limit in P. 
In particular, by the proof of Lemma 5.2(b), 
T(t)x=l- lim To(t) &--A)-’ x (5.2) 
u-m 
for XEX. 
PROPOSITION 5.5. T(t), t 2 0, form a strongly continuous semigroup 
on X2. 
Proof. It follows from definition (5.1) and from Lemma 5.4 that the 
operators T(t) form a semigroup of bounded linear operators. Moreover 
II T(t)lll de”‘. This implies that the limit in (5.1) holds uniformly in t on 
compact intervals. Hence the strong continuity of T, on (X0, II . I/,)--and so 
on (X0, II .ll+implies the strong continuity of T on p. 
It follows immediately from (4.6) and (5.2) that the integrated semigroup 
S(t) is obtained by integrating the semigroup T and taking the restriction 
to x. 
THEOREM 5.6. S(t) x = sb T(s) x ds for x E X. 
Note that the integral is taken in X”. 
We are interested in more information about T and its infinitesimal 
generator A ). 
THEOREM 5.7. Let A, denote the infinitesimal generator of T. 
(a) (A- A,)-’ is an extension of (A- A)-‘. 
(b) A is the part of A, in X. 
(~1 WJ = J’o. 
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ProoJ: (a) For x E X, 
(i.-AJ1=qoz e-q”; T(s)xds)dt 
=lIX e-lt S(t)xdt=(;c-A)-‘x 
0 
by Theorem 5.4 and Proposition 3.10. 
(b) is an immediate consequence of (a). 
(c) It is sufficient to show that (n-A,)-’ F =X0. 
G : Let x = 1% - lim, _ oc x, with x, E X. Hence 
~IX,-xX,I/;.=~)(3~-A)-1x,-(E~-A)-’x,(Io~0 
for n, m -+ co. Thus, by (a), 
(i-A)-‘x,+(2-AJ’X 
for n + cc in X0. Hence (2 -A,)-’ XE X0. 
2: Let XEX,. Then /Ix-(A-A)-‘y,/I,+O, n-co with 
elements Y~EX. As ((i--A)-’ y,), is a Cauchy sequence in X0, (y,) 
is a Cauchy sequence in X2 and so has a limit y in J?. But now x= 
2 - lim n-m(~-A;.)-lyn=(~-A~)~‘y. 
It would be of interest to know under which conditions T forms a 
semigroup on X. 
THEOREM 5.8. The following statements are equivalent: 
on X. (i) T 
can be restricted to a semigroup of bounded linear operators 
(ii) S(t) maps X into D(A). 
(iii) D(A) is invariant under T,(t), t 3 0. 
We cannot expect, however, that we obtain an exponentially bounded or 
even a strongly continuous semigroup on X in this way. 
Proof (i) =z. (ii): By Theorems 5.6 and 5.7 we know that S(t) XEX, = 
D(A,) and 
A,S(t)x=T(t)X-X. 
for x E X. If T(t) leaves X invariant, we know that S(t) x E D(A) because A 
is the part of A, in X by Theorem 5.7(b). 
(ii) =S (i): By Theorem 5.6, 
T(t)x-x=Aj,S(t)x 
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for x E X. If s(t) x E D(A), then T(t) x E X. Moreover, if .9(t) maps X into 
D(A), AS(t) is a closed linear everywhere defined operator and hence 
bounded. This implies that T(t) is bounded. 
(ii) o (iii) follows from the second formula in (4.5). 
It would be even more interesting to find conditions in terms of A or its 
resolvent which imply that one of the equivalent statements in Theorem 5.8 
holds. We have not succeeded in solving this question in general. In case 
that A satisfies the estimates of the Hille-Yosida theorem (without being 
densely defined necessarily) a sufficient condition is given in [CS]. 
6. INTEGRATED SOLUTIONS TO CAUCHY PROBLEMS 
6.1. Homogeneous Cauchy Problems 
Homogeneous Cauchy problems are usually written in the form 
f u(t) = Au(t), t > 0, 
(6.1) 
u(0) =x, 
with A being a closed operator. Let us assume that A generates a non- 
degenerate integrated semigroup. Equation (6.1) can be solved in the 
strong sense-i.e., u is differentiable, u(t) E D(A), and (6.1) is satisfied-if 
x E C3. This follows from Lemmas 3.2 and 2.3. If we want to relax this 
smoothness assumption on x, we may consider integral solutions in the 
sense of Da Prato and Sinistrari [D2]: 
u(t)=A jL(s)ds+x, t 20. (6.2) 
0 
Equation (6.2) in particular means that jb U(S) ds E D(A). Lemma 3.4 tells 
us that u(t) = S’(t) x solves (6.2) if XE C’. If we want to relax smoothness 
for x even more, we integrate (6.2) and, with u(t) = si U(S) ds, look at the 
equation 
u(t) = A j’ u(s) ds + tx, t 2 0. 
0 (6.3) 
Combining Lemma 3.5 and Theorem 3.7 we have the following result 
for (6.3): 
THEOREM 6.1. For any x E X, u(t) = s(t) x is the unique continuous 
solution to (6.3). 
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Moreover we find that Ij u(t)11 < c(t)]/ x I/ with c(t) not depending on x. 
The rest of this section is devoted to proving the converse of this 
theorem generalizing Theorem 6.3 in [N2] in the case of once integrated 
semigroups. 
THEOREM 6.2. A linear operator A on X is the generator of a non- 
degenerate integrated semigroup ijjf the following two conditions hold: 
(i) v=O is the on/y continuous olution of (6.3) for x=0. 
(ii) For any XE X Eq. (6.3) has a continuous solution o such that 
11 v(t)11 < c(t)11 x I( with some c(t) > 0 not depending on x. 
ProoJ The “only if” part of this theorem is Theorem 6.1. In order to 
prove the converse we define 
S(t)x=u(t), t 2 0, 
with u being the unique solution to (6.3) according to (i) and (ii). 
We first check that S(t), t 3 0, is an integrated semigroup and later that 
A is its generator. 
The operators s(t) are linear because solutions to (6.3) are required to 
be unique. They are bounded operators because of the estimates we require. 
Let us check (2.1), (2.2), (2.3). Equation (2.1) follows from (6.3) and (2.2) 
from the continuity of u(t). In order to check (2.3) we fix r > 0, and set 
u,(t) = s(t) S(r) x, u2(t) = 1’ (S(r + T ) -S(r)) x dz. 
0 
It follows from (6.3) and straightforward manipulations of integrals that u, 
and u2 both satisfy the equation 
t;j(t)=A j’Uj(S)dS+tS(T)X, 
0 
Uniqueness of solutions to (6.3) then implies u, = v2, i.e., (2.3). 
Now we show that A is the generator of S. In order to show that A is 
contained in the generator of S, let x E D(A) and check (3.2), namely 
S(t)x-tx= ‘S(s)Axds. i 0 
One easily realizes that both sides of the equation satisfy 
w(t) = A j’ w(s) ds + f t2Ax. 
0 
Condition (if implies that they must be equal. 
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In order to show that A is an extension of the generator of S let x, y E X 
such that 
S(t)x-tx=jfS(r)ydr, t 3 0. 
0 
By (6.3), S(t)x-txED(A) and 
A(S(t)x-tx)=S(t)y-ty. 
As A is closed we have from Lemma 3.2 that 
t= -XZ 
2 
[i S(r) x dr - 1: (S(r) x - rx) dr E D(A) 
and 
t= 
A TX =S(t)x-tx-J’S(r)ydr+gy=gy. 
( > 0 
Hence x E D(A) and Ax = y. 
As a corollary we obtain a version of Theorem 6.3 in [N2] without 
assuming exponential boundedness. 
COROLLARY 6.3. Let A be a densely defined operator on X. A generates 
a non-degenerate integrated semigroup on X iff the equation 
$(t)=Au(t)+x, t>,O, u(0) = 0, (6.4) 
has a unique continuous solution u for all x E D(A) and (1 u(t)11 < c 1) x 11 for 
t 3 0 in bounded intervals with c not depending on x and t. 
Proof: “Only if”: Set v(t) = S(t) x and use Lemma 3.4. 
“If”: We check the conditions (i) and (ii) in Theorem 6.2. We start 
with (ii). Let x E X. Choose a sequence x, E D(A) with x, + x for n + co. 
Then we have unique continuous solutions u, to 
5 v,(t) = Au,(t) + x,, t 2 0, 
with \I v,(t)11 d c II x, II. Further ll~,(t)--o,(t)ll <c lI~,--~ll. Hence 
v,(t) -+ v(t) for n + cc with a continuous function u. Integrating we find 
u,(t) = A 1’ v,(s) ds + tx,, 
0 
436 HORST R. THIEME 
hence 
A ru,(s)ds+u(t)-tx 1 0 
for n + co. As A is closed we have 
and /I u(t)11 6 c 11 x II on bounded t-intervals. Uniqueness of solutions u to 
(6.3) is immediate because it is sufficient to show uniqueness for x=0. 
Setting w(t) = Jhu(s) d s we find that w solves (6.4) with X=OE D(A). Hence 
w=O and v=O. 
6.2. Inhomogeneous Cauchy Problems 
Let A be again the generator of a non-degenerate integrated semigroup 
S. We consider the inhomogeneous Cauchy problem 
f u(t) = Au(t) +.f(t), O<t<T, 
(6.5) 
u( 0) = x. 
In order to solve (6.5), i.e., to find a continuous function u : [0, T] -+X 
which is differentiable on (0, T), has values in D(A), and satisfies (6.5), one 
usually must impose a lot of smoothness on X-XE D(A), XE D(A2), 
e.g.-and onf, either in time orS(t)E D(A). Without smoothness assump- 
tions one considers (6.5) in a generalized sense. One way consists in 
integrating (6.5) in time (compare [D2, A4]). If we do not make any 
further assumptions on the generator A we must integrate twice and obtain 
the relation 
s 
, 
u(r) dr - tx = A u(r)drds+ ‘(t-s)f(s)ds. 
s (6.6) 0 0 
This motivates the following definition: 
DEFINITION 6.4. Let S: [0, T) + X be Bochner integrable. A continuous 
function u : [0, T) + X is called an integrated solution to (6.5) iff 
I ’ u(r) dr E D(A), 0 
(6.7) 
u(t) - tx = A l 
I 
u(r)dr+ s d (t-s)f(s)ds 
for Odt < T. 
0 
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Note that (6.7) implies u(O)=O. It is suggestive to solve (6.7) by the 
variation of constants formula 
~(t)=S(t)x+{iS(t-r)f(r)dr. (6.8) 
THEOREM 6.5. Let f: [0, T) -+ X be Bochner integrable. Then formula 
(6.8) gives the unique solution to (6.7). 
Proqf. Let u be defined by (6.8). Then 
j’c(r)dr={~S(r)~dr+~~(/~~‘S(~)d~)/(r)dr. 
0 
As A is closed we have from Lemma 3.5 - 
A{‘v(r)dr=S(t)x-tx+l’A 
0 0 
ji-‘s(i)h)f(r)dr 
=S(t)x-x+ d(S(t-r)-(t-r)Z)f.(r)dr. 
i 
Hence (6.7) holds. 
Let now ui, u2 be two solutions to (6.7). Then w = u, - v2 solves 
w(t) = A 1: w(r) dr, 
w(0) = 0. 
Uniqueness now follows from Theorem 3.7. 
The uniqueness tatement included in Theorem 6.2 implies uniqueness of 
strong solutions to (6.5) and of integral solutions to (6.6), i.e., of 
continuous functions u satisfying 
s 
, u(t) - x = A u(r) dr + ‘f(s) ds. 
0 5 0 
(6.9) 
This generalizes uniqueness results obtained by Da Prato and Sinestrari 
[D2] and Kellermann and Hieber [K2]. Note that an operator satisfying 
the Hille-Yosida estimates (without being densely defined necessarily) 
generates an integrated semigroup. See [K2, Theorem 2.41. Note that we 
have not assumed that S is exponentially bounded. 
It may be interesting to add some regularity results concerning the 
function 
oo( t) = 1’ S( t - r)f(r) dr. 
0 
(6.10) 
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PROPOSITION 6.6. Let f: [0, T] + X be Bochner integrable and v,, be 
given by (6.10). Then 
(a) v,(t)~ C’ and 
S’(s) v,(t) = 1’ S(t +s - r)f(r) dr - S(s) I’S(r) dr. 
0 0 
(b) If S is exponentially bounded, uo( t) E X, and 
II dt)ll, G cTji II f(r)11 dr 
for 0 < t < T. 
ProojI (a) 
S(s) v,(t) = j; (6 (S(a + t - r) - S(a)) da 
> 
f(r) dr 
by (2.3). The dominated convergence theorem implies the assertion. 
(b) By (4.5) the function 
rwS(t-r)f(r) 
is Bochner integrable from [0, T] into (X,, II.11 ,) and 
II s(t- r)f(r)ll, d cl II f(r)ll. 
Recall that (2 -A))’ maps X continuously into (X,, (I .I/,,,). 
Remark 6.7. There are now various ways in which solutions can be 
obtained in a stronger sense, e.g., in the sense of (6.9). This amounts to 
showing that the function v defined by (6.8) is continuously differentiable 
and takes values in D(A) with Au being Bochner integrable. A first assump- 
tion concerns the initial value X : x E C’. See Lemma 3.4. For the rest there 
are many possible choices: 
(a) S(t) is locally Lipschitz in the operator norm, i.e., A satisfies the 
Hille-Yosida estimates (without being densely defined necessarily). See 
[ K2, Theorem 2.41. 
(b) f(t) =f(O) + sh g(s) ds with a Bochner integrable g. 
(c) f: [0, T] + (X,,, )/ . II) is Bochner integrable. 
The details are left to the reader. For the proof of (a) one may proceed as 
in [K2, Proof of Theorem 2.51. 
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7. ILLUSTRATION: THE WAVE EQUATION 
In order to illustrate the abstract results obtained in the previous 
sections we apply them to the wave equation in L,(R”). First we deal with 
weak solutions to the homogeneous wave equation, and later with weak 
solutions to the inhomogeneous and to the semilinear wave equation. 
We do not claim to prove anything new. Presumably many if not all of 
the results we obtain via integrated semigroup theory can also be obtained 
by extensively using Fourier transform techniques or cosine functions. (See 
[Gl], e.g.). We think, however, that integrated semigroup theory provides 
a more systematic approach which will also work in many other examples. 
We first consider the homogeneous wave equation: 
(a; - A;) w(t, x) = 0, 
a, w(0, x) = G,(x), (7.1) 
w(0, x) = i,(x) 
for x E R”, t > 0. Setting U, = w, u2 = d, w we can write (7.1) equivalently as 
a,cu,, 4) = (%7 Au,) =: A(u,, 4, 
(7.2) 
(U,? u,)(O) = (a, 2 h). 
Let X be the Banach space 
X= L,(R”) x L2(Rm) 
and A be the operator 
A(u,, 4 = (u,, ~u,h 
D(A) = H;(R”) x L,(R”). 
Here H;(R”‘) denotes the Sobolev space of functions in L,(R”) whose dis- 
tributional derivatives up to order n are represented by elements in L&R”), 
too. Let 
X, : = H;(R”) x L,(R”). 
Then the part A, of A in X, is defined on 
&A,) = H;(R”) x H;(R”). 
It is well known that A, generates a strongly continuous semigroup T, on 
X,. Further it is easily checked that the conditions (a) and (b) of 
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Theorem 4.2 are satisfied. See [PI, Sect. 7.41, e.g. So Theorem 4.2 implies 
that A generates an exponentially bounded non-degenerate integrated 
semigroup S on X. 
It is shown in [PI, Corollary 7.4.61 that 
(u,(t)2 uz(t)) = ~,,(t)(~, 3 &) 
for U, E H:(R”), u2 E Hi(R”) solves the problem 
In particular 
d’ 
z 
u, =Au,. 
Note that 
S(t)(G,, 6,) = q(s) ds, u,(t) - zZ1 
> 
for J, E H:, d, E Hi. This suggests that also for general J,, 8, EL,, the 
function w(t) = u2( t) + d, with 
(u,(t), u*(t)) = s(t)(& > 4) 
should have a meaning as a weak solution of (7.1). 
In order to work this out we use the theory of Section 6. Let 
(u,(t), h(t)) = u(t) = s(f)(G,, 4). 
By Theorem 6.2, 
I 
f 
u(t) - tx = A u(r) dr 
0 
with x = (a,, a,). By definition of A in (7.2), 
s , Ill(Z) - tti,=UAr) d  0 
I 
u2( t) - tJ, = A 
s 
ul(r) dr. 
0 
(7.3) 
(7.4) 
(7.5) 
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In particular 
s ’ ul(r) dr e H:(R”). 0 
Fitting the first equation of (7.5) into the second we obtain 
u,(t)-&=A :(t--r)(uz(r)+P,)dr. 
J‘ (7.6 
Setting 
provides 
w(t) = u*(r) + J, (7.7 
I”( 
w(t)-zil-tG,=A J (t-r) w(r)dr. 
0 
(7.8) 
Let now U* E H:(R”). Then (w(t), U* ) can be differentiated twice 
providing 
$ (4th u* > = (4th Au* > 
$ (4th u*>1,=0= (62,u*>, (7.9) 
w(0) = 6, 
for U* E H:(R”). Here ( .,.) denotes the scalar product in L,(R”). 
Conversely let a continuous function w with values in L,(R”) satisfy 
(7.9). Then, by integrating twice, we obtain 
(w(t),u*)--(ti,,u*)-(tG,,u*)= j’(r-r)w(r)dr,Au* 
i: > 
(7.10) 
0 
for all u* E H:(R”). 
As A is self-adjoint on L,(R”), this implies that 
s 
‘(t-r) w(r)drEH:(Rm) 
0 
and (7.8) holds. Setting 
u,(t) = w(t) - 22, and udO=i,‘wb) 4 (7.11) 
u(t) = (u,(t), u*(t)) satisfies (7.4). 
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Hence u(f) = S( t)(G, , G2) by Theorem 6.2. We summarize our considera- 
tions in the following 
THEOREM 7.1. For zZ1, J,E&(R”‘) there exists a unique continuous 
function w : [0, co) -+ L,(R”) such that (w(t), u*) is twice differentiable 
for u* EH:(R~) and w satisfies (7.9). The definition S(t)(a,, a,)= 
((6 w(s) & w(t) - J,) P rovides a non-degenerate exponentially bounded 
integrated semigroup on L,(R”) x L,(R”). 
Note that the semigroup approach as described in [PI], e.g., also 
provides weak solutions w to (7.1) in the sense of (7.9), but only for initial 
data ~,EH~,&EL~. 
We also find that w satisfies (7.1) in a third generalized way (besides 
(7.8) and (7.9)). As S(t) maps X into X,, = Hi x L,, we have that 
w(s) ds E H; 
and w satisfies 
w(0) = z21) 
; (w(t), u*)- (a,, u*)= -(V~‘w(s)ds,Vu*) 
0 
for t>O,u*EHi. 
As another by-product we obtain that weak solutions w to (7.1) in the 
sense of Theorem 7.1 satisfy an estimate 
II w(t)ll G MeWf(ll J, II + II & II) 
and generate a cosine family. 
More generally a closed operator C generates a cosine family on a 
Banach space X iff the operator A(x,, x2) = (x,, Cx,) generates an 
integrated semigroup on X2. See [K2, Theorem 3.5; A4, Sect. 51. 
Along the lines of Theorem 7.1 we can deal with the inhomogeneous 
wave equation 
(8: - A,) w(t, x) =fi(t, xl + 62 J;f;(s, x) ds, 
8,w(O, x) = Gz(x), 
w(0, x) = d,(x) 
(7.12) 
for XER~, t >O. Let 
f,,fz : CO, ~0) ---f -WW 
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be continuous and set 
F(t) = (f,(t)J2(t)). (7.13) 
Further let 
(u,(t),u,(t))=S(t)(J,,~&)+ ‘S(t-s)F(s)ds 
I 0 
(7.14) 
with S being the integrated semigroup provided by Theorem 7.1. 
THEOREM 7.2. Let J,, ti, E L,(R”) and fi ,fz : [0, co) -+ L,(R”) be 
continuous. Then thefunction w defined by (7.7), (7.13), (7.14) is the unique 
continuous weak solution to (7.12); i.e., w is the unique continuous solution to 
w(0) = J,, 
$ <w(t), U*>l,=o= (4, u*>, 
f$ (w(t), u*> = (4th Au*) + <fAtI, u*> + (j-)-,(s) ds, Au*) 
for t > 0, u* E H;(R”). 
We now demonstrate how the perturbation result in Theorem 4.5 easily 
allows an extension to more complicated equations. We consider the 
following problem: 
w(0) = 6, 
d 
z 
w(0) = 22, 
SW(f)-ao~w(t)=dw(t)+ f ajajw(t) 
j= 1 
(7.15) 
with real numbers a,, . . . . a, and 8, denoting the partial derivative with 
respect o the jth spatial coordinate. Let 
be given by 
b = g Qi, Wu,, 4 = (0, bu, + aouz). 
j= I 
(7.16) 
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Then B is a bounded linear operator on X,, and, by Theorem 4.5, the 
operator 
A”=A+B, D(A) = D(A) 
generates a non-degenerate exponentially bounded integrated semigroup S 
on X. 
Proceeding as in the proof of Theorem 7.1 we find that 3 is associated 
with the weak solutions to problem (7.15). Note that the operator A” is not 
of the canonical form d(v,, u2) = (II,, Co,) and so the solutions to problem 
(7.15) do not generate a cosine family, at least not in an obvious way. 
The integrated semigroup 3 can now be used to solve inhomogeneous 
versions of (7.15) using formula (7.14) with 3 replacing S. Compare (7.12). 
The rest of this section is devoted to illustrating how the variation of 
constants type formula (7.14) can be used to solve non-linear problems. 
To this end we consider weak solutions to the problem 
w(0) = J,, 
d 
- w(0) = 222, 
dt 
(7.17) 
Here 
are Lipschitz continuous, and clO, . . . . CI, are real numbers. 
We define B as in (7.16) and 
G.X,+X 
by 
G(u,, ~2) = (g,(uz + $I), g,(v, + J, 1). (7.18) 
Then G is Lipschitz and 2 = A + B generates a non-degenerate exponen- 
tially bounded integrated semigroup 3, as we have pointed out before. We 
consider the abstract Volterra integral equation 
u(t)=S(r)x+J’S(t-s)G(u(s))ds 
0 
(7.19) 
with x= (a,, a,). 
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LEMMA 7.3. There exists a unique continuous solution v to (7.19) on 
[0, T] with values in X, = H:(R”) x L,(R”). 
Proof. Let Y = C( CO, T], X,) and @(v)(t) denote the right-hand side of 
(7.19) for v E Y. Then @ maps Y into itself and 
II @(v)(t) - @(Wt)ll, < A j; II v(s) - tYs)ll, ds. 
See proposition 6.6(b). 
Providing Y with the norm 
I141A= sup e-” Ilv(t)ll, 
O<f<T 
and choosing I > 0 sufficiently large makes @ a strict contraction on the 
complete metric space Y. Banach’s fixed point theorem provides a unique 
solution v to (7.19) in C([O, T], X,). 
By Theorem 6.5 there is a unique correspondence between continuous 
solutions v to (7.19) and continuous solutions v to 
Let 
v(t)-tx=(A+B)j’v(s)ds+J’(t-s)G(v(s))ds (7.20) 
0 0 
v(t) = (v,(t), v*(t)). 
Then, by definition of A in (7.2) and of B in (7.16), we obtain 
v,(t) - ti, = j’ vz(s) ds + j’ (t - $1 g,(vAs) + a,) ds, 
0 0 
s I v2( t) - td, = A VI(s) ds + ’ (bv,(s) -t crovz(s)) ds 0 I 0 
+ ; (t-s)gz(v2(s)+z&)ds. s 
Set w(t) = vz(t) + J,. Let u* E Hi. Then (w(t), U* ) is twice differentiable 
and 
; (w(t), u*)l,=o= (62, u*> 
$ (w(t), u*> =; (v,(t), Au*)+; (bv,(t)+cr,w(t), u*) 
+ <g2(w(t)h u* > 
446 HORST R. THIEME 
= (w(t), Au*) + j$w(s)) ds, Au*) + (w(t), b*u*) 
CJ 
t + g,(w(s)) ds, b*u* 
0 i +.o-$ (w(t), u*> 
+ (g2(4t)h u* >. 
On the other hand, any solution w to this latter equation is a solution to 
(7.20) as one realizes by integrating twice and using the self-adjointness of 
A in L,(R”). 
Summarizing these considerations we have proved the following 
THEOREM 7.4. Let cxo, .. . . CC, E R, g,, g, : L,(R”) + L,(R”) be Lipschitz 
continuous, J,, ti2 E L,(R”). Then there exists a unique continuous solution w 
from [0, co) to L,(R”) of the problem 
w(0) = 8,, 
; (4th u*)ll,o= <a,, u*> 
+ (gZ(W(t)), u* > - c w(t)~ i aja,u* i= I > 
- 
ij d gl(W(S)) ds> f ajaju* I= I > 
for any u* E Hi. 
The fact that the solution w results from the solution u to (7.19) makes 
it possible to derive qualitative information like Lipschitz continuous 
dependence on initial values and other data of Eq. (7.17). 
Remark 7.5. If one imposes a linear growth condition on g,, g,, one 
can replace Lipschitz continuity of g,, g, by local Lipschitz continuity. 
Then one must prove a priori estimates for the solutions to (7.17) and to 
restrict the contraction space correspondingly. This works because S(t) is 
exponentially bounded. 
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