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Cooperative event-based rigid formation control
Zhiyong Sun, Qingchen Liu, Na Huang, Changbin Yu, and Brian D. O. Anderson
Abstract—This paper discusses cooperative stabilization con-
trol of rigid formations via an event-based approach. We first
design a centralized event-based formation control system, in
which a central event controller determines the next triggering
time and broadcasts the event signal to all the agents for control
input update. We then build on this approach to propose a
distributed event control strategy, in which each agent can use
its local event trigger and local information to update the control
input at its own event time. For both cases, the triggering
condition, event function and triggering behavior are discussed
in detail, and the exponential convergence of the event-based
formation system is guaranteed.
Index Terms—Multi-agent formation; cooperative control;
graph rigidity; rigid shape; event-based control.
I. INTRODUCTION
FORMATION control of networked multi-agent systemshas received considerable attention in recent years due
to its extensive applications in many areas including both
civil and military fields. One problem of extensive interest is
formation shape control, i.e. designing controllers to achieve
or maintain a geometrical shape for the formation [1]. By using
graph rigidity theory, the formation shape can be achieved
by controlling a certain set of inter-agent distances [2], [3]
and there is no requirement on a global coordinate system
having to be known to all the agents. This is in contrast
to the linear consensus-based formation control approach, in
which the target formation is defined by a certain set of
relative positions and a global coordinate system is required
for all the agents to implement the consensus-based formation
control law (see detailed comparisons in [1]). Note that such a
coordinate alignment condition is a rather strict requirement,
which is undesirable for implementing formation controllers
in e.g. a GPS-denied environment. Even if one assumes that
such coordinate alignment is satisfied for all agents, slight
coordinate misalignment, perhaps arising from sensor biases,
can lead to a failure of formation control [4], [5]. Motivated
by all these considerations, in this paper we focus on rigidity-
based formation control.
There have been rich works on controller design and stabil-
ity analysis of rigid formation control (see e.g. [3], [6]–[8] and
the review in [1]), most of which assume that the control input
is updated in a continuous manner. The main objective of this
paper is to provide alternative controllers to stabilize rigid for-
mation shapes based on an event-triggered approach. This kind
of controller design is attractive for real-world robots/vehicles
Z. Sun is with Department of Automatic Control, Lund University, Sweden.
({zhiyong.sun@control.lth.se}) C. Yu is with School of
Engineering, Westlake University, Hangzhou, China. N. Huang and B. D.
O. Anderson are with School of Automation, Hangzhou Dianzi University,
Hangzhou, China. Q. Liu and B. D. O. Anderson are with Data61-CSIRO and
Research School of Engineering, The Australian National University, Canberra
ACT 2601, Australia.
equipped with digital sensors or microprocessors [9], [10].
Furthermore, by using an event-triggered mechanism to update
the controller input, instead of using a continuous updating
strategy as discussed in e.g. [3], [6]–[8], the formation system
can save resources in processors and thus can reduce much of
the computation/actuation burden for each agent. Due to these
favourable properties, event-based control has been studied
extensively in recent years for linear and nonlinear systems
[11]–[14], and especially for networked control systems [15]–
[18]. Examples of successful applications of the event-based
control strategy on distributed control systems and networked
control systems have been reported in e.g. [19]–[21]. We refer
the readers to the recent survey papers [22]–[25] which provide
comprehensive and excellent reviews on event-based control
for networked coordination and multi-agent systems.
Event-based control strategies in multi-agent formation sys-
tems have recently attracted increasing attention in the control
community. Some recent attempts at applying event-triggered
schemes in stabilizing multi-agent formations are reported in
e.g., [26]–[29]. However, these papers [26]–[29] have focused
on the event-triggered consensus-based formation control ap-
proach, in which the proposed event-based formation control
schemes cannot be applied to stabilization control of rigid
formation shapes. We note that event-based rigid formation
control has been discussed briefly as an example of team-
triggered network coordination in [30]. However, no thor-
ough results have been reported in the literature to achieve
cooperative rigid formation control with feasible and simple
event-based solutions. This paper is a first contribution to
advance the event-based control strategy to the design and
implementation of rigid formation control systems.
Some preliminary results have been presented in conference
contributions [31] and [32]. Compared to [31] and [32], this
paper proposes new control methodologies to design event-
based controllers as well as event-triggering functions. The
event controller presented in [31] is a preliminary one, which
only updates parts of the control input and the control is not
necessarily piecewise constant. This limitation is removed in
the control design in this paper. Also, the complicated con-
trollers in [32] have been simplified. Moreover, and centrally
to the novelty of the paper, we will focus on the design of
distributed controllers based on novel event-triggering func-
tions to achieve the cooperative formation task, while the
event controllers in both [31] and [32] are centralized. We
prove that Zeno behavior is excluded in the distributed event-
based formation control system by proving a positive lower
bound of the inter-event triggering time. We also notice that a
decentralized event-triggered control was recently proposed in
[33] to achieve rigid formation tracking control. The triggering
strategy in [33] requires each agent to update the control input
both at its own triggering time and its neighbors’ triggering
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times, which increases the communication burden within the
network. Furthermore, the triggering condition discussed in
[33] adopts the position information in the event function
design, which results in very complicated control functions
and may limit their practical applications.
In this paper, we will provide a thorough study of rigid
formation stabilization control with cooperative event-based
approaches. To be specific, we will propose two feasible event-
based control schemes (a centralized triggering scheme and a
distributed triggering scheme) that aim to stabilize a general
rigid formation shape. In this paper, by a careful design of the
triggering condition and event function, the aforementioned
communication requirements and controller complexity in e.g.,
[31]–[33] are avoided. For all cases, the triggering condition,
event function and triggering behavior are discussed in detail.
One of the key results in the controller performance analysis
with both centralized and distributed event-based controllers
is an exponential stability of the rigid formation system.
The exponential stability of the formation control system
has important consequences relating to robustness issues in
undirected rigid formations, as discussed in the recent papers
[34], [35].
The rest of this paper is organized as follows. In Section
II, preliminary concepts on graph theory and rigidity the-
ory are introduced. In Section III, we propose a centralized
event-based formation controller and discuss the convergence
property and the exclusion of the Zeno behavior. Section IV
builds on the centralized scheme of Section III to develop a
distributed event-based controller design, and presents detailed
analysis of the triggering behavior and its feasibility. In Section
V, some simulations are provided to demonstrate the controller
performance. Finally, Section VI concludes this paper.
II. PRELIMINARIES
A. Notations
The notations used in this paper are fairly standard. Rn
denotes the n-dimensional Euclidean space. Rm×n denotes
the set of m×n real matrices. A matrix or vector transpose is
denoted by a superscript T . The rank, image and null space of
a matrix M are denoted by rank(M), Im(M) and ker(M),
respectively. The notation ‖M‖ denotes the induced 2-norm
of a matrix M or the 2-norm of a vector M , and ‖M‖F
denotes the Frobenius norm for a matrix M . Note that there
holds ‖M‖ ≤ ‖M‖F for any matrix M (see [36, Chapter
5]). We use diag{x} to denote a diagonal matrix with the
vector x on its diagonal, and span{v1, v2, · · · , vk} to denote
the subspace spanned by a set of vectors v1, v2, · · · , vk. The
symbol In denotes the n×n identity matrix, and 1n denotes an
n-tuple column vector of all ones. The notation ⊗ represents
the Kronecker product.
B. Basic concepts on graph theory
Consider an undirected graph with m edges and n vertices,
denoted by G = (V, E) with vertex set V = {1, 2, · · · , n} and
edge set E ⊂ V ×V . The neighbor set Ni of node i is defined
asNi := {j ∈ V : (i, j) ∈ E}. The matrix relating the nodes to
the edges is called the incidence matrix H = {hij} ∈ Rm×n,
whose entries are defined as (with arbitrary edge orientations
for the undirected formations considered here)
hij =
 1, the i-th edge sinks at node j−1, the i-th edge leaves node j
0, otherwise
An important matrix representation of a graph G is the
Laplacian matrix L(G), which is defined as L(G) = HTH . For
a connected undirected graph, one has rank(L) = n− 1 and
ker(L) = ker(H) = span{1n}. Note that for the rigid for-
mation modelled by an undirected graph as considered in this
paper, the orientation of each edge for writing the incidence
matrix can be defined arbitrarily; the graph Laplacian matrix
L(G) for the undirected graph is always the same regardless
of what edge orientations are chosen (i.e., is orientation-
independent) and the stability analysis remains unchanged.
C. Basic concepts on rigidity theory
Let pi ∈ Rd where d = {2, 3} denote a point that is assigned
to i ∈ V . The stacked vector p = [pT1 , pT2 , · · · , pTn ]T ∈ Rdn
represents the realization of G in Rd. The pair (G, p) is said to
be a framework of G in Rd. By introducing the matrix H¯ :=
H ⊗ Id ∈ Rdm×dn, one can construct the relative position
vector as an image of H¯ from the position vector p:
z = H¯p (1)
where z = [zT1 , z
T
2 , · · · , zTm]T ∈ Rdm, with zk ∈ Rd being
the relative position vector for the vertex pair defined by the
k-th edge.
Using the same ordering of the edge set E as in the definition
of H , the rigidity function rG(p) : Rdn → Rm associated with
the framework (G, p) is given as:
rG(p) =
1
2
[· · · , ‖pi − pj‖2, · · · ]T , (i, j) ∈ E (2)
where the k-th component in rG(p), ‖pi − pj‖2, corresponds
to the squared length of the relative position vector zk which
connects the vertices i and j.
The rigidity of frameworks is then defined as follows.
Definition 1. (see [37]) A framework (G, p) is rigid in Rd if
there exists a neighborhood U of p such that r−1G (rG(p))∩U =
r−1K (rK(p))∩U where K is the complete graph with the same
vertices as G.
In the following, the set of all frameworks (G, p) which
satisfies the distance constraints is referred to as the set of
target formations. Let dkij denote the desired distance in the
target formation which links agents i and j. We further define
ekij = ‖pi − pj‖2 − (dkij )2 (3)
to denote the squared distance error for edge k. Note that we
will also use ek and dk occasionally for notational convenience
if no confusion is expected. Define the distance square error
vector e = [e1, e2, · · · , em]T .
One useful tool to characterize the rigidity property of a
framework is the rigidity matrix R ∈ Rm×dn, which is defined
as
R(p) =
∂rG(p)
∂p
(4)
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It is not difficult to see that each row of the rigidity matrix R
takes the following form
[01×d, · · · , (pi − pj)T , · · · ,01×d, · · · , (pj − pi)T , · · · ,01×d]
(5)
Each edge gives rise to a row of R, and, if an edge links
vertices i and j, then the nonzero entries of the corresponding
row of R are in the columns from di − (d − 1) to di and
from dj − (d − 1) to dj. The equation (1) shows that the
relative position vector lies in the image of H¯ . Thus one
can redefine the rigidity function, gG(z) : Im(H¯) → Rm
as gG(z) = 12
[‖z1‖2, ‖z2‖2, · · · , ‖zm‖2]T . From (1) and (4),
one can obtain the following simple form for the rigidity
matrix
R(p) =
∂rG(p)
∂p
=
∂gG(z)
∂z
∂z
∂p
= ZT H¯ (6)
where Z = diag{z1, z2, · · · , zm}.
The rigidity matrix will be used to determine the
infinitesimal rigidity of the framework, as shown in the
following definition.
Definition 2. (see [38]) A framework (G, p) is infinitesimally
rigid in the d-dimensional space if
rank(R(p)) = dn− d(d+ 1)/2 (7)
Specifically, if the framework is infinitesimally rigid in R2
(resp. R3) and has exactly 2n−3 (resp. 3n−6) edges, then it
is called a minimally and infinitesimally rigid framework. Fig.
1 shows several examples on rigid and nonrigid formations. In
this paper we focus on the stabilization problem of minimally
and infinitesimally rigid formations. 1 From the definition
of infinitesimal rigidity, one can easily prove the following
lemma:
Lemma 1. If the framework (G, p) is minimally and in-
finitesimally rigid in the d-dimensional space, then the matrix
R(p)R(p)T is positive definite.
Another useful observation shows that there exists a smooth
function which maps the distance set of a minimally rigid
framework to the distance set of its corresponding framework
modeled by a complete graph.
Lemma 2. Let rG(q) be the rigidity function for a given
infinitesimally minimally rigid framework (G, q) with agents’
position vector q. Further let r¯G¯(q) denote the rigidity function
for an associated framework (G¯, q), in which the vertex set
remains the same as (G, q) but the underlying graph is a
complete one (i.e. there exist n(n−1)/2 edges which link any
vertex pairs). Then there exists a continuously differentiable
function pi : rG(q) → Rn(n−1)/2 for which r¯G¯(q) = pi(rG(q))
holds locally.
Lemma 2 indicates that all the edge distances in the frame-
work (G¯, q) modeled by a complete graph can be expressed
locally in terms of the edge distances of a corresponding
1With some complexity of calculation, the results extend to non-minimally
rigid formations (see [34], [39]).
(a) 
3 
2 
4 
(b) 
3 
2 
4 
1 1 (c) 
3 
2 
4 
1 
Fig. 1. Examples on rigid and nonrigid formations. (a) non-rigid formation
(a deformed formation with dashed lines is shown); (b) minimally rigid
formation; (c) rigid but non-minimally rigid formation.
minimally infinitesimally rigid framework (G, q) via some
smooth functions. The proof of the above Lemma is omitted
here and can be found in [34]. We emphasize that Lemma 2
is important for later analysis of a distance error system (a
definition of the term will be given in Section III-A). Lemma 2
(together with Lemma 3 given later) will enable us to obtain
a self-contained distance error system so that a Lyapunov
argument can be applied for convergence analysis.
D. Problem statement
The rigid formation control problem is formulated as fol-
lows.
Problem. Consider a group of n agents in d-dimensional
space modeled by single integrators
p˙i = ui, i = 1, 2, · · · , n (8)
Design a distributed control ui ∈ Rn for each agent i in terms
of pi − pj , j ∈ Ni with event-based control update such that
||pi − pj || converges to the desired distance dkij which forms
a minimally and infinitesimally rigid formation.
In this paper, we will aim to propose two feasible event-
based control strategies (a centralized triggering approach
and a distributed triggering approach) to solve this formation
control problem.
III. EVENT-BASED CONTROLLER DESIGN: CENTRALIZED
CASE
This section focuses on the design of feasible event-based
formation controllers, by assuming that a centralized processor
is available for collecting the global information and broad-
casting the triggering signal to all the agents such that their
control inputs can be updated. The results in this section
extend the event-based formation control reported in [31]
by proposing an alternative approach for the event function
design, which also simplifies the event-based controllers pro-
posed in [32], [33]. Furthermore, the novel idea used for
designing a simpler event function in this section will be useful
for designing a feasible distributed version of an event-based
formation control system, which will be reported in the next
section.
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A. Centralized event controller design
We propose the following general form of event-based
formation control system
p˙i(t) = ui(t) = ui(th) (9)
=
∑
j∈Ni
(pj(th)− pi(th))ek(th)
for t ∈ [th, th+1), where h = 0, 1, 2, · · · and th is the h-th
triggering time for updating new information in the controller.
2 The control law is an obvious variant of the standard law for
non-event-based formation shape control [3], [39]. Evidently,
the control input takes piecewise constant values in each time
interval. In this section, we allow the switching times th to
be determined by a central controller. In a compact form, the
above position system can be written as
p˙(t) = −R(p(th))T e(th) (10)
Denote a vector δi(t) as
δi(t) =−
∑
j∈Ni
(pj(th)− pi(th))ek(th)
+
∑
j∈Ni
(pj(t)− pi(t))ek(t) (11)
for t ∈ [th, th+1). Then the formation control system (9) can
be equivalently stated as
p˙i(t) = ui(th) =
∑
j∈Ni
(pj(t)− pi(t))ek(t)− δi(t) (12)
Define a vector δ(t) = [δ1(t)T , δ2(t)T , · · · , δn(t)T ]T ∈ Rdn.
Then there holds
δ(t) = R(th)
T e(th)−R(t)T e(t) (13)
which enables one to rewrite the compact form of the position
system as
p˙(t) = −R(t)T e(t)− δ(t) (14)
To deal with the position system with the event-triggered
controller (9), we instead analyze the distance error system.
By noting that e˙(t) = 2R(t)p˙(t), the distance error system
with the event-triggered controller (9) can be derived as
e˙(t) = 2R(t)p˙(t)
= −2R(t)R(p(th))T e(th)) ∀t ∈ [th, th+1) (15)
Note that all the entries of R(t) and e(t) contain the real-time
values of p(t), and all the entries R(p(th)) and e(th) contain
the piecewise-constant values p(th) during the time interval
[th, th+1).
The new form of the position system (14) also implies that
the compact form of the distance error system can be written
as
e˙(t) = −2R(t)(R(t)T e(t) + δ(t)) (16)
Consider the function V = 14
∑m
k=1 e
2
k as a Lyapunov-like
function candidate for (16). Similarly to the analysis in [31],
2 The differential equation (9) that models the event-based formation control
system involves switching controls at every event updating instant, for which
we understand its solution in the sense of Filippov [40].
we define a sub-level set B(ρ) = {e : V (e) ≤ ρ} for some
suitably small ρ, such that when e ∈ B(ρ) the formation is in-
finitesimally minimally rigid and R(p(t))R(p(t))T is positive
definite. Before giving the main proof, we record the following
key result on the entries of the matrix R(p(t))R(p(t))T .
Lemma 3. When the formation shape is close to the desired
one such that the distance error e is in the set B(ρ), the entries
of the matrix R(p(t))R(p(t))T are continuously differentiable
functions of e.
This lemma enables one to discuss the self-contained dis-
tance error system (16) and thus a Lyapunov argument can be
applied to show the convergence of the distance errors. The
proof of Lemma 3 can be found in [34] or [41] and will not
be presented here. From Lemma 3, one can show that
V˙ (t) =
1
2
e(t)T e˙(t) = −e(t)TR(t)(R(t)T e(t) + δ(t))
= −e(t)TR(t)R(t)T e(t)− e(t)TR(t)δ(t)
≤ −‖R(t)T e(t)‖2 + ‖e(t)TR(t)‖‖δ(t)‖ (17)
If we enforce the norm of δ(t) to satisfy
‖δ(t)‖ ≤ γ‖R(t)T e(t)‖ (18)
and choose the parameter γ to satisfy 0 < γ < 1, then we can
guarantee that
V˙ (t) ≤ (γ − 1)‖R(t)T e(t)‖2 < 0 (19)
This indicates that events are triggered when
f := ‖δ(t)‖ − γ‖R(t)T e(t)‖ = 0 (20)
The event time th is defined to satisfy f(th) = 0 for
h = 0, 1, 2, · · · . For the time interval t ∈ [th, th+1), the
control input is chosen as u(t) = u(th) until the next event is
triggered. Furthermore, every time when an event is triggered,
the event vector δ will be reset to zero.
We also show two key properties of the formation control
system (9) with the above event function (20).
Lemma 4. The formation centroid remains constant under the
control of (9) with the event function (20).
Proof. Denote by p¯(t) ∈ Rd the center of the mass of the
formation, i.e., p¯(t) = 1n
∑n
i=1 pi(t) =
1
n (1n⊗ Id)T p(t). One
can show
˙¯p(t) =
1
n
(1n ⊗ Id)T p˙(t)
= − 1
n
(1n ⊗ Id)TR(p(th))T e(th)
= − 1
n
(
Z(th)
T H¯(1n ⊗ Id)
)T
e(th) (21)
Note that ker(H) = span{1n} and therefore ker(H¯) =
span{1n ⊗ Id}. Thus ˙¯p(t) = 0, which indicates that the
formation centroid remains constant.
The following lemma concerns the coordinate frame re-
quirement and enables each agent to use its local coordinate
frame to implement the control law, which is favourable
for networked formation control systems in e.g. GPS denied
environments.
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Lemma 5. To implement the controller (9) with the event-
based control update condition in (20), each agent can use its
own local coordinate frame which does not need to be aligned
with a global coordinate frame.
The proof for the above lemma is omitted here, as it follows
similar steps as in [41, Lemma 4]. Note that Lemma 5 implies
the event-based formation system (9) guarantees the SE(N)
invariance of the controller, which is a nice property to en-
able convenient implementation for networked control systems
without coordinate alignment for each individual agent [42].
We now arrive at the following main result of this section.
Theorem 1. Suppose the target formation is infinitesimally
and minimally rigid and the initial formation shape is close
to the target one. By using the above controller (9) and the
event-triggering function (20), all the agents will reach the
desired formation shape locally exponentially fast.
Proof. The above analysis relating to Eq. (17)-(20) establishes
boundedness of e(t) since V˙ is nonpositive. Now we show
the exponential convergence of e(t) to zero will occur from
a ball around the origin, which is equivalent to the desired
formation shape being reached exponentially fast. According
to Lemma 1, let λ¯min denote the smallest eigenvalue of
M(e) := R(p)R(p)T when e(p) is in the set B(ρ) (i.e.
λ¯min = min
e∈B(ρ)
λ(M(e)) > 0). Note that λ¯min exists because the
set B(ρ) is a compact set with respect to e and the eigenvalues
of a matrix are continuous functions of the matrix elements.
By recalling (19), there further holds
V˙ (t) ≤ (γ − 1)λ¯min‖e(t)‖2 (22)
Thus one concludes
‖e(t)‖ ≤ exp(−κt)‖e(0)‖ (23)
with the exponential decaying rate no less than κ = 2(1 −
γ)λ¯min.
Note that the convergence of the inter-agent distance error
of itself does not directly guarantee the convergence of agents’
positions p(t) to some fixed points, even though it does
guarantee convergence to a correct formation shape. This is
because that the desired equilibrium corresponding to the cor-
rect rigid shape is not a single point, but is a set of equilibrium
points induced by rotational and translation invariance (for a
detailed discussion to this subtle point, see [43, Chapter 5]). A
sufficient condition for this strong convergence to a stationary
formation is guaranteed by the exponential convergence, which
was proved above. To sum up, one has the following lemma on
the convergence of the position system (10) as a consequence
of Theorem 1.
Lemma 6. The event-triggered control law (9) and the event
function (20) guarantee the convergence of p(t) to a fixed
point.
Remark 1. We remark that the above Theorem 1 (as well
as the subsequent results in later sections) concerns a local
convergence. This is because the rigid formation shape control
system is nonlinear and typically exhibits multiple equilibria,
which include the ones corresponding to correct formation
shapes and those that do not correspond to correct shapes.
It has been shown in [8] by using the tool of Morse theory
that multiple equilibria, including incorrect equilibria, are a
consequence of any formation shape control algorithm which
evolves in a steepest descent direction of a smooth cost
function that is invariant under translations and rotations. A
recent paper [44] proves the instability of a set of degenerate
equilibria that live in a lower dimensional space. However,
the stability property for more general equilibrium points is
still unknown. It is in fact considered as a very challenging
open problem to obtain an almost global convergence result
for general rigid formations, except for some special forma-
tion shapes such as 2-D triangular formation shape, or 2-D
rectangular shape, or 3-D tetrahedral shape (see the review
in [1], [45]). We note that local convergence is still valuable
in practice, if one assumes that initial shapes are close to
the target ones (which is a very common assumption in most
rigidity-based formation control works; see e.g., [1], [3], [6],
[39], [41], [46], [47]).
B. Exclusion of Zeno behavior
In this section, we will analyze the exclusion of possible
Zeno triggering behavior of the event-based formation control
system (9). The following presents a formal definition of Zeno
triggering (which is also termed Zeno execution in the hybrid
system study [48]).
Definition 3. For agent i, a triggering is Zeno if
lim
h→∞
tih =
∞∑
h=0
(tih+1 − tih) = ti∞ (24)
for some finite ti∞ (termed the Zeno time).
Generally speaking, Zeno-triggering of an event controller
means that it triggers an infinite number of events in a
finite time period, which is an undesirable triggering behavior.
Therefore, it is important to exclude the possibility of Zeno
behavior in an event-based system. In the following we will
show that the event-triggered system (9) does not exhibit Zeno
behavior.
Note that the triggering function (20) involves the evolution
of the term R(t)T e(t), whose derivative is calculated as
d(R(t)T e(t))
dt
=R˙(t)T e(t) +R(t)T e˙(t)
=H¯T Z˙(t)e(t)
− 2R(t)TR(t)(R(t)T e(t) + δ(t))
(25)
According to the construction of the vector δ(t) in (13), there
also holds δ˙(t) = − d(R(t)T e(t))dt .
Before presenting the proof, we first show a useful bound.
Lemma 7. The following bound holds:
‖H¯T Z˙(t)e(t)‖ ≤
√
d‖H¯T ‖‖H¯‖‖e(t)‖‖p˙(t)‖
≤
√
d‖H¯T ‖‖H¯‖‖e(0)‖‖R(t)T e(t) + δ(t)‖
(26)
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Proof. We first show a trick to bound the term ‖Z˙(t)e(t)‖ by
deriving an alternative expression for Z˙(t)e(t):
Z˙(t)e(t) = diag{z˙1(t), z˙2(t), · · · , z˙m(t)}e(t)
=

e1(t)z˙1(t)
e2(t)z˙2(t)
...
em(t)z˙m(t)

=


e1(t) 0 · · · 0
0 e2(t) · · · 0
...
...
. . .
...
0 0 · · · em(t)
⊗ Id


z˙1(t)
z˙2(t)
...
z˙m(t)

=: (E(t)⊗ Id) z˙(t)
(27)
where E(t) is defined as a diagonal matrix in the form E(t) =
diag{e1(t), e2(t), · · · , em(t)}.
Note that z(t) = H¯p(t) and thus z˙(t) = H¯p˙(t). Then one
has
‖H¯T Z˙(t)e(t)‖ = ‖H¯T (E(t)⊗ Id) z˙(t)‖
≤ ‖H¯T ‖‖ (E(t)⊗ Id) ‖‖H¯p˙(t)‖
≤ ‖H¯T ‖‖H¯‖‖ (E(t)⊗ Id) ‖F ‖p˙(t)‖
≤
√
d‖H¯T ‖‖H¯‖‖e(t)‖‖R(t)T e(t) + δ(t)‖
(28)
where we have used the following facts
‖E(t)‖ ≤ ‖E(t)‖F
‖ (E(t)⊗ Id) ‖F =
√
d‖E(t)‖F
‖E(t)‖F = ‖e(t)‖
The first inequality in (26) is thus proved. The second inequal-
ity in (26) is due to the fact that ‖e(t)‖ ≤ ‖e(0)‖,∀t > 0
shown in (23).
We now show that the Zeno triggering does not occur in
the formation control system (9) with the triggering function
(20) by proving a positive lower bound on the inter-event time
interval.
Theorem 2. The inter-event time interval {th+1−th} is lower
bounded by a positive value τ
τ =
γ
α(1 + γ)
> 0 (29)
where
α =
√
d‖H¯T ‖‖H¯‖‖e(0)‖+
√
2λ¯max(R
TR(e)) > 0
(30)
in which λ¯max denotes the largest eigenvalue of RTR(e) when
e(p) is in the set B(ρ) (i.e. λ¯max = max
e∈B(ρ)
λ(RTR(e)) > 0),
and γ is the triggering parameter designed in (20) which
satisfies γ ∈ (0, 1). Thus, Zeno triggering will not occur for the
rigid formation control system (9) with the triggering function
(20).
Proof. We show that the growth of ‖δ‖ from 0 to the triggering
threshold value γ‖RT e‖ needs to take a positive time interval.
To show this, the relative growth rate on ‖δ(t)‖/‖R(t)T e(t)‖
is considered. The following proof is inspired by the one used
in [49]. In the following derivation, we omit the argument of
time t but it should be clear that each state variable and vector
is considered as a function of t.
d
dt
‖δ‖
‖RT e‖ ≤
(
1 +
‖δ‖
‖RT e‖
) ‖R˙T e+RT e˙‖
‖RT e‖
=
(
1 +
‖δ‖
‖RT e‖
) ‖H¯T Z˙e+RT e˙‖
‖RT e‖
≤
(
1 +
‖δ‖
‖RT e‖
)
(√
d‖H¯T ‖‖H¯‖‖e‖‖p˙‖+ ‖2RTR(RT e+ δ)‖
‖RT e‖
)
(appealing to Lemma 7)
≤
(
1 +
‖δ‖
‖RT e‖
)
(
(
√
d‖H¯T ‖‖H¯‖‖e(0)‖+ ‖2RTR‖)
(
1 +
‖δ)‖
‖RT e‖
))
≤α
(
1 +
‖δ‖
‖RT e‖
)2
(31)
where α is defined in (30). Note that λ¯max always exists and
is finite (i.e. upper bounded) because the set B(ρ) is a compact
set with respect to e and the eigenvalues of a matrix are
continuous functions of the matrix elements. Thus, α defined
in (30) exists, which is positive and upper bounded. If we
denote ‖δ‖‖RT e‖ by y we have the estimate y˙(t) ≤ α(1 + y(t))2.
By the comparison principle there holds y(t) ≤ φ(t, φ0) where
φ(t, φ0) is the solution of φ˙ = α(1+φ)2 with initial condition
φ(0, φ0) = φ0.
Solving the differential equation for φ in the time interval
t ∈ [th, th+1) yields φ(τ, 0) = τα1−τα . The inter-execution time
interval is thus bounded by the time it takes for φ to evolve
from 0 to γ. Solving the above equation, one obtains a positive
lower bound for the inter-event time interval τ = γα(1+γ) .
Thus, Zeno behavior is excluded for the formation control
system (9). The proof is completed.
Remark 2. We review several event-triggered formation
strategies reported in the literature and highlight the advan-
tages of the event-triggered approach proposed in this section.
In [31], the triggering function is based on the information
of the distance error e only, which cannot guarantee a pure
piecewise-constant update of the formation control input. The
event function designed in [32] is based on the information
of the relative position z, while the event function designed
[33] is based on the absolute position p. It is noted that event
functions and triggering conditions such as those in [32] and
[33] are very complicated, which may limit their practical
applications. The event function (20) designed in this section
involves the term RT e, in which the information of the relative
position z (involved in the entries of the rigidity matrix R)
and of the distance error e has been included. Such an event
triggering function greatly reduces the controller complexity
while at the same time also maintains the discrete-time update
nature of the control input.
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IV. EVENT-BASED CONTROLLER DESIGN: DISTRIBUTED
CASE
A. Distributed event controller design
In this section we will further show how to design a
distributed event-triggered formation controller in the sense
that each agent can use only local measurements in terms of
relative positions with respect to its neighbors to determine the
next triggering time and control update value. Denote the event
time for each agent i as ti0, t
i
1, · · · , tih, · · · . The dynamical
system for agent i to achieve the desired inter-agent distances
is now rewritten as
p˙i(t) = ui(t) = ui(t
i
h),∀t ∈ [tih, tih+1) (32)
and we aim to design a distributed event function with feasible
triggering condition such that the control input for agent i is
updated at its own event times ti0, t
i
1, · · · , tih, · · · based on
local information. 3
We consider the same Lyapunov function candidate as the
one in Section III, but calculate the derivative as follows:
V˙ (t) =
1
2
e(t)T e˙(t) = −e(t)TR(t)(R(t)T e(t) + δ(t))
=− e(t)TR(t)R(t)T e(t)− eTR(t)δ(t)
≤− ‖R(t)T e(t)‖2 + ‖e(t)TR(t)δ(t)‖
≤ −
n∑
i=1
‖{R(t)T e(t)}i‖2 +
n∑
i=1
‖{R(t)T e(t)}i‖‖δi(t)‖
(33)
where {R(t)T e(t)}i ∈ Rd is a vector block taken from the
(di − d + 1)th to the (di)th entries of the vector R(t)T e(t),
and δi(t) is a vector block taken from the (di−d+1)th to the
(di)th entries of the vector δ(t). According to the definition
of the rigidity matrix in (5), it is obvious that {R(t)T e(t)}i
only involves local information of agent i in terms of relative
position vectors zkij and distance errors ekij with j ∈ Ni.
Based on this, the control input for agent i is designed as
p˙i(t) = ui(t
i
h) =
∑
j∈Ni
(pj(t
i
h)− pi(tih))ek(tih))
= {R(tih)T e(tih)}i ∀t ∈ [tih, tih+1) (34)
Note that there holds
δi(t) = {R(tih)T e(tih)}i − {R(t)T e(t)}i (35)
and we can restate (34) as p˙i(t) = −{R(t)T e(t)}i− δi(t), t ∈
[tih, t
i
h+1).
3 Again, Filippov solutions [40] are envisaged for the differential equation
(32) with switching controls at every event updating instant.
By using the inequality ‖{R(t)T e(t)}i‖‖δ(t)i‖ ≤
1
2ai
‖δ(t)i‖2 + ai2 ‖{R(t)T e(t)}i‖2 with ai ∈ (0, 1), the above
inequality (33) on V˙ can be further developed as
V˙ (t) ≤−
n∑
i=1
‖{R(t)T e(t)}i‖2
+
n∑
i=1
ai
2
‖{R(t)T e(t)}i‖2 +
n∑
i=1
1
2ai
‖δi(t)‖2
=−
n∑
i=1
2− ai
2
‖{R(t)T e(t)}i‖2 +
n∑
i=1
1
2ai
‖δi(t)‖2
If we enforce the norm of δi(t) to satisfy
1
2ai
‖δi(t)‖2 ≤ γi 2− ai
2
‖{R(t)T e(t)}i‖2 (36)
with γi ∈ (0, 1), we can guarantee
V˙ (t) ≤
n∑
i=1
(γi − 1)2− ai
2
‖{R(t)T e(t)}i‖2 (37)
This implies that one can design a local triggering function
for agent i as
fi(t) := ‖δi(t)‖2 − γiai(2− ai)‖{R(t)T e(t)}i‖2 (38)
and the event time tih for agent i is defined to satisfy fi(t
i
h) = 0
for h = 0, 1, 2, · · · . For the time interval t ∈ [tih, tih+1), the
control input is chosen as ui(t) = ui(tih) until the next event
for agent i is triggered. Furthermore, every time an event is
triggered for agent i, the local event vector δi will be reset to
zero. Note that the condition ai ∈ (0, 1) will also be justified
in later analysis in Lemma 10.
The convergence result with the distributed event-based
formation controller and triggering function is summarized as
follows.
Theorem 3. Suppose that the target formation is infinitesi-
mally and minimally rigid and the initial formation shape is
close to the target one. By using the above controller (34) and
the distributed event function (38), all the agents will reach
the desired formation shape locally exponentially fast.
Proof. The analysis is similar to Theorem 1 and we omit
several steps here. Based on the derivation in Eqs. (33)-(38),
one can conclude that
‖e(t)‖ ≤ exp(−κt)‖e(0)‖ (39)
with the exponential rate no less than κ = 2ζminλ¯min where
ζmin = mini(1− γi) 2−ai2 .
The exponential convergence of e(t) implies that the above
local event-triggered controller (34) also guarantees the con-
vergence of p to a fixed point, by which one can conclude a
similar result to the one in Lemma 6.
For the formation system with the distributed event-based
controller, an analogous result to Lemma 5 on coordinate
frame requirement is as follows.
Lemma 8. To implement the distributed formation controller
(34), each agent can use its own local coordinate frame to
measure the relative positions to its neighbors and a global
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coordinate frame is not required. Furthermore, to detect the
distributed event condition (36), a local coordinate frame is
sufficient which is not required to be aligned with the global
coordinate frame.
Proof. The proof of the first statement on the distributed
controller (34) follows similar steps as in [41, Lemma 4] and
is omitted here. We then prove the second statement on the
event condition (36). Suppose agent i’s position in a global
coordinate frame is measured as pgi , while p
i
i and p
i
j stand for
agent i and its neighboring agent j’s positions measured by
agent i’s local coordinate frame. Clearly, there exist a rotation
matrix Qi ∈ Rd×d and a translation vector ϑi ∈ Rd, such
that pij = Qipgj + ϑi. We also denote the relative position
between agent i and agent j as zikij measured by agent i’s local
coordinate frame, and zgkij measured by the global coordinate
frame. Obviously there holds zikij = p
i
j −pii = Qi(pgj −pgi ) =
Qizgkij and thus ‖zikij‖ = ‖z
g
kij
‖. Also notice that the event
condition (36) involves the terms δi and {R(t)T e(t)}i which
are functions of the relative position vector z, and thus event
detection using (38) remains unchanged regardless of what
coordinate frames are used. Since Qi and ϑi are chosen
arbitrarily, the above analysis concludes that the detection
of the local event condition (38) is independent of a global
coordinate basis, which implies that agent i’s local coordinate
frame is sufficient to implement (36).
The above lemma indicates that the distributed event-based
controller (34) and distributed event function (38) still guar-
antee the SE(N) invariance property and enable a convenient
implementation for the proposed formation control system
without coordinate alignment for each individual agent.
Differently to Lemma 4, we show that the distributed event-
based controller proposed in this section cannot guarantee a
fixed formation centroid.
Lemma 9. The position of the formation centroid is not guar-
anteed to be fixed when the distributed event-based controller
(34) and event function (38) are applied.
Proof. The dynamics for the formation centroid can be derived
as
˙¯p(t) =
1
n
(1n ⊗ Id)T p˙(t)
However, due to the asymmetric update of each agent’s control
input by using the local event function (38) to determine a
local triggering time, one cannot decompose the vector p˙(t)
into terms involving H¯ and a single distance error vector as
in (21). Thus ˙¯p(t) is not guaranteed to be zero and there exist
motions for the formation centroid when the distributed event-
based controller (34) is applied.
Remark 3. We note a key property of the distributed event-
based controller (34) and (38) proposed in this section. It
is obvious from (34) and (38) that each agent i updates its
own control input by using only local information in terms
of relative positions of its neighbors (which can be measured
by agent i’s local coordinate system), and is not affected by
the control input updates from its neighbors. Thus, such local
event-triggered approach does not require any communication
between any two agents.
B. Triggering behavior analysis
This subsection aims to analyze some properties of the
distributed event-triggered control strategy proposed above.
Generally speaking, singular triggering means no more trig-
gering exists after a feasible triggering event, and continuous
triggering means that events are triggered continuously. For
the definitions of singular triggering and continuous triggering,
we refer the reader to [50]. The following lemma shows the
triggering feasibility with the local and distributed event-based
controller (34) by excluding these two cases.
Lemma 10. (Triggering feasibility) Consider the distributed
formation system with the distributed event-based controller
(34) and the distributed event function (38). If there exists tih
such that {R(tih)T e(tih)}i 6= 0, then
• (No singular triggering) agent i will not exhibit singular
triggering for all t > tih.
• (No continuous triggering) agent i will not exhibit con-
tinuous triggering for all t > tih.
Proof. The proof is inspired by [50]. First note that due to
ai ∈ (0, 1), there holds ai(2 − ai) ∈ (0, 1) and because γi ∈
(0, 1), there further holds γiai(2−ai) ∈ (0, 1). For notational
convenience, define
%i := γiai(2− ai) (40)
From (35) and (36), for t ∈ [tih, tih+1) one has
χ
i
:=
‖{R(tih)T e(tih)}i‖
1 +
√
%i
≤ ‖{R(t)T e(t)}i‖
≤ ‖{R(t
i
h)
T e(tih)}i‖
1−√%i =: χi (41)
We first prove the statement on non-singular triggering.
According to the definition of the event-triggering func-
tion (38), local events for agent i can only occur either
when ‖{R(t)T e(t)}i‖ equals χi or when ‖{R(t)T e(t)}i‖
equals χi. Note that ‖{R(t)T e(t)}i‖2 ≤ ‖{R(t)T e(t)}‖2 ≤
λ¯max(R(t)
TR(t))‖e(t)‖2, where λ¯max is the largest eigenvalue
of R(t)TR(t) which is bounded for any e ∈ B(ρ). Also note
that ‖e(t)‖2 decays exponentially fast to zero as proved in
Theorem 3. This implies that ‖{R(t)T e(t)}i‖ will eventually
decrease to χ
i
. By assuming that {R(tih)T e(tih)}i 6= 0,
the next event time tih+1 for agent i always exists with
{R(tih+1)T e(tih+1)}i 6= 0.
The second statement can be proved by using similar
arguments to those above, and by observing that {R(t)T e(t)}i
evolves continuously and a local event is triggered if and only
if (38) is satisfied.
In the following we will further discuss the possibility of the
Zeno behavior in the distributed event-based formation system
(34).
Theorem 4. (Exclusion of Zeno triggering) Consider the
distributed formation system with the distributed event-based
controller (34) and the distributed event function (38).
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• At least one agent does not exhibit Zeno triggering
behavior.
• In addition, if there exists  > 0 such that
‖{R(t)T e(t)}i‖2 ≥ ‖e(t)‖2 for all i = 1, 2, · · · , n and
t ≥ 0, then there exists a common positive lower bound
for any inter-event time interval for each agent. In this
case, no agent will exhibit Zeno triggering behavior.
Proof. Note that ‖δi(t)‖2 ≤ ‖δ(t)‖2 for any i. In addi-
tion, there exists an agent i∗ such that ‖{R(t)T e(t)}i∗‖2 ≥
1
m‖{R(t)T e(t)}‖2. Then one has
‖δi∗(t)‖
‖{R(t)T e(t)}i∗‖
≤ √m ‖δ(t)‖‖{R(t)T e(t)}‖ (42)
By recalling the proof in Theorem 2, we can conclude that
the inter-event interval for agent i∗ is bounded from below by
a time τi∗ that satisfies
√
m
τi∗α
1− τi∗α
=
√
γi∗ai∗(2− ai∗) (43)
So that τi∗ =
√
γi∗ai∗ (2−ai∗ )
α(
√
m+
√
γi∗ai∗ (2−ai∗ ))
> 0. The first statement
is proved.
We then prove the second statement. Denote λ¯max as the
maximum of λmax(RTR(e)) for all e ∈ B(ρ). Since B(ρ) is
a compact set, λ¯max exists and is bounded. Then there holds
‖{R(t)T e(t)}‖2 ≤ λ¯max‖e(t)‖2. One can further show
‖{R(t)T e(t)}i‖2 ≥ ‖e(t)‖2 ≥ 
λ¯max
‖{R(t)T e(t)}‖2 (44)
By following a similar argument to that above and using the
analysis in the proof of Theorem 2, a lower bound on the
inter-event interval τ¯i for each agent can be calculated as
τ¯i =
√
%i
α
(√
λ¯max
 +
√
%i
) > 0, i = 1, 2, · · · , n (45)
The proof is completed.
Remark 4. The first part of Theorem 4 is motivated by [51,
Theorem 4], which guarantees the exclusion of Zeno behavior
for at least one agent. To improve the result for all the agents,
we propose a condition in the second part of Theorem 4. The
above results in Theorem 4 on the distributed event-based
controller are more conservative than the centralized case.
The condition on the existence of  > 0 essentially guarantees
that ‖{R(t)T e(t)}i‖ cannot be zero at any finite time, and
will be zero if and only if t =∞. By a similar analysis from
event-based multi-agent consensus dynamics in [52], one can
show that if ‖{R(t)T e(tˆ)}i‖ = 0 at some finite time instant
tˆ, then agent i will exhibit a Zeno triggering and the time
tˆ is a Zeno time for agent i. However, we have performed
many simulations with different rigid formation shapes and
observed that in most cases ‖{R(t)T e(t)}i‖ is non-zero. We
conjecture that this may be due to the infinitesimal rigidity of
the formation shape. In the next subsection however, we will
provide a simple modification of the distributed controller to
remove the condition on .
C. A modified distributed event function
The event function (38) for agent i involves the comparison
of two terms, i.e. ‖δi(t)‖2 and γiai(2− ai)‖{R(t)T e(t)}i‖2.
As noted above, the existence of  > 0 can guarantee
‖{R(t)T e(t)}i‖ 6= 0 for any finite time t. To remove this
condition in Theorem 4, and motivated by [11], we propose the
following modified event function by including an exponential
decay term:
fi(t) := ‖δi(t)‖2 − γiai(2− ai)‖{R(t)T e(t)}i‖2
− 2aiviexp(−θit) (46)
where vi > 0, θi > 0 are parameters that can be adjusted in
the design to control the formation convergence speed. Note
that viexp(−θit) is always positive and converges to zero
when t→∞. Thus, even if {R(t)T e(t)}i exhibits a crossing-
zero scenario at some finite time instant, the addition of this
decay term guarantees a positive threshold value in the event
function which avoids the case of comparing ‖δi(t)‖2 to a
zero threshold.
The main result in this subsection is to show that the above
modified event function ensures Zeno-free triggering for all
agents, and also drives the formation shape to reach the target
one.
Theorem 5. By using the proposed distributed event-based
formation controller (34) and the modified distributed event
function (46), all the agents will reach the desired formation
shape locally exponentially fast and no agent will exhibit Zeno-
triggering behavior.
Proof. We consider the same Lyapunov function as used in
Theorem 1 and Theorem 3 and follow similar steps as above.
The triggering condition from the modified event function (46)
yields
V˙ (t) ≤
n∑
i=1
(γi − 1)2− ai
2
‖{R(t)T e(t)}i‖2 + viexp(−θit)
(47)
which follows that
V˙ (t) ≤ −4ζminλ¯minV (t) +
n∑
i=1
viexp(−θit) (48)
where ζmin is defined as the same to the notation in Theorem
3 (i.e. ζmin = mini(1− γi) 2−ai2 ). For notational convenience,
we define κ = 2ζminλ¯min (also the same to Theorem 3). By the
well-known comparison principle [53, Chapter 3.4], it further
follows that
V (t) ≤ exp(−2κt)V (0)
+
n∑
i=1
vi
2κ− θi (exp(−θit)− exp(−2κt)) (49)
which implies that V (t) → 0 as t → ∞, or equivalently,
‖e(t)‖ → 0, as t→∞.
In the following analysis showing exclusion of Zeno behav-
ior we let t ∈ [tih, tih+1). We first show a sufficient condition
JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. X, DECEMBER 2018 10
to guarantee fi(t) ≤ 0 when fi(t) is defined in (46). Note that
fi(t) ≤ 0 can be equivalently stated as
(%i + 1)‖δi(t)‖2
≤ %i(‖δi(t)‖2 + ‖{R(t)T e(t)}i‖2) + 2aiviexp(−θit) (50)
where %i is defined in (40). Note that
‖{R(tih)T e(tih)}i‖2 =‖δi(t) + {R(t)T e(t)}i‖2
≤2(‖δi(t)‖2 + ‖{R(t)T e(t)}i‖2) (51)
Thus, a sufficient condition to guarantee the above inequality
(50) (and the inequality fi(t) ≤ 0) is
‖δi(t)‖2 ≤ %i
(2%i + 2)
‖{R(tih)T e(tih)}i‖2 +
2aivi
%i + 1
exp(−θit)
(52)
Note that from (13) there holds δ˙i = − ddt{R(t)T e(t)}i. It
follows that
d
dt
‖δi(t)‖ ≤ ‖δi(t)
T ‖
‖δi(t)‖ ‖δ˙i(t)‖
= ‖ d
dt
{R(t)T e(t)}i‖
= ‖
∑
j∈Ni
(p˙j(t)− p˙i(t))ek(t) +
∑
j∈Ni
(pj(t)− pi(t))e˙k(t)‖
= ‖
∑
j∈Ni
(ekij (t)⊗ Id + 2zkij (t)zkij (t)T )(p˙j(t)− p˙i(t))‖
= ‖
∑
j∈Ni
Qij(t)({R(tjh′)T e(tjh′)}j − {R(tih)T e(tih)}i)‖
≤
∑
j∈Ni
‖Qij(t)‖‖({R(tjh′)T e(tjh′)}j − {R(tih)T e(tih)}i)‖
:= αi (53)
where Qij(t) := ekij (t) ⊗ Id + 2zkij (t)zkij (t)T , and tjh′ =
arg maxh{tjh|tjh ≤ t, j ∈ Ni}. By a straightforward argument
similar to Lemma 10, it can be shown that agent i will not
exhibit singular triggering, which indicates αi cannot be zero
for all time intervals. Also note that αi is upper bounded
by a positive constant which implies that ddt‖δi(t)‖ is upper
bounded. From the sufficient condition given in (52) which
guarantees the event triggering condition fi(t) ≤ 0 shown in
(46), the next inter-event interval for agent i is lower bounded
by the solution τ ih of the following equation
τ ihαi =
√
%i
(2%i + 2)
‖{R(tih)T e(tih)}i‖2 +
2aivi
%i + 1
exp(−θi(tih + τ ih))
(54)
We note the solution τ ih to (54) always exists and is positive.
Thus, no agents will exhibit Zeno-triggering behavior with the
modified event function (46).
Remark 5. In the modified event function (46), a positive
and exponential decay term viexp(−θit) is included which
guarantees that, even if {R(t)T e(t)}i becomes zero at some
finite time, the inter-event time interval at any finite time
is positive and thus Zeno triggering is excluded. A more
general strategy for designing a Zeno-free event function is
to include a positive Lp signal in the event function (46).
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Fig. 2. Simulation on stabilization control of a double tetrahedron formation in
3-D space with centralized event controller. The initial and final positions are
denoted by circles and squares, respectively. The initial formation is denoted
by dashed lines, and the final formation is denoted by red solid lines. The
black star denotes the formation centroid, which is stationary.
By following a similar analysis to [11], one can show that,
if the term viexp(−θit) in (46) is replaced by a general
positive Lp signal, the local convergence of the event-based
formation control system (34) with Zeno-free triggering for
all agents still holds. However, a general Lp signal in (46)
may only guarantee an asymptotic convergence rather than
an exponential convergence of the overall formation system
(34).
V. SIMULATION RESULTS
In this section we provide three sets of simulations to
show the behavior of certain formations with a centralized
event-based controller and a distributed event-based con-
troller, respectively. Consider a double tetrahedron forma-
tion in R3, with the desired distances for each edge be-
ing 2. The initial conditions for each agent are chosen as
p1(0) = [0,−1.0, 0.5]T , p2(0) = [1.8, 1.6,−0.1]T , p3(0) =
[−0.2, 1.8, 0.05]T , p4(0) = [1.2, 1.9, 1.7]T and p5(0) =
[−1.0,−1.5,−1.2]T , so that the initial formation is close to
the target one. The parameter γ in the trigger function is
set as γ = 0.6. Figs. 2-4 illustrate formation convergence
and event performance with a centralized event triggering
function. The trajectories of each agent, together with the
initial shape and final shape are depicted in Fig. 2. The
trajectories of each distance error are depicted in Fig. 3, which
shows an exponential convergence to the origin. Fig. 4 shows
the triggering time instant and the evolution of the norm of
the vector δ in the triggering function (20), which is obviously
bounded below by γ‖R(t)T e(t)‖ as required by (18).
We then perform another simulation on stabilizing the same
formation shape by applying the proposed distributed event-
based controller (34) and distributed event function (38).
Agents’ initial positions are set the same as for the simulation
with the centralized event controller. The parameters γi, i =
1, 2, . . . , 5 are set as 0.8 and ai, i = 1, 2, . . . , 5 are set as 0.6.
The trajectories of each agent, together with the initial shape
and final shape are depicted in Fig. 5. The event times for each
agent and the exponential convergence of each distance error
are depicted in Fig. 6. Note that no ‖{R(t)T e(t)}i‖ crosses
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Fig. 3. Exponential convergence of the distance errors with centralized event
controller.
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Fig. 4. Performance of the centralized event-based controller. Top: evolution
of ‖δ‖ and ‖δ‖max = γ‖R(t)T e(t)‖. Bottom: event triggering instants.
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Fig. 5. Simulation on stabilization control of a double tetrahedron formation in
3-D space with distributed event controller. The initial and final positions are
denoted by circles and squares, respectively. The initial formation is denoted
by dashed lines, and the final formation is denoted by red solid lines. The
black star denotes the formation centroid, which is not stationary.
zero values at any finite time and Zeno-triggering is excluded.
Furthermore, the distance error system shown in Fig. 6 also
demonstrates almost the same convergence property as shown
in Fig. 3.
Lastly, we show simulations with the same formation shape
by using the modified event triggering function (46). The
exponential decay term is chosen as viexp(−θit) = exp(−10t)
with vi = 1 and θi = 10 for each agent. Fig. 7 shows
event-triggering times for each agent as well as the con-
vergence of each distance error. As can be observed from
Fig. 7, Zeno-triggering is strictly excluded with the modified
event function (46), while the convergence of the distance
error system behaves almost the same to Fig. 3 and Fig. 6.
It should be noted that in comparison with the controller
performance and simulation examples discussed in [31]–[33],
the proposed event-based rigid formation controllers in this
paper demonstrate equal or even better performance, while
complicated controllers and unnecessary assumptions in [31]–
[33] are avoided.
VI. CONCLUSIONS
In this paper we have discussed in detail the design of feasi-
ble event-based controllers to stabilize rigid formation shapes.
A centralized event-based formation control is proposed first,
which guarantees the exponential convergence of distance
errors and also excludes the existence of Zeno triggering.
Due to a careful design of the triggering error and event
function, the controllers are much simpler and require much
less computation/measurement resources, compared with the
results reported in [31]–[33]. We then further propose a
distributed event-based controller such that each agent can
trigger a local event to update its control input based on
only local measurement. The event feasibility and triggering
behavior have been discussed in detail, which also guaran-
tees Zeno-free behavior for the event-based formation system
and exponential convergence of the distance error system. A
modified distributed event function is proposed, by which the
Zeno triggering is strictly excluded for each individual agent.
A future topic is to explore possible extensions of the current
results on single-integrator models to the double-integrator
rigid formation system [54] with event-based control strategy
to enable velocity consensus and rigid flocking behavior.
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