Abstract. For a sequence of values of the total horizontal impulse that converges to 0, there are solitary waves that minimise the energy in a given neighbourhood of the origin in W 2,2 (R). The problem arises in the framework of the classical Euler equation when a two-dimensional layer of water above an infinite horizontal bottom is considered, at the surface of which solitary waves propagate under the action of gravity and weak surface tension. The adjective "weak" refers to the Bond number, which is assumed to be sub-critical (< 1/3).
Introduction
This work is about the minimising sequences of the functional
defined for w = 0 in a small ball U ∞ = w ∈ W 2,2 (R) : w W 2,2 (R) < r , r > 0.
The parameter µ > 0 is proportional to the total horizontal impulse, K ∞ (w) is the sum of the capillary and gravity energy, and L ∞ (w) is proportional to the kinetic energy. The associated Euler equation is
the solutions of which correspond to solitary capillary-gravity water waves. There are other variational formulations leading to the same equation, for example the critical points of
where γ > 0 is proportional to the propagation speed and is related to µ by γ = µL ∞ (w) −1 if w is a critical point. The distinctive property of J ∞,µ is that the set of its global minimisers is energetically stable as a whole (in some weak sense) provided each minimising sequence tends to it (see [1] , [7] ). Let {u n } be a minimising sequence of J ∞,µ in U ∞ \ {0}. Its behaviour near the origin is under control because K ∞ is non negative and L ∞ is quadratic positive definite, so that lim w→0 J ∞,µ (w) = +∞. Its behaviour near the boundary ∂U ∞ is less obvious but it can be shown as in [1] that a minimising sequence exists such that (1.1) sup n u n W 2,2 (R) < r.
The idea is first to deal with periodic waves of large period P > 0 and to find minimisers of the corresponding functional K P (w) + µ 2 L P (w) −1 by a regularisation procedure (see [2] ). The minimising sequence {u n } ⊂ W 2,2 (R) is then built from a sequence {w Pn } of periodic solutions with P n → ∞. As a priori estimates are available for solutions, this gives (1.1). All minimising sequences satisfying (1.1) are "non-vanishing" in the sense that lim inf
This is a particular instance of the general concept of non-vanishing introduced by P. L. Lions in [5] , [6] (see also [3] ). A direct consequence is the existence of a critical point w ∞ = 0: let {t n } ⊂ R be such that max{ u n L ∞ (R) , u n L ∞ (R) } = max{|u n (t n )|, |u n (t n )|} and observe that {u n ( · + t n )} is a minimising sequence that has a subsequence converging weakly in W 2,2 (R) to a limit w ∞ satisfying max{|w ∞ (0)|, |w ∞ (0)|} > 0.
In this paper t denotes a spatial variable and there will be no explicit dependence on time as we are only concerned with stationary solutions. Up to this point there is no difference between weak and strong surface tension; it is only when dealing with strict sub-additivity that the two cases depart from each other. If c(µ) := inf{J ∞,µ (w) : w ∈ U ∞ \ {0}} > 0, then strict sub-additivity means the existence of µ 0 > 0 such that c(µ 1 + µ 2 ) < c(µ 1 ) + c(µ 2 ) for all µ 1 , µ 2 > 0 with µ 1 + µ 2 < µ 0 . Whereas strict sub-additivity is proved in [1] for strong surface tension, it is still unsettled for weak surface tension (however non-strict sub-additivity is known to hold, see Theorem 4.2). In the theory of compactness by concentration, strict sub-additivity is what forbids a minimising sequence {u n } to split into two parts {u 1,n } and {u 2,n } that move apart as n → ∞.
1
In the weak tension case we need therefore to study minimising sequences that we allow to split into two or more (possibly infinitely many) parts. This leads to the following result (Theorem 4.8): for all small µ, there exists a finite or infinite sequence {w j : 1 ≤ j < m} ⊂ U ∞ \ {0} with m ∈ {2, 3, . . . } ∪ {∞} such that
Indeed, given a minimising sequence {u n } ⊂ U ∞ \ {0} of J ∞,µ that satsifies (1.1), there exists such a sequence {w j : 1 ≤ j < m} with
and lim
for some subsequence {u nq } and some sequences {t i,q : q ∈ N} ⊂ R. Define
1 E.g. un = u 1,n + u 2,n with u 1,n (t) = w(t + n) and u 2,n (t) = w(t − n) for some function w = 0. This kind of splitting is called "dichotomy".
where the infimum is taken over all such m and sequences {w j : 1 ≤ j < m}. Our main result states that every minimising sequence of J ∞,e µ that satisfies (1.1) cannot split and therefore conditional energetic stability is established for the value µ. This leads to a sequence converging to 0 of values of the total horizontal momentum for which conditional energetic stability holds true, that is, Theorem 19 in [1] holds true.
2
An important preliminary step is to show the inequality c(µ) < 2µ. Together with the normalisation
it implies for any minimising sequence {u n } and large enough n that
which is at the core of the non-vanishing of {u n }. To prove c(µ) < 2µ, we shall estimate J ∞,µ (u) for u of the type
where α > 0 is a small parameter roughly proportional to µ (the exact relationship is to be determined), ω > 0 is a wave number depending on the Bond number that leads to spatial 1:1 resonance ( [4] ), and φ, ψ ∈ C ∞ 0 (R) are to be determined so that c(µ) < 2µ for small α. For strong surface tension, the test function is of the type
where now α 3 is roughly proportional to µ. The test function u w does not give rise to the estimates needed in [1] to show strict sub-additivity.
Periodic water waves
We first recall some functional features of the normal derivative operator N that is used in the formulation of the water-wave problem. For more explanations, we refer to [1] . Let L 2 P denote the subspace of L 2 loc (R) made of P -periodic real-valued "functions" and let W s,2
The linear operator N is self-adjoint in L 2 P and in L 2 (R), positive definite, its spectrum does not contain 0 and it commutes with differentiation in W 2,2 P and W 2,2 (R). Moreover, for all n ≥ 1, there exists a constant C n > 0 such that
for all u ∈ W 2,2 (R) with compact support supp(u) (C n is independent of the size of the support). We can use the same notation for N when it acts on W 1,2 P as when it acts on W 1,2 (R) because it is in fact defined more generally in the space of tempered distributions as the pseudo-differential operator with symbol
It follows that if u ∈ W 2,2 (R) has compact support and v ∈ W 1,2
where N is defined by (2.2) in the left-hand side and by (2.1) in the righthand side. Moreover, v P ∈ W 2,2 P defined by v P (t) = k∈Z u(t + kP ) satisfies (N v P )(t) = k∈Z (N u)(t + kP ), where the convergence of the series is in L ∞ loc (R) and in the space of tempered distributions. Also lim P →∞ v P = u uniformly on every bounded interval.
To get periodic water waves of large period P > 0, let
with R 2 ∈ (0, 1/2), and define the functionals
wN w dt,
where the parameters λ, β are positive and
Since f is continuous and f (s) = 1 + (1/3)s 2 + O(s 4 ) as s → 0, the infimum is reached at some s > 0, denoted by ω, if λ = 1 and 0 < β < 1/3:
The factor Λ has been introduced so that the normalisation
holds if P ∈ (2π/ω)Z, which we assume from now on (the infimum in the normalisation is then reached at functions in the linear span of cos ωt and sin ωt).
In fact ω > 0 is unique. To see this, note that, for all s > 0,
with equality at s = ω. Since f (s) < 0 for all s > 0, the third derivative of the map s → 1 + βs 2 − Λf (s) is strictly positive for all s > 0, which implies the uniqueness of ω > 0. The parameters λ, β > 0 can be seen as non-dimensional gravity and surface tension. For µ > 0, a critical point
where ν = √ ΛµL P (w) −1 is the non-dimensional propagation speed of the corresponding periodic water wave. The formula for ν is obtained from
P . The fourth parameter is the depth of the two-dimensional layer of water, which can be chosen to be 1 without loss of generality. Clearly only two parameters among λ, β, ν are mathematically relevant, for we can divide (2.6) by any of these parameters.
In (2.5) and (2.6), we now set λ = 1 and assume that 0 < β < 1/3 and that P ∈ (2π/ω)Z. Theorem 2.1. The positive numbers R 2 and κ > 0 can be chosen independently of µ and P > 0, such that, for all µ > 0 small enough and P > P µ in (2π/ω)Z with P µ large enough (depending on µ), there exists w P ∈ W 2,2 P \ {0} satisfying the following properties:
sup{|N w P (t)| : P > P µ , P ∈ (2π/ω)Z, t ∈ R} < 1/2, (2.7) sup{|w P (t)| : P > P µ , P ∈ (2π/ω)Z, t ∈ R} < 1/2, the minimum
is attained at u = w P ,
and β < 1/3 has been fixed arbitrarily at the beginning of this section.
The remaining of this section is devoted to its proof, which consists in applying the abstract result of Section 2 in [1] to
The norms are defined by
in particular,
Note that max |u| ≤ u 1 if P ≥ 2, which is assumed from now on. Also max |N u| ≤ u 2 and max |u | ≤ u 2 . We choose R 2 so small that (2.11) sup |N w| < 1/2 and sup |w | < 1/2 for w ∈ U P . Note that
where the various constants do not depend on µ and P .
To check the assumptions of the abstract theorem of Section 2 in [1], we first modify them by replacing integration over (−P/2, P/2) by integration over R. We are thus looking for u ∈ W 2,2 (R) such that (2.12)
and
where
Since, for |s| < 1,
we get
where φ, ψ ∈ C ∞ 0 (R) will be chosen later and α > 0 is small. We get
and, for all n ∈ N (remember (2.4)),
where the remaining term R is a function of t in
Indeed if ψ ≡ 0 (for simplicity), we have
Since the two integrands are absolutely integrable, uniformly in α, the two integrals are bounded functions of t, uniformly in α. The two integrands are also square integrable, uniformly in α, and therefore the two integrals seen as functions of αt are square integrable, uniformly in α. The formula for N u(t) follows now from
Going back to (2.13), we get the following estimates:
Setting µ = L ∞ (u), we obtain
because βω 2 + 1 − Λf (ω) = 0 by the definitions of ω and Λ. Since βs
reaches its unique minimum at s = w, we also get
This gives (2.14)
.
is strictly positive for all s > 0, as it can be seen from the fact that
and α > 0 is small enough. Since R > 0, such a choice of x is possible provided
Thanks to (2.4) and (2.14), this is a rational function of w and e w , and it has been checked using "maple" that its graph stays above the horizontal axis for all w > 0. For small α > 0 and for large enough P > 0 in (2π/ω)Z, we now check the assumptions of the abstract theorem with u P defined by
In fact they follow from
by Lebesgue's dominated convergence theorem.
Solitary water waves
Here we repeat the argument of Section 4 in [1] . Our aim is to find w ∈ W 2,2 (R) and ν > 0 such that, almost everywhere,
Let µ > 0 be fixed and small enough. By (2.7), there exists a sequence P n → ∞ in (2π/ω)Z and w ∞ ∈ W 2,2 (R) such that {ν Pn } converges to some ν ∞ ∈ (0, 2]
and, for every bounded interval I, w Pn w ∞ weakly in W 2,2 (I) and w Pn → w ∞ in L ∞ (I) as n → ∞. We can also assume that, for every bounded interval I,
as n, m → ∞, and therefore that N w Pn → N w ∞ in the space of tempered distributions and in L ∞ loc (R). We now multiply (2.9) in which P = P n by an arbitrary smooth function with compact support and take the limit n → ∞, which shows that w ∞ ∈ W 2,2 (R) satisfies equation (3.1). Moreover,
It remains to discuss how this argument can be modified to yield that w ∞ ≡ 0. For P > P µ in (2π/ω)Z, we get from
for some K > 0 independent of P . From (2.8), we deduce that
We now set w P (t) = w P (t + t P ), where t P is such that
and replace in the previous argument the family {w P } by { w P }. The corresponding w ∞ ∈ W 2,2 (R) is then not identically 0 because max{|w ∞ (0)|, |w ∞ (0)|} > 0.
Analysis of minimising sequences
For µ > 0 let us define the functional
with J ∞,µ (0) := ∞, on the set U ∞ = {w ∈ W 2,2 (R) : w W 2,2 (R) < r} where r is the real number R 2 or any smaller positive number (it can be decreased when needed; R 2 has been introduced in Theorem 2.1). For µ > 0 small enough, from the sequence of periodic water waves {w Pn } we can easily construct as in [1] a sequence {u n } ∈ U ∞ ⊂ W 2,2 (R) that is minimising: 
for all µ 1 , µ 2 > 0 such that µ 1 + µ 2 < µ 0 . In the present situation in which 0 < β < 1/3, we do not know if strict sub-additivity holds, but sub-additivity does hold, as we shall see. But first let us state a useful lemma.
Lemm 4.1. Consider an increasing sequence {m n } ⊂ {2, 3, . . . } ∪ {∞} and a sequence (parametrised by n ∈ N) of sequences {u j,n : 1 ≤ j < m n } ⊂ U ∞ \ {0} such that each u j,n is compactly supported, the convex hulls (denoted co) of the supports of u i,n and u j,n are disjoint if i = j,
Under these hypotheses
Proof. With the help of (2.3), we get for fixed n and j such that m n > j
and therefore
for all 1 ≤ j < lim n→∞ m n , uniformly in j. This implies (4.3). Inequality (2.3) is proved in [1] from
where g is in L 2 (R) and decreases at ±∞ faster than |t| −k for any k ≥ 1. Choosing k = 3, we obtain for fixed j and large enough n (so that m n > j)
Summing over j,
if 1 ≤ i, j < m n and i = j, 0 otherwise, and
We perform now a relabelling Z p → i(p) (that depends on n) so that if x i(p) = 0 and x i(p+1) = 0 then supp(u i(p),n ) is to the left of supp(u i(p+1),n ), and so that if x i(p) = 0 and x i(p ) = 0 with p > p then x i(p+1) = 0. Hence
as n → ∞. It easily follows that
and that (4.2) holds.
Theorem 4.2.
There exists µ 0 > 0 such that
for all µ 1 , µ 2 > 0 satisfying µ 1 + µ 2 < µ 0 .
Proof. Let {u 1,n } and {u 2,n } be minimising sequences with respect to µ 1 and µ 2 , respectively, that satisfy (4.1) and such that each u i,n has compact support. Making shifts in the t-variable, we can further assume that lim n→∞ dist(co supp(u 1,n ), co supp(u 2,n )) = ∞.
thanks to the inequality
with equality exactly when x = y.
The next theorem deals with what is called dichotomy in the standard concentration-compactness principle. Its proof can be found in [1] . Theorem 4.3. Let {u n } ⊂ U ∞ be a sequence that converges weakly in W 2,2 (R) to some w ∞ ∈ U ∞ and that satisfies
Replacing {u n } by one of its subsequence if necessary, there exist two sequences {u 1,n } ⊂ U ∞ and {u 2,n } ⊂ U ∞ such that (a) for all n ∈ N and j ∈ {1, 2}, the function u j,n has compact support
Remark 4.4. By interpolation, it follows that
Hence, for i = 1 or i = 2, taking a subsequence if necessary, 
Proof. Inequality (2.15) shows that, for some constant κ > 0,
for all µ ∈ (0, µ 0 ) with µ 0 > 0 small enough. Hence, defining
Moreover, as in (3.3),
Lemma 4.6. Let w ∈ U ∞ \{0} be a critical point of J ∞,µ such that µ ∈ (0, µ 0 ) and J ∞,µ (w) < 2µ. Then there exists a constant D > 0 such that
Proof. The critical point w satisfies (3.1) with ν 2 /Λ = µ 2 /L(w) 2 < 4 and K ∞ (w) < 2µ (because J ∞,µ (w) < 2µ). As (3.1) can be written in the form
where f, g are smooth functions of order 2 at the origin, we get by multiplying by w − w and integrating over R that
and therefore, for small enough r,
for some µ ∈ (0, µ 0 ) and be such that the following limit exists:
Then, after shifting in t each u n and considering a subsequence if needed, the sequence {u n } can be assumed to converge weakly in
Let {u 1,n }, {u 2,n } ⊂ U ∞ be given by Theorem 4.3, and define
Then w ∞ is a global minimiser of J ∞,µ1 and
If µ 2 > 0, the sequence {u 2,n } is a minimising sequence of J ∞,µ2 ,
Proof. For all n, choose t n such that
After extracting a subsequence, we can assume that
Proposition 4.5. By considering u n ( · + t n ) instead of u n , we can assume that u n w ∞ . We then apply Theorem 4.3 to {u n }, which gives two sequences {u 1,n } and {u 2,n } such that
, which ends the proof. Let µ 2 > 0 and define
which will imply c(µ) = c(µ 1 ) + c(µ 2 ) once it is shown that w ∞ is a minimiser of J ∞,µ1 and {u 2,n } is a minimising sequence of J ∞,µ2 .
Let us show that w ∞ is a global minimiser of J ∞,µ1 . Let w ∞ be in (1/2)U ∞ and observe that lim sup
For n ∈ N, let u 1,n have compact support and be such that u 1,n − w ∞ W 2,2 (R) < 1/n. By translating in t each u 1,n into some u * 1,n and each u 2,n into some u * 2,n , we can assume that
We get by (4.4) and Lemma 4.1
Consider a sequence of compactly supported functions { u 2,n : n ∈ N} ⊂ U ∞ such that lim n→∞ J ∞,µ2 ( u 2,n ) = c(µ 2 ) and sup n∈N u 2,n W 2,2 (R) < r/2. For all n, choose u 1,n so that u 1,n − w ∞ W 2,2 (R) < 1/n and thus u 1,n W 2,2 (R) < r/2 for large n (which does not necessarily holds for {u 1,n }). We translate in t each u 2,n into some u * 2,n and each u 1,n into some u * 1,n , so that
Note that u * 1,n + u * 2,n ∈ U ∞ for large n. We get by (4.4)
and thus lim n→∞ J ∞,µ2 (u 2,n ) = c(µ 2 ) with equalities and limits everywhere. From the case of equality in (4.4), it follows that
if the limit in the denominator exists, which can be assumed.
Conclusion.
To show that w ∞ is a global minimiser of J ∞,µ1 , we argue like in the first case above by considering an arbitrary w ∞ ∈ (1/2)U ∞ , but with {u 2,n } replaced by { u 2,n } introduced in the second case. This can be done because lim sup
Namely, for n ∈ N, let u 1,n have compact support and be such that u 1,n − w ∞ W 2,2 (R) < 1/n. By translating in t each u 1,n into some u * 1,n and each u 2,n into some u * 2,n , we can assume that
This time we introduce
that still satisfy µ 1,n → µ 1 and µ 2,n → µ 2 because of (4.5). We get as in the first case
Then there exist a finite or infinite sequence {w j : 1 ≤ j < m} ⊂ U ∞ \ {0} with m ∈ {2, 3, . . .
Moreover, each w j is a global minimiser of J ∞,µj with
Finally there exist a subsequence {v nq } and numbers t j,q for q ∈ N and 1 ≤ j < m, such that
= 0 for all s ∈ [0, 2) (when m < ∞, the first limit means simply that k is replaced by m), and
(the limit is not necessarily uniform in j).
Proof. Let us first proof that there exists m ∈ {2, 3, . . . } ∪ {∞} such that, for any fixed k with 2 ≤ k < m, there exist functions w j (1 ≤ j < k) and a sequence {v k,n : n ∈ N} satisfying the following properties: each w j is a global minimiser of J ∞,µj and {v k,n ; n ∈ N} is a minimising sequence of J ∞,ν k , where
We set J ∞,ν k = K ∞ and c(ν k ) = c(0) := 0 when ν k = 0. Moreover,
We first apply Lemma 4.7 to the sequence {u n } := {v n }, which gives two sequences {u 1,n } and {u 2,n }, a function w ∞ ∈ U ∞ \ {0} and two real numbers µ 1 = µL ∞ (w ∞ )/L and µ 2 = µ − µ 1 . Note that {u n } has been possibly replaced by a subsequence and that a shift in t is allowed on each v n in order to ensure that w ∞ = 0. We get the above statement for k = 2 with {v 2,n } := {u 2,n },
Arguing by induction, assume that, for k ≥ 2 finite, we have already obtained the functions w 1 , . . . , w k−1 , a sequence {v k,n } and real numbers µ 1 , . . . , µ k−1 , ν k . If ν k = 0, then m := k and the theorem is fully proved. Let us therefore assume that ν k > 0 and apply Lemma 4.7 to the sequence {u n } := {v k,n }, which gives two sequences {u 1,n } and {u 2,n }, a function w ∞ ∈ U ∞ \{0} and two real numbers µ 1 = µL ∞ (w ∞ )/L and µ 2 = µ − µ 1 such that c(ν k ) = c( µ 1 ) + c( µ 2 ). Note that {v k,n } has been possibly replaced by a subsequence and that a shift in t is allowed on each v k,n in order to ensure that w ∞ = 0. Then we set {v k+1,n } := {u 2,n }, w k := w ∞ , µ k := µ 1 and ν k+1 := µ 2 . We easily get (4.6). By Proposition 4.5,
The induction does not stop if k−1 j=1 L ∞ (w j ) < L for all finite k, in which case we take the limit k → ∞ and set m = ∞. From (4.6) we get
This also gives
From lim sup n→∞ v k,n W 2,2 (R) < r, a standard interpolation gives
When m = ∞, the subsequence {v nq } is obtained as a "diagonal" subsequence.
Theorem 4.9. Let µ ∈ (0, µ 0 ) and consider an arbitrary finite or infinite sequence
Then there is equality in (4.7), each w j is a global minimiser of J ∞,µj with
and, after relabelling the sequence,
where the infimum is taken over all such {w j }. Then every minimising sequence {u n } ⊂ U ∞ of J ∞,e µ that converges weakly in W 2,2 (R) to a non trivial limit and stays away from ∂U ∞ , converges strongly in L 2 (R) to this limit.
Proof. Let m and {w j : 1 ≤ j < m} be as in the statement. For n ∈ N, let w j,n have compact support and be such that w j,n − w j W 2,2 (R) < 2 −j /n for 1 ≤ j < m. By translating in t each w j,n into some w * j,n , we can assume that lim n→∞ dist(co supp(w * i,n ), co supp(w * j,n )) = ∞ uniformly in 1 ≤ i < j < m (this is needed in Lemma 4.1) and
Then the sequence {v n } defined for large n by v n = 1≤j<m w * j,n is a minimising sequence of J ∞,µ to which the previous theorem can be applied, giving a sequence { w j : 1 ≤ j < m}, which is nothing else than the original sequence {w j : 1 ≤ j < m} after some relabelling and translations in t (and therefore m = m). This proves the first half of the statement.
Consider an increasing sequence {m n } ⊂ {2, 3, . . . } ∪ {∞} and a sequence (parametrised by n) of sequences {w j,n : 1 ≤ j < m n } such that, in addition to the properties given in the first half of the statement,
Without loss of generality, we assume that the following limit exists:
Since, after relabelling in j, κµ 3 ≤ max{ w 1,n L ∞ (R) , w 1,n L ∞ (R) } ≤ Dµ 1,n by (4.8) and Lemma 4.6, we get µ ≥ (κ 2 /D)µ 6 .
Let w j,n have compact support and be such that w j,n −w j,n W 2,2 (R) < 2 −j /n for n ∈ N and 1 ≤ j < m n . By translating in t each w j,n into some w * j,n , we can assume that lim n→∞ dist(co supp(w * i,n ), co supp(w * j,n )) = ∞ uniformly in 1 ≤ i < j < lim n→∞ m n . Then the sequence {v n } defined for large n by v n = 1≤j<mn w * j,n is a minimising sequence of J ∞,µ to which the previous theorem can be applied, giving a sequence {w j ; 1 ≤ j < m} that is in the considered class and enjoying the additional property
Indeed, by Lemma 4.1,
Moreover, for all 1 ≤ j < m and all N ∈ N, the last statement of Theorem 4.8 ensures that w j is in the sequentially weak closure in W 1,2 (R) of the set {w i,n ( · + t) : n ≥ N, 1 ≤ i < m n , t ∈ R}.
Hence L ∞ (w j ) ≤ sup{L ∞ (w i,n ) : n ≥ N, 1 ≤ i < m n } and, letting N → ∞,
This proves the second inequality in (4.9) (the first one follows from the definition of µ). Let {u n } be a minimising sequence of J ∞,e µ , and let m ∈ {2, 3, . . . } ∪ {∞} and { w j : 1 ≤ j < m} be given by the previous theorem applied to {u n }, so that .
Suppose for contradiction that m > 2, so that max 1≤j< e m µ j < µ. Recall that we proved the existence of a sequence {w j : 1 ≤ j < m} in the considered class such that
We now construct a new sequence {W j : 1 ≤ j < M } as follows: for each j such that
replace w j by the full sequence { w i : 1 ≤ i < m}; otherwise leave w j as it is. The new sequence thus obtained by rearrangement satisfies j W j 2 W 2,2 (R) < r 2 by Lemma 4.6 and the fact that µ 0 < r 2 /(4D). Moreover, this sequence is in the considered class and
which is a contradiction. For simplicity, let us check these two last assertions in the special case that
= µ only when j = 1.
We get indeed
e m L ∞ ( w j ) + 2≤j<m L ∞ (w j ) with equality exactly when
, that is, exactly when L ∞ (w 1 ) = 1≤j< e m L ∞ ( w j ). Hence {W j } is in the considered class and, by the first half of the statement, there is indeed equality. We thus get (recall that m > 2)
1≤i<m L ∞ (w i ) < µ µ if 2 ≤ j < m, which contradicts the minimality of µ.
