In this paper, we study the influence of spatial fluctuations in a two-dimentional Kondo-Lattice model (KLM) with anti-ferromagnetic couplings. To accomplish this, we first present an implementation of the dual-fermion (DF) approach based on the hybridization expansion continuous-time quantum Monte Carlo impurity solver (CT-HYB), which allows us to consistently compare the local and non-local descriptions of this model. We find that, the inclusion of non-locality restores the self-energy dispersion of the conduction electrons, i.e. the k dependence of Σ( k, iωn). The antiferromagnetic correlations result in an additional symmetry in Σ( k, iωn), which is well described by the Néel antiferromagnetic wave-vector. A "metal"-"anti-ferromagnetic insulator"-"Kondo insulator" transition is observed at finite temperatures, which is driven by the competition of the effective RKKY interaction (at the weak coupling regime) and the Kondo singlet formation mechanism (at the strong coupling regime). Away from half-filling, the anti-ferromagnetic phase becomes unstable against hole doping. The system tends to develop a ferromagnetic phase with the spin susceptibility χs(Q) peaking at Q = Γ. However, for small J/t, no divergence of χs(Γ) is really observed, thus, we find no sign of long-range ferromagnetism in the hole-doped two-dimension KLM. The ferromagnetism is found to be stable at larger J/t regime. Interestingly, we find the local approximation employed in this work, i.e. the dynamical mean-field theory (DMFT), is still a very good description of the KLM, especially in the hole-doped case. We do not observe clear difference of the two-particle spin susceptibilities in the DMFT and the DF calculations in this regime. However, at half-filling, the non-local fluctuation effect is indeed pronounced. We observe a strong reduction of the critical coupling strength for the onset of the Kondo insulating phase.
I. INTRODUCTION
Heavy fermion, as the name tells, is a fermion with large effective mass as compared to that of a noninteracting fermion. They are found in a large number of lanthanide and actinide compounds [1] [2] [3] [4] [5] , which display many striking phenomena. The large effective mass can be seen, for example, from the specific heat of Ce x La 1−x Cu 6 3 , which shows a large linear temperaturedependence. The effective mass is known to be propositional to this linear coefficient in Fermi liquid theory, whose quasiparticle description is believed to be valid in the heavy fermion systems 6 . The specific heat seems to have a universal doping dependence, which indicates that each Ce ion independently contributes to the enhanced specific heat, thus the ion-electron interaction is rather local. The measured temperature-dependence of the uniform susceptibility shows two different types of behaviors 1, 3 . A Curie-Weiss behavior is found at temperatures higher than a characteristic temperature T K , which is known as the kondo temperature. The susceptibility is non-monotonic at low T, and eventually saturates to a finite value when T approaches to zero with the value being a few orders of magnitude larger than values typical for simple metals. This leads to the enhanced Pauli susceptibility for T < T K .
To account for the local coupling between the magnetic moments and itinerant electrons, the Kondo lattice an indirect interaction of the local magnetic impurities induced by Kondo exchange coupling. To understand the competition of these two energy scales is one of the key issues in the study of heavy fermion systems.
Theoretically, the phase diagram of the KLM has been extensively studied by the mean-field theory [9] [10] [11] and numerical approaches in one-dimension [12] [13] [14] . For reviews of the KLM, see, for example, references [15] [16] [17] . Recently, many efforts 8, [18] [19] [20] [21] are dedicated to the study of the KLM in the infinite-dimension by using the dynamical meanfield theory (DMFT) 22 . The DMFT is an exact mapping of the interacting many-body problem to an effective impurity problem in the infinite-dimension, in which spatial fluctuations are completely neglected. In this paper, we study the anti-ferromagnetic Kondo model on a two-dimensional square lattice, with special attention to the non-local fluctuation effect. Effort of going beyond the local description of the KLM has been recently carried out 23, 24 at two-dimension by using one clusterextension of the DMFT, i.e. the dynamical cluster approximation (DCA) 25 . In the DCA, the short-range correlations inside a two-site cluster was fully taken into account. Here, we take a different strategy, we consider the non-local corrections to the DMFT local solution via the local two-particle vertices through the dual fermion approach 26, 27 , in which both the short-and long-range non-local fluctuations can be treated on equal footing, but they both are only approximately taken in account in this method. We calculate the one-body self-energy function Σ( k, iω n ) and identify the non-local fluctuations from the momentum dependence of it. We find that the spatial fluctuation is pronounced at half-filling and becomes weaker with hole doping. At the hole doped regime, we find no sign of long-range ferromagnetism at small J/t. The ferromagnetic spin arrangement is only stabilized when J/t is large. We find the DMFT solution is quite close to the DF results with large hole doping, indicating spatial fluctuation is negligible in this case. To see the non-local effect on the anti-ferromagnetic phase, we calculate χ DF M T s (Q, Ω m = 0) from the DMFT and χ DF s (Q, Ω m = 0) from the DF approach. We find the non-local fluctuations suppresses the antiferromagnetic phase to lower temperature and smaller J/t regime. This paper is organized as follows: we start with the local description of the KLM by solving the DMFT equation with the CT-HYB impurity solver. We briefly summarize the basic idea of the CT-HYB for the Kondo problem in II A. In II B we present a few DMFT results focusing on the two-dimension case. A comparison to the infinite-dimension DMFT results is made, which also serves as benchmarks of our implementation. In section III, the non-local extension of the DMFT is given. The details of the DF scheme for the Kondo lattice model is presented in III A and the main discussion of this paper is dedicated to the non-local fluctuations on the singleand two-particle properties, which is presented in III B. Summary and outlook are then given in section IV.
II. LOCAL DESCRIPTION

A. algorithm
In the language of the DMFT, the many-body interacting problem in Eq. (1) is locally approximated by a magnetic impurity embedded in a continuous bath of the conduction electrons. The non-local degrees of freedom in Eq. (1), i.e. the kinetic term −t i,j ,σ (c † i,σ c jσ +h.c.), can be readily integrated out. Due to the coupling of the c− and the f −electrons at the impurity site, integrating over the bath mathematically results in a dynamic function ∆(ω) associated to the impurity, which accounts for the hybridization of the impurity with the itinerate conduction electrons. The local Hamiltonian is given as:
Eq. (2) can be easily diagonalized in the particlenumber basis. Table I shows the corresponding eigenfunctions and eigenvalues. The full Hilbert space of H i loc is a product of those of the conduction electrons and the magnetic impurity. As for a spin-1/2 impurity which is what we consider in this work. The Hilbert space dimension is 8. Hamiltonian Eq. (2) conserves particle number N and spin SU(2) symmetry, thus the corresponding Hilbert space can be further decomposed into 7 blocks characterized by different quantum numbers (N, S tot z ). As one can see, the largest dimension of these decoupled blocks is 2. The decompsion of the full Hilbert space is of great convenience for the numerical simulation of this model that we will specify below. (2) in the particle-number basis. The Hilbert space is further decoupled into different blocks with respect to the total particle number and the z-component of the total spin operator. The first arrow in each eigenstate represents the c-electron spin, while the second arrow represents the spin of the local magnetic impurity.
The complete DMFT action of the Kondo lattice model is given as the sum of the hybridization and the local parts.
In this paper, to numerically solve this action, we employ the continuous-time quantum Monte Carlo method 28 based on the hybridization-expansion algorithm 29, 30 . We note that, the interaction-expansion algorithm 31 has also been applied to a closely related model, i.e. CoqblinSchrieffer model with N components 32 by J. Otsuki et al. 19, 20 . Here, we employ the implementation recently proposed by us 33 directly to the KLM. In this implementation, the single-and two-particle Green's functions are directly sampled in the Matsubara frequencies space, no imaginary-time measurement is required. The noise of the self-energy function at large frequencies are removed by replacing the self-energy with a carefully determined high-frequency tail. This tail is calculated independently from the CT-HYB simulation. We find that, usually, only a few numbers of Matsubara frequencies need to be simulated. And this number decreases with the increase of interaction strengths. Thus, moderate speedup of the simulation can be gained in this implementation.
As for the Kondo problem defined in Eq. (3), the basic idea of the CT-HYB algorithm can be understood as an expansion over the coupling between the conduction electrons and the magnetic impurity.
where k is the expansion order, Z c = (4), only need to be calculated between certain blocks of the full Hilbert space. Compared to the production of matrix of size 8 × 8 for the full Hilbert space, now the largest matrix needs to be treated is 2 × 1. Thus, the decomposition greatly reduces the simulation efforts. In Eq. (4), every expansion term will be faithfully calculated in a stochastic way in the simulation. Therefore, the CT-HYB can provide a numerically exact solution to the DMFT mapping of the Kondo lattice model. Under the MC importance sampling algorithm, for our problem, there is only finite number of terms have non-vanishing contributions to the expansion.
B. results
The DMFT + CT-HYB study of the Kondo lattice model has been carried out on the bethe lattice 30 . The study presented in this section focuses on the square lattice geometry, we will mainly discuss the influence of the system-dimension reduction. In addition, they can also be viewed as benchmark of our implementations. (4)) for different values of J/t on the square lattice at βt = 50. As on the bethe lattice 30 , the increase of J/t value leads to the movement of the distribution P (k) towards a smaller value of k. This is because the stochastic expansion in the CT-HYB is around the atomic limit, the larger coupling J/t would justify the local Hamiltonian Eq. (2) to be a better zero approximation of the full Hamiltonian, e.g. Eq. (3). P (k) can be a measure of the numerical expense of the problem 29 , it defines the dimension of the determinantal matrix and the number of "kinks" to be multiplied 30 . Fig. 1 shows that the larger values of J/t cases can be more efficiently simulated in the CT-HYB algorithm. Compared to P (k) for the bethe lattice calculations 30 , we find that for given value of J/t, the reduction of system dimension from infinity-to twodimension shifts the distribution to larger value of J/t (, for the corresponding distribution P (k) on the bethe lattice, see 30) .
As another benchmark of our simulations, we show in Fig. 2 the local self-energy and compare them to the counterparts on the bethe lattice 30 . The solid symbols in Fig. 2 represent the imaginary part of the local selfenergy for J/t = 1.0, 1.2 and 1.5 on the square lattice. The empty symbols correspond to the solutions on the bethe lattice with the same parameters. The reduction of system dimension in the DMFT does not change the self-energy too much, though P (k) shown in Fig. 1 centers at "k" of value more than two times larger on the square lattice than on the bethe lattice. Σ(iω n ) behaves very similarly for the two different lattice geometries, i.e. −ImΣ(iω n )/t logarithmly increases with the decrease of frequencies ω n , which suggests the system to be an insulator. We can further confirm this conclusion by examining the imaginary-time Green's function of the conduction electrons in Fig. 3 . We can clearly see that for all values of J/t, G(β/2) remains smaller than 4/(πβt) ≈ 0.02546 expected for a Fermi liquid. G(β/2) varies very slowly with decreasing of J/t, thus, we could reasonably expect that for any small value of J/t the system will never become a Fermi liquid. Further decreasing of temperatures would lead to a smaller value of G(β/2) for given J/t. This leads to the conclusion that, he ground state of the anti-ferromagnetic Kondo model may be an insulator for arbitrary value of J/t. 
The imaginary part of the self-energy function and the corresponding one-particle Green's function of the conduction electrons. In the upper panel, Σ(iωn) exponentially increases when ωn approaches to zero. In the lower panel, G(iωn) shows no divergence and approaches to zero for large values of J/t at ωn → 0. Fig. 4 displays the imaginary part of the self-energy function for βt = 50 and various J/t. Compared to Fig. 2 , here results for more values of J/t are presented and they all correspond to the square lattice study. −ImΣ(iω n )/t logarithmly increases with the decrease of ω n for all values of J/t. Decreasing J/t only slowly increase the slopes of −ImΣ(iω n )/t, but never changes the sign of the slope to positive values. Thus, the self-energy will never fall down to zero at ω n → 0 as expected for the metallic phase. This leads to an insulating phase for all values of J/t, which agrees with the behavior of G(β/2). However, the one-body Green's function shown in the lower plot of Fig. 4 seems to display different behaviors at larger and smaller values of J/t. In general, the single-particle Green's function is divergent in the metallic phase and approaches to zero in the insulating phase as ω n → 0. As shown in Fig. 4 , for J/t larger than 0.8, −ImG(iω n )t remains finite (not divergent) at ω n → 0. It becomes flat at J/t = 0.8 and starts to decrease with the further increase of J/t as expected for insulators. From Fig. 3 and Fig. 4(a) , we know the system is insulating for all values J/t studied here. The non-vanishing value of −ImG(iω n )t for J/t > 0.8 at ω n → 0 in Fig. 4(b) reflects that the charge gap is very small in these cases, which is essentially the same the situation as of G(β/2) for smaller values of interaction, where they are very close to the value expected for a Fermi liquid (see the dashed line in Fig. 3 ). 
The uniform spin susceptibility of the KLM, which contains the contribution from both local moments and conduction electrons. Jχs(T ) shows a crossover from ∼ 1/T at high temperatures to ∼ 1/TK behaviors at low temperatures.
To track the crossover from high temperature magnetic moments to low temperature electrons screening processes, we show in Fig. 5 the temperature evolution of the impurity spin susceptibility (5) and normalize it with the static susceptibility C Z = S 2 z . In the CT-HYB, both χ imp s (T ) and C Z can be measured to very high precision. In the eigenbasis shown in Table I, S z is simply a conserved number, which is the zcomponent of the total spin of Eq. (1). Thus, χ imp s (T ) actually contains the contribution from both local moments and conduction electrons. This is different from the quantities shown in Fig. 3 and Fig. 4 , which only correspond to the conduction electrons. Due to the conservation of S z , in the CT-HYB, the matrix product in Eq. (4) with S z (τ ) and S z (0) operators can be trivially done. As we expected, χ imp s (T ) shows two distinct behaviors at high and low temperatures. At high temperature χ imp s (T ) scales in Curie law ∼ 1/T , while at low temperature it saturates and shows a paramagnetic behavior ∼ 1/T K . The temperature T K marks the crossover of the susceptibility from a high temperature Curie-Weiss type to a low temperature Pauli type. With the increase of J/t, the saturation of χ imp s (T )/C Z moves to larger value of T /t, indicating that the Kondo temperature T K increases with the increase of the Kondo coupling strengths. Following reference 19, one can estimate the Kondo temperature T K from the inverse of the impurity spin susceptibility as T K = C Z /χ imp s at sufficiently low temperature. Corresponding to the parameters in Fig. 5 , T K can be found in Fig. 10 , which we will discuss later on together with the magnetic phases detected from the DMFT and the dual-fermion approaches, respectively.
III. NON-LOCAL CORRECTION
To go beyond the local approximation of the DMFT, we consider the non-local corrections generated by the local two-particle vertices, through the dual-fermion approach 26, 27 . In the DMFT mapping of the Kondo problem defined on the square lattice, the one-particle hopping of the conduction electrons is essentially replaced by the hybridization function ∆(ω), which locally couples to the impurity. Such a replacement is exact when the dimension of the system is infinite. For the problem defined on the square lattice, (k) cannot be exactly mapped to ∆(ω). As the DMFT is a good approximation in many cases, (k) -∆(ω) can be small. Thus, we treat (k)−∆(ω) as a small parameter and perturbatively study their influence on the DMFT solution. This is the basic idea of the dual-fermion approach. As a comprehensive presentation of our implementation of the dualfermion method in conjunction with the CT-HYB, we explain the methodology of the dual-fermion approach in details here once again, following the original work of A.N. Rubtsov and his collaborators.
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A. algorithm
Mathematically, one can formulate the above idea by rewriting the lattice action with that of the impurity and expands (k) − ∆(ω) around the DMFT limit. Under the path-integral, the lattice partition function is expressed as Z = D[{c}; {f }]e −S , and
We can add/subtract ∆(iω n ) to/from the above action, which essentially changes nothing, but now the action reads
where S imp is given by Eq. (3) and the short notation α = (k, ω n , σ) is used. As stated above, if we take k − ∆(iω n ) as an expansion parameter (no matter it is large or small), we can formally expand this action around S imp . If we are able to collect every term, this expansion will still be an exact expression of S[{c}; {f }].
In the dual-fermion approach, this expansion is practically carried out by applying one of the path-integral standard technique, i.e. change of variable.
The last term in the above expression can be rewritten in an equivalent form by introducing a new set of variables, e.g. {d}.
which depends on both the conduction electron degrees of freedom, i.e. {c}, and the introduced dual variables, i.e. {d}. Here A denotes matrix A kωn,σ , with element
The partition function of the lattice problem defined in Eq. (1) now depends on all three variables,
We should note here, there is no approximation involved in the above derivations, Eq. (9) is an equivalent expression of the lattice action. Thus, any quantity of interests can be equally evaluated through Eq. (9) and Eq. (6). For example, one can calculate the singleparticle Green's function from both actions (by taking k as the source term and differentiate both actions over it), which leads to
where
denotes the singleparticle Green's function of the dual variables.
It becomes transparent now that the introduction of the new variable changes the calculation of the lattice Green's function G kωn,σ to that of G dual kωn,σ . With respect to the complexity of solving the KLM, it seems that nothing is achieved in the transformation in Eqs. (6 -10) , as G dual kωn,σ is not known and its calculation can be equally complicated as that of G kωn,σ . However, as one will see below, due to the fact that the expansion is around the DMFT solution, G dual kωn,σ can be reliably calculated in a perturbative manner, which is much simpler than the calculation of G kωn,σ directly.
As for the Kondo problem we study in this paper, the evaluation of G dual kωn,σ formally requires an action that depends only on {d} and {f } degrees of freedom, which can be obtained by integrating {c} out of Eq. (9). {c} and {d} are separated in Eq. (9) except for (c * kωn,σ d kωn,σ + h.c.). Expanding the partition function in Eq. (9) over this mixed term, and neglecting any term in which c and c * are not paired (according to the Grassmann algebra) leads to
where g α = − c α c * α imp and χ 1234 = c α1 c * α2 c α3 c * α4 imp are the impurity one-and two-particle Green's functions. A complete separation of vaiables {d} with the local degress of freedom {c} and {f } is achieved in this equation. In the last step, we have brought each expansion term back to the exponential function and grouped all terms of order higher than 1 to
, with γ 1234 the reducible part of χ 1234 (, the bubble term is subtracted due to the exponential form of α1α2 d * α1 c α1 c * α2 imp d α2 ). g α and γ 1234 are given as the solutions of the DMFT calculations. As a technical remark, we note that, though with the CT-HYB as imprity solver, the higher-frequency part of the Matsubara self-energy function Σ α contains larger statistical error than the lower-frequency part, the sampling of g α and γ 1234 is more stable and less affected by the statical noises. Moreover, due to the subtraction of the bubble contribution from χ 1234 , γ 1234 can be reliably sampled directly in the Matsubara frequency space 33 .
Eq. (11) is exactly same as the original lattice partition function (see e.g. Eq. (6)), no approximation is introduced either in the procedure of changing-variables or in the expansion of the mixed term, as long as we carefully collect every term in
* ], we are partically limited to a few lower order terms of it. In most of the studies with the DF method, only the two-particle reducible vertex in
* ] is employed for calculating G dual kωn,σ . It turns to be sufficient of doing so for constructing the non-local corrections to the DMFT solution in most cases 34, 35 . With the action of the dual variables,
one can perturbatively determine
In terms of the two-particle reducible vertex, the self-energy function of the dual variables can be calculated, e.g. from the first two diagrams 26, 27, 34 in an expansion of 
. Through Eq. (10), the frequency and momentum dependent Green's function G kωn,σ can straightforwardly be calculated.
B. results
The most convincing way of understanding the advantage of the DF approach over the DMFT is to explicitly see the momentum dependence of the self-energy function. We show in Fig. 6 the evolution of Σ( k, πt)/t as a function of k along the path indicated in the middle of Fig. 6(c) . These results correspond to the inverse temperature βt = 25 and only the self-energies for the lowest Matsubara frequency iω 0 are shown here. As we know, in the DMFT local approximation, the impurity self-energy contains only the dynamic information. It is a constant function of k in the 1st Brillouin Zone (BZ). In Fig. 6(ac) , they are shown as straight lines in all three plots, i.e. the DMFT self-energy has no dispersion in momentum space. In the DF approach, due to the inclusion of the non-local fluctuations, this dispersion is nicely restored. In Fig. 6 , the solid blue line and the dashed red line are the corresponding imaginary and real parts of the selfenergy, they both display certain dispersions, which are missing in the DMFT calculations. We find, this dispersion is much more pronounced for larger values of J/t, indicating that in such case the DMFT local approximation becomes less appropriate. Interesting, we notice that the momentum dispersion is always around the DMFT solution. Thus, a coarse-graining of the self-energy in momentum space would lead to a constant value that is close to the DMFT solution. In this respect, we justify the DMFT to be essentially a reasonable approximation to the problems in which electronic correlations and the delocalization of electrons competes, as in the KLM. The deviation of Σ(k, iω n ) from the DMFT solution Σ(iω n ) is more pronounced at M -point. With the increase of J/t, the real-part of Σ(M, iω n ) becomes flat around this point. As M -point is on the Fermi surface ( M = 0) of the non-interacting conduction electrons, the non-local corrections to G( k, iω n ) = 1/(iω n + µ − k − Σ( k, iω n )) from Σ( k, iω n ) would be much larger here than at other values of k. In Fig. 6(d-f) , the single-particle Green's function G( k, iω n ) are shown for the same parameters corresponding to Fig. 6(a-c) . As we explained above, G( k, iω n ) from the DF and the DMFT calculations are mainly different at M -point and their difference becomes larger for larger J/t. For the same reason, though Σ( k, iω n ) for k = Γ also clearly deviates from the DMFT solution, G( k, iω n ) gets less affected from it, since k takes the largest negative value at Γ-point. Only when the deviation becomes comparable with the half band-width, e.g. as in Fig. 6(c) , G(Γ, iω n ) becomes different from the DMFT one, see Fig. 6 
(f).
What is more interesting is, that Σ( k, iω n ) shows an additional symmetry which cannot be described by either Γ, M or K. In K − Γ direction, we clearly observe another symmetry line. The real-part of Σ( k, iω n ) is anti-symmetric and the imaginary-part is symmetric with respect to this symmetry. This is exactly where the Fermi surface of the non-interacting system locates, and it is also the magnetic zone boundary for the (π, π)-antiferromagnetic order. Clearly, due to the inclusion of non-locality, the DF calculations capture the signature of the spin excitation. As the DMFT self-energy does not couple to any k-dependent collective excitation, it is not possible for the DMFT to get this additional symmetry. Fig. 7 displays the single-particle spectral function A( k, ω) = −ImG( k, ω)/π of the conduction electrons with four different values of J/t at βt = 25 in the paramagnetic phase. A( k, ω) is obtained from the corresponding single-particle Matsubara Green's function G( k, iω n ) from the stochastic analytic continuation 36 . From Fig. 3 and Fig. 4 , we learn that the ground state of the anti-ferromagnetic Kondo model is insulating, at any J/t. At high temperature, we notice that the system can be a metal with Fermi surface connecting the node (±π/2, ±π/2) and antinode (0, ±π), (±π, 0). For low J/t, the RKKY interaction is expected to stabilize the anti-ferromagnetic long-range order. As the appearance of the additional symmetry in Fig. 6(a-c) , the inclusion of the k-dependent collective excitation in the DF approach is then expected to resolve some precursor effects near the magnetic transition in A( k, ω), i.e. shadow band 23 . Unfortunately, we did not observe any shadow band above/below the Fermi level at Γ/K. This is probably because we simply took a constant error estimation in the stochastic analytic continuation. Shadow band contains less spectral weight compared to the other bands, which might be smeared out in the analytic continuation.
In addition to inducing shadow bands, the effective RKKY interaction induced anti-ferromagnetic correlations can also drive the system to insulating. At J/t = 1.0 (see Fig. 7(b) ), the anti-ferromagnetic long-range correlation is established and splits the bands simultaneously at the Fermi level along the node and antinode direction. Fig. 7(a) and Fig. 7(b) , thus, show the metalinsulator transition driven by the effective RKKY interactions and the resulting anti-ferromagnetic correlations. When the coupling of the conduction electrons and the local moments becomes larger, the Kondo effect starts to take effect. As shown in Fig. 7(c) , the valence band extends to K from both node and antinode. We would expect to have a large Fermi surface when we dope the system with holes. At the same time, the conduction band extends to Γ from node and antinode. Similarly, if we dope the system with electrons, a small Fermi surface will be obtained. Though, A( k, ω) in Fig. 7(b, c, d ) all contain a charge gap at the Fermi level, the mechanism for gaping is essentially different. In Fig. 7(b) , the conduction electrons is decoupled with the local moments, the charge degree of freedom is gaped by the collective spin excitation induced by the effective RKKY interaction. In Fig. 7(d) , the Kondo singlet forms, the conduction electron is bounded with local moments and, thus, is localized. Each site is occupied by one conduction electron anti-ferromagnetically coupled with the local magnetic moments, while the empty and doublyoccupied states at half-filling only appear virtually. The situation in Fig. 7(c) is more complicated, thus, actually more interesting. It is an anti-ferromagnetic insulator, the RKKY interaction is still playing roles, however, the additional band features at K and Γ are also apparent. Thus, the Kondo screening coexists with the anti-ferromagnetic long-range order in this phase 37, 38 . The phase shown in Fig. 7(d) is termed as spinliquid 15 . The spin-liquid phase extends to J/t = 0 in one-dimension Kondo model [12] [13] [14] . At two-dimension, the RKKY interaction favors the anti-ferromagnetic alignment of the spins between neighboring sites for small J/t, the ground state is an anti-ferromagnetic insulator. The spin-liquid phase is favored only at high J/t, where the Kondo interaction overwhelms the RKKY interaction. At high temperatures, the anti-ferromagnetic insulating states is unstable with respect to the thermal fluctuations, while the Kondo insulating states is found to be more robust. As a result, the "metal"-"anti-ferromagnetic insulator"-"Kondo insulator" transition is observed in Fig. 7 (Fig. 7(a) The spin-liquid phase is magnetically disordered with the corresponding spin susceptibilities being finite. In the inset of Fig. 7(d) , the spin susceptibility χ s (Q) is shown in the entire 1st BZ. χ s (Q) peaks at Q = (π, π) and is rotationally invariant about (π, π). This is similar as the spin susceptibilities in the Hubbard model with a small on-site Coulomb replusion U . However, we need to note that in the Hubbard model, increasing U leads to the enhancement of χ s (Q). While, in the Kondo model, further increase J/t would suppress χ spin (Q) as the Kondo singlet would have lesser overlap with the neighboring ones. Interestingly, in the paramagnetic metallic phase, e.g. see Fig. 7(a) , the spin susceptibility shows a different structure. In addition to the peak at Q = (π, π), χ s (Q) also shows considerable amount of weight along k x = ±k y . The different structure of the spin susceptibility signals the difference between the two paramagnetic states at low and high J/t in terms of magnetic correlations, which is in line with the RKKY and Kondo interactions. In the RKKY regime, the electron spin susceptibilities are mainly contributed by the electron-hole excitations along the perfect nested Fermi surface. Due to the square shape of the Fermi surface in the 1st BZ, the majority of the momentum vectors connecting two different pieces of Fermi surface follows k x = ±k y . While, in the Kondo regime, the Fermi surface disappear, the low energy excitation is between the top of the valence band and the bottom of the conduction band. These portions of the bands in the 1st BZ are not straight lines any more, but more extended. Thus, every combination of k x , k y is possible, which results in the rotationally invariance of the spin susceptibilities. Now, let us move away from half-filling and study the destruction of the spin liquid phase against hole doping. When doping the system with holes, the Fermi energy moves into the valence band, the spin-liquid phase evolves into the heavy Fermi liquid state with enhanced quasiparticle mass and a large Fermi surface. Intuitive mean-field studies of the phase diagram 11 indicate that, at two-dimension, for low J/t the RKKY antiferromagnetic phase extends to n ∼ 0.58, then it is replaced by a RKKY ferromagnetic phase. For large J/t, the Kondo paramagnetic phase survives even with large hole concentrations, only at very large J/t the Nagaoka ferromagnetism overwhelms the Kondo paramgnetism. Similarly, the ferromagnetism at small J/t in the onedimension Kondo lattice model was also numerically studied by many different approaches, e.g. quantum Monte Carlo 39 , density matrix renormalization group 40 , the DMFT 41 , exact diagonalization 42 , etc. The ferromagnetic phase is found to be stable at filling n < J/3t. In addition, a ferromagnetic phase is also observed in the intermediate filling region, which entirely embeds inside the paramagnetic regime. Compared to the one- Here, we study the magnetic correlations of the KLM with the DMFT and DF approaches. Our strategy here is to calculate the spin susceptibility in the paramagnetic phase and to look for the divergence of it, which corresponds to the instability of the paramagnetic solution. From which Q the spin susceptibility χ s (Q) becomes divergent, we can interpret the type of the magnetic ordering that breaks the paramagnetic symmetry. Fig. 8 displays the spin susceptibilities for two values of J/t and three different hole concentrations. From (a) → (c), we see the peak of the spin susceptibility at (π, π) splits into four peaks and gradually moves their position from (π, π) to (0, ±π) and (±π, 0). At the mean time, its amplitude is suppressed. Further increasing the hole concentration results in a continuous movement of the peaks to Q = Γ, see Fig. 8 (c), which shows a tendency towards a ferromagnetic phase. We find, the susceptibility basically does not change upon increasing J/t to moderate value like J/t = 1.0 (not shown here) Only the structure gets smoother due to the same reason as for Fig. 7(a,  d) (insets). However, further increasing J/t and decreasing temperature T will induce a divergence in χ s (Γ), see Fig. 8(d) , which possibly corresponds to the Nagaoka ferromagnetism. While, for small J/t, the ferromagnetic states are not really stable, no long-range order could be detected in our calculations. We further find, that the spin susceptibilities calculated from the DMFT and the DF approaches agree with each other very well, especially in the large hole doped case. Thus, we believe that the non-local fluctuation is weak in the large doping regime. This can be further understood from Fig. 9 , where the momentum dependence of the self-energy functions are shown for the same doppings with J/t = 1.0. Close to half-filling, the non-local fluctuation strongly modifies the self-energy function which induces an momentum dispersion as shown in Fig. 9(c) . Increasing hole concentration, the difference between the DMFT solution and the DF solutions becomes less obvious. The DF results now become closer to the DMFT local solution, leading to the conclusion that the non-local fluctuation becomes unimportant in the hole doped case, thus, the DMFT should be a very reasonable and reliable approximation in this case.
However, at half-filling, with respect to the size of the antiferromagnetic phase, the DMFT shows a strong deviation from the DF results. In Fig. 10 , we summarize our results for the antiferromagnetism to the Kondo insulator transition, which is also discussed in Fig. 7 , from the DMFT and the DF calculations. As stated before, by calculating the exact local two-particle vertex from the CT-HYB, we can determine the spin susceptibilities χ 
