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Abstract
The spatial quality of automotive audio systems is often compromised due to their unideal
listening environments. Automotive audio systems need to be developed quickly due to industry
demands. A suitable perceptual model could evaluate the spatial quality of automotive audio
systems with similar reliability to formal listening tests but take less time. Such a model is
developed in this research project by adapting an existing model of spatial quality for automotive
audio use.
The requirements for the adaptation were investigated in a literature review. A perceptual
model called QESTRAL was reviewed, which predicts the overall spatial quality of domestic
multichannel audio systems. It was determined that automotive audio systems are likely to be
impaired in terms of the spatial attributes that were not considered in developing the QESTRAL
model, but metrics are available that might predict these attributes.
To establish whether the QESTRAL model in its current form can accurately predict the
overall spatial quality of automotive audio systems, MUSHRA listening tests using headphone
auralisation with head tracking were conducted to collect results to be compared against
predictions by the model. Based on guideline criteria, the model in its current form could
not accurately predict the overall spatial quality of automotive audio systems.
To improve prediction performance, the QESTRAL model was recalibrated and modified using
existing metrics of the model, those that were proposed from the literature review, and newly
developed metrics. The most important metrics for predicting the overall spatial quality of
automotive audio systems included those that were interaural cross-correlation (IACC) based,
relate to localisation of the frontal audio scene, and account for the perceived scene width in
front of the listener. Modifying the model for automotive audio systems did not invalidate its
use for domestic audio systems. The resulting model predicts the overall spatial quality of 2-
and 5-channel automotive audio systems with a cross-validation performance of R2 = 0.85 and
root-mean-square error (RMSE) = 11.03%.
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Chapter 1
Introduction
Perceptual models are beneficial because they can predict the perceived quality of stimuli
quickly and reliably within the scope of the target application (Bech & Zacharov, 2006).
They require less time and effort compared to listening tests. Perceptual models have
shown their utility in predicting loudness (Moore et al., 1997), perceptual audio codec
quality (Thiede et al., 2000), and speech quality (Rix et al., 2000). Another area where
perceptual models have been implemented is the assessment of spatial quality, such as the
Quality Evaluation of Spatial Transmission and Reproduction by an Artificial Listener
(QESTRAL) model (Rumsey et al., 2008; Conetta et al., 2008; Jackson et al., 2008;
Dewhirst et al., 2008).
The QESTRAL model predicts the overall spatial quality of consumer multichannel
audio systems in domestic environments. Predictions of overall spatial quality are made
by taking measurements of a reference and an impaired stimulus, deriving metrics from
these measurements, calculating difference grades from metrics values, and applying
these difference grades to a statistical regression model that has been calibrated using
listening test results. This approach to perceptual modelling — which is classified as
an intrusive approach — was used because the listening tests employed to calibrate the
model required subjects to compare the sound of impaired stimuli with a reference.
The QESTRAL model has been shown to successfully predict the degradations of
overall spatial quality typically encountered in domestic audio environments for a range
of 5-channel programme items that were selected to be typical of consumer multichannel
audio reproduction (Conetta, 2010). Since the model was calibrated in a specific acoustic
environment, it may need recalibration, modification, or both to accurately predict the
overall spatial quality of environments different from the original calibration context.
Recalibration or modification with the metrics that were employed to develop the model
may be insufficient for new environments because these metrics may not reflect spatial
impairments specific to those environments. In this case, new metrics need to be
developed by assessing what the spatial impairments of a new environment are and
then creating mathematical analogues that relate to these spatial impairments.
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The QESTRAL model was calibrated in the context of a domestic audio environment.
Both the domestic and automotive audio listening environments can be considered in
the realm of small-room acoustics, where the latter can be treated as a special case of
the former. The model should be a viable starting point for modification to a related
acoustic environment, in contrast to modification to a substantially different acoustic
environment such as a concert hall (Toole, 2008).
One area where research in spatial audio is becoming increasingly popular is in
premium original equipment manufacturer (OEM) automotive audio systems, which
offer digital signal processing (DSP) and waveguide-mounted tweeters to improve spatial
quality (Bang & Olufsen, 2016). Premium OEM automotive audio systems need to
be developed quickly due to the demands of the automotive industry. A perceptual
model that is capable of predicting the spatial quality of automotive audio systems
could accelerate their development. The perceptual evaluation of spatial quality that
compares many automotive audio systems take much time and effort because multiple
measurements of each loudspeaker channel in an automotive audio system are required
for each automotive audio system, which are then employed in listening tests that require
a panel of expert subjects for reliable results. The detailed statistical analyses following
the listening tests consume much time and resources due to the complex mathematics and
expertise required by the experimenter. A perceptual model of overall spatial quality
for automotive audio systems could substantially reduce the time and effort required
for perceptual evaluation while retaining similar reliability to formal listening tests.
Calculating a score of overall spatial quality by a perceptual model simply involves taking
a set of binaural measurements of an automotive audio system followed by applying these
measurements to the model.
The acoustic environment of automotive audio systems presents a challenge for
the ideal reproduction of spatial quality. This is due to the small volume of the
automobile cabin, which consists of both highly reflective and highly absorptive surfaces.
Additionally, multiple transducers are located throughout the cabin that are auditioned
from offset listening positions. This acoustic environment results in perceived spatial
degradations such as a lack of spaciousness, widened auditory source widths, and skewed
localisation (Clark, 1989; Shively & House, 1996; House, 1989).
A review of the literature revealed that the overall sound quality of automotive audio
systems has been modelled using metrics related to perceived timbral, spatial, distortion,
and speech quality (Azzali et al., 2004). However, a perceptual model that specifically
predicts the overall spatial quality of automotive audio systems has not been developed.
The aim of this MPhil project is to adapt the QESTRAL model from the context of
domestic audio to automotive audio.
2
1.1. Main Research Questions
To fulfil the aim of this MPhil project of adapting the QESTRAL model for automotive
audio systems, main research questions are formed along with their motivations.
Chapter 2 How are perceptual models developed, particularly the QESTRAL model,
and what are its limitations?
Understanding the general approach to perceptual model development lays the
foundation to understand how the QESTRAL model was developed. Investigating
the details of QESTRAL model development helps understand how it predicts
overall spatial quality. Understanding the limitations of the QESTRAL model can
guide its adaptation to automotive audio systems.
Chapter 3 What are the spatial attributes that can be employed to develop a modified
version of the QESTRAL model for the automotive audio environment?
The spatial attributes employed to develop a modified version of the QESTRAL
model for the automotive audio environment are useful for adapting the model to
this environment. These attributes inform which existing metrics from the model
can be employed, or which new metrics need to be created for the adaptation.
Chapter 4 What are the metrics that can be employed to develop a modified version of
the QESTRAL model for the automotive audio environment?
Metrics are needed to predict the quality of the proposed spatial attributes from
Chapter 3. These metrics are employed to develop a modified version of the
QESTRAL model for the automotive audio environment.
Chapter 5 How well can the QESTRAL model in its current form predict the overall
spatial quality of automotive audio systems?
The QESTRAL model was originally calibrated in the context of domestic audio
systems. Its capability for accurately predicting the overall spatial quality of
automotive audio systems is unknown and needs to be assessed.
Chapter 6 Can currently available metrics improve the QESTRAL model to accurately
predict the overall spatial quality of automotive audio systems?
If the QESTRAL model in its current form fails to accurately predict the overall
spatial quality of automotive audio systems, metrics currently available to improve
the model are employed for adaptation.
Chapter 7 Can new metrics improve the QESTRAL model to accurately predict the
overall spatial quality of automotive audio systems?
If currently available metrics fail to develop an acceptable version of the model
for automotive audio systems, then new metrics need to be developed and applied
with the aim of further improving the model.
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1.2. Thesis Structure
Chapters 2, 3, and 4 span a literature review. Chapter 2 reviews the QESTRAL
model and discusses its limitations. Chapter 3 reviews the existing spatial attributes
in automotive audio systems and proposes spatial attributes for developing a modified
version of the model for automotive audio systems. Chapter 4 reviews the existing
spatial metrics in automotive audio systems and proposes metrics that aim to predict
the proposed spatial attributes.
Chapter 5 establishes whether the QESTRAL model can accurately predict the overall
spatial quality of automotive audio systems. A listening test that employs automotive
audio systems is conducted and its result are compared to predictions by the model.
Chapters 6 and 7 cover improving the QESTRAL model to accurately predict the
overall spatial quality of automotive audio systems. Chapter 6 presents recalibrating
and modifying the model with metrics employed for its development and those proposed
in the literature review. Chapter 7 describes the development and application of new
metrics to modify the model further.
Chapter 8 concludes this thesis by addressing the main research questions, presenting
chapter summaries, highlighting the limitations of the modified QESTRAL model for
automotive audio systems, proposing future work, and listing contributions to knowledge.
4
Chapter 2
QESTRAL Model Review
The QESTRAL model is a perceptual model that predicts the overall spatial quality
of domestic multichannel audio systems. This chapter discusses how the model was
developed, along with its capabilities and limitations. The discussion provides the
background for adapting the model to the automotive audio environment, which is the
main aim of this MPhil project. The development details of the model are investigated
through how probe signals — which are reproduced through the system under test —
were developed, how metrics — which aim to emulate the perceived spatial characteristics
of a sound scene — were derived, how the model — by employing listening test results
and a combination of metrics in regression modelling — was calibrated, and what options
exist for validating the model to establish its generalisability. The model’s limitations
are investigated to provide the background for model adaptation.
The main research question in this chapter is “How are perceptual models developed,
particularly the QESTRAL model, and what are its limitations?”, which is broken down
into three smaller research questions. Motivations are listed for these research questions.
1. How are perceptual models developed?
Understanding the general approach to perceptual model development lays the
foundation to understand how the QESTRAL model — which is a specific case of
perceptual models that predicts overall spatial quality — was developed.
2. How was the QESTRAL model developed?
Once the general approach to perceptual model development is understood,
investigating the details of QESTRAL model development helps understand how
it predicts overall spatial quality. Model details include how its test signals are
created, how its metrics are derived from these test signals, how it is calibrated
using listening test results, how its performance is assessed, and how it is validated.
5
3. What are the limitations of the QESTRAL model?
The generalisability of perceptual models is often limited to its calibration context.
Understanding the limitations of the QESTRAL model can guide the adaptation
to automotive audio systems. For example, the current set of metrics in the model
relate to the degraded aspects of spatial quality in domestic multichannel audio
systems. However, automotive audio systems may need a different set of metrics
because their acoustic environment is different.
Section 2.1 gives an overview of perceptual models. Section 2.2 covers the general
procedure to develop perceptual models. Section 2.3 presents an overview of the
QESTRAL model. Section 2.4 describes the stages involved to develop the model.
Section 2.5 discusses the limitations of the model. Section 2.6 presents a summary
of this chapter.
2.1. Overview of Perceptual Models
Perceptual models are developed by combining physical features to predict aspects of
perceived phenomena such as taste or hearing. Otherwise, resource-intensive testing
with human subjects is required. The underlying concept and general approach to create
perceptual models are presented.
In the field of product sound quality (e.g. the acceptability of noise from consumer
electronics), the “Filter Model” by Fog & Pedersen (1999) relates physical features,
perceptual attributes, and hedonic judgment. The objective assessment part of the
“Filter Model” relates physical features to perceptual attributes. The physical features
of a stimulus are defined as its measurable characteristics, such as the sound pressure
level and frequency response of an audio reproduction system (Martin & Bech, 2005).
A perceptual attribute is defined as a perceived characteristic of a stimulus without any
hedonic judgment (e.g. “like” and “dislike”). The relationship between physical features
and perceived attributes of a stimulus can be treated as a filter dependent on sensory
sensitivity and sensory selectivity. The former refers to whether a change in a stimulus
can be perceived, whereas the latter refers to the possibility where an aspect of a stimulus
masks a change in another aspect. The relationship is described in Figure 2.1, which also
lists examples of physical features and perceptual attributes. The objective assessment
part of the “Filter Model” is analogous to the way perceptual models combine physical
features to predict perceptual attributes.
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Physical Features
of Stimulus
Frequency Response,
THD,
SNR,
IMD,
IACC,
etc.
Perceptual Attributes
of Stimulus
Bright / Dark,
Harsh / Clean,
Near / Far,
Deep / Shallow,
Wide / Narrow,
etc.
Filter
Sensory 
Sensitivity and 
Selectivity
Figure 2.1.: Flowchart presentation of the “Filter Model” by Fog & Pedersen (1999). The
objective assessment part is shown, where a physical stimulus is sent through
a filter resulting in a rating devoid of hedonic judgment of the perceived
stimulus. Adapted from Martin & Bech (2005).
Several methods can be used for mapping physical features to perceptual attributes
such as multivariate linear regression and artificial neural networks (ANNs). In the
former, input and output variables are mapped using a weighted sum of various physical
features (Martin & Bech, 2005), whereas in the latter, these variables are related
through layers of weighted connections that are trained to achieve the desired outcome
(Taylor, 1995). Compared to ANNs, multivariate linear regression is simpler in its
implementation, and its relationships between the variables are clearly defined. However,
models created using ANNs can be more accurate than those created by multivariate
linear regression if the relationships between the variables is nonlinear (Brey et al.,
1996).
The general procedure in creating a model for perceptual quality prediction involves
using physical features with perceptual data to calibrate or train the model. These
physical features that attempt to objectively describe the perceptual data are extracted
from measurements of the stimuli. A separate process involving perceptual testing with
human subjects produces perceptual data of the stimuli. The physical features and
perceptual test data are then used to calibrate a regression model or train an artificial
neural network. The resulting weighting and combination of the physical features are
evaluated to determine whether the predicted output matches the perceptual data. The
procedure is illustrated in Figure 2.2.
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Figure 2.2.: General procedure of calibrating or training a perceptual quality prediction
model by Rumsey et al. (2008).
2.2. Development Stages in Perceptual Models
In the previous section, the underlying concept and general approach to creating a
perceptual model was presented. This section builds on the previous one to present
the individual stages that describe how a perceptual model is developed.
A multidimensional perceptual domain such as sound or food quality can be potentially
characterised by identifying the individual perceptual attributes through elicitation
(Bech & Zacharov, 2006). The two main approaches to attribute elicitation are verbal
and non-verbal, where the former assumes a relationship to a sensation using language
and the latter establishes this relationship without using language. An advantage of
verbal elicitation over non-verbal elicitation is that the results of the former can often be
used as a common experimental scale for many subjects (Mason et al., 2001). Conversely,
an advantage of non-verbal over verbal elicitation is where the former can allow more
accurate representation of certain attributes, such as spatial perception. Examples of
perceptual attributes using verbal elicitation for sound quality evaluation in automotive
audio systems are “loudness” and “stereo impression” (Hegarty et al., 2007). These
attributes are accompanied by endpoint definitions of the attribute scale (e.g. “inaudible”
and “pain threshold” for “loudness”, and “narrow” and “wide” for “stereo impression”).
Non-verbal elicitation examples include laser pointing (Choisel & Zimmer, 2003) and
graphical elicitation (Ford et al., 2002a,b), where subjects draw impressions of a percept
that is an aspect of a stimulus.
The development of a perceptual model begins by a panel of subjects eliciting
perceptual attributes that characterise a percept to be incorporated. Figure 2.3 shows
the elicitation stage along with the remaining stages to develop a perceptual model.
8
Perform calibration
perceptual test
Measure stimuli and derive
values of physical features
Calibrate perceptual model
Validate perceptual model
Analyse calibration
perceptual test data
Select physical features
for perceptual model
Perform validation
perceptual test
Elicit perceptual attributes
to be incorporated
Create potential physical features 
to quantify perceptual attributes
1
2
3
Finished perceptual model
Figure 2.3.: Stages in the development of a perceptual model, including iteration loops.
In a stage following the elicitation, a perceptual test is conducted that provides data to
calibrate the perceptual model. An example of this test is descriptive sensory analysis,
where trained subjects rate stimuli using different attributes (Næs et al., 2010). The
calibration enables predicting the quality of a perceptual attribute, which could be
individual or global (i.e. a holistic description composed of constituent attributes).
Following the perceptual test, its data is statistically analysed for validity.
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In a separate procedure, a preliminary set of physical features is created to model
the perceptual attribute. A physical feature is created by identifying an objective
measurement of the stimuli or deriving a value from one or more of these measurements,
of which their magnitude relates to the sensory strength of a perceptual attribute (Bech,
1999). Values of the physical features are derived from the measurements of the stimuli
used in the perceptual test to gather the calibration dataset. In the next stage, the
physical features that appear most likely to represent the perceptual attributes varying
in the perceptual test are selected from the preliminary set (ITU, 2001a). A perceptual
model is then created by combining the physical features to predict the calibration
dataset.
Model performance determines the success of the calibration. Two common measures
for accuracy of model predictions are the correlation between the predicted and
perceptual data (e.g. Pearson’s correlation (Howell, 2010)), and the error between the
predicted and perceptual data (e.g. absolute error score (AES) in Thiede et al. (2000) and
residual errors in ITU (2001b)). Overfitting — where an excessive number of physical
features is employed to achieve the lowest prediction error — leads to a model that
cannot generalise (Esbensen et al., 2002). Overfitting is another criterion for model
performance, which is confirmed when the calibrated model fails to accurately predict a
new dataset. The condition is minimised by employing a smaller set of physical features,
obtaining a larger calibration dataset, or both (Ng, 2013). The number of outliers is
also used as a criterion for model performance by showing how many data points the
calibrated model fails to predict accurately (Thiede et al., 2000). Outliers are defined as
the predicted data points that are outside the value of the confidence interval range of
the perceptual data.
To conclude the perceptual model development stages, a validation procedure is
performed to show whether the perceptual model can be generalised outside of the
calibration context (i.e. the scope of the initial model development) (Næs et al., 2010).
One way to implement validation is by first conducting another perceptual test, using for
example another set of similar stimuli, but with a range of different degradation levels.
The validation is performed by measuring these stimuli and predicting their quality
using the calibrated model. If another perceptual test cannot be performed, a partial
substitute for implementing validation is cross-validation. Here, the data are split into
two or more subsets, and then data in one subset is predicted by another (Weisberg,
1985). The closeness of the match between the predicted and perceived data indicates
model performance in a wider context.
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Developing a good perceptual model may require several iterations, where various
combinations of physical features are applied in an attempt to predict stimulus quality
more accurately for each calibration procedure (loop 1, Figure 2.3) (Hair et al., 2010).
If analysis reveals that the perceptual test data cannot be modelled by the current set
of physical features, then the results are inspected in an attempt to determine modelling
deficiencies. An improved model could result from creating new, perceptually justifiable
physical features (loop 2, Figure 2.3). The introduction of each elicited perceptual
attribute usually leads to an iterative exercise, where the overall development process
may be repeated (loop 3, Figure 2.3). A criterion to terminate the iterations in calibration
is when the model meets a set of target specifications. The iterations in calibrating the
QESTRAL model were terminated when correlation (R) equal or greater than 0.86,
an RMSE around 10%, and a mean variance inflation factor (VIF) around 1 were met
(Conetta, 2010). A criterion to terminate the overall development process is when the
calibrated model can generalise to a new dataset. The development of the PEAQ model
(Thiede et al., 2000) terminated when it could predict two validation datasets consisting
of 32 sound excerpts from the DB3 database and 136 sound excerpts from the CRC97
database (ITU, 2001a). Model generalisability was established by graphically showing
that the PEAQ model exceeds the performance of an existing reference model, and
by using as criteria a tolerance scheme, correlation, absolute error score, and outlier
numbers.
2.3. Overview of the QESTRAL Model
The QESTRAL model is a specific case of a perceptual model that predicts the quality
of degradations in the spatial domain. QESTRAL contrasts with PEAQ (Thiede et al.,
2000) and PESQ (Rix et al., 2000), which predict audio coding and speech quality
degradations exclusively in the temporal and timbral domains.
The QESTRAL model aims to predict overall spatial quality, or spatial mean opinion
score (S-MOS), which is a global attribute describing any and all changes in spatial
attributes in the audio signal reproduction. Spatial attributes are terms describing an
aspect of spatial quality, such as source location or spaciousness. S-MOS is similar to
the mean opinion score (MOS) (ITU, 1996) or basic audio quality (BAQ) scale (ITU,
1997), which combines an evaluation of the perceived magnitude of difference between a
reference and degraded stimuli with a subjective judgment of acceptability. In contrast
to MOS or BAQ, S-MOS is restricted to changes solely in the spatial domain between a
reference and degraded stimuli (Rumsey et al., 2008).
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According to a framework for predicting the overall quality of multichannel audio
by Bech (1999), one prediction approach could be to directly use constituent physical
features of overall quality without evaluating each constituent attribute of overall
quality. The development of the QESTRAL model used this approach where the model
was calibrated to listening test data that rated overall spatial quality by employing
constituent metrics of overall spatial quality. In the model, measurements of the device
under test (DUT) are performed using probe signals, which are test signals that stress
the performance of a spatial audio process (SAP). Then, the measurements are used to
compute metrics. A combination of these metrics is used to predict the listening test
data to calibrate the model. A different set of listening test data is used to validate the
model.
Perceptual quality is measured using intrusive or unintrusive methods (Rix, 2004).
An intrusive measurement of quality is where measurements of a reference stimulus and
degraded stimulus are made, and then compared to derive a quality score. This approach
is primarily used by the QESTRAL model because sound quality is a high-level construct
that is easier to define in relative terms. An unintrusive measurement of quality is where
an evaluation is single ended and its physical features can be calibrated against known
anchor points. For some scenarios outside the model, unintrusive measurements are also
possible for evaluating individual attributes of spatial quality such as perceived location,
width, or envelopment.
A conceptual diagram of how overall spatial quality is predicted by the QESTRAL
model is shown in Figure 2.4. To calculate the metric values for the reference system,
the probe signals are subjected to a reference rendering of the spatial format through
the reference soundfield, which are then measured. To calculate the metric values for
the degraded system, the probe signals are put through the DUT. The differences in
the measured results — referred to as “diff grades” in the QESTRAL model — are
then derived from the reference and degraded metric values. The overall spatial quality
is predicted through applying the diff grades and listening test results to a statistical
regression model.
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Figure 2.4.: Conceptual diagram of the QESTRAL model by Rumsey et al. (2008).
The DUT can be any electrical, acoustical, or combined spatial audio processing
method. Electrical changes are represented by the “Processing/Codec/Transmission”
block in Figure 2.4, where examples include virtual surround algorithms and low-bit rate
audio codecs. Acoustic changes are represented in the “Reproduction Rendering” block,
where examples could refer to changes in loudspeaker configuration, loudspeaker directiv-
ity, and room reflection characteristics. The “Degraded Soundfield” block describes the
resulting soundfield from the processing/codec/transmission and reproduction rendering
modifications. A situation combining both electrical and acoustical changes could be
comparing spatial rendering formats, such as a 5-channel surround reference versus its
virtual surround rendition, reproduced transaurally over two loudspeakers, possibly in a
different room (Rumsey et al., 2008).
2.4. Stages in QESTRAL Model Development
The major stages involved in developing the QESTRAL model are presented in this
section. Section 2.4.1 presents the creation of probe signals. Section 2.4.2 presents the
development and calculation of the metrics used in the model. Section 2.4.3 explains how
the model is calibrated using listening test results and a combination of metrics. Section
2.4.4 covers the validation procedure using validation test data and cross-validation
procedures.
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2.4.1. Probe Signal Creation
Probe signals are the audio stimuli that aim to emulate the general spatial component
features of typical programme material. The QESTRAL model uses two types of
probe signals, representing the foreground and background streams (Table 2.1). The
concept of auditory streams was initially introduced by Bregman (1994). The foreground
stream relates to dominant sound sources that are the focus of attention such as one or
more series of short notes or a sequence of speech phones, whereas the background
stream involves less-prominent sounds such as the spaces between the notes or phones
(Griesinger, 1997). In terms of the perceived spatial characteristics of reproduced
multichannel audio, examples of sound sources in the foreground stream are musical
instruments and voices, whereas examples of sounds in the background stream are
reverberation and general atmosphere.
Foreground Stream
Perceived source location changes
Individual source width changes
Ensemble width changes
Source stability changes
Source focus changes
(a) Foreground stream.
Background Stream
Envelopment changes
Scene depth changes
Scene width changes
(b) Background stream.
Table 2.1.: Examples of spatial quality distortions categorised by foreground and
background streams by Dewhirst et al. (2008).
The two probe signals in the QESTRAL model are defined for the reference system.
The probe signal that evaluates foreground stream distortions is the “spun noise”
signal, which is specified as 36 sequentially reproduced one-second pink noise bursts,
panned at 10-degree intervals on the horizontal plane (Dewhirst et al., 2008). For
reference reproduction systems that lack source positioning specifications (e.g. a 5-
channel loudspeaker setup in ITU (2006)), these noise bursts are positioned using
pairwise constant-power panning. For reference reproduction systems that provide source
positioning specifications (e.g. higher-order ambisonics (Ahrens, 2012) and wave field
synthesis (Berkhout et al., 1993)), the noise bursts are positioned accordingly. The
background stream probe signal is implemented by a 10-second burst of decorrelated
pink noise simultaneously played through all channels. This signal is designed to
partially approximate diffuse acoustic field characteristics, such as late reflections from
a reverberant acoustic environment. Using programme material as probe signals is not
ruled out, although such a case requires more advanced scene analysis processing for
some metrics (Rumsey et al., 2008).
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Probe signals have an advantage in possessing known characteristics such as source
locations, where a reference can be easily compared to a degradation. The difficulty
in designing probe signals is ensuring these signals and their related metrics sufficiently
cover all the spatial attributes and their quality variations that exist in real programme
material and DUTs.
2.4.2. Metric Derivation
The metrics in the QESTRAL model are used to measure changes in perceived spatial
quality (Rumsey et al., 2008). The perceived spatial characteristics of a sound scene
that the metrics aim to emulate include primary and secondary attributes. The former
cover localisation, while the latter deal with width and envelopment. Some metrics could
be selected to predict specific spatial attributes, while others could be chosen to predict
overall spatial impression. The process of deriving metrics involves measurements using
probe signals of real or simulated soundfields, followed by the appropriate calculations
to determine a single figure of merit.
The procedure for choosing metrics for the QESTRAL model involved informed guess-
work, inspiration from previous research on spatial metrics, audio process knowledge,
accounting for individual spatial attribute contributions, and a pragmatic evaluation of
effective approaches (Jackson et al., 2008). The rationale for choosing metrics is informed
by observed changes in the values of the metrics when altering programme material
with typical audio processes. For example, the IACC0 metric was chosen because it is
associated with perceived envelopment and perceived width, and the spatial quality of a
DUT partly depends on its ability to recreate these spatial attributes (Dewhirst et al.,
2008). The mean_angle_diff metric was chosen because it is a measure of change in the
foreground source locations caused by a DUT that affects spatial quality. It must be
stressed that although not all of the metrics used in the model have direct correlates to
individual spatial attributes, the motivation to include each metric is attributed to its
ability to contain information relevant to spatial impression.
The metrics can be categorised as low- and high-level, where the former are derived
directly from the physical features of measured probe signals (Table 2.2), and the latter
are derived from the former (Table 2.3). The signals for the low-level metrics are acquired
in one of two ways. The first is microphone-based, where the probe signals are measured
through a soundfield using real or virtual microphones. The second is artificial head-
based, where the probe signals are acquired through a soundfield using real artificial
heads or indirect calculation using head-related transfer functions (HRTFs) of artificial
heads within an acoustic simulation. Microphone-based metrics attempt to quantify
spatial characteristics of a soundfield such as how directional it is. Artificial head-based
metrics aim to mimic binaural human hearing, which is based on signals arriving at the
ears being attenuated and coloured by the effects of the torso, head, and pinnae.
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Test Signal
Signal
Acquisition
Method
Type MetricName Description
Pink noise
bursts
pairwise
constant
power panned
from 0° to 360°
in 10°
increments
Artificial-
head-based
Location
Estimated
Localisation
Angle
The azimuth of a
source location
calculated as described
by the QESTRAL
model.
5-channel
decorrelated
pink noise
Loudness entropyL
The entropy of the
left-ear artificial-head
signal with a 0° head
orientation.
entropyR
The entropy of the
right-ear artificial-head
signal with a 0° head
orientation.
IACC IACC_0
The raw IACC values
calculated across 22
frequency bands
(150 Hz - 10 kHz) with
a 0° head orientation.
IACC_90
The raw IACC values
calculated across 22
frequency bands
(150 Hz - 10 kHz) with
a 90° head orientation.
Pressure-
microphone-
based
Energy-based TotEnergy
Total energy measured
by a probe microphone
or derived directly from
audio channel signals.
Cardioid-
microphone-
based
Karhunen-
Loève
Transform
(KLT)
CardKLT
The contribution in
percent of the first
eigenvector from a
Karhunen-Loève
Transform (KLT)
decomposition of four
cardioid microphones
placed at the listening
position and facing in
the following directions:
0°, 90°, 180°, and 270°.
Table 2.2.: An illustrative selection of low-level QESTRAL metrics. Adapted from
Rumsey (2009).
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Type Metric Name Description
Level max_rms_diff
The maximum absolute
change in RMS level
calculated using the
Estimated Localisation Angle
from the 36 noise bursts.
Binaural-based
IACC0
The mean raw IACC values
for a 0° head orientation
calculated across 22
frequency bands
(150 Hz - 10 kHz).
IACC90
The mean raw IACC values
for a 90° head orientation
calculated across 22
frequency bands
(150 Hz - 10 kHz).
IACC0*IACC90 The product of the IACC0and IACC90 values above.
mean_entropy The mean of entropyLandentropyRvalues.
std_spectral_rolloff
The standard deviation of the
spectral rolloff over the total
number of frames in the
binaural signals.
mean_spectral_rolloff
The mean of the spectral
rolloff over the total number
of frames in the binaural
signals.
std_itd
The standard deviation of
interaural time difference
calculated as described in the
QESTRAL model.
std_iid
The standard deviation of
interaural intensity difference
calculated as described in the
QESTRAL model.
mean_angle_diff
The mean absolute change to
the angles calculated using
the Estimated Localisation
Angle from the 36 noise
bursts.
max_angle_diff
The maximum absolute
change to the angles
calculated using the
Estimated Localisation Angle
from the 36 noise bursts.
Table 2.3.: An illustrative selection of high-level QESTRAL metrics. Adapted from
Rumsey (2009).
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Low-Level Metric Calculations
The calculations of low-level metrics from Table 2.2 are described below.
Location-Based Metric: Estimated Localisation Angle Estimated Localisation
Angle predicts the azimuth of the perceived source location (Dewhirst, 2008). The
metric is based on the ear signals of an artificial head, and is calculated as follows.
The vital spatial cues that a listener perceives are obtained from the differences
between the left- and right-ear signals. These interaural differences can be characterised
in terms of the strength of the cross-correlation, time, and intensity, which result in
a range of binaural physical features. The left- and right-signal envelopes for the
mth frequency band (bL,m(t) and bR,m(t)) form the basis to calculate these physical
features. These binaural signal envelopes are generated by rectifying and smoothing
the approximately one-fourth octave bandlimited signals corresponding to one of the 24
gammatone filterbanks (Slaney, 1993) with a 1.1 kHz low-pass filter to mimic hair cell
behaviour.
Interaural cross-correlations (IACCs) for each frequency band m and sample t is
calculated as:
IACC(m, t) = max
τ
 ∑Nn=1 bL,m(t+ n)bR,m(t+ n+ τ)√∑N
n=1 b
2
L,m(t+ n)
∑N
n=1 b
2
R,m(t+ n)
 , (2.1)
where τ is the lag between the left and right envelopes that is typically limited within
the range of ±1 ms, N is the window size in samples, and bL,m(t) and bR,m(t) are the
left and right binaural signal envelopes.
The interaural time difference (ITD) for a particular frequency band m and time
sample t is calculated by locating the time sample where the maximum IACC is attained
within a range of τ between ±1 ms:
ITD(m, t) = arg max
τ
 ∑Nn=1 bL,m(t+ n)bR,m(t+ n+ τ)√∑N
n=1 b
2
L,m(t+ n)
∑N
n=1 b
2
R,m(t+ n)
 , (2.2)
where N is the window size in samples, and bL,m(t) and bR,m(t) are the left and right
binaural signal envelopes.
Interaural intensity difference (IID) is commonly expressed in decibels and is calculated
for each frequency band m and sample t as:
IID(m, t) = 10 log10
(∑N
n=1 b
2
R,m(t+ n)∑N
n=1 b
2
L,m(t+ n)
)
, (2.3)
where N is the window size in samples, and bL,m(t) and bR,m(t) are the left and right
binaural signal envelopes.
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For each frequency band, the conditional probabilities of ITDs or IIDs for a given
azimuth, P (ITD|θ) and P (IID|θ), are estimated from a head-related transfer function
(HRTF) database (Gardner & Martin, 1995) using the method by Supper (2005) and
appropriate normalisation. Posterior probabilities of azimuths for given ITDs or IIDs
are calculated as (MacKay, 2003):
P (θ|ITD) = P (ITD|θ)∑+90°
θ′=−90° P (ITD|θ′)
(2.4)
P (θ|IID) = P (IID|θ)∑+90°
θ′=−90° P (IID|θ′)
. (2.5)
These posterior probabilities then populate ITD or IID lookup tables for each frequency
band. Each row in the lookup table contains a histogram of the probability distribution
of azimuths for a calculated ITD or IID.
For each time frame, ITD and IID values from each critical band provide 48 total
probability histograms across θ. The critical band refers to the bandwidth of one bank
of auditory filters, which describe a model of the peripheral auditory system consisting of
the outer, middle, and inner ear (Moore, 2008). The histograms are weighted by duplex
theory and loudness within each critical band, and then summed over all 24 bands to
yield summary histograms for ITD and IID at time t (cITD(t, θ) and cIID(t, θ)). The
duplex theory, proposed by Strutt (1907), states that ITDs are used to localise low-
frequency sounds, while IIDs are used to localise high-frequency sounds. The loudness
weighting model is based on the research by Supper (2005), where the critical bands that
have a high signal level are weighted over those with little active content. The summary
histograms, cITD(t, θ) and cIID(t, θ), are multiplied to create a final histogram, cBoth.
The multiplication suppresses spurious peaks in the ITD and IID summary histograms,
which result in the final histogram to have peaks only where the ITD and IID cues agree.
The histogram is averaged over all time frames, and the peak is taken as the Estimated
Localisation Angle θˆ, which is calculated as:
θˆ = arg max
θ
1
T
T∑
t=1
cBoth (t, θ) , (2.6)
where T is the number of samples in the signal.
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Entropy-Based Metrics: entropyL and entropyR The metrics, entropyL and
entropyR, are also based on the ear signals of an artificial head (Jackson et al., 2010).
These metrics use signal entropy (Shannon, 1948) as a measure of information present
in signals, which was found to correlate with loudness and distance. The entropy of the
left-ear signal is calculated as:
entropyL = −
T∑
t=1
P (aL(t)) lnP (aL(t)), (2.7)
where aL(t) is the left-ear signal at time t, T is the number of samples in the binaural
signals, and P (aL(t)) is the probability of a sample value estimated from the histogram
of the sample distribution (Moddemeijer, 1989). The entropy of the right-ear signal is
calculated similarly to the left-ear entropy:
entropyR = −
T∑
t=1
P (aR(t)) lnP (aR(t)), (2.8)
where aR(t) is the right-ear signal at time t, T is the number of samples in the binaural
signals, and P (aR(t)) is the probability of a sample value estimated from the histogram
of the sample distribution.
IACC-Based Metrics: IACC_0 and IACC_90 IACC_0 contains the raw IACC values
for a 0° head orientation calculated across 22 frequency bands between 150 Hz and
10 kHz. IACC_90 contains the raw IACC values for a 90° head orientation calculated
across 22 frequency bands between 150 Hz and 10 kHz. The raw IACC values of both
metrics are applied towards calculating high-level metrics based on IACC (e.g. IACC0,
IACC90, and IACC0*IACC90).
Energy-Based Metric: TotEnergy TotEnergy is a microphone-based metric (Jackson
et al., 2008). This metric represents the total energy arriving at the listener position
and is related to perceived envelopment (Conetta, 2010). The signal acquisition from
a single omnidirectional microphone (m(n)) is used to calculate the root-mean-square
amplitude:
TotEnergy =
√∑N
n=1m
2(n)
N
, (2.9)
where N is the size of the signal frame in samples.
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Directional Coherence-Based Metric: CardKLT The cardioid Karhunen-Loève
Transform (CardKLT) metric is another microphone-based metric (Jackson et al., 2008).
It is related to perceived envelopment (Conetta, 2010). The metric is based on B-
format microphone signals in a horizontal soundfield (Gerzon, 1973), and indicates
how directional the soundfield is in the horizontal plane. The correlation between
the constituent B-format signals (i.e. the omnidirectional (mW(n)) and directional
(mX(n) and mY(n)) signals), indicates directional coherence. The metric is calculated
by combining the directional components through principal component analysis (a.k.a.
Karhunen-Loève Transform) (Figure 2.5), and examining the size of the largest eigenvalue
λ21 in proportion to the total energy (i.e. the TotEnergy metric) in the signal:
CardKLT = 100
(
1− λ
2
1
TotEnergy
)
. (2.10)
Jackson et al. Spatial quality prediction (Part 3)
capture can be placed and oriented arbitrarily, giv-
ing the system the capability to extract metrics at
multiple locations throughout the listening area.
3.1. Microphone-based metrics
The first category of metrics is derived using signals
from one or more microphones. Here we describe two
microphone configurations, a single omni-directional
microphone placed at the location of interest and
a coincident array consisting of an omni plus two
figure-of-eight microphones. By convention, we use
discrete signals at a standard audio sampling rate of
44.1 kHz.
3.1.1. Signal intensity
The mono signal captured by a single omnidirec-
tional microphone, mW(n), is used to give a mea-
sure related to the total energy arriving at the listen-
ing position, which is calculated as the root-mean-
square amplitude:
TotEnergy =
￿￿N
n=1m
2
W(n)
N
, (1)
where N is the size of the signal frame in samples.
3.1.2. Directional coherence
The virtual microphone array was based on supple-
menting the omni-directional microphone with two
figure-of-eight (velocity) microphones at right angles
to one another in the horizontal plane. These x
and y directions in plan view correspond to a line
pointing directly ahead for a listener facing forward
(i.e., orientation of 0◦) and the axis through the lis-
tener’s ears, respectively. The correlation between
the omni-directional signal and each of the direc-
tional signals, mX(n) and mY(n), indicates how di-
rectional the sound field is. These B-format signals
are combined to give cardioid microphone signals
[13]. The metric is computed by combining the x
and y components through a principal components
analysis (a.k.a. Karhunen-Loe`ve Transform) and ex-
amining the size of the largest eigenvalue λ21, in pro-
portion to the total energy in the signal:
CardKLT = 100
￿
1− λ
2
1
TotEnergy
￿
. (2)
Figure 2 gives a block diagram.
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Fig. 2: Block diagram of CardKLT metric.
3.2. Ear-based metrics
While microphone-based metrics go some of the way
to describe the spatial characteristcs of a sound field,
human perception is based on signals arriving at the
ears, which are attenuated and coloured by the ef-
fects of the torso, head and pinnae. Hence, we have
included in our set of metrics a number of measures
derived from ear signals recorded or simulated by an
artificial listener.
3.2.1. Monaural entropy
Although one might assume that the spatial impres-
sion of a sound field depends exclusively on the spa-
tial characteristics of the sound field, other factors
can heavily influence one’s interpretation of a re-
produced sound scene. For instance, a piano may
be perceived to be wider than a flute despite being
played back through a single loudspeaker, and many
voices more enveloping than one. Equally, the divi-
sion of signal components into foreground and back-
ground streams, mediated to some extent by higher
cognitive processes, can aﬀect the way that those
components are perceived. Therefore, the signal en-
tropy was introduced as a measure of the amount of
information in the signal, which is expected to cor-
relate with these factors. The entropy measure used
was calculated for the signal at the left ear, aL(n):
EntropyL = −
N￿
n=1
P (aL(n)) lnP (aL(n)) , (3)
where the probability of a sample value P (aL(n)) is
estimated from the histogram of the sample distri-
bution [17].
3.2.2. Binaural cues
The most important spatial cues listeners receive are
obtained from diﬀerences between the signals at the
two ears, the binaural signals. These inter-aural dif-
ferences are quantified in terms of time, intensity
AES 125th Convention, San Francisco, CA, USA, 2008 October 2–5
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Figure 2.5.: Block diagram f the C rdKLT metric by Jackson et al. (2008), where the
process to calculate the largest eigenvalue from the directional (mX(n) and
mY(n)) and omnidirectional (mW(n)) signals using principal component
analysis is described.
High-Level Metric Calculations
The calculations of high-level metrics from Table 2.3 are described below.
Level-B sed Metri : max_rms_diff The m x_rms_diff m tric was designed to show
distortions in sound pressure level for different scene components, and reflects the
reproduction system’s ability to reproduce the correct levels of sources around the listener
(Jackson et al., 2010). Using the “spun noise” probe signal, the average sound pressure
for the left- and right-ear signals is defined at each azimuth φ between 0° and 360° in 10°
increments as:
RMS(φ) =
√∑T
t=1 (aL,φ(t) + aR,φ(t))
2
4T
, (2.11)
where aL,φ(t) and aR,φ(t) are the left- and right-ear signals respectively at time t, and T
is the number of samples. The metric is calculated as:
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max_rms_diff = max
φ
|RMSRef(φ)− RMSDUT(φ)| , (2.12)
where RMSRef(φ) is the value of RMS(φ) for the reference system, and RMSDUT(φ) is
the value of RMS(φ) for the DUT.
Binaural Metrics Binaural metrics, which are derived from IACC, ITD, and IID, are
used in the QESTRAL model to maintain relevance to the human perception of spatial
quality (Jackson et al., 2008). Binaural cues of a real or artificial head at a given
listening position can provide much perceptually relevant information of a soundfield. In
particular, ITD and IID cues are often combined for estimates of perceived sound source
localisation. Examples of binaural metrics include averaged IACC values over a number
of frequency bands for 0° and 90° head orientations (IACC0 and IACC90), the standard
deviation of interaural time difference (std_itd), the standard deviation of interaural
intensity difference (std_iid), the average localisation error (mean_angle_diff), and the
maximum localisation error (max_angle_diff).
IACC-Based Metrics: IACC0, IACC90, and IACC0*IACC90 IACC can provide
information regarding the perception of auditory source width (Okano et al., 1998;
Mason et al., 2004) and envelopment (Bradley & Soulodre, 1995). IACC0 is defined
as the average IACC over F frequency bands for a 0° artificial-head orientation. The
metric is calculated as:
IACC0 =
1− 1
F
F∑
f=1
(
max
t
IACC(t, f)
) . (2.13)
Variations of this metric are also possible, such as IACC90 for a head orientation 90°
to the right. These two IACC metrics can be multiplied to create a new metric called
IACC0*IACC90. This metric could relate to the diffuseness of a reproduced soundfield
(Dewhirst et al., 2008).
Entropy-Based Metric: mean_entropy The mean_entropy metric is defined as the
mean of the left- and right-ear signal entropies. The metric is calculated as:
mean_entropy =
1
2
(entropyL + entropyR) , (2.14)
where entropyL is the entropy of the left-ear signal (Eq. 2.7) and entropyR is the entropy
of the right-ear signal (Eq. 2.8). Although mean_entropy was included in the QESTRAL
model, this metric could be unnecessarily complicated because it is very closely related
to the decibel level of ear signals (Jackson et al., 2010).
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Localisation-Based Metrics: std_itd and std_iid The std_itd and std_iid
metrics are based on estimated azimuth characteristics, and relate to the spatial
distribution of dominant phantom sound sources in a sound scene. The metrics are
computed from ITD and IID confidence scores, which describe the source distribution,
by averaging them over time and then taking the standard deviation, treating the scores
as a histogram:
std_itd = std
(
1
T
T∑
t=1
(cITD(t, θ))
)
(2.15)
std_iid = std
(
1
T
T∑
t=1
(cIID(t, θ))
)
, (2.16)
where T is the number of samples in the signal, cITD(t, θ) represents the ITD confidence
scores, and cIID(t, θ) represents the IID confidence scores. The calculation details of
cITD(t, θ) and cIID(t, θ) were shown in Section 2.4.2 where the Estimated Localisation
Angle low-level metric was calculated.
Localisation-Based Metrics: mean_angle_diff and max_angle_diff The
mean_angle_diff metric is the average localisation error over time between the
reference system and DUT, whereas max_angle_diff is the maximum localisation error
between the reference system and DUT. These metrics are based on estimated azimuth
characteristics and are related to perceived localisation. Both metrics measure the change
in the foreground source locations caused by the DUT, which affects perceived spatial
quality. The metrics are calculated as:
mean_angle_diff =
1
N
∑
φ
∣∣∣θˆRef(φ)− θˆDUT(φ)∣∣∣ (2.17)
max_angle_diff = max
φ
∣∣∣θˆRef(φ)− θˆDUT(φ)∣∣∣ , (2.18)
where N is the number of “spun noise” probe signals (i.e. 36), φ is the intended
localisation angle in the range from −180° to +180° in 10° increments, and θˆ is the
estimated localisation angle (Eq. 2.6).
2.4.3. Calibration
The calibration stage of the QESTRAL model involves the creation of a multivariate
linear regression algorithm or similar mapping method, which can then be used to model
listening test results (Dewhirst et al., 2008). Using these results to calibrate the model
allow predictions to be very similar to real-world listening tests.
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Listening Tests
Three types of listening tests were used to develop the QESTRAL model, which include
the pilot, calibration, and validation listening tests. The test stimuli for these listening
tests were composed of common programme material and audio processes that stressed
a relevant selection of spatial attributes across a wide range of assessment levels. Test
stimuli that cover both a wide range of different spatial attributes and a wide span of
degradation levels within each spatial attribute provide calibration data that leads to
a more reliable, robust, and generalisable model (Conetta et al., 2008). Programme
material should represent a wide range of common genres and demonstrate spatial
qualities to be examined such as distinct source locations and envelopment. Examples
of 5-channel programme material used to develop an earlier version of the QESTRAL
model (Conetta, 2010) include a televised tennis match, classical music, and pop music,
whereas examples of audio processes include various downmixes, low-bitrate audio
coding, loudspeaker misplacements, and channel routing errors.
A familiarisation task is carried out before a listening test to expose subjects to
the range of stimuli under investigation. Differences in the graphical user interface
for familiarisation tasks can alter listening test results. The familiarisation interface
by Conetta (2010) used labels for the stimuli and speculatively ranked SAPs from the
highest to lowest overall spatial quality (Figure 2.6a). The familiarisation interface by
Kelley (2013) did not use labels and presented SAPs in randomised order (Figure 2.6b).
For the same SAP, the ratings by Conetta differed compared to those by Kelley. Kelley’s
interface is speculated to minimise biased ratings by removing the systematic elements
from the familiarisation task.
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(a) Calibration listening tests to develop the QESTRAL model by Conetta (2010).
 6 - Experiment Design 
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6.5.2 Familiarisation patch 
The QESTRAL familiarisation patch was examined and, similar to the QESTRAL listening 
test patch, was unsuitable for modification. A familiarisation patch was designed from 
scratch in order to familiarise the listeners with the stimuli used in the proposed test and 
combat the issue of the task becoming easier throughout the test, noted in section 6.5 
(Bech & Zacharov 2006). A familiarisation process was also included in the QESTRAL 
listening test, so for comparison’s sake, should be included in the proposed test. The patch 
can be seen in Figure 6.2. The listener is instructed to listen through the stimuli that will 
be presented in the test and think about how they may rate the spatial quality of each 
stimulus. The interface allows the listener to cycle through the reference for each program 
item, followed by the seven impairments. Whilst listening to the impairments, the 
interface allows the liste er to toggle back to the reference f r comparison. 
 
Figure 6.2: Familiarisation patch for proposed experiment  
6.6 Pilot test 2 
With the instructions and familiarisation process in place, a second informal pilot test was 
conducted to assess whether the task uncertainties and interface issues flagged in the first 
pilot test (section 6.5) had been resolved. It was important that the listeners chosen for the 
second pilot test were different from those used in the first pilot test, since the issues were 
rooted in familiarity. 2 listeners were presented with the user listener instructions, 
detailed in section 6.5.1, before completing the familiarisation process. They then 
undertook the proposed listening test as before. 
(b) Listening tests to validate headphone auralisation with head tracking for evaluating overall
spatial quality by Kelley (2013).
Figure 2.6.: Screenshots of graphical user interfaces used for stimuli familiarisation.
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The first listening test is a pilot listening test used to select experimental stimuli for
the calibration listening test, and possibly the validation listening test. A pilot listening
test by Conetta et al. (2008) used eight spatial attributes selected based on the scene-
based paradigm by Rumsey (2002) and QESTRAL group member discussions. These
spatial attributes are collectively referred to as “lower level,” as they are the constituent
building blocks contributing to overall spatial quality (Conetta et al., 2008). The spatial
attributes were used to assess whether changes between a reference and experimental
stimuli evenly stressed four degradation levels:
1. no changes;
2. slight changes;
3. moderate changes;
4. large changes.
The list of spatial attributes that were used in the pilot listening test by Conetta et al.
(2008) are shown in Table 2.4.
Spatial Domain Distortion Spatial Attribute
Primary Spatial Attributes Localisation
Individual Source Location
Distance
Depth
Secondary Spatial Attributes
Sound Source Width
Individual Source Width
Ensemble Width
Audio Scene Coverage Angle
Sense of Envelopment Envelopment
Spaciousness
Table 2.4.: Primary and secondary spatial attributes used in a pilot listening test to
develop the QESTRAL model, categorised by the spatial domain distortions
accounted for by the model (Jackson et al., 2008; Conetta et al., 2008).
The second listening test is used to collect data to calibrate the QESTRAL model.
A calibration listening test by Conetta et al. (2008) used a test paradigm based on
MUlti Stimulus test with Hidden Reference and Anchor (MUSHRA) (ITU, 2003). In the
listening test, any and all changes to spatial quality, along with a hedonic component
regarding the degree of acceptability or annoyance of the spatial degradations in the
evaluated stimuli compared to the reference, were judged as degradations on an S-MOS
scale. The graphical user interface (GUI) used in the calibration listening test employed
a label-free 100-point scale comparing eight stimuli against the reference (Figure 2.7).
Amongst the eight stimuli, five were degraded versions of the reference system and three
were hidden anchors that were intended to be scored at the top, middle, and bottom
of the scale. Hidden anchors were featured in the interface to enable listener responses
to span across the full range of the assessment scale, and to reduce assessment scale
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biases (Zielinski et al., 2008). Fourteen experienced subjects participated. The listening
room and the 5-channel loudspeaker layout used in the listening test conformed to ITU
standards (ITU, 1997, 2006), apart from where deliberate errors were introduced such
as loudspeaker misplacements and off-centre listening positions.
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Figure 2.7 : Screenshot of the graphical user interface used in the calibration listening
test to develop the QESTRAL model by Conetta et al. (2008).
In the GUI for the calibration listening test, each degraded stimulus is compared
against a reference. These comparisons produce results that quantify a change in
overall spatial quality produced by a given stimulus degradation. One assumption in
the comparisons is that perceptual conditions possessing the identical quality as the
reference are graded at the top of the scale, and any perceived changes to the reference
are judged to be of lower quality. The assumption is that the reference is “correct” and
anything else is “incorrect,” which cannot be rated “better” or higher than the reference
(Rumsey et al., 2008).
The third (i.e. validation) listening test is discussed in Section 2.4.4.
Regression Modelling
The QESTRAL model was calibrated using a regression method that linearly combines
a set of metric values that correlate as closely as possible to the calibration listening test
scores. Partial least squares (PLS) regression was chosen to calibrate the model because
it is highly capable of exploratory model development using a large number of metrics
(Abdi, 2010). Multicollinearity is an undesirable condition in regression modelling where
two or more independent variables (e.g. the metric values) are linearly related. The
condition is dealt with in PLS regression by grouping the metric values into latent
variables called PLS components (Esbensen et al., 2002), which are influenced by the
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latent structure of a dependent variable (e.g. the calibration listening test scores). PLS
regression contrasts with a less-powerful regression method called principal component
regression (PCR), which deals with multicollinearity similarly but has latent variables
called principal components (PCs) that are not guaranteed to correlate to a dependent
variable. A PCR model may need more latent variables than a PLS regression model that
performs similarly. The model should not be blindly overfitted with metrics to achieve
the best possible outcome, which is less generalisable. When the model is calibrated,
diff grade calculations of n metrics are input into a multiple linear regression equation
to predict an S-MOS value for each SAP:
Predicted S-MOS = coefficient1×diff grade1+ · · ·+coefficientn×diff graden+constant.
(2.19)
Calibration is an iterative process (Figure 2.3, Loop 1), which initially incorporates all
potentially relevant metrics, and then alters the metric selection based on further data
analysis (Dewhirst et al., 2008). This further analysis involves iterations in reducing
both the metrics and principal components to a minimum, while meeting several target
specifications such as a low variance inflation factor (VIF) and threshold for root-mean-
square error (RMSE) (Conetta, 2010). The iterations in calibrating the model are
terminated upon meeting the target specifications. A larger iterative loop proceeds
in the case where the listening test results cannot be modelled by the current set of
metrics (Figure 2.3, Loop 2). Here, the calibration results are analysed in an attempt
to determine the deficiencies in the model to create new, perceptually justifiable metrics
that could lead to an improved model.
Regression analysis is performed to determine how much the predicted S-MOS values
by the calibrated model deviate from the calibration listening test scores. One measure
used in the analysis is correlation (R2), which represents the degree to which the
variability in one variable (e.g. the calibration listening test scores) is attributable to
the variability in another variable (e.g. the predicted S-MOS values) (Howell, 2010).
Another measure used is the root-mean-square error of calibration (RMSEC), which is
an estimate of the average modelling error (Esbensen et al., 2002).
In addition to predicting overall spatial quality, there have been previous attempts to
predict individual spatial attributes that are tangentially related to the development of
the QESTRAL model. These attributes include localisation, perceived auditory source
width, and envelopment. A model that predicts localisation for 2-channel stereo, 5-
channel surround, and wave field synthesis by Dewhirst (2008) had a correlation (R) of
0.98 between the predicted angles and median of perceived angles with a root-mean-
square error of prediction (RMSEP) of 6°. RMSEP is an estimate of the average
prediction error (Esbensen et al., 2002). Dewhirst (2008) also developed a model that
predicts perceived auditory source width that had a correlation (R) of 0.49 and an
RMSEP of 7.5°. George et al. (2008) developed a model for envelopment prediction that
had a correlation (R) of 0.86 and a standard error of estimate of 10%.
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2.4.4. Validation
The final stage after identifying the best regression model is to confirm that it
represents a more general population of stimuli and experienced subjects, and is suitable
for similar situations to the calibration environment (Hair et al., 1992). A formal
validation procedure empirically tests the regression model from the calibration stage
for generalisation by attempting to predict the data from a validation listening test.
These data have slightly different parameters from the calibration listening test data,
which could involve a new group of experienced listeners, another set of programme
material, or somewhat dissimilar acoustical environments.
Although not a complete alternative, in the absence of time or cost to perform
additional validation listening tests, cross-validation can be performed instead of formal
validation procedures (Esbensen et al., 2002). Cross-validation mathematically assesses
how accurately a predictive model can be used in practice. The two cross-validation
procedures used during the development of the QESTRAL model were split data and
leave-one-out. In split data cross-validation, the dataset is first randomly split into two
equally sized sets, followed by the prediction of one set by a model created from the other
set, and vice versa. An advantage of this procedure is that it provides unbiased estimates
of generalisation error. Disadvantages include where the procedure requires a very large
sample set and cannot always be used with complete confidence (Krzanowski, 1988).
In leave-one-out cross-validation, one point is left out from the dataset, and predicted
by a model created from the remaining data points (Stone, 1974). An advantage of
this procedure is that it has low mean-square error (MSE) for smaller datasets (Goutte,
1997), whereas a disadvantage is that it could be computationally complex (Schneider
& Moore, 1997). A more recent version of the QESTRAL model (Jackson et al., 2010)
achieved a correlation (R2) of 0.78 from a leave-one-out cross-validation and an RMSEP
of 12.00% (Figure 2.8).
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Jackson et al. Estimates of perceived spatial quality across the listening area
Metric name SE(B) B
iacc 9band -0.47 -271.21
front angle diff -0.42 -45.95
mean spectral rolloff -0.25 -0.003
max rms diff 0.22 371.08
mean entropy -0.16 -16.76
Constant – 100.00
Table 1: The coefficients of the regression model fitted
to the results from both listening tests. The second and
third columns contain the standardized and raw coeffi-
cients respectively.
off-centre listening position in the first listening test to
the same scale as the rest of the results (R2=0.94).
Once all data from both listening tests were on a sin-
gle scale, they were used to calibrate a least-squares re-
gression for predicting spatial quality from the calculated
metric values. As the top of the scale in the listening tests
was fixed for the reference reproduction, the regression
was constrained to give a MOS of 100, implemented us-
ing QR factorization of the metric diff grades [34]. Ta-
ble 1 shows the coefficients of the resulting regression
model. A leave-one-out cross-validation gave R2=0.78
and root-mean-squared error of prediction (RMSEP) of
12.0%, shown in Fig. 5. A further cross-validation was
performed by dividing the set of all listening test results
into two subsets of equal size, for calibration and valida-
tion, which yielded the same R2 and RMSEP values.
4. RESULTS
For our simulation experiments, the listening area inside
the five-channel loudspeaker configuration was sampled
using a 10-cm grid. The model was used to estimate
the spatial quality at each point on the grid for differ-
ent DUTs, and the results were plotted as maps of spatial
quality, using 2D cubic splines to interpolate the 10cm
grid where possible. The benefits of modeling spatial
quality across the listening area include ensuring that the
model is generalisable and also mitigation of the risk of
overfitting to the listening test data.
Fig. 6 shows plots of predicted spatial quality across the
listening area for eight processes. The 95% confidence
interval for predicted MOS of 100 was calculated (i.e.
the spatial quality of the reference soundfield at the cen-
tre listening position). The lower limit of the confidence
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Fig. 5: Results of the leave-one-out cross-validation of
the regression model. The solid line shows the ideal re-
lationship and the line of best fit is shown dotted.
interval is shown as a black contour in the relevant plots
in Fig. 6. For each one, the area inside the contour pro-
vides a measure of the extent of the DUT’s good spatial
reproduction.
The results for the reference soundfield (top left) and
3/1 downmix (middle left) both show the limitations of
the loudspeaker setup: the spatial image collapses into
the nearest loudspeaker at listener positions close to the
loudspeaker locations. The iacc 9band metric in partic-
ular shows this behaviour (see Fig. 1). The results for the
3/1 downmix are similar to those for the reference sound-
field, with the addition of a thin area of lower predicted
spatial quality between the two surround loudspeakers.
This is due to the Left and Right Surround channels dom-
inating the binaural signals at these positions. As these
two channels are identical for the 3/1 downmix, this re-
sults in a low value for the iacc 9band metric (the only
significant difference between the 3/1 downmix and the
reference).
The results for the process attenuating the Left, Right and
Centre channels by 6dB (Fig. 6, top centre) show the Left
and Right Surround channels dominating the binaural
signals for a large proportion of the listening area. Two
of the metrics substantially differ for this process com-
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Figure 2.8.: Results of the leave-one-out cross-validation of the QESTRAL model by
Jackson t a . (2010). The solid line shows the ide l rel nship and the
dotted line shows the line of best fit.
In the case where the validation stage is unsuccessful, another iteration of the
development procedure for a perceptual model is required where the process commences
with the elicitation and selection of new perceptual attributes (Figure 2.3, Loop 3). An
iteration of the complete model development in Figure 2.3 commences for each elicited
attribute.
2.5. Limitations of the QESTRAL Model
Perceptual models have limitations that dictate the extent of what can be modelled.
Awareness of these limitations in the QESTRAL model can help adapt it from the
acoustic environment of domestic listening rooms to that of automotive audio systems.
Several limitations are highlighted.
One limitation of the model is that by inherently judging overall spatial quality, the
contribution of each spatial attribute to the perceptual space is unclear. For example,
when assessing identical S-MOS values for two different SAPs, it is not always obvious
which spatial attributes are contributing to the overall score, and to what degree. If an
S-MOS rating is predic ed in conju ction with individual spatial attribut scores, the
proportional contributi ns of th constituent attributes can be verifi d.
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An automotive audio system is very different from a domestic audio system in terms of
listening position, loudspeaker layout, and acoustical properties of the reproduction space
(Clark, 1990; Shively, 1998). Hence, a limitation could exist where the current set of
metrics, which are based on domestic audio, may not completely describe the perceptual
space of a new environment. For example, the current binaural metrics in the model such
as std_iid and mean_angle_diff account for spatial degradations in the horizontal plane,
but not elevation. New variations of these metrics that incorporate elevation may be
needed because current metrics are based explicitly on estimated azimuth characteristics.
Another limitation of the model is that recalibration might be necessary for adaptation
to acoustic environments that are different from a domestic listening room, which the
model was originally developed in. It is likely that predominant degradations of spatial
perception are unique to each acoustic environment. Spatial degradations such as
perceived auditory source width might be judged on different scales in different acoustic
environments. Therefore, the model might not accurately predict the overall spatial
quality of an automotive audio system using a domestic audio system reference.
Letowski (1989) defined fidelity as “the perceptual measure of the degree of similarity
between auditory images produced by two sounds: a compared sound (variable) and a
reference sound (standard).” Quality can be defined in absolute terms, such as in the
absolute category scale (ACR) (ITU, 1996). The S-MOS scale is closer to a fidelity scale
than a quality scale, and is limited at the top by the defined reference. The nature of
the scale is another limitation of the model because if the defined reference is of lower
quality than another higher-quality reference, an evaluated degradation might be rated
differently (Figure 2.9).
0
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Degradation
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Degradation
Rating
Figure 2.9.: Visualisation of the nature of the S-MOS scale, where the same degradation
might be rated differently depending on the quality of the reference.
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Finally, possibly another limitation in the model is that its calibration is based on
multivariate linear regression instead of more advanced methods such as ANNs (Section
2.1). These are inspired by the human neural network, where a system of adaptive
interconnected processing elements describe the relationship between a set of input
and output variables (Taylor, 1995). ANNs have advantages over multivariate linear
regression in that they can be more accurate, and do not require theoretically deduced
(i.e. a priori) assumptions regarding the relations between independent and dependent
variables, as they are learned (Brey et al., 1996; Sousa et al., 2007). A disadvantage of
ANNs over multivariate linear regression is that the former are a black box, where the
relations between the variables are hidden behind its neural architecture, and delivers
results without an explanation of how they were derived (Brey et al., 1996). Therefore,
if the QESTRAL model were developed using ANNs, it is impossible to confirm the
contribution of each metric towards overall spatial quality. Another disadvantage is
where the risk of overfitting a perceptual model could be higher with ANNs. This risk is
a problem in developing a generalisable ANN model, which requires checks using cross-
validation or similar techniques (Sousa et al., 2007). Finally, one more disadvantage is
that the basic theory of ANNs is not completely understood because additional studies
of brain functions and interdisciplinary knowledge from fields such as psychology and
biochemistry are needed (Taylor, 1995).
2.6. Summary
This chapter investigated the development and capabilities of the QESTRAL model,
which is a perceptual model that specifically predicts the overall spatial quality of
domestic multichannel audio systems. Understanding the model’s limitations identified
where the model may need to be modified for adaptation to automotive audio systems.
An overview of perceptual models showed that using a combination of physical features
to predict perceptual attributes can be analogous to the objective assessment part of the
“Filter Model” by Fog and Pedersen. Options were briefly reviewed in how physical
features can be mapped to perceptual attributes to enable perceptual quality prediction,
which covered multivariate linear regression and artificial neural networks. The general
approach in creating a model for perceptual quality prediction was presented.
The first stage in developing a perceptual model involves using either verbal or non-
verbal methods to elicit perceptual attributes that describe the stimuli. This is followed
by conducting a perceptual test that provides data, which the model is calibrated to.
In a separate procedure, a preliminary set of physical features is created by identifying
objective measurements or deriving figures of merit from these measurements, where
their magnitudes relate to the sensory strength of the perceptual attributes. From
this set, the physical features most likely to predict the perceptual attribute to be
modelled are selected and applied towards an attempt to model the perceptual test
data to calibrate the model. Developing a perceptual model concludes by performing a
validation procedure to the calibrated model to determine model generalisation. This
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procedure could involve predicting a new set of similar stimuli, or as a partial substitute,
cross-validation, where the data are split into two or more subsets, and then predicting
one subset by another. Perceptual model development is an iterative process that may
require several iterations.
The QESTRAL model is a specific case of a perceptual model that predicts overall
spatial quality. The model uses a framework of multichannel audio quality prediction
where low-level physical features of overall quality are directly used to predict overall
quality, without evaluating each low-level attribute of overall quality. An intrusive
approach to measure perceived quality is where the metrics derived from differences
between the measurements of the reference and degraded stimuli are used to calibrate
the model. This method is primarily used by the model because sound quality is a
high-level construct that is easier to define in relative terms. Conceptually, the model
predicts overall spatial quality by first calculating the metrics for the reference system
and DUTs, which can be any electrical, acoustical, or combined spatial audio processing
method. Then, the differences between reference system and DUT metrics are applied
along with listening test results to create a statistical regression model.
The major development stages in the QESTRAL model are probe signal creation,
metric derivation, calibration, and validation.
Probe signals are test signals that emulate the general spatial features of typical
programme material. The QESTRAL model employs two types of probe signals, which
represent the foreground and background streams. The former can relate to vocals and
musical instruments, while the latter can relate to reverberation and general atmosphere.
Panned pink noise bursts are used to evaluate foreground stream distortions, and
decorrelated pink noise is used to analyse background stream distortions.
Metrics are used to measure overall changes in perceived spatial quality. They are
chosen for the model by observing changes in their values when altering programme
material with typical audio processes. Metrics can be categorised as low and high level,
where the former are derived directly from the physical features of measured probe
signals, and the latter are derived from the former. Low-level metrics can be based on
signals from either microphones or an artificial head. Microphone-based metrics attempt
to quantify spatial characteristics of the soundfield such as how directional it is, whereas
artificial head-based metrics aim to mimic binaural human hearing, such as perceived
auditory source width and localisability. Calculations of select metrics were shown.
Calibration of the model involves conducting a listening test to select experimental
stimuli, and another listening test to provide data for the calibration. Then, a
multivariate linear regression model is created using an iterative procedure. The
performance of the calibrated model is assessed by performing a regression analysis
on the predicted data and listening test data. Attempts to predict individual spatial
attributes, which were tangentially related to QESTRAL model development, have also
been carried out.
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Validation confirms that the calibrated model can reflect a more general population of
experienced subjects, and is suitable for similar situations to the calibration environment.
The formal validation procedure involves predicting a new set of listening test data. In
the absence of time, cross-validation can be performed as a less-than-ideal alternative
to formal validation. Both split data cross-validation and leave-one-out cross validation
were used to develop the QESTRAL model. If validation fails, then another iteration of
model development is needed.
The chapter concluded by discussing the limitations of the QESTRAL model. The
contribution of each spatial attribute towards overall spatial quality is hidden because
the model only evaluates overall spatial quality. The QESTRAL metrics were developed
in the domestic audio context. They are not guaranteed to work without modification for
automotive audio systems because their environments are different in terms of listening
position, loudspeaker layout, and acoustics. The model also might require recalibration
and a new reference to assess the overall spatial quality of a new acoustic environment,
such as an automotive audio system. The intrusive approach to perceptual quality
modelling might result in a reference that is of lower quality than a rated degradation.
Lastly, modelling approaches such as artificial neural networks (ANNs), which are more
advanced than the approach used to develop the model, can result in more accurate
predictions. However, ANNs also have disadvantages such as hidden relationships
between the variables that delivers results without a derivation explanation, the risk
of overfitting a perceptual model, and an incomplete basic theory.
The main research question in this chapter was “How are perceptual models developed,
particularly the QESTRALmodel, and what are its limitations?”, which was broken down
into three smaller research questions. Answers are listed for these research questions.
1. How are perceptual models developed?
Perceptual models are developed over several stages. Perceptual attributes that
describe a multidimensional percept are elicited. A perceptual test is conducted to
provide data for model calibration. Physical features that relate to the perceptual
attributes are created. A model is calibrated iteratively by employing a selection of
physical features in an attempt to model the perceptual test data. The iterations
terminate when model predictions sufficiently match the perceptual test data.
The stages end by validating the calibrated model to determine generalisability.
Perceptual model development could take several iterations.
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2. How was the QESTRAL model developed?
The QESTRAL model was developed over four stages. The first stage involved
creating probe signals. The second stage involved deriving metrics from these
probe signals. The third stage involved calibrating the model. Listening test data
were collected, and then a weighted combination of the metrics was employed in
an attempt to model these data. Model performance was assessed by regression
analysis between the predicted data and listening test data. The fourth stage
involved validating the model, which consisted of either a formal procedure where
a new set of listening test data is predicted or a cross-validation procedure,
which is a partial alternative to formal validation. Three types of listening tests
were employed to develop the model, which included a pilot test that qualifies
programme items and spatial audio processes, another to calibrate the model, and
one for model validation.
3. What are the limitations of the QESTRAL model?
The limitations of the QESTRAL model include the unclear contribution of
each constituent spatial attribute towards an overall spatial quality rating, the
possibility of current metrics not being applicable towards different acoustic
environments, the possible need to recalibrate the model for different acoustic
environments, the potential alteration of a degradation rating depending on the
quality of the reference, and the absence of more advanced modelling methods.
A limitation of the QESTRAL model suggested that its metrics may not work outside
the domestic audio environment, which implies that the model may also not work outside
this environment. The model’s ability to reflect other spatial attributes that were not
originally considered may need development. Hence, the next chapter investigates which
of these spatial attributes describe the perceived spatial characteristics of automotive
audio systems.
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Chapter 3
Spatial Attributes for Automotive
Audio Systems
The previous chapter explained the general development of perceptual models and a
specific case of a perceptual model called QESTRAL, which predicts the overall spatial
quality of domestic audio systems. In this chapter, attributes that describe the perceived
spatial characteristics of automotive audio systems and degradations related to them
are reviewed, which can be useful for adapting the QESTRAL model from a domestic
environment to an automotive one. These attributes and degradations inform which
existing metrics from the model can be used, or which new metrics need to be created
for the adaptation. The review of the attributes and degradations results in an interim
list of attributes, which are then compared to the attributes used in a pilot listening test
to develop the QESTRAL model. The comparison is important because it shows where
the model could be deficient for predicting the overall spatial quality of automotive audio
systems. Based on the comparison, a final list of attributes is proposed for developing a
modified version of the model for automotive audio systems.
The main research question in this chapter is “What are the spatial attributes that can
be employed to develop a modified version of the QESTRAL model for the automotive
audio environment?”, which is broken down into three smaller research questions.
Motivations are listed for these research questions.
1. What are the attributes and degradations that describe the impaired aspects of
spatial quality in automotive audio systems?
A review of the attributes and degradations that describe the perceived spatial
characteristics of automotive audio systems can be useful for adapting the
QESTRAL model from a domestic environment to an automotive one. These
attributes and degradations inform which existing metrics from the model can be
employed or which new physical features need to be created for the adaptation.
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2. How do these attributes and degradations relate to attributes used to develop the
QESTRAL model?
Commonalities may exist between the following groups: (1) the reviewed attributes
and degradations; (2) the attributes used to develop the QESTRAL model. A
comparison between these two groups is important because deficiencies in the model
could be revealed in predicting the spatial quality of automotive audio systems.
3. Do any attributes need to incorporate new features to enable the development of
a modified version of the QESTRAL model for automotive audio systems?
The perceived spatial characteristics of reproduced sound in an automobile
cabin are different from those in a reference listening room. Spatial attributes
developed in the context of a reference listening room may need to be extended to
accommodate the perceived spatial characteristics of automotive audio systems.
This chapter commences with a review of the spatial attributes and perceived spatial
degradations in automotive audio systems from previous research (Section 3.1). The
attributes and degradations are then categorised into three lists using a simplified version
of Rumsey’s scene-based paradigm, his miscellaneous attributes, and attributes outside
of these two categories (Section 3.2). An interim list is made from these three lists.
Relationships between the attributes in the interim list and those used in a pilot listening
test to develop the QESTRAL model are investigated in Section 3.3. The final list of
proposed spatial attributes is also developed in this section. A summary of this chapter
is presented in Section 3.4.
3.1. Spatial Attributes and Perceived Spatial Degradations in
Current Literature
The perceived spatial characteristics of reproduced sound in an automobile cabin are
different from those in a reference listening room. The former houses multiple transducers
in locations such as the dashboard, doors, and parcel shelf. The automobile cabin is a
very small acoustic space, which contains many reflective surfaces such as glass windows
and many absorptive surfaces such as seats and carpet. The acoustics of automotive
audio systems result in spatial attributes unique to this environment. Lists of spatial
attributes have been created for a variety of tasks related to automotive audio such as
perceptual evaluation, competition judging, and sound quality prediction.
Smaller or more specific studies have been performed that identify perceived spatial
degradations in automotive audio systems, which include localisation skew, source width
changes, ensemble width changes, lack of spaciousness, and elevation changes.
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The lists of spatial attributes from five sources in the current literature that describe
the perception of spatial characteristics in automotive audio systems are reviewed
in Sections 3.1.1 to 3.1.5. These sources were chosen based on whether adequate
descriptions were provided for the attributes. The methods used to develop each list
are compared in Section 3.1.6. The perceived spatial degradations in automotive audio
systems are presented in Section 3.1.7.
3.1.1. Spatial Attributes from Hegarty et al.
Hegarty et al. (2007) validated a headphone-based auralisation system by comparing its
attribute ratings to those in an automotive audio system. These attributes were elicited
by using the descriptive analysis technique in an automotive audio system.
Descriptive analysis is a method that can be used to identify and quantify the list of
perceptual attributes that describe a given set of sensory stimuli (Lawless & Heymann,
1998). A panel of highly trained subjects defines the attributes and their scale endpoints
by majority opinion (Bech & Zacharov, 2006). Scale endpoints are the terms that
describe the upper and lower limits of an attribute. The four major phases of descriptive
analysis are (Martin & Bech, 2005):
1. panel selection, where several audio-related tests are conducted to perform the
preliminary selection of the panel;
2. attribute elicitation, where the subjects are asked to provide the attributes and
endpoints that describe the stimuli;
3. attribute scaling, where the elicited attributes and endpoints are used to rate the
various qualities of the stimuli;
4. data analysis, where the results of the attribute scaling are analysed.
An advantage of descriptive analysis is that as its set of attributes is elicited by a
group of trained listeners, this set can be more accurate and comprehensive than a
set created by the opinion and experience of one experimenter. Conversely, when a
set of attributes is defined by one experimenter, there could be inadvertent biasing of
the subjects through exposure of the attributes that are irrelevant to the stimuli. A
disadvantage to developing a list of attributes by the descriptive analysis technique is
that it is more time consuming than a list defined by one experimenter. However,
Zacharov & Lorho (2005) have proposed a time-optimised process of descriptive analysis
that is shorter than the conventional method.
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Of the fifteen spatial attributes by Hegarty et al. (2007), six could be categorised as
being related to the spatial domain. These attributes and their descriptions are listed in
Table 3.1.
Attribute Endpoint 1 Endpoint 2 Attribute Description
Surround Localised Surrounded
Whether the whole sound image
(not single instruments) can be
localized, or have the impression of
being enveloped by the sound.
Stereo Impression Narrow Wide
Narrow sound: two loudspeakers
placed right beside each other;
Wide sound: two loudspeakers with
some distance in between.
Fullness Thin Full
Thin sound: listening to a movie on
a TV at home; full sound: listening
to a movie in a cinema.
Reverberation Like a Cigar Box Like a Church Perception of sound from closed toa large room with echo.
Details Unnuanced Nuanced
That one is able to clearly hear and
distinguish every single sound
source in the sound image.
Distance Near Far Away Perception of the sound source asclose or far away.
Table 3.1.: The elicited spatial attributes, their endpoints, and their descriptions by
Hegarty et al. (2007). Translated from Danish.
The descriptive analysis technique used by Hegarty et al. (2007) results in spatial
attributes that are relevant for the evaluated stimuli. Previous research has shown that
this method is valid for investigating multichannel sound reproduction (Bech & Zacharov,
2006) and perceived spatial characteristics (Zacharov & Koivuniemi, 2001a,b,c,d).
3.1.2. Spatial Attributes from IASCA Rule Book
A rule book on sound quality was created by an industry association with the aim
of judging the sound quality of automotive audio systems in competitions (IASCA,
2010). Its rules were developed by International Auto Sound Challenge Association
(IASCA) competitors, competition judges, aftermarket automotive audio dealers, and
aftermarket automotive audio industry affiliates. The stereophonic programme material
for the judging is provided by musical excerpts on a compact disc (IASCA, 2005).
According to the rule book, perceived spatial characteristics are judged under three
attribute categories, which are “Imaging”, “Sound Stage”, and “Ambience”. “Imaging”
is defined as the ability of an automotive audio system to reproduce the localisation
and perceived auditory source widths of sound images specified in a sound stage map.
These maps — which are provided with the programme material for the judging —
are graphical guides to reference localisation and reference perceived auditory source
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widths. An example of a map is shown in Figure 3.1. “Sound Stage” is defined as
the perceived space where the sound images originate. Below “Sound Stage” are four
sub-attributes. The first sub-attribute is “Listening Position”, which is defined as the
position and distance perceived of the sound stage relative to the listener. The second
sub-attribute, “Stage Width”, is defined as the perceived distance between the left and
right boundaries of the sound stage. “Stage Height” is the third sub-attribute, and is
defined as the perceived height of the sound stage, which should ideally be at the “horizon
level”. The fourth sub-attribute is “Stage Depth”, which is defined as the percept that
some sound sources are in front or behind others. The “Ambience” attribute category
is defined as the perceived space around a sound source. This attribute is judged for
whether the reproduced sense of space is perceived to be realistic and appropriate for
the size of the recorded acoustic space.
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Figure 3.1.: Example of a sound stage map from the IASCA automotive audio
competition rule book (IASCA, 2010). The sound stage map is overlaid
with a topological view of an automobile to visually describe a high-scoring
example of the “Stage Depth” attribute.
The scoring scale ranges of the IASCA rule book attributes and sub-attributes vary.
They can be 1 to 10 (in 1-point increments) for “Imaging” and “Ambience”, or 1 to 15 (in
1-point increments) for the four sub-attributes under “Sound Stage”. These differences
in the scale ranges mean that the ratings of these attributes and sub-attributes cannot
be directly compared. The attributes and sub-attributes along with the descriptions of
their scoring scales are listed in Table 3.2. The rating process for the four sub-attributes
under “Sound Stage” is aided by graphical depictions of the scoring scales (Figure 3.2).
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Attribute Sub-Attribute Scale Description
Scoring
Scale
(points)
Imaging
Image is correctly defined (focussed) and located (placement) 10
Image is well defined and located, but not perfect 8 - 9
Image is somewhat diffuse and shifted in location 6 - 7
Image is diffuse and somewhat difficult to place 3 - 5
Image is very diffuse and very difficult to locate 1 - 2
Sound Stage
Listening Position
Sound stage exceeds front boundary of vehicle interior 12 - 15
Sound stage originates at or near front boundary of interior 9 - 11
Sound stage originates directly in front of listeners 7 - 8
Sound stage appears to be at the listening position 5 - 6
Sound stage originates from behind or is impossible to define 1 - 4
If bass only originates from the rear of the vehicle, deduct 2
points from score
Stage Width
Sound stage extends beyond lateral vehicle boundaries 14 - 15
Sound stage extends to both lateral vehicle boundaries 10 - 13
Wide sound stage almost extends to lateral vehicle
boundaries
6 - 9
Narrow sound stage well short of lateral vehicle boundaries 2 - 5
Sound stage width is severely compressed
(virtual mono)
1
Stage Height
Sound stage is at horizon level with no hint of instability
from left to right
13 - 15
Sound stage is mainly at horizon level, with some instability
from side to side
9 - 12
Sound stage is lower than horizon level but stable left to
right or sound stage is at horizon level but very unstable
6 - 8
Sound stage is low and unstable 3 - 5
Sound stage is impossible to define 1 - 2
Stage Depth
Sound stage exhibits realistic sense of depth 12 - 15
Sound stage exhibits good sense of depth 8 - 11
Sound stage exhibits some sense of depth 2 - 7
Sound stage is impossible to define 1
Ambience
Realistic ambience / Sounds like an appropriate room 8 - 10
Slightly closed in / Sounds like a very small room 4 - 7
Lack of ambience / Sounds like a very confined area 2 - 3
Overbearing / Artificial ambient effect 1
Table 3.2.: Scoring scales for the “Imaging” attribute, four “Sound Stage” sub-attributes,
and “Ambience” attribute from the IASCA automotive audio competition rule
book (IASCA, 2010).
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(a) Listening Position.
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(b) Stage Width.
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(c) Stage Height.
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(d) Stage Depth.
Figure 3.2.: Graphical descriptions of the scoring scales for the four sub-attributes under
the “Sound Stage” attribute from the IASCA automotive audio competition
rule book (IASCA, 2010).
42
Although the procedure to develop the spatial attributes in the IASCA rule book was
unstated, two attributes and their scale endpoints share similarities to those by Hegarty
et al. (2007). The attribute “Listening Position” in the rule book and “Distance” by
Hegarty et al. both concern the perceived distance of sound sources. “Stage Width”
in the rule book and “Stereo Impression” by Hegarty et al. are both related to the
perceived width of the sound scene. The endpoint definitions are also similar for both
comparisons. Table 3.3 summarises the similarities. As mentioned in Section 3.1.1,
descriptive analysis is an established method of attribute development. Support for
the two attributes in the rule book by the two attributes developed using descriptive
analysis provides confidence in the two rule book attributes to describe certain aspects
of degraded spatial characteristics perceived in automotive audio systems.
IASCA Hegarty et al.
Spatial Attribute Listening Position Distance
High Endpoint Sound stage exceeds frontboundary of vehicle interior Far Away
Low Endpoint Sound stage appears to be atthe listening position* Near
(a) Listening position.
IASCA Hegarty et al.
Spatial Attribute Stage Width Stereo Impression
High Endpoint Sound stage extends beyondlateral vehicle boundaries Wide
Low Endpoint Sound stage width is severelycompressed (virtual mono) Narrow
(b) Stage width.
Table 3.3.: Comparison of similar spatial attributes and scale endpoints between the
IASCA rule book (IASCA, 2010) and those from an elicitation experiment
by Hegarty et al. (2007). *The low endpoint for “Listening Position” is one
level above its actual low endpoint to match the low endpoint for “Distance”.
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3.1.3. Spatial Attributes from Clark
A listening test protocol called Listening Technology (LiT) for predicting the “long-term
end-user satisfaction” of automotive audio systems was proposed by Clark (2003). The
development of the terminology used in the protocol involved separating the auditory
percepts into seven primary “orthogonal attributes”, and then identifying their sub-
attributes to be scored. Experimental evidence showing the orthogonality of these
primary attributes was not provided.
Three primary attributes in LiT are related to the spatial domain, which are “Imaging”,
“Sound Stage”, and “Ambience”. “Imaging” is defined as the perceived localisation
and auditory source width of a reproduced sound source. “Sound Stage” is defined
as the area perceived to contain all the sound sources that spans the width, depth, and
possibly height dimensions. Finally, “Ambience” is defined as the ability to reproduce the
acoustically identifiable aspects of the recorded space such as small or large, and anechoic
or reverberant. The primary attributes, their sub-attributes, and the definitions of the
sub-attributes are listed in Table 3.4.
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Attribute Sub-Attribute Definition
Imaging
L, C, R Image Distribution
The perception of a continuous sound distribution from
the left-to-right extremes of the sound stage.
L, C, R Image Localization
The localisation of a sound image at the intended
location within a sound stage and with the intended
perceived auditory source width.
Depth Localization
The ability to perceive sound images from the front to
rear within the sound stage.
Image Separation
The ability to perceive sound images as distinct from
one another.
Split Stage/Stability
The localisation of one sound image in more than one
place within the sound stage, or low and high
frequencies perceived to originate from different
locations. Additionally, the entire sound stage can be
segregated from left-to-right, front-to-back or
diagonally. The localisation of the sound stage or sound
image can change with the rotation of the listener’s
head or body movement within the normal seating area.
Sound Stage
F/B Stage The front-to-back sound stage location.
U/D Stage
The up-to-down sound stage location. The perception
of an unnaturally high or low sound stage location.
Stage Symmetry
The equality of the perceived angles of the left and right
edges of the sound stage relative to the forward-facing
listener.
Width of Stage
The perceived angular width of the left-to-right edge
extremes of the sound stage.
Ambience
Open, Transparent
The quality of distinct image localisation that possesses
no perceived relationship to the loudspeaker locations.
It is related to L/C/R localization, depth localization,
and spaciousness.
Envelopment
The percept where the ambient sound should be
perceived to be spacious, surrounding, and diffuse
without being constrained to the loudspeaker locations.
Size of Space
The reproduction system’s ability to impart perceived
size differences of various recorded environments.
Ambience Spectral Balance
The perceived balance of the recorded spectrum of the
diffuse reverberation, where the common problem is
reverberant sound that is excessive in the low
frequencies.
Phaseyness
The perceived inconsistent directional effects due to
electronic phase shifting. The shift of sound images and
spectral changes resulting from small listener head
movements.
Table 3.4.: Spatial attributes, sub-attributes, and sub-attribute definitions from the
Listening Technology (LiT) test protocol by Clark (2003).
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The score assignment for LiT is based on the “IEC recommendations for grading
codecs” on a scale of 1 to 5 in half-point increments (Table 3.5).
Score Description
5.0 No impairment heard
4.0 Slight impairment audible
3.0 Definite difference
2.0 Somewhat annoying
1.0 Very annoying
Table 3.5.: Scoring system in Clark’s Listening Technology (LiT) test protocol used to
compare the perceptual degradation in an automotive audio system to a
reference domestic audio system (Clark, 2003). The scores have half-point
increments, resulting in a 9-point scale.
The list of spatial attributes by Clark (2003) was developed by the experimenter.
Depending on their expertise, a list of attributes defined by the experimenter can
characterise the stimuli accurately, although such a list may not generalise to a panel
of expert listeners in the descriptive analysis technique. Several spatial attributes by
Clark exhibit similarities to those by Hegarty et al. (2007). The latter were elicited
using descriptive analysis, which supports the former. The “Width of Stage” attribute
by Clark is similar to the “Stereo Impression” attribute by Hegarty et al. because both
describe how wide the frontal spatial reproduction is perceived. “Size of Space” is similar
to “Reverberation”, as both rate the perceived differences in the size of acoustical spaces.
“Image Separation” and “Details” are similar as they both assess how distinct each sound
image is perceived in the auditory scene. “Depth Localization” and “Distance” both
concern how close or far the sound source is perceived from the listener. These four pairs
of similar attributes are listed in Table 3.6.
Clark Hegarty et al.
Width of Stage Stereo Impression
Size of Space Reverberation
Image Separation Details
Depth Localization Distance
Table 3.6.: Similarities in the spatial attributes of automotive audio systems between
Clark (2003) and Hegarty et al. (2007).
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3.1.4. Spatial Attributes from Bai and Lee
Bai & Lee (2010) conducted listening tests in an automotive audio system that compared
various virtual surround algorithms against a reference. Although details were not
provided, the four spatial attributes rated in this study were derived from two spatial
attributes in an ITU standards document for rating multichannel audio systems (ITU,
2003). These two attributes are “Front Image Quality” and “Impression of Surround
Quality”. The former is defined as being related to the localisation of the frontal sound
sources, and also “includes stereophonic image quality and losses of definition.” The
latter is defined as being related to spatial impression, ambience, or directional surround
effects. The four spatial attributes and their descriptions are listed in Table 3.7.
Attribute Description
Localization Determination by a subject of the apparent direction of a soundsource.
Frontal Image Localization of frontal sound sources and sensations of depth andreality of an audio event or phantom center.
Proximity Sound is dominated by the loudspeaker closest to the subject.
Envelopment Spatial impression, ambience, or special directional surroundeffects.
Table 3.7.: The spatial attributes with their descriptions used in a comparison of virtual-
surround algorithms in an automotive audio system by Bai & Lee (2010).
The attributes developed by Bai & Lee (2010) were rated on a scale between −3 and
+3, in 1-point increments. Perceived degradations were rated negatively, no change was
assigned a “0” and improvements were indicated positively (Table 3.8).
Score Description
+3 Very good perceptual improvement
+2 Perceptual improvement
+1 Slight perceptual improvement
0 Same as reference
−1 Slightly degrading
−2 Degrading
−3 Very degrading
Table 3.8.: The scale for rating spatial attributes by Bai & Lee (2010).
A few points can be discussed regarding the spatial attributes by Bai & Lee (2010).
Similarly to Clark (2003), the list by Bai & Lee (2010) may not generalise to a panel of
expert listeners because it was developed solely by the experimenter. Also, details of how
Bai and Lee derived their attributes were not provided. There is some overlap between
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the definitions of “Localization” and “Frontal Image”, as assuming that localisable sound
sources lie only in the frontal scene, the former attribute is redundant. However, the
basis of using an international standard to develop the attributes provides some support
for their validity, as the definitions of “Frontal Image” and “Envelopment” in the study
are identical to the ITU standard attributes “Front Image Quality” and “Impression of
Surround Quality”, respectively.
3.1.5. Spatial Attributes from Azzali et al.
Azzali et al. (2004) identified two spatial attributes in a study to create a perceptual
model of sound quality for automotive audio systems. Through email and paper
questionnaires, attributes and endpoint definitions of automotive audio systems were
collected and categorised. These attributes and endpoints were used in listening
tests that compared auralisations of ten automotive audio systems rendered through
a crosstalk cancellation system. The two spatial attributes and their definitions are
listed in Table 3.9.
Verbal Descriptor Definition
Origin of the Sounds
The capability of the system to give the impression that
sounds recorded from different, well separated acoustic
sources come from different locations in space around the
listener. For usual stereo systems this acoustic space is
generally limited to a horizontal plane, that should be
placed at the height of the listener’s ears.
Diffusion (of Sound)
in Space
The capability of a stereo system to reproduce a sense of
immersion in the acoustic field, where the listener should
perceive the impression of being surrounded by an acoustic
landscape coming from all directions.
Table 3.9.: Two spatial attributes and their definitions used to compare auralisations of
automotive audio systems by Azzali et al. (2004). Translated from Italian.
Although the two spatial attributes in the study were developed using large numbers
of participants (i.e. more than 100 for the first phase and 77 for the second), these
attributes may not accurately describe the perceived characteristics of the evaluated
automotive audio systems. This is because the attributes were based on surveys, which
means they were not directly elicited from exposure to the evaluated automotive audio
systems. However, Wilkens (1975) and Staffeldt (1974) showed that surveys can be
used successfully to develop attributes that characterise concert halls and loudspeakers,
respectively.
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Similarities between one spatial attribute by Azzali et al. (2004) and two attributes by
Hegarty et al. (2007) were identified, and are listed in Table 3.10. “Diffusion (of Sound)
in space” is related to “Surround” and “Fullness”, as all three refer to the perception of
being enveloped by a sound scene. These similarities provide confidence in using this
attribute.
Azzali et al. Hegarty et al.
Diffusion (of sound) in space Surround, Fullness
Table 3.10.: Similarities in the spatial attributes of automotive audio systems between
Azzali et al. (2004) and Hegarty et al. (2007).
3.1.6. Comparison of Methods Used to Develop Attribute Lists
Different methods were used to develop each list of spatial attributes in the five literature
sources reviewed. The reliability of each list can vary based on its development method.
• Hegarty et al. (2007) used descriptive analysis, which was shown to be a reliable
method for spatial audio (Bech & Zacharov, 2006; Zacharov & Koivuniemi,
2001a,b,c,d).
• The attributes and sub-attributes by Clark (2003) appear to be developed by the
experimenter, perhaps with contributions from his research colleagues. However,
Section 3.2.1 shows that the majority of Clark’s sub-attributes are similar to
simplified versions of the spatial attributes proposed in a formal study by Rumsey
(2002), which provides support for the former.
• The attributes and sub-attributes in IASCA (2010) were created by a variety of
people involved in automotive audio competitions. While this could be a limitation,
the three spatial attribute categories in the IASCA rule book are similar to the
three primary spatial attributes by Clark (2003), which provides support for the
former.
• The attributes by Bai & Lee (2010) were defined by the experimenters based on a
standards document, but the details of attribute development were lacking. The
validity of these attributes could be the least substantiated of the five reviewed
sources.
• Although the approach used by Azzali et al. (2004) for attribute development is
somewhat similar to the one used by Hegarty et al. (2007), the former is not as
rigorous because no auditory stimuli were used to elicit responses. The attributes
by Azzali et al. may not accurately reflect the perceived spatial characteristics of
automotive audio systems.
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The methods used to develop each list of attributes are summarised in Table 3.11.
Hegarty et al. IASCA Clark Bai and Lee Azzali et al.
Descriptive
analysis
Organisation
affiliate
contributions
By experimenter
By experimenters
(based on ITU
standard
BS.1534-1)
Verbal
questionnaires
Table 3.11.: Methods used by the five reviewed literature sources to develop each list of
spatial attributes.
3.1.7. Perceived Spatial Degradations in Automotive Audio Systems
In addition to the elicitation and rating experiments discussed above, perceived spatial
degradations in automotive audio systems have been identified in more-specific studies.
Localisation Skew
One specific spatial degradation in automotive audio systems is where phantom sound
images — which are perceived between two loudspeaker locations — are skewed towards
the loudspeaker nearest to the listener. House (1989) showed an example of this by
performing extensive experiments of perceived localisation in stereophonic automotive
audio systems. Subjects graphically indicated the localisation of sound images on a 2-
dimensional plane spanned by azimuth and elevation. Speech and music programme
material were reproduced over a pair of 60 mm full-range loudspeakers in various
orientations. Both the driver and front passenger seats were investigated.
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Select results from the localisation experiment are shown in Figure 3.3. These results
show that at least two of the three middle sound images are skewed towards the occupied
seat.
(a) Top instrument panel stereo loudspeaker
locations.
(b) Front instrument panel loudspeaker
locations.
(c) Upper-door loudspeaker locations. (d) Lower-door loudspeaker locations.
(e) Kick panel loudspeaker locations.
(f) 45° front-door corner loudspeaker
locations.
(g) 45° A-pillar base loudspeaker locations.
Figure 3.3.: Select results from a perceived localisation experiment of various loudspeaker
pair configurations in an automobile cabin by House (1989). Lateral image
locations (i.e. the dots) were recorded against the actual lateral locations
(i.e. the “L”, “LC”, “C”, “RC”, and “R” gridlines). Elevation was recorded
relative to the actual elevation above or below head level (i.e. the “H” and
“L” gridlines). The head position is located where the “C” and “M” gridlines
intersect. The “driver” seat is defined as front-left, and the “passenger” seat
is defined as front-right.
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The localisation experiment plots show that the sound images reproduced in ste-
reophonic automotive audio systems tend to separate in clusters towards the left or
right extremes, which leaves a perceived gap in the distribution of sound images. To
characterise this percept, a new spatial attribute called “Ensemble Hole” is proposed. It
is defined as an empty space perceived in the distribution of a group of sound sources.
Ford et al. (2002a) showed an instance of sound image skew in automotive audio
systems that reproduced upmixed 2-channel audio. These experiments investigated
the perceived spatial characteristics in automotive audio systems using a non-verbal
elicitation technique called the Graphical Assessment Language (GAL) (Ford et al.,
2001).
In GAL, graphical descriptions of a percept are elicited. These descriptions are
then converted into numerical, interval-level data by overlaying a grid on top of each
description and taking measurements. These data are analysed using conventional
statistical techniques.
Sound image skew was assessed by 31 subjects with and without prior GAL experience
using centrally panned monaural sources played over three modes of centre channel
reproduction. The monaural sources included female speech, male speech, cello, and
percussion, and the reproduction modes included a full-bandwidth centre loudspeaker,
a reduced-bandwidth centre loudspeaker (i.e. > 1 kHz), and a phantom centre image.
The driver (i.e. front-left) and passenger (i.e. front-right) seat locations were tested.
The means and 95% confidence intervals from the GAL experiment (Figure 3.4) show
that the degree of sound image skew is significantly different depending on the centre-
channel speaker mode.
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Figure D14 Instrument Skew Means and 95% CI’s for interaction 
between listening location and source item 
 
 
Figure D15 Instrument Skew, Means and 95% CI’s for interaction 
between listening location and speaker mode 
 
 
 
 
 
APPENDIX E 
Further to the main analysis, the time (in seconds) it 
took a listener to respond to each run was recorded in 
order to provide answers to two additional questions, 
namely did source material affect the response time 
of the listener and secondly, could new listeners 
respond as quickly as listeners with previous 
experience of using the GAL. The first of these 
questions arose from the analysis of the previous 
GAL investigation where listeners appeared to be 
taking the longest amount of time when depicting the 
least focussed instrument -  the cello. The difficulty 
associated with trying to locate the cello within the 
vehicle was expressed informally by many listeners 
after the investigation. The timing data provided by 
this investigation was an opportunity to formalise 
this observation.  
 
When a Kruskal Wallis test was performed on the 
timing data, a significant difference (p<0.001) was 
found for the time taken to depict the various items 
of source material (table E1). Figure E2 illustrates 
that listeners did take a significantly longer time 
depicting the cello than either the single voices, the 
percussion, or the vocal ensemble. If it is accepted 
that time can be used to assess the degree of 
complexity associated with a task, results indicate 
that listeners were able to depict transient sounds 
easier than the continuous cello signal.  
 
  Time 
Chi-Square 48.364 
Df 5 
Asymp. Sig. .000 
Table E1 Result of Kruskal Wallis test for differences in time 
 
Figure E2 Means and 95% Confidence intervals for time taken to 
depict individual items of source material 
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Figure 3.4.: Means and 95% confidence intervals for image skew from the Graphical
Assessment Language (GAL) study by Ford et al. (2002a) for the driver
(i.e. front-left) and passenger (i.e. front-right) seat locations. Interaction
between seat location and centre-channel speaker mode. These modes were:
full-bandwidth central loudspeaker (seven-speaker upmixed stereo), reduced-
bandwidth (i.e. > 1 kHz) centre loudspeaker (seven-speaker upmixed stereo)
and phantom centre image (six-speaker upmixed stereo).
Auditory Source Width Changes
An individual source in reproduced sound can have perceived lateral extents (Rumsey,
2002). These are widened in an automobile cabin due to its high levels of early reflections.
Shively & House (1996) showed instances of this widening through investigating the
spatial quality of different automotive audio system configurations. A simplified vehicle
interior was constructed from removable panels with similar acoustical characteristics
to surfaces inside automobile cabins. The windscreen panel was variable between 55°,
70°, 90°, and 180°. In the simplified interior, 90 mm full-range loudspeakers were placed
in four locations on the dashboard and door panels. Programme material consisted of
music, monaural speech, panned pink noise bursts, and a drum kit. Spatial-quality
ratings between a reference and various loudspeaker and panel configurations were made
by listening to binaural recordings of these configurations over headphones. In one of
the experiments where the experimental variables consisted of door and roof panels, the
addition of the doors was reported to spread the sound image laterally, and a further
addition of the roof enlarged the sound image even more.
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In the same GAL study mentioned above, Ford et al. (2002a) showed that the perceived
widths of four centrally panned monaural sources reproduced in an automotive audio
system differed. The cello had significantly wider perceived width than the other sound
sources (Figure 3.5). The cello’s perceived width was about 50% of the vehicle width,
while the others were about 35%.
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Source Type III 
S.S  
df Mean sq.  F Sig. 
Corrected 
Model 
7934.322 11 721.302 5.196 .000 
Intercept 3685725.6 1 3685725.6 26551.0 .000 
SOURCE 4604.001 1 4604.001 33.166 .000 
SEAT 1218.945 1 1218.945 8.781 .003 
SPEAKER 338.148 2 169.074 1.218 .297 
Source *Seat  742.730 1 742.730 5.350 .021 
Source * 
Speaker 
55.085 2 27.543 .198 .820 
Seat * 
Speaker 
610.172 2 305.086 2.198 .113 
Source * 
Seat* 
Speaker 
365.241 2 182.621 1.316 .270 
Error 38313.302 276 138.816     
Total 3731973.2 288       
Corrected 
Total 
46247.624 287       
Table D8 ANOVA for perceived ensemble width 
 
Figure D9 Means and 95% CI’s for perceived ensemble width, 
Interaction between listening location * source item 
 
    Mean 
dif (I-J) 
Std. 
Err 
Sig 95%  CI’s 
(I) Ctre 
Speaker 
(J) Ctre 
Speaker 
      Lower 
Bound 
Upper 
Bound 
Full  Reduced 3.5573 2.544 .48 -2.5532 9.6678 
  phantom  15.0026 2.544 .00 8.8921 21.1131 
Reduced  Full BW -3.5573 2.544 .48 -9.6678 2.5532 
  phantom  11.4453 2.544 .00 5.3348 17.5558 
Ph’tom Full BW -15.002 2.544 .00 -21.113 -8.8921 
  Reduced  -11.445 2.544 .00 -17.555 -5.3348 
Table D10 Multiple comparison for single instrument focus & 
loudspeaker (Bonferroni procedure)  
 
    Mean 
Diff (I-J) 
Std. Err Sig 95% CI’s  
(I) 
Source  
(J) 
Source 
      Lower 
Bound 
Upper 
Bound 
FVox Cello -16.5799 2.9383 .00 -24.3600 -8.7997 
  Perc. -.0451 2.9383 1.0 -7.8253 7.7350 
  MVox -2.1111 2.9383 1.0 -9.8912 5.6690 
Cello F Vox 16.5799 2.9383 .00 8.7997 24.3600 
  Perc. 16.5347 2.9383 .00 8.7546 24.3148 
  MVox 14.4687 2.9383 .00 6.6886 22.2489 
Perc. F Vox .0451 2.9383 1.0 -7.7350 7.8253 
  Cello -16.5347 2.9383 .00 -24.3148 -8.7546 
  MVox -2.0660 2.9383 1.0 -9.8461 5.7142 
MVox F Vox 2.1111 2.9383 1.  -5.6690 9.8912 
  Ce o -14.4687 2.9383 .00 -22.2489 -6.6886 
  Perc. 2.0660 2.9383 1.0 -5.7142 9.8461 
Table D11 Multiple Comparisons for single instrument focus and 
source item (Bonferroni procedure)  
Figure D12 Means and 95% CI’s for perceived instrument width for 
individual source items 
 
Source Type III SS df Mean 
Square 
F Sig. 
Corrected 
Model 
522642.708 23 22723.596 118.356 .000 
Intercept 76.928 1 76.928 .401 .527 
SPEAKER 645.845 2 322.922 1.682 .187 
SOURCE 297.939 3 99.313 .517 .671 
SEAT 478431.598 1 478431.598 2491.92 .000 
SPEAKER * 
SOURCE 
256.315 6 42.719 .223 .970 
SPEAKER * 
SEAT 
28059.315 2 14029.658 73.074 .000 
SOURCE * 
SEAT 
14103.345 3 4701.115 24.486 .000 
SPEAKER * 
SOURCE * 
SEAT 
848.352 6 141.392 .736 .620 
Error 105980.115 552 191.993     
Total 628699.750 576       
Corrected Total 628622.822 575       
R Squared = .831 (Adjusted R Squared = .824) 
Table D13 ANOVA  table for perceived instrument skew 
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Figure 3.5.: Means and 95% confidence intervals for perceived auditory source width from
the Graphical Assessment Language (GAL) study by Ford et al. (2002a).
Ensemble Width Changes
Ensemble width is defined by Rumsey (2002) as “the perceived width of a group of sources
which together are cognitively labeled an ensemble.” In automotive audio systems,
ensemble width is perceived as narrow and confined laterally between the physical
locations of the left and right loudspeakers (House, 1989).
54
In addition to showing that perceived individual source widths vary in automotive
audio systems, Ford et al. (2002b) showed in another GAL study that the ensemble
widths in automotive audio systems are perceived to be significantly different between
listening locations, reproduction systems, and panning methods (Figure 3.6). Twelve
experienced subjects depicted ensemble width graphically for programme material
consisting of three monaural sources panned in amplitude or time over two reproduction
systems. These sources were speech, cello, and percussion, and the reproduction
systems were conventional stereo and 2-to-7-channel surround upmixing. Three listening
locations were investigated, consisting of driver (i.e. front-left), centre-rear, and rear-left.
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APPENDIX 4  Graphs to Accompany Statistical Analysis 
Figure 34 – ensemble width for interaction between seat and 
reproduction system  
Figure 36 – image skew for interaction between listening location 
and system  
Figure 38 – ensemble width for interaction between panning 
method and listening location 
 
 
Figure 35 – 95% confidence intervals for ensemble width, for 
interaction between system and listening location 
Figure 37 – 95% confidence intervals for image skew, for 
interaction between system and listening location 
Figure 39 – 95% confidence intervals for ensemble width, for 
interaction between panning method and listening location  
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(a) Interaction between system and listening location.
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Figure 3.6.: Means and 95% confidence intervals for ensemble width from the Graphical
Assessment Language (GAL) study by Ford et al. (2002b) for three listening
locations.
Lack of Spaciousness
The perception of spaciousness can be defined by the “Ambience” spatial attribute by
Clark (2003) as the “Ability to reproduce the acoustically identifiable aspects of the
recorded space whether large or small as well as dead or reverberant.” Automotive audio
systems can lack perceived spaciousness, which is due to the proximity of reflective and
absorptive surfaces to the loudspeakers in a small acoustic environment. This creates
a reproduced sound scene with early reflections that decay quickly, in contrast to what
happens in a standards-based listening room (Toole, 1986), which enables perceived
spaciousness (Clark, 1989, 1990). In such a listening room, first the initial sound arrival
and early recorded reflections are reproduced, which is then followed about 20 ms later
by early room reflections and room reverberation.
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Elevation Changes
The perception of elevation can be degraded in automotive audio systems. The
localisation experiments by House (1989) mentioned above show that sound images could
be perceived below or slightly above the head. The kick panel loudspeaker location
(Figure 3.3 (e)) and the 45° A-pillar base location (Figure 3.3 (g)) illustrate these
percepts. Another instance is provided by the GAL experiments by Ford et al. (2002b)
mentioned above. They reported that subjects perceived a noticeable difference between
reproduction systems in elevation, although these effects were not analysed. Finally,
the study by Shively & House (1996) mentioned above reported that sound images were
perceived to be elevated with the addition of a roof boundary to the simplified vehicle
interior.
3.2. Comparing and Contrasting Spatial Attributes in
Automotive Audio Systems
The spatial attributes and perceived spatial degradations in automotive audio systems
from the review in Section 3.1 are compared and contrasted, and then categorised into
three groups:
1. those that are similar to a simplified version of Rumsey’s scene-based paradigm;
2. those that are similar to the miscellaneous attributes identified by Rumsey;
3. those outside the attributes proposed by Rumsey.
The categorisation of the attributes in each group are qualified using two approaches.
The three groups are then combined into an interim list of spatial attributes that can be
used to characterise the perceived spatial degradations in automotive audio systems.
3.2.1. Categorisation by Simplified Scene-Based Paradigm
The categorisation of the surveyed spatial attributes and perceived spatial degradations
by a simplified version of Rumsey’s scene-based paradigm involves three stages. First,
a simplified scene-based paradigm is created. Second, the attributes are qualified for
categorisation by the simplified scene-based paradigm. Third, the categorisation is
performed.
Creating the Simplified Scene-Based Paradigm
Rumsey (2002) proposed the attributes in the scene-based paradigm to describe and
assess the perceived spatial characteristics of a static, two-dimensional electro-acoustic
reproduction of an auditory scene spanning the width and depth dimensions. The
paradigm concerns attributes that are descriptive, but not those that are preference-
related or naturalness constructs. The attributes are preferably unidimensional, which
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means that they describe a single perceived spatial characteristic such as lateral location.
The paradigm argues for grouping spatial attributes into micro and macro attributes,
where the former describe the features of individual elements within a scene, and the
latter describe the scene as a whole or groups of elements within it. The scene elements
from micro to macro include an individual source, group of sources, environment, and
global scene, and these can be perceived to have attributes including lateral location,
width, distance, and depth. These attributes can be interpreted as dimensional quantities
because they are perceived directly as linear quantities. Attributes that are somehow
related to the degree of immersion in a soundfield experienced by a listener or a global
description of a scene can be called immersion attributes. Examples of these are
envelopment and spaciousness.
The spatial attributes proposed in the scene-based paradigm appear to be reasonably
comprehensive to characterise the majority of the surveyed spatial attributes in
automotive audio systems (Section 3.1). The miscellaneous attributes by Rumsey (2002)
— which do not fit cleanly into the scene-based paradigm — could account for the
remaining surveyed spatial attributes. Rumsey mentions that the attributes in the
scene-based paradigm can be extended to include the height dimension, which allows the
categorisation of almost all of the surveyed spatial attributes. However, the extension
was not implemented by him.
The attributes from the scene-based paradigm were simplified because broader
definitions might be needed to adapt the paradigm to different scenarios, such as
automotive audio systems (Table 3.12).
Attribute Simplified Definition
Localisation The perceived lateral location of a scene, environment, group ofsources, or individual source.
Width The perceived lateral extent of a scene, environment, group of sources,or individual source.
Distance The perceived forward or backward range between a listener and ascene, environment, group of sources, or individual source.
Depth The perceived scene, environment, group of sources, or individualsource that recedes from the listener, as opposed to a flat sound image.
Presence Sense of being inside an enclosed space or scene.
Envelopment The sense of being enveloped by reverberant or environmental(background stream) sound, a group of sources, or an individual source.
Table 3.12.: The simplified definitions of the attributes in the scene-based paradigm used
to categorise the surveyed spatial attributes. Adapted from Rumsey (2002).
Considering all the components of a scene can make different stimuli more directly
comparable. For the simplified scene-based paradigm, the dimensional attributes in the
scene-based paradigm were simplified to cover the entire scene and its elements, including
the environment, group of sources, and individual source.
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To assess perceived envelopment, George et al. (2008) and Conetta (2010) used more
general definitions of the attribute than the definition from the scene-based paradigm.
George et al. defined envelopment as “a subjective attribute of multichannel audio quality
that accounts for the enveloping nature of the sound.”, whereas Conetta defined it as
“The perceived envelopment created by the audio scene.” For the simplified scene-based
paradigm, the immersion attribute “Envelopment” was simplified to include both source-
related envelopment and environmental envelopment. The former is related to being
enveloped by one or more dry sources, whereas the latter is the impression of being
immersed in reverberant or environmental sound (Rumsey, 2002).
Qualifying the Simplified Scene-Based Paradigm Attributes
Two approaches are used to qualify the attributes in the simplified scene-based paradigm
for categorising the surveyed spatial attributes. The primary approach is based on
locating experimental evidence that the surveyed spatial attributes are perceptible, which
support the categorisation of these attributes by those in the simplified scene-based
paradigm. In the absence of experimental results, a secondary approach is used. This
involves investigating how a surveyed attribute was developed for or applied towards
automotive audio systems, which suggests that similar considerations exist between the
surveyed and simplified scene-based paradigm attributes (e.g. how valid the method
for developing the surveyed attributes was, or whether these attributes were applied
appropriately towards evaluating the perceived spatial degradations in automotive audio
systems).
The “Localisation” attribute in the simplified scene-based paradigm can be supported
by the experiments by House (1989) and Ford et al. (2002a) (Section 3.1.7), which showed
that localisation can be skewed in automotive audio systems.
Support for the “Width” attribute in the simplified scene-based paradigm is provided
from various experimental results of perceived width in automotive audio systems. House
(1989) and Shively & House (1996) reported that scene width was perceived to widen
in automotive audio systems. Shively & House (1996) showed that individual sound
images were perceived to widen in automotive audio systems (Section 3.1.7). Ford
et al. (2002a,b) showed that the perceived widths vary of individual sound sources and
ensembles reproduced in automotive audio systems (Section 3.1.7).
Postel et al. (2011) showed that changes in distance are perceived in automotive audio
systems, which supports the “Distance” attribute in the simplified scene-based paradigm.
Support for the “Depth” attribute in the simplified scene-based paradigm can be
provided from how two related attributes are applied in practice. “Stage Depth” in the
IASCA rule book is used in automotive audio competitions, and “Depth Localization” by
Clark (2003) is used to evaluate the quality of original equipment manufacturer (OEM)
automotive audio systems.
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Support for the “Presence” attribute in the simplified scene-based paradigm can be
provided by the similarity of this attribute to “Reverberation” by Hegarty et al. (2007)
because they both describe the perception of being in an enclosed space. As the latter
was developed using a valid method of attribute elicitation (i.e. descriptive analysis),
the attribute’s description carries weight. Also, Clark (1990) reported that a lack of
spaciousness is perceived in automotive audio systems (Section 3.1.7).
The definition of the “Envelopment” attribute in the simplified scene-based paradigm
is similar to “Surround” and “Fullness” by Hegarty et al. (2007). The last two attributes
support “Envelopment” because they were developed using the descriptive analysis
technique that carries weight. “Envelopment” by Bai & Lee (2010) also supports
“Envelopment” in the simplified scene-based paradigm because the definition of the
former is based on the “Impression of Surround Quality” attribute from an ITU standards
document for rating multichannel audio systems (ITU, 2003).
Categorising the Surveyed Spatial Attributes and Perceived Spatial
Degradations with the Simplified Scene-Based Paradigm Attributes
The list that categorises the surveyed attributes from Sections 3.1.1 to 3.1.5 and perceived
degradations of spatial perception from Section 3.1.7 using the simplified attributes from
the scene-based paradigm is shown in Table 3.13. The nine entries under “Localisation”
all deal with the localisation of one or more sound sources. The five entries under
“Width” are related to the perceived width of an individual source, group of sources, or
environment. The three entries under “Distance” are related to the perceived forward
or backward range of an audio source or environment relative to the listener. The two
entries under “Depth” are related to the perception where several sound sources are closer
or further in distance relative to each other. The four entries under “Presence” concern
perceiving different characteristics of acoustic environments such as small or large, or
anechoic or reverberant. The five entries under “Envelopment” have to do with being
enveloped either by sound sources or reverberant sound.
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Simplified
Scene-
Based
Paradigm
Attribute
Surveyed Spatial Attributes Perceived
Spatial
DegradationsHegarty
et al. IASCA Clark Bai and Lee Azzali et al.
Localisation Imaging
L, C, R
Image
Localization
Localization
Origin of the
Sounds
Localisation
Skew
Stage
Symmetry
Frontal Image
Open,
Transparent
Proximity
Width
Stereo
Impression Stage Width
Width of
Stage
Auditory
Source Width
Changes
Ensemble
Width Changes
Distance Distance
Listening
Position
F/B Stage
Depth Stage Depth
Depth
Localization
Presence Reverberation Ambience Size of Space
Lack of
Spaciousness
Envelopment
Surround
Envelopment Envelopment
Diffusion
(of Sound)
in Space
Fullness
Table 3.13.: Surveyed spatial attributes and perceived spatial degradations in automotive
audio systems categorised by the simplified attributes from the scene-based
paradigm by Rumsey (2002). The five literature sources of the spatial
attributes are Hegarty et al. (2007), IASCA (2010), Clark (2003), Bai &
Lee (2010), and Azzali et al. (2004). The right-most column lists the
degradations of spatial perception in automotive audio systems from a
literature survey (House, 1989; Clark, 1990; Shively & House, 1996; Ford
et al., 2002b,a; Smithers, 2007).
Several observations can be made about Table 3.13. The attributes by Hegarty et
al., IASCA, and Clark cover most of the simplified scene-based paradigm attributes.
However, the attributes by Bai and Lee and Azzali et al. are categorised only under
“Localisation” and “Envelopment”. The number of entries categorised under each
simplified scene-based paradigm attribute varies widely. The categorisation of “Listening
Position” and “F/B Stage” under “Distance” in the simplified scene-based paradigm can
be expected, as automotive audio systems often have loudspeakers located in front and
back of the listener, which potentially renders a spatial scene that deviates from a frontal
one.
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3.2.2. Categorisation by Miscellaneous Attributes
In proposing his scene-based paradigm, Rumsey (2002) also mentioned several mis-
cellaneous attributes that are relevant to, but cannot be categorised easily under the
paradigm. These attributes provide a more complete description of perceived spatial
characteristics, and most of them relate to some form of spatial degradation of the
global scene compared to a reference.
A subset of the miscellaneous attributes by Rumsey and their proposed definitions is
shown in Table 3.14. The complete list includes two additional attributes called “Scene
Left-Right Skew” and “Scene Front-Back Skew”. “Scene Left-Right Skew” was removed
because its description of the lateral localisation of an audio scene was covered in the
definition of “Localisation” in the simplified scene-based paradigm (Table 3.12). “Scene
Front-Back Skew” was also removed because the perceived forward or backward range
between a listener and an audio scene was covered in the definition of “Distance” in the
simplified scene-based paradigm.
Attribute Definition
Source Stability
Degree to which individual sources remain
stable in space with respect to time (assuming
nominally stationary sources).
Scene Stability Degree to which the entire scene remains stablein space with respect to time.
Source Focus
Degree to which individual sources can be
precisely located in space (this may be closely
related to individual source width).
Scene Width Homogeneity Evenness of distribution of scene elementscompared with a reference scene.
Table 3.14.: Subset of the miscellaneous attributes in reproduced sound and their
proposed definitions by Rumsey (2002) that do not fit cleanly into the
simplified scene-based paradigm.
The qualification of the miscellaneous attributes for categorising the remaining
surveyed spatial attributes (i.e. those that could not be categorised under the simplified
scene-based paradigm attributes) is performed similarly to the approach used for the
simplified scene-based paradigm attributes (Section 3.2.1). Experimental support of
“Source Focus” from the miscellaneous attributes is provided by Shively (1998), who
reported that a confusion in perceiving the intended location of each sound source in an
ensemble occurs due to the number and level of early reflections in an automobile cabin.
“Source Stability”, “Scene Stability”, and “Scene Width Homogeneity” from the miscel-
laneous attributes are supported respectively by “Phaseyness”, “Split Stage / Stability”,
and “L, C, R Image Distribution” by Clark (2003) (Table 3.4). This is because each
attribute in the latter group is used to evaluate a perceived spatial degradation in OEM
automotive audio systems that is related to the description of a respective attribute in
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the former group. “Scene Width Homogeneity” is also supported by House (1989), who
showed many degraded instances of this attribute in automotive audio systems (Figure
3.3).
The remaining surveyed spatial attributes were categorised by the miscellaneous
attributes (Table 3.15). “Phaseyness” by Clark (2003) was listed under “Source Stability”
because the former describes the change in the perceived localisation of sound sources
that can result from the head movements of a listener. “Split Stage / Stability” by Clark
is under “Scene Stability” because the former describes the change in the perceived
localisation of an ensemble due to the head rotation or body movement of a listener
within the normal seating area of an automotive audio system. “Details” by Hegarty
et al. (2007) and “Image Separation” by Clark are included under “Source Focus” as both
concern to what degree each sound source in an ensemble can be discerned. Both “L,
C, R Image Distribution” by Clark and the newly proposed “Ensemble Hole” attribute
are categorised under “Scene Width Homogeneity” because they deal with how even the
distribution of the elements in a sound scene is perceived.
Hegarty et al. IASCA Clark Bai and Lee Azzali et al. New SpatialAttribute
Source
Stability Phaseyness
Scene
Stability
Split Stage /
Stability
Source Focus Details ImageSeparation
Scene Width
Homogeneity
L, C, R Image
Distribution Ensemble Hole
Table 3.15.: Categorisation of the surveyed spatial attributes in automotive audio
systems and a newly proposed spatial attribute called “Ensemble Hole” by
predominant relevance to Rumsey’s miscellaneous attributes.
Several observations can be made about Table 3.15. A majority of the remaining
surveyed attributes are accounted for under the miscellaneous attributes. Each
miscellaneous attribute is populated by an attribute from the study by Clark. Entries
under the “Source Focus” attribute are expected as the numerous reflective surfaces near
the loudspeakers in automobile cabins result in a perceived blurring of the spatial scene
(Shively & House, 1996). The two entries under “Scene Width Homogeneity” suggest
that this attribute could be important in automotive audio systems. Neither Bai and
Lee nor Azzali et al. have any entries, which indicate that their lists did not go much
beyond describing a few spatial attributes in the simplified scene-based paradigm.
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3.2.3. Categorisation Outside Either List
Several surveyed spatial attributes could not be categorised under either the simplified
scene-based paradigm attributes (Table 3.13) or miscellaneous attributes (Table 3.15).
This is most likely because the attributes in the last two groups were developed
predominantly using a two-dimensional spatial scene spanning the width and depth
dimensions in a domestic environment. Therefore, two new attributes are proposed to
categorise the surveyed attributes that could not be categorised. These new attributes
and their descriptions are shown in Table 3.16.
Attribute Description
Elevation The perceived height of a scene, environment,group of sources, or individual source.
Reverberation
Spectrum
The perceived frequency response balance of
the recorded reverberant sound.
Table 3.16.: Descriptions of newly proposed attributes used to categorise the surveyed
attributes that could not be classified under the simplified scene-based
paradigm attributes or Rumsey’s miscellaneous attributes.
The qualification approach of the attributes in Table 3.16 to describe spatial
degradations in automotive audio systems is similar to the procedure used for the
simplified scene-based paradigm (Section 3.2.1).
The significance of the “Elevation” spatial attribute for automotive audio systems is
supported by several instances of previous research. House (1989) showed that certain
loudspeaker locations in an automotive audio system result in the sound images being
perceived either higher or lower than head height (Figure 3.3). Ford et al. (2002b)
reported that subjects perceived changes in elevation between different reproduction
systems (Section 3.1.7). Shively & House (1996) reported that subjects perceived sound
images to elevate with the addition of a roof panel in the simplified vehicle interior
(Section 3.1.7).
Support for the “Reverberation Spectrum” attribute as applied to automotive audio
systems is provided by Griesinger (1999), who established a relationship between
low-frequency content and perceived spaciousness in small acoustic environments.
Griesinger’s finding is speculated to relate to “Ambience Spectral Balance” by Clark
(2003) because they both deal with how perceived spaciousness is affected by the levels
of low frequencies reproduced in small acoustic environments. Additional support for
“Reverberation Spectrum” is provided by the description of “Ambience Spectral Balance”,
which mentions that a typical problem in automotive audio systems is where the recorded
reverberation is perceived to have excessive levels of low frequencies. The acoustic
environment of the automobile cabin possibly alters the spectral balance of the recorded
reverberation between low and high frequencies.
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Table 3.17 categorises the remaining surveyed attributes in a list using the newly
proposed attributes. The surveyed attributes “Stage Height” and “U/D Stage” are under
“Elevation” because they both describe changes in the perceived elevation of the audio
environment. “Reverberation Spectrum” categorises the surveyed attribute “Ambience
Spectral Balance” because the former is a more general case of the latter.
Hegarty et al. IASCA Clark Bai and Lee Azzali et al.
Elevation Stage Height U/D Stage
Reverberation
Spectrum
Ambience
Spectral
Balance
Table 3.17.: Categorisation of the surveyed spatial attributes that could not be
classified under the simplified scene-based paradigm attributes or Rumsey’s
miscellaneous attributes.
A few observations can be made regarding the attributes listed in Table 3.17.
“Elevation” and “Reverberation Spectrum” could suggest how the scene-based paradigm
attributes could be extended to account for the perceived spatial characteristics specific
to automotive audio systems. As with the previous two lists, this list is populated mostly
with the entries by Clark, which makes his list is the most comprehensive of the five
surveyed literature sources. “Elevation” has entries from two sources, which demonstrates
that its perception could be substantial in automotive audio systems. “Reverberation
Spectrum” has only one entry, although its potential significance was explained above.
3.2.4. Interim List
The analyses performed in this section result in an interim list of attributes that merits
further investigation to assess the perceived spatial degradations in automotive audio
systems (Table 3.18). The list was created by combining select attributes from the
simplified scene-based paradigm, miscellaneous attributes, and attributes that did not
fit in the first two categories. All six of the simplified scene-based paradigm attributes
were included in the list because they were qualified through either experimental or
other means. Two of the four miscellaneous attributes were included in the list because
experimental evidence supported their qualification. The remaining two attributes (i.e.
“Source Stability” and “Scene Stability”) were discarded due to their weaker qualifications.
The two attributes that did not fit in either category were included in the list because
experimental evidence supported their qualification.
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List Attribute Description
Simplified
Scene-Based
Paradigm
Localisation The perceived lateral location of a scene, environment,group of sources, or individual source.
Width The perceived lateral extent of a scene, environment, groupof sources, or individual source.
Distance
The perceived forward or backward range between a
listener and a scene, environment, group of sources, or
individual source.
Depth The perceived scene, environment, group of sources, orindividual source that recedes from the listener.
Presence Sense of being inside an enclosed space or scene.
Envelopment
The sense of being enveloped by a group of sources,
individual source, reverberant sound, or environmental
(background stream) sound.
Miscellaneous
Attributes
Source Focus
Degree to which individual sources can be precisely located
in space (this may be closely related to individual source
width).
Scene Width Homogeneity Evenness of distribution of scene elements compared with areference scene.
Attributes
Outside Either
List
Elevation The perceived height of a scene, environment, group ofsources, or individual source.
Reverberation Spectrum
The perceived frequency response balance of the recorded
reverberant sound reproduced through the acoustic
environment of an automotive audio system.
Table 3.18.: Interim list of spatial attributes that were considered for further examination
and their descriptions.
3.3. Relationships Between Interim-List Spatial Attributes
and Lower-Level Spatial Attributes
To determine the relationships between the spatial attributes from the interim list (Table
3.18) and the lower-level spatial attributes used in a pilot listening test to develop the
QESTRAL model (Conetta, 2010), the former are compared to the latter. Uncovering
these relationships could reveal the capabilities and limitations of the lower-level spatial
attributes to describe the spatial characteristics of automotive audio systems. The
attributes used in previous listening tests involving automotive audio systems, but not
considered in developing the model, could be potential candidates for future listening
tests that are employed to adapt the model for automotive audio systems.
The lower-level spatial attributes represent what could be considered as the main
components of a spatial-audio scene in domestic reproduced sound environments. These
attributes were used to determine whether impairment processes stressed the different
underlying types of degradations in multichannel audio systems across the full range
of assessment levels (Conetta et al., 2008). The selection process for the attributes
was based upon the findings of elicitation experiments, Rumsey’s scene-based paradigm
and discussions amongst the members of the QESTRAL project group (Conetta, 2010).
Table 3.19 lists the attributes and their descriptions.
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Spatial Attribute Description
Individual Source Location The perceived location of an individual sound source(s)within the audio scene.
Scene or Source Distance The perceived distance between the listener and the audioscene or sound source.
Scene or Source Depth
The perceived distance between the front and rear sound
sources of the entire audio scene or of a sound source(s)
within an audio scene.
Individual Source Width The perceived width of an individual sound source(s)within the audio scene.
Ensemble Width The perceived width of a group of sound sources.
Audio Scene Coverage Angle The extent to which the audio scene physically surroundsthe listener.
Scene Spaciousness The feeling of being present in the audio scene rather thanabsent.
Scene Envelopment The perceived envelopment created by the audio scene.
Table 3.19.: Descriptions for the lower-level spatial attributes used in a pilot listening
test to develop the QESTRAL model by Conetta (2010).
Graphical means to visualise the relationships between the interim-list attributes and
lower-level spatial attributes is shown in an a mind map (Figure 3.7). The categories
above these lower-level spatial attributes (Section 2.4.2) are also shown.
Spatial
Attributes in
QESTRAL Pilot
Listening Test
Secondary Spatial Attribute
Primary Spatial Attribute
Localisation
Individual Source Location
Scene or Source Distance
Scene or Source Depth
Sense of Envelopment
Scene Spaciousness
Scene Envelopment
Sound Source Width
Audio Scene Coverage Angle
Individual Source Width
Ensemble Width
Localisation
Envelopment
Width
Width
Distance
Depth
Presence
Width
QESTRAL Lower-Level
Spatial Attributes
Scene Width Homogeneity
Interim-List
Spatial Attributes
Reverberation Spectrum
Source Focus
Figure 3.7.: Mind map showing the relationships between the lower-level spatial
attributes used in a pilot listening test to develop the QESTRAL model
and the spatial attributes in the interim list.
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“Localisation” from the interim list is broader in description compared to “Individual
Source Location” from the lower-level spatial attributes. The latter is more narrowly
defined because it only refers to the localisation of each sound image. Of the two
attributes, “Localisation” is kept because it encompasses more.
“Scene Width Homogeneity” from the interim list is related to “Individual Source
Location” from the lower-level spatial attributes because the former results from a group
of skewed individual sound sources. However, “Scene Width Homogeneity” is unrelated
to localising individual sound sources. This attribute is retained because it can be an
independent attribute that could not be incorporated into “Localisation”.
“Source Focus” from the interim list is related to “Individual Source Width” from the
lower-level spatial attributes because the former deals with the degree of localisability of
individual sound sources. “Source Focus” is considered to be lower-level than “Width”,
and is thus incorporated into “Width”.
“Elevation” from the interim list is unrelated to any of the lower-level spatial attributes
because it describes the perceived height of the scene or its elements. However, this
attribute can be incorporated into “Localisation” by extending it to the vertical plane.
“Distance” from the interim list is similar to “Scene or Source Distance” from the
lower-level spatial attributes because they both deal with the perceived distance between
a listener and an individual sound source or more macro elements of a sound scene.
“Distance” is kept because it is broader, and thus can accommodate the distance-related
factors in automotive audio systems that might be important later.
“Depth” from the interim list describes more elements of the sound scene than “Scene
or Source Depth” from the lower-level spatial attributes. Consequently, the former is
retained because it is broader in scope, and could cover the depth-related factors in
automotive audio systems encountered later.
“Width” from the interim list is listed three times under “Individual Source Width”,
“Ensemble Width”, and “Audio Scene Coverage Angle” from the lower-level spatial
attributes. “Width” is kept to evaluate width-related factors in automotive audio systems
because it is more general than each of its related lower-level spatial attributes.
“Presence” from the interim list is similar in description to “Scene Spaciousness” from
the lower-level spatial attributes because they both describe the perception of being
inside an auditory scene. The former is kept for further investigation because it also
refers to the sense of being inside an enclosed space, which was shown to be degraded in
automotive audio systems (Section 3.1.7).
“Reverberation Spectrum” from the interim list is related to “Scene Spaciousness”
from the lower-level spatial attributes because they both relate to degrees of perceived
spaciousness. The former is not a major spatial degradation in automotive audio systems
compared to degradations such as localisation. Thus, “Reverberation Spectrum” is
incorporated into “Presence”.
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“Envelopment” from the interim list is retained over “Scene Envelopment” from the
lower-level spatial attributes because the former is defined in more general terms and
covers more types of scene elements.
3.3.1. List of Proposed Attributes
The final list of proposed spatial attributes was compiled from the attributes that were
retained from the analysis between the interim-list attributes and lower-level spatial
attributes (Table 3.20). The list includes attributes from the simplified scene-based
paradigm, those from the simplified scene-based paradigm that incorporate new features,
and an attribute from Rumsey’s miscellaneous attributes. Attributes in the last two
groups could be unique to automotive audio systems.
Attribute Description
Localisation* The perceived lateral and vertical location of a scene,environment, group of sources, or individual source.
Width The perceived lateral extent of a scene, environment, groupof sources, or individual source.
Distance*
The perceived forward or backward range between a
listener and a scene, environment, group of sources, or
individual source.
Depth The perceived scene, environment, group of sources, orindividual source that recedes from the listener.
Presence The sense of being inside an enclosed space or scene.
Envelopment
The sense of being enveloped by a group of sources,
individual source, reverberant sound, or environmental
(background stream) sound.
Scene Width Homogeneity Evenness of distribution of scene elements compared with areference scene.
Table 3.20.: Final list of spatial attributes proposed for a modified version of the
QESTRAL model for automotive audio systems. The unmarked attributes
are those from either the simplified scene-based paradigm or Rumsey’s
miscellaneous attributes. The attributes marked with an asterisk (*)
incorporate new features.
The attributes in the final list can be used for future listening tests to develop a
modified version of the QESTRAL model for automotive audio systems. Another use
for the list is for evaluating whether the stimuli for the listening tests stress each spatial
attribute in automotive audio systems to various degrees. This method has previously
been used to help identify appropriate stimuli for the listening tests to develop the
QESTRAL model (Conetta, 2010).
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3.4. Summary
The main goal of this chapter was to create a list of proposed spatial attributes for the
development of a modified version of the QESTRAL model for the automotive audio
environment. This list was created by answering the main research question at the
beginning of this chapter.
The attributes and degradations that describe the perceived spatial characteristics
of automotive audio systems were located from the literature. Five literature sources
were selected based on whether sufficient descriptions of the attributes were provided. A
discussion of the methods used to develop each list of surveyed spatial attributes revealed
that some lists could be more relevant for automotive audio systems than others. Due to
their more reliable development methods or relevance to the scene-based paradigm, the
lists by Clark, IASCA, and Hegarty et al. appeared to have higher relevance than those
of Azzali et al. and Bai and Lee. By comparing and contrasting the surveyed attributes
and degradations, three lists were created using the following categorisations:
1. those similar to a simplified version of Rumsey’s scene-based paradigm;
2. those similar to Rumsey’s miscellaneous attributes;
3. those outside Rumsey’s attributes.
The attributes used for categorisation were qualified using experimental evidence or other
supporting details. The three lists were compiled into an interim list.
The attributes in the interim list were compared to the lower-level spatial attributes
used to develop the QESTRAL model. A final list of proposed spatial attributes for
adapting the model for automotive audio systems was created by forming relationships
with a mind map between the interim-list spatial attributes and lower-level spatial
attributes. The attributes from the comparison that warranted further examination
towards evaluating the perceived spatial degradations of automotive audio systems
were retained. The final list contains original attributes from the simplified scene-
based paradigm, those that are based on extending the simplified scene-based paradigm
attributes, and an attribute from Rumsey’s miscellaneous attributes. The spatial
attributes for automotive audio systems were slightly different than those for domestic
audio systems. The extended attributes and the miscellaneous attribute could be those
specific to automotive audio systems, which may need further development.
The main research question in this chapter was “What are the spatial attributes
that can be employed to develop a modified version of the QESTRAL model for the
automotive audio environment?”, which was broken down into three smaller research
questions. Answers are listed for these research questions.
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1. What are the attributes that describe the degraded aspects of spatial quality in
automotive audio systems?
Based on previous research into automotive audio, a wide range of attributes have
been found to be elicited or proposed. These were discussed, and categorised as
follows: “Localisation”, “Width”, “Distance”, “Depth”, “Presence”, “Envelopment”,
“Source Focus”, “Scene Width Homogeneity”, “Elevation”, and “Reverberation
Spectrum”.
2. How do these attributes relate to those used to develop the QESTRAL model?
The QESTRAL model was developed based on the following attributes: Individual
Source Location, Scene or Source Distance, Scene or Source Depth, Individual
Source Width, Ensemble Width, Audio Scene Coverage Angle, Scene Spaciousness,
and Scene Envelopment. “Localisation” and “Scene Width Homogeneity” are
related to “Individual Source Location”. “Distance” is related to “Scene or
Source Distance”. “Depth” is related to “Scene or Source Depth”. “Width”
and “Source Focus” are related to “Individual Source Width”. “Width” is also
related to “Ensemble Width” and “Audio Scene Coverage Angle”. “Presence” and
“Reverberation Spectrum” are related to “Scene Spaciousness”. “Envelopment” is
related to “Scene Envelopment”.
3. Do any attributes need to incorporate new features to enable the development of
a modified version of the QESTRAL model for automotive audio systems?
The attributes that need to incorporate new features to enable the development
of a modified version of the QESTRAL model for automotive audio systems
are “Localisation” and “Distance”. “Localisation” incorporated the perception of
elevation because studies of localisation in automotive audio systems found that
sound sources can deviate from the horizontal plane. “Distance” incorporated the
perception of distance from behind the listener because this is how sound images
can be perceived in automotive audio systems.
This chapter proposed a list of spatial attributes that are relevant to automotive audio
systems. A set of metrics is needed to predict these attributes. The next chapter proposes
metrics that aim to predict the proposed spatial attributes.
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Chapter 4
Metrics Related to Spatial Attributes
for Automotive Audio Systems
The previous chapter proposed a list of attributes that aimed to describe the perceived
spatial characteristics of automotive audio systems. A set of metrics is required to predict
these attributes. The main objective of this chapter is to propose metrics that aim to
predict the proposed spatial attributes.
The main research question in this chapter is “What are the metrics that can be
employed to develop a modified version of the QESTRAL model for the automotive audio
environment?”, which is broken down into three smaller research questions. Motivations
are listed for these research questions.
1. What are the existing metrics that relate to the perceived spatial characteristics
of automotive audio systems?
A review of previous efforts to model the spatial aspects of automotive audio
systems is conducted to guide the development of metrics for predicting the overall
spatial quality of automotive audio systems.
2. How do these existing metrics for automotive audio systems relate to QESTRAL
metrics?
Relationships are established between the existing metrics for automotive audio
systems and metrics for the QESTRAL model to enable further development of
the former.
3. Which metrics can be proposed to predict the proposed spatial attributes?
To predict the quality of the proposed spatial attributes from Chapter 3, metrics
need to be proposed. The details of these metrics also need to be specified including
the test stimuli, systems to reproduce these stimuli, methods of acoustic signal
capture, and equations to calculate the metric. The proposed metrics are employed
to develop a modified version of the QESTRAL model for the automotive audio
environment.
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The first research question is addressed by a review of the metrics in the existing
literature related to the perceived spatial characteristics of automotive audio systems,
and attempting to justify each metric (Section 4.1). The second research question is
dealt with by comparing the existing automotive-audio metrics to QESTRAL metrics
(Section 4.2). The outcome of this comparison could indicate which metrics can be used
without modification, and those that need to be further modified or newly created to
account for the spatial-quality degradations in automotive audio systems. The third
research question is addressed by matching existing or newly proposed metrics with the
proposed spatial attributes (Section 4.3). A summary of this chapter is presented in
Section 4.4.
4.1. Existing Metrics for Automotive Audio Systems
To aid in the development of a set of metrics to predict the overall spatial quality of
automotive audio systems, a review of previous efforts to model the spatial aspects
of automotive audio systems is carried out. The review is performed by examining
and attempting to justify the metrics related to the perceived spatial characteristics
of automotive audio systems in the current literature. The primary criterion for this
justification is whether these metrics can relate to their intended percepts in automotive
audio systems. Failing this, a secondary criterion for justification is whether the metrics
are related to their intended percepts outside the context of automotive audio systems.
The metrics reviewed can be classified as either microphone- or binaural-based, where
the former are calculated from the signals captured using a single microphone or an
array of microphones, and the latter are calculated from head related transfer function
(HRTF) signals captured using a microphone in each ear of an artificial head.
4.1.1. Microphone-Based Metrics
The metrics based on microphone measurements of automotive audio systems are
reviewed from current literature. These include time-energy curve metrics (i.e. RT60
and C 80) and LEF.
Time-Energy Curve Metrics
Metrics based on time-energy curves use data from the energy calculated from an impulse
response as a function of time. RT60 and C 80 are two such metrics.
RT60 RT60 is a measure of reverberation in an acoustic space, and is defined as the time
required for the sound energy density to decay 60 dB from its original value (Beranek,
1996). The metric is related to speech intelligibility (Everest, 2001) and the acoustical
acceptance of music reproduction (Kuttruff, 2000). The appropriate test stimuli to
determine RT60 include random noise, an impulse source, or other signals that yield an
impulse response with post processing, such as maximum length sequence (MLS) signals,
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chirps, or linear sweeps (ISO, 2000). The reproduced test stimulus is typically acquired
through an omnidirectional microphone positioned at ear height (Everest, 2001).
Shively (2000) showed that RT60 values in automobile cabins range from 30 to 50
ms, which demonstrates that these acoustic environments are close to anechoic and
prevent a reverberant field from forming. RT60 can differentiate automobile cabins from
classrooms (which have values around 0.5 s), concert halls (which are in the range of
1.5 to 3 s), and cathedrals (which are 5 s or longer) (Toole, 2008). However, Choi
et al. (2002) showed that the metric is incapable of differentiating one automobile cabin
from another. Although no statistical analysis was presented, the study reported that
RT60 did not show substantial differences between five different automobile cabins. The
metric may not contribute substantially towards predicting the overall spatial quality of
automotive audio systems.
C80 C 80 is the ratio of the energy in the early sound compared to that in the reverberant
sound. The metric is related to the perceived clarity of music in auditoria (ISO, 2000),
and is determined by the balance between early- and late-arriving energy. The “80” in
the nomenclature of C 80 stands for the early time limit of 80 ms, which can relate to
the clarity conditions for music (as opposed to speech, which has an early time limit of
50 ms). The test stimuli to determine C 80 could be an impulsive signal or another test
stimulus from which an impulse response can be derived (ISO, 2000). The reproduced
test stimulus is measured by an omnidirectional microphone. The metric is calculated
as:
C80 = 10 log
(´ 80
0 p
2(t)dt´∞
80 p
2(t)dt
)
dB, (4.1)
where the integration time limits are in milliseconds, and p(t) is the instantaneous sound
pressure of the measured impulse response.
Bradley et al. (2000) showed that C 80 is related to perceived listener envelopment
(LEV) in concert halls. LEV is defined as the “sense of being surrounded by a diffuse array
of sound images that are not associated with particular source locations.” Subjects rated
the relative perceived listener envelopment of 21 soundfields compared to a reference.
These soundfields consisted of three overall sound levels and seven levels of C 80 summed
over four octaves between 125 Hz and 1 kHz. This frequency range was chosen because
it was shown to be the most important for spatial impression. The reference soundfield
was specified to have the highest C 80 and the lowest LEV. Figure 4.1 shows the results
of the experiment, which suggest that larger concert halls with naturally lower sound
levels require greater relative amounts of late-arriving sound energy to maintain adequate
perceived listener envelopment.
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one data set to the next, the overall level is decreasing. Since
moving vertically on the graph corresponds to constant late-
arriving sound level, the decrease in overall level is due to a
decrease in early level. Thus, the combined effects of early-
and late-arriving sound on perceived LEV are illustrated in
Fig. 2. Increasing late-arriving sound energy leads to in-
creased LEV. Increasing early-arriving sound energy tends to
decrease perceived LEV.
A multiple linear regression analysis of the combined
effects of early and late sound levels on mean LEV scores
produced the following result:
LEV!0.296GL!125-1K ""0.06181G80!125-1K "
#0.818, !1"
where GL(125-1K) is the late-arriving relative sound level,
G80(125-1K) is the early-arriving relative sound level, and
the related R2 value was 0.973.
A similar multiple linear regression analysis in terms of
early and late lateral relative sound levels produced the fol-
lowing equation:
LEV!0.275GLL!125-1K ""0.100GEL!125-1K "
#2.406, !2"
where GLL(125-1K) is the late-arriving relative lateral
sound level and GEL(125-1K) is the early-arriving relative
lateral sound level. For Eq. !2" the related R2 value was
0.955. In both regression analyses both predictors were
highly significantly related to LEV scores (p$0.001).
These results, and in particular the regression equations
derived from them, clearly show how early- and late-arriving
sound combine to influence our perceptions of LEV. While
LEV does increase with increasing late-arriving !lateral"
sound, in agreement with previous studies, increased early-
arriving sound can diminish the perceived LEV. It may
therefore be possible to have too much early-arriving sound
and hence have conditions in which a high degree of envel-
opment is not possible.
B. Extended range effects of early and late sound on
LEV
The results in Fig. 1 indicate an approximately linear
relationship between perceived listener envelopment !LEV"
and C80(125-1K) values over most of the range included in
this experiment. This range was chosen to include the com-
plete range of C80(125-1K) values likely to be encountered
in actual concert halls. The results suggest that this linear
trend may not extend to the extremes of this range. To more
fully understand the effects of early and late sound levels on
LEV, a second experiment was carried out that included an
extended range of C80(125-1K) values. While the added
more-extreme cases are not likely to be found in concert
halls, they allow us to better understand our perceptions of
envelopment when either early- or late-arriving sound is very
dominant over the other.
1. Experimental procedure
In this experiment, subjects rated the relative LEV of 21
sound fields. These consisted of seven levels of
C80(125-1K) varying from "12 to #18 dB and the same
three overall sound levels as in the previous experiment.
Again, the sound field with the highest C80(125-1K) and the
lowest sound level !i.e., with the lowest LEV" was the refer-
ence sound field that subjects compared with each of the
other sound fields. As in the first experiment, the time and
direction of arrival of early- and late-arriving sound were
kept constant.
2. Results
The mean LEV scores are plotted versus measured
C80(125-1K) values for the three different overall levels in
Fig. 3. Over the range of C80(125-1K) values from "6 to
#9 dB, the results are very similar to the previous experi-
ment shown in Fig. 1. For C80(125-1K) values between "4
and #6 dB, there is again an approximately linear relation-
ship with LEV responses. However, there are now different
trends at either extreme of the C80(125-1K) scale. For very
high C80(125-1K) values, where the early-arriving sound
FIG. 2. Mean LEV scores as a function of the measured late-arriving sound
levels, GL(125-1K), for three different overall levels, 65, 68, and 71 dBA.
The dotted lines were obtained using Eq. !1".
FIG. 3. Mean LEV scores for an extended range of the early-to-late ratio,
C80(125-1K), and for three overall sound levels, 65, 68, and 71 dBA.
654 654J. Acoust. Soc. Am., Vol. 108, No. 2, August 2000 Bradley et al.: Spatial impression in concert halls
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Figure 4.1.: Mean LEV scores for a range of C 80(125-1K ) values and three overall sound
levels (65, 68, and 71 dBA) by Bradley et al. (2000).
Choi et al. (2002) reported that C 80 values did not vary substantially between the
acoustic environments of five automobile cabins. It is unclear whether these limited
results can generalise to all automotive audio systems. The lack of variation in the C 80
values is most likely because reverberation cannot form in the small internal volume
of automobile cabins, as typically little reflected energy exists beyond 80 ms. The
metric may not contribute substantially towards predicting the overall spatial quality
of automotive audio systems.
LEF
Lateral ener y fraction (LEF) is the ratio of the early lateral s und en rgy to the total
early sound energy. The metric is related to perceived auditory source width (ISO, 2000)
and spatial impression (Barron & Marshall, 1981). The test stimulus to determine the
metric can be an impulse source or a signal that yields an impulse response with post
processing (ISO, 2000). Measurements for the metric are taken using an omnidirectional
microphone and a figure-of-eight microphone, where the null of t e latter is positioned
towards the source so that this microphone responds predominantly to the sound energy
arriving from lateral directions. To measure the metric in an automobile cabin, the null
of the figure-of-eight microphone is assumed to be positioned towards the front of the
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car with its main lobes facing towards the side windows. The metric is calculated as
(ISO, 2000):
LEF =
´ 80
5 |pL(t)× p(t)| dt´ 80
0 p
2(t)dt
, (4.2)
where the integration time limits are in milliseconds, pL(t) is the instantaneous sound
pressure of the impulse response measured with a figure-of-eight microphone, and p(t) is
the instantaneous sound pressure of the impulse response measured by an omnidirectional
microphone.
For concert halls, Barron & Marshall (1981) showed that the amount of perceived
spaciousness is related proportionally to LEF (Figure 4.2). Their results were based on
the research by Reichardt & Schmidt (1966, 1967), who conducted a listening test where
the subjects were asked whether a change could be detected between soundfields with
different lateral reflection levels. Regarding automotive audio systems, Choi et al. (2002)
found that the metric can reveal differences between five automotive audio systems.
LEF warrants further consideration towards predicting the overall spatial quality of
automotive audio systems.
Figure 4.2.: Relationship between the amount of spaciousness and lateral energy fraction
by Barron & Marshall (1981).
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4.1.2. Binaural-Based Metrics
The metrics based on binaural measurements of automotive audio systems are reviewed
from current literature. These include IID, ITD, IGD, “Balance Between Left/Right
Channels”, and IACC.
IID and ITD
IID is defined as the difference in magnitude between both ears created by a sound
source (Blauert, 1997). The metric relates to localisation for frequencies greater than
about 1.5 kHz (Begault, 1994). Most natural or synthetic signals can be used as test
stimuli to determine the metric. The reproduced test stimuli are captured using an
artificial head. The calculation of the metric was shown in Equation 2.3.
ITD is determined by the difference in arrival times of a sound source to both ears
(Strutt, 1907), and relates to localisation for frequencies less than approximately 1 kHz
(Begault, 1994). Most natural or synthetic signals can be used as test stimuli to
determine the metric. The reproduced test stimuli are captured using an artificial head.
The calculation of the metric was shown in Equation 2.2.
Azzali et al. (2004) proposed a metric called corr_ITDan_sys based on ITD measure-
ments, which indicates the degree of perceived localisation accuracy in automotive audio
systems. The metric is determined by performing a correlation of ITD measurements
of panned test signals between a reference sound system in anechoic conditions and
an automotive audio system. A high correlation indicates localisation that is similar
to the reference, while a low correlation shows degraded localisation compared to the
reference. The metric indicated high values for 5.1-channel and 7.1-channel audio
systems implemented in an automotive environment. A full validation of the metric
was not performed, although it is similar to the mean_angle_diff metric developed for
the QESTRAL model (Equation 2.17), which also relates to localisation accuracy. The
mean_angle_diff metric was employed in an earlier version of the model (Dewhirst
et al., 2008), which resulted in a correlation (R) of 0.82 and root-mean-square error of
prediction (RMSEP) of 14% from a leave-one-out cross-validation.
Kleiner & Lindgren (1998) used IIDs combined with ITDs to estimate the localisation
of phantom images in automotive audio systems. Franssen & du Cloux (1964) developed
a nomogram — a two-dimensional diagram that allows the approximate graphical
computation of a function — for the localisation of phantom images in a domestic audio
system consisting of two loudspeakers and a listener positioned in an equilateral triangle.
This nomogram was adapted for automotive audio use, and is applicable primarily for
mid- and high-frequency stimuli. Despite the modification of the original nomogram to
reflect an automotive audio environment (Figure 4.3), Kleiner and Lindgren reported
that their adaptation worked “surprisingly well” in describing the perceived location of
phantom images.
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environment. Most audio material however is recorded recreated sound stage is symmetrically and
for listening in surroundings where early reflections equidistantly extended to the front and to the sides of
are much later, and where there is considerable the listener. The success of this approach is of course
reverberation, dependenton the recordingtechniquesused.
Some of the effect of reflections is simulated in cars One way of characterizing the successful recreation of
by use of many loudspeakers surrounding the the sound stage is to use Meyer and Schodder's data
listeners, and by use of sound field simulation for lateral stereo phantom source positioning as a
techniques. These sound field simulation techniques function of interaural intensity and time delay
can be assessed by measurement of the electrical differences as related by Franssen. In the Franssen
properties of the respective output channels and by nomogram, the phantom source location is shown as
measurement of the properties of the combined sound a function of these parameters for a broadband signal.
field in the car compartment by conventional room Because of the directivity properties of the
acoustic techniques. Reverberation ratio, Clarity, loudspeakers and the scattering characteristics of the
Lateral efficiency and interaural cross-correlation are car compartment it is necessary to study the interaural
measures, mentioned earlier, which can be used to parameters separately in a number of frequency
evaluate the audibility of effects created by these bands. This is an extrapolation of the original
methods. Franssennomogramandanexampleof its usein car
audio is shown in figure 18.
For some cases such as when designing systems for
active noise control, the steady state response, the
invariance and distortion characteristics of the system 16 _-are the primary concerns. In these cases the best _.{ I 1 1(_0%
measurementmethod to investigate the soundsystem 12 Z] Left side localization _ _ 100% ·
is to use stepped sine wave excitation even though _, _ ..... _,_---_"'_-__ _ 50%
the control systemsthemselves oftenusetransientor -o 8 _ __.__ _pseudorandomsignalsto measuretheelectroacoustic. _ 0% 'a
system characteristics. § 4 _--'"'_-_____ _
= oC3 ::;Z.- §
6.3 Sound stage characterization o _'°c_' _.____/___ o
A typical oar loudspeaker system configuration is _ ____
showninfigure17. _, -8
o_
C 1:1oo.
-2 -1,5 -1 -0,5 0 0,5 1 1,5 2
Right side sound earlier [ms]
Figure 18:A Franssen nomogram can be used injudging the
perceived localization in the horisontal plane of
wideband sounds. It is based on the use of interaural
l __ time delay and sound pressurel level diffrences. It is
useful for measuring localization differences between
midrange and treble loudspeakers on each side in
distributed loudspeaker stereo systems in cars.
Some possible frequency band subdivisions for use
with the Franssen nomogram are high pass filter at 1
Figure 17: A typical loudspeaker system configuration in cars. The kHz, octave band filtering and third octave band
dashboardloudspeakersmaybemidrangeandtreble filtering from I kHz and upwards in frequency. By for
loudspeakers, the front door loudspeakers are bassand example filtering and then correlating the signals frommidrange loudspeakers. The rear door contains fullrange
loudspeakers andthehatshelfcontainsbass the mannikin's microphones, it is possible to obtain
loudspeakers, the interaural time delay. The interaural intensity
difference is easily obtained as the difference in sound
In most current cars the minimum configuration is a level at the ears. Although the data shown in the
stereo sound system although original equipment Franssen nomogram strictly applies only to a stereo
manufacturers' systems using just one center replay condition using two loudspeakers and a listener
dashboard mounted loudspeaker can still be found, positioned in an equilateral triangle, the method
For listening to speech for prolonged timeswithout described hereworks surprisingly well in describing
fatigue, it is essential that the phantom image of the the subjectively perecived location of phantom
speaker is located in front of the listener. For music images, even when listening towidely spaced stereo
listening it is in an analogous way essential that the sources in the car compartment.
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Figure 4.3.: The adapted Franssen nomogram to localise a phantom image on the
horizontal plane in auto otive audio systems by Kleiner & Lindgren (1998).
Points along various lines in the nomogram indicate the intensity levels and
time delays required for a given localisation of a phantom image from 100%
for localisation at the left loudspeaker location, 0% for central localisation,
to −100% for localisation at the right loudspeaker location.
Both IID and ITD relate to perceived localisation in automotive audio systems. Both of
these metrics can contribute towards predicting the overall spatial quality of automotive
audio systems.
IGD
Interaural Group Delay (IGD) is defined as the difference in time between the envelopes of
the left- and right-ear signals (Blauert, 1997). Clark (2009) proposed IGD to characterise
a localisation mechanism that is speculated to operate strongly above 2 kHz. A graphical
representation of IGD, along with graphical representations of IID and ITD — as defined
by Clark — are shown in Figure 4.4.
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Figure 4.4.: The graphical determination of ILD, ITD, and IGD using idealised pulse
signal arrivals at the left and right ears by Clark (2009). ILD is the
nomenclature for IID used by Clark.
A measurement system that combined IGD with IID and ITD is proposed by Clark
(2009), which aims to assess the degraded spatial characteristics of non-ideal listening
environments such as automotive audio. This system was reported to successfully localise
single-loudspeaker and phantom-centre sources under ideal conditions. However, the
effects of early reflections and other perceptual effects that aid localisation were not
accounted for in the system. Additionally, the validity of the system when applied to
automotive audio systems was not investigated.
Blauert (1997) reported that for a range of azimuth angles, the measured ITD in several
studies was approximately equal to an average value of IGD. The range of frequencies
IGD was averaged over was unspecified. The output from an auditory model by Supper
(2005) was used to calculate binaural metrics (Section 2.4.2) in the QESTRAL model.
ITD derivations in the first stage of the model involved splitting binaural signals into
critical bands and then low-pass filtering each critical band, which are similar to IGD
calculations. IGD is not considered further because it is similar to ITD.
Balance Between Left/Right Channels
Choi et al. (2002) categorised auditory attributes “commonly used for evaluations of
car audio systems” based on “strong correlation with each other”. Details of the
categorisation were not provided, One resulting category was “Spatial Balance”, which
was composed of “Depth”, “Width”, “Presence”, “Location”, “Definition”, “Spaciousness”,
“Liveness”, “Stable”, and “Balance”.
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“Balance Between Left/Right Channels” is a metric that Choi et al. reported to
“strongly correlate” with “Spatial Balance”. The only description provided about this
metric was that binaural impulse responses measured with an artificial head were used.
No values were provided regarding the degree of correlation between the metric and
the spatial attribute for the five automotive audio systems investigated. The metric
could be a suitable candidate to predict the overall spatial quality of automotive audio
systems. However, implementation details need to be located or a new metric needs to
be developed that measures the balance between the left and right ear signals.
The function of “Balance Between Left/Right Channels” can be replicated by IID and
ITD, which can indicate differences in level or time between left and right loudspeaker
channels. The metric is not considered further.
IACC
IACC measures the degree of similarity between the left- and right-ear signals. The
metric correlates with auditory source width and spatial impression in concert halls
(Hidaka et al., 1995; Blauert, 1997). Test stimuli that can be used to determine the
metric include an impulse source and signals that yield an impulse response with post
processing (ISO, 2000). The metric uses signals acquired from an artificial head, and is
calculated as shown previously in Equation 2.1.
Combinations of IACC and sound pressure level have been used to predict perceived
auditory source widths in concert halls (Morimoto & Iida, 1995). Absolute perceived
auditory source widths were estimated in a listening test as a function of different IACC
values and sound pressure levels of a musical stimulus. A multiple-regression equation
was then created based on the listening test data. Based on this equation, equal perceived
auditory source width contours for various IACC values and sound pressure levels were
made (Figure 4.5).
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Figure 4.5.: Equal perceived auditory source width (ASW) contours for various IACC
values measured without A-weighting and ear simulators in an artificial head
(i.e. DICC) and the binaural summation of sound pressure level (BSPL) by
Morimoto & Iida (1995).
In automotive audio systems, Azzali et al. (2004) reported that IACC “correlated well”
with the “degree of stereophony”. Although an actual value was not provided, Choi et al.
(2002) reported that the metric “strongly correlated” with a global category of spatial
attributes called “Spatial Balance”. Despite the limited justification, the metric should
be considered for predicting the overall spatial quality of automotive audio systems.
4.1.3. Summary of Existing Metrics for Automotive Audio Systems
The metrics in the review that warrant further consideration towards predicting the
overall spatial quality of automotive audio systems are compiled in Table 4.1. All of the
entries are conventional metrics of spatial perception. Also, these entries do not fully
represent the modelling of perceived spatial characteristics in the proposed list of spatial
attributes for automotive audio systems (Table 3.20). Further work to expand Table 4.1
is needed.
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Choi et al. Azzali et al. Kleiner and Lindgren
Microphone-Based LEF
Binaural-Based
IID
IACC IACC
ITD ITD
Table 4.1.: Metrics located in the current literature (Choi et al., 2002; Azzali et al.,
2004; Kleiner & Lindgren, 1998; Clark, 2009) used to model the perceived
spatial characteristics of automotive audio systems that warrant further
consideration.
IID and ITD were shown by Kleiner & Lindgren (1998) to aid in estimating the
localisation of phantom sound images in automotive audio systems. A new metric that
predicts localisation in automotive audio systems could be developed that combines these
two metrics, where each are weighted based on duplex theory and loudness (Strutt, 1907;
Supper, 2005).
LEF and IACC are similar as they both relate to perceived auditory source width (ISO,
2000; Mason, 2002). Using both metrics could be redundant. IACC is arguably more
psychoacoustically relevant between the two because it is based on binaural signals.
LEF is removed from further consideration. For automotive audio systems, perhaps
IACC could be determined for the time window from 0 to 80 ms to reflect only early
reflections (ISO, 2000). IACC measurements beyond 80 ms may be irrelevant because
the RT60 values in automobile cabins are shorter than 50 ms. A further reduction of
the time window from 80 ms could result in a version of IACC that is more suitable to
reflect the short RT60 values in automobile cabins.
4.2. Relationships between Existing Metrics for Automotive
Audio Systems and QESTRAL Metrics
Uncovering the relationships between the metrics related to spatial perception in
automotive audio systems and those for the QESTRAL model could aid further
development of the former. Two relationships can be established between the automotive
audio metrics and QESTRAL metrics.
One relationship that can be drawn between the binaural-based automotive audio
metrics and QESTRAL metrics is that a combination of IID and ITD can be used to
estimate localisation. Kleiner & Lindgren (1998) combined IID and ITD cues to estimate
the localisation of phantom images in automotive audio systems (Section 4.1.2). The
estimated angle of localisation at any time t (θˆ(t)) is determined by combining IID and
ITD data (Equation 2.6). The estimated localisation angle is used as a component in
a number of QESTRAL metrics related to localisation error such as mean_angle_diff
(Section 2.4.2), max_angle_diff (Section 2.4.2), and front_angle_diff (presented below).
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The frontal audio scene is defined as all the sound sources with the intended localisation
angles between ±30° from the front of the listener, where the extents of this range
correspond with the left and right loudspeaker angles in the 5-channel loudspeaker setup
defined by ITU (2006). Foreground sound sources (e.g. orchestra and soloists) dominate
the frontal audio scene in typical 5-channel programme material (Jackson et al., 2010).
front_angle_diff estimates the change in localisation of a sound source in the frontal
audio scene (Jackson et al., 2010). The metric is based on a model of human auditory
processing that combines IID and ITD data to predict the perceived angle of localisation
(Supper, 2005). The metric uses the measured test stimuli of seven “spun noise” probe
signal bursts (Section 2.4.1) between ±30° in 10° increments, which are captured using
an artificial head. This angular range is influenced by the definition of the frontal audio
scene. The metric is computed as (Jackson et al., 2010):
front_angle_diff = exp
(
−0.016 θˆ60
)
(4.3)
θˆ60 =
1
N
∑
|φ|≤30°
∣∣∣θˆREF(φ) − θˆDUT(φ)∣∣∣ , (4.4)
where θˆ60 is the mean difference between the localisation angles for the reference and
degraded test signals, θˆREF(φ) is the localisation azimuth calculated with the intended
angle φ for the reference system, θˆDUT(φ) is the localisation azimuth calculated with
the intended angle φ for the DUT, and N is the number of “spun noise” signals. An
exponential transform is applied to θˆ60 in Equation 4.3 to reflect the ratings of overall
spatial quality from the listening tests to develop the QESTRAL model. The details of
how the localisation azimuth is estimated are in Section 2.4.2.
Another relationship that can be drawn between the binaural-based automotive audio
metrics and QESTRAL metrics is that IACC can relate to overall spatial quality. In
automotive audio systems, Azzali et al. (2004) reported that IACC “correlated well”
with the “degree of stereophony”, and Choi et al. (2002) reported that the metric
“strongly correlated” with a global category of spatial attributes called “Spatial Balance”
(Section 4.1.2). In concert halls, Hidaka et al. (1995) employed a metric based on
three octave bands (i.e. 500, 1,000, and 2,000 Hz) of IACC termed IACCE3 to predict
perceived auditory source width. IACCE3 is determined using music test signals over
the integration time from 0 to 80 ms. In a more recent version of the QESTRAL model,
Jackson et al. (2010) used a metric based on IACC called iacc_9band — which covers a
similar frequency range to IACCE3 — to predict overall spatial quality. They found that
higher correlations between IACC and overall spatial quality were obtained when nine
critical bands with centre frequencies between 570 and 2,160 Hz were considered. The
decorrelated noise signal (Section 2.4.1) is used as a test stimulus for iacc_9band, and
the reproduced stimulus is acquired through an artificial head. The metric is calculated
as:
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iacc_9band = exp(–3.13 IACC9band) (4.5)
IACC9band =
1
9
9∑
m=1
(
max
t
IACC(m, t)
)
, (4.6)
where t is time and the nine IACCs in Equation 4.6 span the centre frequencies between
570 to 2,160 Hz. An exponential transform is applied in Equation 4.5 to create a more
linear relationship between the metric values and the ratings of overall spatial quality
from the listening tests to develop the QESTRAL model.
A summary of the relationships between the automotive audio metrics and either a
component of QESTRAL metrics or a QESTRAL metric is shown in Table 4.2.
Automotive Audio Metric QESTRAL Metric Component QESTRAL Metric
IID
θˆ(t)
ITD
IACC iacc_9band
Table 4.2.: The relationships between the automotive audio metrics and a QESTRAL
metric component or QESTRAL metric.
4.3. Proposed Metrics for Automotive Audio Systems
Some proposed spatial attributes from Chapter 3 (Table 3.20) do not have means of
prediction. Metrics that relate to these proposed spatial attributes need to be located or
created. Details need to be specified for these metrics including the test stimuli, system
to reproduce these stimuli, method of acoustic signal capture, and equations to calculate
the metric. This section proposes existing or new metrics that aim to model the proposed
spatial attributes.
Each proposed metric aims to relate to a change in the perceived spatial characteristic
between a 5-channel automotive audio system and a 5-channel reference system (ITU,
1997, 2006). The listener and artificial head are assumed to be located at the driver’s
seat (i.e. either the front-left or front-right seat) for the automotive audio system, and
at the reference listening position (i.e. the central position) for the reference system.
4.3.1. front_angle_diff
The QESTRAL metric — front_angle_diff — was defined in Section 4.2 as the change
in localisation of a sound source in the frontal audio scene.
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Localisation
The “Localisation” spatial attribute was defined as “The perceived lateral and vertical
location of a scene, environment, group of sources, or individual source” (Table 3.20). The
front_angle_diff metric is speculated to relate to the lateral component of “Localisation”
for a group of sources because perceived localisation changes of individual sources in
the frontal audio scene are speculated to be predominant in automotive audio systems.
This speculation is based on many localisation-related attributes in automotive audio
systems being associated with the frontal audio scene (Chapter 3). The test stimuli are
seven “spun noise” bursts between ±30° in 10° increments. These stimuli are reproduced
through the left, centre, and right channels, and then captured using an artificial head.
The proposal to employ front_angle_diff in automotive audio systems assumes that
sound images are constrained to an angular range of ±30°. However, this angular range
could be narrowed or widened if the angular range in automotive audio systems differ.
Scene Width Homogeneity
The “Scene Width Homogeneity” spatial attribute was defined as the “Evenness of
distribution of scene elements compared with a reference scene” (Table 3.20). The
front_angle_diff metric is speculated to relate to “Scene Width Homogeneity” because
the metric is expected to correlate with changes in the positions of sound sources
reproduced in an automotive audio system compared to reference positions (e.g. Figure
3.3). The test stimuli are seven “spun noise” bursts between ±30° in 10° increments.
These stimuli are reproduced through the left, centre, and right channels, and measured
using an artificial head. These channels were selected because they define the frontal
audio scene for the reference system, where a group of sources is assumed to be located
in common programme material. However, the angular range of the frontal audio scene
can be modified to reflect a different width of a group of sources in automotive audio
systems.
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4.3.2. iacc_9band
The QESTRAL metric, iacc_9band, was defined in Section 4.2 as IACC values calculated
over a range of critical bands to correlate more with overall spatial quality.
Width
“Width” was defined as “The perceived lateral extent of a scene, environment, group of
sources, or individual source” (Table 3.20).
Rumsey (2002) proposed the definition of the “Source Focus” spatial attribute as the
“Degree to which individual sources can be precisely located in space” (Table 3.14). He
speculated that this spatial attribute is closely related to individual source width. IACC
has been shown to correlate with individual source width in concert halls (Section 4.1.2).
Thus, iacc_9band is speculated to relate to the “Width” spatial attribute as applied to
an individual source. The proposed test stimulus is a monaural noise burst reproduced
through the centre loudspeaker, which is captured by an artificial head.
4.3.3. front_scene_width
The QESTRAL metric, front_scene_width, calculates the angle between the left and
right edges of the front scene, where the left- and right-edge angles are calculated from
the estimated localisation angles (Section 2.4.2). The test stimuli are seven “spun noise”
bursts between ±30° relative to the front of the listener in 10° increments. However,
this angular range can be modified to reflect different ensemble widths perceived in
automotive audio systems. The test stimuli are reproduced through the left, centre,
and right channels. These channels were selected because they define the frontal audio
scene for the reference system, where the ensemble is assumed to be located in typical
programme material such as classical music (Zielinski et al., 2005). An artificial head is
used to measure the reproduced test stimuli.
Width
Amongst the surveyed spatial attributes and perceived spatial degradations related to
perceived width in automotive audio systems (Chapter 3), the majority were associated
with ensemble width. Assuming that an ensemble is located in the frontal audio scene
(i.e. ±30° relative to the front of the listener) for typical programme material, the
front_scene_width metric appears to be effective towards predicting the “Width” spatial
attribute for a group of sources.
4.3.4. DFT
The Diffuse Field Transfer function (DFT) is a metric based on the strength of
fluctuations in ITD over time, which aims to quantify the degree of spaciousness produced
by loudspeakers in small rooms (Griesinger, 1999). The sum and difference of two
sinusoidal sweeps offset in frequency range are sent to the left and right loudspeakers
85
and captured binaurally. The procedure for determining the DFT is by first calculating
the weighted running-average ITD from the measured binaural signals. This weighting
is based on a function of instantaneous-pressure amplitude, where ITDs with high
amplitudes at both ears are given more weight over those with low amplitudes. Then the
average ITD and perceived azimuth of the sound source are calculated by summing the
running-average ITD and dividing it by its length. Next, the interaural fluctuations are
extracted by subtracting the average ITD from the running-average ITD, and by filtering
this result using a bandpass filter with a bandwidth between 3 and 17 Hz. A DFT value
results from measuring the strength of these fluctuations by finding the average absolute
value of the fluctuations.
Width
Rumsey (2002) speculated that perceived environment width is related to spaciousness
because the perceived width caused by reverberant energy can create the sense of being
inside an enclosed space. The DFT is speculated to relate to changes in perceived
environment width because this metric is claimed to be related to perceived spaciousness
in reproduced sound.
The DFT is assumed to be suitable for automobile cabins, although these acoustic en-
vironments are much smaller than the small room Griesinger used (i.e. 12 ft. x 15 ft. x 9 ft.).
Implementing the metric in automotive audio environments should not be problematic,
as its measurement is based on a spaced-microphone pair capturing frequencies below
200 Hz. These frequencies can be reproduced in automotive audio systems using low-
frequency transducers (e.g. 12-inch woofers), and are aided by the naturally occurring
+12 dB/octave low-frequency rise in the pressure response region of automobile cabins,
which typically begins around 60 Hz (Clark, 1990).
Presence
The “Presence” spatial attribute was defined as the “Sense of being inside an enclosed
space or scene” (Table 3.20), and is therefore related to perceived spaciousness. The DFT
is speculated to relate to “Presence” because the metric aims to relate to the perceived
spaciousness of reproduced sound in small acoustic spaces.
4.3.5. mean_spectral_rolloff
The QESTRAL metric, mean_spectral_rolloff, describes the changes in the high-
frequency content of audio signals, which were found to affect perceived source distance
(Jackson et al., 2010). Metric calculation begins by determining the spectral rolloff,
Rj , which is the smallest value of rj satisfying the inequality that reflects 95% of the
magnitude spectrum (Tzanetakis & Cook, 2002):
rj∑
n=1
Mj(n) ≥ 0.95
N∑
n=1
Mj(n), (4.7)
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where Mj is the magnitude of the Fourier transform for frame j and frequency index n
of the sum of the left- and right-ear signals, and N is the largest frequency index. The
metric is then determined as the mean of the spectral rolloff over the total number of
frames in the captured binaural signals (Jackson et al., 2010).
Distance
The “Distance” spatial attribute was defined as “The perceived range between a listener
and a group of sound sources or an individual sound source.” (Table 3.20). The direct-
to-reverberant ratio is a measure of the ratio of energy between the intensities of direct
and reverberant sound. Supper (2005) and Clark (2009) suggest using this measure to
estimate the perceived distance of a sound source. However, the metric is speculated to
be ineffective for automotive audio systems, as the small acoustic volume of automobile
cabins prevents reverberation from developing; RT60 values for an automobile cabin
were mentioned to be between 30 to 50 ms (Section 4.1.1). Common implementations
of the direct-to-reverberant ratio such as clarity (C 80) require measurements beyond
80 ms that are impossible in these acoustic environments. Choi et al. (2002) reported
that the rapid energy decay in automobile cabins result in metrics such as RT60 and
C 80 demonstrating no substantial differences between different cabins. Metrics that
aim to predict perceived distance that do not rely on measurements of reverberation
are required. One of these metrics is mean_spectral_rolloff, and thus the metric is
speculated to relate to “Distance”.
The mean_spectral_rolloff metric could be implemented for automotive audio systems
by using for a test stimulus the same decorrelated pink noise probe signal currently
employed for the metric (Section 2.4.1). The test stimulus is reproduced through all five
loudspeakers, which is captured using an artificial head.
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Envelopment
The “Envelopment” spatial attribute was defined as “The sense of being enveloped by
a group of sources, individual source, reverberant sound, or environmental (background
stream) sound.” (Table 3.20). The mean_spectral_rolloff metric is speculated to relate
to changes in “Envelopment” because in addition to relating to perceived source distance,
Jackson et al. (2010) showed that changes in the high-frequency content of audio signals
from the impairment processes investigated to develop the QESTRAL model affected
perceived envelopment. George (2009) also showed that a loss of high frequencies can
degrade the perception of envelopment, and proceeds to use a metric based on spectral
rolloff to predict perceived envelopment.
The mean_spectral_rolloff metric is implemented in automotive audio systems as
follows. The proposed test stimulus is the decorrelated pink noise burst described in
Section 2.4.1. All five loudspeakers are employed to reproduce the test stimulus, which
is captured by an artificial head.
4.3.6. 1/(1–IACC)
Griesinger (2006) proposed a metric that aims to relate to perceived distance by
estimating the direct-to-reverberant ratio using IACC. He reported that this metric,
calculated as 1/(1–IACC), can be used above 300 Hz assuming that the reflected energy
is not concentrated in the median plane. The median plane is the plane that bisects both
ears that runs front to back. Within these limitations, he claimed that the metric could
be a primary cue for the perceived distance of a sound source for binaural conditions. He
analysed the values calculated by the metric for speech signals, but found that some time
was required until maximal values were achieved because this type of signal is composed
of a series of short sounds. Complete experimental evidence of the relation was not
provided.
Distance
1/(1–IACC) has not been validated in domestic environments. However, the metric
is speculated to relate to the “Distance” spatial attribute because it is an alternative
method to estimate the direct-to-reverberant ratio.
To implement 1/(1–IACC) in automotive audio systems, the decorrelated pink noise
probe signal (Section 2.4.1) could be employed as a test stimulus. The captured test
stimulus could be concentrated on the median plane, which causes the denominator of
the metric equation to be zero. However, one way to prevent this is to modify the
equation so that its values are normalised between a defined constant and 1:
constant
(
1
(1− IACC) + constant
)
. (4.8)
The test stimulus is reproduced through all five loudspeakers, which is acquired using
an artificial head.
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4.3.7. mean_entropy
The QESTRAL metric, mean_entropy, is defined as the mean of the left- and right-ear
signal entropies (Section 2.4.2).
Distance
The mean_entropy metric is speculated to relate to the “Distance” spatial attribute
because Jackson et al. (2010) found its values to change as a function of distance to a
sound source. The metric could be implemented in automotive audio systems by using
the decorrelated pink noise probe signal (Section 2.4.1) as a test stimulus. The test
stimulus is reproduced through all five loudspeakers, which is then acquired using an
artificial head.
4.3.8. Ensemble Depth Metric
Rumsey (2002) suggested that amongst the perceived depth of different scene elements,
that of a group of sources (i.e. an ensemble) is more likely to be perceived. Also, depth-
related attributes for automotive audio systems by IASCA (2010) and Clark (2003) relate
to ensemble depth. A metric that relates to ensemble depth is proposed. Ensemble depth
could be determined from metrics of perceived distance for near and far sound images.
Monaural noise bursts could be used as test stimuli to simulate these sound images. The
reproduced test stimuli are acquired using an artificial head. The distance of each noise
burst is estimated from a QESTRAL metric or metric that relates to perceived distance,
such as mean_spectral_rolloff, 1/(1–IACC), or mean_entropy. The distance estimates
are subtracted from each other to calculate a measure of ensemble depth (Figure 4.6).
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Figure 4.6.: Visualisation of the method to determine the Ensemble Depth metric, which
aims to predict perceived depth.
Depth
The “Depth” spatial attribute was defined as “The perceived scene, environment, group of
sources, or individual source that recedes from the listener” (Table 3.20). The proposed
ensemble depth metric is speculated to relate to “Depth” because ensemble depth is
more likely to be a substantial component of perceived depth. The metric is also
straightforward to implement. However, the perception of depth in automotive audio
systems could be restricted because their acoustic environments are characterised by low
direct-to-reverberant ratios (Clark, 2003). The metric might need further refinements
for accurate prediction of the spatial attribute.
The metric for ensemble depth could be implemented in automotive audio systems
by reproducing the near and far noise burst test stimuli over all five loudspeakers. The
front three loudspeakers are needed for possible panning applied to the test stimuli (e.g.
if 1/(1–IACC) is employed to estimate the distance of the sound sources), and the rear
two surround loudspeakers are used to reproduce any reverberation. An artificial head
is used to record the reproduced test stimuli.
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4.3.9. Elevation Metric
Several studies have found that the perception of elevation is substantial in automotive
audio systems (House, 1989; Ford et al., 2002b; Clark, 2003). However, little research
has been done in developing metrics that aim to predict perceived elevation changes in
automotive audio systems. A new metric that relates to perceived elevation is proposed.
The test stimuli proposed to determine the elevation metric are monaural noise bursts,
which are reproduced by each of the five loudspeakers for both the reference and an
automotive audio system. The reproduced test stimuli are captured by a multiple-
microphone sphere by Ashby et al. (2011). Eight microphones spaced at 45° are mounted
on the equator of this sphere. The source elevation is determined by first creating a
lookup table containing the ITD and IID data for four pairs of the microphones. The
measured ITD and IID data are then compared to the lookup table data to determine
the localisation probability. Finally, the localisation in both azimuth and elevation is
determined by combining the ITD and IID probability data from the four pairs of
microphones on the sphere, and taking the peak value of this combination. To quantify a
change in elevation, the angles for each channel of the reproduced stimuli are determined
for the reference system and an automotive audio system. Then, between the two
systems, the average or maximum difference of these angles is calculated. Figure 4.7
illustrates the concept of how the metric could be determined.
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Figure 4.7.: 3-dimensional visualisation of how the elevation metric that aims to predict
the “Localisation” spatial attribute could be determined. “L”, “C”, “R”, “LS”,
and “RS” refer to the left, centre, right, left-surround, and right-surround
loudspeakers, respectively. The blue crosses show the perceived elevations
of the loudspeakers in the ITU-R BS.775 arrangement (ITU, 2006). The red
crosses show the hypothetical perceived elevations of the loudspeakers in an
automotive audio system.
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The multiple-microphone sphere is chosen because it could determine the elevation of
synthesised and natural stimuli accurately by incorporating a pseudo-binaural method
of signal capture and a model of human head movement. The sphere is expected to be
more psychoacoustically valid than a six-microphone array by Kleiner & Lindgren (1998),
which can be more accurate in determining the perceived elevation of sound sources, but
less psychoacoustically valid.
Localisation
Again, the “Localisation” spatial attribute was defined as “The perceived lateral and
vertical location of a scene, environment, group of sources, or individual source” (Table
3.20). The proposed elevation metric is speculated to relate to the vertical-location
component of “Localisation” because the multiple-microphone sphere has been shown
to successfully localise the height of different stimuli. The proposed metric could be
implemented in automotive audio systems by placing the multiple-microphone sphere
at listener height and then measuring the reproduced test stimuli for each channel (e.g.
left, centre, right, left-surround, and right-surround for a 5-channel system).
4.3.10. Summary of Proposed Metrics for Automotive Audio Systems
The proposed metrics from Section 4.3 that correspond to the proposed spatial attributes
from Chapter 3 are summarised in Table 4.3. One use of this table could be to adapt
the QESTRAL model to automotive audio systems by predicting their overall spatial
quality. If the metrics currently employed in the QESTRAL model cannot accurately
predict the overall spatial quality of automotive audio systems, those in the table could
be trialled. Another use of the metrics in the table could be to extend the model for
automotive audio systems by predicting its individual spatial attributes.
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front_angle_diff* X X
iacc_9band* X
front_scene_width* X
DFT X X
mean_spectral_rolloff* X X
1/(1–IACC) X
mean_entropy* X
Ensemble Depth Metric X
Elevation Metric X
Table 4.3.: The relationships between the proposed metrics for automotive audio systems
from Section 4.3 and proposed spatial attributes for automotive audio systems
from Chapter 3. The proposed metrics include QESTRAL metrics (i.e. those
with an asterisk), existing metrics for automotive audio systems, and newly
proposed metrics (i.e. those in Title Case).
4.4. Summary
The main objective of this chapter was to propose a set of metrics that aim to predict
the proposed spatial attributes compiled in Chapter 3, which intend to characterise the
predominant spatial characteristics in automotive audio systems. This aim was achieved
by addressing the main research question presented in the introduction.
The main research question in this chapter was “What are the metrics that can be
employed to develop a modified version of the QESTRAL model for the automotive audio
environment?”, which was broken down into three smaller research questions. Answers
are listed for these research questions.
1. What are the existing metrics that relate to the perceived spatial characteristics
of automotive audio systems?
A number of microphone- and binaural-based metrics that relate to the perceived
spatial characteristics of automotive audio systems were located. Those that
warranted further consideration were conventional metrics of spatial perception
such as IID, ITD, and IACC. The combination of IID and ITD was shown to
estimate the localisation of phantom images in automotive audio systems. IACC
was reported to show substantial correlation with the degree of stereophony and
overall spatial quality. Time-energy curve metrics, LEF, IGD, and “Balance
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Between Left/Right Channels” were not considered further. Time-energy curve
metrics (i.e. RT60 and C 80) were not considered further because they do not
exhibit substantial variation between different automobile cabins. Although LEF
was initially considered further, it was removed because it is similar to IACC but
less psychoacoustically valid. IGD was not considered further because it is similar
to ITD. “Balance Between Left/Right Channels” was not considered further because
its function can be replicated by IID and ITD.
2. How do these existing metrics for automotive audio systems relate to QESTRAL
metrics?
One relationship between the existing metrics and QESTRAL metrics is where IID
and ITD can be combined to estimate localisation. In automotive audio systems,
IID and ITD cues can be combined to estimate the localisation of phantom images.
In the QESTRAL model, an angle of localisation is estimated by combining IID
and ITD cues, which is then applied to metrics that relate to localisation error such
as mean_angle_diff, max_angle_diff, and front_angle_diff. Another relationship
is where IACC can relate to overall spatial quality. In automotive audio systems,
IACC was reported to show substantial correlation with overall spatial quality,
whereas a QESTRAL metric based on the IACC values of nine critical bands
called iacc_9band was shown to correlate with overall spatial quality.
3. How can the proposed spatial attributes be predicted?
• The front_angle_diff QESTRAL metric is proposed to predict the lateral
component of the “Localisation” attribute and the “Scene Width Homogen-
eity” attribute;
• The iacc_9band QESTRAL metric is proposed to predict the “Width”
attribute for an individual sound source;
• The front_scene_width QESTRAL metric is proposed to predict the “Width”
attribute for a group of sources;
• The Diffuse Field Transfer function (DFT) is proposed to predict the
environment component of the “Width” attribute and the “Presence” attribute;
• The mean_spectral_rolloff QESTRAL metric is proposed to predict the
“Distance” attribute for a group of sources and the “Envelopment” attribute;
• The equation 1/(1–IACC) is proposed to predict the “Distance” attribute;
• The mean_entropy QESTRAL metric is proposed to predict the “Distance”
attribute;
• The new “Ensemble Depth Metric” is proposed to predict the “Depth”
attribute for a group of sources;
• The new “Elevation Metric” is proposed to predict the elevation component
of the “Localisation” attribute.
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These metrics could be used to predict the overall spatial quality of automotive
audio systems or individual spatial attributes.
This chapter concludes the literature review, which also includes Chapters 2 and 3.
The literature review suggested a mismatch in spatial attributes and metrics between
the QESTRAL model and those proposed for automotive audio systems. The model
in its current form may not accurately predict the overall spatial quality of automotive
audio systems. The proposed metrics to predict the proposed spatial attributes may need
further development. An investigation is conducted in the next chapter, which involves
collecting overall spatial quality ratings of automotive audio systems from listening tests
and establishing how they compare to predictions by the model.
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Chapter 5
Assessing the Performance of the
QESTRAL Model for Automotive
Audio Systems
The previous three chapters (i.e. Chapters 2, 3, and 4) — which made up the literature
review — suggested a mismatch in spatial attributes and metrics between the QESTRAL
model and those proposed for automotive audio systems. Hence, the model may not
accurately predict the overall spatial quality of automotive audio systems. In this
chapter, a listening test is described. Then, its results are compared to predictions
by the model to establish whether it can accurately predict the overall spatial quality
of automotive audio systems. In the listening test, an auralisation system based on
headphones is employed to enable reliable comparisons of different acoustic environments.
Spatial scenes can be rendered differently between in-situ (i.e. inside the physical
environment) and auralisation scenarios possibly due to the differences between artificial
heads and human subjects, and those between loudspeaker and headphone reproduction.
The reliability of the auralisation system compared to that of loudspeaker reproduction
is assessed. In order to evaluate the reliability of the subjects, a method to post-screen
the subjects’ ratings is implemented.
The main research question in this chapter is “How well can the QESTRAL model in
its current form predict the overall spatial quality of automotive audio systems?”, which
is broken down into two smaller research questions. Motivations are listed for these
research questions.
1. Is the QESTRAL model capable of accurately predicting the overall spatial quality
of automotive audio systems?
The QESTRAL model could be incapable of accurately predicting the overall
spatial quality of automotive audio systems. Its performance needs to be assessed
in this type of environment.
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2. Are the results of listening tests based on headphone auralisation similar to those
based on loudspeakers?
To reliably compare different automotive and domestic audio systems, headphone
auralisation is employed. The results of this reproduction method need to
be assessed for validity so they can be accurately compared to predictions by
the QESTRAL model. Criteria for similarity between headphone auralisation
and loudspeaker reproduction are defined as at least two-thirds of degradation
confidence intervals overlapping and at least two-thirds of degradation rank order
being preserved.
Section 5.1 covers the setup of the listening test. Section 5.2 covers its stimuli, which
were composed of binaural room impulse responses (BRIRs) convolved with programme
items. Section 5.3 covers the type of subjects who participated in the listening test, and
Section 5.4 covers the its procedure. Section 5.5 presents the listening test results and
analyses them. Section 5.6 covers comparing the listening test results to predictions by
the QESTRAL model. To conclude the chapter, Section 5.7 presents a summary.
5.1. Setup
The listening tests to develop the QESTRAL model involved rating stimuli compared to
a reference in the same listening room (Conetta, 2010). However, in this listening test
different acoustic environments are compared, such as a listening room and an automobile
cabin. These environments cannot be reliably compared by physically moving between
them because human hearing memory is short. Echoic memory — which refers to the
retention of auditory memory before any categorisation or cognitive processing happens
(Gross, 1992) — decays over time, where this duration is often estimated to be around
1 s or greater (Guttman & Julesz, 1963; Glucksberg & Cowen, 1970; Darwin et al., 1972;
Rostron, 1974; Kubovy & Howard, 1976). An auralisation system can be an option for
more reliable comparisons.
The auralisation system in the listening test uses headphones with head tracking.
This system was chosen because it is a practical way to enable comparisons of different
acoustical environments. The head tracking feature is employed because it can improve
perceived localisation by allowing the perceived sound images to remain stationary
regardless of head rotation (Begault, 1994). This is achieved by changing the HRTFs for
different head angles.
A significant advantage of using headphones for auralisation is that different acoustic
environments can be compared instantaneously. However, a disadvantage is inside-
the-head localisation, where localisation is perceived along the interaural axis between
the ears (Begault, 1994). This phenomenon can be minimised for speech stimuli by
making listening conditions more natural through incorporating reverberation (Begault
et al., 2001). Inside-the-head localisation can adversely affect the ratings of overall
spatial quality because spatial characteristics such as localisation, auditory source width,
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distance, and depth are rendered incorrectly. Another disadvantage is where certain
perceived spatial characteristics can be altered through headphone auralisation. Postel
et al. (2011) showed that headphone auralisation of automotive audio systems can convey
the perception of distance and reverberation differently compared to in-situ reproduction
(i.e. inside the physical environment), depending on upmixing or width DSP modes
(i.e. the interaction between these spatial attributes and DSP modes revealed rating
differences). Unfortunately, current research does not seem to provide solutions to reduce
these problems. Hence, it is possible that the perception of distance and reverberation
are inaccurate when headphone auralisation is used for the listening test, which could
affect overall spatial quality ratings.
Hegarty et al. (2007) and Postel et al. (2011) showed that spatial attribute ratings
were not significantly different between a headphone auralisation system with head
tracking and an in-situ automotive audio environment. In addition, Welti & Olive
(2012) showed that preference ratings for spatially processed stimuli did not demonstrate
significant differences between a headphone auralisation system with head tracking and
an in-situ automotive audio environment. However, common amongst these studies is
that interactions between experimental factors were statistically significant. Hegarty et
al. found that an interaction between DSP mode (i.e. a combination of frequency
response equalisation changes, stereo width changes, and upmixing algorithms) and
reproduction method (i.e. in-car or headphone auralisation) was significant (p < .001,
η2p between 0.382 and 0.665) for six out of the fifteen rated attributes (i.e. treble,
midrange, bass, attack, fullness, and precision). Postel et al. found that an interaction
between DSP mode (i.e. a combination of frequency response equalisation changes,
stereo width changes, and upmixing algorithms) and reproduction method (i.e. in-car,
in-car headphone auralisation, or in-room headphone auralisation) was significant (p <
.001, η2p between 0.087 and 0.237) for three out of the six rated attributes (i.e. bass,
reverberation, and distance). Welti et al. found that an interaction between spatial
processing (i.e. unmodified, right-channel bias, increased correlation between stereo
channels, or phase shift on the right channel) and reproduction method (i.e. in-situ
or headphone auralisation) was significant (p < .05) for preference ratings of spatial
characteristics.
Previous studies show that headphone auralisation enables similar results to in-situ
audition. However, significant differences were perceived under certain conditions with
medium to large effect sizes. A more recent study by Kelley (2013) showed that ratings
of spatial audio processes (SAPs) employed to develop the QESTRAL model were
comparable between loudspeaker reproduction and headphone auralisation with head
tracking. This result supports the reliability of the auralisation system in the listening
test.
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Despite the limitations of a headphone auralisation system with head tracking, it is
chosen because it enables direct comparisons of different acoustic environments in a
reliable way. The suitability of the auralisation system can be evaluated by including a
set of stimuli from the listening tests to develop the QESTRAL model (Conetta, 2010),
and comparing its results to those from the listening test.
The auralisation system employed BRIRs of domestic and automotive audio environ-
ments measured with a Brüel & Kjær head and torso simulator (HATS) 4100 between
±30° in 1° increments. The BRIRs were convolved with programme items to synthesise
the stimuli. The auralisation hardware included Sennheiser HD 650 headphones, an
Xsens head tracker, an RME Hammerfall DSP sound card, and a Dell Dimension E520
PC with a solid-state drive running Windows XP Professional. A MUlti Stimulus test
with Hidden Reference and Anchor (MUSHRA) interface was created in MATLAB and
the convolution and head tracking were handled by AM3D Convolution Box.
5.1.1. Headphone Filter
A headphone filter was applied to the headphones, which compensates for the transfer
function between the headphone transducer and the blocked ear canal (Møller et al.,
1995). The headphone filter was designed similarly to Christensen et al. (2005), but by
averaging seven headphone fittings on an artificial head (i.e. Brüel & Kjær HATS 4100).
Multiple headphone fittings are needed because headphone transfer functions vary with
each fitting (Völk, 2014). The filter was designed to have little effect at frequencies
where the differences between listeners are large (i.e. above around 7 kHz). The pair of
headphones used in the listening test was the same make and model as the one used to
design the headphone filter, but a different sample. The sample-to-sample variation of
headphone frequency response was assumed to be insignificant compared to the intra-
and inter-subject variations of headphone transfer functions. The former can vary up to
6 dB above about 4 kHz and about 1 dB for lower frequencies, while the latter can vary
up to 10 dB above about 6 kHz and about 2 dB for lower frequencies (Völk, 2014).
The headphone filter should ideally compensate for the transfer function between the
headphone transducer and the blocked ear canal of each listener to produce the pressure
at the blocked ear canal that is identical to what was measured. Individualised headphone
filters were impractical to create due to the time and effort required. Headphone filters
based on artificial heads should be suitable for most listeners because their pinnae are
based on average dimensions of human pinnae. Mendonça et al. (2012) showed that
individual listeners can adapt to non-individualised HRTFs.
5.2. Stimuli
The test stimuli were composed of BRIRs convolved with programme items. A reference
system specified a defined level of overall spatial quality that the stimuli were compared
to. The BRIRs were of automotive audio systems, audio impairments, and hidden
anchors. The programme items included excerpts of 5-channel material. The BRIRs were
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truncated in length to minimise the demands of real-time convolution. The audibility of
any truncation artefacts was informally tested. Most comfortable listening levels were
established for each programme item. The stimuli were equalised in loudness to enable
comparable rating conditions.
5.2.1. Reference System
The reference system was based on an ITU-R BS.775 standards-compliant 3/2 stereo
system (ITU, 2006) housed in an ITU-R BS.1116 standards-compliant listening room
(ITU, 1997). The reference system was chosen for its capability of reproducing the
highest number of spatial attributes while also being a surround sound system in
widespread use (Conetta, 2010). The reference system was chosen also for its capability
of reproducing monaural and 2-channel stereo systems, which allowed simultaneous
investigation of these formats.
BRIR measurements of the reference system involved stacking a Genelec 1032A
loudspeaker above a Genelec 1094A subwoofer, then orienting the cluster in each of
the loudspeaker positions defined by the ITU BS.775 standard (Figure 5.1). The
measurements of the reference system were performed using the swept-sine method
(Farina, 2000).
-110°
-30°
0°
C
R
RSLS
L
Figure 5.1.: 3/2 Stereo Loudspeaker Configuration by ITU (2006). “L”, “C”, “R”, “LS”,
and “RS” refer to the left, centre, right, left-surround, and right-surround
loudspeakers, respectively.
Several assumptions are made regarding the reference system. First, a 3/2 stereo
system is not necessarily the most appropriate reference for automotive audio systems
but is chosen because it is commonly employed and the reference used in the QESTRAL
model. Second, an assumption is made that any deviation from the characteristics of
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the 3/2 stereo system will be perceived as a degradation and will lead to the device
under test (DUT) sounding worse than the reference system. Third, differences from
the characteristics of the reference system will henceforth be referred to as degradations,
even though some characteristics of automotive audio systems might be audibly different
to those of the reference system but perceived as neither worse nor degraded. Finally,
if this assumption is substantially invalid for DUTs, then the listening test results are
likely to show a clustering of ratings at the very top of the assessment scale and further
investigation might be required.
5.2.2. Degradations
The BRIRs with which programme items were convolved to generate test stimuli —
henceforth referred to as “degradations” — were of automotive audio systems, audio
impairments, and hidden anchors.
Automotive Audio Systems
The automotive audio systems were composed of different automobiles and signal
processing configurations. Ten 2- and 5-channel automotive audio systems were employed
to investigate their degree of differentiation in the presence of the audio impairments
and hidden anchors. There were originally twelve automotive audio systems, but two
experimental system configurations were removed that were impaired both timbrally
and spatially (i.e. frequency-equalisation and level-alignment bypassed, and frequency-
equalisation and time-alignment bypassed). The results of a preliminary listening test
revealed that the confidence intervals of these configurations overlapped with those of
the configurations that were impaired spatially in the same way (i.e. level-alignment
bypassed and time-alignment bypassed). The BRIRs of the automotive audio systems
were measured for the driver’s seat (i.e. front-left) using the maximum length sequence
(MLS) method (Rife & Vanderkooy, 1989). Table 5.1 lists the automotive audio systems.
Signal Processing Configurations
OEM
Systems
Tuned Intermediate Tune
Untuned
One
Seat
Front
Seats
Rear
Seats
Frequency
Equalisation
Level
Alignment
Time
Alignment
A
u
to
m
ob
il
es
Advanced
Sound System
X
X
Experimental
System
X
X X bypassed
X bypassed X
bypassed X X
X bypassed bypassed
X
Audi A6 X
VW Golf X
Table 5.1.: Automotive audio systems for the listening test. OEM stands for Original
Equipment Manufacturer. The Advanced Sound System and Experimental
System were 5-channel systems, while the Audi A6 and VW Golf were 2-
channel systems.
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Audio Impairments
The audio impairments are the degradations from the listening tests to develop the
QESTRAL model (Conetta, 2010). The audio impairments were chosen because they
have known scores that the listening test results can be compared to. Five audio
impairments were employed with mean ratings of overall spatial quality that spanned as
evenly as possible the entire range of the assessment scale (i.e. between 0 and 100). The
audio impairments were created from the reference system BRIRs. Table 5.2 lists the
audio impairments and their mean ratings.
Audio Impairment Mean Rating
5.0-Channel to 3/1-Channel Downmix 96
5.0-Channel to 2.0-Channel Downmix 74
5.0-Channel to 1.0-Channel Downmix on All Channels 40
5.0-Channel to 1.0-Channel Downmix 16
5.0-Channel to 1.0-Channel Downmix Combined with 500 Hz High-Pass Filter on All Channels 10
Table 5.2.: Five audio impairments for the listening test and their mean ratings from a
listening test to develop the QESTRAL model from the research by Conetta
(2010). Scores from the central listening position were used and averaged
across three programme items.
Hidden Anchors
Hidden anchors can minimise potential biases in the MUSHRA method (ITU, 2003) by
providing perceptual references throughout the assessment scale. High, middle, and low
hidden anchors were employed to calibrate the top, middle, and bottom of the assessment
scale. The high and low anchors were identical to those from the listening tests to develop
the QESTRAL model, which allows results to be compared between this listening test
and QESTRAL listening tests. The original middle anchor was a low-bitrate surround
codec, which was not compatible within the limitations of the headphone auralisation
system. The replacement middle anchor was an audio impairment based on randomising
the channel order of the reference system (Figure 5.1) in the following way: L to R,
R to RS, C to LS, LS to C, and RS to L. This audio impairment was chosen because: (1)
it had a mean score of 57 in the QESTRAL listening tests (whereas the original middle
anchor had a mean score of 53); (2) it was based on spatial impairment; (3) it was
compatible within the limitations of the headphone auralisation system, which allowed
switching between degradations but not between programme items. The hidden anchors
were created from the reference system BRIRs. Table 5.3 lists the hidden anchors.
Hidden Anchor Description
High Anchor 5.0-Channel Reference
Middle Anchor Channel Order Randomised
Low Anchor Mono Downmix Reproduced Asymmetrically by the Left Surround Loudspeaker Only
Table 5.3.: Three hidden anchors for the listening test and their descriptions.
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5.2.3. Programme Items
Three 5-channel programme items used to develop the QESTRAL model (Conetta et al.,
2008) were used in the listening test. The programme items aim to span a representative
range of ecologically valid material. Table 5.4 lists the programme items and their
descriptions.
Scene Type Genre Type Description
F-B Music (Classical)
Baroque music excerpt from Johann Sebastian Bach –
Concerto No.4 in G-Major. Wide continuous front stage
including localisable instrument groups. Ambient
surrounds with reverb from front stage.
F-F Music (Pop)
Excerpt from Faith by Sheila Nicholls. Wide continuous
front stage, including guitars, bass, and drums. Main vocal
in centre loudspeaker. Harmony vocals, guitars, and drum
cymbals in left surround and right surround loudspeakers.
F-F TV Sport (Tennis)
Wimbledon tennis match. Commentators and clapping.
Commentators panned midway between the left, centre,
and right loudspeakers. Audience clapping in 360°.
Table 5.4.: Three programme items for the listening test and their descriptions.
The programme items are classified as either “F-B” or “F-F”, which are definitions of
spatial scenes in multichannel audio recordings proposed by Zielinski et al. (2005). An
“F-B” scene has front channels that contain foreground audio content (e.g. orchestra and
soloists), and rear channels that contain background audio content (e.g. reverberation of
the concert hall). An example of this scene type is a typical recording of classical music.
An “F-F” scene contains foreground audio sources in both the front and rear channels.
This scene could refer to the perception of being surrounded by an ensemble.
5.2.4. Audibility of BRIR Truncation
The BRIRs of the reference system, hidden anchors, and audio impairments were
originally 3.19 seconds in duration. The excessively long BRIRs were truncated to
minimise the demands of real-time convolution. The BRIRs of the automotive audio
systems were originally 0.68 seconds in duration, which was relatively shorter. However,
these BRIRs had a low signal-to-noise ratio of around 40 dB and also required truncation
to minimise audible artefacts. All the BRIRs were truncated to 12,000 samples (i.e. 0.25
seconds). Compared to the 0 dB-normalised peak of the initial signal arrival, the level of
the reference system BRIRs decayed to –77.23 dB at 12,000 samples, which was assumed
to be free of audible artefacts.
The audibility of any truncation artefacts was evaluated in an informal listening test
using the tennis programme item. Original-length and truncated degradations were
compared. Four pairs of degradations were evaluated: two domestic-audio-based and two
automotive-audio-based. The first pair was the reference system. The second pair was
the 5.0-Channel to 1.0-Channel Downmix, which was chosen because Toole (1985) showed
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that monophonic sound reproduction was more revealing of degraded audio quality. The
third pair was Audi A8 Front, which was chosen because under informal audition it was
more timbrally neutral than Tech Car, Tuned. The fourth pair was the Audi A6, which
was chosen because it was a 2-channel system that under informal audition was less
attenuated in the high frequencies than the VW Golf. Subjects were asked to note any
perceptual differences within pairs and describe them. The subjects included five from
the Institute of Sound Recording (IoSR), and one from the Centre for Vision, Speech,
and Signal Processing (CVSSP).
Table 5.5 shows the results of the truncation audibility experiment. Several subjects
indicated perceived differences, but their comments revealed uncertainty (e.g. “Seems
clearer (?)” and “One of them had more feeling of space perhaps longer reverb but really
not sure”). The subjects could not consistently perceive and describe any differences
between a pair of degradations. The results suggest that the effect of any truncation
artefacts is minimal compared to the differences between the BRIRs.
Degradation Pair Number of Subjects
5.0-Channel Reference 2 out of 6
5.0-Channel to 1.0-Channel Downmix 1 out of 6
Audi A8 Front 1 out of 6
Audi A6 0 out of 6
Table 5.5.: Number of subjects who perceived a difference between degradations of
original length and those truncated to 12,000 samples.
5.2.5. Most Comfortable Listening Levels
The headphone reproduction level should be set to prevent fatigue over time. The
headphone reproduction level for the listening test was determined by averaging
measurements of most comfortable listening levels (MCL). Each of the three programme
items was auditioned with the reference system. The following instructions were provided
to the subjects:
Imagine that you’re participating in a listening test session that lasts for
30 minutes. What headphone reproduction level would allow you to hear
all the spatial quality details without hearing fatigue? Please increase the
Output Gain slider until such a level is obtained. Use the mouse for coarse
adjustments, and the left and right arrow keys for fine adjustments. Thank
you very much.
The headphone level setting on the sound card was fixed. The same six subjects were
employed as those in the BRIR truncation audibility experiment (Section 5.2.4). The
experiment resulted in the classical item being attenuated by –2 dB, the pop item by
0 dB, and the tennis item by –5 dB. Each result was informally auditioned by the
experimenter to confirm its acceptability.
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5.2.6. Stimulus Loudness Equalisation
The stimuli in listening tests need to be equalised in loudness so that they are rated
under equal conditions. The GENESIS (2013) implementation of the loudness model by
Glasberg & Moore (2002) — which is intended for time-varying signals such as speech
and music — was employed for stimulus loudness equalisation. Moore et al. (1997) stated
that binaural loudness can be estimated by summing the loudness of each ear. A similar
approach was adopted in the absence of a model that predicts binaural loudness.
The degradations were equalised in loudness relative to the reference system.
The tennis programme item was chosen for stimulus loudness equalisation because
subjectively it had the most constant level of the three programme items, which was
assumed to have the most reliable results. Truncated versions of the degradations and
reference system were employed (Section 5.2.4). The reproduction level of the reference
system was based on the results of the MCL experiment (Section 5.2.5), which was
measured by a Cortex Manikin MK2 using the decorrelated pink noise probe signal from
the QESTRAL model (Dewhirst et al., 2008). The probe signal was used because it was a
wide-bandwidth 5-channel stimulus that was more stable in level over time compared to
the programme items. The measurements levels — averaged over two headphone fittings
— were 81.2 dB SPL for the left ear and 80.8 dB SPL for the right ear. The maximum
value of long-term loudness level (LTLlevelmax) was chosen because it was recommended
by Glasberg & Moore (2002) to estimate the overall loudness of sounds that vary slowly
in time. The measure was suitable for the tennis item because of its slowly amplifying
and attenuating applause. The loudness model ran iteratively until the LTLlevelmax of
each degradation under test was within ±0.5 phon of the LTLlevelmax of the reference
system. The tolerance was based on the just noticeable difference (JND) of wideband
noise being up to about 1 dB between 20 to 100 dB SPL (Moore, 2008).
Only the tennis programme item was employed for loudness equalisation. The resulting
levels between each loudness-equalised degradation and the reference system for the
tennis item were applied to those for the pop and classical items. The latest version of
the QESTRAL model employed metrics that are related to level and loudness. During
the listening test, the levels were kept constant for all three programme items so that the
model could predict the overall spatial quality of the degradations on equivalent terms.
No subject mentioned any perceived loudness differences between the degradations for
any of the programme items.
The predicted loudness of the degradations under test were within ±0.125 phons of
the reference system (Table 5.6). The high predicted loudness levels of around 100 phons
were a result of summing the left and right ear signals (before they were entered into
the loudness model) and employing a peak loudness measure. The loudness-equalised
stimuli were informally auditioned by the experimenter to confirm the performance of
the loudness model.
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Degradation Name LTLlevelmax(phons)
LTLlevelmax
Difference
(phons)
Hidden
Anchors
High Anchor (5.0-Channel Reference) 100.0244 N/A
Middle Anchor (Channel Order Randomised) 99.8097 0.2147
Low Anchor (Mono Downmix Reproduced
Asymmetrically by the Left-Surround
Loudspeaker Only)
99.9293 0.0951
Automotive
Audio
Systems
Audi A8, Front Seats 99.7817 0.2427
Audi A8, Rear Seats 100.0138 0.0106
Tech Car, Tuned 99.8431 0.1813
Tech Car, EQ Bypassed 100.0006 0.0238
Tech Car, Time-Alignment Bypassed 99.8434 0.1810
Tech Car, Level-Alignment Bypassed 100.0097 0.0147
Tech Car, Time- and Level-Alignment Bypassed 99.7877 0.2367
Tech Car, Untuned 99.8813 0.1431
Audi A6 99.8849 0.1395
VW Golf 99.8489 0.1755
Audio
Impairments
5.0-Channel to 3/1-Channel Downmix 100.2092 –0.1848
5.0-Channel to 2.0-Channel Downmix 99.8059 0.2185
5.0-Channel to 1.0-Channel Downmix on All
Channels 99.7685 0.2559
5.0-Channel to 1.0-Channel Downmix 100.2902 –0.2658
5.0-Channel to 1.0-Channel Downmix
Combined with 500 Hz High-Pass Filter on All
Channels
99.6943 0.3301
Table 5.6.: Stimulus loudness equalisation results. LTLlevelmax Difference is the
difference in LTLlevelmax between the reference system and the degradation
under test.
5.3. Subjects
The listening test employed subjects from the University of Surrey that consisted of three
final-year tonmeisters and seven PhD research students from the IoSR, and one PhD
research student from the CVSSP. The ITU-R BS.1116 and ITU-R BS.1534 standards
(ITU, 1997, 2003) — which cover the perceptual assessment of small and intermediate
auditory degradations, respectively — suggest using expert listeners as subjects. The
subjects above can be considered expert listeners from their experience with sound
recording, formal listening tests, or both. The subjects were remunerated for their
participation.
5.4. Procedure
The subjects’ task was to compare each degradation to the reference system, and then
rate the perceived overall spatial quality (i.e. the perceived spatial mean opinion score
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(S-MOS)) of each degradation. The rating was primarily a fidelity evaluation (i.e. one
measuring the degree of similarity to the reference), but also allowed subjects to give
an opinion about the extent to which any differences were inappropriate, unpleasant, or
annoying. The listening test instructions are shown in Appendix A.
A modified version of the MUSHRA method by Conetta (2010) was employed for the
listening test. The modifications were intended to minimise some potential biases in
listening tests (Zielinski et al., 2008), which are described along with their minimisation
approaches in Table 5.7. The modified MUSHRA method was chosen because its results
are potentially more reliable than those from the standard MUSHRA method. Figure
5.2 shows the user interface of the modified MUSHRA method.
Potential Bias in
MUSHRA Method Bias Description
Bias Minimisation Approach for
Modified MUSHRA Method
Perceptually
Non-Linear
Quality Labels
A non-linear score distribution.
Replaced labels on the user interface with
a downward-pointing arrow called
“Worse”.
Interface Bias
Scores are clustered around the
scale markings on the user
interface.
Removed scale markings.
Centring Bias A shift in the scores towards thecentre of the scale.
Used three hidden anchors to calibrate
the top, middle, and bottom of the scale
on every evaluation page.
Range Equalising Bias
The entire range of the scale is
used, regardless of the perceptual
range of the stimuli.
Used three hidden anchors to calibrate
the top, middle, and bottom of the scale
on every evaluation page.
Table 5.7.: Potential biases in the MUSHRA method by Zielinski et al. (2008), their
descriptions, and approaches to minimise them for the modified MUSHRA
method.
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Figure 5.2.: User interface of the modified MUSHRA method.
The experimental design for each subject was based on a completely randomised full-
factorial design. The full-factorial design was adopted because it is statistically optimal,
which allows all the degradations to be randomly distributed to the subject, and all
the independent variables and their interactions to be statistically analysed (Bech &
Zacharov, 2006).
Each subject rated a total of 144 randomised stimuli consisting of ten automotive
audio systems (Table 5.1), five audio impairments (Table 5.2), and three hidden
anchors (Table 5.3) combined with three programme items (Table 5.4). The experiment
was administered over three sessions, one for each programme item. A total of 48
degradations was rated in each session over six pages of evaluations. Each page contained
eight degradations, where five were automotive audio systems and audio impairments,
and three were hidden anchors that appeared on every page. Each degradation evaluation
was repeated. The number of degradations evaluated in each session is summarised by
the following equation:
48 degradations/session = 8 degradations/evaluation page
× 3 evaluation pages
× 2 repetitions.
Bech & Zacharov (2006) recommend 40 minutes as the maximum duration of a listening
test session. Each session in the listening test took less than 30 minutes.
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Bech & Zacharov (2006) advise that subjects participate in less than two hours of
listening tests per day. The subjects who participated in the listening test performed
less than an hour of listening tests per day.
Familiarisation sessions were conducted to reduce the error of main session results,
which could occur if subjects are unfamiliar with the task, user interface, stimuli, or a
combination of these. The results of the familiarisation sessions were checked to confirm
that the subjects used the entire range of the assessment scale (i.e. between 0 and 100).
These results did not count towards experimental results.
The familiarisation sessions in the listening test involved acquainting the subjects with
the user interface and range of stimuli to be evaluated. Conetta (2010) implemented
familiarisation sessions using a different interface from his main sessions, which labelled
the audio impairments and ordered them from highest to lowest based on speculated
overall spatial quality (Figure 5.3). Kelley (2013) speculates that Conetta’s user interface
for familiarisation sessions could bias results. The familiarisation sessions in the listening
test employed the same modified MUSHRA interface as the main sessions, and the
degradations were administered randomly, which should minimise biased results.
Figure 5.3.: User interface by Conetta (2010) for the familiarisation sessions in the
listening tests to develop the QESTRAL model.
The degradations for the familiarisation sessions covered a representative range of
spatial impairments. Table 5.8 lists these degradations, which included all three hidden
anchors, an audio impairment, and four automotive audio systems. 5.0-Channel to 1.0-
Channel Downmix Combined with 500 Hz High-Pass Filter on All Channels was included
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because it was speculated to be one of the most spatially impaired audio impairments.
Automotive audio systems that spanned a speculated range of overall spatial quality over
high, middle, and low were included. One exception was Tech Car, EQ Bypassed, which
was included because it contained a timbral impairment that was a potential spatial
impairment.
Degradation Name
High Anchor (5.0-Channel Reference)
Middle Anchor (Channel Order Randomised)
Low Anchor (Mono Downmix Reproduced Asymmetrically by the Left-Surround Loudspeaker Only)
5.0-Channel to 1.0-Channel Downmix Combined with 500 Hz High-Pass Filter on All Channels
Audi A8, Front Seats
Tech Car, EQ Bypassed
Audi A6
VW Golf
Table 5.8.: List of degradations evaluated in the familiarisation sessions in the listening
test.
The listening test was conducted in a listening room at the IoSR that met
ITU-R BS.1116-1 requirements (ITU, 1997). The controlled conditions of the listening
room for background noise were desirable for consistent results. The experiment was
also conducted in a studio edit room. The signal-to-noise ratio of the reproduced stimuli
in the edit room was considered to be sufficient to enable similar results as the listening
room.
5.5. Results and Analyses
The results of the listening test are presented and analysed. The post-screening of
subjects is performed to identify those who had low stimulus discrimination ability
and rating consistency. Statistical assumptions are tested to assess whether listening
test results are suitable for formal statistical analyses. Formal statistical analyses are
performed to identify the significant main effects of experimental factors and their
interactions, and to identify the magnitude of an observed effect.
5.5.1. Subject Post-Screening
Post-screening of the subjects was performed to identify those who should be removed
from the formal statistical analyses (Appendix B). The post-screening was implemented
by a computer program called PanelCheck, which employs statistical methods to
investigate the performance of subjects in sensory experiments. The discrimination
ability of the subjects was investigated by the Tucker-1 correlation loadings, eggshell,
and correlation plots. The consistency of the subjects was investigated by the mean
square error (MSE) plot.
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The Tucker-1 correlation loadings plot revealed that the panel agreed on how to rate
overall spatial quality, apart from subject 11 who used different criteria to rate overall
spatial quality (Figure B.1). The eggshell plot revealed that the panel agreed on how
to rank the stimuli relative to the mean ranking, aside from subject 11 who rated the
low- and middle-quality stimuli differently from the other subjects (Figure B.2). The
correlation plots showed that each subject showed acceptable discrimination between the
stimuli, except for subject 11 whose ratings spanned a very wide range for the low- and
middle-quality stimuli (Figure B.3). All subjects used the entire range of the scale. The
MSE plot showed that the majority of the subjects met the listener consistency criterion
(Section B.4) except for subjects 6, 9, and 11 (Figure B.4). Subject 11 had the second-
highest MSE. The comments by this subject for the pop programme item revealed why
the low anchor was given relatively high ratings (Appendix C). Other comments by the
subject revealed that timbral criteria were used to rate overall spatial quality, which was
incorrect.
Subject 11 demonstrated low discrimination ability and consistency, which suggest
removing this subject’s results from the formal statistical analyses. However, the analyses
are conducted with and without the subject’s results for further investigation.
5.5.2. Statistical Assumption Testing
Parametric tests — such as the analysis of variance (ANOVA) — make a set of
assumptions that include normally distributed data, homogeneity of variance, interval
or ratio data, and independence of data (Field, 2009). These assumptions have to be
met to increase the likelihood of accurate results from parametric tests. Statistical
assumptions were tested prior to performing formal statistical analyses (Appendix D).
Both the normality and homogeneity-of-variance assumptions were violated. However,
the sample size was relatively large and a balanced dataset was employed. Glass et al.
(1972) showed that under these circumstances the two violations are likely to have only
a small effect on Type I error (i.e. the error that leads to a conclusion that an effect
exists when it does not). The interval data assumption was met. The independence of
data assumption was violated, but this was handled in a mixed ANOVA model (Bech
& Zacharov, 2006) by treating the subject factor as a random variable. The dataset
appears suitable for parametric tests.
5.5.3. Statistical Analyses
Formal statistical analyses were performed to identify the significant main effects of
experimental factors and interactions, and to determine the magnitude of an observed
effect (Appendix E). Significant main effects of experimental factors and interactions
were identified to show whether they affected the ratings of overall spatial quality
in a statistically significant way. For example, the degradation factor was expected
to significantly affect how the ratings of overall spatial quality varied because the
degradations were deliberately manipulated to be perceived differently (e.g. Tech Car,
111
Tuned and Tech Car, Untuned). Conversely, the repetition factor was not expected
to affect how the ratings varied because repeated evaluations of a stimulus by the same
subject should have similar ratings. The magnitude of an observed effect was determined
to show how much of an impact (i.e. small, medium, or large) an experimental factor
or interaction had towards a rating of overall spatial quality. Analyses for a dataset
that contains all subjects were compared to those for a dataset without subject 11 to
determine whether to remove the results by this subject.
A mixed ANOVA model was employed for formal statistical analyses because it
incorporates both fixed and random factors. Fixed factors (e.g. degradation and
programme item) do not represent a random sample from the population, and hence their
statistical inferences apply only to the tested levels. Random factors (e.g. repetition and
subject) represent a random sample from the population, and their statistical inferences
can be extrapolated to the population. Mixed ANOVA models are assumed to be robust
to normality and homogeneity-of-variance assumption violations when a balanced dataset
is employed.
Results of Statistical Analyses
The mixed ANOVA model revealed that for both all-subjects and without-subject-11
datasets all the experiment factors and interactions were significant with effect sizes
ranging from medium to large (Appendix E). An R2 measure based on the likelihood
ratio showed that the model was a good fit for both datasets.
The experimental factors and interactions were plotted to visually identify significant
effects. Between the all-subjects and without-subject-11 datasets, the mean and
confidence interval plots for the degradation factor showed that their confidence intervals
overlapped (Figure E.2). The confidence interval for the low anchor was much smaller
for the without-subject-11 dataset. For both datasets, the means and 95% confidence
intervals for the degradation factor revealed that the highest-rated automotive audio
system was about half the overall spatial quality of the domestic-audio-based reference
system. For both datasets, the true means of the automotive audio systems spanned
between about 20 and 60. The range appears to be a result of using domestic-
audio-based degradations of much higher quality and those of lower quality. A
comparison of the means and confidence intervals from the listening test to those from
a listening test employed to develop the QESTRAL model (Figure E.3) showed that
the similarity criteria defined earlier of at least two-thirds of degradation confidence
intervals overlapping and at least two-thirds of degradation rank order being preserved
were met (i.e. six out of eight degradations had overlapping confidence intervals and six
out of eight degradations had identical rank order). This suggests that the ratings of
the automotive audio systems are accurate relative to the ratings of the hidden anchors.
These results also support that headphone auralisation is a reliable method to compare
different acoustic environments. The automotive audio systems appeared to be well
differentiated — considering their range of ratings — and reliable.
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Post-hoc tests were conducted to determine whether removing subject 11 from
the complete dataset would reveal more significant differences between group (i.e.
degradation) means (Table E.1). Removing subject 11 did not increase the number
of significant between-group differences.
For both the all-subjects and without-subject-11 datasets, the mean and confidence
interval plots for the programme item factor showed that their confidence intervals
overlapped or just overlapped (Figure E.4). For both datasets, the mean and
confidence interval plots for the subject factor showed that not all of their confidence
intervals overlapped (Figure E.5). For both datasets, the interaction plots between
the degradation and programme item factors showed how certain degradations were
rated differently depending on the programme item (Figure E.6). For both datasets, the
interaction plot between degradation and subject showed how certain degradations were
rated differently depending on the subject (Figure E.7). The mean rating of the low
anchor for subject 11 was substantially higher than those for the other subjects. The
low anchor was expected to be rated around 0. The mean rating for the low anchor by
subject 11 was 73, while those by the other ten subjects were between 0 and 27. Finally,
for both datasets, the interaction plot between programme item and subject showed how
certain programme items were rated differently depending on the subject (Figure E.8).
Suitability of Listening Test Results
A dataset with high accuracy is suitable to be compared with model predictions.
The automotive audio ratings spanned a narrow range, but their differentiation was
acceptable. To increase this range, a new listening test could be conducted with a
reference system based on an automotive audio system. However, this potentially leaves
no margin to improve the overall spatial quality of the best automotive audio systems.
The dataset from the listening test contains mean ratings of the hidden anchors,
automotive audio systems, and audio impairments employed to develop the QESTRAL
model (Figure 5.4). Table 5.9 lists the key for the degradations. These data will be used
to calibrate a modified version of the QESTRAL model for automotive audio systems
and will be compared to predictions by the modified model. The data are suitable for
these applications because they evenly span the entire assessment scale.
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(b) Without subject 11.
Figure 5.4.: Means and 95% confidence intervals for degradation in the listening test
datasets, averaged over subject, programme item, and repetition. Refer to
Table 5.9 for the degradation key.
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Degradation
Number
Degradation
Name
1 High Anchor (5.0-Channel Reference)
2 Middle Anchor (Channel Order Randomised)
3 Low Anchor (Mono Downmix Reproduced Asymmetrically by the Left-Surround Loudspeaker Only)
4 Audi A8, Front Seats
5 Audi A8, Rear Seats
6 Tech Car, Tuned
7 Tech Car, EQ Bypassed
8 Tech Car, Time-Alignment Bypassed
9 Tech Car, Level-Alignment Bypassed
10 Tech Car, Time- and Level-Alignment Bypassed
11 Tech Car, Untuned
12 Audi A6
13 VW Golf
14 5.0-Channel to 3/1-Channel Downmix
15 5.0-Channel to 2.0-Channel Downmix
16 5.0-Channel to 1.0-Channel Downmix on All Channels
17 5.0-Channel to 1.0-Channel Downmix
18 5.0-Channel to 1.0-Channel Downmix Combined with 500 Hz High-Pass Filter on All Channels
Table 5.9.: Degradation key.
5.5.4. Conclusions of Results and Analyses
This section (i.e. Section 5.5) presented the analyses of the listening test results.
Subject post-screening was performed to identify those who had low stimulus
discrimination ability and rating consistency. The discrimination ability of the subjects
was investigated by the Tucker-1 correlation loading, eggshell, and correlation plots. The
consistency of the subjects was investigated by the MSE plot. One subject (i.e. subject
11) had low stimulus discrimination ability and rating consistency, but the subject’s
results were employed in the formal statistical analyses to decide whether to keep or
remove them.
Statistical assumptions were tested to assess whether the listening test results were
suitable for formal statistical analyses. There were violations in three out of four
statistical assumptions, but these were assumed to have only a small effect or were
accounted for in the mixed ANOVA model. The dataset appeared suitable for formal
statistical analyses.
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Formal statistical analyses were performed to identify the significant main effects of
experimental factors and their interactions, and to identify the magnitude of an observed
effect. The analyses — which employed a mixed ANOVA model — revealed that all the
experimental factors and their interactions were significant with effect sizes ranging from
medium to large. The likelihood-ratio R2 measure showed that the mixed ANOVA
models were a good fit to the experiment results.
The formal statistical analyses were performed with and without the listening test
results of subject 11 to determine whether to remove this subject’s results from the
dataset. The results of the formal statistical analyses, combined with those of the subject
post-screening and comments by the subject, collectively indicated that the subject’s
results should be removed from the dataset.
The suitability of the listening test results was assessed for comparison to predictions
by the QESTRAL model. The range of the automotive audio ratings was narrow, but
their differentiation was acceptable. When the ratings of the automotive audio systems
were combined with those of the hidden anchors and audio impairments, the dataset
spanned a wide range of ratings, and was suitable to be compared to predictions by the
model.
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Table 5.10 summarises the analyses performed on the listening test results.
Analysis Performed Justification for Analysis Results of Analysis Implications of Analysis
Subject Post-Screening Identify unreliable subjects. Subject 11 demonstrated low
discrimination ability and
consistency.
Subject 11’s results should be
removed from formal
statistical analyses. However,
the results were kept for
further investigation.
Statistical Assumption
Testing
Increase the likelihood of
accurate results for the
formal statistical analyses.
Normality, homogeneity-of-
variance, and independence
of data assumptions were
violated.
Violations of normality and
homogeneity-of-variance were
likely to have only a small
effect on the formal statistical
analyses. Data
non-independence was
handled by treating the
subject factor as a random
variable in a mixed ANOVA
model. The listening test
results appeared suitable for
the formal statistical
analyses.
Formal Statistical Analyses
Identify the significant main
effects of the experimental
factors and their interactions,
and identify the magnitude of
an effect.
All the experiment factors
and their interactions were
significant with effect sizes
ranging from medium to
large.
The ratings of overall spatial
quality were different
depending on the
degradation, programme
item, subject, combination of
degradation and programme
item, combination of
degradation and subject, and
combination of programme
item and subject.
Determine whether to remove
subject 11’s results from the
listening test dataset by
comparing analyses with and
without this subject’s results.
Subject 11 provided
unreliable results.
Subject 11’s results were
removed from the listening
test dataset.
Establish whether the
listening test dataset is
suitable for comparison with
QESTRAL model
predictions.
The highest-rated automotive
audio system was about half
the quality of the domestic
audio reference system. The
ratings of the automotive
audio systems were
well-differentiated considering
their range of true means was
between 20 and 60. When
the automotive audio system
ratings were combined with
the hidden anchor and audio
impairment ratings, the
listening test dataset spanned
a wide range.
The listening test dataset is
suitable for comparison with
QESTRAL model
predictions.
Table 5.10.: Analyses performed on the listening test results, justifications for the
analyses, results of the analyses, and implications of the analyses.
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5.6. Comparing Listening Test Results to QESTRAL Model
Predictions
The ratings of overall spatial quality from the listening test are compared to predictions
by the QESTRAL model. The comparison was made to establish whether the model in
its current form can accurately predict the overall spatial quality of automotive audio
systems. The dataset without subject 11 was compared. The model was modified to
accept binaural-WAV signals that were created by convolving measured BRIRs with
probe signals. The model contains a selection of metrics, each with a specific weighting
coefficient. Different versions of the model employed slightly different combinations of
metrics and weighting coefficients. The latest version of the model by Dewhirst (2013)
was employed to determine the predicted S-MOS:
Predicted S-MOS =− 0.66(iacc_9band)
− 0.60(front_angle_diff)
+ 0.012(std_spectral_rolloff)
+ 341.66(max_rms_diff)
− 15.88(mean_entropy)
+ 100.00, (5.1)
where iacc_9band, front_angle_diff, std_spectral_rolloff, max_rms_diff, and
mean_entropy are the metrics chosen for the model (Dewhirst, 2009). The levels between
each degradation and the reference system were identical to those that resulted from
the stimulus loudness equalisation (Section 5.2.6) because the model contained a level-
dependent metric (i.e. max_rms_diff).
Prediction accuracy is determined based on guideline performance criteria. The
criteria were based on the performance of a version of the QESTRAL model that
predicted overall spatial quality based on anechoic simulations (Jackson et al., 2010).
The criteria are shown in Table 5.11, which are based on leave-one-out cross-validation
(Stone, 1974).
Criterion Performance Specification
R2 ≥ 0.78
RMSE ≤ 12.00%
Table 5.11.: Guideline performance criteria of the QESTRAL model for automotive audio
systems.
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The coefficient of determination, R2 (Field, 2009), represents the amount of variance
in the dependent variable explained by the independent variables (or the model). R2 is
calculated as:
R2 = 1− SSres
SStot
, (5.2)
where SSres is the residual sum of squares and SStot is the total sum of squares:
SSres =
∑
(y − yˆ)2 , (5.3)
SStot =
∑
(y − y¯)2 , (5.4)
where y is the observed value, yˆ is the predicted value, and y¯ is the mean of the observed
values. Root-mean-square error (RMSE) can be interpreted as the average error between
the perceived and predicted scores (Esbensen et al., 2002). RMSE is calculated as:
RMSE =
√√√√ 1
N − d
N∑
i=1
(Perceived Scorei − Predicted Scorei)2, (5.5)
where N is the total number of degradations and d is the degree of freedom. An R2
value that is lower than the guideline R2 or an RMSE that is higher than the guideline
RMSE indicates that the criterion was not met.
A type of RMSE that considers the confidence intervals of listening test results is
the epsilon-insensitive RMSE (RMSE*). RMSE* is always lower in value compared to
RMSE. RMSE* is calculated similarly to RMSE, although prediction errors between
perceived and predicted scores that are smaller than epsilon, or half the 95% confidence
interval, are excluded (ITU, 2012):
RMSE* =
√√√√ 1
N − d
N∑
i=1
(Perror(i))2, (5.6)
where N is the total number of degradations and d is the degree of freedom. The
difference between perceived and predicted scores (Perror) is calculated as:
Perror(i) = max (0, |MOSLQS(i)−MOSLQO(i)| − ci95(i)) , (5.7)
where i is the degradation number, MOSLQS refers to “Mean Opinion Score Listening
Quality Subjective”, MOSLQO refers to “Mean Opinion Score Listening Quality
Objective”, and ci95 is half the 95% confidence interval.
The outlier ratio is the ratio between the number of outlier points and total data points.
Outlier points are defined as the predicted scores that lie outside the 95% confidence
intervals of the perceived scores.
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5.6.1. Complete Dataset
Figure 5.5 shows the predicted S-MOS compared to perceived S-MOS for the complete
dataset. The complete dataset did not meet the guideline criteria. The R2 was 0.06
lower than the guideline R2, and the RMSE was 17.39 higher than the guideline RMSE.
The best-fit line has a large Y-intercept, which demonstrates a large tilt compared to
the ideal-relationship line.
0 10 20 30 40 50 60 70 80 90 100
0
10
20
30
40
50
60
70
80
90
100
Perceived S−MOS
Pr
ed
ict
ed
 S
−M
O
S
R2: 0.72
RMSE: 29.39
RMSE*: 26.14
Outlier Ratio: 0.89
 1
 2
 3
 4
 5
 6
 7
 8
 9
10
11
12
13
1415
161718
Figure 5.5.: Predicted S-MOS versus perceived S-MOS for the complete dataset. The
numerals refer to degradation numbers. The dashed line shows the ideal
relationship and the red line shows the best fit. The error bars show 95%
confidence intervals. Refer to Table 5.9 for the degradation key.
On average, the automotive audio systems (i.e. degradations 4 to 13) show a larger
difference (i.e. 30.79) between predicted and perceived S-MOS than the difference (i.e.
19.95) for audio impairments and hidden anchors (i.e. degradations 14 to 18 and 1
to 3, respectively). Degradation 13 (i.e. the VW Golf) has the largest difference
between predicted and perceived S-MOS (i.e. 53.18). Degradations based on 1-channel
downmixes (i.e. degradations 3, 16, 17, and 18) have large differences. The degraded
aspects of spatial quality for these degradations were not accurately predicted by the
QESTRAL model.
Again, the VW Golf has the largest difference between predicted and perceived S-
MOS. The automotive audio system is an original equipment manufacturer (OEM) 2-
channel stereo system, which was compromised in the high frequencies (i.e. its value
of the mean_spectral_rolloff metric — which describes the changes in high-frequency
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content — was the lowest). However, the small difference grades for front_angle_diff and
iacc_9band for the VW Golf contributed to its high predicted S-MOS of 79.63. Without
knowing more details of the design of the automotive audio system, it is unclear why
these metrics had high values.
The formal statistical analyses revealed that the programme item factor was statist-
ically significant (Appendix E.2.2). Figure 5.6 shows the predicted S-MOS compared to
perceived S-MOS for the complete dataset, split by programme item.
121
0 10 20 30 40 50 60 70 80 90 100
0
10
20
30
40
50
60
70
80
90
100
Perceived S−MOS
Pr
ed
ict
ed
 S
−M
O
S
R2: 0.74
RMSE: 25.87
RMSE*: 19.62
Outlier Ratio: 0.89
 1
 2
 3
 4
 5
 6
 7
 8
 9
10
11
12
13
1415
161718
(a) Classical
0 10 20 30 40 50 60 70 80 90 100
0
10
20
30
40
50
60
70
80
90
100
Perceived S−MOS
Pr
ed
ict
ed
 S
−M
O
S
R2: 0.69
RMSE: 31.42
RMSE*: 26.36
Outlier Ratio: 0.83
 1
 2
 3
 4
 5
 6
 7
 8
 9
10
11
12
13
1415
161718
(b) Pop
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(c) Tennis
Figure 5.6.: Predicted S-MOS versus perceived S-MOS for the complete dataset, split by
programme item. The numerals refer to degradation numbers. The dashed
line shows the ideal relationship and the red line shows the best fit. The error
bars show 95% confidence intervals. Refer to Table 5.9 for the degradation
key.
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The complete dataset for the classical programme item did not meet the guideline
criteria, although it was predicted with slightly higher accuracy than the complete
dataset for all programme items (Figure 5.5). The R2 was 0.04 lower than the guideline
R2, and the RMSE was 13.87 higher than the guideline RMSE.
The complete dataset for the pop programme item did not meet the guideline criteria,
and it was predicted with slightly lower accuracy than the complete dataset for all
programme items (Figure 5.5). The R2 was 0.09 lower than the guideline R2, and the
RMSE was 19.42 higher than the guideline RMSE.
The complete dataset for the tennis programme item did not meet the guideline
criteria, and it was predicted with lower accuracy than the complete dataset for all
programme items (Figure 5.5). The R2 was 0.19 lower than the guideline R2, and the
RMSE was 21.30 higher than the guideline RMSE. The lower accuracy was caused by
the perceived S-MOS of the automotive audio systems (i.e. degradations 4 to 13) for
the tennis item being compressed compared to those for the classical and pop items.
One explanation for the compression effect could be that the applause in the tennis item
reproduced in the acoustic environments of automotive audio systems (i.e. loudspeakers
with multiple near-field glass surfaces) perceptually degraded the reproduced stimuli in
a similar way.
Conetta (2010) explains that two types of error were identified in the QESTRAL
model. The first occurs when degradations that create imperceptible impairments to
spatial quality are predicted by the model to have various levels of impairments. The
second occurs when the same degradation applied to different programme items creates
differing perceptible impairments to spatial quality. The model is insensitive to the
second error because its predictions are based on only one set of probe signals, which
explains why prediction accuracy depends on the programme item.
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5.6.2. Hidden Anchor and Audio Impairment Dataset
Figure 5.7 shows the predicted S-MOS compared to perceived S-MOS for the hidden
anchors and audio impairments. The subset was created to analyse the domestic
audio systems independently from the complete dataset. The hidden anchor and audio
impairment dataset did not meet the guideline criteria. The R2 was very high at 0.96
and exceeded the guideline R2 by 0.18. However, the RMSE failed to meet the guideline
RMSE as it was 11.80 higher than the criterion value. The best-fit line has a large
Y-intercept, which creates a tilt compared to the ideal-relationship line.
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Figure 5.7.: Predicted S-MOS versus perceived S-MOS for the hidden anchor and audio
impairment dataset. The numerals refer to degradation numbers. The
dashed line shows the ideal relationship and the red line shows the best
fit. The error bars show 95% confidence intervals. Refer to Table 5.9 for the
degradation key.
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5.6.3. Automotive Audio System Dataset
Figure 5.8 shows the predicted S-MOS compared to perceived S-MOS for the automotive
audio systems. The subset was created to analyse the automotive audio systems
independently from the complete dataset. The automotive audio system dataset did
not meet the guideline criteria. The R2 was almost 0, and the RMSE was 21.19 higher
than the guideline RMSE. The R2, which was close to zero, resulted from no clear
diagonal linear trend between the predicted and perceived S-MOS. Excluding the Tech
Car, Time-Alignment Bypassed (i.e. degradation 8), the predicted S-MOS was 18.91
to 53.18 higher than the perceived S-MOS. Recalibrating or modifying the QESTRAL
model could result in more accurate predicted S-MOS.
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Figure 5.8.: Predicted S-MOS versus perceived S-MOS for the automotive audio system
dataset. The numerals refer to degradation numbers. The dashed line shows
the ideal relationship and the red line shows the best fit. The error bars show
95% confidence intervals. Refer to Table 5.9 for the degradation key.
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5.6.4. Conclusions of Comparing MUSHRA Experiment Results to
QESTRAL Model Predictions
The listening test results from the dataset without subject 11 were compared to
predictions by the QESTRAL model. Guideline performance criteria based on R2 and
RMSE were established to assess prediction accuracy. The complete dataset did not
meet either guideline criterion. Prediction accuracy depended on the programme item.
The dataset consisting of hidden anchors and audio impairments met the R2 criterion
but not the RMSE criterion. The dataset consisting of automotive audio systems met
neither criterion, and its R2 was close to zero.
5.7. Summary
A listening test was conducted to assess whether the QESTRAL model in its current
form can accurately predict the overall spatial quality of automotive audio systems. The
setup of the listening test involved an auralisation system based on headphones to enable
reliable comparisons of different acoustic environments. Head tracking was employed
to improve the localisation accuracy of the auralisation system. A headphone filter
compensated for the transfer function between the headphone transducer and the blocked
ear canal. The stimuli were composed of eighteen binaural room impulse responses
(BRIRs) convolved with three programme items. The BRIRs were of automotive audio
systems, audio impairments, and hidden anchors. The programme items were in 5-
channel format, and aimed to span a representative range of ecologically valid material.
The BRIRs were truncated to minimise the demands of real-time convolution. The
audibility of any truncation artefacts was evaluated, which suggested that their effects
were minimal compared to the differences between the BRIRs. The most comfortable
listening levels (MCL) of each programme item were determined. The stimuli were
loudness equalised to enable equal rating conditions. Eleven subjects were employed.
In the listening test, the subjects compared each degradation to the reference system,
and then rated the perceived overall spatial quality of each degradation. A modified
version of the MUSHRA interface was used to minimise potential biases in the MUSHRA
method. Familiarisation sessions were conducted prior to the main sessions to familiarise
subjects with the task, user interface, and stimuli. The listening test was conducted in
either a standards-based listening room or in a studio edit room.
The results of the listening test were analysed using the post-screening of subjects,
testing of statistical assumptions, and formal statistical analyses. The subject post-
screening revealed a subject (i.e. subject 11) that demonstrated low discrimination
ability and rating consistency. The statistical assumption testing revealed that the
listening test dataset appeared to be suitable for the formal statistical analyses. The
formal statistical analyses were conducted with and without subject 11’s results to
determine whether to keep the subject. The analyses of the listening test results indicated
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that the subject should be removed from the dataset. The dataset without subject 11
was determined to be suitable to be compared to QESTRAL model predictions.
The listening test results were compared to QESTRAL model predictions. Guideline
performance criteria were defined to determine the prediction accuracy of the model.
The complete dataset did not meet the guideline criteria. The comparison was
extended to datasets split by each of the three programme items because the formal
statistical analyses revealed that the degradations were rated differently depending on
the programme item. The model was unable to reflect the differences in the programme
items because the predictions were based on only one set of probe signals. The prediction
accuracy of a subset of the complete dataset consisting of hidden anchors and audio
impairments met the guideline criterion for R2 but not for RMSE. The prediction
accuracy of a subset of the complete dataset consisting of automotive audio systems
failed to meet either criterion. Based on the guideline criteria, the QESTRAL model
could not accurately predict the overall spatial quality of automotive audio systems.
The main research question in this chapter was “How well can the QESTRAL model
in its current form predict the overall spatial quality of automotive audio systems?”,
which was broken down into two smaller research questions. Answers are listed for these
research questions.
1. Is the QESTRAL model capable of accurately predicting the overall spatial quality
of automotive audio systems?
The QESTRAL model was incapable of accurately predicting the overall spatial
quality of automotive audio systems. The model needs improvement to reflect
the types of spatial quality degradations encountered in automotive audio envir-
onments.
2. Are the results of listening tests based on headphone auralisation similar to those
based on loudspeakers?
The results of listening tests based on headphone auralisation were compared to
those of listening tests based on loudspeakers (Figure E.3 in Appendix E). The
means and 95% confidence intervals of the hidden anchor and audio impairment
ratings from both the all-subjects and without-subject-11 datasets were compared
to those from a listening test to develop the QESTRAL model. Similarity criteria
were defined as at least two-thirds of degradation confidence intervals overlapping
and at least two-thirds of degradation rank order being preserved. These criteria
were met as six out of eight degradations had overlapping confidence intervals and
six out of eight degradations had identical rank order. Two audio impairments had
non-overlapping confidence intervals possibly caused by differences in perceived
distance between headphone and loudspeaker reproduction. The results of the
listening tests based on headphone auralisation were similar to those based on
loudspeakers, which supports that headphone auralisation is a reliable method to
compare different acoustic environments.
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The QESTRAL model in its current form was incapable of accurately predicting the
overall spatial quality of automotive audio systems. In the next chapter, the model is
recalibrated and modified to investigate whether prediction accuracy can be improved.
128
Chapter 6
Recalibrating and Modifying the
QESTRAL Model
In the previous chapter, the original QESTRAL model was found to be incapable of
accurately predicting the overall spatial quality of automotive audio systems based on
the guideline performance criteria. In this chapter, methods for improving the model
are investigated. Recalibrating the model to the listening test results with the original
metrics can determine whether they are sufficient. Examining the performance of the
original metrics to test whether they are effective and robust can indicate whether
replacements are needed. Other suitable metrics can be examined from the metrics
employed to develop the original QESTRAL model and those proposed in the literature
review for automotive audio systems.
The main research question in this chapter is “Can currently available metrics improve
the QESTRAL model to accurately predict the overall spatial quality of automotive
audio systems?”, which is broken down into two smaller research questions. Motivations
are listed for these research questions.
1. Can the QESTRAL model improve using recalibration, existing metrics, and
proposed metrics?
The QESTRAL model failed to accurately predict the overall spatial quality
of automotive audio systems. Hence, further procedures are trialled including
recalibrating the model, modifying the model with existing QESTRAL metrics,
and modifying the model with the proposed metrics for automotive audio systems
from the literature review.
2. Are new metrics needed to modify the QESTRAL model for accurately predicting
the overall spatial quality of automotive audio systems?
If the currently available metrics to improve the QESTRAL model are inadequate
towards developing an acceptable version of the model for automotive audio
systems, then new metrics need development.
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Section 6.1 covers assessing the performance of the QESTRAL model recalibrated with
its original metrics. Section 6.2 covers evaluating the robustness of each original metric
and then determining suitable replacements. Section 6.3 covers modifying the model
with existing and proposed metrics. Section 6.4 summarises the process to recalibrate
and modify the model.
6.1. Recalibration with Original Metrics
The original QESTRAL model failed to accurately predict the overall spatial quality
of automotive audio systems (i.e. R2 = 0.72 and RMSE = 29.39%) based on the
guideline performance criteria (Table 6.1). The R2 and RMSE criteria were based on the
performance of a version of the QESTRAL model that predicted overall spatial quality
based on anechoic simulations (Jackson et al., 2010).
Criterion
R2 ≥ 0.78
RMSE ≤ 12.00%
Table 6.1.: Guideline performance criteria employed to develop a modified version of the
QESTRAL model for automotive audio systems.
The model was recalibrated with the metrics in the original model to explore potential
improvements in prediction accuracy (Figure 6.1). The version of the model employed
for recalibration (and later for modification) was based on binaural measurements of the
reference system — which was employed to create other domestic audio degradations
— and automotive audio systems. The recalibration method was similar to the last
two stages of Figure F.4 in Appendix F, and employed the listening test results from
Chapter 5. A computer program called The Unscrambler (version 10.0.1), which enables
multivariate data analysis, was used to create the recalibrated model (and later modified
versions of the QESTRAL model). Compared to the performance of the original model,
the performance of the recalibrated model improved: calibration R2 increased slightly
(i.e. by 0.02) and calibration RMSE decreased considerably (i.e. by 16.77). However, the
recalibrated model failed to meet the guideline performance criteria for both calibration
and leave-one-out cross-validation (i.e. calibration R2 = 0.74 and calibration RMSE =
13.48%, while cross-validation R2 = 0.51 and calibration RMSE = 19.59%).
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Figure 6.1.: Recalibrated QESTRAL model with the original metrics. The blue data
refer to calibration results, while the red data refer to cross-validation results.
Refer to Table 6.2 for the degradation key.
Table 6.2 shows the key to the degradations in Figure 6.1 and other figures below.
Degradation
Number
Degradation
Name
1 High Anchor (5.0-Channel Reference)
2 Middle Anchor (Channel Order Randomised)
3 Low Anchor (Mono Downmix Reproduced Asymmetrically by the Left-Surround Loudspeaker Only)
4 Audi A8, Front Seats
5 Audi A8, Rear Seats
6 Tech Car, Tuned
7 Tech Car, EQ Bypassed
8 Tech Car, Time-Alignment Bypassed
9 Tech Car, Level-Alignment Bypassed
10 Tech Car, Time- and Level-Alignment Bypassed
11 Tech Car, Untuned
12 Audi A6
13 VW Golf
14 5.0-Channel to 3/1-Channel Downmix
15 5.0-Channel to 2.0-Channel Downmix
16 5.0-Channel to 1.0-Channel Downmix on All Channels
17 5.0-Channel to 1.0-Channel Downmix
18 5.0-Channel to 1.0-Channel Downmix Combined with 500 Hz High-Pass Filter on All Channels
Table 6.2.: Degradation key.
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PLS regression is a modelling method that uses a set of orthogonal factors called latent
variables (i.e. PLS components) to predict response variables (e.g. perceived S-MOS)
(Abdi, 2010). The latent variables are decomposed from both predictor variables (e.g.
metric diff grades) and response variables, which result in latent variables that best
predict the response variables. This approach reduces modelling error compared to a
similar modelling method called principal component regression (PCR), which employs
principal components (PCs) that are decomposed only from the predictor variables.
Multiple linear regression (MLR) is a more basic modelling method that linearly combines
predictor variables to predict a response variable. In MLR, choosing predictor variables
can be more difficult than in PCR and PLS regression as graphical analysis techniques
(i.e. analysing scores and loadings plots together) can help choose a more optimal
selection of predictor variables. Compared to MLR, PCR and PLS regression models can
minimise modelling error by employing prediction validation (i.e. analysing a residual
variance plot) to select an optimal number of PCs and PLS components. PLS regression
was chosen for recalibrating the QESTRAL model in this section in addition to modifying
the model in the following sections because it can be more accurate than PCR and MLR,
and was successfully employed to develop an early version of the QESTRAL model
(Conetta, 2010).
6.2. Replacing max_rms_diff with mean_rms_diff
The robustness of the metrics in the original model was evaluated to reveal any metrics
that were influenced by extreme values in the data. Table 6.3 lists the metrics in the
original QESTRAL model. The iacc9band metric is based on calculating an average;
hence it should be a relatively robust metric compared to one based on maximum values.
The front_angle_diff metric is also based on calculating an average; hence it should also
be robust to extreme values. The std_spectral_rolloff metric is based on calculating a
standard deviation, so it should be insensitive to extreme values. The max_rms_diff
metric is based on calculating a maximum value, so it may not be robust to extreme
values. Finally, mean_entropy is based on an averaging calculation, so it should be
robust to extreme values.
Metric
iacc9band
front_angle_diff
std_spectral_rolloff
max_rms_diff
mean_entropy
Table 6.3.: Metrics in the original QESTRAL model.
132
The original model employed the max_rms_diff metric that calculated — for an array
of angles — the maximum value of the level differences between the reference system and
device under test (DUT). This metric can be sensitive to extreme values. House (1989)
showed that the distributions of phantom images in automotive audio systems can be
uneven, which leaves gaps in the horizontal sound stage with substantially reduced sound
levels (Figure 3.3 in Chapter 3). In such cases, max_rms_diff will be unduly influenced
by these reduced sound levels. Hence, max_rms_diff was replaced by a more robust
level-based metric called mean_rms_diff that calculated the mean value of the level
differences between the reference system and DUT.
The Unscrambler was chosen to modify the model because it generates advanced
graphs that help choose the optimal number of metrics and PLS components for a
PLS regression model. The software calculates cross-validation, which estimates how
well new datasets will be predicted. Cross-validation also helps choose the optimal
number of metrics and PLS components to avoid underfitting or overfitting a model.
Standardised data — where the mean value of the data is subtracted and then divided by
the standard deviation — were used for the modelling because the metrics had different
units and resulting models can be compared. Leave-one-out cross-validation was chosen
for the cross-validation procedure because it has low mean-square-error (MSE) for smaller
datasets, such as the one in the listening test (Chapter 5). The nonlinear iterative partial
least squares (NIPALS) algorithm was specified to calculate PLS components because it
is an accurate and computationally simple method (Esbensen et al., 2002). The details
of the approach to modify the QESTRAL model are explained in Appendix F.
Compared to the recalibrated QESTRAL model with the original metrics, both
calibration and cross-validation performance improved for the modified model that
replaced max_rms_diff with mean_rms_diff (Figure 6.2). Calibration R2 increased
by 0.063 and calibration RMSE decreased by 1.75, while cross-validation R2 increased
by 0.11 and cross-validation RMSE decreased by 2.5. The modified model met the
guideline criteria for calibration but not cross-validation, which suggests that the model
might fail to generalise to other automotive audio systems. Degradation 13 (i.e. the
VW Golf) had a high cross-validation error of around 40 points, which suggests that the
modified model may not be widely generalisable.
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Figure 6.2.: Modified QESTRAL model where the mean_rms_diff metric replaced the
max_rms_diff metric in the original model. The blue data refer to
calibration results, while the red data refer to cross-validation results. Refer
to Table 6.2 for the degradation key.
6.3. Modification with Existing and Proposed Metrics
The modified QESTRAL model that replaced max_rms_diff with mean_rms_diff met
the guideline performance criteria for calibration but not cross-validation, and also
showed a lack of generalisability for some conditions in the cross-validation. In order
to improve the model further, existing QESTRAL metrics and proposed metrics for
automotive audio systems from the literature review were employed. A large set of
metrics was employed initially and then iteratively narrowed down based on comparing
the performance of the model for calibration and cross-validation to the guideline
performance criteria (Table 6.1). These criteria were applied to cross-validation results
— in addition to calibration results — to maximise the potential generalisability of the
model. The method to modify the model is explained in Appendix F, and employed the
listening test results from Chapter 5.
Variance inflation factor (VIF) indicates whether a predictor variable has a strong
linear relationship with other predictor variables (Field, 2009). The mean and maximum
VIF values of a set of predictor variables can suggest multicollinearity, which is where two
or more predictor variables are linearly related. In addition to the guideline performance
criteria, mean and maximum VIF criteria were also used to assist metric removal (Table
6.4). The mean VIF criterion is from Bowerman & O’Connell (1990), which suggests
multicollinearity for a value substantially greater than 1. The maximum VIF criterion
is from Bowerman & O’Connell (1990) and Myers (1990), which strongly suggests
multicollinearity for a value greater than 10.
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Criterion
Mean VIF ≈ 1
Max VIF ≤ 10
Table 6.4.: Multicollinearity criteria employed to develop a modified version of the
QESTRAL model for automotive audio systems.
The guideline performance criteria and multicollinearity criteria were inspected at each
iteration of model development. If the criteria were not met, standardised coefficients
and VIF values were employed to remove metrics that were less important towards
predicting overall spatial quality. Standardised coefficients of a PLS regression model
enable direct comparison of the relative effect of each independent variable (e.g. each
metric) on the dependent variable (e.g. predicted S-MOS). The standardised coefficients
are calculated from standardised data, which are created by subtracting the mean of
the metric values from each metric value and then dividing by the standard deviation
(Hair et al., 2010). Knowledge about the metrics was also important to guide the metric
reduction procedure.
6.3.1. Model with 16 Metrics and 3 PLS Components
Table 6.5 lists the 16 initial metrics employed in the modified QESTRAL model with
existing and proposed metrics. The metrics were all based on binaural signals from
artificial-head measurements, which contrasts with those that were based on microphone
signals (e.g. an Ambisonic microphone array). Binaural-signal-based metrics were
believed to be more psychoacoustically relevant than microphone-signal-based metrics
because the former aim to emulate human hearing.
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Metric Name Description
1 mean_spectral_rolloff* The mean of the spectral rolloff.
2 mean_entropy* The mean of the left- and right-ear signal entropies.
3 hull The area of the convex hull that would result from plotting the
localisations corresponding to different test signals on a unit circle.
4 front_angle_diff* The mean angle difference of localisation results between ±30°, with an
exponential transform applied to the resulting value.
5 front_scene_width* The largest angle spanned by a scene in front of the listener.
6 max_angle_diff The maximum difference in localisation angles.
7 mean_angle_diff The mean difference in localisation angles.
8 mean_iacc The mean value of an array of IACC values for different critical bands.
9 max_iacc The maximum value of an array of IACC values for different critical
bands.
10 mean_iacc_9bands The mean value of an array of IACC values for the critical bands with
centre frequencies between 570 and 2,160 Hz.
11 max_iacc_9bands The maximum value of an array of IACC values for the critical bands
with centre frequencies between 570 and 2,160 Hz.
12 1/(1 – mean_iacc)* One over one minus the mean value of an array of IACC values for
different critical bands.
13 1/(1 – max_iacc)* One over one minus the maximum value of an array of IACC values for
different critical bands.
14 iacc9band* The mean value of an array of IACC values for the critical bands with
centre frequencies between 570 and 2,160 Hz, with an exponential
transform applied to the resulting value.
15 max_rms_diff The maximum difference in an array of signal intensity results.
16 mean_rms_diff The mean difference in an array of signal intensity results.
Table 6.5.: Initial list of the 16 metrics employed to calibrate the modified QESTRAL
model with existing and proposed metrics, and their descriptions. Those
without an asterisk are existing QESTRAL metrics and those with are
proposed metrics.
The metrics other than those that were proposed were chosen for the development
of the modified QESTRAL model with existing and proposed metrics because of their
speculated importance towards predicting the overall spatial quality of automotive audio
systems. Perceived localisation was a proposed spatial attribute from the literature
review, so the max_angle_diff and mean_angle_diff metrics were included in the
list. Perceived width was another proposed spatial attribute, so front_scene_width
was included along with other existing metrics that were based on IACC (i.e. Hidaka
et al. (1995) showed that apparent source width (ASW) is related to IACC). Perceived
envelopment was a proposed spatial attribute, so the hull metric was included. The
max_rms_diff and mean_rms_diff metrics were included because — compared to the
reference system — the offset listening positions in automotive audio systems can alter
the levels of sources panned to different locations.
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Reasonable replacements were found for some of the proposed metrics, but others could
not be implemented. The Diffuse Field Transfer function (DFT) was not implemented
because it was too similar to IACC-based metrics. Both measures are related to perceived
width and spaciousness (Okano et al., 1998; Hidaka et al., 1992). The “Ensemble Depth
Metric” could not be implemented due to unavailable binaural measurements of the
reference system and automotive audio systems. Finally, the “Elevation Metric” could
not be implemented due to unavailable measurements with the multiple-microphone
sphere.
Figure 6.3 shows the modelling performance for the initial modified QESTRAL model
that employed 16 metrics. The residual cross-validation variance of the response variable
(i.e. perceived S-MOS) can be interpreted as the error from predicting new datasets
(Esbensen et al., 2002). The number of PLS components that coincide with the minimum
residual cross-validation variance results in a model that is optimal regarding future
prediction accuracy (Martens & Martens, 2001). A lower number of PLS components
can lead to an underfitted model, while a higher number can lead to an overfitted model.
Three PLS components were chosen for the model, as this number coincided with the
minimum residual cross-validation variance (Figure 6.4). For the given metric set, the
chosen number of PLS components leads to a model with the lowest prediction error. The
model met the guideline performance criteria for calibration, but not for cross-validation
(i.e. RMSE = 14.46%, which exceeded the RMSE ≤ 12.00% criterion).
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Figure 6.3.: Modelling performance of the modified QESTRAL model with existing and
proposed metrics that employed 16 metrics and 3 PLS components. The blue
data refer to calibration results, while the red data refer to cross-validation
results. Refer to Table 6.2 for the degradation key.
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Figure 6.4.: Residual Y-variance as a function of PLS component number for the modified
QESTRAL model with existing and proposed metrics that employed 16
metrics and 3 PLS components. The blue data refer to calibration results,
while the red data refer to cross-validation results. The residual Y-variance
was calculated for 16 PLS components, however only 10 PLS components
are shown for clarity.
The standardised coefficients and VIF values of the metrics for the modified QESTRAL
model with 16 metrics and 3 PLS components are shown in Table 6.6. These
values were employed to remove metrics that contributed little towards predicting
overall spatial quality. The number of metrics was reduced because the value of the
maximum VIF was 115704.307, which far exceeds the maximum VIF > 10 criterion that
strongly suggests multicollinearity (Bowerman & O’Connell, 1990; Myers, 1990). The
max_angle_diff, max_iacc, max_iacc_9bands, 1/(1 – max_iacc), and max_rms_diff
metrics were removed because metrics based on maximum values are not as robust to
extreme data as those based on mean values. The mean_iacc and mean_iacc_9bands
metrics were removed because iacc9band contributed the most towards predicting overall
spatial quality (i.e. the standardised coefficient values were 0.029, 0.126, and –0.156,
respectively). The mean_angle_diff metric was removed because it demonstrated
collinearity with front_angle_diff (R = –.976, p < .001) and contributed less towards
predicting overall spatial quality (i.e. its standardised coefficient value was 0.179
compared to –0.244).
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Metric Name Standardised Coefficients VIF
1 mean_spectral_rolloff –0.147 4.487
2 mean_entropy –0.143 26.624
3 hull –0.102 38.699
4 front_angle_diff –0.244 34223.351
5 front_scene_width –0.315 38.515
6 max_angle_diff 0.071 82.787
7 mean_angle_diff 0.179 149.862
8 mean_iacc 0.029 446.567
9 max_iacc –0.141 153.613
10 mean_iacc_9bands 0.126 637.765
11 max_iacc_9bands 0.189 10.097
12 1/(1 – mean_iacc) 0.051 19.476
13 1/(1 – max_iacc) 0.048 115704.307
14 iacc9band –0.156 542.988
15 max_rms_diff –0.027 64.082
16 mean_rms_diff 0.263 30.380
Table 6.6.: Metrics, their standardised coefficients, and their variance inflation factor
(VIF) values for the modified QESTRAL model with existing and proposed
metrics that employed 16 metrics and 3 PLS components. Mean VIF =
9510.850 and maximum VIF = 115704.307.
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6.3.2. Model with 8 Metrics and 2 PLS Components
Table 6.7 lists the metrics after the reduction procedure in Section 6.3.1. The 8 metrics
in the table were employed to calibrate another iteration of the modified QESTRAL
model with existing and proposed metrics.
Metric Name Description
1 mean_spectral_rolloff The mean of the spectral rolloff.
2 mean_entropy The mean of the left- and right-ear signal entropies.
3 hull The area of the convex hull that would result from plotting the
localisations corresponding to different test signals on a unit circle.
4 front_angle_diff The mean angle difference of localisation results between ±30°, with an
exponential transform applied to the resulting value.
5 front_scene_width The largest angle spanned by a scene in front of the listener.
6 1/(1 – mean_iacc) One over one minus the mean value of an array of IACC values for
different critical bands.
7 iacc9band The mean value of an array of IACC values for the critical bands with
centre frequencies between 570 and 2,160 Hz, with an exponential
transform applied to the resulting value.
8 mean_rms_diff The mean difference in an array of signal intensity results.
Table 6.7.: The 8 metrics employed to calibrate the modified QESTRAL model with
existing and proposed metrics, and their descriptions.
Figure 6.5 shows the modelling performance for the modified QESTRAL model with
8 metrics. The global minimum of the residual cross-validation variance was found at 4
PLS components (i.e. at 0.221) (Figure 6.6). However, 2 PLS components were chosen
for the model, as this number coincided with the first local minimum of the residual cross-
validation variance (i.e. at 0.223). Esbensen et al. (2002) recommends that the first local
minimum is employed because choosing fewer PLS components leads to a more robust
model that is less sensitive to noise and errors. The model met the guideline performance
criteria for calibration but not for cross-validation (i.e. RMSE = 12.91%, which exceeded
the RMSE ≤ 12.00% criterion).
140
Reference Y (PERC_SMOS, Factor-2)
0 10 20 30 40 50 60 70 80 90 100
P
re
di
ct
ed
 Y
 (P
E
R
C_
SM
O
S,
 F
ac
to
r-
2)
0
10
20
30
40
50
60
70
80
90
100
P re dicte d vs . R e fe re nce
1
2
3
4
5
6
7
8
910
11
12
13
1415
16
17
18
1
2
3
4
5
7
89
11
1213
1415
1718
S lope O s e t R MS E R -S qua re
0 .7 6 1 1 9 3 8 1 0 .8 0 5 7 9 2 1 2 .9 0 5 0 3 4 0 .7 8 9 4 5 3 9
0 .8 7 9 5 4 7 8 5 .0 0 7 8 0 2 9 .2 1 8 6 8 5 2 0 .8 7 9 5 4 8
Figure 6.5.: Modelling performance of the modified QESTRAL model with existing and
proposed metrics that employed 8 metrics and 2 PLS components. The blue
data refer to calibration results, while the red data refer to cross-validation
results. Refer to Table 6.2 for the degradation key.
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Figure 6.6.: Residual Y-variance as a function of PLS component number for the modified
QESTRAL model with existing and proposed metrics that employed 8
metrics and 2 PLS components. The blue data refer to calibration results,
while the red data refer to cross-validation results.
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The standardised coefficients and VIF values for the metrics of the modified QESTRAL
model with 8 metrics and 2 PLS components are shown in Table 6.8. The hull metric
was removed because it contributed the least towards predicting overall spatial quality
(i.e. its standardised coefficient value was the smallest at –0.058). The removal prevents
the model from overfitting the calibration data.
Metric Name Standardised Coefficients VIF
1 mean_spectral_rolloff –0.109 1.120
2 mean_entropy –0.118 2.838
3 hull –0.058 3.021
4 front_angle_diff –0.475 2.966
5 front_scene_width –0.231 2.483
6 1/(1 – mean_iacc) 0.195 5.159
7 iacc9band –0.392 7.898
8 mean_rms_diff 0.305 1.477
Table 6.8.: Metrics, their standardised coefficients, and their variance inflation factor
(VIF) values for the modified QESTRAL model with existing and proposed
metrics that employed 8 metrics and 2 PLS components. Mean VIF = 3.370
and maximum VIF = 7.898.
6.3.3. Model with 7 Metrics and 2 PLS Components
Table 6.9 lists the metrics after the reduction procedure in Section 6.3.2. The 7 metrics
in the table were employed to calibrate another iteration of the modified QESTRAL
model with existing and proposed metrics.
Metric Name Description
1 mean_spectral_rolloff The mean of the spectral rolloff.
2 mean_entropy The mean of the left- and right-ear signal entropies.
3 front_angle_diff The mean angle difference of localisation results between ±30°, with an
exponential transform applied to the resulting value.
4 front_scene_width The largest angle spanned by a scene in front of the listener.
5 1/(1 – mean_iacc) One over one minus the mean value of an array of IACC values for
different critical bands.
6 iacc9band The mean value of an array of IACC values for the critical bands with
centre frequencies between 570 and 2,160 Hz, with an exponential
transform applied to the resulting value.
7 mean_rms_diff The mean difference in an array of signal intensity results.
Table 6.9.: The 7 metrics employed to calibrate the modified QESTRAL model with
existing and proposed metrics, and their descriptions.
142
Figure 6.7 shows the modelling performance for the modified QESTRAL model with
7 metrics. Two PLS components were chosen for the model because a break from a
monotonic decrease was observed in the residual cross-validation variance (Figure 6.8).
Esbensen et al. (2002) mention this criterion — in addition to choosing the number of
PLS components based on the minimum residual cross-validation variance — to choose
the optimal number of PLS components for a potentially generalisable model. The model
met the guideline performance criteria for calibration but not for cross-validation (i.e.
RMSE = 12.69%, which exceeded the RMSE ≤ 12.00% criterion).
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Figure 6.7.: Modelling performance of the modified QESTRAL model with existing and
proposed metrics that employed 7 metrics and 2 PLS components. The blue
data refer to calibration results, while the red data refer to cross-validation
results. Refer to Table 6.2 for the degradation key.
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Figure 6.8.: Residual Y-variance as a function of PLS component number for the modified
QESTRAL model with existing and proposed metrics that employed 7
metrics and 2 PLS components. The blue data refer to calibration results,
while the red data refer to cross-validation results.
143
The standardised coefficients and VIF values for the metrics of the modified
QESTRAL model with 7 metrics and 2 PLS components are listed in Table 6.10. The
1/(1 – mean_iacc) and iacc9band metrics demonstrated the highest VIF values (i.e.
4.384 and 5.937, respectively). Of the two, 1/(1 – mean_iacc) was removed because
it contributed less towards predicting overall spatial quality; its standardised coefficient
had a lower value than that of iacc9band (i.e. 0.192 and –0.401, respectively).
Metric Name Standardised Coefficients VIF
1 mean_spectral_rolloff –0.112 1.120
2 mean_entropy –0.111 2.375
3 front_angle_diff –0.461 2.132
4 front_scene_width –0.269 1.755
5 1/(1 – mean_iacc) 0.192 4.384
6 iacc9band –0.401 5.937
7 mean_rms_diff 0.321 1.475
Table 6.10.: Metrics, their standardised coefficients, and their variance inflation factor
(VIF) values for the modified QESTRAL model with existing and proposed
metrics that employed 7 metrics and 2 PLS components. Mean VIF = 2.740
and maximum VIF = 5.937.
6.3.4. Model with 6 Metrics and 2 PLS Components
Table 6.11 lists the metrics after the reduction procedure in Section 6.3.3. The 6 metrics
in the table were employed to calibrate another iteration of the modified QESTRAL
model with existing and proposed metrics.
Metric Name Description
1 mean_spectral_rolloff The mean of the spectral rolloff.
2 mean_entropy The mean of the left- and right-ear signal entropies.
3 front_angle_diff The mean angle difference of localisation results between ±30°, with an
exponential transform applied to the resulting value.
4 front_scene_width The largest angle spanned by a scene in front of the listener.
5 iacc9band The mean value of an array of IACC values for the critical bands with
centre frequencies between 570 and 2,160 Hz, with an exponential
transform applied to the resulting value.
6 mean_rms_diff The mean difference in an array of signal intensity results.
Table 6.11.: The 6 metrics employed to calibrate the modified QESTRAL model with
existing and proposed metrics, and their descriptions.
Figure 6.9 shows the modelling performance for the modified QESTRAL model with
6 metrics. Two PLS components were chosen for the model, as this number coincided
with the minimum residual cross-validation variance (Figure 6.10). The model met
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the guideline performance criteria for calibration, but met the RMSE criterion for
cross-validation only on a borderline basis (i.e. 12.19%, where the RMSE criterion is
≤ 12.00%). The R2 criterion was met for cross-validation.
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Figure 6.9.: Modelling performance of the modified QESTRAL model with existing and
proposed metrics that employed 6 metrics and 2 PLS components. The blue
data refer to calibration results, while the red data refer to cross-validation
results. Refer to Table 6.2 for the degradation key.
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Figure 6.10.: Residual Y-variance as a function of PLS component number for the
modified QESTRAL model with existing and proposed metrics that
employed 6 metrics and 2 PLS components. The blue data refer to
calibration results, while the red data refer to cross-validation results.
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The standardised coefficients and VIF values for the metrics of the modified QESTRAL
model with 6 metrics and 2 PLS components are listed in Table 6.12. To examine the
model in more detail, a correlation loadings plot was analysed, which shows how the
metrics and perceived S-MOS are correlated with the first two PLS components of the
model (Figure 6.11). mean_spectral_rolloff was removed because it was near the centre
of the plot, which indicates low explained variance. Another reason to remove the metric
was because it had the lowest standardised coefficient of –0.130.
Metric Name Standardised Coefficients VIF
1 mean_spectral_rolloff –0.130 1.102
2 mean_entropy –0.179 2.368
3 front_angle_diff –0.462 1.792
4 front_scene_width –0.309 1.689
5 iacc9band –0.487 2.557
6 mean_rms_diff 0.295 1.346
Table 6.12.: Metrics, their standardised coefficients, and their variance inflation factor
(VIF) values for the modified QESTRAL model with existing and proposed
metrics that employed 6 metrics and 2 PLS components. Mean VIF = 1.809
and maximum VIF = 2.557.
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Figure 6.11.: Correlation loadings for the modified QESTRAL model with existing
and proposed metrics that employed 6 metrics and 2 PLS components.
The outer ellipse represents 100% explained variance, the inner ellipse
represents 50% explained variance, and the middle of the ellipses represents
no variance explained by either the first or second PLS compon-
ents. “Mean_Spectral_Rolloff_0deg” refers to the mean_spectral_rolloff
metric, “Mean_Entropy_0deg” refers to the mean_entropy metric,
“fix_60_mean” refers to the front_angle_diff metric, “fsw” refers to the
front_scene_width metric, “iacc9bandCH_exp_transform_0deg” refers to
the iacc9band metric, and “PERC_SMOS” refers to perceived S-MOS.
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6.3.5. Model with 5 Metrics and 2 PLS Components
Table 6.13 lists the metrics after the reduction procedure in Section 6.3.4. The 5 metrics
in the table were employed to calibrate another iteration of the modified QESTRAL
model with existing and proposed metrics.
Metric Name Description
1 mean_entropy The mean of the left- and right-ear signal entropies.
2 front_angle_diff The mean angle difference of localisation results between ±30°, with an
exponential transform applied to the resulting value.
3 front_scene_width The largest angle spanned by a scene in front of the listener.
4 iacc9band The mean value of an array of IACC values for the critical bands with
centre frequencies between 570 and 2,160 Hz, with an exponential
transform applied to the resulting value.
5 mean_rms_diff The mean difference in an array of signal intensity results.
Table 6.13.: The 5 metrics employed to calibrate the modified QESTRAL model with
existing and proposed metrics, and their descriptions.
Figure 6.12 shows the modelling performance for the modified QESTRAL model with
5 metrics. Two PLS components were chosen for the model, as this number coincided
with the minimum residual cross-validation variance (Figure 6.13). The model met the
guideline performance criteria for calibration but exceeded the RMSE criterion for cross-
validation. The R2 criterion was met for cross-validation.
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Figure 6.12.: Modelling performance of the modified QESTRAL model with existing and
proposed metrics that employed 5 metrics and 2 PLS components. The blue
data refer to calibration results, while the red data refer to cross-validation
results. Refer to Table 6.2 for the degradation key.
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Figure 6.13.: Residual Y-variance as a function of PLS component number for the
modified QESTRAL model with existing and proposed metrics that
employed 5 metrics and 2 PLS components. The blue data refer to
calibration results, while the red data refer to cross-validation results.
The standardised coefficients and VIF values for the metrics of the modified QESTRAL
model with 5 metrics and 2 PLS components are shown in Table 6.14. In the 6 metric/2
PLS component model (Section 6.3.4), mean_spectral_rolloff contributed the least
towards predicting overall spatial quality (i.e. its standardised coefficient was the lowest
in Table 6.12) and had low explained variance in the space defined by the first two PLS
components (Figure 6.11). However, the addition of the metric to the 5 metric/2 PLS
component model improved calibration and cross-validation performance, decreased the
mean VIF from 1.875 to 1.809, and improved the calibration prediction accuracy of
degradation 13 (i.e. the VW Golf). This degradation had reduced high frequencies,
which the metric could account for. Therefore, the model modification should terminate
with the 6 metric/2 PLS component model.
Metric Name Standardised Coefficients VIF
1 mean_entropy –0.170 2.346
2 front_angle_diff –0.453 1.676
3 front_scene_width –0.308 1.574
4 iacc9band –0.501 2.435
5 mean_rms_diff 0.133 1.346
Table 6.14.: Metrics, their standardised coefficients, and their variance inflation factor
(VIF) values for the modified QESTRAL model with existing and proposed
metrics that employed 5 metrics and 2 PLS components. Mean VIF = 1.875
and maximum VIF = 2.435.
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6.3.6. Summary of Modification with Existing and Proposed Metrics
The QESTRAL model was modified with metrics that were created to develop the model
(i.e. the existing metrics), and those that were proposed from the literature review. A
large initial set of candidate metrics was employed and iteratively narrowed down if
the criteria based on R2, RMSE, mean VIF, and maximum VIF were not met. The
procedure to modify the model with existing and proposed metrics terminated with a
version that employed 6 metrics and 2 PLS components because a further reduction in
metrics resulted in potentially lower generalisability. The further reduction degraded
calibration and cross-validation performance and increased the mean VIF (i.e. Field
(2009) stated that as collinearity increases, model coefficients are less likely to represent
the population). The performance of the 6 metric/2 PLS component model substantially
improved compared to that of the original model. The calibration R2 increased by 0.17
and the calibration RMSE decreased by 20.54. Table 6.15 summarises the iterative
procedure of modifying the model with existing and proposed metrics.
Iteration Prediction Calibration Cross-Validation
R2 RMSE (%) R2 RMSE (%) R2 RMSE (%) Mean VIF Max VIF
Original model 0.72 29.39 N/A N/A N/A N/A N/A N/A
16 Metrics/3 PLS Components 0.89 8.93 0.74 14.46 9510.850 115704.307
8 Metrics/2 PLS Components 0.88 9.22 0.79 12.91 3.370 7.898
7 Metrics/2 PLS Components 0.88 9.06 0.80 12.69 2.740 5.937
6 Metrics/2 PLS Components* 0.89 8.85 0.81 12.19 1.809 2.557
5 Metrics/2 PLS Components 0.86 9.94 0.79 12.77 1.875 2.435
Table 6.15.: Summary of modifying the QESTRAL model with existing and proposed
metrics. The asterisk indicates the iteration where modifying the QESTRAL
model with existing and proposed metrics terminated.
6.4. Summary
The original QESTRAL model failed to accurately predict the overall spatial quality of
automotive audio systems based on the guideline performance criteria (i.e. R2 ≥ 0.78
and RMSE ≤ 12.00%). The model was recalibrated with the metrics in the original
model. However, it failed to meet the guideline performance criteria for both calibration
and cross-validation. One of the metrics in the original model — max_rms_diff — was
replaced by a more robust version called mean_rms_diff. The performance improved for
the modified model with the replacement metric compared to the recalibrated original
model. The guideline criteria were met for calibration but were not met for cross-
validation, which suggested that the model might fail to generalise to new automotive
audio systems. To improve model performance further, a set of existing QESTRAL
metrics and proposed metrics from the literature review were employed to modify the
model more. An initial set of metrics was iteratively narrowed down based on comparing
calibration and cross-validation performance to the guideline performance criteria. Mean
and maximum VIF criteria were also employed to narrow down the metric set. At each
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iteration, if the criteria were not met, standardised coefficients and variance inflation
factor (VIF) values were employed to remove metrics that were the least significant
towards predicting overall spatial quality. Knowledge about the metrics — such as
their robustness to extreme values — was also important to guide metric removal. The
procedure to modify the model with existing and proposed metrics terminated with a
version that employed 6 metrics and 2 PLS components. This version was chosen because
although it met the guideline criteria on a borderline basis, a further reduction in metrics
resulted in a model with potentially lower generalisability. Table 6.16 summarises how
performance progressed from the original model to the final iteration of modifying the
model with existing and proposed metrics.
Stage/Iteration Prediction Calibration Cross-Validation
R2 RMSE (%) R2 RMSE (%) R2 RMSE (%) Mean VIF Max VIF
Original model 0.72 29.39 N/A N/A N/A N/A N/A N/A
Recalibrated with
original metrics
0.74 13.48 0.51 19.59 N/A N/A
Replaced max_rms_diff
with mean_rms_diff
0.80 11.73 0.63 17.11 N/A N/A
16 Metrics/3 PLS Components 0.89 8.93 0.74 14.46 9510.850 115704.307
8 Metrics/2 PLS Components 0.88 9.22 0.79 12.91 3.370 7.898
7 Metrics/2 PLS Components 0.88 9.06 0.80 12.69 2.740 5.937
6 Metrics/2 PLS Components* 0.89 8.85 0.81 12.19 1.809 2.557
5 Metrics/2 PLS Components 0.86 9.94 0.79 12.77 1.875 2.435
Table 6.16.: Summary of recalibrating and modifying the QESTRAL model with existing
and proposed metrics. The asterisk indicates the iteration where modifying
the QESTRAL model with existing and proposed metrics terminated.
The main research question in this chapter was “Can currently available metrics
improve the QESTRAL model to accurately predict the overall spatial quality of
automotive audio systems?”, which was broken down into two smaller research questions.
Answers are listed for these research questions.
1. Can the QESTRAL model improve using recalibration, existing metrics, and
proposed metrics?
Changes were made to the QESTRAL model to adapt it for automotive audio
systems. These changes improved the model progressively more at each stage of
recalibration and modification. However, the degree of improvement that could be
achieved using recalibration, existing metrics, and proposed metrics was limited.
The aim was to develop a modified version of the model that was potentially
generalisable (i.e. a model that meets the guideline performance criteria for cross-
validation). However, the model only met the criteria for cross-validation on a
borderline basis.
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2. Are new metrics needed to modify the QESTRAL model for accurately predicting
the overall spatial quality of automotive audio systems?
New metrics are needed to potentially improve the QESTRAL model further to
predict the overall spatial quality of automotive audio systems. The existing
and proposed metrics from the literature review did not result in a sufficiently
generalisable model. New metrics could enable this result.
Although the final version of the modified QESTRAL model with existing and
proposed metrics was chosen to have the best performance while having the lowest
multicollinearity, further improvement is needed. The guideline performance criterion
for RMSE was met for cross-validation only on a borderline basis. In the next chapter,
new metrics are developed to assess whether they could lead to a more generalisable
model (i.e. one that meets the guideline performance criteria for not only for calibration
but also for cross-validation).
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Chapter 7
New Metric Development and
Application for the Modified
QESTRAL Model
In the previous chapter, the QESTRAL model was recalibrated and then modified with
existing QESTRAL metrics and proposed metrics from the literature review. These
procedures failed to produce a model that could accurately predict the overall spatial
quality of automotive audio systems. In this chapter, new metrics are developed and
assessed regarding their suitability to improve the model. Suitable new metrics are
employed to investigate whether they can further improve the performance of the
modified QESTRAL model with existing and proposed metrics. Upon modifying the
model with new metrics, the most important metrics for predicting the overall spatial
quality of automotive audio systems are identified. The identified metrics suggest which
perceptual aspects are important towards rating the overall spatial quality of automotive
audio systems. The modified model with new metrics could be valid for automotive audio
systems, but not for domestic audio systems. Its validity for domestic audio environments
is verified.
The main research question in this chapter is “Can new metrics improve the QESTRAL
model to accurately predict the overall spatial quality of automotive audio systems?”,
which is broken down into three smaller research questions. Motivations are listed for
these research questions.
1. Can the performance of the modified QESTRAL model with existing and proposed
metrics improve further with new metrics?
The QESTRAL model modified with existing and proposed metrics failed to
accurately predict the overall spatial quality of automotive audio systems. New
metrics are developed and applied to further improve the model.
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2. Which metrics are the most important in predicting the overall spatial quality of
automotive audio systems?
Once the QESTRAL model is successfully modified, then the contributions of each
metric toward predicting overall spatial quality should be determined. The most
important metrics suggest which perceived spatial degradations are prominent in
automotive audio systems.
3. Have the modifications to the QESTRAL model for automotive audio environments
invalidated its use in domestic audio environments?
Modifications to the QESTRAL model could have invalidated its use in domestic
audio environments. Once the modified model’s validity for automotive audio
environments is established, then its validity for domestic audio environments
should be established.
Section 7.1 covers the development and suitability assessments of the new metrics.
Section 7.2 covers modifying the QESTRAL model with the new metrics. Section 7.3
covers assessing the modified model for its validity in a domestic audio environment.
Section 7.4 presents the summary of this chapter.
7.1. New Metric Development
The performance of the final version of the modified QESTRAL model with existing
and proposed metrics (Section 6.3.4) — hereafter referred to as the EP model — met
the guideline criteria for calibration, but not for cross-validation. Five new metrics are
developed and their suitability to further improve the model is assessed.
First, a width-related metric is presented because an analysis of a correlation loadings
plot in The Unscrambler indicated that width-related metrics were highly correlated
to the first PLS component, which accounted for the majority of the variance in the
listening test data (i.e. 42%). The front_hemisphere_scene_width metric is developed
to investigate whether a wider scene width can more accurately model — compared
to a similar existing metric — the perceived scene width of automotive audio systems
identified as outliers.
Next, three localisation-related metrics are presented because the regression analysis
plot indicated that localisation-related metrics were highly correlated to the second PLS
component, which accounted for 22% of the variance in the data. The first localisation-
related metric called front_angle_std is developed to investigate whether a different
approach to aggregating the localisation of multiple sound sources can model the spatial
scene skew of the outlier automotive audio systems more accurately than a similar
existing metric. The second localisation-related metric is front_angle_raw_diff, which
is developed to investigate whether — compared to a similar existing metric — a different
approach to averaging multiple localisation angles can model spatial scene skew more
accurately for the outliers. The third localisation-related metric is surround_angle_diff,
which is developed to investigate whether a wider angular range of localisation angles
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compared to an existing similar metric can model more accurately the perceived scene
skew of the outliers.
Finally, a timbre-related metric is presented because the regression analysis plot
revealed that timbre-related metrics were the most correlated to the third PLS
component, which explained 9% of the data variance. The log_rolloff_slope metric
is developed to investigate whether a different approach to modelling the high-frequency
characteristics of the outlier automotive audio systems and other automotive audio
systems is more accurate than an existing timbral metric.
Section 7.1.1 covers front_hemisphere_scene_width, Section 7.1.2 covers
front_angle_std, Section 7.1.3 covers front_angle_raw_diff, Section 7.1.4 covers
surround_angle_diff and Section 7.1.5 covers log_rolloff_slope.
7.1.1. Width-Related Metric - front_hemisphere_scene_width
When the predictions by the original QESTRAL model were compared to the listening
test results, two automotive audio systems that straddled the best-fit line were identified
as outliers (i.e. 8 - Tech Car, Time-Alignment Bypassed and 13 - VW Golf in Figure 5.5).
Informal audition revealed differences in perceived scene width between the outliers. The
front_hemisphere_scene_width metric was developed to investigate whether allowing
a wider scene width to be calculated than the one calculated by front_scene_width
could account more accurately for the perceived scene width of the outliers. The
front_hemisphere_scene_width metric calculates the largest angle spanned by a scene in
front of the listener between ±90°. The front_hemisphere_scene_width metric contrasts
with front_scene_width, which restricted the largest angle spanned by a scene in front
of the listener to between ±30°.
Variance inflation factor (VIF) values were employed to evaluate whether
front_hemisphere_scene_width is collinear with front_scene_width. The reason for
comparing these two metrics is because they were both based on different ranges of
perceived width. The other five metrics in the comparison were from the EP model.
Table 7.1 shows that both front_hemisphere_scene_width and front_scene_width
had very high VIF values. Substantial correlation exists between these metrics (R
= .968, p < .001), which suggests collinearity (Field, 2009). Further indications
of multicollinearity are demonstrated by mean VIF = 7.706 and maximum VIF =
22.369 (Table 7.1). Multicollinearity is suggested for mean VIF >‌> 1 (Bowerman &
O’Connell, 1990) and intolerably high multicollinearity is suggested for maximum VIF
> 10 (Bowerman & O’Connell, 1990; Myers, 1990). Only one of the metrics should be
employed.
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Metric Name VIF
mean_spectral_rolloff 1.116
mean_entropy 2.571
front_angle_diff 1.951
front_scene_width 22.369
front_hemisphere_scene_width 21.810
iacc9band 2.558
mean_rms_diff 1.566
Table 7.1.: Variance inflation factor (VIF) values to assess how
front_hemisphere_scene_width compares to front_scene_width. Mean
VIF = 7.706 and maximum VIF = 22.369.
Three exploratory models were created to determine whether
front_hemisphere_scene_width — compared to front_scene_width — can further im-
prove the performance of the modified QESTRAL model. Degradations from the listen-
ing test were employed. The first model included front_scene_width and the other five
metrics in the EP model. The second model had the same metrics as the first one, except
where front_hemisphere_scene_width replaced front_scene_width. The third model
included the metrics in the first model with the addition of
front_hemisphere_scene_width. These three models were created to isolate the effect
of each and both metrics towards model performance.
Figure 7.1 shows the calibration and cross-validation performance of the exploratory
models. When front_hemisphere_scene_width replaced front_scene_width (Figure
7.1b), calibration and cross-validation performance improved in terms of RMSE and
R2. Calibration RMSE decreased by 0.751 and cross-validation RMSE decreased
by 1.161. Both calibration and cross-validation R2 increased slightly. Compared
to the second model, the third model (Figure 7.1c) resulted in negligible improve-
ment. The results of the second model show that replacing front_scene_width with
front_hemisphere_scene_width improves the predicted S-MOS values for calibration
and cross-validation performance of the two outlier automotive audio systems (i.e.
degradations 8 and 13). The front_hemisphere_scene_width metric could be a suitable
replacement for front_scene_width because it resulted in more accurate calibration and
cross-validation performance.
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(a) With front_scene_width.
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(c) With front_scene_width and front_hemisphere_scene_width.
Figure 7.1.: Calibration and cross-validation performance of various exploratory models
to assess the performance of front_hemisphere_scene_width. The blue data
refer to calibration results, while the red data refer to cross-validation results.
Refer to Table 7.5 for the degradation key.
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7.1.2. Localisation-Related Metric - front_angle_std
Informal audition of the two outlier automotive audio systems (i.e. degradations 8 and
13 in Figure 5.5) revealed that compared to the Tech Car, Time-Alignment Bypassed,
the spatial scene of the VW Golf was skewed towards the left. A metric was developed to
explore whether it can account for this spatial scene skew. The front_angle_std metric
calculates the standard deviation of the differences in localisation angles in the front
scene, which is defined as all sources with intended localisation angles between ±30° –
between the reference system and device under test (DUT).
Variance inflation factor (VIF) and standardised coefficient values were employed to
determine collinearity between front_angle_std and front_angle_diff and inspect the
contribution of these two metrics towards predicting overall spatial quality. The reason
for comparing these two metrics is because they were both based on localisation. The
other five metrics in the comparison were from the EP model. Myers (1990) suggests
that a VIF of 10 implies multicollinearity. The VIF of front_angle_std is 9.277,
which is fairly close to this criterion (Table 7.2). The standardised coefficient value
of front_angle_std was about half of front_angle_diff, which indicates that the former
only contributes about half of the latter towards predicting overall spatial quality. These
results suggest that front_angle_diff is more important in predicting overall spatial
quality than front_angle_std.
Metric Name VIF Standardised Coefficient
mean_spectral_rolloff 1.161 –0.156
mean_entropy 2.488 –0.201
front_angle_diff 3.520 –0.394
front_angle_std 9.277 0.201
front_scene_width 4.483 –0.372
iacc9band 2.930 –0.455
mean_rms_diff 2.225 0.256
Table 7.2.: Variance inflation factor (VIF) and standardised coefficient values to assess
how front_angle_std compares to front_angle_diff. Mean VIF = 3.726 and
maximum VIF = 9.277.
Three exploratory models were created to determine whether front_angle_std —
compared to front_angle_diff — can further improve the performance of the modified
QESTRAL model. Degradations from the listening test were employed. The first model
included front_angle_diff and the other five metrics in the EP model. The second
model had the same metrics as the first one, except where front_angle_std replaced
front_angle_diff. The third model included the metrics in the first model with the
addition of front_angle_std. These three models were created to isolate the effect of
each and both metrics towards model performance. Figure 7.2 shows the calibration and
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cross-validation performance of the exploratory models. When front_angle_std replaced
front_angle_diff in the second model (Figure 7.2b), calibration and cross-validation
performance became less accurate. Calibration RMSE increased by 2.694 and cross-
validation RMSE increased by 3.161. Calibration R2 decreased by 0.0779 and cross-
validation R2 decreased by 0.110. Compared to the first model, the third model (Figure
7.2c) had mixed performance. While calibration performance improved, cross-validation
performance worsened. The results were also mixed for the two outlier automotive audio
systems. The results of the second model show that when front_angle_std replaced
front_angle_diff, the predicted S-MOS values for calibration and cross-validation of
degradation 8 improved while those of degradation 13 worsened. The front_angle_std
metric appears to be an unsuitable replacement for front_angle_diff because it lead to
lower performance.
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(a) With front_angle_diff.
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(c) With front_angle_diff and front_angle_std.
Figure 7.2.: Calibration and cross-validation performance of various exploratory models
to assess the performance of front_angle_std. The blue data refer to
calibration results, while the red data refer to cross-validation results. Refer
to Table 7.5 for the degradation key.
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7.1.3. Localisation-Related Metric - front_angle_raw_diff
Informal audition of the two outlier automotive audio systems (i.e. degradations 8 and
13 in Figure 5.5) revealed differences in spatial scene skew. The front_angle_raw_diff
metric was developed to account for these differences. The metric is a modified version
of front_angle_diff that is based on the mean of the raw differences of the front scene
angles between the reference system and DUT (front_angle_diff was based on the mean
of the absolute value of the differences). The major distinction between raw differences
and the absolute value of differences is that the former can account for skew direction.
Standardised coefficients were employed to investigate the contributions of
front_angle_diff and front_angle_raw_diff towards predicting overall spatial quality.
These two metrics were compared because they can both model spatial scene skew.
The other five metrics in the comparison were from the EP model. Table 7.3 shows
that front_angle_raw_diff contributes substantially less than front_angle_diff towards
predicting overall spatial quality, which suggests that the former is less important than
the latter.
Metric Name Standardised Coefficient
mean_spectral_rolloff –0.124
mean_entropy –0.167
front_angle_diff –0.439
front_angle_raw_diff 0.079
front_scene_width –0.268
iacc9band –0.484
mean_rms_diff 0.319
Table 7.3.: Standardised coefficients to assess how front_angle_raw_diff compares to
front_angle_diff.
Three exploratory models were created to determine whether front_angle_raw_diff
— compared to front_angle_diff — can further improve the performance of the modified
QESTRAL model. Degradations from the listening test were employed. The first
model included front_angle_diff and the other five metrics in the EP model. The
second model had the same metrics as the first one, except where front_angle_raw_diff
replaced front_angle_diff. The third model included the metrics in the first model
with the addition of front_angle_raw_diff. These three models were created to isolate
the effect of each and both metrics towards model performance. Figure 7.3 shows
the calibration and cross-validation performance of the exploratory models. When
front_angle_raw_diff replaced front_angle_diff in the second model (Figure 7.3b), both
calibration and cross-validation performance worsened much. For calibration, RMSE
increased by 5.435 and R2 decreased by –0.178, while for cross-validation, RMSE in-
creased by 7.554 and R2 decreased by –0.305. The third model (Figure 7.3c) had slightly
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worse performance than the first model. The results of the second model show that
when front_angle_raw_diff replaced front_angle_diff, the predicted S-MOS values for
calibration and cross-validation of the outlier automotive audio systems — degradations
8 and 13 — improved at the expense of other degradations. The front_angle_raw_diff
metric appears to be an unsuitable replacement for front_angle_diff because of its lower
contribution towards predicting overall spatial quality and much worse overall calibration
and cross-validation performance.
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Figure 7.3.: Calibration and cross-validation performance of various exploratory models
to assess the performance of front_angle_raw_diff. The blue data refer to
calibration results, while the red data refer to cross-validation results. Refer
to Table 7.5 for the degradation key.
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7.1.4. Localisation-Related Metric - surround_angle_diff
The locations of the left- and right-surround loudspeakers in five-channel automotive
audio systems are likely to have shifted from those in a standards-based 5-channel
surround system (ITU, 2006). These shifts — along with the shifts of the front-left,
front-right, and centre loudspeakers — could affect perceived scene skew, particularly
those of the two outlier automotive audio systems (i.e. degradations 8 and 13 in Figure
5.5). The ±110° angular range might also account more accurately for the scene skew
in certain domestic audio degradations based on downmixes (e.g. the low anchor, which
reproduced a 1-channel downmix through the left-surround loudspeaker). An exponential
transform was applied to front_angle_diff. The transform accounts for a smaller effect
on predicted S-MOS as localisation differences increase, which was supported by informal
listening (Jackson et al., 2010). The surround_angle_diff metric is the front_angle_diff
metric with an extended angular range; hence the psychoacoustic effects resulting from
the transform were assumed to be similar for both metrics. The transform was applied
to surround_angle_diff. The metric is proposed to account for the perceived scene skew
resulting from all five loudspeakers (i.e. front-left, front-right, centre, left-surround, and
right-surround) in automotive audio systems and certain domestic audio degradations.
The metric calculates the difference in localisation angles — between the reference system
and DUT — over the angular range of ±110°, which corresponds to the locations of the
left-surround and right-surround loudspeakers in a standards-based 5-channel surround
system.
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Three exploratory models were created to determine whether surround_angle_diff —
compared to front_angle_diff — can further improve the performance of the modified
QESTRAL model. Degradations from the listening test were employed. The first model
included front_angle_diff and the other five metrics in the EP model. The second
model had the same metrics as the first one, except where surround_angle_diff replaced
front_angle_diff. The third model included the metrics in the first model with the
addition of surround_angle_diff. These three models were created to isolate the effect of
each and both metrics towards model performance. Figure 7.4 shows the calibration and
cross-validation performance of various exploratory models. When surround_angle_diff
replaced front_angle_diff in the second model (Figure 7.4b), calibration performance
slightly worsened (i.e. RMSE increased by 0.526 and R2 decreased by –0.0136). The third
model (Figure 7.4c) showed slight improvement in performance compared to the first
model. Calibration RMSE decreased by –0.831 and calibration R2 increased by 0.0199,
while cross-validation RMSE decreased by –1.294 and cross-validation R2 increased by
0.0378. The results of the second model show that when surround_angle_diff replaced
front_angle_diff, the predicted S-MOS values for calibration and cross-validation of
the outlier automotive audio systems (i.e. degradations 8 and 13) improved along with
many degradations at the expense of substantial overprediction of the high anchor and
underprediction of the 5.0-Channel to 3/1-Channel Downmix. The surround_angle_diff
metric appears to be an unsuitable replacement for front_angle_diff because while the
predicted S-MOS of many degradations improved, that of two degradations substantially
worsened.
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(c) With front_angle_diff and surround_angle_diff.
Figure 7.4.: Calibration and cross-validation performance of various exploratory models
to assess the performance of surround_angle_diff. The blue data refer to
calibration results, while the red data refer to cross-validation results. Refer
to Table 7.5 for the degradation key.
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7.1.5. Timbre-Related Metric - log_rolloff_slope
The log_rolloff_slope metric was developed to model timbre more accurately for
automotive audio systems. The metric was developed by identifying automotive audio
systems that lay along a PLS component that is likely to be related to timbre. The
frequency responses of the automotive audio systems and informal audition suggested
that the metric could more accurately account for them.
The scores plot shows how the degradations are related to each other on a two-
dimensional PLS component space, while the loadings plot shows how the metrics and
perceived S-MOS relate to each other on a two-dimensional PLS component space. When
the plots are analysed together, the meanings of PLS components can be interpreted
(Esbensen et al., 2002).
Figure 7.5 shows the score and loading plots for the EP model. The first and third
PLS components are shown in the plots. Four automotive audio systems lie along the
third PLS-component. Degradation 13 (i.e. the VW Golf) in the scores plot is similar in
direction — along the third PLS component — to the mean_spectral_rolloff metric in
the loadings plot. The third PLS component could be interpreted as changes in timbre,
or more specifically changes in the high frequency rolloff point of each degradation.
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Figure 7.5.: Plots that aid interpreting the degradations that lie along the third PLS
component. Refer to Table 7.5 for the degradation key.
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Table 7.4 lists the high frequency rolloff of the four automotive audio systems that lie
along the third PLS component. Degradation 13 — located towards the bottom the third
PLS component — had the lowest value of mean_spectral_rolloff, while degradation 8
(i.e. the Tech Car, Time-Alignment Bypassed) — despite being located towards the top
of the third PLS component — had the second lowest value of mean_spectral_rolloff.
The ordering of the automotive audio systems along the third PLS component did not
agree with that of the values of high frequency rolloff. A new metric is needed that relates
more accurately to how the four automotive audio systems vary in high frequencies.
Degradation Number Degradation Name High Frequency Rolloff (Hz)
8 Tech Car, Time-Alignment Bypassed 15,976
5 Audi A8, Rear Seats 17,211
4 Audi A8, Front Seats 16,626
13 VW Golf 13,754
Table 7.4.: High-frequency rolloff of four automotive audio systems.
Table 7.5 shows the key to the degradations in Figure 7.5 and other figures below.
Degradation
Number
Degradation
Name
1 High Anchor (5.0-Channel Reference)
2 Middle Anchor (Channel Order Randomised)
3 Low Anchor (Mono Downmix Reproduced Asymmetricallyby the Left-Surround Loudspeaker Only)
4 Audi A8, Front Seats
5 Audi A8, Rear Seats
6 Tech Car, Tuned
7 Tech Car, EQ Bypassed
8 Tech Car, Time-Alignment Bypassed
9 Tech Car, Level-Alignment Bypassed
10 Tech Car, Time- and Level-Alignment Bypassed
11 Tech Car, Untuned
12 Audi A6
13 VW Golf
14 5.0-Channel to 3/1-Channel Downmix
15 5.0-Channel to 2.0-Channel Downmix
16 5.0-Channel to 1.0-Channel Downmix on All Channels
17 5.0-Channel to 1.0-Channel Downmix
18 5.0-Channel to 1.0-Channel Downmix Combinedwith 500 Hz High-Pass Filter on All Channels
Table 7.5.: Degradation key.
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Figure 7.6 shows the high-frequency responses of the four automotive audio systems,
which were determined by convolving the decorrelated noise probe signal from the
QESTRAL model with the summed automotive-audio system BRIRs of the left and
right ears for a 0° head angle, and then summing all the channels. To highlight the
differences in the slopes of each automotive audio system, 1/3-octave smoothing was
applied. Table 7.6 lists the slopes of high-frequency rolloff for the four automotive audio
systems. The monotonically increasing slope values were consistent with the order of
how the automotive audio systems were distributed along the third PLS component
(Table 7.6). The order also agreed with that of informal audition, which revealed
that degradation 8 was perceived to have the most high-frequency content, followed
by degradation 5, 4, and 13 (Table 7.6). The pop programme item was employed for the
informal audition because compared to other programme items the largest differences in
overall spatial quality were perceived between the two outlier automotive audio systems
(i.e. degradations 8 and 13 in Figure 5.6b). The log_rolloff_slope metric is based on
the slope of the high-frequency rolloff between 5 and 10 kHz, which was determined by
applying a best-fit line on a logarithmic frequency scale. The frequency range was chosen
because the slopes varied the most for four automotive audio systems from the listening
test.
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Figure 7.6.: High-frequency responses of four automotive audio systems. Degradation
key: p8 - Tech Car, Time-Alignment Bypassed, p5 - Audi A8, Rear Seats,
p4 - Audi A8, Front Seats, p13 - VW Golf.
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Degradation
Number Degradation Name
Slope
(dB/octave)
Distribution Order,
Third PLS
Component
Perceived
High-Frequency
Content
8 Tech Car, Time-Alignment Bypassed –10.5 8 Most
5 Audi A8, Rear Seats –11.1 5 Second-Most
4 Audi A8, Front Seats –12.2 4 Third-Most
13 VW Golf –16.4 13 Least
Table 7.6.: Slopes of high-frequency rolloff, degradation distribution order from the top
to bottom of the third PLS component, and perceived high-frequency content
of four automotive audio systems.
Three exploratory models were created to determine whether log_rolloff_slope —
compared to mean_spectral_rolloff — can further improve the performance of the
modified QESTRAL model. Degradations from the listening test were employed. The
first model included mean_spectral_rolloff and the other five metrics in the EP model.
The second model had the same metrics as the first one, except where log_rolloff_slope
replaced mean_spectral_rolloff. The third model included the metrics in the first model
with the addition of log_rolloff_slope. These three models were created to isolate
the effect of each and both metrics towards model performance. Figure 7.7 shows
the calibration and cross-validation performance of the exploratory models. Compared
to the first model, calibration and cross-validation performance decreased in terms of
RMSE and R2 for the second model (Figure 7.7b). The third model (Figure 7.7c),
which employed both mean_spectral_rolloff and log_rolloff_slope, resulted in only
a marginal improvement in performance over the first model. When the predictions
by the original QESTRAL model were compared to the listening test results, two
automotive audio systems that straddled the best-fit line were identified as outliers (i.e.
8 - Tech Car, Time-Alignment Bypassed and 13 - VW Golf). When log_rolloff_slope
replaced mean_spectral_rolloff in the second model, the predicted S-MOS values for
calibration and cross-validation of degradation 8 were virtually unchanged, while those of
degradation 13 became less accurate (i.e. increased error of 10.10 points for calibration,
and 3.97 points for cross-validation). The metric replacement also caused mean VIF
to increase from 1.809 to 2.363. The latter value is substantially greater than one,
which suggests multicollinearity (Bowerman & O’Connell, 1990). Finally the metric
replacement decreased model performance, which suggests that log_rolloff_slope should
not be included to further improve the modified QESTRAL model.
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Figure 7.7.: Calibration and cross-validation performance of various exploratory models
to assess the performance of log_rolloff_slope. The blue data refer to
calibration results, while the red data refer to cross-validation results. Refer
to Table 7.5 for the degradation key.
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7.2. Modifying the QESTRAL Model for Automotive Audio
Systems with New Metrics
The EP model met the guideline performance criteria — R2 ≥ 0.78 and RMSE ≤ 12.00%
— for calibration but not for cross-validation. A new metric developed in the previous
section is employed in the modified QESTRAL model to investigate whether its
performance can meet the criteria also for cross-validation. If the cross-validation
performance meets the criteria, a perceptual model is potentially generalisable with an
independent dataset (Esbensen et al., 2002).
Equation 7.1 shows the regression equation of the modified QESTRAL model with
existing, proposed, and new metrics, hereafter referred to as the EPN model. The
front_hemisphere_scene_width metric was assessed to be a suitable replacement for
front_scene_width (Section 7.1.1). The metrics in the model are identical to those in the
EP model except where front_hemisphere_scene_width replaced front_scene_width.
Predicted S-MOS =− 0.0043(mean_spectral_rolloff)
− 16.19(mean_entropy)
− 0.75(front_angle_diff)
− 0.17(front_hemisphere_scene_width)
− 0.68(iacc_9band)
+ 2514.65(mean_rms_diff)
+ 99.45, (7.1)
Table 7.7 shows the standardised coefficients of the EPN model. Standardised coefficients
enable directly comparing the relative effect of each independent variable (e.g. each
metric) on the dependent variable (e.g. predicted S-MOS). Standardised coefficients
are calculated from standardised data, which are created by subtracting the mean of
the metric values from each metric value and then dividing by the standard deviation
(Hair et al., 2010). The standardised metric values for iacc9band and front_angle_diff
are roughly similar (i.e. –0.4531 and –0.4480, respectively), which indicate that
both variables are about equally the most important in predicting the overall spatial
quality of automotive audio systems. The front_hemisphere_scene_width metric had a
standardised metric value of –0.3611, and was also important in predicting overall spatial
quality.
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Metric Name Standardised Coefficient Metric Classification
mean_spectral_rolloff –0.1291 Proposed
mean_entropy –0.1600 Proposed
front_angle_diff –0.4480 Proposed
front_hemisphere_scene_width –0.3611 New
iacc9band –0.4531 Proposed
mean_rms_diff 0.2725 Existing
constant term 3.6387 N/A
Table 7.7.: Standardised coefficients of the modified QESTRAL model with existing,
proposed, and new metrics (i.e. the EPN model).
Figure 7.8 shows the calibration and cross-validation performance of the EPN model.
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Figure 7.8.: Calibration and cross-validation performance of the modified QESTRAL
model with existing, proposed, and new metrics (i.e. the EPN model). The
blue data refer to calibration results, while the red data refer to cross-
validation results. For the calibration results, epsilon-insensitive RMSE
(RMSE*) = 5.57 and the outlier ratio = 0.50. Refer to Table 7.5 for the
degradation key.
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Figure 7.9 shows — for the EPN model — the residual Y-variance as a function of
the number of PLS components. Typically in PLS regression, the calibration residual Y-
variance monotonically decreases because each successive PLS component is determined
in a way to minimise residuals. However, employing an excessive number of PLS
components results in an overfitted model that predicts new datasets with low accuracy,
as noise is modelled in addition to systematic variations of the calibration dataset. To
develop a model that is optimal in the sense of future prediction accuracy, the number of
PLS components can be determined by the number of components that corresponds to
the minimum value of cross-validation residual Y-variance (Martens & Martens, 2001).
For the EPN model, two PLS components were chosen because the cross-validation
residual Y-variance was the lowest.
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Figure 7.9.: Residual Y-variance as a function of PLS component number for the modified
QESTRAL model with existing, proposed, and new metrics (i.e. the EPN
model). The blue data refer to calibration results, while the red data refer
to cross-validation results.
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Figure 7.10 shows the cumulative distribution of the Y-residuals of each degradation for
the EPN model. The X axis is scaled so that normally distributed residual values should
form a straight line, which indicates a good fit of a model to a dataset. The majority of
the residuals in the figure form a straight line; hence the model can be considered to be
a good fit to the listening test dataset (Section 5.5) employed to calibrate the model.
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Figure 7.10.: Normal probability Y-residuals for the modified QESTRAL model with
existing, proposed, and new metrics (i.e. the EPN model). Refer to Table
7.5 for the degradation key.
7.2.1. The Validity of Comparing Perceptual Models Calibrated to
Different Datasets
Differences existed between the listening tests to calibrate the original QESTRAL model
and modified versions of the model. In order to reliably compare the models that were
calibrated on different listening test datasets, the differences between the listening test
setups should be minimal. These differences were examined to determine whether the
performance of the different models can be reliably compared.
Reproduction methods were different between the listening test to develop the original
QESTRAL model and the one to develop modified versions of the model. For the former,
a multichannel domestic audio system based on loudspeakers was employed, while for the
latter, an auralisation system based on headphones with head tracking was employed.
Kelley (2013) showed that the perceived S-MOS of audio impairments employed to
develop the original model were comparable between a multichannel domestic audio
system and headphone auralisation with head tracking. The differences in reproduction
methods should not give significantly different results.
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Different numbers and types of degradations were employed between the listening
tests to develop the original and modified versions of the QESTRAL model. The
original model employed 48 degradations, while the modified model employed 18
degradations. The former employed only domestic audio impairments, while the latter
employed a combination of ten automotive audio systems and eight domestic audio
impairments. These differences can result in different distributions of degradations on
an assessment scale (e.g. even and uneven distributions). The different number and type
of degradations can give significantly different results.
Although the high and low anchors were identical between the listening tests to develop
the original and modified versions of the QESTRAL model, the middle anchors were
different. They were both based on spatial impairment; the original model employed
a low-bitrate surround codec, while the modified model randomised the order of the
five loudspeakers in the reference system. In the listening tests to develop the original
model, the mean scores between the degradations were similar (i.e. 53 for the low-bitrate
surround codec and 57 for the randomised channel order). Additionally, the confidence
intervals completely overlapped between the degradations (i.e. 52 to 54 for the low-
bitrate surround code and 52 to 62 for the randomised channel order). Hence the true
mean scores between the middle anchors are similar, if not identical in the best case.
The different middle anchors should not give significantly different results.
The programme items were identical between the listening tests to develop the original
and modified versions of the QESTRAL model; they both employed the same classical
music, pop music, and tennis match excerpts. The identical programme items should
not give significantly different results.
In both listening tests, subjects were pooled from a similar population (i.e. Tonmeister
students and experienced listeners). However, the number of subjects differed (i.e.
fourteen for the listening test to develop the original QESTRAL model and ten for
the listening test to develop modified versions of the model). Bech & Zacharov (2006)
mention that given a panel of experienced listeners, typically five to fifteen subjects
ensure sufficient resolution in listening test results. The number of subjects in both
listening tests were within this range, and hence the small difference in the number of
subjects should not give significantly different results.
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Figure 7.11 shows that the test interface in both listening tests were very similar; both
implemented the same modified version of the MUSHRA interface (Conetta, 2010). The
similar test interfaces should not give significantly different results.	  
(a) Original QESTRAL model.
(b) Modified QESTRAL model.
Figure 7.11.: Listening test interfaces employed in the listening tests to develop versions
of the QESTRAL model.
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Table 7.8 summarises the differences between the listening tests employed to calibrate
the original and modified versions of the QESTRAL model. The different factors between
the listening tests should not give significantly different results except for the number
and type of degradations, which can be expected to give significantly different results.
The performance of the models calibrated using different listening test setups can be
reliably compared.
Original QESTRAL Model Modified QESTRAL Model
Significantly Different
Listening Test Results
Expected?
Reproduction
Method Loudspeakers Headphones No
Degradations 48 Domestic Audio Impairments 10 Automotive Audio Systems,8 Domestic Audio Impairments Yes
Middle Anchor Low-bitrate surround codec(80 kbps) Channel Order Randomised No
Programme Items Classical Music, Pop Music,Tennis Match
Classical Music, Pop Music,
Tennis Match No
Subjects 14 (Tonmeisters andexperienced listeners)
10 (Tonmeisters and
experienced listeners) No
Test Interface Modified MUSHRA Interface Modified MUSHRA Interface No
Table 7.8.: Differences between the listening tests employed to calibrate the original and
modified versions of the QESTRAL model.
7.2.2. Comparing the Original QESTRAL Model to the Modified QESTRAL
Model
The previous section suggested that perceptual models calibrated to datasets based on
different listening test setups can be reliably compared (i.e. the listening test to calibrate
the original QESTRAL model and the one to calibrate modified versions of the model).
This section compares the original model to the EPN model (Section 7.2) to highlight
improvements in model development. Figure 7.12 shows the performance of the original
model (Section 5.6) for the degradations in the listening test. The performance of the
modified model (Figure 7.8) improved considerably compared to the original model. The
R2 increased by 0.19, RMSE decreased by 21.92%, epsilon-insensitive RMSE (RMSE*)
decreased by 20.57, and the outlier ratio decreased by 0.39. The slope of the best-fit line
is much closer to the slope of the ideal-relationship line.
178
0 10 20 30 40 50 60 70 80 90 100
0
10
20
30
40
50
60
70
80
90
100
Perceived S−MOS
Pr
ed
ict
ed
 S
−M
O
S
R2: 0.72
RMSE: 29.39
RMSE*: 26.14
Outlier Ratio: 0.89
 1
 2
 3
 4
 5
 6
 7
 8
 9
10
11
12
13
1415
161718
Figure 7.12.: Performance of the original QESTRAL model. The dashed line shows the
ideal relationship and the red line shows the best fit. The error bars show
95% confidence intervals. Refer to Table 7.5 for the degradation key.
The performances of the original QESTRAL model and the EPN model were analysed
using three subsets of the complete dataset from the listening test. The first two subsets
separate the performance analyses between automotive audio systems and domestic
audio systems (i.e. audio impairments and hidden anchors), while the third subset was
created because the audio impairments based on 1-channel downmixes were consistently
overpredicted by the original model. For each subset, the performance of the modified
model improved considerably compared to the original model (Figure 7.13). R2 increased
for automotive audio systems by 0.53, and for audio impairments based on 1-channel
downmixes by 0.22. RMSE decreased for automotive audio systems by 25.08, for audio
impairments and hidden anchors by 15.72, and for audio impairments based on 1-channel
downmixes by 27.57. In absolute terms, RMSE decreased from double to single digits
between the original and modified models (i.e. 33.19% to 8.11%, 23.80% to 8.08%, and
32.09% to 4.51%, respectively). The epsilon-insensitive RMSE (RMSE*) demonstrated
similar improvements to RMSE. For all three subsets, the outlier ratios of the modified
model were roughly halved compared to the original model.
179
0 10 20 30 40 50 60 70 80 90 100
0
10
20
30
40
50
60
70
80
90
100
Perceived S−MOS
Pr
ed
ict
ed
 S
−M
O
S
R2: 0.02
RMSE: 33.19
RMSE*: 29.98
Outlier Ratio: 0.90
 4
 5
 6
 7
 8
 9
10
11
12
13
(a) Original QESTRAL model, automotive
audio systems.
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(b) Modified QESTRAL model with existing,
proposed, and new metrics (i.e. the EPN
model), automotive audio systems.
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(c) Original QESTRAL model, audio impair-
ments and hidden anchors.
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(d) Modified QESTRAL model with existing,
proposed, and new metrics (i.e. the EPN
model), audio impairments and hidden
anchors.
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(e) Original QESTRAL model, audio impair-
ments based on 1-channel downmixes.
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(f) Modified QESTRAL model with existing,
proposed, and new metrics (i.e. the EPN
model), audio impairments based on 1-
channel downmixes.
Figure 7.13.: Comparisons of model performance for subsets of the listening test dataset.
Refer to Table 7.5 for the degradation key.
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For the original QESTRAL model, the VW Golf (i.e. degradation 13) had the
largest error between predicted and perceived S-MOS values. the EPN model reduced
this error by 41.06 points. The point where the high frequencies rolled off for
the VW Golf was the lowest amongst all the degradations. The original model
employed the std_spectral_rolloff metric, whereas the modified model employed the
mean_spectral_rolloff metric. The former was based on the standard deviation of the
high-frequency rolloff over the total number of frames in the binaural signals, while the
latter was based on the mean of the high-frequency rolloff over the total number of frames
in the binaural signals. The mean_spectral_rolloff metric accounted more accurately
for the high-frequency rolloff behaviour of the VW Golf.
One degradation that was predicted with lower accuracy by the EPN model was
the 5.0-Channel to 3/1-Channel Downmix (i.e. degradation 14). The prediction
error increased by 14.41 points compared to the original QESTRAL model. The
front_hemisphere_scene_width metric calculates the perceived scene width between the
angular range of±90° frontal to the listener. This metric replaced the front_scene_width
metric, which calculates the perceived scene width between the angular range of ±30°
frontal to the listener. The switch to front_hemisphere_scene_width improved the
prediction accuracy of most degradations. However, the metric excessively penalised
the 5.0-Channel to 3/1-Channel Downmix. This contrasted to what informal audition
revealed, where the difference in scene width between the reference system and the 5.0-
Channel to 3/1-Channel Downmix was subtle. The front scene often dominates in typical
5-channel programme material, therefore only small differences in perceived scene width
are expected between these degradations.
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Table 7.9 summaries the changes of the EPN model compared to the original
QESTRAL model.
Measure Original Model Modified Model Change
R2 0.72 0.91 +0.19
RMSE 29.39% 8.09% –21.92
RMSE* 26.14% 5.57% –20.57
Outlier Ratio 0.89 0.50 –0.39
(a) Complete dataset.
Measure Original Model Modified Model Change
R2 0.02 0.55 +0.53
RMSE 33.19% 8.11% –25.08
RMSE* 29.98% 4.33% –25.65
Outlier Ratio 0.90 0.60 –0.30
(b) Automotive Audio Systems.
Measure Original Model Modified Model Change
R2 0.96 0.96 0.00
RMSE 23.80% 8.08% –15.72
RMSE* 22.45% 7.16% –15.29
Outlier Ratio 0.88 0.38 –0.50
(c) Audio Impairments and Hidden Anchors.
Measure Original Model Modified Model Change
R2 0.28 0.50 +0.22
RMSE 32.09% 4.51% –27.57
RMSE* 33.63% 3.52% –30.11
Outlier Ratio 1.00 0.50 –0.50
(d) Audio Impairments based on 1-Channel Downmixes.
Table 7.9.: Summary of the changes of the modified QESTRAL model with existing,
proposed, and new metrics (i.e. the EPN model) compared to the original
QESTRAL model.
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7.3. Verification of the Modified QESTRAL Model
Table 7.10 lists the spatial audio processes (SAPs) in one of the listening tests employed to
calibrate an earlier version of the QESTRAL model (Conetta, 2010). The bold SAPs were
employed in a dataset to verify whether the modifications to the model have invalidated
its use in a domestic audio environment. The SAPs marked with an asterisk — along
with automotive audio systems — were employed in a dataset to calibrate modified
versions of the QESTRAL model. SAPs that were outside of either dataset could not be
assessed for prediction accuracy due to unavailable data.
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No. Spatial Audio Process Description Process Type
1 Downmixing from 5CH 1* 3/1: L = L, R = R, C = C, S = 0.7071*LS + 0.7071*RS
12 Downmixing from 5CH 2 3.0: L = L + 0.7071*LS, R = R + 0.7071*RS, C = C
3 Downmixing from 5CH 3* 2.0: L = L + 0.7071*C + 0.7071*LS, R = R + 0.7071*C + 0.7071*RS
4 Downmixing from 5CH 4* 1.0: C = 0.7071*L + 0.7071*R + C + 0.5*LS + 0.5*RS
5 Multichannel audio coding 1 160 kbps
2
6 Multichannel audio coding 2 64 kbps
7 Multichannel audio coding 3 64 kbps
8 Multichannel audio coding 4 2 stage cascade (80 kbps)
9 Multichannel audio coding 5 4 stage cascade (64 kbps)
10 Altered loudspeaker locations 1 L and R repositioned at –10° and +10°
311 Altered loudspeaker locations 2 C is skewed; repositioned at +20°
12 Altered loudspeaker locations 3 LS and RS repositioned at –90° and +90°
13 Altered loudspeaker locations 4 LS and RS repositioned at –170° and +160°
14 Channel rearrangement 1 L and R swapped
415 Channel rearrangement 2 L and R swapped for LS and RS
16 Channel rearrangement 3 CH order rotated
17 Channel rearrangement 4* CH order randomised
18 Interchannel level misalignment 1 L, C, and R –6 dB quieter than LS and RS 5
19 Interchannel out-of-phase 1 C 180° out-of-phase 6
20 Channel removal 1 R removed
721 Channel removal 2 LS removed
22 Channel removal 3 C removed
23 Spectral filtering 1 500 Hz HPF on all channels 8
24 Spectral filtering 2 3.5 kHz LPF on all channels
25 Interchannel crosstalk 1* 1.0 downmix in all CH 9
26 Interchannel crosstalk 2 Partly correlated (0.5 bleed in adjacent channels)
27 Virtual surround algorithms 1 Line array virtual surround 10
28 Virtual surround algorithms 2 2 CH virtual surround
29 Combination 1 CH routing error 4 + Missing channel 1, 2, and 3
11
30 Combination 2 Downmix 2 + Missing channel 1
31 Combination 3 Downmix 3 + CH routing error 4
32 Combination 4 Downmix 3 + Loudspeaker misplacement 1
33 Combination 5* Downmix 4 + Filtering 1
34 Combination 6 Loudspeaker misplacement 4 + Loudspeaker misplacement 1
35 Combination 7 Codec A + Downmix 3
36 Combination 8 Codec A + Loudspeaker misplacement 3
37 Combination 9 Codec C + Downmix 4
38 Combination 10 Codec C + CH routing error 4
39 Combination 11 Virtual surround algorithms 2 + Missing channel 1
40 Combination 12 Virtual surround algorithms 2 + Loudspeaker misplacement 1
41 Anchor recording 1* High Anchor - Unprocessed reference
1242 Anchor recording 2 Mid Anchor - Audio codec (80 kbps)
43 Anchor recording 3* Low Anchor - Mono downmix reproduced asymmetrically by the rear
left loudspeaker only
Table 7.10.: Spatial audio processes (SAPs) used in listening test 1 from Table G2 in
Conetta (2010). The bold SAPs were employed in the verification dataset.
The SAPs marked with an asterisk (*) were employed in modified versions of
the QESTRAL model; hence they — aside from anchor recording 1 (i.e. the
high anchor) — were not employed in the verification dataset. Process type
key: 1 - Downmixing from 5 CH, 2 - Multichannel audio coding, 3 - Altered
loudspeaker locations, 4 - Channel rearrangements, 5 - Interchannel level
misalignment, 6 - Interchannel out-of-phase errors, 7 - Channel removal,
8 - Spectral filtering, 9 - Inter-channel crosstalk, 10 - Virtual surround
algorithms, 11 - Combinations of 1-10, 12 - Scale anchors.
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The majority of SAPs for the verification dataset were implemented from the original
measurements of the reference system (Section 5.2.1). Other SAPs for the verification
dataset involving altered loudspeaker locations (i.e. 10, 11, 12, and 32) were implemented
by manipulating the BRIRs of the reference system. This approach is nonideal because
in the absence of actual BRIR measurements of altered loudspeaker locations, substitute
BRIR measurements were employed of nonzero-degree head angles between ±30° of one
or more original loudspeaker positions of the reference system (i.e. –30°, +30°, 0°,
–110°, and +110°). For example, to implement “C is skewed; repositioned at +20°”
(i.e. SAP 11), BRIR measurements of the centre loudspeaker at 0° with a head angle
of –20° were substituted. Differences in spatial quality (e.g. localisation and width)
between the ideal and substitute configurations can be expected because their wall and
loudspeaker orientations differ, which alter for example the ratio of direct sounds and
first-order reflections (Toole, 2008). However, these errors are expected to have a smaller
contribution than the errors in artificial-head angles and loudspeaker positions.
Figure 7.14 shows predicted spatial mean opinion score (S-MOS) values plotted
against perceived S-MOS values. The predicted S-MOS data reflect the predictions
by the original QESTRAL model (Section 5.6) and the EPN model (Section 7.2). The
perceived S-MOS data cover the mean listening test scores by Conetta (2010) of the SAPs
employed in the verification dataset. Compared to the EPN model, the original model
demonstrated a better R2 value (i.e. by 0.05) but worse RMSE (i.e. by 2.75). The higher
error in the original model could be a result of employing a different model from the one
in Conetta (2010). The original model met the guideline criterion for R2 (i.e. R2 ≥
0.78) but not for RMSE (i.e. RMSE ≤ 12.00%), while the EPN model met the criterion
for R2 on a borderline basis and met the criterion for RMSE. As the guideline criteria
were met on a borderline basis, the verification results suggest that the modifications to
the QESTRAL model for automotive audio environments have not invalidated its use in
domestic audio environments.
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(a) Original QESTRAL model.
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(b) Modified QESTRAL model with existing, proposed, and new
metrics (i.e. the EPN model).
Figure 7.14.: Prediction performance of the verification dataset. The perceived spatial
mean opinion score (S-MOS) data cover the listening test scores by Conetta
(2010) of the SAPs employed in the verification dataset. Refer to Table 7.10
for the SAP key.
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Some spatial audio processes (SAPs) were less-accurately predicted, and had relatively
large errors of around 25 points between predicted and perceived S-MOS values. These
degradations were 14 (L and R swapped), 23 (500 Hz HPF on all channels), and 26
(Partly correlated (0.5 bleed in adjacent channels)). A universal factor on why these and
other SAPs were predicted less accurately could be because loudness equalisation results
by Conetta (2010) were unavailable and could not be applied.
“L and R swapped” was possibly less-accurately predicted because front_angle_diff
overestimated its perceived effect. An inspection of the variable values in the MATLAB
function for front_angle_diff revealed that the localisation angle errors based on
swapping the left and right loudspeakers were calculated near the expected values (i.e.
65, 38, 22, 0, 22, 38, and 65, where 60, 40, 20, 0, 20, 40, and 60 are expected for the angle
indices of –30°, –20°, –10°, 0°, +10°, +20°, and +30°, respectively). These fairly accurate
calculations may have overestimated how these errors were perceived depending on the
programme item. Possibly as a result, with the classical programme item the SAP was
rated only slightly lower than the reference system (i.e. perceived S-MOS of 97.82 and
99.27, respectively).
“500 Hz HPF on all channels” was most likely predicted less accurately because there
was no metric in the EPN model that accounted for high-pass filtering.
“Partly correlated (0.5 bleed in adjacent channels)” was possibly less-accurately
predicted because the SAP could not be compensated in level to reflect how it was
loudness equalised in the listening tests by Conetta (2010). The difference grade values
of two metrics suggest this. The value for mean_entropy — which likely correlates to
loudness — was the second largest of all SAPs, while the one for mean_rms_diff —
which is a level-based metric — was the highest of all SAPs.
7.4. Summary
New metrics were developed to investigate whether the final version of the modified
QESTRAL model with existing and proposed metrics (i.e. the EP model) could be
improved further. Of the five metrics that were developed, one of them was assessed to
be suitable to improve the model (i.e. front_hemisphere_scene_width). This metric was
employed in an improved model, which met the guideline performance criteria for both
calibration and cross-validation. For predicting the overall spatial quality of automotive
audio systems, the iacc9band and front_angle_diff metrics were about equally the most
important metrics, followed by front_hemisphere_scene_width. The performance of
the modified model with existing, proposed, and new metrics (i.e. the EPN model) in
predicting the overall spatial quality of automotive audio systems improved considerably
compared to the original model. R2 increased by 0.19, RMSE decreased by 21.92%,
epsilon-insensitive RMSE (RMSE*) decreased by 20.57, and the outlier ratio decreased
by 0.39. The performance of the modified model also improved considerably for certain
subsets of the complete dataset. The use of the modified model — which was calibrated
to a dataset containing mostly automotive audio systems — was found to be valid in the
187
domestic audio environment. The prediction performance of domestic audio degradations
by the modified model was borderline in meeting the guideline performance criteria (i.e.
R2 was 0.77 and RMSE was 11.90%, where the guideline criteria were R2 ≥ 0.78 and
RMSE ≤ 12.00%).
The main research question in this chapter was “Can new metrics improve the
QESTRAL model to accurately predict the overall spatial quality of automotive audio
systems?”, which was broken down into three smaller research questions. Answers are
listed for these research questions.
1. Can the performance of the modified QESTRAL model with existing and proposed
metrics improve further with new metrics?
The modified QESTRAL model that employed existing and proposed metrics
met the guideline performance criteria only for calibration. The performance of
the modified model that employed existing, proposed, and new metrics improved
further by meeting the guideline criteria for both calibration and cross-validation.
2. Which metrics are the most important in predicting the overall spatial quality of
automotive audio systems?
Two metrics were identified to be the most important in predicting the overall
spatial quality of automotive audio systems. One of them was based on
calculating the mean interaural cross-correlation over nine critical bands and
another accounted for changes in the localisation of sound sources in the front
spatial scene. Another important metric accounted for the perceived scene width
in the front hemisphere of the listener.
3. Have the modifications to the QESTRAL model for automotive audio environments
invalidated its use in domestic audio environments?
The modifications to the QESTRAL model suggest that they have not invalidated
its use in domestic audio environments. The performance of the modified
QESTRAL model with existing, proposed, and new metrics — for an independent
dataset containing only domestic audio degradations — was borderline in meeting
the guideline performance criteria.
This chapter concludes the development of a modified version of the QESTRAL model
for automotive audio systems. The next chapter presents conclusions and proposes future
work for this thesis.
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Chapter 8
Conclusions
The aim of this MPhil project was to adapt the QESTRAL model for automotive audio
systems. The adaptation was carried out by first identifying the spatial attributes that
are relevant for automotive audio systems. Then, metrics were identified that aim to
predict these spatial attributes, which enabled modifying the model from its original
calibration environment (i.e. domestic multichannel audio systems) to a new one (i.e. 2-
and 5-channel automotive audio systems). New metrics were developed that account
more accurately for the spatial characteristics of automotive audio systems. These
metrics were employed in a modified version of the model that accurately predicts the
overall spatial quality of automotive audio systems. The cross-validation performance of
the modified model suggested that it can generalise to other automotive audio systems.
The modification of the model did not invalidate its use in domestic multichannel audio
systems.
Section 8.1 presents summaries of each chapter. Section 8.2 lists the answers to
the main research questions from Section 1.1 in Chapter 1. Section 8.3 presents the
limitations of the modified QESTRAL model for automotive audio systems. Section 8.4
presents future work that could be carried out based on the research conducted thus far.
Section 8.5 outlines the contributions to knowledge offered by this thesis. Section 8.6
concludes this chapter by presenting the publications arising from this research project.
8.1. Chapter Summaries
Summaries and findings of each chapter are presented.
8.1.1. Chapter 2: QESTRAL Model Review
The development and capabilities of the QESTRAL model were presented in Chapter 2.
An overview of perceptual models that included their operation and development was
presented. The objective assessment portion of the “Filter Model” by Fog & Pedersen
(1999) was found to be analogous to the way perceptual models combine physical features
to predict perceptual attributes. Multivariate linear regression and artificial neural
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networks (ANNs) were found to be methods that can be used to map physical features to
perceptual attributes. The general procedure to develop a model for perceptual quality
prediction was found to involve using physical features with perceptual data to calibrate
or train the model.
The individual stages in perceptual model development were presented. The process
begins with eliciting perceptual attributes through verbal or non-verbal methods. Then,
a perceptual test is conducted. In a separate procedure, a preliminary set of physical
features is created, and from this set, those that appear most likely to represent how the
perceptual attributes vary in the perceptual test are chosen and combined to calibrate
the perceptual model. Perceptual model development concludes by validating the model
with new perceptual test results or by performing cross-validation as a partial substitute.
Perceptual model development is an iterative process, which is terminated when a set
of target specifications is met. Overall model development is terminated when model
generalisability is established.
An overview of the QESTRAL model was presented. The QESTRAL model is
a specific case of a perceptual model that predicts overall spatial quality, or more
specifically, spatial mean opinion score (S-MOS), which is a global attribute that
describes any and all changes in the spatial domain between a reference and degraded
stimuli along with a subjective judgment of acceptability. The model predicts overall
spatial quality directly from constituent physical features of overall spatial quality
without evaluating each constituent spatial quality attribute. The model employs an
intrusive method of measuring overall spatial quality — where measurements of a
reference stimulus and degraded stimulus are made, and then compared to derive a
quality score — because sound quality is a high-level construct that is easier to define
in relative terms. Conceptually, the QESTRAL model predicts overall spatial quality
through applying diff grades — which are the differences in measured results between the
reference system and devices under test — and the listening test results to a statistical
regression model.
The major development stages in the QESTRAL model were presented, which covered
probe signal creation, metric derivation, calibration, and validation.
The QESTRAL model uses two types of probe signals — which aim to emulate the
general spatial component features of typical programme material — that represent the
foreground and background streams (i.e. dominant sound sources and less-prominent
sounds, respectively). The “spun noise” signal evaluates foreground stream distortions,
and is specified as 36 sequentially reproduced one-second pink noise bursts, panned at
10-degree intervals on the horizontal plane. A 10-second burst of decorrelated pink noise
simultaneously played through all channels evaluates the background stream distortions.
While probe signals allow a reference to be easily compared to a degradation, the
challenge is to ensure that they sufficiently cover all the spatial attributes and reflect
how real stimuli vary.
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The metrics in the QESTRAL model measure changes in perceived spatial quality,
and are derived from measurements using probe signals of real or simulated soundfields,
followed by the appropriate calculations to determine a metric value. The metrics for the
model are chosen for their ability to contain information relevant to spatial impression.
The calculations of a selection of metrics were presented, which were categorised as
either low or high level (i.e. derived directly from the physical features of measured
probe signals, or derived from low-level metrics, respectively), and either microphone- or
artificial-head-based. While some of the metrics were microphone-based, the majority
of these were artificial-head-based, and calculated aspects of spatial quality such as
localisation, spaciousness, and perceived width.
The calibration stage of the QESTRAL model involves collecting listening test results,
which are employed to calibrate a multivariate linear regression model. The test stimuli
for these listening tests should be composed of typical programme material and audio
processes that stress a relevant selection of spatial attributes across a wide range of
assessment levels. To minimise potential biases, a modified version of the MUlti Stimulus
test with Hidden Reference and Anchor (MUSHRA) graphical use interface (GUI) was
employed to evaluate the test stimuli. Partial least squares (PLS) regression was chosen
to calibrate the model because it employs latent variables that are decomposed from both
independent and dependent variables, which lead to a model with fewer latent variables
compared to a similar method called principal component regression (PCR). Calibration
is an iterative process that initially incorporates all potentially relevant metrics that are
subsequently reduced until target specifications are met. To determine how much the
predicted S-MOS values by the calibrated model deviate from the listening test results,
a regression analysis is performed.
The validation stage of the QESTRAL model establishes suitability of the best
regression model identified for similar situations to the calibration environment. While
formal validation — which assesses model generalisability with a new validation
dataset — is ideal, cross-validation — which estimates model generalisability through
mathematical means — is a partial alternative. Split data and leave-one-out cross-
validation were used to validate the model.
The limitations of the QESTRAL model were discussed, which highlighted where
the model may need to be modified for adaptation to automotive audio systems. One
of these limitations suggested that the current set of metrics, which are intended for
domestic audio, may not work for automotive audio. Another limitation was where
model recalibration may be needed because predominant degradations of spatial quality
may be perceived differently between domestic and automotive audio.
8.1.2. Chapter 3: Spatial Attributes for Automotive Audio Systems
The review of the QESTRAL model in Chapter 2 revealed a limitation where the model
may not reflect the attributes outside the context of domestic audio systems. Thus, a
review of the spatial attributes and perceived spatial degradations in automotive audio
systems was carried out in Chapter 3.
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Spatial attributes for automotive audio systems were identified from a review of current
literature. Hegarty et al. (2007) used descriptive analysis to identify six spatial attributes
relevant to automotive audio systems (i.e. “Surround”, “Stereo Impression”, “Fullness”,
“Reverberation”, “Details”, and “Distance”). IASCA (2010) developed a sound quality
rule book for automotive audio system competitions, in which three spatial attributes
(i.e. “Imaging”, “Sound Stage”, and “Ambience”) were developed and four sub-attributes
were developed under “Sound Stage” (i.e. “Listening Position”, “Stage Width”, “Stage
Height”, and “Stage Depth”). Clark (2003) developed a list of attributes to evaluate
automotive audio systems, where three categories of attributes were related to the spatial
domain (i.e. “Imaging”, “Sound Stage”, and “Ambience”). Bai & Lee (2010) developed
a list of attributes based on the ITU-R BS.1534-1 standards document to evaluate
virtual surround algorithms implemented in an automotive audio system, where four were
spatially related (i.e. “Localization”, “Frontal Image”, “Proximity”, and “Envelopment”).
Finally, Azzali et al. (2004) developed attributes to create a sound quality model for
automotive audio systems, where two were identified as spatial (i.e. “Origin of the
Sounds” and “Diffusion (of Sound) in Space”).
In addition to the spatial attributes presented above, other perceived spatial degrad-
ations in automotive audio systems were located from the review of current literature.
Perceived localisation skew was experimentally shown by House (1989) and Ford et al.
(2002a). Perceived source width changes were shown by Shively & House (1996) and
Ford et al. (2002a). Perceived ensemble width changes were demonstrated by Ford et al.
(2002b). The perceived lack of spaciousness was claimed by Clark (2003). Finally,
perceived changes in sound source elevation were shown by House (1989), Ford et al.
(2002b), and Shively & House (1996).
The spatial attributes and perceived spatial degradations from the review of current
literature were categorised using three lists. The first list was a simplified version of
the Scene-Based Paradigm by Rumsey (2002), which included “Localisation”, “Width”,
”Distance”, “Depth”, “Presence”, and “Envelopment”. The most important categories of
the surveyed attributes were “Localisation” (nine surveyed attribute entries), “Width”
(five entries), “Envelopment” (five entries), and “Presence” (four entries). The second
list was based on Rumsey’s miscellaneous attributes that could not easily be categorised
under the Scene-Based Paradigm. The list included “Source Stability”, “Scene Stability”,
“Source Focus”, and “Scene Width Homogeneity”. The most important categories of the
surveyed attributes were “Source Focus” (two entries) and “Scene Width Homogeneity”
(two entries). The third list employed two new attributes to categorise the surveyed
spatial attributes that could not be categorised under the first two lists (i.e. “Elevation”
and “Reverberation Spectrum”). Of the two, the more important category of the surveyed
attributes was “Elevation” (two entries). An interim list — which describes the degraded
aspects of spatial quality in automotive audio systems — was selected from combining
select categories of the surveyed attributes from the three lists (i.e. “Localisation”,
“Width”, “Distance”, “Depth”, “Presence”, “Envelopment”, “Source Focus”, “Scene Width
Homogeneity”, “Elevation” and “Reverberation Spectrum”).
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The attributes in the interim list were compared using a mind map to those employed
to develop the QESTRAL model in order to establish relationships between the lists.
“Localisation” and “Scene Width Homogeneity” were related to “Individual Source
Location”. “Distance” was related to “Scene or Source Distance”. “Depth” was related to
“Scene or Source Depth”. “Width” and “Source Focus” were related to “Individual Source
Width”. “Width” was also related to “Ensemble Width” and “Audio Scene Coverage
Angle”. “Presence” and “Reverberation Spectrum” were related to “Scene Spaciousness”.
“Envelopment” was related to “Scene Envelopment”. The analysis resulted in a final list
of attributes proposed for developing a modified version of the QESTRAL model for
automotive audio systems (i.e. “Localisation”, “Width”, “Distance”, “Depth”, “Presence”,
“Envelopment”, and “Scene Width Homogeneity”).
8.1.3. Chapter 4: Metrics Related to Spatial Attributes for Automotive
Audio Systems
The spatial attributes of automotive audio systems were proposed in Chapter 3. To
predict the quality of these attributes, metrics that fulfil this aim were proposed in
Chapter 4.
A review of the current literature was carried out to investigate the existing metrics
that are related to the perceived spatial characteristics of automotive audio systems.
The review established that the metrics reasonably represented these perceived spatial
characteristics. The reviewed metrics were classified as either microphone- or binaural-
based, where the former were calculated from one or more microphone measurements
and the latter were calculated from artificial-head measurements. The microphone-
based metrics found were RT60, C 80, and LEF, while the binaural-based metrics found
were IID, ITD, IGD, “Balance Between Left/Right Channels”, and IACC. The reviewed
metrics that warranted further consideration towards predicting the overall spatial
quality of automotive audio systems were conventional metrics of spatial perception
(i.e. IID, ITD, and IACC); hence they were incomplete for the purpose of modelling the
proposed spatial attributes from Chapter 3.
Relationships were established between the existing metrics for automotive audio
systems and QESTRAL metrics to potentially enable further development of the
QESTRAL model. A method developed by Kleiner & Lindgren (1998) that combined
IID and ITD cues to estimate the localisation of phantom images in automotive audio
systems was related to how the QESTRAL metrics mean_angle_diff, max_angle_diff,
and front_angle_diff predict localisation error. Azzali et al. (2004) and Choi et al.
(2002) both reported that IACC was highly correlated with the overall perception of
spatial quality, which was related to how the QESTRAL metric iacc_9band was highly
correlated with overall spatial quality.
The existing metrics related to the perceived spatial characteristics of automotive
audio systems were incomplete with regard to predicting the proposed spatial attributes
of automotive audio systems from Chapter 3. Existing or newly created metrics were
193
proposed to model the proposed spatial attributes. Details for each proposed metric were
specified, which included the test stimuli, system to reproduce these stimuli, method
of acoustic signal capture, and equations to calculate the metric. Table 8.1, which is
a reproduction of Table 4.3 in Section 4.3.10, summarises how the proposed metrics
relate to the proposed spatial attributes. The proposed metrics can be used to predict
individual spatial attributes or the overall spatial quality of automotive audio systems.
Proposed Spatial Attributes
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front_angle_diff* X X
iacc_9band* X
front_scene_width* X
DFT X X
mean_spectral_rolloff* X X
1/(1–IACC) X
mean_entropy* X
Ensemble Depth Metric X
Elevation Metric X
Table 8.1.: The relationships between the proposed metrics for automotive audio systems
from Chapter 4 and proposed spatial attributes for automotive audio systems
from Chapter 3. The proposed metrics include QESTRAL metrics (i.e. those
with an asterisk), existing metrics for automotive audio systems, and newly
proposed metrics (i.e. those in Title Case).
8.1.4. Chapter 5: Assessing the Performance of the QESTRAL Model for
Automotive Audio Systems
The literature review that covered Chapters 2, 3, and 4 revealed differences in spatial
attributes and metrics between the QESTRAL model and those proposed for automotive
audio systems. Thus, Chapter 5 investigated whether the model in its current form can
accurately predict the overall spatial quality of automotive audio systems.
The investigation began with a listening test to collect results to be compared to
model predictions. A headphone auralisation system with head tracking was employed
to enable reliable comparisons of different automotive audio systems. A headphone filter
based on non-individualised head-related transfer functions (HRTFs) was employed to
compensate for the transfer function between the headphone transducer and the blocked
ear canal. The evaluated stimuli were composed of binaural room impulse responses
194
(BRIRs) convolved with programme items. A reference system was specified based on
an ITU-R BS.775 standards-compliant 3/2 stereo system housed in an ITU-R BS.1116
standards-compliant listening room. The degradations covered ten automotive audio
systems, five audio impairments from the listening tests to develop the QESTRAL model,
and hidden anchors to calibrate the assessment scale. Three 5-channel programme items
that aimed to span a representative range of ecologically valid material were employed.
The binaural room impulse responses (BRIRs) of the degradations were truncated to
12,000 samples to meet the demands of real-time convolution. The results of an informal
listening test suggested that the audibility of any truncation artefacts was minimal
compared to the differences between the BRIRs. The most comfortable listening levels
(MCL) of each programme item were established by a formal experiment, which resulted
in the classical and tennis items being attenuated –2 and –5 dB, respectively, compared
to the pop item. The stimuli were equalised in loudness using a model by Glasberg &
Moore (2002), which resulted in the predicted loudness of the degradations under test
being within ±0.125 phons of the reference system. Eleven subjects participated in the
listening test. The subjects compared each degradation to the reference system, and then
rated the perceived overall spatial quality of each degradation. A modified version of the
MUSHRA interface was used to minimise potential biases in the MUSHRA method.
The results of the listening test were analysed using post-screening of subject ratings,
testing of statistical assumptions, and formal statistical analyses.
Statistical methods were employed to perform subject post-screening. The discrimina-
tion ability of the subjects was investigated by the Tucker-1 correlation loading, eggshell,
and correlation plots, while the consistency of the subjects was investigated by the
mean square error (MSE) plot. The post-screening revealed that one of the subjects
(i.e. subject 11) demonstrated low discrimination ability and consistency. However, the
formal statistical analyses were conducted with and without the results of this subject
in order to decide whether to remove these results from the dataset.
Statistical assumptions were tested to increase the likelihood of accurate results from
the parametric tests used in the formal statistical analyses. Although the normality
and homogeneity-of-variance assumptions were violated, the effects of these violations
were minimised by employing a relatively large sample size and a balanced dataset. The
independence of data assumption was violated, but this was handled in a mixed ANOVA
model by treating the subject factor as a random variable. The dataset appeared to be
suitable for formal statistical analyses.
Formal statistical analyses were performed to identify the significant main effects of
experimental factors and interactions, and to determine the magnitude of an observed
effect. The analyses using a mixed ANOVA model revealed that for the datasets with
and without the results by subject 11, all the experiment factors and interactions were
significant with effect sizes ranging from medium to large. An R2 measure based on the
likelihood ratio showed that the model was a good fit for both datasets (i.e. .910 for the
with-subject-11 dataset and .913 for the without-subject-11 dataset). A comparison of
the means and confidence intervals from the listening test to those from a listening test
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to develop the QESTRAL model showed that the ratings of overall spatial quality made
over headphones were similar to those made over loudspeakers. These results support
headphone auralisation as a reliable method to compare different acoustic environments.
The results of the formal statistical analyses, combined with those of the subject post-
screening and comments by subject 11, collectively indicated that this subject’s results
need to be removed to create a reliable dataset. The dataset without the results of
subject 11 was considered to have high accuracy and span a wide range of ratings; hence
it was considered to be suitable for comparison to predictions by the model.
Once the suitability of the listening test results was established, they were compared
to predictions by the QESTRAL model. Guideline performance criteria of the model for
prediction accuracy were established based on leave-one-out cross-validation of a previous
version of the model (i.e. R2 ≥ 0.78 and RMSE ≤ 12.00%). The prediction accuracy
of the model failed to meet the guideline criteria for the complete dataset (R2 = 0.72
and RMSE = 29.39%), the complete dataset split by programme item (classical item:
R2 = 0.74 and RMSE = 25.87%; pop item: R2 = 0.69 and RMSE = 31.42%; tennis item:
R2 = 0.59 and RMSE = 33.30%), a subset based on hidden anchors and audio
impairments (R2 = 0.96 and RMSE = 23.80%), and another subset based on automotive
audio systems (R2 = 0.02 and RMSE = 33.19%). Based on the guideline criteria, the
model in its current form was incapable of accurately predicting the overall spatial quality
of automotive audio systems.
8.1.5. Chapter 6: Recalibrating and Modifying the QESTRAL Model
In Chapter 5, the QESTRAL model — based on the guideline performance criteria (i.e.
R2 ≥ 0.78 and RMSE≤ 12.00%)— was found to be incapable of accurately predicting the
overall spatial quality of automotive audio systems. Therefore, methods for improving
the model through recalibration and modification were investigated in Chapter 6 with
the aim of meeting the guideline criteria for both calibration and leave-one-out cross-
validation. Cross-validation estimates how well new datasets will be predicted and helps
avoid underfitted or overfitted models. PLS regression was chosen to recalibrate and
modify the QESTRAL model because it has the potential to be more accurate compared
to other methods including principal component regression (PCR) and multiple linear
regression (MLR).
The model was first recalibrated with its original metrics to explore how much
changing the metric weights could improve prediction accuracy. Although the prediction
performance of the recalibrated model improved compared to the original model, it failed
to meet the guideline criteria for both calibration and cross-validation (i.e. calibration R2
= 0.74 and calibration RMSE = 13.48%, while cross-validation R2 = 0.51 and calibration
RMSE = 19.59%).
The robustness of the metrics in the original QESTRAL model to extreme values was
analysed. One of the metrics in the original model based on a maximum value (i.e.
max_rms_diff), was replaced by a more robust version based on a mean value (i.e.
mean_rms_diff). Although the prediction performance of the resulting model improved
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over the recalibrated model with the original metrics, the guideline criteria were only
met for calibration (i.e. calibration R2 = 0.80 and calibration RMSE = 11.73%, while
cross-validation R2 = 0.63 and calibration RMSE = 17.11%).
To further improve model performance, a large set (i.e. 16) of existing QESTRAL
metrics and proposed metrics from the literature review was explored. The metric
set was iteratively narrowed down with the aim of developing a model with the
best performance and potential generalisability (i.e. cross-validation performance).
Standardised model coefficients were inspected and variance inflation factor criteria
(i.e. mean VIF ≈ 1 and max VIF ≤ 10) were employed to remove metrics that
contributed less towards predicting overall spatial quality. The iterations terminated
with a model that employed 6 metrics and 2 PLS components because this iteration
indicated the highest potential generalisability. The performance of the modified model
substantially improved compared to that of the original model. The modified model
met the guideline performance criteria for calibration (i.e. calibration R2 = 0.89 and
calibration RMSE = 8.85%), but met the criteria for cross-validation only on a borderline
basis (i.e. cross-validation R2 = 0.81 and calibration RMSE = 12.19%). The prediction
performance of the QESTRAL model improved using recalibration, existing metrics,
and proposed metrics. However, as the cross-validation criterion for RMSE was met
only on a borderline basis, new metrics are needed to modify the QESTRAL model to
be more generalisable. Table 8.2, which is a duplicate of Table 6.16 from Chapter 6,
summarises how model development progressed from the original QESTRAL model to
the final iteration of modifying the model with existing and proposed metrics.
Stage/Iteration Prediction Calibration Cross-Validation
R2 RMSE (%) R2 RMSE (%) R2 RMSE (%) Mean VIF Max VIF
Original model 0.72 29.39 N/A N/A N/A N/A N/A N/A
Recalibrated with
original metrics
0.74 13.48 0.51 19.59 N/A N/A
Replaced max_rms_diff
with mean_rms_diff
0.80 11.73 0.63 17.11 N/A N/A
16 Metrics/3 PLS Components 0.89 8.93 0.74 14.46 9510.850 115704.307
8 Metrics/2 PLS Components 0.88 9.22 0.79 12.91 3.370 7.898
7 Metrics/2 PLS Components 0.88 9.06 0.80 12.69 2.740 5.937
6 Metrics/2 PLS Components* 0.89 8.85 0.81 12.19 1.809 2.557
5 Metrics/2 PLS Components 0.86 9.94 0.79 12.77 1.875 2.435
Table 8.2.: Summary of recalibrating and modifying the QESTRAL model with existing
and proposed metrics. The asterisk indicates the iteration where modifying
the QESTRAL model with existing and proposed metrics terminated.
8.1.6. Chapter 7: New Metric Development and Application for the
Modified QESTRAL Model
In Chapter 6, the recalibration and modification of the QESTRAL model failed to
produce a version that could accurately predict the overall spatial quality of automotive
audio systems. Thus, in Chapter 7, new metrics were developed and applied to improve
the model further.
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A total of five new metrics were developed. The first metric —
front_hemisphere_scene_width — calculates the largest angle spanned by a sound scene
in front of the listener between ±90°. This metric was developed to investigate whether
calculating a wider scene width could more accurately model the perceived differences
in scene width for two automotive audio systems identified as outliers. The metric was
considered to be suitable for improving the QESTRAL model because it resulted in more
accurate calibration and cross-validation performance.
The second metric — front_angle_std — calculates the standard deviation of the
differences in localisation angles between the reference system and device under test
(DUT) in the front scene (i.e. between ±30°). This metric was developed to investigate
whether a different approach to aggregating the localisation of multiple sound sources can
more accurately model the spatial scene skew of the outlier automotive audio systems.
The metric was considered to be unsuitable for improving the QESTRAL model because
it lead to lower performance.
The third metric — front_angle_raw_diff — calculates the mean of the raw
differences of the front scene angles between the reference system and DUT. This metric
was developed to investigate whether a different approach to averaging localisation
angles, which accounts for skew direction, can model spatial scene skew more accurately
for the outlier automotive audio systems. The metric was considered to be unsuitable
for improving the QESTRAL model because of its low importance in predicting overall
spatial quality and contribution towards much worse overall calibration and cross-
validation performance.
The fourth metric — surround_angle_diff — calculates the difference in localisation
angles between the reference system and DUT over the angular range that corresponds to
the locations of the left-surround and right-surround loudspeakers in a standards-based 5-
channel surround system (i.e. ±110°). This metric was developed to investigate whether
a wider angular range of localisation angles can more accurately model the perceived
scene skew of the outlier automotive audio systems. The metric was considered to be
unsuitable for improving the QESTRAL model because while the predicted scores of
many degradations improved, those of two degradations substantially worsened.
The fifth and final metric — log_rolloff_slope — calculates the slope of the high-
frequency rolloff between 5 and 10 kHz on a logarithmic frequency scale. This metric
was developed to investigate whether a different approach to modelling the high-
frequency characteristics of the automotive audio systems is more accurate. The
metric was considered to be unsuitable for improving the QESTRAL model because
the multicollinearity of the metrics increased while model performance decreased.
The front_hemisphere_scene_width metric was assessed to improve the QESTRAL
model towards predicting the overall spatial quality of automotive audio systems.
Therefore, it was incorporated in the model. The regression equation of the modified
model with the new metric is:
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Predicted S-MOS =− 0.0043(mean_spectral_rolloff)
− 16.19(mean_entropy)
− 0.75(front_angle_diff)
− 0.17(front_hemisphere_scene_width)
− 0.68(iacc_9band)
+ 2514.65(mean_rms_diff)
+ 99.45, (8.1)
where mean_spectral_rolloff calculates the mean of the high-frequency spectral rol-
loff, mean_entropy calculates the mean of the left- and right-ear signal entropies,
front_angle_diff calculates the mean angle difference of localisation results between
±30°, front_hemisphere_scene_width calculates the largest angle spanned by a spatial
scene in front of the listener between ±90°, iacc9band calculates the mean value of an
array of IACC values for nine critical bands with centre frequencies between 570 and 2,160
Hz, and mean_rms_diff calculates the mean difference in an array of signal intensity
results.
The modified model with the new metric (i.e. the EPN model) met the guideline
performance criteria for both calibration and cross-validation (i.e. calibration R2 =
0.91 and calibration RMSE = 8.10%, while cross-validation R2 = 0.85 and calibration
RMSE = 11.03%). The performance of the modified model improved compared to a
previous version from Section 6.3.4 in Chapter 6 (i.e. the EP model). The two most
important metrics for predicting the overall spatial quality of automotive audio systems
were iacc9band and front_angle_diff, which had standardised metric values of –0.4531
and –0.4480, respectively. The new front_hemisphere_scene_width metric was the next
most important metric, which had a standardised metric value of –0.3611.
The performance of the EPN model was compared to that of the original QESTRAL
model, where considerable improvement was observed (i.e. R2 increased by 0.19, RMSE
decreased by 21.92%, epsilon-insensitive RMSE (RMSE*) decreased by 20.57, and the
outlier ratio decreased by 0.39). Performance improvements by the EPN model compared
to the original model were also observed for three data subsets (i.e. automotive audio
systems, audio impairments and hidden anchors, and audio impairments based on 1-
channel downmixes).
The listening test scores of a set of domestic audio degradations employed to calibrate
an earlier version of the QESTRAL model were compared to the predicted scores
of these degradations by the EPN model. The prediction performance of the EPN
model was borderline (i.e. R2 = 0.77 and RMSE = 11.90%) in meeting the guideline
performance criteria (i.e. R2 ≥ 0.78 and RMSE ≤ 12.00%). These results suggest that
the modifications to the QESTRAL model for automotive audio environments have not
invalidated its use in domestic audio environments.
199
Table 8.3 summarises the stages of recalibrating and modifying the QESTRAL model,
which spans the work carried out over Chapters 5, 6, and 7.
Stage Prediction Calibration Cross-Validation
R2 RMSE (%) R2 RMSE (%) R2 RMSE (%)
Original Model 0.72 29.39
Recalibrated Original Model 0.74 13.48 0.51 19.59
Replaced max_rms_diff with
mean_rms_diff
0.80 11.73 0.63 17.11
Modified model with
existing and proposed metrics
(i.e. the EP model)
0.89 8.85 0.81 12.19
Modified model with
existing, proposed, and new metrics
(i.e. the EPN model)
0.91 8.10 0.85 11.03
Table 8.3.: Performance of different versions of the QESTRAL model for each stage of the
recalibration and modification process. The guideline performance criteria
are R2 ≥ 0.78 and RMSE ≤ 12.00%.
8.2. Answers to Main Research Questions
Answers to the main research questions are presented.
Chapter 2 How are perceptual models developed, particularly the QESTRAL model,
and what are its limitations?
Perceptual models are developed over several stages. Perceptual attributes are
elicited, a perceptual test is conducted, physical features are created, the model
is calibrated, and the calibrated model is validated. Model development is often
iterative.
The QESTRAL model was developed over four stages: (1) probe signal creation;
(2) metric derivation; (3) model calibration; (4) model validation. Three types of
listening tests were employed to develop the model: (1) pilot; (2) calibration; (3)
validation.
The potential limitations of the QESTRAL model include the unclear contribution
of each spatial attribute towards an overall spatial quality rating, applicability of
current metrics for different acoustic environments, recalibration of the model for
different acoustic environments, nature of the S-MOS scale, and absence of more
advanced modelling methods.
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Chapter 3 What are the spatial attributes that can be employed to develop a modified
version of the QESTRAL model for the automotive audio environment?
The spatial attributes that can be employed to develop a modified version of the
QESTRAL model for the automotive audio environment include “Localisation”,
“Width”, “Distance”, “Depth”, “Presence”, “Envelopment”, and “Scene Width
Homogeneity”.
Chapter 4 What are the metrics that can be employed to develop a modified version of
the QESTRAL model for the automotive audio environment?
The metrics that can be employed to develop a modified version of the QESTRAL
model for the automotive audio environment include front_angle_diff, iacc_9band,
front_scene_width, Diffuse Field Transfer function (DFT), mean_spectral_rolloff,
1/(1–IACC), mean_entropy, “Ensemble Depth Metric”, and “Elevation Metric”.
Chapter 5 How well can the QESTRAL model in its current form predict the overall
spatial quality of automotive audio systems?
The QESTRAL model in its current form was incapable of predicting the overall
spatial quality of automotive audio systems. Guideline performance criteria
established to assess prediction accuracy were not met. The model requires further
improvement to reflect the types of spatial quality degradations encountered in
automotive audio environments.
Chapter 6 Can currently available metrics improve the QESTRAL model to accurately
predict the overall spatial quality of automotive audio systems?
The metrics currently available to improve the QESTRAL model failed to adapt
it to accurately predict the overall spatial quality of automotive audio systems.
Each successive procedure of improving the model through recalibration and
modification improved performance. However, a potentially generalisable model
was not achieved.
Chapter 7 Can new metrics improve the QESTRAL model to accurately predict the
overall spatial quality of automotive audio systems?
New metrics improved the QESTRAL model to accurately predict the overall
spatial quality of automotive audio systems. The performance of the resulting
model suggested that it can generalise to other automotive audio systems.
8.3. Limitations of the Modified QESTRAL Model for
Automotive Audio Systems
The generalisability of the modified QESTRAL model for automotive audio systems and
new metrics developed for the model may be limited to certain contexts.
201
The modified QESTRAL model was calibrated using the ratings of the chosen 2- and
5-channel automotive audio systems. Hence, it may not work accurately outside this
context. For example, a basic 2-channel automotive audio system consisting of four
loudspeakers mounted low on the doors was not used to calibrate the model. It is
unknown whether the model can accurately predict the overall spatial quality of this
type of system.
Three 5-channel programme items with different spatial scene types were employed in
the listening test for creating the calibration dataset. The modified QESTRAL model
could be improved by evaluating a larger number of programme items and spatial scene
types.
Undergraduate Tonmeisters at the Institute of Sound Recording (IoSR) and post-
graduate students at the IoSR and Centre for Vision, Speech, and Signal Processing
(CVSSP), who are considered expert subjects, participated in the listening test for
creating the calibration dataset. Olive & Welti (2015) found that age, gender, and prior
listening experience significantly influence listening test results. The generalisability of
the modified QESTRAL model may be limited to the tested population of listeners.
Both probe signals used in the modified QESTRAL model were based on pink noise
signals. The prediction accuracy of the model depended on the programme item.
Improved probe signals could emulate the typical properties of programme items such
as scene type or be optimised for individual spatial attributes. Mason (2006) provides
examples of such probe signals.
8.4. Future Work
The modified QESTRAL model for automotive audio systems met the guideline criteria
for both calibration and cross-validation. Cross-validation is a mathematical estimate
of how accurately a perceptual model can generalise outside the calibration context.
A formal validation procedure — which employs a new listening test dataset — is a
more reliable way than cross-validation to establish model generalisability. The formal
validation procedure could employ different automotive audio systems, programme
material, expert subjects, or a combination of these.
Conetta (2010) found that the QESTRALmodel can excessively penalise imperceptible
spatial impairments because its predictions are based on analysing the metrics derived
from one set of probe signals. The modified QESTRAL model also excessively penalised
the 5.0-Channel to 3/1-Channel Downmix (i.e. degradation 14) that under informal
listening conditions revealed only a subtle difference compared to the 5-channel reference
system. Improved probe signals or new metrics that account more accurately for this
type of degradation could improve the prediction accuracy of the model.
Two proposed metrics from the literature review — the “Ensemble Depth Metric”
and “Elevation Metric” — could not be implemented because this research focussed
mainly on employing the test stimuli from the QESTRAL model and binaurally captured
signals. Incorporating these metrics into the modified QESTRAL model could improve
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prediction accuracy, as they should reflect spatial distortions perceived in automotive
audio systems. Implementing the “Ensemble Depth Metric” will require developing new
test stimuli that simulate sound images located at different distances. A problem that
needs to be overcome with this metric is that perceived distance has been shown to be
different between in-situ and headphone audition (Postel et al., 2011). Implementing
the “Elevation Metric” will first require validating the headphone auralisation system
for accurately rendering elevation changes present in the in-situ environment. Then,
the eight-microphone sphere by Ashby et al. (2011) can be used to measure changes in
sound source elevation (and possibly simultaneously measure changes in sound source
azimuth).
Eighteen degradations were employed to calibrate the modified QESTRAL model.
This number could be increased by incorporating more automotive audio systems. A
larger calibration dataset (e.g. about double the current size) may lead to a more reliable
model.
The front passenger and rear-seat occupants may also prefer better spatial quality.
Predicting the overall spatial quality of these seating locations may be interesting.
8.5. Contributions to the Field
The research in this thesis has made the following original contributions to the field.
• A list of proposed spatial attributes that describe the perceived spatial degradations
of automotive audio systems (Table 3.20).
The list of proposed spatial attributes guided the development of a modified version
of the QESTRAL model for automotive audio systems. The list can be used for
qualifying automotive audio degradations for listening tests by evaluating whether
each spatial attribute is stressed over the full range of impairment levels.
• A list of proposed metrics that correspond to the proposed spatial attributes for
automotive audio systems (Table 4.3).
The list of proposed metrics were employed to modify the QESTRAL model for
automotive audio systems. The list can be used to extend the modified model by
predicting the quality of individual proposed spatial attributes.
• A headphone auralisation system that enables reliable assessment of the perceived
overall spatial quality of automotive audio systems (Figure E.3 in Appendix E).
The headphone auralisation system enabled the creation of a reliable calibration
dataset to develop the modified QESTRAL model for automotive audio systems.
The auralisation system enables the creation of a reliable validation dataset and
datasets to predict the quality of individual proposed spatial attributes.
• A perceptual model that predicts the overall spatial quality of automotive audio
systems that should generalise to other automotive audio systems (i.e. the cross-
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validation performance in Figure 7.8). The model is also valid for accurately
predicting the overall spatial quality of domestic audio systems (Figure 7.14).
The perceptual model (i.e. the modified QESTRAL model for automotive audio
systems) should be capable of predicting the overall spatial quality of automotive
audio systems not employed to calibrate the model.
8.6. Publications from Research Project
The research in this thesis contributed to a poster presentation.
Koya, D., Mason, D., and Dewhirst, M. (2014), Prediction of Spatial Quality in Car
Audio Systems, Presented at Postgraduate Research Conference, Guildford : University
of Surrey.
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Appendix A
Listening Test Instructions
Listener Instructions
Thank you very much for participating in this experiment. Please read the instructions
below.
Description of Subject Task and Scale for Spatial Quality Score
You are asked to rate the spatial quality of a number of spatial sound recordings, which
have been degraded in various ways, compared to a reference recording. The degraded
items include simulations of automotive audio systems, while the reference is an ideal
system in a listening room. The reproductions of the recordings are auralisations over
headphones with head tracking.
A spatial quality scale is a hybrid scale that is primarily a fidelity evaluation (i.e. one
measuring the degree of similarity to the reference). However, it also enables you to give
an opinion about the extent to which any differences are inappropriate, unpleasant or
annoying. In other words, these differences are those which affect your opinion of the
quality of the spatial reproduction compared with the reference. So, for example, if you
can hear a change in the spatial reproduction compared with the reference but it doesn’t
make much difference to your overall opinion about the spatial quality, you should rate it
towards the top of the scale. On the other hand, if the spatial change is very pronounced
and you consider it to be annoying, unpleasant, or inappropriate, you should probably
rate it towards the bottom of the scale. In the middle should go items that have clearly
noticeable changes in the spatial reproduction and that are only moderately annoying,
unpleasant, or inappropriate. It is up to you how you interpret these terms but the
aim is to come up with an overall evaluation of your opinion of the spatial quality of
the processed items compared with the reference. It comes down to a judgement about
how acceptable the impairments of the test items are when you know what the reference
should sound like.
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In order to avoid any potential biasing effects of verbal labels with particular meanings
at intervals on the scale, the scale you will use simply has magnitude and an overall
direction labelled “Worse”. Any item rated at the top of the scale should be considered
as identical to the reference. Try to use the entire scale, rating the best items at the top
of the scale, and the worst ones at the bottom. Try to ignore any changes in quality that
are not spatial, unless they directly affect spatial attributes.
The following are examples of changes in spatial attributes that you might hear and
incorporate in your overall evaluation (in no particular order of importance, and not
meant to exclude any others you might hear):
• Changes in location;
• Changes in rotation or skew of the spatial scene;
• Changes in width;
• Changes in focus, precision of location, or diffuseness;
• Changes in stability or movement;
• Changes in distance or depth;
• Changes in envelopment (i.e. the degree to which you feel immersed by sound);
• Changes in continuity (i.e. appearance of “holes” or gaps in the spatial scene);
• Changes in perceived spaciousness (i.e. the perceived size of the background spatial
scene, usually implied by reverberation, reflections, or other diffuse cues);
• Other unnatural or unpleasant spatial effects (e.g. spatial effects of phasiness).
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User Interface
Each page contains eight recordings to be evaluated for spatial quality against a reference
recording.
This experiment consists of six evaluation pages.
Once you are satisfied with your responses click the “Save / Next” button to continue
to the next page. You will need to move each fader at least once, even to return it to zero,
before you can proceed to the next page. Please be patient while each new evaluation
page loads, which takes around ten seconds due to the complexity of the experimental
setup.
Familiarisation
Before commencing the experiment you are required to complete a familiarisation session,
which consists of one evaluation page. This aims to familiarise you with the user interface
and a wide range of stimuli that you will encounter in this study. Please think about
how you would rate the spatial quality for each.
Comments
Please mention any comments after you have completed this experiment.
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Suggestions
• Try to use the entire scale, rating the best items at the top of the scale,
and the worst ones at the bottom.
• Try to ignore any changes in quality that are not spatial, unless they
directly affect spatial attributes.
• The consistency and accuracy of your judgements is crucial to the
success of the test. Please do not commence the experiment unless
you feel confident in the task. Additionally if you are suffering from
fatigue during the test please ask the test supervisor for a break.
• If you have any questions please ask the test supervisor.
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Appendix B
Subject Post-Screening Analyses of
Listening Test Results
B.1. Tucker-1 Correlation Loadings
The Tucker-1 correlation loadings plot shows how the stimuli ratings by each subject
correlate along two principal components (Næs et al., 2010). If only one attribute
is rated — as in the listening test — the ratings should be unidimensional (i.e. the
first principal component (PC1) should explain 100% of the explained variance) (Tomic,
2011). Additionally, all subjects should rate overall spatial quality in a similar way (i.e.
the ratings should cluster on either side along PC1). However, this does not happen in
practice because rating disagreements exist for at least several stimuli. The remaining
principal components (PC2, PC3, PC4...) indicate the different reasons for disagreement
between subjects, where PC2 represents the most substantial reason for disagreement
since it contains the largest explained variance of the remaining principal components
(Tomic, 2012).
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Figure B.1 shows the Tucker-1 correlation loadings plot for the listening test data.
All subjects except for subject 11 agreed on how to rate overall spatial quality. Subject
11 strayed from the main cluster along PC2. The subject data without subject 11 are
clustered along one side of PC1, which explains 78.9% of the variance for the subjects’
interpretation of overall spatial quality. The data were also close to the outer circle,
which indicates 100% explained variance of the ratings. The subjects slightly disagreed
on how to rate the overall spatial quality of some stimuli. This can be seen by the vertical
spread between the subject data along PC2, which explains 6.8% of the variance.
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Figure B.1.: Tucker-1 correlation loadings plot for the listening test. The subject data
were averaged over repetition. The outer circle represents 100% explained
variance, the inner circle represents 50% explained variance, and the middle
of the circles represents no variance explained by either the first principal
component (PC1) or the second principal component (PC2).
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B.2. Eggshell Plot
The eggshell plot shows how each subject ranked the stimuli compared to a mean ranking,
and thus highlights subjects that ranked the stimuli differently from the mean ranking
(Hirst & Næs, 1994; Lea et al., 1995). Lines that are closer to the mean ranking line
indicate subjects who agreed more with the mean ranking.
Figure B.2 shows the eggshell plot for the listening test, which indicates that all
subjects except for subject 11 ranked the stimuli similarly. This subject ranked the low-
and middle-quality stimuli differently from the other subjects. Table B.1 lists the key
for the degradations and Table B.2 lists the key for the programme items.
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Figure B.2.: Eggshell plot for the listening test. The stimuli are labelled as the
degradation number, followed by an underscore (i.e. “_”), then the
programme item number. The bold purple line highlights the mean stimuli
ranking (i.e. “consensus ranking” on the plot). The other lines indicate the
stimuli ranking by each subject. The left-most stimulus has the lowest mean
ranking, whereas the right-most has the highest. Refer to Table B.1 for the
degradation key, and Table B.2 for the programme item key.
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Degradation
Number
Degradation
Name
1 High Anchor (5.0-Channel Reference)
2 Middle Anchor (Channel Order Randomised)
3 Low Anchor (Mono Downmix Reproduced Asymmetrically by the Left-Surround Loudspeaker Only)
4 Audi A8, Front Seats
5 Audi A8, Rear Seats
6 Tech Car, Tuned
7 Tech Car, EQ Bypassed
8 Tech Car, Time-Alignment Bypassed
9 Tech Car, Level-Alignment Bypassed
10 Tech Car, Time- and Level-Alignment Bypassed
11 Tech Car, Untuned
12 Audi A6
13 VW Golf
14 5.0-Channel to 3/1-Channel Downmix
15 5.0-Channel to 2.0-Channel Downmix
16 5.0-Channel to 1.0-Channel Downmix on All Channels
17 5.0-Channel to 1.0-Channel Downmix
18 5.0-Channel to 1.0-Channel Downmix Combined with 500 Hz High-Pass Filter on All Channels
Table B.1.: Degradation key.
Programme Item Number Programme Item Name
1 Music (Classical)
2 Music (Pop)
3 TV Sport (Tennis)
Table B.2.: Programme item key.
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B.3. Correlation Plots
Correlation plots show whether subjects could discriminate between the stimuli, how
much of the scale a subject used, and how much of the scale all subjects used (Tomic
et al., 2007). The stimuli ratings by each subject are plotted against the stimuli ratings
by the panel (i.e. all subjects) and the average ratings. If all the ratings by a subject
agree completely with the average ratings, they will fall on the panel-average line.
Figure B.3 shows the correlation plots for the listening test. The ratings by most
subjects — aside from those by subject 11 — cluster around the panel average line. All
subjects used the entire range of the scale. The ratings by subject 11 span a very wide
range for the low- and middle-quality stimuli (i.e. for average ratings between 0 and 33
the range of subject 11’s ratings is 81.5, and for average ratings between 34 and 66 the
range of subject 11’s ratings is 91).
Figure B.3.: Correlation plot for the listening test. Subject ratings are plotted on the
vertical axis, while the panel average ratings are plotted on the horizontal
axis. The red filled dots highlight the ratings for individual subjects, while
the open dots highlight the ratings for remaining subjects. The blue dashed
line is the panel average line.
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B.4. MSE Plot
The mean square error (MSE) plot shows the consistency of each subject, where lower
MSE values indicate higher consistency (Tomic et al., 2007). However, lower MSE values
do not guarantee higher discrimination ability, as subjects who rate all stimuli identically
will have high consistency but low discrimination ability. Given the following one-way
analysis of variance (ANOVA) model:
Xikjm = µ
ik + αikj + e
ik
jm, (B.1)
where Xikjm represents the score for subject i, attribute k, stimulus j, and replicate m
(i = 1, . . . , I, k = 1, . . . ,K, j = 1, . . . , J , and m = 1, . . . ,M), µik represents the mean
score, αikj describes the effect of a stimulus, and e
ik
jm is the replicate error, an MSE value
represents an estimate of the variance of eikjm for subject i, attribute k, all J stimuli, and
all M replicates. MSE is calculated as (Næs et al., 2010):
MSE =
∑J
j=1
∑Mj
m=1 (yjm − y¯j)2
(N − 1) , (B.2)
where yjm (j = 1, . . . , J and m = 1, . . . ,Mj) is the score for stimulus j and replicate m,
y¯j is the average over all observations for stimulus j, and N = M1 + . . .+MJ .
Figure B.4 shows the MSE plot for the listening test. The average MSE for all subjects
is 189.36, and the average RMSE for all subjects is 13.49. In a listening test employed
to develop an earlier version of the QESTRAL model, Conetta (2010) used a listener
consistency criterion for rating overall spatial quality as RMSE equal or smaller than 15.
Subjects 6 (15.76), 9 (18.15), and 11 (16.15) violate the criterion.
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Figure B.4.: MSE plot for the listening test.
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Appendix C
Comments by Subject 11 of Listening
Test
The comments by subject 11 for a listening test session that employed the pop programme
item could explain why the subject’s results deviated from the others. The experimenter
noticed that the subject gave relatively high ratings to the low anchor (i.e. the mean
rating of the low anchor — averaged over programme items — was 73). When asked
about the ratings, the subject replied that the low anchor sounded like a stereo image
panned 90° to the side, which could happen in real life if the head was rotated relative
to the musicians. The subject “didn’t mind” sound images that were “off to one side”,
and rated such impairments “roughly in middle” of the scale.
The subject employed timbral characteristics (i.e. “phasey” and “boomy”) to
rate overall spatial quality, despite being told otherwise. The subject thought the
degradations that sounded “phasey” were “horrible”, and admitted rating them towards
the “bottom” of the scale. The subject “didn’t like” the degradations that sounded
“boomy”.
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Appendix D
Details of Statistical Assumption
Testing of Listening Test Results
Normality was tested by the Kolmogorov-Smirnov test (Field, 2009). For the dataset
with all subjects, split by programme item, the degradations that were rated toward scale
extremes had distributions that significantly deviated from normality (p < .001). These
degradations included the high anchor (i.e. 5.0-Channel Reference), the low anchor
(i.e. Mono Downmix Reproduced Asymmetrically by the Left-Surround Loudspeaker
Only), 5.0-Channel to 3/1-Channel Downmix, and 5.0-Channel to 1.0-Channel Downmix
Combined with 500 Hz High-Pass Filter on All Channels. The same normality deviations
were observed for the dataset without subject 11, split by programme item.
For the dataset with all subjects, split by programme item, skewness, kurtosis, or
both were significant at p < .001 for the high anchor, the low anchor, and 5.0-Channel
to 3/1-Channel Downmix. For the 5.0-Channel to 1.0-Channel Downmix Combined with
500 Hz High-Pass Filter on All Channels, skewness was significant at p < .05 for the
classical item and p < .001 for the pop item, but not significant for the tennis item.
For the same degradation, kurtosis was not significant for all three programme items.
The dataset without subject 11 had skewness and kurtosis results similar to the one
with all subjects, except where kurtosis was not significant for the low anchor with the
tennis item. Normality violations for the degradations above are expected as their rating
distributions are shifted toward scale extremes.
Homogeneity of variance was tested using Levene’s test (Field, 2009). For the dataset
with all subjects and without subject 11, split by programme item, the variances
between the degradations were significantly different at p < .001. Homogeneity of
variance violations for the degradations are expected as the standard deviations of the
high anchor, 5.0-Channel to 3/1-Channel Downmix, and 5.0-Channel to 1.0-Channel
Downmix Combined with 500 Hz High-Pass Filter on All Channels were between 1.066
and 11.127, while the standard deviations of the other degradations were between 6.150
and 29.189.
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Overall spatial quality was an interval variable; hence the interval data assumption
was met.
The ratings of overall spatial quality are likely to be non-independent because ratings
by the same subject are potentially correlated. The non-independent ratings are handled
in the formal statistical analyses by including the subject factor as a random variable in
the ANOVA model.
Both the normality and homogeneity-of-variance assumptions were violated. The
listening test dataset was originally unbalanced because the hidden anchors were rated
three times more than the other degradations. The unbalanced dataset was converted
to a balanced dataset (i.e. equal sample size) for each subject by randomly selecting
two out of six ratings for each hidden anchor. This approach ensured that the variances
of the hidden anchors were comparable to those of the other degradations. Glass et al.
(1972) demonstrated the robustness of fixed ANOVA models, and showed that when
sample sizes are equal:
1. skew has very little effect on both Type I error (α) and statistical power (1 − β)
of the F -test;
2. kurtosis affects Type I error slightly, and affects statistical power substantially only
for small samples sizes (e.g. n = 3);
3. violations of homogeneity of variance have a very slight effect on Type I error.
The sample size was relatively large and a balanced dataset was employed in the listening
test. It is likely that the violations of normality and homogeneity of variance have only
a small effect on the formal statistical analyses. The interval data assumption was met.
The overall spatial quality ratings were non-independent, but this assumption violation is
handled in the mixed ANOVA model by treating the subject factor as a random variable.
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Appendix E
Details of Statistical Analyses of
Listening Test Results
E.1. Univariate ANOVA Structure
The full ANOVA model includes “degradation” and “programme item” as fixed factors,
and “repetition” and “subject” as random factors:
Perceived S-MOS = µ
+ degradation
+ programme item
+ repetition
+ subject
+ 2-way interactions
+ 3-way interactions
+ error, (E.1)
where µ is the overall mean.
For both datasets — with all subjects and without subject 11 — the “repetition” factor
and its interactions were not significant, or borderline significant at the .05 level. The
choice of significance level was influenced by conventions in probability and statistical
theory (Cowles & Davis, 1982). The repetition factor was removed from the full model
to form a reduced model:
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Perceived S-MOS = µ
+ degradation
+ programme item
+ subject
+ 2-way interactions
+ 3-way interactions
+ error, (E.2)
where µ is the overall mean.
E.2. Mixed ANOVA Model Results
Figure E.1 shows the ANOVA tables for the reduced model. Figure E.1a refers to the
dataset with all subjects, while Figure E.1b refers to the dataset without subject 11.
For both conditions, all the experiment factors and interactions were significant. The
programme item factor was significant most likely because the programme items had
different foreground and background audio content (Table 5.4). The significance of the
subject factor is expected as the ratings of overall spatial quality were assumed to be
non-independent (Section 5.5.2).
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Tests of Between-Subjects Effects
Dependent Variable: SMOS
Source
Type III Sum 
of Squares df Mean Square F Sig.
Partial Eta 
Squared
Intercept Hypothesis
Error
DEGR_NUM Hypothesis
Error
PROG_ITEM Hypothesis
Error
SUBJECT Hypothesis
Error
DEGR_NUM * 
PROG_ITEM
Hypothesis
Error
DEGR_NUM * SUBJECT Hypothesis
Error
PROG_ITEM * SUBJECT Hypothesis
Error
DEGR_NUM * 
PROG_ITEM * SUBJECT
Hypothesis
Error
2077443.64 1 2077443.64 781.786 .000 .987
26573.057 1 0 2657.306a
812109.560 1 7 47771.151 67.509 .000 .871
120296.579 170 707.627b
6697.638 2 3348.819 5.115 .016 .338
13094.584 2 0 654.729c
26573.057 1 0 2657.306 2.546 .016 .366
46078.573 44.147 1043.759d
61835.574 3 4 1818.693 5.708 .000 .363
108322.870 340 318.597e
120296.579 170 707.627 2.221 .000 .526
108322.870 340 318.597e
13094.584 2 0 654.729 2.055 .005 .108
108322.870 340 318.597e
108322.870 340 318.597 1.682 .000 .491
112483.500 594 189.366f
 MS(SUBJECT)a.
 MS(DEGR_NUM * SUBJECT)b.
 MS(PROG_ITEM * SUBJECT)c.
 MS(DEGR_NUM * SUBJECT) +  MS(PROG_ITEM * SUBJECT) -  MS(DEGR_NUM * PROG_ITEM * SUBJECT)d.
 MS(DEGR_NUM * PROG_ITEM * SUBJECT)e.
 MS(Error)f.
(a) All subjects.
Tests of Between-Subjects Effects
Dependent Variable: SMOS
Source
Type III Sum 
of Squares df Mean Square F Sig.
Partial Eta 
Squared
Intercept Hypothesis
Error
DEGR_NUM Hypothesis
Error
PROG_ITEM Hypothesis
Error
SUBJECT Hypothesis
Error
DEGR_NUM * 
PROG_ITEM
Hypothesis
Error
DEGR_NUM * SUBJECT Hypothesis
Error
PROG_ITEM * SUBJECT Hypothesis
Error
DEGR_NUM * 
PROG_ITEM * SUBJECT
Hypothesis
Error
1866759.07 1 1866759.07 649.298 .000 .986
25875.360 9 2875.040a
761987.175 1 7 44822.775 88.978 .000 .908
77073.890 153 503.751b
7347.739 2 3673.869 5.376 .015 .374
12300.576 1 8 683.365c
25875.360 9 2875.040 3.276 .008 .517
24204.837 27.584 877.506d
54967.861 3 4 1616.702 5.222 .000 .367
94740.824 306 309.611e
77073.890 153 503.751 1.627 .000 .449
94740.824 306 309.611e
12300.576 1 8 683.365 2.207 .004 .115
94740.824 306 309.611e
94740.824 306 309.611 1.699 .000 .491
98390.500 540 182.205f
 MS(SUBJECT)a.
 MS(DEGR_NUM * SUBJECT)b.
 MS(PROG_ITEM * SUBJECT)c.
 MS(DEGR_NUM * SUBJECT) +  MS(PROG_ITEM * SUBJECT) -  MS(DEGR_NUM * PROG_ITEM * SUBJECT)d.
 MS(DEGR_NUM * PROG_ITEM * SUBJECT)e.
 MS(Error)f.
(b) Without subject 11.
Figure E.1.: ANOVA tables for the reduced model in the listening test. “DEGR_NUM”
refers to the degradation factor and “PROG_ITEM” refers to the
programme item factor.
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Partial eta squared (η2p) was chosen as a measure of effect size. The measure reflects
the proportion of variance that a factor explains that is not explained by other factors
in the ANOVA model (Field, 2009). Kirk (1996) suggests a value of .01 for a small effect
size, .06 for a medium effect size, and .14 or above for a large effect size. The measure
is not as accurate as omega squared (ω2) because it does not estimate the effect size in
the general population (Field, 2009). However, partial eta squared was chosen because it
was used to analyse the ANOVA results for the listening tests to develop the QESTRAL
model, which allows the listening test results to be compared to those by Conetta (2010).
R2 measures are used to assess the goodness-of-fit of fixed ANOVA models. R2
measures based on the likelihood ratio (i.e. R2LR) are more appropriate for mixed ANOVA
models. The likelihood-ratio R2 is calculated by the following equation (Kramer, 2006):
R2LR = 1− exp
(
− 2
n
(logLM − logL0)
)
, (E.3)
where logLM is the log-likelihood of the model of interest, logL0 is the log-likelihood of
the intercept-only model, and n is the number of observations. R2LR ranges from 0 to
1, where 1 indicates a perfect model fit to the data. R2LR was .910 for the all-subjects
dataset and .913 for the without-subject-11 dataset, which indicates that the models are
a good fit to the data.
E.2.1. Degradation Factor Effect
The degradation factor was significant and its effect size was large for both the all-
subjects and without-subject-11 datasets (F (17, 170.000) = 67.51, p < .001, η2p = .871
and F (17, 153.000) = 88.98, p < .001, η2p = .908, respectively). Figure E.2 shows the
means and 95% confidence intervals for the listening test, where Figure E.2a shows the
all-subjects dataset and Figure E.2b shows the without-subject-11 dataset. Between
both datasets, the confidence intervals of the same degradations overlap. However, the
confidence interval for the low anchor for the without-subject-11 dataset is much smaller
compared to the one for the all-subjects dataset (i.e. 7.34 and 11.74, respectively). For
both datasets, the highest-rated automotive audio system is about half the overall spatial
quality of a reference system based on an domestic audio system. For both datasets, the
true means of the automotive audio systems span between about 20 and 60. The range
appears to be a result of using domestic audio system-based degradations of much higher
quality (i.e. the high anchor and 5.0-Channel to 3/1-Channel Downmix) and those of
lower quality (i.e. the low anchor and 5.0-Channel to 1.0-Channel Downmix Combined
with 500 Hz High-Pass Filter on All Channels). Assuming about a 10-point range for the
confidence intervals — which is typically an acceptable error range in listening tests —
about four different groups of degradations could result in the range between about 20
and 60. Using this criterion, the automotive audio systems have acceptable differentiation
considering their range of ratings.
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(b) Without subject 11.
Figure E.2.: Means and 95% confidence intervals for degradation in the listening test
datasets, averaged over subject, programme item, and repetition. Refer to
Table B.1 for the degradation key.
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As a guideline for comparison, Figure E.3 shows the means and 95% confidence
intervals of the hidden anchor and audio impairment ratings from the listening tests to
develop the QESTRAL model. Again, while the listening test (Section 5) was performed
over headphones, the listening test to develop the model was conducted in-situ (i.e.
loudspeakers in a listening room).
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Figure E.3.: Means and 95% confidence intervals of the hidden anchor and audio
impairment ratings in the QESTRAL listening test dataset, listening test
dataset with all subjects, and listening test dataset without subject 11,
averaged over subject, programme item, and repetition. Refer to Table B.1
for the degradation key.
Similarity criteria between reproduction methods (i.e. between “QESTRAL Listening
Test” and “All Subjects” or “QESTRAL Listening Test” and “Without Subject 11”) were
defined as at least two-thirds of degradation confidence intervals overlapping and at
least two-thirds of degradation rank order being preserved. These criteria were met as
six out of eight degradations had overlapping confidence intervals and six out of eight
degradations had identical rank order. The headphone auralisation system is considered
to be a reliable reproduction method and hence the automotive audio system ratings are
assumed to be accurate relative to the hidden anchor ratings.
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Two audio impairments — 5.0-Channel to 1.0-Channel Downmix on All Channels
and 5.0-Channel to 1.0-Channel Downmix Combined with 500 Hz High-Pass Filter on
All Channels (i.e. degradations 16 and 18, respectively) — do not have overlapping
confidence intervals between the QESTRAL listening test dataset and both the all-
subjects and without-subject-11 datasets. Kelley (2013) reports non-overlapping
confidence intervals for 5.0-Channel to 1.0-Channel Downmix on All Channels between
in-situ and headphone reproduction. A reason for the non-overlapping confidence
intervals for the two audio impairments could be differences in perceived distance between
in-situ and headphone reproduction (Postel et al., 2011).
Post-hoc tests — using the Bonferroni and Ryan, Einot, Gabriel, and Welsch Q
(REGWQ) procedure (Field, 2009) — were conducted to determine whether removing
subject 11 from the complete dataset would reveal more significant differences between
mean degradation ratings. The REGWQ procedure was chosen because of its minimal
compromise between the Type I error rate and statistical power. Table E.1 shows the
degradation pairs that changed in significance between the all-subjects and without-
subject-11 datasets. Removing subject 11 did not increase the number of degradation
pairs with significant differences.
Significance,
All Subjects
Significance,
Without Subject 11
Middle Anchor (Channel Order Randomised)
and
Tech Car, Tuned
.000 .143
Low Anchor (Mono Downmix Reproduced Asymmetrically
by the Left-Surround Loudspeaker Only)
and
5.0-Channel to 1.0-Channel Downmix on All Channels
.586 .000
Low Anchor (Mono Downmix Reproduced Asymmetrically
by the Left-Surround Loudspeaker Only)
and
5.0-Channel to 1.0-Channel Downmix Combined with 500
Hz High-Pass Filter on All Channels
.010 1.000
Tech Car, EQ Bypassed
and
Audi A6
.008 .121
Tech Car, Untuned
and
5.0-Channel to 1.0-Channel Downmix
.460 .002
Table E.1.: Post-hoc test results for the listening test. Changes in significance for each
degradation pair are listed between the all-subjects and without-subject-11
datasets. Differences between degradations pairs are significant at the .05
level.
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E.2.2. Programme Item Factor Effect
The programme item factor was significant and its effect size was large for both the all-
subjects and without-subject-11 datasets (F (2, 20.000) = 5.11, p < .05, η2p = .338 and
F (2, 18.000) = 5.38, p < .05, η2p = .374, respectively). Figure E.4 shows the means and
95% confidence intervals for programme item, where Figure E.4a shows the all-subjects
dataset and Figure E.4b shows the without-subject-11 dataset. Despite the large effect
size, the confidence intervals overlap or just overlap between the classical and tennis
items for both datasets.
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(b) Without subject 11.
Figure E.4.: Means and 95% confidence intervals for programme item in the listening
test datasets, averaged over degradation, subject, and repetition. Refer to
Table B.2 for the programme item key.
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E.2.3. Subject Factor Effect
The subject factor was significant and its effect size was large for both the all-subjects
and without-subject-11 datasets (F (10, 44.147) = 2.55, p < .05, η2p = .366 and F (9,
27.584) = 3.28, p < .01, η2p = .517, respectively). Figure E.5 shows the means and
95% confidence intervals for subject for the all-subjects dataset. A bar chart for the
without-subject-11 dataset was not plotted because it contained redundant information.
Not all the confidence intervals overlap, although this is expected because the ratings of
overall spatial quality by the same subject are potentially correlated (Appendix D). The
mean score of subject 6 is lower than those of other subjects. The confidence intervals
of subject 11 overlap or just overlap with those of the other subjects.
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Figure E.5.: Means and 95% confidence intervals for subject in the listening test dataset,
averaged over programme item, degradation, and repetition. All subjects.
E.2.4. Degradation*Programme Item Interaction Effect
The interaction between degradation and programme item was significant and its effect
size was large for both the all-subjects and without-subject-11 datasets (F (34, 340.000)
= 5.71, p < .001, η2p = .363 and F (34, 306.000) = 5.22, p < .001, η2p = .367, respectively).
Figure E.6 shows the interaction plots, where Figure E.6a shows the all-subjects dataset
and Figure E.6b shows the without-subject-11 dataset. Non-parallel lines usually indicate
a significant interaction effect, and crossing lines indicate a fairly large interaction effect
(Field, 2009).
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(b) Without subject 11.
Figure E.6.: Interaction plots between programme item and degradation in the listening
test datasets averaged over subject and repetition. The error bars show 95%
confidence intervals. Refer to Table B.1 for the degradation key and Table
B.2 for the programme item key.
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For both datasets, certain degradations — such as the middle anchor, Tech Car, EQ
Bypassed, VW Golf, and 5.0-Channel to 2.0-Channel Downmix — are rated differently
depending on the programme item. The middle anchor with the tennis item was possibly
rated much higher than the classical and pop items because tennis consisted mostly of
enveloping applause in all five channels, which perceptually changed little with the effect
of randomised channel ordering. Additionally, the two tennis commentators shifted from
the front towards the back, which could have been perceived to be less detrimental to
overall spatial quality compared to a lateral shift of speech sound images. One subject
mentioned when evaluating the tennis item that “On several pages, several stimuli were
just as good as reference.” The automotive audio systems were not analysed because
their design details were unknown. The 5.0-Channel to 2.0-Channel Downmix is rated
much higher for the pop and tennis items compared to the classical item. Informal
audition revealed the following impressions:
• Classical - The degradation was less enveloping and less spacious than the reference.
• Pop - The degradation was less enveloping than the reference, but the difference
was smaller than for classical.
• Tennis - The degradation was less enveloping than the reference because the audi-
ence applause was missing from the left-surround and right-surround loudspeakers.
The locations of the two commentators were similar between the degradation and
reference. The difference in overall spatial quality was smaller than for classical.
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E.2.5. Degradation*Subject Interaction Effect
The interaction between degradation and subject was significant and its effect size was
large for both the all-subjects and without-subject-11 datasets (F (170, 340.000) = 2.22,
p < .001, η2p = .526 and F (153, 306.000) = 1.63, p < .001, η2p = .449, respectively). Figure
E.7 shows the interaction plot for the all-subjects dataset. An interaction plot for the
without-subject-11 dataset was not plotted because it contained redundant information.
The degradations are rated differently depending on the subject. As assumed in Section
D, trends of correlated ratings by the same subject are observed. Subject 6 in particular
rates the majority of the degradations consistently lower compared to the other subjects,
which breaks down in more detail the lower mean score by this subject observed in Figure
E.5. For each degradation, the majority of the confidence intervals of subject 11 overlap
with those of the other subjects. The only major exception is the low anchor (i.e.
degradation 3), where the confidence interval of subject 11 spans a completely different
range compared to those of the other subjects (i.e. between 60 and 86 compared to
between 0 and 60).
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Figure E.7.: Interaction plots between degradation and subject in the listening test
dataset averaged over programme item and repetition. All subjects. The
error bars show 95% confidence intervals. Refer to Table B.1 for the
degradation key.
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E.2.6. Programme Item*Subject Interaction Effect
The interaction between programme item and subject was significant and its effect size
was medium for both the all-subjects and without-subject-11 datasets (F (20, 340.000)
= 2.06, p < .01, η2p = .108 and F (18, 306.000) = 2.21, p < .01, η2p = .115, respectively).
Figure E.8 shows the interaction plot for the all-subjects dataset. An interaction plot
for the without-subject-11 dataset was not plotted because it contained redundant
information. The programme items are rated differently depending on the subject.
Subject 6 rated each programme item consistently lower than the other subjects. The
confidence intervals of subject 11 overlap with those of the other subjects.
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Figure E.8.: Interaction plots between programme item and subject in the listening test
dataset averaged over degradation and repetition. All subjects. The error
bars show 95% confidence intervals. Refer to Table B.2 for the programme
item key.
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E.2.7. Degradation*Programme Item*Subject Interaction Effect
The interaction between degradation, programme item, and subject was significant
and its effect size was large (F (340, 594.000) = 1.68, p < .001, η2p = .491 and
F (306, 540.000) = 1.70, p < .001, η2p = .491, respectively). The interaction was not
investigated further because third-order interactions are difficult to interpret.
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Appendix F
Case Study: PLS Regression
Modelling with The Unscrambler
The Unscrambler is a computer program that enables multivariate data analysis. The
program produces graphs that aid choosing the optimal number of metrics and PLS
components for a PLS regression model. In the absence of an independent validation
test set, the program employs cross-validation to estimate how well new datasets will be
predicted. A case study is presented on how new models or metrics in this thesis were
created with the program. Version 10.0.1 of the program was used.
The procedure to create a PLS regression model with The Unscrambler begins
with preparing degraded test signals for a version of the QESTRAL model that
accepts binaural signals. These test signals are created by convolving binaural room
impulse responses (BRIRs) of each degradation with probe signals. BRIRs of 0° head
angle are employed, and if available, those of +30° are employed for front-to-back
disambiguation. Probe signals aim to emulate the general spatial component features of
typical programme material. Two types of probe signals are employed. The first type is
the “spun noise” signal, which evaluates spatial distortions in the foreground stream (e.g.
changes in localisation). This signal consists of 36 sequentially reproduced one-second
pink noise bursts, panned at 10-degree intervals on the horizontal plane (Dewhirst et al.,
2008). The second type evaluates spatial distortions in the background stream (e.g.
changes in envelopment), and is implemented by a 10-second burst of decorrelated pink
noise simultaneously played through all channels.
The degraded test signals are employed to calculate metric values for each degradation.
The metric values — along with the metric values of the reference system— are employed
to calculate difference grades (diff grades). Diff grades are calculated by subtracting
the metric value of each degradation from that of the reference system. In a separate
procedure, listening test stimuli are prepared and a listening test is conducted that rates
the overall spatial quality of each degradation compared to the reference system. The
listening test ratings (i.e. the perceived S-MOS values) are compiled.
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The diff grades and perceived S-MOS data are imported into The Unscrambler. The
metrics to be employed by the model are chosen. The diff grades of the chosen metrics
and perceived S-MOS data are employed to create a PLS regression model to predict the
perceived S-MOS data.
Figure F.1 shows an example of how the details of PLS regression models created with
The Unscrambler are specified. In the dialog box for PLS regression in The Unscrambler,
the “Mean center data” checkbox is selected to subtract the mean of the diff grade values
from each diff grade value. Then, both the diff grade and perceived S-MOS values are
divided by the standard deviation (i.e. selecting the X and Y Weights as A/(SDev + B),
where A = 1 and B = 0). These two procedures are performed to create standardised
data because diff grade values have different units and they allow resulting PLS regression
models to be compared (Esbensen et al., 2002). “Full” cross-validation (i.e. leave-one-
out cross-validation) is specified because it has low mean-square error (MSE) for smaller
datasets (Goutte, 1997). Finally, the nonlinear iterative partial least squares (NIPALS)
algorithm was specified because it is an accurate and computationally simple method to
calculate the PLS components of a dataset (Esbensen et al., 2002). The figure shows the
model for the case study (i.e. the modified QESTRAL model with existing and proposed
metrics that employed 6 metrics and 2 PLS components (Section 6.3.4)). The six metrics
employed in the model were mean_spectral_rolloff, mean_entropy, front_angle_diff,
front_scene_width, iacc9band, and mean_rms_diff. The model was chosen for the case
study because its plotted results were easy to interpret compared to models with more
metrics.
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Figure F.1.: Dialog box for PLS regression in The Unscrambler.
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Figures F.2 and F.3 show the four graphs in the “PLS Overview” plot generated for PLS
regression models by The Unscrambler, which are used to analyse model performance.
The graphs refer to the model for the case study.
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Figure F.2.: PLS Overview plot in The Unscrambler (1 of 2). Factor-1 refers to the first
PLS component, and Factor-2 refers to the second PLS component. The
numbers in the brackets refer to the total variance each PLS component
explains. The first number refers to the X-variance (i.e. metric diff grades)
and the second number refers to the Y-variance (i.e. perceived S-MOS).
Refer to Table B.1 for the degradation key.
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(a) Residual Variance Plot. The horizontal axis refers to the number of PLS components and the vertical
axis refers to the total residual variance for a given number of PLS components.
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(b) Predicted vs. Reference Plot. The horizontal axis refers to the perceived S-MOS data and the vertical
axis refers to the predicted S-MOS data. In the legend, “Slope” refers to the slope of a best-fit line,
“Offset” refers to the offset of a best-fit line along the vertical axis from the origin, “RMSE” refers to
root-mean-square error, and “R-Square” refers to the squared correlation (R) between the predicted
and perceived S-MOS data.
Figure F.3.: PLS Overview plot in The Unscrambler (2 of 2). The blue data refer to
calibration results, while the red data refer to cross-validation results. Refer
to Table B.1 for the degradation key.
The scores plot shows how the degradations relate to each other on a two-dimensional
PLS component space. Degradations within a cluster are similar. For example,
degradations 16, 17, and 18 form a cluster as they are all variations of 1-Channel
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downmixes. The loadings plot shows how the diff grades of the metrics and perceived
S-MOS relate to each other on a two-dimensional PLS component space. Predictor
variables (e.g. metric diff grades) projected in the same direction as a response variable
(e.g. perceived S-MOS) are positively related, while predictor variables projected in the
opposite direction are negatively related. Predictor variables projected close to the centre
of the loadings plot are not represented well in the model and cannot be interpreted.
When the scores and loading plots are analysed together, the representations of the PLS
components can be interpreted (Esbensen et al., 2002).
For the case study model, the mean_spectral_rolloff metric in the loadings plot
lies approximately where the two PLS components meet, which means that the metric
contributes very little to either component. The loadings plot also shows that perceived
S-MOS and the iacc9band metric are roughly in the opposite direction and of similar
distance from Y axis, which suggests that the iacc9band metric is important to predict
perceived S-MOS. The iacc9band metric on the loadings plot is roughly in the same
direction along the first PLS component as degradation 18 (i.e. the 5.0-Channel
to 1.0-Channel Downmix Combined with 500 Hz High-Pass Filter on All Channels).
Degradation 1 (i.e. the 5.0-Channel Reference) on the scores plot is roughly opposite
in direction and distance compared to degradation 18. Informal audition revealed that
the two degradations greatly differ in perceived width and spaciousness. The first PLS
component could be related to perceived width or spaciousness, as IACC can relate
to either of these percepts (Okano et al., 1998; Hidaka et al., 1992). The second PLS
component is more difficult to interpret. Degradations 8 and 13 (i.e. the Tech Car,
Time-Alignment Bypassed and VW Golf, respectively) in the scores plot are somewhat
in the same direction along the second PLS component as the fix_60_mean metric in
the loadings plot. The second PLS component could be related to individual source skew
or scene skew, as informal audition revealed that these were two ways in which the two
degradations varied.
The Residual Variance plot shows the total residual variance of the response variable
(i.e. perceived S-MOS) as a function of the number of PLS components. The total
residual variance is calculated as the mean square of the differences between observed
values (i.e. perceived S-MOS) and fitted values (i.e. predicted S-MOS). The plot can
be employed to choose the number of PLS components that is optimal in the sense of
future prediction accuracy, which is performed by selecting the number of components
that corresponds to the minimum value of residual cross-validation variance (Martens &
Martens, 2001). The residual cross-validation variance can be interpreted as the error
from predicting new datasets (Esbensen et al., 2002). For a given metric set, the number
of PLS components that corresponds to the minimum value of residual cross-validation
variance leads to a model with the lowest prediction error. Such a model is potentially
more generalisable than one with a higher number of PLS components.
For the case study model, the minimum value of the residual cross-validation variance
lies at two PLS components (i.e. the red trace). Choosing two PLS components should
result in the most generalisable model for the given metric set.
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The performance of the PLS regression model for calibration and cross-validation is
shown in the “Predicted vs. Reference” plot. The slope value indicates the slope of a best-
fit line, where the ideal value is 1. The offset value indicates the offset of a best-fit line
along the vertical axis from the origin, where the ideal value is 0. R2 (i.e. “R-Square”)
and Root-mean-square error (RMSE) indicate the quality of model performance. R2
represents the amount of variance in the dependent variable (i.e. predicted S-MOS)
explained by the independent variables (i.e. the metrics). The cross-validation R2, which
is also called the adjusted R2, estimates the expected model fit for future predictions.
The adjusted R2 attempts to predict how much variance in the response variable (i.e.
perceived S-MOS) is accounted for if the model had been created from the population of
which the sample was taken (i.e. all expert listeners) (Field, 2009), and is calculated from
the data in the model created in cross-validation. The calibration RMSE can be referred
to as the root-mean-square error of calibration (RMSEC), while the cross-validation
RMSE can be referred to as the root-mean-square error of prediction (RMSEP).
For the case study model, the calibration R2 was 0.89 and calibration RMSE was
8.85%, while the cross-validation R2 was 0.81 and cross-validation RMSE was 12.19%.
The guideline performance criteria for assessing model accuracy were R2 ≥ 0.78 and
RMSE ≤ 12.00%. The model met most of the criteria for both calibration and cross-
validation, but went slightly over the criterion for cross-validation RMSE. The model
might predict new datasets with lower accuracy than another model that met the
guideline criterion for cross-validation RMSE.
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Figure F.4 summarises the procedure of creating a PLS regression model with The
Unscrambler.
Calculate Metric Values
Calculate Diff Grades Compile Perceived S-MOS Values
Import Data into The 
Unscrambler
Create PLS Regression 
Model
Analyse Model
Prepare Degraded Test 
Signals
Conduct Listening Test
Select Model Metrics
Prepare Listening Test 
Stimuli
Figure F.4.: The procedure of creating a PLS regression model with The Unscrambler.
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