This paper investigates the use of local receptive field networks (LRFN) 
Introduction
Neural networks have been shown to be useful and successful in many areas of engineering applications, especially in the field of information processing. This paper investigates the use of local receptive field networks (LRFN) in detecting sensor failures in a control system and distinguishing them from the effects of model error. In previous work (Naidu et of the learning rate, momentum factor, number of neural nodes, and scaling of input and output space. As a result, heuristic trial-and-error approaches tailored to particular applications are often used. An alternative network structure that has been shown to perform equally or better than BPN in a variety of applications is the local receptive field network introduced by Moody and Darken (1988, 1989 ). An 
Localized Receptive Field Networks
The schematic diagram of the LRFN architecture is shown in Fig. 1 
where fP(A) is the actual ouput for a given training pattern Ei. As a variation from the recommended method for the final stage, we use an approach similar to Renals and Rohwer (1989) . This method has the advantage of being computationally more efficient than the former. No iterative rmiimization of error is required to calculate the weights. In addition, this approach enables us to develop a simple procedure that allows one to reduce network nodes by means of linear algebra operations. Rewriting equation (2) The training of LRFN is a hybrid of two learning methods, unsupervised and supervised, and it involves a 3-stage procedure. The first and second stages involve the determination of cluster centers and widths using unsupervised learning. A standard k-means clustering algorithm is used to determine m cluster centers of the LRFN. After the centers are obtained, cluster where y is the pxl vector of desired outputs f*(xi), R is the -pxm matrix containing all the radial basis functions, and is the mxl vector of output weights. To miiIMize this overall error, the gradient of the error at that point must be zero and the Hessian must be positive definite. To satisfy the first condition, the gradient of the total error with respect to the vector weights is set equal to zero, i.e., VE=-R RT+RTRt-i=0
Note that the coefficient of 0 is the Hessian (H).
In order for H to be positive definite (iVTHWO > 0 for all 0? $ 0), it is necessary that R be nonsingular. It is worth noting that R also has to be nonsingular for (3) 
where the superscript I indicates the selected set of (m-r) rows that are linearly independent. By solving the above equation for Z and using it in (7), we get a new u that has (m-r) zero elements, making the corresponding nodes of LRFN redundant.
Classification Performance of LRFN

Control System Studied
To verify the LRFN's ability to classify decision functions, the SISO control system investigated by Naidu et aLt (1989) is used as an example. The block diagram for this SISO control system with sensor failure detection scheme is shown in Fig. 2 . The plant is a stable, first order linear time invariant system with high model uncertainty. It should be pointed out that the controller is designed using the standard Internal Model Control (IMC) procedure and it is equivalent to a PI feedback controller. Although the control system used in this investigation is simple, it has all the necessary features to test the efficacy of LRFN for monitoring sensor failure in the presence of plant-model mismatch. In fact, the main objective of this work is to test the feasiblity of using LRFN as an alternative algorithm in discerning diagnostic signals caused by plant-model mismatch from sensor failures. The diagnostic signal is given by: According to the degree of deviation from desired value, the sensor failure detected by LRFN from the diagnostic signals is classified into two classes: supercritical sensor failures and subcritical ones. A supercritical failure occurs when its magnitude of exceeds the predetermined critical value of 0.03. This value is the result of the specification of no more than 5% steady state offset, a reference value of 1 for the plant output, and a ±40% operating range. This type of failure is not tolerated and requires action to eliminate the sensor fault. When the magnitude of the sensor failure is less than 0.03, the signal caused by sensor failure is considered to be subcritical. This type of failure is considered acceptable and allowed to persist in the system operation.
fraining and Results of LRFN
To train the LRFN in classifying supercritical sensor failures from subcritical ones, 7500 diagnostics signals uniformly distributed on the sample space were used. The five parameters of this space are: a) magnitude of sensor failure, b) time, within the window of observation, when the sensor failure occurs, c) magnitude of setpoint change, d) time when the set point changes, and e) steady state gain of the "uncertain" plant. For more details, see equations (3) to (7) in Naidu et aL (1989) . The coefficients of the cosine Fourier series of the diagnostic signal serve as input vectors for the LRFN. In this work, only 15 Fourier coefficients are used as inputs instead of 24 Fourier coefficients employed in Naidu et al (1989) . We found that the smaller number is sufficient and it also helps reduce the computational load in training the LRFN. In defining the output of LRFN, a value of .95 is set for supercritical sensor failures while a value of .05 is set for subcritical sensor failures. In locating duster centers using k-mean clustering algorithm, 125 initial dustering centers are arbitrarily used. After the algorithm converged, 4 dusters are found to contain no members. This implies that the 4 clusters are in a region where data are unlikely to be located; thus these 4 cluster centers are removed. In applying the "P nearest neighbor" heuristic, a value of P = 1 or P = 2 is typically used. In this work, we have chosen P = 2 to calculate the necessary cluster widths for the LRFN. After that most of the false alarms of Table 1 are not true false alarms in the sense that the neural network triggered the alarm in cases where a subcritical failure (but still a failure) occured, which it is not required to catch. A final comment is needed on the usefulness of reducimg the number of nodes, after a larger network has already been designed. In sensor failure applications, our plan is to train the network off-line with simulations of both failures and failure-free data and then continue the training on-line with presumably fault-free data from a real plant. This strategy was emulated with success for the BPN in Naidu et al. (1989) . Our objective is, after the off-line training, (for which no significant computing limitations are imposed) to reduce the number of nodes so the computations during the subsequent on-line training are speeded-up.
Conclusion
An attractive alternative neural network to standard BPN, the LRFN, has been used to detect control system sensor failures in the presence of plant-model mismatch. Simulation results indicate that LRFNs hold significant promise in sensor failure detection. These results show no significant degradation of classification performance when a random test data set is used instead of the training set.
An important advantage of LRFN over standard BPN is the simplicity of the network structure. It is this simplicity that allowed us to develop a rigorous method to prune redundant nodes. The proposed method uses SVD to identify and remove such nodes. The results show that reduced and standard LRFN have comparable predictive ability, which is similar to that of LVQ.
