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“Real progress happens only when advantages of a new technology become available to
everybody”
Henry Ford
Abstract
Nowadays, smart devices populate our environments, providing services and being more
and more interactive and user-friendly. However, they usually require a centralised
unit that processes all the dialogues to produce an answer. On the other hand, ubiqui-
tous and pervasive solutions are a valid alternative, but it is hard to arrange them in
a well-organised environment. In this thesis, I question if a ubiquitous infrastructure
can be reactive, flexible and scalable without disadvantaging a uniform environment.
Reactivity defines rapid interactions; flexibility concerns both network issues and inter-
actions with users, through customised interfaces; scalability, instead, ensures that the
adopted model does not have constrained networks’ size. This investigation focuses on
Human-Computer Interaction studies, because people without a required technological
background will be the final users of the system.
I propose a novel distributed model where each node is a device that can independently
interact with users through natural interfaces; in addition, nodes collaborate with other
similar devices to support people. Nodes’ intelligence is limited to their own context. In
order to improve the collaboration, devices share partial knowledge and have a common
strategy to forward requests they are not able to accept. The resulting network is an
Intelligent Environment where the intelligence comes from a composition of connected
interactive behaviours. I investigated the best approach to navigate requests, proposing
a routing algorithm and considering also security and consistency issues. I contextualised
this work in both a smart house and a smart museum. With the devised process, I paid
specific attention to professionals involved in the design steps. I identified actors with
different roles and needs; in order to meet their requirements, I proposed a designing
process, with automated solutions that simplify the implementation of the presented
model.
The system has been tested in simulated scenarios in order to evaluate all the novel parts.
Results showed that the designed model is reactive, flexible and scalable. Furthermore,
in order to enhance the final outcome, I characterised design patterns to design the
network. Future improvements are oriented to the initialisation of the network, that
now requires an expert; In addition, a more complex interaction is under investigation
to support users in museum visits.
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Chapter 1
Introduction
Ubiquitous computing names the third wave in computing, just now be-
ginning. First were mainframes, each shared by lots of people. Now we are
in the personal computing era, person and machine staring uneasily at each
other across the desktop. Next comes ubiquitous computing, or the age of
calm technology, when technology recedes into the background of our lives.
− Mark Weiser
Actually, although technology already supports our activities, and it works in back-
ground, I would say that we are living a transitional process where computing is ubiq-
uitous and it is going to be more and more pervasive. This statement is driven by the
availability of commercial devices, based on Artificial Intelligence, that are starting to
populate our spaces, but they are still separated entities or refer to a centralised system
in the most cases. Cloud computing made this possible, by moving operations very
demanding on resources online. In cloud-based architectures devices are connected, but
they can be controlled through hubs that act as interfaces. This is the current approach
of products such as Amaxon Echo1, Google Home2 and Apple HomeKit3. An alternative
paradigm decentralises communication, encouraging autonomy of single entities. They
establish communications, often relying on strict policies and rules, and treated from
different points of view and communities [3–5]. The Internet of Things paradigm is a
clear example of that; sensors are disseminated within the environment, often sending
huge amount of data towards central unit that process them.
A growing need concerns what Weiser called “calm computing” [6]; it is considered one
of the key challenges of a world crowded of smart objects. The focus is that technology
1https://en.wikipedia.org/wiki/Amazon Echo retrieved on October 2017
2https://en.wikipedia.org/wiki/Google Home retrieved on October 2017
3https://developer.apple.com/homekit/ retrieved on October 2017
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should inform users, without being obtrusive [7]. This arises Human-Computer Inter-
action issues, reformulating goals that are not just related to the users’ perception of a
single point of interaction, but concerns a profound change passing from proactive com-
puting to proactive people [8]. This aspect is also often considered in complementary
research fields, such as Intelligent Environments [9], where technological solutions are
defined to promote an engaged living, enabling people to do what they want, and not
the opposite. Of course, people with special needs can be supported and guided, but in
any case, solutions cannot limit creativity and flexibility.
1.1 Motivation
This thesis addresses research questions arisen from considerations seen in the beginning:
is it possible to directly connect devices that are limited to their own contexts to support
people in a ubiquitous and pervasive approach? Can such a model interact with users
customising interfaces and behaviours?
With this orientation, in this thesis I propose a distributed model, where devices con-
stitute nodes of a network. These nodes understand a limited number of requests, but
they expose accepted inputs to the neighbours. A common strategy - adopted by all
the nodes in the network - relies on this shared knowledge to route a received request if
the local intelligence is not able to process it. Each node performs a single step in the
resulting path. A particular attention is spent towards Human-Computer Interaction
(HCI) issues; in this work, indeed, I highlight the importance of how the interface can be
customised on each node and the consequence on the resulting Intelligent Environment.
HCI as discussed here are in the theoretical frame of Natural User Interfaces, preferring
interaction channels that are uncommon for typical users, such as gestures and voice,
over the more classical mouse and keyboards.
The problems discussed in this thesis are not related to a single domain; the proposed
model, indeed, uses an ontology that represents how the physical space is organised; the
adopted methods use that structure to retrieve knowledge and to perform context-aware
operations. Two environments are used as cases of study: a smart house and a smart
museum. Experiments have been conducted to test many parts of my system. They
concern the assessment of the infrastructure, of the routing strategies and evaluations
of the used interfaces.
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1.2 Outline of the thesis
This dissertation addresses different perspectives of Human-Computer Interaction and
Intelligent Environments. Chapter 2 provides a literature review of studies and ap-
proaches pertaining to my work. Chapter 3 presents the model, which all the investiga-
tions of this thesis refer to. The definition of a single node - also referred as entity - is
given; I will discuss its features and how it can belong a network of similar entities. The
“Navigation problem” is eventually defined and described. Chapter 4 is focused on the
navigation with a different point of view: a closer look on linguistic analyses performed
to route the request is provided; additionally a method to resolve conflicts in the network
is investigated. In Chapter 5 the discussion concentrates on how to set an Intelligent
Environment up, describing actors involved in the designing steps and tools provided to
support them. Chapter 6 proposes experiments to assess the presented elements.
During these years, a number of papers has been published. The contributions closely
related to my model are listed below:
1. Dario Di Mauro. “A Framework to Support Multiple Levels of Interaction”. DC@
CHItaly. 2015.
2. Dario Di Mauro and Francesco Cutugno. “A framework for interaction design in
intelligent environments”. 12th International Conference on Intelligent Environ-
ments (IE). 2016.
3. Dario Di Mauro, Juan C. Augusto, Antonio Origlia and Francesco Cutugno “A
framework for distributed interaction in intelligent environments”. European Con-
ference on Ambient Intelligence. 2017.
4. Dario Di Mauro, Antonio Origlia and Francesco Cutugno “Distributed Processes
for Spoken Questions and Commands Understanding”. 4th Italian Conference on
Computational Linguistics. 2017. (accepted)
Other papers, which complete the study here presented, are listed below:
1. Barile, Francesco, et al. “ICT solutions for the Or.C.He.S.T.R.A. project: From
personalized selection to enhanced fruition of cultural heritage data”. 10th In-
ternational Conference on Signal-Image Technology and Internet-Based Systems
(SITIS). 2014.
2. D’Auria et al., “A 3D Audio Augmented Reality System for a Cultural Heritage
Management and Fruition”. Journal of Digital Information Management 13.4
(2015).
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3. Calandra et al., “EYECU: an Emotional eYe trackEr for Cultural heritage sUp-
port”. Empowering Organizations. 2016.
4. Di Mauro et al., “PaSt: Human Tracking and Gestures Recognition for Flexi-
ble Virtual Environments Management”. International Conference on Augmented
Reality, Virtual Reality and Computer Graphics. 2016.
5. Origlia et al., “Why so Serious? Raising Curiosity Towards Cultural Heritage with
Playful Games”. AI* CH@ AI* IA. 2016.
6. Cutugno et al., “Augmented Reality Without Barriers: Dematerializing Interfaces
in Cultural Heritage Applications”. Artificial Intelligence for Cultural Heritage.
2016.
7. Nurgaliyev et al., “Improved multi-user interaction in a smart environment through
a preference-based conflict resolution virtual assistant”. 13th International Con-
ference on Intelligent Environments (IE). 2017.
8. Origlia et al., “Establishing a theoretical background for a museum-centric enter-
tainment system”. 1st Workshop on Games-Human Interaction. 2017.
Other studies, presented with preliminary results or labelled as future works at the end
of this thesis, are in progress.
Chapter 2
Background
In this Chapter I review the recent literature about Human-Computer Interaction (HCI)
and how it is changing. An extended and complete explanation of HCI will not be
presented here. For details, the reader can refer to [10]. An overview of the evolution of
Human-Computer Interaction is recalled to motivate how my work is immersed in this
context. The focus then moves on Intelligent Environments and their nuances that aims
at supporting people in their daily life. The goal of this overview is a discussion about
different models and directions. In this thesis I will introduce details of the proposed
model. Backgrounds related to those systems will be contextually provided.
2.1 Human-Computer Interaction
Human-Computer Interaction researches how computers and technological solutions
should be designed in communicating with users. HCI people both observe the ways in
which humans interact with computers and design technologies that let humans interact
with computers in novel and natural ways. The term Human-Computer Interaction has
been popularised by Card et al. in their book “The Psychology of Human-Computer In-
teraction” [11] although it has firstly used about some years earlier [12]. In the evolution
of computer science, researchers reviewed opinions and importance related to this field;
HCI is gaining, indeed, attention from both academic and industrial actors to propose
new models and products. As a research field, HCI involves computer scientist, as well
as psychologists, designers, behavioural scientists and many other profiles.
Human-Computer Interaction is particularly focused on interfaces, but communication
and interaction involve other aspects as well. For this reason, HCI is one of the bricks
of a bigger wall called Interaction Design, widely oriented in creating a user experience
5
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Figure 2.1: Roles involved in Interaction Design. Source: [1]
that enhance people’s life. Figure 2.1 summarises roles involved in Interaction Design
according to Rogers et al. [1]. Winograd defines it as “designing spaces for human
communication and interaction” [13, p. 160], while Saffer views it from a social point
of view, describing Interaction Design as “the art of facilitating interactions between
humans through products and services” [14, p. 5].
People interact with devices in many ways. Interfaces actually realise the interaction
which is crucial to facilitate the whole process. With the introduction of Graphical
User Interfaces (GUI), interaction passed from buttons and switches, passing through
command-line interfaces, to mouse, keyboards and displays. With the emerging of mul-
timodal interaction [15, Chap. 21], Voice User Interfaces and enhanced GUIs, humans
have been allowed to interact with embodied characters agents. Haptic interfaces have
been investigated and improved the experience as well [16].
In using a product - technological or not - each user creates a mental model. Mental
models have been initially introduced by Craik in 1943, as stated by Nersessian [17] and
researchers hypothesised they play a major role in cognition, reasoning and decision-
making. Users build mental models of the world around themselves; people daily use
these representations in working life. However, since users do not actually need to fully
understand internal and complex mechanisms, interaction designers should “manipulate”
the perceived mental model, by providing Represented model through interfaces. They
aim at suggesting behaviours that could support people in using a product. Represented
models have been discussed in [18].
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2.1.1 What are Natural User Interfaces?
In interacting with objects such as technological devices, people perform cognitive pro-
cesses that extend physical boundaries of their body, assuming that the object is part
of themselves and, therefore, it can be used in typical problem-solving operations. This
process goes under the cognitive extension [19, 20]. This concept is part of HCI because
designers propose solutions that have an effect to cognitive processes of users.
By introducing interaction with unconventional devices, the cognitive extension gains
importance, since the interaction assumes a different connotation. Natural User Inter-
faces (NUI) are an example of this aspect. Steve Ballmer, CEO Microsoft, claimed:
I believe we will look back on 2010 as the year we expanded beyond the
mouse and keyboard and started incorporating more natural forms of interac-
tion such as touch, speech, gestures, handwriting, and vision what computer
scientists call the “NUI” or natural user interface.
Actually NUI let a debate to emerge within the related scientific community. Natural
refers to the users’ behaviour and feeling during the experience rather than the interface
being the product of some organic process [21, Chap. 2]; the concept of naturalness for
this type of interaction has been questioned [22]. Nevertheless, NUIs surely stimulated
researchers in proposing innovative interfaces that bring forward concepts of traditional
computing. The main idea behind NUI is that technology must adapt on users, but NUIs
are not just a “veneer over a GUI”. Doubts about naturalness come from many factors,
including how much learning is required and how much effort in doing it: is it easier to
shake hands to change a TV channel? Or pressing a button would be easier? The former
approach apparently complies with the NUI definition, while the latter should generate
a quicker action. Sometimes a gesture is worth a thousand words. Other times, a word
is worth a thousand gestures. It depends on how many functions the system supports [1];
anyway, a product with a natural user interface should mirror users’ capabilities, where
users are experts that already have experience with similar systems.
2.1.2 How Human-Computer Interaction is changing?
As emerged from the previous Section, HCI is changing and the daily introduction of
new products extends horizons of computer science and reviews roles of computers in
our lives. In this Section I will briefly discuss advanced interfaces investigated in the
last years.
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Virtual Reality (VR) recurs to a graphical simulation to create “the illusion of participa-
tion in a synthetic environment rather than external observation of such an environment”
[23, p. 3]. VR is not recent field but the evolution of the technological support is pro-
viding the opportunity for unexpected developments. VR is opposed to Augmented and
Mixed reality, where the representation is not totally simulated, but computer-generated
virtual shapes are combined with a real world. In Augmented Reality (AR) virtual rep-
resentations are superimposed on physical devices and objects, while in Mixed Reality
(MR) views of both real world and virtual one are combined [24]. The main difference
between AR and MR is that in AR real world is observed through a device - usually
the camera of a smartphone -, while in MR the real and virtual worlds are at the “same
level”.
Smartphones and wearable devices opened new possibility since they began a personal
and constant interface towards internet. Smartphones are more and more involved in
our lives. The same is not true, yet, for wearable such as Google glasses, Microsoft
Hololens, etc. but they are in overwhelming progress. Diverse uses of smartphones can
be found in literature. D’Auria et al. proposed Caruso [25], an interactive audio-guide
based on dynamic 3D sounds in the Cultural Heritage domain. The interaction aimed at
being totally based on sound and voice so the smartphone was not an obstacle between
the listener and real life. In order to reach an Audio Augmented Reality, the adopted
headphones were not acoustically isolating, the 3D soundscape added a virtual layer
to the real one. Spatialised sounds are not the only interface possible in HCI: studied
alternatives are based on non-speech audio such as auditory icons [26], deeply adopted
in Operating Systems, or earcons [27].
An innovative interface that hides technology within real world was based on tangible
interaction. In tangible interfaces, physical objects are coupled with digital represen-
tations. When a person manipulates such objects, sensors, hidden inside, detect and
analyse the signals through a computer system. The object itself presents an output;
it is usually a vibration, sound or animation [28]. Tangible interfaces has been adopted
in many fields, but they have recently adopted in cultural heritage (CH) scenarios [29].
Tangible interfaces find a fertile ground in CH because they are fully integrated into an
exhibition, and they extend and complement its materiality and design identity [29–32].
Touch-based or touchless-based interaction stimulated researchers and produced inter-
esting projects in the last years. However, they sometimes lack of controllers or inter-
faces that would provide a physical feedback. This is the reason behind very unusual
approaches based on levitating displays that dynamically compose tangible shapes [33].
These objects can be manipulated and warped through touch and the system will provide
a tactile, visual and audio feedback.
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Interfaces are designed for users, and design approaches are focused on this aspect. The
role of the user has been made central with the User-Centred Design (UCD), firstly
introduced by Norman [34]. A sample of final users is involved in many phases of
the design process of a system. Interfaces are just a part of the goal, but it gives
extensive attention to usability, considering the user characteristics, environment and
tasks. UCD differentiates from other similar approaches in phases that involve final
users. Participatory Design [35] - or Cooperative Design - involves designers and users
on an equal footing; while other classical System-Centred Design models consider users
just at the initial - requirements analysis -.
In order to cope with this highly evolutionary layer, an innovative and stable system
should abstract by the channels adopted for interaction. In this thesis I propose a model
that abstract from the adopted interface. An input manager receives data from separated
input devices and the infrastructure can be configured to choose the right devices and
fusion process. Details can be found in Chapter 3.2. My solution is inspired to already
existing frameworks [36], used to receive and analyse human signals.
2.2 Intelligent Environments
Slowly and silently technology is becoming interwoven in our lives in the form
of a variety of devices which are starting to be used by people of all ages and
as part of their daily routine
This has been stated by Augusto et al. [9]. The fast growing of technological availability
required the confluence of more similar and complementary fields. Many of them con-
cern technological advancements; others, as seen above, refer to various domains. The
technological part comprises pervasive/ubiquitous computing [37], smart environments
(SE) [38, 39] and Ambient Intelligence (AmI) [40]. In this background, Intelligent Envi-
ronments (IE) represent a synthesis of all of them. Sensing devices (from SE) populate
the environment and “a digital environment [...] supports people in their daily lives in a
nonintrusive way” [41], through intelligent software products (from AmI concepts) [42].
The whole system bases on the pervasive and ubiquitous availability of resources.
Despite the name of the field, IE solutions have been proposed in recent years to improve
people’ lives, considering technology as support, subordinated to users’ needs. Ambient
Assisted Living (AAL) systems [43] are an example of these studies. They have enor-
mous potential to compensate for the cognitive and physical deficits of older people [44]
without being an obstacle to those who do not have these deficits.
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In this thesis I will present a ubiquitous model that creates an Intelligent Environment,
by connecting independent devices. They interact with users and have common solutions
to support them. This Section proposes a literature review; different relevant approaches
are explained compared with goals of my system. Since my model aims at working in
multiple domains, I chose to focus on two of them: smart houses and smart museums.
Section 2.2.1 will present architectures and methods found in both the environments; in
Section 2.2.2 I will disclose details about my proposal and how similar issues has been
studied. Section 2.2.3 completes the comparison focusing on complementary issues.
2.2.1 Architectures
Intelligent Environments have usually divided in two groups: one includes approaches
based on an integrated infrastructure [45] and another that distributes the interaction
on multiple devices [37]. This Section proposes a review of distributed models that
copes with ambient intelligence or intelligent environments. These issues have been
investigated in different fields, introducing techniques usually adopted in other disci-
plines. Ubiquitous computing [37] (ubicomp) is the first paradigm that introduced new
concepts and points of view. In contrast to desktop computing, ubicomp spreads and
diffuses technological support within the environment; users interact by means many de-
vices connected through internet connections. Ubicomp paradigm has been treated with
many aspects. It is referred as pervasive computing, internet-of-things (IoT), “every-
ware”. However, their difference is not just in the name, but also in their goal. Ubicomp
is usually oriented to Human-Computer Interaction aspects, while Pervasive computing
is oriented to networking and processing of data they produce [9].
IE inspired many studies related to both closed and open spaces. Among closed areas,
smart homes occupy a relevant position. “These environments are usually rich, complex,
unpredictable, possibly generating substantial ’noisy’ data, unstructured and sometimes
highly dynamic (i.e., they change continuously or at least often)” [9]. Houses are in-
teresting fields of investigation for many goals: controlling, monitoring and automating
[46–48], safety [49], entertainment [50] that all contribute to the well-being improvement.
Recent studies [51–53] applied Multi-Agent System (MAS) strategies to control and plan
[54, 55] intelligent environments. MAS are based on the belief-desire-intention paradigm
and are a proper compromise between centralised and distributed solutions: agents pro-
vide services, and they are invoked, according defined policies, to bring intelligence and
responsivity to the environment. The agents “have characteristics such as autonomy,
reasoning, reactivity, social abilities and pro-activity which make them appropriate for
developing dynamic and distributed systems based on AmI” [56]. On the other hand,
Chapter 2 Background 11
MAS solutions often require a centralised system to process computational tasks or in-
teractive steps: yellow-pages providers or the master-agent are example of this idea.
The adoption of MAS techniques and approaches help to reuse consolidated studies and
tools [57, 58].
Cultural Heritage (CH) represents a worldwide resource which attracts millions of vis-
itors every year to museums, exhibitions, monuments and historical centres. In CH,
IoT has been adopted in different situations, from preservation solutions [59] to learning
setups [60]. Technology is disseminated throughout an area of interest and users interact
with each device by means of their personal device - usually an improved version of a
mobile guide -. IoT points are used as monitoring hubs [61] or interactive Points of
Interest (POIs). Chianese and Piccialli [62] proposed an environment setup where each
work of art interacts with users by means of a smartphone. Devices gather information
from a remote central unit, retrieving settings and cultural data for the visitors; then
respond to the user. The system has been then extended [63], enhancing the infrastruc-
ture and including a story generator. In Alletto et al. [64] the authors described an IoT
infrastructure based on a set of wearable devices acting as audio-guides. Each personal
device was able to communicate with other devices. The system locally recognised the
target work of art by recurring to image processing. In addition, dedicated distributed
modules detected anonymous activities in known areas to manage lighting and heating.
Visitors’ behaviour in CH has been always an object of interest for researchers. Tech-
nology introduction extended horizons because it enables novel and cheap devices to
propose a new experience to users. However, the presented solutions offer novel points,
still focused on single users; other studies [65, 66] are going beyond a single user interac-
tion to support groups in museums. Korzun et al. [67] presented a dynamic knowledge
base, where devices that interact with visitors and museum professionals compose an IoT
infrastructure where historical information enriched the knowledge base itself. New ac-
quired knowledge is then presented to future users and this approach stimulate visitors’
interaction.
Technology in Cultural Heritage motivated many research projects in last decades. Part
of them aimed at proposing personalised experiences; this is the case of PEACH (Per-
sonal Experience with Active Cultural Heritage) [68], where the authors modelled users
to adapt interfaces and propose personalised contents. A similar goal inspired the
CHESS project [69] (Cultural Heritage Experiences through Socio-personal interactions
and Storytelling), where digital storytelling aimed to adapt contents on visitors’ needs.
The interfaces were mainly mobile-based and this aspect led visitors to see the museum
through a display. The meSch project [70] (Material EncounterS with digital Cultural
Heritage) proposed an architecture for tangible interaction, bridging the gap between
12 Chapter 2 Background
visitors’ on-site and on-line experience. Physical objects were enriched by digital content
and collaborate to present information to users in a personalised way and collaborating
with other objects to check particular conditions. Interesting is the use of replicas [29]
as means of controlling an interactive experience.
2.2.2 Routing
The basic idea behind this thesis is to provide a distributed network of entities, where
each node interacts with the user through multimodal interaction following NUI guide-
lines. Knowledge is local to the node and limited to its own provided services. If the
node is not able to produce an output coherent with the request, it sends the received
message to the others, without a prior determined target node. Entities operate with
partial knowledge about the others and their accepted requests, so nodes in the final
path do not always understand the request.
In the introduced configuration, one of the biggest challenges concerns the routing of
requests in uncertain situations. The routing problem has a long history, but it gained
a strong interest with IoT. If hundreds of sensors would use a domestic network in-
frastructure, then a congestion is highly probable [71, 72]. For this reason many studies
proposed solutions for load balancing and network optimisation. Many routing solutions
are also based on biological behaviours such as ant colonies [73, 74]. Although my sys-
tem does not theoretically limit the number of available devices, the expected workflow
is different: devices are independent and, in forwarding requests, cannot calculate the
best path without knowing the target node.
The situation proposed in this thesis can be compared to ad hoc networks, also known
as MANET (Mobile Ad hoc NETworks) [75], where connections are dynamic, commu-
nication does not rely on a central unit acting as routers. MANETs have been used in
different scenarios, and studies are also focused on safety, where a physical infrastructure
misses due disasters and a network is built upon available smartphones [76]. Another
similarity is with a particular MANET, mesh networking, where each peer receives and
relays data for the network. However, like in MANETs, these approaches use flooding
of routing techniques to relay packets: in the former case, data are transmitted to all
the links, except the one the packet arrived on; in the latter case, instead, the packet is
transmitted to a single peer, in order to be closer to the destination.
The system proposed in this thesis builds upon the previous works by enalrging their
scopes: without knowing the target which should receive the navigating request, current
approaches cannot be directly applied; on the other hand, a broadcast is not preferred
because it would easily overload the network in an IoT infrastructure. Mesh networks
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are closer to my proposal, but they still rely on finding a path towards a known target.
The solution I propose in this thesis considers contextual information and moves the
routing problem to a higher level, where the message, the environment and previous
interactions affect the final navigation.
2.2.3 Support for designers
An Intelligent Environment requires many efforts to be set up. It is not only a job
performed by technicians and all the involved actors need support both at design time
and at run-time with monitoring. While this seems to be a common direction [7, 77], in
Cultural Heritage some solution has been proposed. In museums, an open issue is how
to realise a visualisation tool, useful for curators [78], to simulate and/or understand
how visitors are experiencing the exhibits and contents provided to them [79]. Measures
taken into account are: total time on an area or particular exhibits, paths and visitors’
behaviours and level of engagement [80–82]. Other important aspects are attraction and
holding powers of each item [83]. By introducing interactive technology in museums,
researchers detected visitors’ impressions with questionnaires after the visit [29]. This
process has been automated by adopting dedicated devices [84]. Personal mobile guides
changed the visitors’ behaviour, making the users to be more attracted from exhibits
with more information, but they reduced social interactions [85, 86].
In IoT, a scenario where exhibits independently interact with users, technology offers
a different solution to monitor visitors’ behaviour, fostering the positive aspects of a
mobile guide, and reducing negative side effects. Each node in a ubiquitous environment
monitors part of the museum in background and communicates updates to a remote unit.
Chianese and Piccialli [87] explored this approach. Each device in the environment can
be constantly controlled and monitored and, as a consequence, a museum practitioner
has a responsive status about the museum.
In this thesis I will propose a more structured approach. I identified a set of actors that,
with different roles, collaborate to create a smart environment. Their work is supported
by tools that help them in all the relevant processes and give the possibility of a run-time
monitoring.
2.3 Summary
In this Section I presented some background works behind the idea of this thesis. I
presented a review of Human-Computer Interaction and how this motivated part of my
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work. The proposed idea builds upon the need of a novel architecture for ubiquitous
computing with interfaces easy to customise.
My system has been tested in smart house and smart museum contexts, where the
Intelligence perceived by the users is built upon a collection of partial nodes’ intelligence.
One of the main contribution is on the general architecture, organised to be easily
customised for multiple needs: domains, behaviours, roles, etc.
One of the most challenging issues is in the routing problem, where nodes adopt a
common strategy to deliver the request to an undetermined target node with partial
knowledge about both the environment and the request. A comparison with existing
and recent approaches with IoT solutions has been proposed. The Chapter ended with
an overview of tools and approaches to support practitioners of Intelligent Environments.
The next Chapters will extensively discuss my model, details of enhancement performed
and how designers and professionals are supported in setting an Intelligent Environment
up.
Chapter 3
Distributed model based on
partial knowledge sharing
What does “intelligence” mean? In Intelligent Environment (IE) this term usually refers
to Artificial Intelligence applied to environments, where technology offers something
more than static rooms [9]. In Chapter 2 I discussed different solutions to make an
environment “intelligent”, but this thesis proposes a different point of view and a model
to represent it.
Currently, business products base their success on virtual assistants, able to process
all requests or, at least, to be smart enough to provide a response to a large set of
questions. The approach they follow is represented in Figure 3.1(a). People and devices
interact with a single virtual assistant that is the main bridge between cloud and real
world. This approach has clear advantages: easy to maintain, easy to update, easy to
(a) A centralised model for an IE (b) A distributed model where each node ex-
poses the same interface
Figure 3.1: Comparison of the general structures to model interaction in Intelligent
Environments
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control. Drawbacks are also visible: an assistant limits parallel interactions, rapidly
overloads the network and allows a malicious provider to easily control all the traffic. A
distributed model solves the discussed problems. It does not centralise the network on a
single node, but it assumes a democratic structure where each node in the network has
its own independence. Each entity is able to interact with users in the environment and
collaborates with other nodes for other tasks. However, if each node exposes the same
interface - i.e. an avatar, as in Figure 3.1(b) - the user perceives the network as a single
interface.
The main goal of this thesis is proposing a framework, called PHASER (Pervasive
Human-centred Architecture for Smart Environmental Responsiveness). It supports
people in an environment populated of devices with a common representation of the
domain. Devices are nodes of an ontology and maintain a partial knowledge about
other entities. This Chapter proposes a distributed solution, providing a ubiquitous
environment where global intelligence is built upon single entities that show responsive
behaviours and collaborate with each other to better support the user. It starts with
Section 3.1 by explaining the adopted ontology to represent the environment. In Sec-
tion 3.2 we introduce PHASER, model and features of a single node of the proposed
framework. The chapter continues with Section 3.3 with the explanation of a network
of PHASER nodes and their strategies for communication. Implementation details will
be showed in Section 3.4. The Chapter ends with a summary, where I discuss scenarios
that explain common issues solved with PHASER.
3.1 Representation of the environment
PHASER nodes rely on a common ontology that represents the environment. The
ontology establishes how the physical space is organised both in terms of space and of
available devices. Its goal is to assign roles, class and environment to each node.
In this Section I will describe the ontology and how it is accessed. A specific attention
is eventually paid to the domains in which experiments are held in this thesis, a smart
house and a smart museum.
3.1.1 Ontology
The ontology adopted in PHASER reports how the physical space is organised and how
physical devices, that interact with users, populate each area. Figure 3.2 reports the
structure, a tree-based organisation that defines environments and devices that populate
them. It is detailed as follows:
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Figure 3.2: The structure of an ontology accepted in PHASER. Devices may have
different labels. Here they are represented with different grey levels
• the root of the tree represents the domain; it defines in which context devices are
operating;
• a number of environments are connected to the domain: they represent physical
areas that compose the real world. At the same level, and connected to the domain,
a particular class of entities is found; they do not have a semantic relation with
a single environment. People, personal devices and devices that move through
different zones are considered in this class;
• each area contains objects; they are the devices that realise the interaction with
users. Objects may have multiple labels; they represent different classes of devices;
similar devices working in two or more environments (i.e. lights) are specified as
different devices, each belonging to its own zone.
Each instance of PHASER is an entity which belongs to a leaf of the discussed tree.
They are physical or simulated devices that require a configuration including information
about the adopted ontology. Details about that will be presented later in this Chapter.
By specifying a class, PHASER derives at run-time information such as the environment
and other devices in the same room. Running devices use the gathered information
to better support people; during the interaction, nodes discover entities and exchange
messages with strategies I will in Section 3.2. The environment organisation regulates
both the processes and fosters traffic among nodes in the same environment.
PHASER relies on a new developed representation of an environment, stored in a graph
database. I also considered the integration with well-known ontologies in this field:
soupa [88] and iot-lite1.
1http://iot.ee.surrey.ac.uk/fiware/ontologies/iot-lite retrieved on September 2017
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3.1.2 Ontology Manager
The ontology is accessed by an Ontology Manager that provides read-only information -
i.e. the information stored in the ontology - and supports nodes during the interaction.
The Ontology Manager is intended to be remote service each node refers to. This aspect
does not hinder the scalability of the network because, although each node requires a
connection with the same structure, it is intended not to be often invoked.
The Ontology Manager stores running nodes and information about their reachability.
This is particularly useful to maintain a global overview of the system and to ensure
that interactions do not generate conflicting situations within the environment. I will
extensively discuss the latter aspect in Section 4.2. In order to support conflict reso-
lution, the Ontology Manager provides nodes’ information; this approach is known in
Multi-Agents Systems as yellow-pages service.
3.1.3 Considered environments
By adopting a common ontology, my model is not limited to a single domain, but is
able to work in different contexts with different needs. Above in this Section I described
how the physical space is represented. However, it is not actually related to a particular
domain. In this Section, I will present the contexts considered in my thesis. I focused
on two futuristic contexts, with different features and needs, to demonstrate that my
framework, PHASER, is able to cope with issues and needs of different contexts.
I focused on a smart-house and a smart-museum. They have in common a physical or-
ganisation partitioned in areas, and groups of people interacting with devices. However,
users’ needs are very different and this reflects how they behave. The presented ontology
is populated with devices that realistically can belong to the related context.
House
My concept of smart house is an environment populated of devices that provide ser-
vices. Each entity is connected to others, but it does not rely on them. It means that
each object is highly focused on its own context but it has a strategy to communicate
with other networked similar devices. An example is depicted in Figure 3.3. I adopt
a distributed model that does not require a central unit to process requests. An alter-
native configuration centralises all the processing and controls each detected signal. A
centralised model is usually adopted in Ambient Assisted Living where all the efforts are
focused on monitoring and recommending - usually for a single elderly person - [89, 90].
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Figure 3.3: An example of the adopted ontology to represent a smart house
However, a distributed approach is efficient with a dynamic environment because it is
scalable, modular and easily supports multi-users interaction.
The environment I consider is not limited to a single person, but takes into account
a group of members with different needs. The situation I expected for a smart house
is where a small group interacts with devices; the number of nodes is usually higher
than the number of people. Devices operate on shared resources (lights, heating, etc.)
so conflicts may arise. This scenario requires the definition of strategies for conflict
resolution explained in Chapter 4.
A smart house context needs to tailor interactions on users relying on long-term inter-
actions. These are typical in a home, because people may use the same device multiple
times. Eventually, in a smart house, people are more willing to provide personal sensible
information.
Museum
The second context I considered is a smart museum, where visitors interact with paint-
ings and other artefacts. A smart museum has different needs, because visitors want
to customise interaction with works of art; they usually dedicate few minutes for each
item and many of them will be ignored. Figure 3.4 depicts an example of the adopted
museum. It is divided in seven artistic movements each representing an area.
The main objective of each interactive work of art is to guide the user throughout the
museum in a distributed way by mixing needs of both the visitor and the curator of the
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Figure 3.4: An example of the adopted ontology to represent a museum
museum. Nodes are connected with a topology designed by an expert and the interaction
should foster these connections.
A museum may be highly populated, so redundant remote communication should be
avoided, especially in a distributed context with many requests. However, differently
from a smart home scenario, a smart museum usually does not modify common resources,
so it does not require a conflict resolution step. However, this may be included in
particular cases; some exhibitions may require lighting changes or play sounds. This
affects global resources and may be controlled through dedicated procedures. A conflict
resolution strategy will be discussed in Section 4.2.
3.2 PHASER
In this section I will present my model and its implementation in a framework, PHASER.
In my concept, PHASER gives a role to each entity that interacts with others. Possible
entities are objects and people that interact with those objects as well. While objects
are devised as networked products that independently conduct dialogues, each person is
identified with a personal device that acts as interface between user and objects. Objects
may interact with people throughout their personal device or an I/O layer. Personal
devices have not sophisticated dialogues managers; they act as a flexible interface that
presents users’ inputs to the network and propose outputs from objects.
I define an abstract PHASER node which includes the needs of both types of entities.
Each node interacts with others, providing services and responding to requests. Some
other nodes are mainly focused to a flexible natural interface.
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3.2.1 Model
The core part of PHASER is a single node which represents a single entity in a network.
The whole approach is based on a distributed environment so other connected entities
are generically referred as peers.
By taking inspiration by Dooley et al. [91], I define a single node as a tuple:
N = 〈ι, Cnfι, ClosePeersι, DiscoveredPeersι, oBCι〉 (3.1)
where ι is a unique identifier of the node. ClosePeers and DiscoveredPeers are sets of
related nodes in the environment: ι interacts with those nodes. ClosePeers collects con-
nections designed by an expert. DiscoveredPeers, instead, indicates links opened during
the evolution of the network. oBC collects partial information about the connected
peers, acting as Business Cards; they include information gathered from a common
ontology and their accepted inputs.
A configuration Cnf determines the behaviour of ι in the environment. It comprises
inputs, outputs and the behaviour towards other nodes. In details:
Cnfι = 〈nameι, typeι, classι, envι, Iι, Oι, Pι〉 (3.2)
where name is a string representing a display name. Type, class and env determine
the role of ι in the environment according an ontology; an expert defines each of those
values. P is extensively discussed in Section 3.2.2. I and O represent inputs and
outputs respectively; they divide data into channels as in Equation 3.3 for multi-modal
interaction according
Chj =
(
cj , RGcj
)
(3.3)
where cx is a channel code and RGcx =
{
ri1 , ri2 , . . . , ricx
}
is a set of accepted inputs/p-
resented outputs. In this thesis I investigated the best structure for each rx, considering
expressiveness and security - in a networked environment -. The first choice was for rx
be regular expressions, and this Section mainly refer to them. Other elements will be
discussed in Section 4.1.
If Niι and Noι are the number of input and output channels, I define Iι and Oι in
Equation 3.4.
Iι/Oι =
⋃
1≤x≤Niι/oι
{Chx} (3.4)
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3.2.2 Node’s Parameters
As discussed in the introduction of this Section, a node in PHASER should be able
to represent different entities in the environment and their characteristics. For this
reason, each node includes a set of Parameters in its definition. Parameters change
the “appearance” each node has, specifying how a node reacts during the interaction;
however, their use appears clear when a context is adopted. A designer determines
parameters’ values for each possible node, and they cannot be changed at run-time.
People can interact with devices by means of the I/O layer each node presents. In other
cases, the network configuration can limit this possibility; in this case, people approach a
PHASER network by means of their own personal devices - smart-phones, audio-guides,
etc - that create a unique interface between user and PHASER network. This can be an
approach in museums, for example; furthermore, this way can easily represent a group
of people, referenced by the one of the members.
Parameters can be divided into two groups: the former is mainly oriented to the inter-
action in a network, the latter is focused on group’s formation and policies in it. Their
adoption is more useful in a smart museum, where roles and customisation highly change
the global behaviour. However, they can be adopted in a smart house as well.
Interaction Oriented Parameters
This class of parameters are usually reserved for automatic nodes; they specify how
devices should react according a global behaviour and other internal requirements.
Interaction Oriented Parameters specify if a node can receive connections (RC), can
respond to requests (RR), saves history of visited nodes (SH), requires history of a node
when it interacts with it (RH) or can forward a request (FR) if the current node does
not have a response for it.
In a museum scenario, for example, a work of art (WoA) may have the following param-
eters PWoA:
PWoA = {RC,RR,RH,FR,Gr, If} (3.5)
On the contrary, PV is a possible set for a single visitor:
PV = {SH,Gp, Gc} (3.6)
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History of explored nodes can be useful in this context to recommend the next object.
However, history can be transferred - from the visitor’s device V to the current WoA -
just if SH ∈ PV ∧RH ∈ PWoA.
Group Oriented Parameters
Group oriented parameters specify how a single device should behave with grouped with
other similar nodes. They simulate a group of visitors in a museum, where internal
messages are usually shared.
These parameters regulate if a node can be part of groups (Gp), can create new groups
(Gc), if it can accept new followers (non-leader members) (Gacc). Other parameters
specify how a node should behave when interacts with a group: for example if it can
receive requests coming from a group (Gr) and if it can interact with followers (If ).
By combining those parameters, groups of nodes in the environment will have well-
established internal dynamics. For example, a group is “democratic” if the leader (who
creates the group) has only the responsibility of creating the group but no privileges are
assigned. A group where just one node accepts members and requires to control the
interaction with other members is a “monarchist” group: just the leader can interact
with other - external - nodes.
Members of a democratic group may adopt the set in shown Equation 3.7; a monarchist
situation, instead, requires the leader to adopt Equation 3.7 and followers Equation 3.8.
However, regardless the setup group, PHASER shares group’s messages with all the
members.
PD = {. . . , Gp, Gc, Gacc, . . . } (3.7)
Pf = {. . . , Gp, !Gc, !Gacc, . . . } (3.8)
In a museum context a democratic group is usually a family or a group of friends who
share the experience without any strict difference of roles; a scholarship, instead, may
require a stronger hierarchy, where the teacher - or the guide - is the leader and conveys
followers questions.
Inference on Parameters
It is clear that some parameters have semantic relations, and a well-formed configuration
avoids conflicting features. For example, defining “⇒” as implies, “!A” the absence
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of property A and ∧ as “and”, I have that RR ⇒ RC; FR ⇒ RR; Gacc ⇒ Gp;
Gc ⇒ Gacc ∧Gp. However, some parameters are optional and depend on the goal of the
designer of each node. All the parameters have default values that depend on their role
in the network. The role is decided by experts and designers.
3.2.3 Connections
Each node can interact with other peers and their reference is stored in ClosePeers;
they compose the initial topology designed by a domain expert. However, sometimes
new unforeseen connections can be discovered; they are included in DiscoveredPeers.
Connections represent channels that a node can use to communicate with adjacent en-
tities. New arcs may increase the power of the interaction for the user, because they
create other bridges in the network. If a node frequently connects to a discovered peer,
this is automatically promoted to ClosePeer.
DiscoveredPeers =
⋃
(κ, cκ, Tκ) (3.9)
Equation 3.9 defines the set of discovered nodes κ - I refer to them as “partially” con-
nected nodes -, where cκ ∈ [0..1] is the probability of making this connection fixed: as
cκ = 1, κ will be included in ClosePeersι. Tκ is the last activity of this connection. As
ι interacts with κ at time t, cκ is updated as follows:
c′κ = UPC(cκ, t− Tκ) with t 6= Tκ
where UPC is defined in Equation 3.10:
UPC(x, y) = x+
x
yλ(y)
(3.10)
λ(x) = φ0 − (φ0 − φ1) 1
1 + ek1−x
− (φ1 − φ2) 1
1 + ek2−x
(3.11)
φ0,1,2 and k1,2 in Equation 3.11 are constants that derive on the activity of the interac-
tion. According to the activity of the interaction, λ(x) assigns a factor φ. φ > 0 means
that the connection is strengthened, but for φ < 0 it is discouraged. Typical relations
are 1 ≥ φ0 > φ1 > φ2, with φ2 ≤ 0 and k1  k2. By tailoring
Details about the discovery of a node are in Section 3.3.3.
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Open connection
As two nodes, ι and κ, open a connection, they share part of their local information
composing a personal Business Card (BC):
BCι/κ = 〈nameι/κ, typeι/κ, classι/κ, envι/κ, Iι/κ〉 (3.12)
On open, ι and κ add the connection to their oBCι/κ as follows:
oBCι = oBCι ∪ {BCκ} (3.13)
oBCκ = oBCκ ∪ {BCι} (3.14)
On startup, ι asks a connection to each pi ∈ ClosePeersι. Partial connections will be
opened following details shown in Section 3.3.3; in the latter case, collected BCs will be
stored in the same way. Moreover, local information need to be updated:
DiscoveredPeersι ∪
Xκ(t) if (κ, cκ, Tκ) ∈ DiscoveredPeersι{(κ, 0, t)} otherwise
where t is the current instant and
Xκ(t) = {(κ, UPC(cκ, t− Tκ), t)} \ {(κ, cκ, Tκ)} (3.15)
However, Xκ(t
′) is added on every interaction between ι and κ, where t′ are the consid-
ered next instants.
3.3 Network of PHASER nodes
In order to better support the communication, two nodes ι and κ share their own Busi-
ness Cards as seen before. The result is a network where each node has partial infor-
mation about its local connections. Each node registers itself to the Ontology Manager,
exposing networking information. However, this is a real distributed context because
single nodes do not collect all the information, and the Ontology Manager is invoked
just for conflict resolution. Details about conflicts will be introduces in Chapter 4.
Users interact with each node in the environment, but the actual topology is hidden
for them. They, indeed, perceive the network as a compact system because each node
involves other parts as in a centralised system, but PHASER is more flexible than a
centralised system.
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During a communication, ι may send a request to κ. A request R is a snapshot of the
input for ι defined as
R =
{
(cj , rcj ), 1 ≤ j ≤ Niι
}
(3.16)
where Niι is the number of input channels for ι, cj is a channel and rcj is the value
of the request on cj . κ receives R, but it is able to accept it just if it represents a
valid input for κ; for an element in the request Rx = (cx, rcx) this is true if ∃(cx, Rc) ∈
{Chxκ ⊆ Iκ | rcx matches on Rc}. “x matches on X” means that ∃Xi ∈ X so that x
complies on the format of Xi. This is wrapped in:
m (Rx, κ) =
1 if Rx is a valid input for κ0 otherwise (3.17)
A request R is fully accepted by κ if
∑
1≤j≤Rm (Kj , κ) = |R|. I consider |R| and not
|Niκ | because the request could not provide information for some channels. However, a
fully accepted request is candidate to be manageable, but ι cannot take for granted that
κ will process it successfully.
3.3.1 Navigation of a request
As a node interacts with a user, it receives requests and it tries to locally process them.
If the node is not able to do it, the system could deliver an error message or share the
request within the network. It may broadcast the data, being sure to reach at least one
valid node, if it exists, but if multiple available nodes arrive, the starting node should
be able to know which is the best one. Moreover, in large networks, many nodes that
broadcast information may overload the network itself [92]. A second possible strategy is
based on a more intelligent routing process [93], where the node can iteratively forward
the request, and ontologies, history and context-awareness [94, 95] could help to enrich
system capabilities. The approach I propose in this Section is defined the “Navigation
Problem” and it is one of the main contributes of this thesis.
By relying on a common ontology and a dynamic topology as shown in Section 3.2.3,
each node knows the business card of the adjacent ones. The current node could easily
find out how others can successfully process the request and who they are. The approach
I propose to solve this problem is a depth-first-search in a distributed graph where a
greedy algorithm chooses the local best nodes first. Considered parameters are: current
request, past interactions and context-awareness.
Chapter 3 Distributed model based on partial knowledge sharing 27
As a greedy method on a distributed system, the current node that is not able to locally
process a request sorts its adjacent entities in a decreasing order, comparing them with
Equation 3.18.
Comp(s, c, n,R) = M(R,n) + Toll(s, c, n) + Friend(s, n) (3.18)
where R is the current request; s, c, n are respectively the starting, current and the next
node in the path; the starting node is who received the user’s request. The navigation
ends if either c provides a response or too many hops have been done. Please note that,
during the forwarding, c is every time different.
M(R,n) is the match degree of the current request with the n’s accepted inputs, and it
is defined as follows:
M(R,n) =
∑
0≤i<|R|
m(Ri, n)/|R| (3.19)
The higher M(R,n) is, the higher the probability that n can understand the request R.
M(R,n) = 1 is a perfect match. R and m have been presented in Equations 3.16 and
3.17.
Tolls are taxes to pay in changing the environment. They have been introduced to
encourage connections within the same environment. The Toll function is defined as:
Toll(s, c, n) = (−1)(Ec−En)(Es−En)τ (Ec, En) (3.20)
where EA is a unique integer code for the environment of node A, so EA − EB = 0 iff
nodes A and B are in the same environment. τ (x, y) is a function representing a toll
going from x to y. With a positive toll a node implicitly prefers communications within
its own environment, but it is not limited to it. However, if the request changes context,
it is difficult to fall into the starting environment again.
If needed, Friends assigns a bonus φ to requests coming from similar devices. Assuming
that TA is the type of device A in the ontology, Friend is defined as:
Friend(s, n) =
φ if Ts = Tn0 otherwise (3.21)
3.3.2 Depth-first navigation with greedy sorting
If a node x needs to send a request, it uses Comp(s, x, n,R) in the Equation 3.18 to sort
the connected nodes. Let s be the environment where the request started, x the current
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node, n one of the adjacent node and R the current request. Iteratively applying Comp,
the system obtains a sequence as in Equation 3.22.
Sortedx =
(
p1, p2, · · · , p|oBCx|
)
(3.22)
Comp(s, x, pi, R) ≥ Comp(s, x, pi+1, R) (3.23)
where relation in Equation 3.23 is valid ∀i ∈ [1, . . . |oBCx| − 1]. oBCx is the business
card of node x; it has been defined in Section 3.2.1. Each node in oBCx will be included
in Sorted, even if it would not be able to process R.
x will forward R to the peers in the order of Sortedx. However, each single run of the
algorithm proposed here is locally conducted; x cannot be sure that the selected “next
node” n would be able to accept R: n could be busy or in a wrong state. In that case
n will fail in processing.
At step i, peer pi will be selected if pi−1 has failed at the previous step. A final “local
fail” is arisen by x if p|oBCx| fails.
A centralised reasoner is not affected by the Navigation Problem, because all the devices
run in the same cluster. However, PHASER is intended to be distributed and flexible
because the algorithm involves just active connections; if some internal nodes are not
available and there is a path towards the final target, the algorithm will reach it.
3.3.3 What PHASER learns from interaction
During the interaction, each PHASER node analyses the messages that had been sent
and the received responses. The node may operate with misunderstood commands, but
internal parameters will influence next forwards to reuse “good” connections. The main
goal of this step is to detect paths that worked in the past, reinforcing them in similar
future situations. On forwarding, a node x selectively chooses the nodes that could
reply to the user on the submitted request. x has no knowledge about the identity of
the “target” t a priori. The target is a node able to process the request. However,
PHASER optimises the navigation of the request by using tolls and partial connections.
Tolls
Tolls have been introduced in Section 3.3.1 and they represent a cost to pay if the node
forwards the received question to a node in a different environment. With their use,
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the request follows paths within the same environment, but this behaviour can change
during the evolution of the interactions. Requests like “switch the light on” are less
ambiguous because they may refer to the environment the command starts. Tolls’ value
are local for each node; a peer reduces a toll if it receives a positive response from a
forwarding towards the related environment. By reducing the tax, future comparison
will slightly prefer that direction.
Initially, each node has the value:
τ(Ex, e) =
τmax
|Envx| ∀e ∈ Envsx
where τmax is a defined upper limit for each single toll. Ex is the environment where x
resides in. Each toll is under the constraint:
∑
e∈Envsx
τ(Ex, e) = τmax (3.24)
By receiving a positive response from node t after a forward, the related toll is updated.
Changes affect all the available environments in order to maintain Equation 3.24 valid.
Since update functions just involve known environments, it may be possible that a new
environment Et will be explored. In that case Et /∈ Envsx. Updates are formulated in
Equations 3.25 and 3.26:
τ ′ (Ex, Et) =
τ (Ex, Et)− µ+ max
{
0, τmax − µ|Envx−1|
}
if Ey ∈ Envsx
τi otherwise
(3.25)
τ ′ (Ex, Ek) =
min
{
τmax, τ (Ex, Ek) +
µ
|Envx−1|
}
if Ey ∈ Envsx
τ ′ (Ex, k) = τ (Ex, k) (τmax − τi) τmax otherwise
(3.26)
where Ex, Et and Ek are environments of the starting node x, the successful target node
t and the other known peers k. Eventually, Et will be added to Envsx.
τi ∈ (0 . . . τmax) is the initial value for a toll. µ, τmax and τi are constants empirically
defined.
Partial connections
Partial connections are introduced to test unforeseen interactions at design time. If a
request starts from a node x and reaches an unknown target t, a connection is opened
30 Chapter 3 Distributed model based on partial knowledge sharing
from x to t. The new connection is added to DiscoveredPeersx shown in Section 3.2.1.
As well as permanent links, s and t share their BCs, adding them in oBCs and oBCt
respectively. This link is intended to be partial because it is not affected by the sorting
steps, but they have the highest priority in the forwarding.
Differently from “complete” connections, a partial link lasts for the time of a session,
and they are not opened as a device restarts. A partial connection has a probability
to become complete that is updated every time the discovered node t confirms that the
link is useful - the forward of the request has t as target -. This probability is updated
by applying Equation 3.11 seen in Section 3.2.3.
By just opening connections, the network risks being highly connected. This is not
always a desirable situation, because a lot of (useless) connections overloads the network.
It is manageable in a smart house scenario, where a controlled number of devices is
expected, but is not always reasonable in a smart museum. The best candidates to
be erased are old connections, preferring explored connections instead of designed ones.
Although strategies to limit connections have been investigated, the system currently
keeps old connections as well.
3.4 Implementation
This Section reports relevant details about the implementation of PHASER. It is or-
ganised as follows: Section 3.4.1 presents the architecture of PHASER and how it set
the network up. Section 3.4.2 will detail possible states for a PHASER node and their
meaning. Sections 3.4.3 and 3.4.4 will talk about the chosen Interaction protocol - as
structure of each message - and the adopted communication protocol with a comparison
of well-known protocols for IoT.
3.4.1 Architecture
The model presented in Section 3.2.1 has been developed as a framework and a prelim-
inary release of this design has been presented in [96].
The architecture represents the skeleton of a single PHASER node, that must be able
to (i) interact with users, (ii) communicate with other similar nodes in the environment
and (iii) locally process received commands. It has been designed as connected modules,
depicted in Figure 3.5. An example of a network populated of PHASER nodes is, instead,
in Figure 3.6.
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Figure 3.5: The architecture of a single PHASER node
Figure 3.6: An example of PHASER network. It is composed by linked architectures
PHASER interacts with users through Input Devices (IDs). They are modular blocks
that independently manage sensors. The same happens for Output devices (OMs) used
to present feed-backs to the user. IDs and OMs implement an interface, in order to
abstract from the used technology and represent data in a hardware-independent form.
This is useful because in a ubiquitous system “the way the system outputs information
to the user and the user provides input to the system should not be fixed” [97]. This
is useful in the concept of natural user interfaces [21] and makes Context-Sensitive I/O
possible [98].
The diagram in Figure 3.5 shows examples of IDs and ODs. Their actual activation
depends on configuration each node requires and formally presented in Section 3.2.1. As
IDs (OMs) produce an input (output) they specify starting and finishing timestamps.
Since all the modules run on the same machine, a single clock is used and inputs (outputs)
are synchronised. Dedicated structures - MM-I and MM-O - store synchronised inputs
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(outputs) writing them on different channels. This way, PHASER supports multi-modal
dialogues. These channels usually require a semantic level fusion, as stated in similar
studies [99].
An Input Manager (IM) manages the fusion of data taken by the MM-I structure and
passes their classification to the Dialogue Manager (DM). The IM is an interface so it
can be personalised as needed, and supports fusion at decision level. DM is, here, just
an interface towards a real dialogue manager; its behaviour, in fact, highly depends on
the particular node and cannot be included in the overall description. The DM adopted
in this PhD is mainly based on OpenDial [100], included as an external tool, but other
DMs may be integrated in PHASER. However, generic interaction strategies are adopted,
aiming at improving the quality of a Dialogue Manager. The DM in PHASER is user-
directed, so based on the initiative of the user. This tends to generate speech recognition
and understanding errors [101], but the designer has a support to limit them.
The real DM processes the request and returns to the framework the output - that will
be presented to the user - or a code in case of failure. The failure code activates internal
algorithms to manage the Navigation Problem. It automatically sorts the known peers
and forwards the request as explained in Section 3.3.1.
The Remote module is a particular ID used to communicate with non-human peers by
standard protocols. This ID creates a connection from other peers. They can be robots,
smart-devices, technologically enriched works of art, etc. Relationships among these
entities create a PHASER network in which each node has an internal logic. By including
the Remote module as ID, PHASER can equally interact with humans - through active
IDs/ODs - and artificial entities - through Remote -. This aspect improves the user-
centred point of view, because connections are hidden and users perceive the world as a
single block, where parts of it process each request.
With the proposed architecture, PHASER offers a ubiquitous infrastructure and a com-
fortable framework for an Internet Of Things (IoT). The powerful aspect of this architec-
ture is that its overall behaviour is not related to a single entity nor it is domain-specific
but, with proper I/O devices and DM, it allows to easily prepare an Intelligent Environ-
ment, concentrating efforts on each entity. Furthermore, if an environment is considered
as “entities providing services” and by sharing the Business Cards, each system will be
able to opportunely contact nodes to solve internal tasks. This is a typical concept in
AI agent-based approaches, but I propose it in a multi-domain - interaction-oriented -
abstract architecture.
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Figure 3.7: Possible states and Transitions for a node in PHASER
3.4.2 States
Each node in PHASER has a state that determines which kind of work a node is doing
and if it can accept other requests. A node starts in the Idle state; Table 3.1 summarises
the states, while Figure 3.7 reports all the allowed transitions. Forwarding and Managing
forward are states adopted when nodes are processing the Navigation Problem.
Managing machine interaction (MMI) state has been introduced to exchange messages
with other peers - other than forward - and it is useful if nodes collaborate with each
other to respond to a request. The connection MMI → Idle is a “forced” transition and
it happens if node ι is waiting for node κ for a MMI. If ι remains in MMI it would not
be able to receive a response from κ, because it would be recognised as busy. When in
Idle, the node is able again to accept new requests. The code of the received response
will help the current node to understand which was the proper previous state.
3.4.3 Interaction protocol
A PHASER node shares messages through the network using a JSON2 message, com-
posed of two entries: a code that represent the type of request and a EMMA XML3
node with the request. EMMA is designed to annotate multi-modal inputs; alternative
XML-based standards exist, for example M3L [102], MMIL [103].
2http://www.json.org retrieved on September 2017
3http://www.w3.org/TR/emma/ retrieved on September 2017
State Description
Idle initial state
Processing the node is processing a request
Forwarding the node is forwarding an unknown request
Managing Forward the node is processing a received forward
Sending the node is replying or re-forwarding a request
Managing machine interaction two nodes are co-working for a request
Table 3.1: Description of states of PHASER
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Possible codes for messages are: question, answer, [no response] and forward. The
first two codes are used in interaction that involves humans: if PHASER runs on a
smartphone, for example, the person could talk with it and the smartphone shares the
request through the network. As the smartphone is very general purpose, its Dialogue
Manager simply acts as an interface between the user and the network. It sends questions
or simple messages. It changes the behaviour of the Dialogue Manager because in the
former case it waits for a response, in the latter it does not. If a node is not able to
process a request and needs to share it to others, it will choose forward code to forward
a request. The node will receive [no response] if an explored peer is not able to process
the request itself.
3.4.4 Communication protocol
PHASER currently uses Websockets as communication protocol. Websockets are TCP-
based and, differently from standard sockets, they support full-duplex communication
with the possibility of sending and receive messages at the same time [104]. Although
a quick interaction/communication is important in PHASER and TCP has a higher
latency compared with UDP, TCP has been preferred because it is reliable and this
redounds in a better efficiency in the system [105].
I investigated other standards usually adopted in IoT. MQTT (Message Queuing Teleme-
try Transport)4 and CoAP (Constrained Application Protocol) [106] are well-known
application-level communication protocols based on the “publish-subscribe” architecture
[107] where sensors publish data and a broker updates clients waiting for new resources.
The main difference between MQTT and CoAP is that MQTT relies on TCP and CoAP
on UDP.
MQTT and CoAP adopt different strategies to ensure Quality of Service, but being
based on a publish-subscribe architecture makes these protocols unsuitable to PHASER:
each node should be independent and a message broker - that accepts and dispatches
messages - limits the scalability. The considered protocols, indeed, have been designed
for a different configuration, where Wireless Sensor Networks (WSNs) generate messages
and clients receive updates [108], implicitly requiring different roles.
Another communication protocol I analysed is AMQP (Advanced Message Queuing
Protocol) [109] that still supports the “publish-subscribe” approach, but defines other
routing features like “point-to-point” communication. AMQP seemed to be a valid alter-
native to adopted Websockets and will be extensively investigated for future integration.
4http://mqtt.org/ retrieved on August 2017
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3.5 Summary
In this Section I proposed PHASER, a framework that represents an entity able to
interact with users. Each entity can establish connections towards other similar nodes,
realising a network; peers are independent from the others, and they can independently
interact with people, so it is a distributed model. With the discussed techniques, the
envisaged work-flow of the interaction is user ⇒ node ⇒ network ⇒ user . Currently,
virtual assistants like Siri or Google Now propose online a query to online search engines
if they are not able to understand the request. Although this approach is intentionally
discarded in PHASER, a “commercial” version of this system could insert this step to
avoid negative responses from the network.
The innovative aspect faced with PHASER is that each node forwards requests if it is not
able to produce the expected output. The forward is based on a request-level decision
process and it does not require to specify the “target” node a priori. The navigation
of the request operates among nodes that are not able to accept it, but they all use a
strategy to deliver the request to a right node.
PHASER does not aim at being a model useful in all the contexts, but there are open
issues that PHASER solves. Although they concern smart houses, a comparison with
smart museums would be a simple task. These issues are presented below in a scenario-
based description; scenarios have been introduced in the ’90s as part of User-Centred
Design. Scenarios help in filling the gap from research to design. They compose the first
of the following three steps: scenarios, requirements, interaction framework; all these
steps are glued with narrative. Scenarios are commonly used to describe a method of
design problem solving by concretisation: making use of a specific story to both construct
and illustrate design solutions [18, Chap. 6].
Scenario 1
John is in the living room, watching TV is on and he is reading a book.
Meanwhile, his wife is finishing the housekeeping, interacting with the wash-
ing machine and using the radio and their son is in the bedroom playing the
guitar. The oven is cooking the dinner and John needs to check it, so he asks
the TV by voice if the oven is still working. The TV checks and answers
“no, it has finished”, showing a small message in the corner. Then the fam-
ily can have dinner. Later on, it’s time to go to bed, so John and his wife
set the alarm and fall asleep; the child does the same. The alarms can look
the people in the house and can monitor the quality of their sleeping. As it is
almost time to wake-up, the alarms send a message; the thermostat catches
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it and sets the right temperature in each bedroom. John asks the alarm to
prepare a coffee, then he takes the breakfast and goes to work
This scenario shows daily activities that can be supported by technology. Three people
populate the house. They are a family and, although with different tasks, they find
moment to stay all together. Since they are in different parts of the house, networked
devices provide a ubiquitous support to the users, delivering commands and controlling
the house from each place. In this case, PHASER-based devices independently interact
with people and a distributed architecture helps in having a modular system.
Scenario 2
It is Sunday and Mark is taking a shower; he will reach some friends later.
He wants to mow the lawn, with the just bought automatic lawnmower, but it
has not been programmed to start yet and, at least on the first time, he does
not want to leave it working alone. So Mark asks some device there to start
the lawnmower. The lawnmower starts
In this scenario an already existing network of smart devices is changed because the
actor, Mark, bought a new device. The introduction of the new device usually requires
a re-configuration of the whole network or, at least, an information exchanging with
a master node in the network. With PHASER, instead, if a connection with the new
device exists, all the nodes in the network are immediately able to deliver requests to
the new node; the result is that the user is able to interact with it from any device,
without requiring a centralised process.
PHASER aims at underlying of existing solutions and devices that are focused on specific
contexts. It would be the framework to create connections and exchange messages where
an Intelligent Environment is possible. A motivational background has been found in the
Or.C.He.S.T.R.A. project [110], where many solutions have been proposed for Cultural
Heritage. Details about related applications can be found in Appendix A.
Chapter 4
Request analysis in PHASER
Chapter 3 presented PHASER, a distributed model where independent nodes support
Human-Computer Interaction in Intelligent Environments relying on partial knowledge
about the context. Although people are not directly involved in most of the discussed
processes - i.e. “Navigation problem” or the network topology - they alter these steps
because the whole system aims at tailoring the PHASER network on the inferred user
needs; these needs actually come from interactions with people.
As a fundamental concept, each PHASER node is focused on its own context; it is
not required for an entity to understand all the networked requests. However, a rough
and generic analysis of a received command can improve its navigation with low partial
knowledge. This step is useful both locally to better sort peers in forwarding the request,
and globally to avoid issues in the whole environment. This chapter presents some
improvements in requests’ analysis. It is organised in two blocks; in Section 4.1 I will
propose linguistic analyses to finer calculate question matches and better sort close
peers. This section improves the “Navigation problem” seen in Section 3.3.1. Section
4.2, instead, is based on an abstract request analysis, by introducing essential elements
in the ontology to face conflicts resolution in a PHASER environment.
4.1 Linguistic analysis for request understanding
Each PHASER node is able to receive requests from users; however these devices are
expected to have a certain amount of knowledge, circumscribed to their own domain: a
fridge, for example, should understand questions about food or ingredients; commands
about lighting and heating are out-of-context and forwarded to other peers. It means
that each entity may manage commands for any other node in the network. Nodes have
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Figure 4.1: D1 sorts D2,3,4 providing a measure related to the probability to accept
the received request. The thickness of each arc is proportional to this probability. D3
will be firstly selected
Figure 4.2: An example of the navigation. A command from D1 reaches D2 via D3
or D4. The thickness of each arc is the obtained match percentage of that request for
the reached node; the dashed line is related to the length of the path. The algorithm
must prefer shortest paths
two possible solutions with non-matching requests: (i) broadcast them to all connected
nodes or (ii) just filter the most probable ones. The two approaches highly affect the
network overload and should carefully adopted.
As extensively described in Section 3.3.1, PHASER nodes forward requests which were
not resolvable given the local knowledge, to the best candidate with a depth-first-search
algorithm by iterating on a sorted list of close nodes. The navigation continues until a
node finds a response or all the sub-network is explored. Figure 4.1 depicts a graphical
representation of the sorting phase that is performed in the navigation presented in
Figure 4.2. D1 chooses the next node in the interaction by sorting the adjacent vertices.
After a brief literature review, this Section proposes a recall of the initially adopted
technique for the “Navigation problem” based on perfect matching and it continues
with further investigated approaches that do not have this constraint, finer sorting the
adjacent nodes.
Chapter 4 Request analysis in PHASER 39
4.1.1 Background
The approaches that will be discussed in this Chapter can be grouped in two parts:
full match - with a perfect match on regular expressions - and partial match - based
again on regular expressions or bag-of-words -. Although they are not new approaches
in literature, I did not find any relevant work used in a context similar to PHASER’s
one.
The goal is to provide a strategy to better rank close nodes according to the exposed
information about the accepted inputs. The Ranking problem is one of the fundamental
problems in Information Retrieval (IR) [111], where search engines return results for a
query. The Ranking problem can be solved with machine learning as summarised by
Liu in her tutorial [112]. However, although the navigation problem can be seen as a
query-based ranking problem, there is a fundamental difference. Each PHASER node
relies on a small information shared with close peers. They compose the documents
for IR, but they are usually composed by a few words - compared with the amount of
information each document usually carries on the web -. Then, the forwarding involves
many independent peers and the work each node does is limited to some operations. In
IR, instead, the work is centralised on a server that collects, compares and ranks all the
available documents.
By considering the Navigation problem from a Question/Answering (Q/A) point of
view, PHASER could be theoretically compared with distributed Q/A systems [113].
Q/A systems do not collect entire documents, but they extract just short and relevant
information to produce an answer. Since the documents are not all physically stored on
the same server, a distributed Q/A system deals with parallel tasks and load balancing.
Even if some similarities with PHASER can be considered, the main difference is that
a node ends its own work as it delivers the message.
By adopting strategies well-known in literature, the added value of PHASER is in its
application. Each node independently uses the considered approaches - that will be
presented and compared in the rest of this Section - but the outcome is a finer sorting in
a distributed navigation where other context-related information tailor the forwarding
on observed interactions.
4.1.2 Full matching
A network of PHASER nodes starts from a topology designed by experts of the con-
sidered domain. During the interaction, the network adapts its own connections to
maximise the local utilities on each arc. As the network sets up, each pair of connected
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nodes shares a business card. It comprises a set of active channels and, for each channel,
a set of regular expressions (regexp) for the accepted inputs. By splitting the input into
multiple channels, PHASER is able to support multimodal signals.
The “Navigation problem” is solved by sorting the adjacent nodes according their match-
ing with the exposed regular expressions. Nodes with higher value of matching will be
firstly called in forwarding. Inputs can be on multiple channels, so the matching com-
plies with the structure. With a perfect matching, M calculates the value of matching
as I have already defined in Equations 3.19 and 3.17. I re-propose them here:
M(R,n) =
∑
0≤i<|R|
m(Ri, n)/|R|
m (Rx, n) =
1 if Rx is a valid input for n0 otherwise
where n is the considered device, R is the request, divided into |R| channels. The
expression “Rx is a valid input for n” means that exists a regular expression of n that
matches with Rx. The higher is M , the more probable is that n can understand R.
M(R,n) = 1 means a perfect match.
4.1.3 Partial matching
The approach seen in Section 4.1.2 is based on perfect matching where the outcome of
each m(x, n) is dichotomous. The computed value M is then normalised to the size of R
- meaning the involved channels in R -. This approach highly depends on how accurate is
the design of the set of regular expressions for each channel. Moreover, a generic regexp
- such as “.*” - accepts a large number of inputs. This case is not preferred: if a node
accepts this input it will attract all the requests with the highly probable consequence
of not being able to process all of them, acting as a black hole.
Another approach, supporting partial matching and based on the linguistic analysis of
the received question, would be more flexible because it provides a confidence of the
input. The improvement must still prefer a perfect matching, but it does not completely
exclude the opposite case. In order to do that, I propose revised formulae, introducing
mvlx as the confidence of v on channel x, and adapting M as follows:
M(R,n) =
∏
0<x≤|R|
max
{(
mRxi1 , . . . ,m
Rx
in
)}
(4.1)
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The function in Equation 4.1 still considers multiple channels and a set of possible
grammars for each of them, but mvlx is now the confidence of the token v from the request
on an input lx. This is actually a probability. Two strategies have been compared to
find the best choice that gathers it: regex-based and bag-of-words. The former approach
calculates the longest sub-string that matches on each provided regular expression -
filtering the channels -. The obtained length is then normalised on the total length of
the request. The latter method, instead, splits both the request and the stored accepted
inputs in bags of words - Breq and Binput respectively - and calculates how many words
of the request match on the total set. This value is then normalised on |Binput|. Both the
introduced strategies are locally calculated by each node for any received question that
needs to be forwarded. No global dictionaries are saved in order to maintain a scalable
distributed system where each node has partial knowledge about the environment. Binput
can be obtained off-line, limiting required operations at run-time. A comparison of the
two approaches will be given in Section 4.3.1.
This process tends to locally improve PHASER nodes, because it increments the preci-
sion of the sorting procedure.
4.1.4 Is Navigation Useful?
The “Navigation Problem” starts after a local miss, where the node that has received
the request is not able to understand it, or to produce a useful output. Requests with a 0
match are typically forwarded by PHASER. However, non-sense phrases, out-of-domain
requests and questions specifically directed to the current node - but that cannot be
temporarily processed - fall in this class.
The navigation through the network could be useless in this case, because they are hardly
understandable by all the nodes in the environment; the navigation would occupy nodes
to process a request, and they would not produce any output. So, an additional step
before the forwarding may detect these messages and avoiding the routing.
Following the approach of the linguistic analysis, I propose here a domain-independent
strategy to detect if the navigation would be useful or not. It uses the following steps:
1. “neighbourhood check”:
(a) locally checks if at least one κ ∈ ClosePeers∪DiscoveredPeers could accept
the received question;
(b) In case of fail, the node checks if one of the neighbours is explicitly named in
some of the inputs, by searching their name or class in the request;
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2. “global check”: in case of fail of previous steps, the node searches if some input
contains the name of some available nodes in the adopted ontology. This step is
performed by invoking the Ontology Manager.
With the presented algorithm, the current node will possibly not forward requests with
spelling mistakes or out-of-domain requests. In a museum scenario, for example, user’s
utterances containing “friggitrice” (Italian word for “the deep frier”), could be consid-
ered out-of-domain, but its meaning is different if that word is specified in the ontology
as part of the name of an element (“La friggitrice” is a painting of Diego Vela´zquez as
well). So, according to information coming from the adopted ontology, the behaviour
of the system is different. This check globally improves a PHASER network because it
avoids clearly useless forwarding.
With premises introduced in this Section, the interaction between user and nodes can
be tailored on the available features. In case of fail in forward, for example, the error
message delivered to the user should exhort her to better format the request, providing
additional information to identify the target node.
As stated in the last point, the check proposed here requires to invoke the Ontology
Manager to list all the available nodes with a match on the name. For this reason this
step can be excluded by the designer.
4.2 Conflict Resolution
Since a user that interacts with PHASER is waiting for a response, the navigation of
the request needs to rapidly produce an output. If many people independently interact
with devices in a network, then conflicting requests may arise [114]. In this scenario,
conflicting situations need to be detected and avoided or resolved as they arrive.
In order to detect and resolve conflicts, the approach I propose here is based on a hybrid
solution of reaction and proactivity; a PHASER node firstly reacts as receives a question
and proactively invokes other nodes to avoid the conflict. This strategy is known to be
one of the best working techniques [115].
In PHASER, the configuration each device has, specifies accepted requests and involved
services for each of them. In particular, provided and influenced services may appear,
according to the common ontology. The ontology collects a representation of services and
features related to them. As an example, the environment may process the command
“cool the room down” in multiple ways; with a smart-fan, cooling may be slower, with
less energy absorption and may influence noise. An air-conditioning, instead, would be
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faster but it takes more energy and should not be directed on a person. In this example,
both the devices provide cooling with different values of energy absorption, but the fan
influences noise, while air-conditioning do not. As that request arrives, PHASER should
deliver it to the best candidate.
At start-up each agent registers itself to the Ontology Manager (OM), exposing internal
parameters: connection information and provided services and features. OM stores the
registration and returns a value for each presented element. A list or registered nodes
is essential for conflict resolution. OM is required to act as a yellow-page provider as I
will deeper explain later. OM should not be intended as a Service Oriented Architecture
(SOA), where a single server provides services at requests [116]. It just collects available
services and their hierarchy.
Level Description
internal at least two requests delivered to a single device
request at least two nodes can understand and process
the request
service the request operates on services and its process-
ing may generate inconsistent situations
Table 4.1: Chosen levels for conflicts
Each actuator on a pervasive system may affect its surrounding physical environment,
thus influencing the context. Although a formal definition of context does not exist,
a commonly accepted description declaims it as “any information that can be used to
characterise the situation of an entity [. . . ] relevant to the interaction between a user
and an application, including the user and the application themselves” [94].
The definition of conflict varies from context-aware application to application [117].
Tuttlies defines conflicts with respect to a user or application as: “[. . . ] a context
change that leads to a state of the environment which is considered inadmissible by the
application or user” [118]. In a distributed system populated of independent entities
(i.e., PHASER), the probability of a conflict is higher than in other systems, mainly due
to a number of contexts and services used, and the mobility of entities [115].
PHASER adheres to the Tuttlies definition of conflict but, since the initiative of the
interaction is of the user, I identify in each command the essential element to be analysed.
Two commands may conflict with each other in multiple ways, summarised as follows:
many requests for a single device: two or more conflicting requests on the same
device;
single request for many devices: the same command can be processed by many
nodes in the environment;
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many requests for many devices: conflicts that are not generated by the command,
but by its application.
that can be classified in Table 4.1; other taxonomy of conflicts can be found in literature
[114].
The first considered level is not actually a conflict: in PHASER, each node solves
internal-level conflicts according local strategies and a complete model cannot be pro-
vided for each of them. So, internal-level conflicts have been introduced but PHASER
detects and has instruments to solve them. Other cases need to be discovered and
resolved.
The first node that receives the request and is able to process it is elected as mediator
(hereafter Med); Med (i) detects the conflict, (ii) gathers the state of the world to
resolve the issue, (iii) delivers the request to the winner. This approach maintains a
distributed model and avoids overloading the same system for every possible conflict,
although some steps are temporary centralised on the Med. The proposed approach for
conflict resolution need to:
• prefer the mediator if it is the best candidate;
• be sure to avoid inconsistent situations within the environment;
• involve useful nodes in the process.
With these premises, the mediator is a good candidate to resolve the conflict because
(i) it is able to understand the request, (ii) the shortest path reached it as first, (iii) it
considers close agents for questions and (iv) it is able to compare utilities.
The mediator follows steps in collaboration with other agents and the Ontology Manager;
they are explained in the following Sections.
4.2.1 Background
Conflict resolution is adopted in many topics. It is common in Multi-Agent Systems,
where agents cooperate applying negotiation techniques to reach a common goal [119,
120]. Jacak and Pro¨ll [121] presented a heuristic approach aiming at coordinate agents
and find the right sequence of agents’ local goals to achieve a common objective. A
robotic system was discussed as a case study.
Perumal et al. [122] presented a rule-based framework to resolve conflicts. It was based
on the event-condition-action paradigm and, through a centralised system, aimed at
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avoiding the generation of conflicts. An architecture based on multi-users and their
own preferences, has been introduced in [49], where a virtual assistant helped people
in managing daily activities and solve conflicts in a smart house. The interaction was
personalised for different categories of users. A similar context has been discussed in
[123].
In their work, Retkowitz et al. [124] proposed a system which assigned a service to
a received resource management and used predefined dependencies of services to find
the best candidate. The process was not fully automatic and based on priorities. A
comparable configuration has been presented by Huerta-Canepa et al. [125], where a
list of predefined metrics avoided conflicts; considered measures were users’ priorities
and jobs’ running time.
Other studies about consistent context management have been investigated by Guerrero-
Contreras et al. [126]. The authors proposed a system for consistency management
in a ubiquitous environment where resources were distributed and replicated. As they
claimed, a pure SOA architecture is not powerful enough for a ubiquitous system, because
a SOA systems centralise requests’ processes. Moreover, they are not flexible to cope
with dynamic network topology [127] and rapid context changes. The proposed approach
was based on a SOA system combined with replication techniques to maintain consistent
replicas of the context. This issue is stronger in a mobile environment [128].
Conflict detection and management can be conducted at different levels. The works
presented above mainly consider request- and service-level but higher orders are possible.
Masoumzadeh et al. [129], for example, refer to authorisation conflicts, where two
or more policies both permit and forbid access. However, since policies are statically
defined, this kind of conflicts can be detected off-line; resolution still remains a run-time
issue. Eventually, Santos et al. [130] presents a survey about normative-level conflict
resolutions.
The main differences of the listed systems with my approach is that each PHASER
node, as a request arrives, can become the mediator - who detects and resolves the
conflict - without overloading the dedicated peers in the network. Starting from requests,
PHASER intentionally involves services to better detect and avoid conflicts. This is
essential for an effective conflict resolution [131].
Security issues may arise in the considered configuration, because malicious devices may
expose misleading values and alter the overall process; the confidence is limited because
the mediator collects bids from involved peers, but it locally applies costs before starting
a quick negotiation. As revealed in Section 3.1.2, conflict resolution requires an Ontology
Manager acting as a yellow-pager provider.
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dm1 dmd. . .
s2 . . .s1 sn
f2 . . .f1 fm
ws1,f1
wsn,f1
wsn,fm
Figure 4.3: Description of Domains, Services and Features used for Conflict resolution
4.2.2 Model
In order to resolve conflicts in the proposed distributed environment, the Ontology Man-
ager represents a hierarchy of elements that will be used in the process. The organisation
is proposed in Figure 4.3. It is formally defined as the following tuple:
CR = 〈DM,S, F,DS, SF,WS , T, SoV 〉 (4.2)
where
DM = {dm1, dm2, . . . , dmd} (4.3)
S = {s1, s2, . . . , sn} (4.4)
F = {f1, f2, . . . , fm} (4.5)
stores all the available Domains, Services and Features respectively.
DS = {(ds11 , ds21) , . . . , (ds1x , ds2x)} (4.6)
SF = {(sf11 , sf21) , . . . , (sf1k , sf2k)} (4.7)
WS = {ws1 , . . . , wsn} (4.8)
Equation 4.6, with ds1i ∈ DM ∧ ds2i ∈ S, ∀i ∈ [1, 2, . . . , x], collects edges between
domains and services. Equation 4.7, with sf1i ∈ S ∧ sf2i ∈ F , ∀i ∈ [1, 2, . . . , k], stores,
instead, edges between services and features. Equation 4.8 stores weights wsk of service
nodes sk, ∀sk ∈ S. Weights denote priorities among services; they have not a meaning
alone, but they gain relevance used together.
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Domains used in conflict resolution are different from domains of the PHASER ontology,
presented in Section 3.1, where a representation of the world was provided. However,
sets of all the possible devices D and requests R are used for conflict resolution as well.
Each feature in the extended ontology has a “Type” and an admissible “Sequence of
Values” (SoV). Types are in set T and they determine the length of the sequence as
follows:
T = {B,N, SR,MR} (4.9)
SoVT = (v1, v2, . . . vn) (4.10)
representing the type of feature and a set of possible values. We considered four types:
Binary (B): n = 2, features value v can be dichotomous (v = v1 ⊕ v = v2);
N-values (N): n ∈ N, features value is in a set;
Single range (SR): n = 2, features value v in a range: v1 ≤ v ≤ v2;
Multiple ranges (MR): n ∈ N, features value v: v2i−1 ≤ v ≤ v2i with 1 ≤ i ≤ n2 .
Types and sequences of values for each feature are stored in the set SoV introduced in
Equation 4.2, defined as:
SoV = {(Tk, SoVTk) | k ∈ F, Tk ∈ T} (4.11)
and each SoVTx complies with Equation 4.10. For an actual use, their value is provided
by experts.
At run-time a final value for a feature can be defined according to the single taken value
in the valid sequence. This final value is computed by the following function:
vk : SoVTk → [0, . . . , 1] (4.12)
defined as:
vk(a) =

j/n if Tk ∈ {B,N} ∧ ∃j ∈ [1, . . . , n] | SoVTkj = a
2i(a−v2i−1)
n(v2i−v2i−1) if Tk /∈ {B,N} ∧ ∃i ∈ [1, . . . , n2 ] | v2i−1 ≤ a ≤ v2i
0 otherwise
(4.13)
where n = |SoVTk |.
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A service has a value that can be either related to a connected feature or the weight of
the service itself. It is computed by the following function:
Vs : S × F × SoVT → [0, . . . , 1] (4.14)
defined as:
Vs(si, fk, val) =
vfk(val) if (si, fk) ∈ SFwsi otherwise (4.15)
Since both vfk(val), wsi ≥ 0, then Vs ≥ 0.
At registration time, each node specifies services and features. The OM calculates
corresponding values through Equation 4.15 and returns them to nodes.
Formally, the node n exposes:
En = ((e1, e2, e3)1 , (e1, e2, e3)2 , . . . , (e1, e2, e3)x) (4.16)
where pj = (e1, e2, e3)j ∈ S ×F × SoVTe2 , if pj ∈ SF , (e1, ∅, ∅)j , with e1 ∈ S, otherwise.
OM returns the same sequence, changing each (e1, e2, e3)j with (e1, e2, Vs (e1, e2, e3))j .
4.2.3 Discovery
The first required step for conflict resolution is discovery. A user generates a request R.
The request reaches the mediator (Med) - the first device that is able to process that
command -. As a first step, Med checks with known agents who is able to process the
same request.
Given the request R ∈ R, the mediator creates the set X0 defined as follows:
X0 = {x | x ∈ ClosePeersmed ∪DiscoveredPeersmed and M (R, x) > 0} (4.17)
where ClosePeers and DiscoveredPeers are sets of known and discovered peers respec-
tively defined in Section 3.2.1; M (R, x) is the matching function initially introduced in
Equation 3.19. An improved version has been proposed in this Chapter.
Since the mediator is able to understand the request, a service sy may be associated to
the request itself. Other services may be influenced. A request does not must to provide
services: requests for checking or informative questions do not affect the environment
and do not actually provide a service.
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An internal configuration specifies provided and influenced services and the registration
phase gathered all the possible values. All the influenced services are returned by the
function:
InfS : D ×R→ P (S) (4.18)
If sy exists, the mediator invokes OM to gather the set Provy ⊆ D with all the devices
that, with some accepted input, may provide sy. The mediator composes X1, X2 and
SX as follows:
X1 = X0 ∪ Provy (4.19)
X2 = {x | x ∈ X1 and M (R, x) > 0} (4.20)
SX = {x | x ∈ X1 and x is active on sy} (4.21)
where X2 and SX are completed by opening a connection with each node in X1 and
asking them if they can understand R or they are currently providing sy. This step is
necessary because of the distributed model without a central agent that maintains the
state of the world. The Ontology Manager is able to provide a set of available devices, but
it does not care about their status. Another important aspect is thatX0∩X1 6= ∅ because
a node x ∈ X0 understands the request but it can provide sk 6= sy. As an example,
this is possible if the request is “set the temperature at 25 degrees”. A heating and a
air-conditioning may both accept the command but, if the current temperature is higher,
the former device may provide “heating” anyway, the latter would provide “cooling”. At
discovery time both the devices will participate at the conflict management. Eventually
the heating will not win.
At this step, ∀x ∈ X1, the mediator also composes
InfSx = InfS(x,R) (4.22)
with all the influenced services for R. Then, OM is invoked again to gather Provk,
∀k ∈ ⋃x∈X2 InfSx and the mediator composes items, defined in the following Equation:
items = {(d, s) | d ∈ D provides s ∈ InfSx, x ∈ X2} (4.23)
Eventually, the mediator loops on each (d, s) ∈ items to check if they are active on the
specified influenced service. By all the positive responses, the mediator builds:
Active = {(d, s) | (d, s) ∈ items and d is active s} (4.24)
50 Chapter 4 Request analysis in PHASER
At the end of the discovery phase, all the considered conflict levels are detected as:
single request for many devices: X2 collects these nodes;
many requests for many devices: Active ∪ SX stores all the influenced nodes -
through provided or influenced services -.
During the discovery phase, the mediator invokes twice OM to gather essential informa-
tion to detect a conflict. By performing rules on services, the Ontology Manager checks
that the provided services do not generate domain inconsistencies. In case of violated
domain rules, the returned value is negative.
Domain-level conflicts may be generated if policies limit services’ activation or devices
operating on one or more services. In PHASER they are not completely formalised, but
the Ontology Manager maintains a control on them. However, the conflict resolution
considers this possibility for future improvements.
Domain-level checks are (i) at the beginning, so that the whole discovery process would
not start in case of negative response on the provided service and (ii) at the end to be
sure that the influenced services as well would not create other issues.
4.2.4 Resolution
The resolution phase starts if at least one conflict has been detected in the discovery.
This step has the final goal to deliver the received request to the first winner that is able
to process the request itself. The mediator is a valid candidate. During the discovery,
OM has been invoked twice to (i) retrieve agents on services and (ii) to check domain
constraints.
If X2 6= ∅∧Active∪SX 6= ∅, at least two agents are generating a conflict. By collecting
SX, X2 and Active the mediator retrieved a snapshot of the state of the world; in order
to resolve the conflict the mediator assigns a bid - composed by utility and costs - at
each node to choose a winner. However, the state of the world is not frozen, so the
winner could be unable to start as it receives the command.
In order to calculate a bid, each node x (i) involved in a conflict resolution, (ii) able
to understand the request R and (iii) that provides sy in processing it, calculates the
utility Usy(Ex) by using the following function:
Usy(Ex) =
∑
(sy ,e2,e3)∈E
e3 (4.25)
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where Ex has been defined in Equation 4.16. Values are positively defined, so Usy ≥ 0.
The final bid is obtained as follows:
Bx = Usy(Ex)− Cx (4.26)
where Cx, not formally defined here, is a term foreseen by the node itself to save internal
resources. Cx is not exposed to other peers. The mediator collects each bids by the
candidates, and ranks them to choose a winner.
In the final ranking, showed in Equation 4.27, the mediator involves the received bid,
a cost of the influenced services and terms to prefer reliable nodes and prefer less used
nodes. Each node stores, for each connection towards a peer x, a success rate rx to
represent its reliability, and an age at updated to the last used timestamp.
rankx = Bx − CIx + µrrx − µa (ax − at) (4.27)
rankmediator = Bmediator − CImediator (4.28)
where 0 ≤ µr, at, µa ≤ 1 are constants empirically defined. By tuning them, the ranking
will prefer reliable and young nodes. The former term is introduced to foster connections
that successfully worked in past interactions; the latter is for load balancing.
CIx is the cost coming from the influenced services:
CIx =
∑
i∈InfSx
fi · d(i, Active) (4.29)
with d(i, Active) is:
d(i, Active) =
1 if ∃(d, i) ∈ Active0 otherwise (4.30)
With an approach similar to the Navigation, seen in Section 3.3.1, the final rank pro-
poses:
Sorted =
(
p1, p2, · · · , p|X2|+1
)
(4.31)
with ranki ≥ ranki+1, ∀1 ≤ i ≤ |X2|−1. The mediator is included in Sorted in the right
position, so |Sorted| = |X2| + 1. p1 is the winner. The resolution ends by forwarding
the received request to each pi, starting from p1. Since the state of the world is not
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frozen, the processing of the delivered command may fail; for this reason, the forward
continues with pi+1 if pi did not successfully process the request. The question cannot
be forwarded anymore. The loop terminates on the mediator because it is still a valid
node to process the request.
The approach I proposed in this Section is an application of the one-shot negotiation
mechanism. Each peer exposes their bids and the mediator chooses a winner; bids
are hidden for all but not the mediator. I preferred this approach, avoiding longer
negotiations, because the conflict resolution runs with a user waiting for a response.
The presented steps ensure a consistent management of the resources and reach a final
decision in a reasonable time. In Section 4.3.2 I will discuss performed experiments.
4.3 Results and Discussions
This Section proposes experiments conducted for the arguments discussed in this Chap-
ter. A smart house with multiple devices has been considered. The first part presents
results related to the linguistic analysis; the second part, instead, discusses the intro-
duced conflict resolution strategy.
4.3.1 Linguistic analysis
The system presented in Section 4.1 has been evaluated by comparing three approaches:
perfect matching, partial matching, and bag-of-words (BoW). Perfect and partial match-
ing methods rely on regular expressions and offer a measure of how much the request
matches the provided regexs. The system has been tested by simulating a smart house
with 5 networked devices. The considered nodes are:
TV: (TV) provides entertainment services;
Microwave Oven: (M) is able to cook food and to expose its own cooking state;
Fridge: (F) lists its content and recommends recipes;
Kettle: (K) can prepare a tea or a coffee;
Alarm: (A) sets an alarm or wakes the user up.
I considered a star-like network with TV in the middle; requests start from the TV
itself. The network configuration is adopted as an example; the centralisation on TV
simulates a scenario where the user prefers to control devices from a fixed position. I
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command perfect partial bag-of-words
prepare a tea K (1.0) K (1.0) K (1.0)
warm A (0.1) M (0.44) M (0.5)
warm water A (0.1) A (0.1) K (0.667)
wake me A (0.1) A (0.438) A (0.5)
Table 4.2: Winner device and confidence for each request. Each node had a bag-of-
word style inputs. Bold cells refer to unsuccessful evaluations; the forward in this case
is random
command perfect partial bag-of-words
prepare a tea K (1.0) K (1.0) K (0.1)
warm A (0.1) M (0.44) K (0.33)
warm water A (0.1) A (0.9) K (0.667)
wake me A (0.1) A (0.778) A (0.4)
Table 4.3: Winner device and confidence for each request. Each node had a regex
style inputs. Bold cells refer to unsuccessful evaluations; the forward in this case is
random
tested two kinds of configurations for input representation: in the former case each input
was represented as a BoW style: “give me with recipe recipes” and “me recipes with give
recipe” have the same value. Table 4.2 reports the gathered results. In the latter case,
instead, inputs were formatted as regular expressions - i.e. “give me recipe(s)? with .*
please” -. Table 4.3 summarises the collected data. Each node firstly sort peers with
the compared strategies; then used OpenDial [132] to manage a dialogue.
Results show that a full matching is not always a good choice, because this strategy does
not always discriminate different nodes with a consequent wrong ranking. Moreover, it
requires a precise design of each regular expression and this information is exposed to
other nodes: remote peers know the accepted input and its structure. Partial matching
provides finer values and nodes can be better sorted. This approach, however, easily
creates black hole nodes that accept many inputs because of too generic regexs. The
bag-of-words model gave the best results. In addition, this solution has two benefits:
(i) designing nodes with bag-of-words is easier; (ii) each node could share unstructured
data, improving local security.
Other strategies have been investigated. I considered more refined approaches based on
SRGS1 (Speech Recognition Grammar Specification); however, this method requires a
deep knowledge opened with adjacent nodes - in order to reach a precise evaluation each
node must share all the local grammars to close nodes - and security issues may raise
from this. For this reason, SRGS has been excluded. Locally each node could adopt
1https://www.w3.org/TR/speech-grammar/ retrieved on July 2017
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grammars to test and/or to categorise received commands, but the test just concerns
information exposed to close peers.
4.3.2 Conflict resolution
In this Section I describe experiments conducted to test the proposed conflict resolution
method. A smart house with 5 devices, organised in 3 rooms, has been simulated. All
the processes run on the same machine, in order to exclude additional delays related to
network transmission. The algorithm has been tested with many topologies in order to
evaluate differences in terms of quality and required time. Adopted topologies are:
star-like: the mediator is in the centre of a star-like network;
linear: the network is a chain. The mediator starts the chain; the target ends it;
layered graph: the network is layered, composing a hierarchical structure. The medi-
ator is in the first level, while the target in lower levels;
disconnected node: at least one node is not reachable through a direct link;
random topology: connections do not follow a designed structure.
In order to validate the system, I conducted tests to evaluate the completeness and
correctness of the approach. Completeness ensures that all the necessary nodes are
involved in the process. Correctness, instead, assesses if the involved nodes behave
proper, choosing as winner the best node.
The system has been tested by delivering at nodes in the network a question. The
starting node changes in order to monitor all the nodes in the network. In the experiment
I measure the following values:
time for interaction: total time required from the delivery of the request to the pre-
sentation of the response;
time for discovery: time required for the discovery of conflicts;
time for resolution: time required for the resolution of conflicts;
nodes for discovery: number of involved nodes. They are divided in:
• close nodes which understand the request;
• nodes that provide the same service;
• nodes that could be providing one of the influenced services;
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Figure 4.4: Global results observed with a star-like network. The plot summarises
different configurations that alter the network behaviour
start-mediator-winner : paths analysis and detection of the three main nodes.
Each request has been delivered 30 times for each node. As an example, Figure 4.4
reports conflict resolution results for a star-like network. A Microwave Oven is in the
centre of the network and the request - “cook food” - may be accepted by Oven, Cooker
and Microwave Oven itself. Both the request and the nodes’ design are intentionally
generic in order to generate conflicts. Figure 4.4(a) reports how nodes respond in sum-
mary. Since the Microwave is in the centre of the network, and it is elected many times
as mediator. Oven and Cooker are mediators as they receive the request. The network
was configured to let Oven to win the conflict. Details about correctness of the approach
will be discussed later in this Section.
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Figure 4.4(b) depicts observed times for interaction, discovery and resolution. Times
are in milliseconds and graphs are ordered for starting nodes. As the Figure shows,
discovery and resolution are fast operations. Interaction is higher but still acceptable. In
particular, I observed that interaction is longer when the starting node - the node which
interacts with the user - delivers the request to the mediator and waits for responses.
This happens with Fridge and Washing Machine. The interaction is longer because,
if the mediator does not win the conflict, the winner node will repeat discovery and
resolution. This is necessary as the state of the world may change and inconsistent
situations may produce undesired consequences. Cooker and MicroOven reported lower
interaction time because they are mediators, so the network registers conflict resolution
on just 2 active nodes - mediator and winner -.
Oven gave the lowest results because, as it receives the request from the user - starting
the interaction - it is both mediator and winner, as designed for the test. For this reason,
interaction and discovery+resolution times are comparable.
In order to assess correctness and completeness, the algorithm has been tested on a
different setup. As a completeness evaluation, the goal is to investigate that all the
relevant nodes are involved in the conflict resolution, without invoking useless peers.
The system is also correct if the best node wins the conflict. The graph is composed by
10 nodes, where all of them are disconnected. The nodes seen above - Oven, Cooker,
Microwave Oven, Fridge and Washing Machine - are part of the considered network,
while the others are configured and fill the network. They appear but (i) do not un-
derstand the request, (ii) do not provide the cooking service, and (iii) do not operate
on the influenced services. This means that just the listed nodes should be involved in
the conflict resolution. All the nodes are configured to let Oven be the best node. The
system has been run 5 times for Oven, Cooker and Microwave Oven. The same request
delivered the others - in a disconnected graph - would not produce any response because
the starting node is not able to assess neither the request nor the provided service with
that. After delivering a request, I observed that a path among these nodes exists, while
all the others are still disconnected. This demonstrates that all the relevant nodes are
involved, while the others are excluded. Table 4.4 reports results about the experiment
in the disconnected network.
The same experiment has been executed on 5 networks by generating random topologies
among 10 nodes, with a resulting connected graph. This experiment aims to show that
the topology does not affect the result. The request has been delivered to all the nodes
5 times; 3 of them - Oven, Cooker and Microwave Oven - have been the mediators.
They have been reached with different paths according to the current topology, but all
the requests have been solved. In all the cases, Oven - which is the best node - won the
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Start Bid Check
Oven
Cooker
Microwave Oven
Fridge
Washing Machine
Cooker
Oven
Microwave Oven
Fridge
Washing Machine
Microwave Oven
Oven
Cooker
Fridge
Washing Machine
Table 4.4: Completeness assessment in a disconnected graph. The request has been
delivered to nodes that started the interaction, first column. They become mediators
as well. The second column reports nodes asked to provide their bid. The last column
reports actors involved in activity checks
conflict resolution, while Fridge and Washing Machine have been invoked for activity
checks.
The last two tests demonstrate that the approach is correct because the winner node
is always the same, configured to be the best node. The system is complete as well,
because all the relevant nodes, with different roles, are invoked in the process. Topology
seems to not affect the outcome. However, if the request starts from a disconnected
node that is not able to understand neither the request nor the provided service, the
PHASER network will not produce a valid output. Analyses on spent times showed that
all the interactions with conflict resolutions require up to 1000 ms, in the worst case.
4.4 Summary
This chapter proposed some improvements introduced in PHASER on different aspects.
They both act on the analysis of the request: the former procedure classifies a received
command with a linguistic process to finer sort adjacent nodes in a PHASER network
without understanding the considered request. In the latter approach, instead, a conflict
resolution strategy has been proposed to make a PHASER environment more robust
and reliable. By processing a request, a node may provide a service, while others can be
influenced. Preliminary checks ensure that actions taken by agents in the environment
do not create inconsistent situations.
The improved request analysis globally improves the behaviour of a PHASER node
because it enhances the precision of internal mechanisms. While the adopted bag-of-
words approach would be useful in many contexts, the check on the usefulness of the
navigation can be limited in few cases. In a museum, for example, a PHASER network
would be easily overloaded, so additional checks may help in limiting useless requests’
navigation.
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Conflict resolution implicates an additional overhead in PHASER because many com-
munication steps are needed. A bottleneck is the invocation of the Ontology Manager
(OM) with a double goal: (i) as a yellow-pages provider, OM returns information about
peers operating on a service; (ii) OM checks domain-level conflicts analysing the acti-
vation of services. The latter feature has not been formalised in PHASER, but it will
be considered as future investigations. However, the conflict resolution is not always a
“necessary evil”, because it is just useful where parallel updates to shared resources are
expected. While it happens in smart houses, a smart museum is usually populated with
devices to provide information, without actually update global resources.
Chapter 5
Setting PHASER up
The design of an Intelligent Environment requires many steps and involves in the whole
process people with different roles. In this thesis I presented a model that represents a
single interactive entity in a ecosystem of similar objects. All of them have some strate-
gies to collaborate with each other and support people and their needs. In Chapter 3
I explained the core model of PHASER; in Chapter 4 additional details about request
handling have been provided. This Chapter moves the focus on professionals that op-
erate in the considered environments. They need to setup a PHASER network but a
technical background usually misses. I propose here a platform including many solutions
to support users that will use PHASER with different roles.
Although the process presented in this Chapter is domain-independent, some closer
looks on the considered environments will be showed. After an extended discussion
about the involved actors in Section 5.1, three parts will be discussed: in Section 5.3
I will present a tool supporting the job of an expert. An Interaction Designer (IxD)
specifies the behaviour of each PHASER node with a proposal in Section 5.4. The
designed environment is then simulated and tested by an Architect in Section 5.5.
Some of the information I will give in this Chapter are still conceptual and not fully
included in the currently adopted release of PHASER. I will specify the prototypes parts.
5.1 Actors involved in the process
The whole process is composed by the initial design and realisation and continues with
the monitoring of a particular snapshot of the environment. With PHASER I identified
three actors involved in the setup. An expert of the considered domain is the general
director of the whole process. The expert:
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1. chooses elements that will populate the environment;
2. virtually places the smart objects on a map;
3. sets up each of them and links semantically connected entities.
The resulting graph will compose the initial topology of the PHASER network - details
in Section 3.3 -. However, an expert usually has no technical expertise on interactive
devices, so her work should be graphically supported as much as possible.
By following guidelines of the expert, an Interaction Designer defines the behaviour
of each placed device, so she composes the intelligence users will perceive. It specifies
input and output modules as well; this step determines how each entity responds to
users. The IxD carries an essential work out in PHASER: a wrong design would harm
the final perceived intelligence and interaction capabilities. Natural User Interfaces [21]
must be considered here. The role of each PHASER device is defined at this step, and
how it will interact with people must be determined.
The design process ends with an Architect that, mainly oriented to the outfitting of the
physical environment, collaborates with the expert for the scenic design. The architect
needs a more precise visualisation and 3D models’ renderings with an accurate details
management. The architect is intended as a bridge between expert’s and IxD’s needs;
she ensures that environment changes - in terms of lighting and similar parameters -
will not be damaged by using all the PHASER network together. If two or more nodes
affect the lighting, by using a projector, for example, the IxD is focused on each single
device, while the architect ensure that their projected areas does not overlap and that
the environment lighting does not ruin the interaction.
The categorisation above should be intended as a general suggestion, but it does not
mean that the different roles have to be filled by different people in any context. In a
smart house, for example, the final user may act as expert because a context already
exists and she may want to preserve privacy. In addition she would just need to connect
devices to the already existing network. The same for architect: a PHASER node
does not alter the home outfitting, so a real architect could be a useless investment.
Nevertheless, in a smart house the interaction designer is who produces the device. In
this case, multiple manufactures could use the PHASER framework so they do not have
a single expert as reference. In this case, different IxD are just focused on a single node,
working in a modelled context that simulate possible environments. This is usually done
with commercial products. The approach is completely different in a museum. In that
case the expert is a curator preparing a new museum or a temporary exhibit. Many
objects of interest will interact with visitors and their behaviour must be tailored on the
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final goal - related to the “Big Idea” of the museum itself -. An intense communication
between curator and IxD is important in this configuration. The outfitting is essential
as well. Also in this part, a collaboration between expert and architect is typical.
5.2 Environment Design
Involved actors have different backgrounds and needs. IxDs provide world representation
by modelling processes and users. Experts, instead, usually provide domain knowledge,
referring to non-technical contexts. For this reason, the approach I propose here aims
at filling this gap and providing a support for both the actors: it does not limit experts
creativity but it translates their output in a structured view, essential for interaction
designers. With a closer look on museums, one of the goals I have in designing a
PHASER environment is the translation from a “conversational” description of visitors
in a structured formalisation of their model. This is a general concept that is behind
the motivation of this Chapter.
5.2.1 Categories of visitors
This Section analyse categories of people that are assumed to populate the considered
environments to interact with a PHASER network. A structured representation of users
is a needed starting point. However, while in museums field many studies provided cate-
gories of visitors, the same support from houses, suitable for the scopes of this thesis, has
not been found in literature; it seems, indeed, that a common division misses, tailoring
descriptions to validate works or, on the other side, following commonly accepted groups
and roles.
In the museum field, Falk and Dierking [133] classified individuals in the following seven
classes:
Explorers: curiosity-driven visitors. They have generic interest in the content of the
museum.
Facilitators: socially motivated individuals. Their visit is mainly oriented to accom-
panying social groups.
Professionals/Hobbyists: their passion or job is closely related to museum context.
They usually focus on a specific topic or content.
Experience Seekers: they consider museums as an important destination. They are
motivated and their satisfaction derives from going there.
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Rechargers: they look for a contemplative and/or restorative experience. They usually
go to museums to take shelter from the chaos of the city.
Respectful Pilgrims: they think that a visit to the institution/memorial should be
done to honour the memory of those represented there.
Affinity Seekers: individuals motivated to visit a particular museum/exhibition be-
cause it speaks to their sense of heritage and/or being.
This well-known categorisation helps in distinguishing people that decide to visit a
museum. The last two, “respectful pilgrims” and “affinity seekers” are not actually
fully researched categories [133, Chap. 2] but they fill gaps in label visitors motivated
by national or ethnic/racial reasons.
5.2.2 Visiting styles
Different people may behave in different ways in a museum. While Falk and Dierk-
ing categorised visitors in terms of motivations, Veron and Levasseur [134] proposed
four visiting styles in museums. They labelled visits with a biological inspiration: ant,
grasshopper, butterfly and fish. These classes differentiate according the percentage of
visited POIs and time spent towards them. Ants carefully explore POIs, seeking a lot of
information from each of them. Grasshoppers seems to have a specific interest for some
pre-selected exhibits and spend a lot of time observing them while they ignore other
parts. Butterflies do not follow a specific path; they stop frequently to look for more
details. Eventually Fishes do not show particular interest and they usually move in the
centre of the room avoiding looking at POIs’ details. Although other categorisation of
single visitors can be found in literature [135, 136], this work is based on the Veron and
Levasseur styles. A pioneering study has been argued by Kuflik and Dim [137] that
proposed social behaviour patterns of pairs of visitors.
Visitors’ behaviour is object of interest since ever and technological solutions have been
adopted in many studies to analyse visits in museums [83, 138]. One of the most difficult
goals is to define visiting styles in a non-intrusive manner [139] to propose personalised
contents [68, 140] in an interactive way [70]. This aspect is essential because it may
increase people visiting museums [133, Chap. 2].
Being inspired from literature, a PHASER network can be tested with models of visitors
with realistic motivations. A simulation may help in monitoring (i) how virtual devices
respond to users and (ii) how requests navigate in a virtual representation of the final
environment. Virtual users help in simulating motivations and providing relevant inputs
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Figure 5.1: The proposed mapping among (i) Falk and Dierking - items without
borders - and (ii) Veron and Levasseur - items with border - categories. Visitors’
distinction based on motivation - (i) - are mapped on their expected visit strategy -
(ii) -
for PHASER nodes. Such a simulation does not require financial investments and sup-
plies a graphical representation of the designed world. The virtual system will be deeply
discussed in Section 5.5; it provides a support for all the actors: an IxD may monitor
devices behaviours; the architect focuses on the virtual outfitting and how simulation
may affect it; the expert maintains a direction on it.
Although a proved correlation between motivations and visiting styles does not exist,
exhibit features as well as real events stimulate interest for various groups of people
that behave differently. As an example, a permanent museum may attract explorers or
rechargers, that are highly motivated people and usually consider museums for leisure.
Visitors change with promotions or free tickets: facilitators - e.g. families - and experi-
ence seekers may take advantage from that. Eventually, a temporary installation may
attract professionals/hobbyists. These aspects are objects of investigation since many
years and have been confirmed in more recent studies [133, Chap. 2]. Starting from
this rough hypothesis, in this Chapter I propose a mapping from visitors’ motivations
to visiting styles. A validated mapping does not exist in literature and this thesis does
not have this goal; in PHASER a mapping would just provide a way of communication
among actors. A wrong mapping would not affect a PHASER outcome, but it aims
at being a strategy to choose visiting styles in a more realistic than a “random” way.
Figure 5.1 a mapping between Falk & Dierking and Veron & Levasseur categorisations.
It is used as follows:
1. experts select - rough - estimated percentages of visitors’ categories. They would
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suggest expected people by their motivations, so the Falk and Dierking classifica-
tion suits well. Different percentages may suggest the reason of the test - stable
museum, temporary exhibition, etc. -;
2. experts’ input is mapped on the Veron and Levasseur partition as shown;
3. the simulation - actually performed by the IxD - uses step 2 as input to determine
types and numbers of the visiting styles. Details about simulation can be found
in Section 5.5.
If IxD well designed PHASER nodes’ behaviour, a wrong mapping and experts’ input
would not actually compromise the work-flow. Nevertheless, by tuning the discussed
parameters and changing visitors’ flow, a more realistic scenario can be simulated.
5.2.3 A structured view
A translated structured counterpart of the cited categories can be used modelling them.
A great example are “Personas” [141]. The persona is a multipurpose design tool that
helps face several problems in designing digital products. Personas are based on real-
world observations, to better classify people that will use a product. A deep analysis
about possible users, their needs and ethnographic information are essential for a com-
plete modelling; ethnographic data are the key difference between personas and typical
user profiles.
Personas resolve three design issues that arise during design development:
• the elastic user;
• self-referential design;
• edge cases.
the elastic user issue arises when a precise description of “user” misses; the “user”
becomes what the designer needs at different steps with an imprecise consequence. The
self-referential design happens if the designer consider herself as the main - and often
the only one - user of the system. Eventually, the edge cases are possible, but remote,
cases the system should manage: they have to be considered but they are not the focus
of the design.
In PHASER, the design of the environment uses a step of simulation, especially proposed
in the museum domain. It will be discussed in Section 5.5. By finding a correlation be-
tween categories of visitors and categories of their own behaviours in museums, personas
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may help in creating a bridge between the expert - that provides a distinction - and the
IxD - that adapts models to realistic cases -. Personas are particularly useful for this
scenario because they “[. . . ] must have motivations”[18, p. 83] and, in the beginning of
this Section, I listed visitors categorised by their own motivations. In addition, “[. . . ]
personas are allowed to be successful because they are “personifications”[142] [. . . ]”[18,
p. 81].
However, in order to indicate how devices respond to virtual users, simulation of strate-
gies of visit can be a good approach to explore how visitors reach POIs. Personas
change their way of looking for details or way of delivering requests. In Section 5.5.2 I
will propose my strategy to simulate the exploration.
5.3 What a domain expert can do
The domain expert plays a fundamental work in PHASER. It defines entities composing
the final PHASER network and indicates the initial topology, by connecting seman-
tically related nodes. According the considered environment, the expert has different
backgrounds: in a smart museum, for example, the expert is a curator or a museum
professional in general. PHASER is going to be used to create a temporary exhibition
or it is already running in a permanent museum. In this case, PHASER should not limit
the creativity. In a smart house, instead, the expert intervenes in different moments of
PHASER life because she may connect a new device to an existing network, for example.
The introduction may require simple operations. In this case the expert is not required
to have a specific background.
In this Section I will propose a tool an expert could use to set a PHASER environment
up. It is oriented to people that are not familiar with technological details, but aims
at creating a context populated of interacting devices. The tool is not focused on a
particular context, but it often refers to smart museums, where the expert plays a more
influential work.
5.3.1 What experts need
“Museum curators, exhibition designers and other professionals are increasingly involved
in the design of exhibits that make use of interactive digital technologies to engage visitors
in novel ways”[143]. However, although interactive exhibitions aim at enhancing visi-
tors’ experience, they are object of interest for curators as well, that consider to adopt
technological solutions in their exhibitions. In both the cases, the goal is to provide
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Figure 5.2: An example of the general design of the environment. The expert decides
the involved PHASER entities, their connection and some rough physical constraints
personalised contents to visitors. While people exposed their interest in living tailored
experiences [140, 144], personalised content are a desire for museum professionals that
want to encourage people in repeating the visit.
Maye et al. [143] interviewed cultural heritage professionals to understand what they
expect from interactive exhibits and how technology could support their work. Discus-
sions reveal that there is not a unified opinion about technology but they all agree that
focused interventions may increase interest towards museums. Some experts claim that
technological solutions should not become barriers because focus should remain on the
object and not on the means. This has been also discussed by Cutugno et al. [145].
Other curators have contrasting points of view: some of them would include technology
just to attract people; others would actively adopt them to provide innovative ways for
exploring and deepening contents. Regardless the adoption of technological expedients
during the visit, all the professionals agree that tools may help their work. Also on
this aspect needs are diverse: Content Management Systems for digitally managing of
material, cataloguing, photogalleries, etc.
Since PHASER provides a technological support, experts setting a PHASER environ-
ment up should accept technology in their own museums. Differently from “typical”
devices, PHASER nodes explicitly declare connections; the expert should be able to
indicate both the behaviour each device expose and entities it is connected to.
Chapter 5 Setting PHASER up 67
Element organisation
The GUI (Graphical User Interface) of the tool is depicted in Figure 5.2. As the Figure
shows, the user places elements on a region organised in levels and rooms. They com-
pose the organisation of the environment. Elements are partitioned three categories:
interactive, architecture and non-interactive items.
Interactive items compose the PHASER network. They are entities users can interact
with; they build the intelligence people will perceive. Experts spatially place and link
interactive items. At this level, connections just refer to a semantic level; they will
compose the initial topology discussed in Section 3.3. Architecture items consist of
walls, pillars and other architectural items. They fill the environment or complete an
existing infrastructure to guide flows of visitors. Non-interactive items include all the
items that are not provided in the previous groups. Furniture items, for example, belong
to this area.
The presented categorisation is not related to a single context. Although this Section has
many references to the museum context, the tool I present is not restricted to this field.
In a smart house, for example, the architecture section will be less used, but interactive
and non-interactive parts would have a larger assortment.
Object details
Through a side panel in the GUI - on the right side in Figure 5.2 - the expert defines
parameters for the selected item. For interactive items and, in particular PHASER
items, parameters are related to the configuration presented in Section 3.2.2. Most of
them must be specified by the expert because they related to the domain: class and
environment are example of them. However, in the current version all of them are set
by the expert. Figure 5.3 depicts an example of that.
5.3.2 Monitoring
The presented tool provides a support to place and link items on a scene. Elements
are divided in architecture, interactive and non-interactive items. Interactive items,
PHASER nodes in particular, may change the initial topology during the interaction.
A new link may bring additional information to the expert: a connection A→ B means
that a number of people required the interaction from A to B. Since the new connection
will be re-used in the future but it may change the semantic of the museum. In this
undesired situation, the expert may act on the museum itself, removing the link. In
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Figure 5.3: Details section for an interactive item
some cases, the can also decide to modify the architecture - by adding a physical barrier
- to prevent the reachability of B from A. The tool provides a monitoring feature, that
shows to the expert updates in the designed topology. The expert receives updates about
connections so she is able to take decisions on that.
Existing IoT infrastructures already have this feature and this confirms the adoption in
this tool. Examples can be found in [87, 146].
5.3.3 An XML for environment representation
The environment designed by the tool presented in Section 5.3 is then used by an Inter-
action Designer. In order to do that the environment is exported according a standard
representation; an XML-based format has been designed. It is presented in this Section.
The organisation is split in two parts: each node has its own configuration, partially
designed by the expert; all the composition designed through the toll is represented in
a different file.
Chapter 5 Setting PHASER up 69
World
This section reports details about the XML-based representation of the world designed
through the tool presented in this Chapter. This part reports the environment organisa-
tion in levels and rooms and the class of the elements placed on each room. Rooms and
items have scale, rotation and relative position as well. The following Listing reports an
example.
<document >
<layer id="1" name="Level1 -1000 x1000">
<image>null</image>
<width>1000.0 </width> <height >1000.0 </height >
</layer>
<room id="2" name="Stanza1 -500 x500">
<image>null</image>
<width>500.0 </width> <height >500.0 </height >
<positionx >2.50</positionx > <positiony >5.01</positiony >
<rotation >0.0</rotation >
<scalex >1.0</scalex > <scaley >1.0</scaley >
</room>
<interactive -item id="4" class="Cooker" configuration="Conf\cooker.xml">
<name>cooker </name>
<positionx >56.49</positionx > <positiony >371.42 </positiony >
<width>10.0</width> <height >11.0</height > <depth>12.0</depth>
</interactive -item>
<architecture -item id="7" class="WallItem">
<positionx >444.41 </positionx > <positiony >59.35</positiony >
<rotation >90.0</rotation >
<width>400.0 </width> <height >20.0</height > <depth>300.0</depth>
</architecture -item>
<layer -association >
<pair source="1" target="2"/>
</layer -association >
<room -association >
<pair source="3" target="4"/>
<pair source="3" target="7"/>
</room -association >
</document >
Single node configuration
Each interactive item has an external configuration. This separation is needed because
independent nodes may run on different devices. Each device has its own configuration
file. It is composed by settings and values specified through the tool. An example is in
the following Listing. It defines a PHASER node with parameters specified in Chapter
3. However, as introduced in the preamble of this Chapter, the IxD is not currently fully
supported, so part of the definition assigned to the expert will be moved to the IxD.
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<configuration >
<domain
taxonomy="" ontology="http :// localhost :12345/ domain"
remote -controller="http :// localhost :12345/ update">
<node name="cooker" class="Cooker" environment="Kitchen"/>
</domain >
<network >
<ip-addr value="localhost"/>
<port -no value="1543"/>
<max -connection -time value="0"/>
<connection -closing -period value="0"/>
<tolls limit="0.5" mu="0.1" entry -value="0.3">
</tolls>
</network >
<behaviour >
<setup
multimodal -max -history="10000000" receive -connections="true"
response -to-requests="true" save -history="false"
require -history="false" interaction -with -followers="false"
can -be -part -of-groups="false" receive -group -id -requests="false"
follower -accepts -members="true" receive -group -subscription="true"
receive -group -requests="true" forward -request="true"/>
<connections >
<connection
id="con0" ip-addr="localhost" port -no="1547" required="true"
required -at-interaction -design="true" last -operation -ts="0"
num -successes="0" num -attempts="0"/>
</connections >
<inputs >
<device id="0" mode="command -line" medium="u_u" active="true">
<data -format expr="cook food" idx="0" />
<service key="0" value="cooking" />
<data -format expr="is water boiling" idx="1" />
</device >
</inputs >
<outputs >
<device id="0" mode="text" medium="u_m" active="true"/>
</outputs >
<dialog -manager domain -file="dummy"/>
</behaviour >
</configuration >
5.4 Interaction Design
In PHASER, an Interaction Designer defines the behaviour of each interactive item
specified in the XML seen in Section 5.3.3. A possible way to do it recurs to statecharts.
Statecharts have been initially proposed by Harel to formalise complex systems [147]
and it was possible to reduce them to finite-state automata [148]. In subsequent studies
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Figure 5.4: Input node formalism: it triggers events on input received from an input
device. Solid line is for input received; dashed is for cancelled operation and dashed
line with black point is for error handling
variants have been introduced and compared in [149]. Statecharts have been adopted
with a new perspective to design dialogues [150] or interaction between agents [151]. I
propose in this Section a modified formalism to tailor the design of interaction between
a user and a physical device. The introduced model just adds graphical expedients that
can be completely translated in UML-standard elements with an automatic process.
The theoretical following step is to inject the representation of the statechart in each
PHASER node, in order to specify the needed behaviour. An XML representation based
on SCXML [152] can be used and it has been already investigated by Di Mauro et al.
[153]. However, the integration with PHASER still misses, and it is left as a future
integration. Currently the behaviour of each node is defined though external Dialogue
Managers; one of the adopted tools is OpenDial [132].
5.4.1 Input/Output devices
The interaction with a physical device will be based on input and output. By proposing
a new formalism, I emphasise this part considering new elements to accept and present
information from/to input and output modules.
Input
Input are inserted into the system by means of input modules. Graphical formalism
for inputs are in Figure 5.4. This node generates events as a new input arrives. The
normal flow follows the solid line, but recovery paths are possible. The input element
is connected to states as shown in Figure 5.5. It means that a transition from State X
to State Y will be triggered as a new input with the given value in brackets will arrive.
State X and State Y are standard UML states.
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Figure 5.5: Input node from a state. An event from that input will trigger a transition
from State X to State Y
Figure 5.6: A transition from State X to State Y will happen on an input received:
an Error State will manage errors
Figure 5.7: An output will be presented falling into an output element
Atypical flows can be handled as well; an example is depicted in Figure 5.6. The dashed
line with the black circle is taken in case of errors; the dashed line will be taken is the
user cancels the operation.
As an example, input modules can be ASR (automatic speech recognition) systems or
physical buttons. Their activation triggers events a system uses as a designer needs.
Output
The counterpart of an input management is the output. As for the former case the new
element I introduce activates the presentation to the user of a particular data. Figure
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Figure 5.8: A transition from State X to State Y will happen as an input arrives and
an output will be presented
Figure 5.9: Allen and Ferguson temporal relations
5.7 presents the adopted graphical formalism for an output device. Output devices can
be, for example, TTS (text-to-speech), displays or LEDs. The internal flow depends on
the chosen output module and the designer controls it.
Figure 5.8 presents how input and output are intended to be used together; the transition
is triggered by an event coming from the input and, going towards State Y the system
presents some output.
5.4.2 Multi-modal input
The last element I introduced in the modified formalism of a statechart diagram to easier
design the interaction with a physical device is an additional input element for flexible
multi-modal input. Allen and Ferguson [154] categorised possible time relationships in
seven classes, depicted in Figure 5.9. However, as users are involved in the interaction
process, strict relations are not always functional; the utterance “what is that?” with a
pointing gesture may be performed in many synchronisations:
• voice and then gesture
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• gesture and then voice
• overlapped signals
A combined input can be performed in multiple ways, and all of them can be valid.
A system that supports natural interactions should handle imprecise signals. With a
proper tolerance all the listed conditions are valid. Such a tolerance depend on both
the situation and the designer. Figure 5.10 presents an input element where two input
modules - I1 and I2 - provide signals. They compose channels that can be fused and
synchronised in a multi-modal block. The rule-based fusion process supports tolerance
on each channel. The internal blocks represent expected duration of each channel coming
from I1 and I2. In that particular case, tolerance means that “I2 is during I1” but “I2
starts I1” and “I2 overlaps I1” are valid as well. The designer establishes both the
normal and the tolerated relations.
Figure 5.10: An input element for multi-modal interaction where the rule-based fusion
process supports tolerance. The grey blocks represent mono-modal channels; tolerance
is defined by the dashed rectangle. The triangle on the right depicts the fusion block
The outcome of a multimodal input node is an input that complies with a rule-based
restriction. The powerful aspect is that this requirement is defined on an abstract level.
5.4.3 Translation
The new formalism I introduced in this Section include graphical elements that aim at
simplifying the design of the interaction with a physical device through input/output
modules. However, all the items I presented in this thesis can be transformed to standard
UML statechart elements; the “translation” complicates the graphical organisation of
the elements but it is formally possible. This process moves the design to a more abstract
level where internal dynamics are implicitly derived. This formalism fuses information
provided by other UML standards like Sequence Diagrams.
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Input
As indicated in Section 5.4.1 input nodes can be translated in a set of events for tran-
sitions exiting from the connected node. The normal flow as well as errors are included
- if considered by the IxD -. Each received signal has a value and starting and finishing
timestamps. Filters of the received input will compose the condition of the event.
Output
As well as input items, the work of an output module is included in the state it is
connected to. The presentation of information to the user will happen in the on exit
phase of the current state.
Since the normal flow for the execution of transitions from A to B is:
1. trigger verified in A
2. on exit on A
3. transition A→ B
4. on entry on B
5. current state is B
inputs and outputs are not conflicting and may reside in the same state.
Multi-modal input
As well as normal input items, multi-modal inputs can be translated in events and tran-
sitions. The transformation procedure is more complicated here because it requires a
more complex condition: received inputs have values and timestamps that need to be
checked to verify the relations. However, since the whole process just requires times-
tamps comparison, the translation with a defined dictionary is possible.
5.5 Environment simulation
The tool I will present in this Section is oriented to an architect mainly focused on
the outfitting of the environment. This job is particularly important for a museum,
where professionals and architects deeply curate exhibits: architects collaborate with
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museum curators to carefully define the position of works of art, their context and the
environmental lighting. Moreover, since museums are typically crowded places [79],
physical barriers help in managing flows of people. Architects decide, with curators,
how to regulates these flows.
As introduced in Section 5.2, a PHASER environment can be simulated by populating
a virtual world of both PHASER nodes and controlled virtual visitors. The architect
would analyse if:
• the environment designed by the expert meets her own needs;
• a simulated crowd of users with some prefixed goals would correctly interact with
the environment.
The simulation also helps the IxD because she monitors how simulated PHASER nodes
respond to users. The expert is the director that supervises the process.
Environment simulation in IoT is not a new proposal. Commercial manufacturers pro-
vide a simulation system for their products, especially if they provide a support for
third-party developers. A virtual representation of the considered device is immersed in
a simulated context and developers can change environmental data. This is done with
Nest1, for example.
Since PHASER nodes are software products, they can be embedded on a physical device
as well as run as normal processes. The latter choice is adopted for simulation in a
controlled context. In PHASER simulation has two goals: (i) testing each single node
and (ii) immerse a PHASER network in a simulated environment with a proper context.
An additional advantage of PHASER is that nodes composing the network can be just
partially executed on physical devices; this composite approach sets up a mixed reality
environment [155]. In literature other studies faced the simulation problem providing
solutions to emulate smart environments [156]. In emulation, behaviours are simulated
in a virtual context, but sensors work in a real environment and provide noisy data. This
approach requires a bridge between virtual and real environments, but it is a compromise
between virtual simulations - which usually rely on idealised sensors - and costs/security
- devices are still simulated and run in a controlled environment -.
This Section is organised as follows: in Section 5.5.1 I will present the proposed envi-
ronment; Section 5.5.2 explains how virtual characters explore the environment.
Chapter 5 Setting PHASER up 77
Figure 5.11: An example of the world generated in Unreal Engine 4
5.5.1 Simulated Environment
The tool for the architect is an application that receives as input the world created
by the expert and proposes it in a 3D rendering. The Unreal Engine 42 (UE4) meets
these needs and has been adopted as the base framework. By simulating the designed
environment, both the architect and the expert have a first overview of the appearance of
the exhibit. Such a simulation usually requires a sophisticated management of lighting
and textures and UE4 provides a photorealistic rendering. Such a simulator helps in
understanding how the environment will appear, if dimensions of paintings and works of
art matches with the expert’s requirements and if sunlight may improve the final return.
Figure 5.11 depicts an environment as designed by the expert. The “sketched” version
has been showed in Figure 5.2 in Section 5.3.1. Each placed element by the expert has
a corresponding item in UE4 with predefined textures and dimensions. By parsing a
XML-based representation of all parts - described in Section 5.3.3 -, a procedural level
is created at run-time.
5.5.2 Simulated Behaviours
By using an engine for games, the system provides stronger tools that can exploited. A
graphical rendering is essential for a detailed outfitting, but the world will be populated
by visitors that will potentially interact with smart devices. By spawning virtual agents
controlled by artificial intelligence - known as Non-Playing Characters - and by simu-
lating smart devices - in particular PHASER nodes - the proposed simulator provides
a tool to test real case scenarios. Both PHASER nodes and visitors are actors in UE4
1https://developers.nest.com/documentation/cloud/home-simulator retrieved on September 2017
2https://www.unrealengine.com/en-US/what-is-unreal-engine-4 retrieved on August 2017
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Figure 5.12: A simulation of a museum generated in Unreal Engine 4 with a random
number of visitors. Each AI-controlled visitor has an internal utility function, following
designed behaviours
Sequence
Select POIsMove to RoomSelect Room Create Visit Path Sequence
InteractMove to next POI
Figure 5.13: The behaviour tree adopted by AI-controlled visitors
and the resulting test is actually a game. Figure 5.12 reports a snapshot of a test with
a museum with smart paintings and AI-controlled visitors.
By recalling visiting styles in museum discussed in Section 5.2.2, in this Section I provide
details about the designed behaviour of AI-controlled visitors to simulate an environment
populated of interactive entities.
Behaviour tree
AI-controller visitors populate the simulated environment and follow a behaviour struc-
tured as in Figure 5.13. Behaviour trees are well-known structures useful to model
Non-Playing Characters (NPC) [157]. These NPCs move in rooms that contains POIs;
rooms are not necessarily separated by walls, but are defined - invisible - areas. They
have been indicated by the expert in the initial step of the design process - see Section
5.3.1. POIs are, in my case, PHASER nodes representing paintings that responds to
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interaction requests. In a real case, a painting - or, in general terms, an Object of In-
terest - would be a physical object equipped with a device where a proper instance of
PHASER runs on it.
NPCs iterate on the showed tasks to (i) visit the museum and (ii) gather information
from the chosen POIs. All the visitors follow the behaviour tree presented here, but the
assigned style to each visitor may influence the following tasks:
Rooms selection: butterflies and fishes do not expose a particular interest so they
may choose to avoid many rooms. Grasshoppers have very specific interests so are
usually focused on few rooms. The outcome would be similar to butterflies and
fishes but with different amount of chosen zones. Ants would visit many areas.
POIs selection: similar to the description seen for rooms selection.
Interaction: fishes avoids looking at exhibits’ details and interacting with them. But-
terflies usually ask for superficial information and do not spend much time.
Grasshoppers have a specific interest, so a deep interaction is usually expected.
Ants expose interest in museum in general, so they spend time in interaction.
The generic distinction provided here is then formalised in utility functions I will present
in the rest of this Section.
The “interaction” task would require a list of defined questions and acceptable responses
to actually test a PHASER network. However, this step has been left as a future
investigation.
Utility functions
In order to simulate the presented categories by their visiting styles, a selection method
has been provided. This work takes inspiration from [158], where a synthesis algorithm
is proposed to visualise visitors’ styles. The approach I propose here has a different
goal because it provides a method to explore a virtual museum; this means is suitable to
monitor simulated users in a responsive context. The object of investigation is interaction
and environment setup.
Each visitor has three thresholds:
• room selection
• POIs selection
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• interaction
which depend on the assigned category. Each visitor controller selects unexplored areas
by generating a random value with a uniform distribution in the range [0 . . . 1]. The
controller will select the room/POI if the generated value is greater than the threshold.
Regarding the interaction, the process is slightly different, because it requires message
exchanging between the controller and the PHASER node. The controller delivers the
question - selected from a predefined list - and compares the received response with
a set of acceptable outcomes. If the controller accepts the response, it increases an
internal parameter of an amount µ. If the value is greater than the related threshold,
the interaction stops, otherwise the next question is selected.
Each threshold is empirically defined; all of them are in the range [0 . . . 1] with the
following relations: Ants will have high values for each threshold. The opposite is for
Fishes. Butterflies and Grasshoppers have average values, but interaction for the latter
is higher.
As revealed, this approach uses empirically tuned thresholds but, by analysing real vis-
its, these thresholds can be tailored with measured data to conduct a more realistic
simulation. A new exhibition, for example, may be carefully simulated applying thresh-
olds coming from a similar studied context. In Section 5.6 I will describe some adopted
Machine Learning techniques to extract the discussed measurements.
5.6 Machine learning supporting simulation
The presented approaches work by simulating users with different visiting styles known
in literature. In order to achieve a more realistic simulation, real data may help to
analyse real behaviours starting from human visitors. In this Section I propose two
investigations performed by analysing visits’ logs collected at Hecht museum in Haifa.
At Hecht Museum, visitors interact with objects of interest (OOI) through an hand-held
device acting as an audio-guide. The museum is equipped with an indoor positioning
system [2] to detect people in defined areas, while the device stores activities made with
museum contents. Figure 5.14 depicts an example of antenna for indoor positioning.
With the adopted tools, the system monitors the visit and improves the experience of
visitors because it is able to propose personalised contents [159], or analyse influences
[85]. Personalised content delivery, in particular, is an active research branch and it has
been investigated in many studies, as surveyed by Kray and Baus [160].
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Figure 5.14: An antenna of the indoor positioning system used at Hecht museum,
Haifa. Source: [2]
Information gathered from the presented devices are stored in logs and reports. They
contain:
• explored positions
• history seen contents of each OOI
each item has beginning and ending timestamps. Logs allow to recreate the followed visit
and this is very useful for off-line analyses and model productions. The dataset consists
of 292 logs - i.e. visits - where visitors explored 47 exhibits organised in 7 different areas.
This Section has two goals. The main objective is finding thresholds tailored on real
visitors to improve simulated behaviours; this is discussed in Section 5.6.1. The second
goal is to demonstrate that known statistical models used for Process Mining [161], can
be adopted as additional tools for museum-related studies. Details will be introduced in
Section 5.6.2.
5.6.1 k-Means
In order to enhance the museum experience, many studies proposed techniques and
investigations related to this field. These works can be grouped in two parts: the former
focuses the attention on visitors and how they interact with exhibits; the latter moves
on the museum itself and how architecture, outfitting and similar parameters improve
the quality of the experience. These classes are semantically connected, because people
will visit museums and their organisation affects visitors’ perception.
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Regarding museum-based analyses, Attraction Power and Holding Power are well-known
measures used in literature [78, 80, 162, 163]. Attraction power measures the percentage
of people that have stopped in front of an object of interest in their visit. Holding power
indicates the average time spent in front of an exhibit. Both attraction and holding
powers derive from observed behaviours and give an overview on the museum.
Visitor-based analyses aim at detecting the visiting style and proposing personalised
contents to visitors. Approaches and techniques differentiated projects during the last
decades [29, 164, 165].
Detection of visiting styles based on supervised and unsupervised models have been
presented in literature [138, 139]. In this Section I propose an unsupervised approach
based on k-Means [166] to cluster visitors. The main difference with the other approaches
is in the adopted features: while Kuflik et al. [139] used 7-dimensional feature vectors, I
use just 3 features: (i) number of visited POIs - position -; (ii) number of seen contents
- activity with the personal device - and (iii) average time spent on each entity. (i)
and (ii) were normalised on the maximum values gathered from data for POIs and seen
presentations respectively.
I tried values of k in the range [2, 3, 4, 5] and k = 4 better represented the dataset.
Centroids for k = 4 are summarised in Table 5.1.
C1 C2 C3 C4
visited (V) 0.325 0.449 0.455 0.520
seen (S) 0.031 0.153 0.180 0.232
avg time (T) 8.609 38.938 67.058 55.765
Table 5.1: Resulting centroids for each cluster
The interesting observation is that C2,3,4 perfectly reflect the visiting styles of Veron and
Levasseur. In particular:
C1 is Fish: lowest values on each feature. A few time spent in visiting the museum and
in taking details from each POI;
C4 is Ant: highest values on each feature, but not on avg time. More than half museum
is explored with many details received;
C3 is Grasshopper: avg time is higher than Ant and others. Average POIs visited
and seen;
C2 is Butterfly: similar to Grasshopper but with a lower time asking for contents.
It is worth noting that clusters totally hide visitors’ motivations: tired - but interested -
visitors may have the same visiting style of a unmotivated person. Moreover the system
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Figure 5.15: Hecht museum in Haifa divided in areas. All the POIs belong to a single
area. Temporary exhibitions are left out from this analysis
does not guarantee that the user interacting with the audio-guide is actually listening for
contents. This aspect confirms claims found in literature; moreover logs do not expose
this information: they just report positions and activity times without any information
about users background nor activity contents. With these premises motivations could
be just hypotheses.
By formulating the previous analysis, I found a relation to easily detect the right visiting
style. Assuming that VA,G,B,F , SA,G,B,F and TA,G,B,F are Visited, Seen and Time
features for Ant, Grasshopper, Butterfly and Fish respectively, the following relations
result:
VA > VB ≥ VG  VF (5.1)
SA > SG ≥ SB  SF (5.2)
TG > TA > TB  TF (5.3)
The previous result is a useful tool to label a visitor’s experience according her own
behaviour. However, it might be expected that a given visitor can change her behaviour
during a long visit, and it is also possible that the style is affected by the specific inter-
ests[138]. The investigation coped with this aspect; the work continued by partitioning
the POIs in areas and performing the same analyses on each of them. The museum or-
ganisation is presented in Figure 5.15. The experiment required to generate a dataset for
each area. New datasets contained the same features, collected by splitting visitors’ logs
in 7 parts, one for each area. A 4-Means on the new datasets has been trained; details
are presented in Table 5.2 and the previous relations have been observed in almost all
cases. Exceptions have been observed but they may derive from museum’s architecture.
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Area 1 Area 2
A G B F A G B F
visited .918 .750* .831 .803* .585 .562* .502* .450
seen .614 .250* .430* .076 .219 .214 .145 .036
avg time 60.306 88 42.177 9 66.312* 55.824* 38.883 9.050
Area 3 Area 4
A G B F A G B F
visited .548 .473 .508 .390 .415 .321 .341 .317
seen .299 .219 .177 .019 .137 .123 .087 .0
avg time 55.792 66.489 38.921 7.133 58.764 73.667 38.071 10.571
Area 5 Area 6
A G B F A G B F
visited .596 .423* .557 .550* .580 .452 .558 .417
seen .271 .200 .178 .025 .272 .149* .224* .028
avg time 55.781 66.404 38.500 10.750 57.363 68.731 39.410 8
Area 7
A G B F
visited .606 .520 .529 .417
seen .279 .180* .208* .017
avg time 57.768 68.533 40.583 8.833
Table 5.2: Centroids with corresponding visiting style - Ant, Grasshopper, Butterfly,
Fish - with the proposed features split in 7 areas. For cells with starred values relations
5.1, 5.2 and 5.3 do not hold
The approach presented in this Section can be integrated in the simulation step of
PHASER by considering clusters with a complete visitor experience. Features indicate
threshold values discussed in Section 5.5.2 and are now gathered from real visits. In
order to simulate a longer visit with different styles, the second experiment can be used
to detect the most probable changes - as a sort of probabilistic transition matrix - and
replicate them on the simulation. The latter part must be intended as a future work,
because the simulation just supports threshold tuning.
By assigning a visiting style to a NPC, the system does not emulate motivations. In order
to implicitly affect them, the designer may operate on the lists of questions and related
thresholds: focused questions and high interaction threshold, for example, represent a
demanding user with a specific interest. Another character with general requests and low
interaction level, instead, easily satisfies its own interests without deepening contents.
5.6.2 Process mining techniques
Process mining techniques are able to extract knowledge from event logs commonly avail-
able in today’s information systems. These techniques provide new means to discover,
monitor, and improve processes in a variety of application domains [161].
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Figure 5.16: Three types of Process Mining techniques. Di-sco-ve-ry, Con-for-man-ce
Che-ck-ing, and Enhancement compose the three pillars of this discipline
Discovery, conformance checking and enhancement are three main types of Process Min-
ing [167]. Discovery extracts information from event logs, producing a model without
any a priori knowledge. Conformance techniques are used to check if a model reflects
reality. Checking is performed with a new event log. Eventually, enhancement tech-
niques are used to improve or extend the input model by presenting new event logs.
Figures 5.16 depicts a schematic summary of these techniques.
In this Section I present two well-known techniques used in Process Mining: Petri Net
and Social Networks; they are usually adopted in a Business context. I propose their
application in a museum context.
Petri Net
In this Section I presented three main classes of techniques usually investigated for
Process Mining. Discovery often uses Petri Nets [168].
Petri Nets are a diagrammatic tool to model concurrency and synchronisation in dis-
tributed systems. They are mainly used as a visual aid to model a system behaviour.
Places, Transitions and Arcs compose Petri Nets. Places are possible states of the sys-
tem; Transitions are events or actions that which cause a change of state. Arcs connect
a place and a transition or a transition and a place.
Since Petri Nets successfully model concurrency and synchronisation, they are exten-
sively used in Work-flow Management [169], Business Process Management [170] and
Process Mining. In Process Mining, the starting blocks are always event logs. Petri
Nets are used to “[. . . ]provide an insight into the behaviour captured in the log” [171].
By monitoring visitors in the Hecth Museum, Haifa, researchers have collected visits’
logs. Logs contain information about visitors’ position and activity, gathered through
a technologically enriched audio-guide, as stated at the beginning of this Section. The
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Figure 5.17: A Petri Net produced by event logs gathered by monitoring visitors’
activities. Places are white rectangles, while transitions are white circles. Black squares
represent operators to split or join parallel flows. The model shows relations among
POIs, reported as places. The sequence Place-Transition-Place represents begin and
end of the visit of a single POI
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museum contains 47 POIs organised in 7 areas. Figure 5.17 depicts a Petri Net obtained
by analysing visitors’ behaviours. The net shows that many POIs are explored without
a precise pattern - a number of parallel POIs in the beginning -, but relations can be
found on others.
Social Network
Process mining techniques typically focus on performance and control-flow
issues. However, event logs typically also log the performer, e.g., the person
initiating or completing some activity
− Van der Aalst in [172]
Social networks in Process mining are usually adopted to monitor how people on tasks
are connected with each others. The graph is built upon received event logs. Some
people could be involved in many projects/tasks or, on the opposite side, too ignored.
This analysis helps in balancing the load each person has.
By revisiting this technique for museum contexts, I propose here an approach that,
starting from event logs gathered on visitors, shows how POIs are visited and connected
with each others. This may help to look at the museum by a different point of view
and comparing expected behaviours with real ones. The study I present here acts has
not been deeply evaluated. The explanation aims at showing that well-known methods,
already adopted in Process Mining, can be adopted in the museum context to assess
how people approach POIs in a museum.
Figure 5.18 shows on a social network graph how POIs of Hecth museum, Haifa, are
connected with each others. Links are related to visitors explorations. Size of nodes
reports their degrees, in terms of the number of edges that connect to them. As the
figure shows, vertexes are not circles but ellipses: width is proportional to incoming
edges, where height is related to outgoing links. Although names are not very readable,
some representative cases can be extracted: small nodes are remotely reached POIs;
bigger nodes, instead, are important nodes. Large nodes are visited from many other
places, while height and tight vertexes open paths towards many other POIs.
5.7 Summary
In this Section I presented supplementary tools for PHASER, that can be used to better
define the behaviour of both a single node and the whole network. Three actors have
been identified.
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Figure 5.18: Social network graph usually adopted in Process mining. Nodes are
POIs and their shape is related to their connections. Ellipse’s width is proportional to
incoming arcs, while height is proportional to outgoing links. Although names are not
very readable, vertexes at the corners are representative examples
An architect, oriented to the outfitting of the environment, defines, by means of a 3D
representation of the world, design details. An Interaction Designer defines the behaviour
of each PHASER node; I proposed a formalism that extends classic Statecharts to better
defines the interaction with a physical device. An expert has knowledge about the
considered domain; her job is divided in three main parts: (i) placing of each element;
(ii) defining knowledge and how each node should support the user, with the Interaction
Designer (iii) establishing the outfitting of the environment with the Architect.
All the actors take advantage from a simulation - performed on museum scenarios - of the
whole designed environment. AI-controlled characters simulate visitors with different
visit strategies; they help in preliminary testing the system. In order to study how
visitors behave in museums, I proposed studies based on Machine Learning methods to
categorise visit strategies. Preliminary results of the use of Process Mining techniques
in museum context has been investigated.
Although the Interaction Designer is not fully integrated with PHASER, the workflow of
the whole process gave good preliminary results. Currently each behaviour is controlled
by an external Dialogue Manager; one of the adopted tools is OpenDial. Both the
Interaction Designer and the expert collaborate to define the intelligence.
The use of games techniques in museums has been extensively explored in the last years.
However, one of the latest proposals is investigating the use of games to create interest
and curiosity towards museums [173]. Narrative, scene and characters are build starting
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from museums’ objects and historical facts. Differently from “classic” approaches, based
on serious games or gamified experiences, this approach proposes a playful experience
and it does not aim at suggesting people to visit museums directly. Its goal is to elicit
users’ curiosity with important elements of real life. Characters customised in games
are then represented in museums in order to revoke parts of the game.
The whole theoretical background has been discussed by Origlia et al. [174] and is called
MES (Museum-centric Entertainment System).
The Chapter ends with an introduction of methods, usually adopted in Process Mining,
applied to the museum context. In particular they concern Petri-Net and Social Network
analyses. The first model is useful to evaluate how POIs are connected with each other,
by monitoring users’ visits. If recurrent connections happen in the visit, a link appears
in the Petri-Net. This information can be useful to curators and professionals to assess
the status of a museum. The second approach is based on Social Network studies,
by comparing visitors and POIs. The presented graph showed museum elements with
different features. The discussed approaches are complementary because they move the
focus on POIs and visitors as connected entities.

Chapter 6
System evaluation
In this Chapter I will present tests I conducted for PHASER. The experiments concern
the core part of PHASER, that has been presented in Chapter 3. Experiments and
results about linguistic analyses and conflict resolution have been already discussed in
Chapters 4.
In order to test PHASER, I conducted different types of experiments. The object of
evaluation is the infrastructure, aiming to assess if the proposed model can be a valid
choice for ubiquitous computing; another important aspect concerns Human-Computer
Interaction, investigating what people expect from a PHASER network and issues that
such a model could arise.
This Chapter is organised as follows: in Section 6.1 I will presents a smart-house case
study where both simulated and real networks have been considered. Similar evalua-
tions will be exposed in Section 6.2 on a simulated smart-museum. Section 6.3 focuses
on Human-Computer Interaction issues generated in PHASER, analysing how people
feel in interacting with typical devices to control others. This Chapter ends with final
considerations.
6.1 Home Case Study
Single PHASER node interaction has been tested in Wizard-of-Oz techniques [175],
where I tested internal dynamics reproducing recorded dialogues. This was useful to
assess flexibility without a completely implemented system. Flexibility is related to
nodes that can be configured to represent different actors in a PHASER network. By
assigning proper values to parameters discussed in Section 3.2.2, I simulated a network
composed by appliances and people without a hierarchic structure.
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I also conducted stress tests by simulating devices to assess the reliability of the mul-
timodal input structure in simultaneously receiving many input data. I simulated N
input devices producing nonsense data - strings, points and numbers - for each channel.
I used an iMac mid 2010 Intel Core i5 a 3.6 GHz. I stressed the module up to N = 80
input devices producing data each 100ms having a CPU consuming at 8%. Although
the tested has been conducted in a very unrealistic situation, the system successfully
sustained such a load. Details have been published in [96].
In this Section I propose tests in smart-house scenarios. My analysis is focused on
network communication with the aim of proving that the algorithm proposed in Section
3.3.1 for the “Navigation problem” reaches the target node in a reasonable time and
steps number. Another test, in simulation, uses a more realistic network. In all the
presented results, the target is the node able to provide the desired output. The Section
ends with experiment and results obtained with real users.
Simulation
In the considered case of study number of required nodes rarely goes beyond tens, and
searching algorithms do not work in very challenging situations, where undetermined
solutions are possible. Nevertheless, in order to test convergence features, quality and
processing times of our algorithm, I generated networks with 103 devices. The network
was divided in sub-networks with random arcs: connections within the same area are
more probable than connections between different sub-networks. I generated networks
with 20..10 sub-networks with a number of nodes from 22 to 4134. Since the classes of
devices where limited, many nodes were assigned to the same class - n kettles, m ovens,
etc - but this do not influence the test because the algorithm does not require limited
numbers of devices.
By defining both the request and the target, I simulated an interaction, starting from a
random node, using the algorithm of Section 3.3.1 as a measure of quality; µ, τmax, τi
and φ have been set to 0.1, 0.5, 0.3 and 0.05 respectively. Figure 6.1 shows the collected
lengths of paths. The first and second columns contain the observed lengths at the first
iteration and after 30 adaptation steps, also adding new relevant links; starting from
a reference set of N nodes in a graph with N2 ∗ 30% connections in total, in repeated
simulation, we added up to 7% of the connections. The third column shows the shortest
path length on the same initial topology. Eventually, the last column reports a stability
test. By analysing the paths followed during each test, nodes have been ranked according
to their presence in paths. The most important node is labelled as the most visited one;
start and target nodes were excluded. Stability check has been obtained by removing
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Figure 6.1: Observed paths pre and post the adapting phase, comparing post with
the shortest path and including stability checks
both important nodes in the network - after the adaptation - and the new introduced
arcs. This aims at simulating nodes that suddenly fall down in a network.
Realistic network
With the same approach, I generated a realistic network where a reasonable number of
connected devices populated a smart house. The goal of this test was to assess if the
quality of a connection affects the results.
The house was composed by 3 bedrooms, 1 bathroom, 1 living room and 1 kitchen.
Alarm clocks, washing machines, kettles, ovens, microwave-ovens and cookers have been
considered. 28 nodes composed the total network. Different network topologies have
been considered. They all followed the same structure: nodes within the same area
shared the 80% of connections, while inter-areas connections had a changing percentage
from 5% to 30%. In order to be statistically relevant, each single experiment has been
repeated 50 times; the whole process has been performed on 10 generated topologies
having the same structure, but connections among nodes were potentially different.
Also in this test, µ, τmax, τi and φ have been set to 0.1, 0.5, 0.3 and 0.05 respectively.
The more connections nodes share, the faster could be the network in providing a re-
sponse, because each node is more probably connected to the target. However, a full-
connected graph is not always desirable because of infrastructure limits, especially with
large networks. The considered topology aims at promoting links between nodes in the
same area. This encourages intra-area interactions; however, the system is not limited
to them because connections among different zones extend this possibility.
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Figure 6.2: A comparison in realistic situation with 28 devices and reasonable con-
nections
The system has been tested as follows: similarly as in previous test, I chose the target
node T . A random node R1 from each room was picked and then I calculated the
shortest path between R1 and T ; used as reference in comparison with the forwarding
algorithm without tolls, with toll = 0.1, and the adaptation process as explained in
Section 3.3.1. In the second step, the resulting network was tested picking another node
R2 in the same area. The network was trained in seven iterations. Resulting data are
showed in Figure 6.2.
Smart house
During a visiting period, I conducted these experiments at the “Smart Space Lab” at
Middlesex University, London1. Living labs are houses equipped with sensors used to
develop context-aware and ubiquitous systems. These labs provide naturalistic user be-
haviours in real life. They are more realistic than smart rooms which fail in reproducing
daily behaviours and limit movements [101]. Although living labs are not real houses,
testers may spend a longer period there than typical research lab and their feeling with
the environment better simulates a realistic scenario [176].
In this test, I asked users to solve the following scenario:
You come back home after work in the evening, with some gym clothes to
wash. You want to reach your friends for a party in an hour but you need to
do something before: washing your clothes, preparing your dinner, dressing
for the party. You are lucky because the smart house can help you.
The description continued by presenting a set of available devices, with brief tutorial
to control them and the three tasks in a structured organisation. The network was
1I thank very much Juan C. Augusto for his precious advice, support and hospitality during my stay
in Middlesex.
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composed of 8 devices: washing machine, radio, kettle, oven, TV, alarm clock, heating,
light controller, organised in four rooms. Each user interacted with the devices through
a web-page - running on tablets -, where an image clearly represented the associated
intelligent device. The tablets were close to the devices itself, in the proper room. All the
nodes run on three different machines, but they were connected and remotely reachable.
The tests have been performed by 10 people, mainly international students recruited
from the university.
I monitored behaviours in interacting with the house. It appeared that users tend to
maintain their status: if they are comfortably on the sofa - as in the beginning of the
test -, they prefer to remotely solve tasks. If they are standing, instead, they prefer to
walk and reach the target of the next step; it has been noted for the “washing clothes”
and “dressing” tasks. However, when they remotely solved the tasks, in the 90% of the
cases they used the same device as interface from the beginning to the end of the task.
In other cases, they did not show an evident preference between remote control and a
closer interaction with physical devices, but they felt comfortable using the system in
both the ways. This was the case of the “preparing dinner” task. It is possible that
background and personal interests affect this measure.
A relevant weak point that compromised the experience of users has been detected on
the voice recognition. I used an off-the-shelf solution, integrated in javascript, running
behind the web-pages. Although it was set on British English, it failed the 62% of cases,
also with British people. In one case, for example, the user had to repeat 5 times the
utterance content fridge, with 24 seconds spent in total. In other cases, instead, the
parsing of the request for the kettle required an hint to solve the task: the kettle did not
accept “turn on the kettle”, but just “turn the kettle on”. However, the same problem
would be run into a centralised system, as well.
In conclusion, all the testers perceived the system as a compact block, similarly to a
centralised system. Volunteers, asked to express their preference for distributed vs.
centralised systems, preferred a distributed system in 8 cases on 10.
Discussions
In the first experiment, I observed that, after the learning phase, the system reached
the target in fewer steps than “observed pre”, also in big networks. The t-test confirmed
the hypothesis that “post data are lower than pre ones”; this aspect has been noticed
also in the biggest topology, where the post average distance is slightly higher than
pre. Concerning the stability test, although the removed nodes affected the final result
requiring longer paths, the system was able to reach the target anyway. The request
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reached the target in 25 milliseconds, even on the biggest network. I run all the nodes
on the same machine, on different processes, in order to be focused on time required by
the algorithm. This way I excluded transmission delays and additional time a Dialogue
Manager may require in a real situation.
Concerning the quality of connections, it appears that PHASER works better when
connections reflect a “semantic links” between two devices; a semantic link means that
users would - unconsciously - use that connection to require actions. Alarm clock and
Coffee Machine can be semantically connected, for example, because a person may ask
to prepare a coffee in the morning from the bed. The test in the realistic case did not use
semantically links but random connections. However, the test proved that, after some
learning steps, PHASER starts using relevant links; they often match with semantic
links. The test also showed that providing an optimised network is a complex job, that
highly depends on the context and the available services and nodes. For this reason the
initial topology should be designed from an expert for the considered domain.
Interesting results came from the last experiments with real users. Although 10 users
did not completely explain when remote interaction is preferred on the close - and
classic - one, the experiment is successful because people spontaneously used both the
approaches. Future efforts will be spent to investigate (i) how much personal interests
affects behaviours in the proposed context and (ii) if PHASER may exploit this infor-
mation to adapt nodes’ behaviours on this aspect. It is possible that an extended test,
conducted in real houses, would expose a clearer evidence.
Eventually, users perceived that they could control the whole house from each device,
accomplishing the goal; however, they found unnatural talking with a specific device to
manage everything - e.g. the fridge to switch the light on, etc. -. This aspect arose
questions about which strategies are better to make the users feel the interaction as
“natural”. A possible strategy they advised is to elect a unit as manager for all the
devices in each room. Alternatively, one can coordinate all the devices with the same
interface, hiding shared intelligence. I will present in Section 6.3 tests focused on this
issue.
6.2 Museum Case Study
In this Section, I propose an experiment similar to the one shown in Section 6.1, referred
to a smart museum. 103 nodes compose the network. The topology was automatically
generated following guidelines appeared in the previous test. However, the best and
optimised solution should be designed by an expert of a museum context.
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Environment Avant-garde Impressionism Naturalism Baroque
p-value 0.99995 1 1.4961e-07 1
Environment Mannerism Renaissance Primitives
p-value 0.26782 0.10986 0.00045991
Table 6.1: Obtained p-values from the Wilcoxon test with null hypothesis that
adapted median length is lower after adaptation steps. Although the null hypothe-
sis is refused in two cases, median values in Primitives are almost comparable
The environment was composed by 7 different areas, following the organisation explained
in Section 3.1, where different areas corresponded to diverse artistic movements. The
adopted ontology contained paintings for each considered movement. In order to reach
103 nodes, many of these paintings were repeated, but this did not affect the experiment
because they just filled the network. The topology had the 80% of connections between
nodes in the same area and connected objects in different environment with the 30% of
possibility. Each node was equipped with input accepted utterances, used to rank the
nodes. The objective was to reach a chosen object, which is the target of the interaction.
Each iteration starts from a randomly selected object in the same area. After 100
attempts, the system was reset and the test started from the next area. Figure 6.3
reports the obtained paths’ lengths without the adaptation step and after 40 iterations
in which internal parameters are tuned. Table 6.1 reports p-values of the Wilcoxon test,
where the null hypothesis stated that the lengths after the adaptation is lower than the
starting one.
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Figure 6.3: Box plots of the obtained paths’ lengths in request navigation. Each box
reports the distribution of paths of 100 requests delivered to nodes in each available
environment
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Discussion
In this Section I adapted PHASER to a museum, where each work of art was technologi-
cally enriched with responsive capabilities. The world was organised in seven areas, each
containing paintings. The system run for 40 adaptation steps in order to tune internal
parameter and evaluate if the system is able to learn from the observed requests. By
knowing the target, a classical shortest path algorithm could be faster in reaching it, but
in the considered case we cannot know the target a priori. In this condition, a shortest
path search cannot be applied. The obtained results showed that the system has been
able to adapt its behaviour to the received requests. In two cases it failed - Naturalism
and Primitives - confirming that the initial topology is crucial to evaluate our approach.
Nevertheless, in the latter case, the Primitives, the obtained median value is almost
comparable to the initial one.
6.3 Human-Computer Interaction issues
The experiments presented and discussed above have been focused on architectural as-
pects of PHASER, showing that the proposed algorithm efficiently solves the Navigation
Problem; however, additional steps, such as the conflict resolution discussed in Chapter
4, may require extended processing delay, and this could compromise the user experience.
Observed times may reach 1.5 seconds in most cases. Real people have been involved
in the smart house; although they did not disapprove required time, interesting consid-
erations arose. In this Section I propose an experiment focused on Human-Computer
Interaction issues, analysing how people feel better in interacting with networked devices.
The problem of interaction in an Intelligent Environment is not new [101], but recent
studies investigated how connected devices should respond in Intelligent Environments
[177]. Mennicken et al. [178], for example, questioned about how to design interaction
in a pervasive system, focusing on humanised aspects of an interface. The conclusion
of that work is that, although an interface can follow users hints and behave like they
desire, that system would never be a friend, but a friendly stranger.
In this Section, I focus the attention on users, analysing if they prefer an approach of
interacting with a PHASER network and assessing if the discussed delays may alter
the user experience. I proposed a museum scenario, where the environment represents
a museum divided in two rooms with 5 paintings; people ask information to paintings
through their own smartphone; I developed an Android app for this test. This device,
indeed, acts as an interface between the user and a simulated PHASER network. The
interface of the smartphone can switch in two modalities: list of paintings and avatar.
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In both the cases, topological details are hidden for the user. In the first modality, the
user consciously selects the object of the interaction from a list with thumbnail and
title; in the second, the interface does not show details, but the user needs to specify
the related painting at each request. While in the former case the request is delivered
to the previously selected node, in the latter version the best node is chosen to process
the request. The network is composed by 5 paintings, organised in 2 categories. Users
can ask generic information, such as author, description, style and age. The setup of
this test is different from the one done in the smart house because here the user always
accesses the network through smartphone. In the previous case, instead, the user had
the possibility to change the approach. The Android interface gives the possibility to
personalise the channel of interaction; the user can deliver the request by typing or
pronouncing it. The response can be read - through the Text to Speech module - and
the size of the written message can be adjusted.
This test has two goals: (i) observing if users show a clear preference in choosing the
modalities; (ii) by intentionally introducing delays and failures during the interaction,
I assess the tolerated inconveniences. Concerning the second point, incremental noise is
inserted in the interactions; 4 profiles are summarised in Table 6.2.
Profile no. 1 2 3 4
delay (ms) 600 1500 2000 2000
ask repeat once once
Table 6.2: Profiles of the conducted experiments. Delays and ask repeat simulate
times required for the propagation of the request and possible failures in the interaction
Delays are inserted between the delivery of the request, and the presentation of the
response. The minimum delay (600 ms) is considered as baseline, as it has been observed
in conflict resolution - details in Section 4.3.2 -. Incremental values extend the interaction
and follow delays observed in simulated experiments. A failure in the interaction asks
to repeat the question in both typed of spoken interaction. Other failures may arrive if
the system actually does not understand the message.
The system has been tested by 20 italian people, 5 for each profile. None had experience
with PHASER or similar models. 12 did not have a technical background, while 10 had
experiences in laboratory activities. 16 people were in the range 20-35, while 4 over
50. The users participated to a survey after the test session; they assigned a 10-levels
Likert scale, where higher values refer to a higher quality. Concerning the modalities
of interaction, 14 people preferred list-based interaction with an average vote of 7.236;
5 people would choice the avatar-based one, evaluated with 6.368, while just 1 did not
show preferences; 7/20 people selected the avatar-based interaction as first choice. The
principal criticism was related to the low smartness of the interface; it was uncomfortable
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X profile Y profile
hypothesis
p− value
null alternative
3 1 X = Y X 6= Y 0.786
3 4 X = Y X > Y 0.008
3 2 X = Y X > Y 0.006
Table 6.3: Results of the Wilcoxon tests run on the votes gathered from users. The
first and second columns represents the compared profiles values; the third and fourth
refer to median values of votes; higher values relate to a better evaluation. The last col-
umn is the resulting p−value. Each test has been performed with α = 0.05 significance
level
to specify the name of the painting at each request. Users positively evaluated, instead,
the customisation of the interface, with an average value of 7.74. I did not appreciate a
difference between the different ages.
Interestingly, delays did not affect the experience. While profiles 1 and 3 gave comparable
votes, the system “intelligence” deteriorates the user experience, with a final worse
evaluation. Table 6.3 summarises results of the Wilcoxon test, conducted to compare
the evaluations. As an explanation, p > α means that the null hypothesis cannot be
rejected; otherwise, the alternative is valid.
6.4 Summary
In this Chapter I presented experiments conducted to assess the PHASER model. Tests
have been focused on different aspects. Simulated networks have been used to test the
algorithm proposed for the navigation problem. Other experiments focused on users;
real scenarios have been proposed to evaluate users’ judgements in interacting with a
distributed model. Users interacted with devices mainly recurring to voice.
The experimental setup with real users is based on studies known in literature; Mo¨ller
et al. [179] identified some important factors that influence the perceived quality of the
service provided by a dialogue interface: user, agent, environment, task and contextual
factors. User factors include attitude, emotions, experiences and knowledge which affect
the users evaluation. Agent factors are related to the characteristics of the machine
counterpart. Environment factors relate to the physical context of the interaction. Task
and contextual factors relate to the non-physical context [101].
All the experiments showed that PHASER requires a careful design of the initial topol-
ogy and intelligence of each device. However, since the connections are automatically
adapted on the history of interactions and the topology is optimised after few steps,
the proposed model is a valid alternative to currently adopted approaches. PHASER
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advantages concern flexibility and scalability; the network tolerates new introduced de-
vices and is not limited to a fixed number of nodes. In addition, the algorithms are
domain-independent, and they gave similar results in both the smart house and smart
museum.
In the last test, a closer look on users has been taken; they clearly preferred the list-based
interaction over the avatar-based one in the proposed case study. However, they tried
both the modalities, and they found comfortable that the same interface can be used to
access all the paintings. It is possible that a more intelligent behaviour, based on the
detection of the proper painting and/or with a more friendly interaction, would affect
the judgement; this will be subject of future investigations. Operation times observed in
previous experiments of PHASER has been proposed to users, intentionally introducing
delays in the interaction. This aspect did not affect the opinion; however, the system
must be intelligent to tolerate misunderstood questions.

Conclusions and future works
In this thesis I presented PHASER, a distributed model that defines a ubiquitous in-
frastructure for Internet of Things scenarios in multiple domains. It defines a network
of nodes - that in real cases can be both software agents and physical devices - which
are grouped in environments, but they all run at the same hierarchic level. PHASER
brings several innovation points, that review the currently adopted strategies in this
field. PHASER has been devised for smart homes and smart museums, but it would ac-
cept any structured represented environment. With this PhD, I did not aim at proposing
just another ubiquitous model ; my goal was stating that a different direction is needed
and that complementary jobs should be led, encouraging collaboration and creativity.
The general idea behind PHASER is that users should be pervasively sustained, provid-
ing Natural User Interfaces as much as possible. However, designers and professionals
without a deep technical background should be supported in setting an Intelligent En-
vironment up.
One of the goals was to prove that a set of independent nodes can be arranged through
a relaxed protocol and that they all represent an Intelligent Environment. Each node
interacts with people and reports them outputs. However, if an entity is not able to
produce a proper output, it shares the request to the network. Broadcasting is not a
preferred solution and nodes rely on partial information about both other nodes and
their knowledge. By recurring to routing solutions, based on context-awareness and
network adaptation, PHASER moves the routing of the request to a more abstract level,
proposing a forwarding strategy that depends on the object of the interaction and on
how the network responded in previous interactions. These aspects have been discussed
in Chapter 3, starting from a formal definition of PHASER elements and algorithmic
solutions for the “Navigation Problem”.
During these three years, I revised the routing solution, proposing alternatives that
improved the final result. Well-known techniques of Information Retrieval and Natural
Language Processing have been adopted to enhance the ranking of nodes according
to the received request. In addition, in order to ensure network consistency, conflict
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resolution strategies have been presented. They take into account multiple levels of
description: request, provided services and influenced services. The proposed approach
has resulted correct and complete; experiments showed that the system involves all the
needed nodes, without overloading the network with useless interactions; the best node
always won the conflicts and required times have been satisfactory. All these arguments
have been presented in Chapter 4.
Intelligence and interaction need to be carefully designed, in order to tailor behaviours
and interfaces on users’ needs; together with PHASER, I proposed various tools to
support professionals, identified in three actors covering all the needed aspects. An
expert has knowledge about the chosen domain. She decides multiple aspects of the
final network, assuming a role of director of the designing process. An Interaction
Designer defines the behaviour of each PHASER node placed by the expert. Although
dialogues are currently managed by external tools, such as OpenDial, I proposed an
improved statechart formalism that simplifies the description of the interaction with a
physical device. The last actor is an Architect ; she is mainly oriented to the outfitting,
ensuring that nodes do not compromise the decided scenic design. I proposed a platform
to support all the actors; tools have been designed with a User-Centred Design process
and a discussion about Personas and Scenarios have been used to both design and test
PHASER networks.
With this PhD, I wanted to propose PHASER as an alternative approaach to current
commercial products. It is not a competitor of traditional solutions, but it provides
a valid alternative for many situations where independent devices can be arranged to
compose an Intelligent Environment. The experiments conducted in various situations
showed that PHASER is ready to be used as an infrastructure for smart devices. Future
investigations will be directed on a more intelligent generation of an initial topology, by
recurring to genetic algorithms to propose a network that would follow required inter-
actions. Another important aspect I will study, is an additional support at run-time
in museum contexts, where a distributed infrastructure may help visitors in exploring
the museum. Current methods used to categorise visiting styles are centralised, but
on-line classifiers have been explored. My idea is to propose this approach on an IoT
infrastructure, where all the nodes may contribute to this categorisation; by relying
on the exposed history of visit, and by orchestrating interactions among locally con-
nected PHASER entities, a node may recommend to a user the next step in her visit
following both her detected behaviour and curator expectations. In my opinion, this is
an interesting support that a distributed model may provide to both professionals and
visitors.
Appendix A
Applications for Smart Tourism
Over the past six decades, tourism has experienced continued expansion and diversifi-
cation, becoming one of the largest and fastest-growing economic sectors in the world.
Many projects have been funded to encourage research in proposing innovative techno-
logical solutions for Cultural Heritage. One of them, the Or.C.He.S.T.R.A. (ORganiza-
tion of Cultural HEritage for Smart Tourism and Real-time Accessibility) project [110],
aimed at providing solutions for smart cities and cultural heritage support in Naples,
Italy.
The mission of Or.C.He.S.T.R.A. was to support tourists in all the steps of the visit:
from the organisation, to on-site tours of the city and even later. In this context, for the
on-site part three projects have been proposed: PaSt, a CAVE-like environment that
provides an experience for a group of people; E.Y.E.C.U., an Eye-Tracker tailored on
exploring paintings and Caruso, a smart audio-guide based on dynamic 3D soundscapes.
All the projects aimed at dematerialising the interface [145], avoiding visual barriers
between the user and the real world.
In this Chapter I will discuss about the cited products. Although they were isolated
solutions, PHASER has been devised as a common infrastructure of all the projects and
an easy bridge for an extended support of users.
A.1 PaSt
PaSt [153] stands for “Passeggiata nella Storia”, (in english “walking through the his-
tory”). It is a CAVE-like environment that tracks a small group of people on a defined
area and present them multimedia contents. The leader of the group - who come first in
the area - can perform gestures with the hands to interact with the proposed projections.
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The system is modular, in order to easily customise PaSt: a combination of SCXML1
and SMIL2 are used to design the interaction. SCXML represents a statechart that
defines the workflow, while SMIL is used to describe the contents to deliver.
Apparently PaSt contrasts the common philosophy, recurring to barriers. However, PaSt
has been adopted to navigate information that cannot be explored in Naples: the 10
layers of the city. The floor reported the map of the city. By recurring to gestures, the
leader can change the era; the system proposes a different map, and shows how the city
changed. The map has some hot points. By stepping on them, the users ask to explore
details. These contents are delivered on the walls, as the designer defines.
A.2 E.Y.E.C.U.
E.Y.E.C.U. [180, 181] is an Emotional eYe trackEr for Cultural heritage sUpport. It has
been designed in the Or.C.He.S.T.R.A. project as an interface to navigate and explore
works of art, mainly oriented to paintings. The proposed solution detects users facial
features by means of a common webcam. The User Experience aims at being as natural
as possible: the system, indeed, does not require to wear any device and starts working
without a calibration step.
The interaction is as follows: the user explores the painting; in the while a webcam
tracks her gaze. As the user watches a detail of the painting, corresponding to a region
of interest, the system “surprises” the user with the projection of contents related to
the observed detail. E.Y.E.C.U. has an emotional component based on mydriasis, pupil
dilation, which is a well known event often related to emotional arousal. This is used as
discussed by Calandra and Cutugno [182].
A.3 Caruso
One of the main features of the physical environment in which humans live is spatial
dimensionality. Although 3D mainly refers to video, sounds as well carry an important
spatial solution. It is essential in nature to localise sources in the space. However, the
spatial component is not only detected, but can also be simulated to provide an improved
experience to the listener.
Although spatialised sounds are common nowadays in games and movies, Caruso [25,
183] has been an innovative solution for the Cultural Heritage context. It is an Android
1https://www.w3.org/TR/scxml/ retrieved on October 2017
2https://www.w3.org/TR/smil/ retrieved on October 2017
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app that provides a real-time dynamic experience by tracking users through their own
smartphones and proposing an interaction based on 3D sound that follows users’ move-
ments. GPS position and orientation are detected to adapt a virtual 3D soundscape.
In addition, in order to enhance the interaction, interactive headphones have been pro-
posed. They are equipped with an inertial sensor, able to detect the orientation of the
head, and communicate it to the smartphone via Bluetooth. The headphones’ capsules
are not completely isolating, so real sounds are added to the virtual part, reaching an
Augmented Audio Reality. With this setup, the user is free to leave the smartphone in
her pocket and interact with the system without any visual and acoustical barriers.
The user has the impression to be part of a vocal scene that explained, through animated
real stories played by actors, details about Points of Interest (POI) in the historic centre
of Naples. The description automatically starts close to the proper POI; the display of
the smartphone can be consulted in needed to find POIs on a map.
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