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Abstract
New bispectral orthogonal polynomials are obtained from an unconventional truncation of the Askey-
Wilson polynomials. In the limit q → 1, they reduce to the para-Racah polynomials which are orthogonal
with respect to a quadratic bi-lattice. The three term recurrence relation and q-difference equation are
obtained through limits of those of the Askey-Wilson polynomials. An explicit expression in terms
of hypergeometric series and the orthogonality relation are provided. A q-generalization of the para-
Krawtchouk polynomials is obtained as a special case. Connections with the q-Racah and dual-Hahn
polynomials are also presented.
1 Introduction
Persymmetric Jacobi matrices are invariant under reflections with respect to the anti-diagonal [1, 2, 3, 4].
Recent studies found applications for these matrices in transfer of quantum information along Heisenberg
spin chains [5, 6, 7, 8, 9, 10, 11]. Necessary and sufficient conditions for achieving perfect end-to-end
transfer of a qubit have been framed as properties of Jacobi matrices and their spectra [9]. In addition to
persymmetry, differences of consecutive eigenvalues must satisfy certain relations. This suggested to study
Jacobi matrices whose spectrum are the superposition of two lattices (bi-lattices). Interestingly, this idea
led to the characterization of two novel sets of orthogonal polynomials : the para-Krawtchouk polynomials
[10] which are orthogonal with respect to a linear bi-lattice and the para-Racah polynomials [12] which are
orthogonal with respect to a quadratic bi-lattice.
It turns out that the para-Racah polynomials can be seen to arise from a singular truncation of the Wilson
polynomials which sits atop the Askey scheme [13]. They are however not classical in the usual sense since
they satisfy the same difference equation as the Wilson polynomials but with degenerate eigenvalues. In this
setting, the corresponding Jacobi matrix is not persymmetric, but rather corresponds to an one-parameter
isospectral deformation of the persymmetric one. Hence, the general para-Racah polynomials depend on
three real parameters a, c, α and the Jacobi matrix is persymmetric only when α = 1/2. Additionally, the
para-Krawtchouk polynomials can be recovered from the para-Racah polynomials by an appropriate limit.
Our goal here is to report on a q-generalization of these results. More precisely, we will construct new
orthogonal polynomials via a singular truncation of the Askey-Wilson polynomials. We name them the
q-para-Racah polynomials since they reduce to the para-Racah ones in the limit q → 1. A study of the
most general tridiagonal representations of the q-oscillator algebra AB − qBA = 1 has given hints of their
existence and their connection to the q-para-Krawtchouk polynomials [14].
The paper will unfold as follows. In section 2, we review some basic properties of the Askey-Wilson
polynomials. We then proceed with the construction of a set of N + 1 q-para-Racah polynomials. We start
in section 3 with the case of N = 2j+1. The three-term recurrence relation, the q-difference equation and an
explicit expression in terms of hypergeometric series are obtained from a singular truncation of the Askey-
Wilson OPs. The general orthogonality relation is obtained by making use of persymmetry features that
are observed when α = 1/2. Section 4 is dedicated to the case N = 2j and the corresponding formulas. A
q-generalization of the para-Krawtchouk polynomials is obtained as a special case in section 5. A connection
to the q-Racah and dual-Hahn polynomials is also presented and a short conclusion follows.
1
2 Askey-Wilson polynomials
Let us first review some properties of the Askey-Wilson polynomials. They are sitting atop the contin-
uous part of the q-Askey scheme and depend on four parameters a, b, c, d. We shall denote them by
Wn(x; a, b, c, d|q) or simply Wn(x) when the parameters need not be explicit. They admit a simple ex-
pression in terms of the hypergeometric function
Wn(x; a, b, c, d|q) = 4φ3
[
q−n, abcdqn−1, aeiθ, ae−iθ
ab, ac, ad
∣∣∣∣q; q
]
(2.1)
in the variable x = cos(θ). For future considerations, it will be useful to write this hypergeometric series
explicitly
Wn(x; a, b, c, d|q) ≡
∞∑
k=0
An,kΦk(x) (2.2)
where
An,k =
(q−n, abcdqn−1; q)k
(q, ab, ac, ad; q)k
, Φk(x) = (ae
iθ, ae−iθ; q)k, (2.3)
with the standard notation for the q-Pochhammer symbol (a; q)k = (1 − a)(1 − aq) . . . (1 − aqk−1) and
its products (a1, a2, . . . , an; q)k = (a1; q)k(a2; q)k . . . (an; q)k. The Askey-Wilson polynomials satisfy a q-
difference equation
q−n(1 − qn)(1− abcdqn−1)Wn(x) = A(θ)T+Wn(x) − [A(θ) +A(θ)]Wn(x) +A(θ)T−Wn(x) (2.4)
where the T± are the following q-shift operators
T+e
iθ = qeiθ T−e
iθ = q−1eiθ
T+e
−iθ = q−1e−iθ T−e
−iθ = qe−iθ
(2.5)
and the coefficients A(θ) and its complex conjugate A(θ) are defined by
A(θ) =
(1− aeiθ)(1− beiθ)(1− ceiθ)(1 − deiθ)
(1− e2iθ)(1− qe2iθ) . (2.6)
Moreover, the Wn(x) obey the three-term recurrence relation
2xWn(x) = AnWn+1(x) + (a+ a
−1 −An − Cn)Wn(x) + CnWn−1(x) (2.7)
with recurrence coefficients
An =
(1− abqn)(1 − acqn)(1− adqn)(1− abcdqn−1)
a(1− abcdq2n−1)(1− abcdq2n) ,
Cn =
a(1− qn)(1− bcqn−1)(1− bdqn−1)(1 − cdqn−1)
(1 − abcdq2n−2)(1− abcdq2n−1) .
(2.8)
It is sometimes more convenient to work with the monic Askey-Wilson polynomials W˜n(x). They are given
by
Wn(x) =
2n
A1A2 . . . An−1
W˜n(x) (2.9)
and satisfy the recurrence relation
xW˜n(x) = W˜n+1(x) +
1
2 (a+ a
−1 −An − Cn)W˜n(x) + 14An−1CnW˜n−1(x). (2.10)
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The orthogonality relation and many more properties on the Askey-Wilson polynomials can be found in
[15, 16]. It is well-known that the Askey-Wilson polynomials can be reduced to a finite set of N + 1
orthogonal polynomials if
ANCN+1 = 0. (2.11)
It is easy to see that there are multiple ways to achieve this condition by looking at the recurrence coefficients
(2.8). Many of these possibilities lead to the q-Racah polynomials. More precisely, if one chooses the
parameters so that either (1 − abqN), (1 − acqN), (1 − adqN ), (1 − bcqN ), (1 − bdqN ) or (1 − cdqN ) is equal
to zero, then the corresponding polynomials will be the q-Racah polynomials. There is however another
possibility which consists in choosing
1− abcdqN−1 = 0, (2.12)
but this introduces a singularity in the denominators of An and Cn for n ∼ N/2. The present article deals
with this option and we show that under an appropriate parametrization, it is possible to recover a set of
orthogonal polynomials distinct from the q-Racah polynomials that has not been studied before as far as we
know. In [13], we presented a similar argument for the case q = 1.
3 Odd case : N = 2j + 1
We aim to study the singular truncation (2.12) and to characterize the corresponding orthogonal polynomials.
Remark first that depending on the parity of N , the singular factors in the denominators of An and Cn given
by (2.8) change. This implies that both cases must be treated separately. This section will deal with the
case N odd and we relegate the case N even to the next section.
Now, fix N = 2j + 1 and let
b = a−1q−j+e1t, d = c−1q−j+e2t, t→ 0. (3.1)
Notice that in the limit t→ 0, this parametrization realizes the truncation condition (2.12).
3.1 Recurrence relation
Injecting the formulas (3.1) in the recurrence coefficients (2.8) and taking the limit t → 0, one can check
that the only coefficients depending on e1 and e2 are
lim
t→0
Aj =
(
e1
e1 + e2
)
(1− acqj)(c− a)(1− q−j−1)
ac(1− q−1) , (3.2)
lim
t→0
Cj+1 =
(
e2
e1 + e2
)
(1− qj+1)(c− a)(ac− q−j)
ac(1− q) . (3.3)
Remark that the two occurences of the parameters e1 and e2 are not independent since they sum to one.
They can hence be combined into a single deformation parameter α :
e1
e1 + e2
= α,
e2
e1 + e2
= 1− α. (3.4)
With this notation, the limiting recurrence coefficients can be expressed as
lim
t→0
An =


(1− acqn)(c− aqn−j)(1 − qn−2j−1)
ac(1− q2n−2j−1)(1 + qn−j) n 6= j,
α(1 − acqj)(c− a)(1− q−j−1)
ac(1− q−1) n = j,
(3.5)
lim
t→0
Cn =


(1− qn)(a− cqn−j−1)(ac− qn−2j−1)
ac(1 + qn−j−1)(1 − q2n−2j−1) n 6= j + 1,
(1− α)(1 − qj+1)(a− c)(ac− q−j)
ac(1 − q) n = j + 1.
(3.6)
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These new recurrence coefficients verify ANCN+1 = 0 with N = 2j + 1 and thus provides a finite set of
polynomials. We define the (monic) q-para-Racah polynomials Rn(x; a, c, α|q) (or Rn(x) for short) via the
three-term recurrence relation
xRn(x) = Rn+1(x) + bnRn(x) + unRn−1(x) (3.7)
with initial conditions R−1(x) = 0, R0(x) = 1 and where the recurrence coefficients are those of the monic
Askey-Wilson polynomials (2.10) under the limit given by (3.1)
bn = lim
t→0
1
2 (a+ a
−1 −An − Cn), (3.8)
un = lim
t→0
1
4An−1Cn. (3.9)
Using formulas (3.5) and (3.6), they can be written as
bn =


(a+ c)
(
qj+1 + 1
)
qn
(
acqj + 1
)
2ac (qj + qn) (qj+1 + qn)
n 6= j, j + 1,
a+ a−1
2
+
α(c− a)
(
qj+1 − 1
)
q−j
(
acqj − 1
)
2ac(q − 1)
−
(
qj − 1
)
q−j(c− aq)
(
acqj+1 − 1
)
2ac (q2 − 1)
n = j,
a+ a−1
2
+
(1− α)(c− a)
(
qj+1 − 1
)
q−j
(
acqj − 1
)
2ac(q − 1)
−
(
qj − 1
)
q−j(c− aq)
(
acqj+1 − 1
)
2ac (q2 − 1)
n = j + 1,
(3.10)
un =


(qn − 1)
(
qn − q2j+2
)
(acqn − q)
(
qn − acq2j+1
) (
aqn − cqj+1
) (
cqn − aqj+1
)
4a2c2 (qj+1 + qn)2 (q2n − q2j+1) (q2n − q2j+3)
n 6= j + 1,
(1− α)α(c− a)2q−2j
(
qj+1 − 1
)2 (
acqj − 1
)2
4a2c2(q − 1)2
n = j + 1.
(3.11)
Remark : It is straightforward to verify that these coefficients are persymmetric when α = 1/2, i.e. that the
following relations hold :
bn = bN−n, n = 0, 1, . . . , N,
un = uN−n+1, n = 1, 2, . . . , N.
(3.12)
For α 6= 1/2, the coefficients bj and bj+1 are perturbed and no longer equal.
Furthermore, owing to Favard’s theorem, these polynomials will be orthogonal if they satisfy un > 0 for
n = 1, . . . , N . With some easy computation, this is seen to be tantamount to the following conditions on
the parameters
0 < q < 1, 0 < α < 1, c 6= a,
q < ac < q
−1, ac < 1 or ac > q1−N .
(3.13)
3.2 q-Difference equation
Exploiting again the limit procedure given by (3.1), it is possible to recover a q-difference equation for the
q-para-Racah polynomials from that of the Askey-Wilson polynomials. Indeed, this procedure is trivial since
the q-difference equation (2.4) contains no parameters in the denominator. Thus, the Rn(x) will satisfy
q−n(1− qn)(1 − qn−N )Rn(x) = A(θ)T+Rn(x) − [A(θ) +A(θ)]Rn(x) +A(θ)T−Rn(x) (3.14)
where the T± are again given by (2.5) and the coefficients A(θ) become
A(θ) =
(1− aeiθ)(1− a−1q−jeiθ)(1 − ceiθ)(1 − c−1q−jeiθ)
(1− e2iθ)(1 − qe2iθ) (3.15)
with A(θ) obtained by complex conjugation. The q-para-Racah polynomials are thus bispectral, but we
remark that upon scaling the polynomials by a factor q−n, the eigenvalues from equation (3.14) are degenerate
in contrast to the usual classical orthogonal polynomials.
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3.3 Explicit expression
It is possible to obtain an explicit expression for the q-para-Racah polynomials from the hypergeometric
expression of the Askey-Wilson polynomials. Consider the series expansion (2.2) and use the parametrization
(3.1). In the limit t→ 0, the coefficients (2.3) reduces to
lim
t→0
An,k =


(q−n, qn−2j−1; q)kq
k
(q−j , ac q
−j, ac, q; q)k
k ≤ j and k ≤ n,
(qn−2j−1; q)2j+1−n(q; q)n+k−2j−2(q
−n; q)kq
k
α(q−j ; q)j(q; q)k−j−1(
a
c q
−j, ac, q; q)k
k > j and k ≤ n,
0 otherwise.
(3.16)
This allows us to express the Rn(x) as
Rn(x) = ηn
∑
k
(
lim
t→0
An,k
)
Φk(x) (3.17)
where ηn is a normalization factor to ensure the polynomials are monic. With the help of some well-known
identities for q-Pochhammer symbols, the following expressions can be obtained : If n < j,
Rn(x) = ηn4φ3
[
q−n, qn−2j−1, aeiθ, ae−iθ
q−j , ac, ac−1q−j
∣∣∣∣q; q
]
. (3.18)
If n = j,
Rj(x) = ηj
j∑
k=0
(q−j−1, aeiθ, ae−iθ; q)kq
k
(q, ac, ac−1q−j ; q)k
. (3.19)
If n = j + 1,
Rj+1(x) = ηj+1
j∑
k=0
(q−j−1, aeiθ, ae−iθ; q)kq
k
(q, ac, ac−1q−j ; q)k
+ ηj+1
(q−j−1, aeiθ, ae−iθ; q)j+1q
j+1
α(q, ac, ac−1q−j ; q)j+1
. (3.20)
If j + 1 < n ≤ N ,
Rn(x) = ηn4φ3
[
q−n, qn−2j−1, aeiθ, ae−iθ
q−j , ac, ac−1q−j
∣∣∣∣q; q
]
(3.21)
+ ηn
(qn−2j−1; q)2j+1−n(q
−n, aeiθ, ae−iθ; q)j+1(q; q)n−j−1q
j+1
α(q−j ; q)j(q, ac, ac−1q−j ; q)j+1
4φ3
[
qj+1−n, qn−j , aqj+1eiθ, aqj+1e−iθ
qj+2, acqj+1, ac−1q
∣∣∣∣q; q
]
.
The normalization ηn is given by
ηn =


(q, q−j , ac−1q−j , ac; q)n
(qn−2j−1, q−n; q)n(−2a)nqn(n+1)/2
n ≤ j,
α(q−j ; q)j(q; q)n−j−1(ac
−1q−j , ac, q; q)n
(qn−2j−1; q)2j+1−n(q; q)2n−2j−2(q−n; q)n(−2a)nqn(n+1)/2 n > j.
(3.22)
The q-para-Racah polynomials thus generally admit an explicit expression as a linear combination of two
basic hypergeometric functions. However, due to some cancellations between parameters in the numerator
and the denominator of the hypergeometric function when n = j and n = j + 1, the polynomials Rj(x) and
Rj+1(x) have to be expressed as a sum which corresponds to a ”truncated” hypergeometric series.
Moreover, the non-monic q-para-Racah polynomials given by Rn(x; a, c, α|q)/ηn reduces to the (non-
monic) para-Racah polynomials described in [13] upon substituting
a→ qa, c→ qc, eiθ → qix (3.23)
and taking the limit q → 1. Akin to the connection between the Askey-Wilson and the Wilson polynomials,
the q → 1 limit is taken in the explicit expressions of the polynomials instead of the recurrence relation.
5
3.4 Orthogonality relation
In order to obtain the orthogonality relation of the q-para-Racah polynomials, we begin by computing the
characteristic polynomial which gives the spectrum of the Jacobi matrix or, equivalently, the orthogonality
lattice. In a similar fashion to the derivation of the Rn(x), consider
lim
t→0
(1 − q(e1+e2)t)AN+1,k =


(q−N−1; q)kq
k
α(ac, ac−1q−j ; q)k(q−j ; q)j(q; q)k−j−1
j + 1 ≤ k ≤ N + 1,
0 otherwise,
(3.24)
which can be summed with the Φk(x) to obtain
RN+1(x) ∝ (aeiθ, ae−iθ; q)j+1 × 3φ2
[
q−j−1, aqj+1eiθ, aqj+1e−iθ
acqj+1, ac−1q
∣∣∣∣q; q
]
. (3.25)
Note that it is possible to neglect the normalization constant since we are only interested in the zeros of
RN+1(x). Now, using the Saalschutz q-summation formula, (3.25) can be factorized as
RN+1(x) ∝ (aeiθ, ae−iθ; q)j+1(ceiθ, ce−iθ; q)j+1. (3.26)
The orthogonality lattice will correspond to the zeros of (3.26) :
x2s =
1
2 (a
−1q−s + aqs) s = 0, 1, . . . , j, (3.27)
x2s+1 =
1
2 (c
−1q−s + cqs) s = 0, 1, . . . , j. (3.28)
Hence, the q-para-Racah polynomials will obey an orthogonality relation of the form
N∑
s=0
wsRn(xs)Rm(xs) = u1u2 . . . unδnm (3.29)
where the xs are given by (3.27) and the normalization constants are given by the recurrence coefficients
(3.11). A standard formula from the theory of orthogonal polynomials explicitly gives the weights [17] :
ws =
u1u2 . . . uN
Rn(xs)R′N+1(xs)
, s = 0, 1, . . . , N. (3.30)
However, due to the involved nature of RN (x) given by (3.22), we will use a simpler procedure which exploits
the persymmetry that arises when α = 1/2 [18]. In this case, when the polynomial RN (x) is evaluated at
the zeros of the characteristic polynomial xs, one obtains a simple expression which is due to the interlacing
properties of their zeros :
RN (xs) =
√
u1u2 . . . uN(−1)N+s. (3.31)
Combining (3.30) and (3.31), it is easy to compute the weights for α = 1/2 which we shall denote by w˜s.
The weights for general α have been shown to be related to the w˜s by a simple multiplicative factor in [18] :
ws ∝ (1 + β(−1)s)w˜s (3.32)
where β is a real parameter independent of N . One can easily obtain β by comparing (3.30) and (3.32) for a
fixed value of N (e.g. N = 3 for simplicity). Here, one obtains β = 1−2α. Carrying through the calculation,
one readily obtains
w2s = −
2(1− α)KN22j+1ajcj+1q(2j+1)s+(j+1)j
(
1− a2q2s) (a2; q)
s
(
q−j ; q
)
s
(ac; q)s
(
aq−j
c ; q
)
s
(q; q)j (a2q; q)j
(
c
a ; q
)
j+1
(ac; q)j+1 (1− a2) (q; q)s
(
aq
c ; q
)
s
(a2qj+1; q)s (acq
j+1; q)s
(3.33)
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w2s+1 =
2αKN2
2j+1cjaj+1q(2j+1)s+(j+1)j
(
1− c2q2s) (c2; q)
s
(
q−j; q
)
s
(ac; q)s
(
cq−j
a ; q
)
s
(q; q)j (c2q; q)j
(
a
c ; q
)
j+1
(ac; q)j+1 (1− c2) (q; q)s
(
cq
a ; q
)
s
(c2qj+1; q)s (acq
j+1; q)s
(3.34)
where KN is a normalization constant arising in the persymmetric case α = 1/2 and given by
KN =
√
u1u2 . . . uN . (3.35)
It can easily be computed by using the persymmetry of the un (3.12) :
KN =
(a− c)q−j (qj+1 − 1) (acqj − 1) (q−j ; q)2
j
(
q−2j−1; q
)
j(q; q)j(ac; q)j
(
aq−j
c ; q
)
j
(
cq−j
a ; q
)
j
(
q−2j
ac ; q
)
j
ac(q − 1)22j+2 (q−2j−1; q2) j (q−2j ; q2)2j (q1−2j ; q2) j
.
(3.36)
The weights are normalized to verify
j∑
s=0
w2s = 1− α
j∑
s=0
w2s+1 = α (3.37)
which generalizes a known result for persymmetric Jacobi matrices.
When c = a the spectrum becomes doubly degenerate, i.e. x2s = x2s+1. This degeneracy is related with
the degeneracy of the recurrence coefficient uj+1 = 0 as seen from (3.11). This means that the corresponding
Hermitian Jacobi (tridiagonal) matrix of the recurrence coefficients bn and un becomes reducible: it can be
decomposed into a direct sum of two independent Jacobi matrices each having the same (now simple)
spectrum x2s.
4 Even case : N = 2j
The construction of the q-para-Racah polynomials for even values of N is similar to the N odd case. We
review quickly the procedure in this section and give the corresponding results.
Let N = 2j. The singular truncation (2.12) is achieved via the parametrization and limit
b = a−1q−j+e1t, d = c−1q−j+1+e2t, t→ 0. (4.1)
As before, the parameters e1 and e2 are not independent and can be encoded in a single deformation
parameter α by
e1
e1 + e2
= α
e2
e1 + e2
= 1− α. (4.2)
4.1 Recurrence relation
The q-para-Racah polynomials Rn(x; a, c, α|q), or Rn(x) for short, are defined by the recurrence relation
xRn(x) = Rn+1(x) + bnRn(x) + unRn−1(x) (4.3)
with initial conditions R−1(x) = 0, R0(x) = 1 and with the coefficients given by
bn = lim
t→0
1
2 (a+ a
−1 −An − Cn), (4.4)
un = lim
t→0
1
4An−1Cn. (4.5)
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where An and Cn are the recurrence coefficients of the Askey-Wilson polynomials (2.8) in which we substi-
tuted parametrization (4.1). A straightforward calculation yields
bn =
a+ a−1
2
+
(qn − 1) (acq2j − qn) (aqj+1 − cqn)
2ac (qj + qn) (q2j+1 − q2n) +
(
q2j − qn) (acqn − 1) (cqj − aqn+1)
2ac (qj + qn) (q2j − q2n+1) , (4.6)
un =


(qn − 1) (qn − q2j+1) (acqn − q) (qn − acq2j) (aqn − cqj) (cqn − aqj+1)
4a2c2 (qj + qn) (qj+1 + qn) (q2j+1 − q2n)2
n 6= j, j + 1,
(1− α)(c− a)q−2j (qj − 1) (qj+1 − 1) (aq − c) (acqj − 1) (acqj − q)
4a2c2(q − 1)2(q + 1) n = j,
α(c− a)q−2j (qj − 1) (qj+1 − 1) (aq − c) (acqj − 1) (acqj − q)
4a2c2(q − 1)2(q + 1) n = j + 1.
(4.7)
The recurrence coefficients are also persymmetric, i.e. satisfy (3.12), when α = 1/2. The positivity conditions
un > 0 for n = 1, . . . , N are verified when the parameters obey
0 < q < 1, 0 < α < 1, c 6= a,
q < ac < q
−1, ac < 1 or ac > q1−N .
(4.8)
4.2 q-Difference equation
The q-difference equation for N = 2j is obtained by inserting the limit procedure given by (4.1) in (2.4). In
this case, the Rn(x) satisfy
q−n(1− qn)(1 − qn−N )Rn(x) = A(θ)T+Rn(x) − [A(θ) +A(θ)]Rn(x) +A(θ)T−Rn(x) (4.9)
where the T± are given by (2.5) and the coefficients by
A(θ) =
(1− aeiθ)(1− a−1q−jeiθ)(1 − ceiθ)(1 − c−1q−j+1eiθ)
(1− e2iθ)(1 − qe2iθ) (4.10)
and its complex conjugate. Again, the q-para-Racah polynomials are bispectral, but each eigenvalues is
degenerate upon rescaling the polynomials by q−n.
4.3 Explicit expression
An explicit expression for the Rn(x) can readily be obtained by inserting the parametrization (4.1) in the
series expansion (2.2). Summing the resulting terms, one obtains for n ≤ j :
Rn(x) = ηn4φ3
[
q−n, qn−2j , aeiθ, ae−iθ
q−j , ac, ac−1q−j+1
∣∣∣∣q; q
]
, (4.11)
and for j + 1 ≤ n ≤ N :
Rn(x) = ηn4φ3
[
q−n, qn−2j , aeiθ, ae−iθ
q−j , ac, ac−1q−j+1
∣∣∣∣q; q
]
(4.12)
+ ηn
(qn−2j ; q)2j−n(q
−n, aeiθ, ae−iθ; q)j+1(q; q)n−jq
j+1
α(q−j ; q)j(q, ac, ac−1q−j+1; q)j+1
4φ3
[
qj+1−n, qn−j+1, aqj+1eiθ, aqj+1e−iθ
qj+2, acqj+1, ac−1q2
∣∣∣∣q; q
]
with monicity ensured by the normalization
ηn =


(q, q−j , ac−1q−j+1, ac; q)n
(qn−2j , q−n; q)n(−2a)nqn(n+1)/2
n ≤ j,
α(q−j ; q)j(q; q)n−j−1(ac
−1q−j+1, ac, q; q)n
(qn−2j ; q)2j−n(q; q)2n−2j−1(q−n; q)n(−2a)nqn(n+1)/2 n > j.
(4.13)
The polynomials of degree j and j + 1 need not be distinguished when N = 2j because the simplification of
the parameters in the hypergeometric function does not change where the series truncate in constrast with
the N odd case.
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4.4 Orthogonality relation
The characteristic polynomial can once more be computed via
RN+1(x) = ηN+1
∞∑
k=0
lim
t→0
(1 − q(e1+e2)t)AN+1,kΦk(x). (4.14)
Carrying through the computation and using the Saalschutz q-summation formula, it can be expressed in
factorized form as
RN+1(x) ∝ (aeiθ, ae−iθ; q)j+1(ceiθ, ce−iθ; q)j . (4.15)
The orthogonality grid is again has the form of a biexponential bi-lattice :
x2s =
1
2 (a
−1q−s + aqs) s = 0, 1, . . . , j, (4.16)
x2s+1 =
1
2 (c
−1q−s + cqs) s = 0, 1, . . . , j − 1, (4.17)
and the orthogonality relation is
N∑
s=0
wsRn(xs)Rm(xs) = u1u2 . . . unδnm. (4.18)
As in the previous section, one can compute the general weights by using the persymmetry when α = 1/2.
The result is
w2s =
(1− α)KNajcjq(2j)s
(
1− a2q2s) (a2; q)
s
(
q−j ; q
)
s
(ac; q)s
(
aq−j+1
c ; q
)
s
(q; q)j (a2q; q)j
(
c
a ; q
)
j+1
(ac; q)j (1− a2) (q; q)s
(
aq
c ; q
)
s
(a2qj+1; q)s (acq
j ; q)s
, (4.19)
w2s+1 =
−αKNaj+1cj−1q(2j)s
(
1− c2q2s) (c2; q)
s
(
q−j+1; q
)
s
(ac; q)s
(
cq−j
a ; q
)
s
(q; q)j−1 (c2q; q)j−1
(
a
c ; q
)
j+1
(ac; q)j+1 (1− c2) (q; q)s
(
cq
a ; q
)
s
(c2qj ; q)s (acq
j+1; q)s
, (4.20)
with
KN =
q2j
2
+1(c− a)(1 + qj)(1− qj+1)(1− q2j+1)(c− aq)(q; q)j(q
−2j−1; q)j(
ac
q
; q)j+2(
cq−j−1
a
; q)j(
q−2j
ac
; q)j(
aq−j
c
; q)j
(1− q)2(ac− q)(q−2j−1; q2)2j (−q; q)
2
j (a− cq
j)(1− acq2j)(c− aqj+1)
.
(4.21)
The weights also satisfy the relations
j∑
s=0
w2s = 1− α,
j−1∑
s=0
w2s+1 = α. (4.22)
5 Special cases
5.1 q-para-Krawtchouk
Under an appropriate reparametrization, it is possible to reduce the Rn(x) to polynomials orthogonal with
respect to an exponential bi-lattice instead of a biexponential bi-lattice. We call the corresponding polyno-
mials the q-para-Krawtchouk polynomials because they reduce to the para-Krawtchouk polynomials when
q → 1. The persymmetric case α = 1/2 for N = 2j + 1 has been briefly mentionned in [14]. We here obtain
the general q-para-Krawtchouk polynomials for general N and general α. To this end, let us first rewrite the
parameters a and c in terms of new parameters θ and ∆ given by
θ = ac, ∆ =
a
c
, (5.1)
a2 = θ∆, c2 =
θ
∆
. (5.2)
9
Rescaling the lattice xs and taking the limit θ →∞, one obtains an exponential bi-lattice ys described by
y2s = lim
θ→∞
2a
θ
x2s = ∆q
s, (5.3)
y2s+1 = lim
θ→∞
2a
θ
x2s+1 = q
s. (5.4)
The q-para-Krawtchouk polynomials Qn(y) can be obtained by taking a similarity transformation
x =
θ
2a
y, Qn(y) =
(
θ
2a
)−n
Rn(x). (5.5)
Under this transformation, the recurrence relations (3.7) and (4.3) of the q-para-Racah becomes
yQn(y) = Qn+1 + b˜nQn(y) + u˜nQn−1(y) (5.6)
where
b˜n = lim
θ→∞
2a
θ
bn, (5.7)
u˜n = lim
θ→∞
4a2
θ2
un. (5.8)
Inserting the recurrence coefficients (3.10) and (3.11) in the previous formula gives
b˜n =


qn+j(1+qj+1)(1+∆)
(qj+qn)(qj+1+qn) n 6= j, j + 1,
∆− α(1−qj+1)(∆−1)1−q + q(1−q
j)(∆q−1)
(1−q2) n = j,
∆− (1−α)(1−qj+1)(∆−1)1−q + q(1−q
j)(∆q−1)
(1−q2) n = j + 1,
(5.9)
u˜n =


q2j+1+n(1−qn)(q2j+2−qn)(qn−∆qj+1)(qj+1−∆qn)
(qj+1+qn)2(q2j+1−q2n)(q2j+3−q2n) n 6= j + 1,
α(1−α)(∆−1)2(1−qj+1)2
(1−q)2 n = j + 1
(5.10)
for N = 2j + 1. Using instead (4.6) and (4.7) gives
b˜n = ∆− q
2j(qn − 1)(qn −∆qj+1)
(qj + qn)(q2j+1 − q2n) +
qn(q2j − qn)(qj −∆qn+1)
(qj + qn)(q2j − q2n+1) , (5.11)
u˜n =


q2j+n(qn−1)(q2j+1−qn)(qn−∆qj+1)(∆qn−qj)
(qj+qn)(qj+1+qn)(q2j+1−q2n)2 n 6= j, j + 1,
(1−α)(1−qj)(1−qj+1)(∆−1)(1−q∆)
(1−q)2(1+q) n = j,
α(1−qj)(1−qj+1)(∆−1)(1−q∆)
(1−q)2(1+q) n = j + 1
(5.12)
for N = 2j. In the limit q → 1, this recurrence relation reduces to the one of the para-Krawtchouk
polynomials up to another similarity transformation. Remark that these coefficients are also persymmetric
when α = 1/2. The orthogonality relation for the Qn(y) can be obtained by the same procedure used in
section 3 and 4 to obtain the orthogonality relation for the q-para-Racah polynomials. Omitting the details,
one readily finds
N∑
s=0
wsQn(ys)Qm(ys) = u˜1u˜2 . . . u˜nδnm (5.13)
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where the weights are given by
w2s = KN
(1− α) (1− 1∆) qs (∆q−j ; q)j
(
q−j
∆ ; q
)
j
(
q−j ; q
)
s
(
∆q−j ; q
)
s
(q; q)s
(
1
∆ ; q
)
j+1
∆j(∆q; q)s
(5.14)
w2s+1 = KN
α(1−∆)∆jqs
(
q−j
∆ ; q
)
j
(
∆q−j ; q
)
j
(
q−j ; q
)
s
(
q−j
∆ ; q
)
s
(q; q)s(∆; q)j+1
(
q
∆ ; q
)
s
(5.15)
KN =
(−1)jqj(j−1) (1− q2j+1)
(1 − q)(−q; q)j (q−2j−1; q2)j
. (5.16)
for N = 2j + 1 and by
w2s = KN
(1− α)qs (q−j ; q)
s
(
∆q1−j ; q
)
s
∆j(q; q)s
(
q
∆ ; q
)
j
(∆q; q)s
(5.17)
w2s+1 = KN
α∆j−1
(
1− qj) qs (q1−j ; q)
s
(
q−j
∆ ; q
)
s(
1− qj∆
)
(q; q)s(∆q; q)j
(
q
∆ ; q
)
s
(5.18)
KN =
(−1)jq 32 j(j−1) (qj + 1) (1− qj+1) (1− q2j+1) (q−2j−1; q)
j
(1−∆q)
(
q−j−1
∆ ; q
)
j
(
∆q−j ; q
)
j
(1−∆qj+1) (1− q)2 (q−2j−1; q2)2j (−q; q)2j
(5.19)
for N = 2j.
5.2 Reduction to a single lattice
Consider the persymmetric case α = 12 . For c = aq
1
2 , the orthogonality lattice reduces to a single biexpo-
nential lattice of the form
xs =
1
2
(a−1q−
s
2 + aq
s
2 ) s = 0, 1, 2, . . . , N. (5.20)
In this setting, the q-para-Racah polynomials connect with the q-Racah polynomials in base q
1
2 . More
precisely, the following relation holds for any N :
Rn(x; a, aq
1
2 , 12 |q) = (2a)−npn(2ax; aq−
1
4 ,−a−1q−j− 34 ,−aq− 14 ,−aq− 14 |q 12 ) (5.21)
where pn(y;α, β, γ, δ|q) ≡ pn(y) are the monic q-Racah polynomials defined in [15]. This can be checked by
substituting directly (5.21) in the recurrence relation (3.7) for N odd and (4.3) for N even and comparing
the coefficients with those of the monic q-Racah polynomials found in [15].
In addition, this special instance of q-para-Racah polynomials bears a connection with the dual-Hahn
polynomials in the limit q → 1. To see this, consider the recurrence coefficients An and Cn given in (3.5)
and (3.6) and let α = 12 and c = aq
1
2 . Now, substitute a→ qa and compute the limits
lim
q→1
An
(1− q 12 )2 = (n+
4a−1
2 + 1)(n−N),
lim
q→1
Cn
(1− q 12 )2 = n(n−
4a−1
2 −N − 1).
(5.22)
These results corresponds precisely to the recurrence coefficients (also denoted by An and Cn) of the dual-
Hahn polynomials given in [15] with parameters γ = δ = 4a−12 . It is a trivial matter to verify that the
same result holds for even values of N . This is in perfect correspondance with the special case of the para-
Racah polynomials that reduces to the dual-Hahn polynomials with parameters γ = δ = 4a−12 when the
orthogonality bi-lattice of the former reduces to a single lattice [13].
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6 Conclusion
To summarize, we constructed new orthogonal polynomials from a singular truncation of the Askey-Wilson
polynomials. They have been called the q-para-Racah polynomials because their construction is parallel to
the one of the para-Racah polynomials starting from the Wilson polynomials. Furthermore, they can be
connected by a q → 1 limit in their (unnormalized) explicit expression in a similar fashion to the connection
between the Askey-Wilson and the Wilson polynomials. A three-term recurrence relation, a q-difference
equation, an explicit expression and the orthogonality relation have been obtained both for sets containing
an even or odd numbers of polynomials. We further characterized the q-para-Krawtchouk polynomials as
a special case of the q-para-Racah polynomials. This is also of interest because these last polynomials had
never been much characterized in the literature before. This specialization occurs in a limit where the
orthogonality grid reduces from a biexponential bi-lattice to an exponential bi-lattice. A connection to the
q-Racah and dual-Hahn polynomials has also been presented in the special case where the bi-lattice reduces
to a single lattice.
The q-para-Racah and the q-para-Krawtchouk are both associated to an isospectral deformation of per-
symmetric Jacobi matrices. Specifically, their Jacobi matrices are persymmetric only when the parameter
α = 1/2. This is an interesting feature which we hope could see them arise in future applications. An idea is
to interpret their Jacobi matrices as the restriction to the one-excitation sector of an Heisenberg spin chain
Hamiltonian and to study their ability to produce transfer of quantum information or generate entangled
pairs. Another direction would be to study their bispectrality. Although the q-para-Racah polynomials
possess the bispectrality property, the spectrum of the corresponding q-difference operators in (3.14) and
(4.9) is doubly degenerate. This means that the q-para-Racah polynomials do not belong to the category
of ”classical” orthogonal polynomials with the Leonard duality property. It would be interesting to find an
appropriate algebraic description of these polynomials. We hope to report on these questions in the near
future.
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