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INVARIANCE OF IDEAL LIMIT POINTS
PAOLO LEONETTI
Abstract. Let I be an analytic P-ideal [respectively, a summable ideal] on
the positive integers and let (xn) be a sequence taking values in a metric space
X . First, it is shown that the set of ideal limit points of (xn) is an Fσ-set [resp.,
a closet set].
Let us assume that X is also separable and the ideal I satisfies certain addi-
tional assumptions, which however includes several well-known examples, e.g.,
the collection of sets with zero asymptotic density, sets with zero logarithmic
density, and some summable ideals. Then, it is shown that the set of ideal
limit points of (xn) is equal to the set of ideal limit points of almost all its
subsequences.
1. Introduction
Let I be an ideal on the positive integers N, i.e., a collection of subsets of N
closed under taking finite unions and subsets. It is assumed that I contains all
finite subsets of N and it is different from the whole power set P(N). Note that
the family of subsets with zero asymptotic density
I0 := {S ⊆ N : |S ∩ [1, n]| = o(n) as n→∞}
is an ideal, cf. Section 2.
Let X be a topological space, which will be always assumed to be Hausdorff.
Given an X-valued sequence x = (xn), we denote by Λx(I) the set of I-limit
points of x, that is, the set of all ℓ ∈ X such that
lim
k→∞
xnk = ℓ,
for some subsequence (xnk) such that {nk : k ∈ N} /∈ I. Statistical limit points
(i.e., I0-limit points) of real sequences were introduced by Fridy [11], cf. also
[6, 9, 12, 13] and references therein.
An old result of Buck [5] states that the set of ordinary limit points of “almost
every” subsequence of a real sequence (xn) coincides with the set of ordinary limit
points of the original sequence, in the sense of Lebesgue measure. The aim of this
article is to extend this result to the setting of ideal limit points.
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Its analogue for ideal cluster points has been recently obtained in [15] (where
we recall that ℓ ∈ X is an I-cluster point of x provided that {n : xn ∈ U} /∈ I for
all neighborhoods U of ℓ). Related results can be found in [2, 8, 18, 19].
2. Preliminaries
We recall that an ideal I is said to be a P-ideal if for every sequence (An) of sets
in I there exists A ∈ I such that An \ A is finite for all n; equivalent definitions
were given, e.g., in [1, Proposition 1].
By identifying sets of integers with their characteristic function, we equip P(N)
with the Cantor-space topology and therefore we can assign the topological com-
plexity to the ideals on N. In particular, an ideal I is analytic if it is a continuous
image of a Gδ-subset of the Cantor space. Moreover, a map ϕ : P(N)→ [0,∞] is
a lower semicontinuous submeasure provided that: (i) ϕ(∅) = 0; (ii) ϕ({n}) <∞
for all n ∈ N; (iii) ϕ(A) ≤ ϕ(B) whenever A ⊆ B; (iv) ϕ(A ∪B) ≤ ϕ(A) + ϕ(B)
for all A,B; and (v) ϕ(A) = limn ϕ(A ∩ {1, . . . , n}) for all A.
By a classical result of Solecki, an ideal I is an analytic P-ideal if and only if
there exists a lower semicontinuous submeasure ϕ such that
I = Iϕ := {A ⊆ N : ‖A‖ϕ = 0}, (1)
where ‖A‖ϕ := limn ϕ(A \ {1, . . . , n}) for all A ⊆ N, cf e.g. [10, Theorem 1.2.5].
Hereafter, unless otherwise stated, an analytic P-ideal will be always denoted by
Iϕ, where ϕ stands for the associated lower semicontinuous submeasure as in (1).
Lastly, given k ∈ N and infinite sets A,B ⊆ N with canonical enumeration
{an : n ∈ N} and {bn : n ∈ N}, respectively, we write A ≤ B if an ≤ bn for all
n ∈ N and define
AB := {ab : b ∈ B} and kA := {ka : a ∈ A}.
At this point, we recall the definition of thinnability given in [15, Definition
2.1].
Definition 2.1. An ideal I is said to be weakly thinnable if AB /∈ I whenever
A ⊆ N admits non-zero asymptotic density and B /∈ I.
If, in addition, also BA /∈ I and X /∈ I whenever X ≤ Y and Y /∈ I, then I is
said to be thinnable.
As it has been shown in [15, Proposition 2.3], the class of thinnable ideals
are quite rich and include well-known examples, e.g., the collection of sets with
zero asymptotic density, sets with zero logarithmic density, and some summable
ideals. Moreover, in the special case of analytic P-ideals, we define also strong
thinnability:
Definition 2.2. An analytic P-ideal Iϕ is said to be strongly thinnable if:
(i) Iϕ is weakly thinnable;
(ii) given q > 0 and a set A ⊆ N with asymptotic density a > 0, there exists
c = c(q, a) > 0 such that ‖BA‖ϕ ≥ cq whenever ‖B‖ϕ ≥ q;
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(iii) there exists c > 0 such that ‖X‖ϕ ≥ c‖Y ‖ϕ whenever X ≤ Y .
A moment thought reveals that strongly thinnability is just a refinement of
thinnability, considering that ‖·‖ϕ allows us to quantify the “largeness” of subsets
of N.
Proposition 2.3. Let f : N → (0,∞) be a definitively non-increasing function
such that
∑
n≥1 f(n) =∞. In addition, suppose that
lim inf
n→∞
∑
i∈[1,n] f(i)∑
i∈[1,kn] f(i)
6= 0 for all k ∈ N (2)
and define the ideal
Ef :=
{
S ⊆ N : lim
n→∞
∑
i∈S∩[1,n] f(i)∑
i∈[1,n] f(i)
= 0
}
.
Then, Ef is a strongly thinnable analytic P-ideal provided that Ef is strechable,
i.e., kA /∈ Ef for all k ∈ N and A /∈ Ef .
Proof. Note that Ef is a Erdo˝s–Ulam ideal, indeed f(n) = o(f(1) + · · · + f(n))
as n → ∞ since f is non-increasing, cf. [10, Section 1.13]; hence Ef contains
all the finite sets. Moreover, the weak thinnability of Ef , i.e., property (i), has
been shown in [15, Proposition 2.3] (its proof relies on the hypotheses (2) and
strechability).
Let ϕ be a lower semicontinuous submeasure associated with Ef . Then, it
follows from the proof of [10, Theorem 1.13.3] that there exists a strictly increasing
sequence of positive integers (zn) such that
lim
n→∞
∑
s∈(zn,zn+1]
f(s)∑
s∈[1,zn]
f(s)
= 1 (3)
and ‖S‖ϕ = limn→∞ gn(S) for all S ⊆ N, where
gn(S) := sup
k∈N
∑
s∈S∩(zk,zk+1]\{1,...,n}
f(s)∑
s∈[1,zk]
f(s)
.
Considering that gn(S) ↓ ‖S‖ϕ, then also gzn(S) ↓ ‖S‖ϕ. Hence
‖S‖ϕ = inf
n∈N
gzn(S) = inf
n∈N
sup
k∈N
∑
s∈S∩(zk,zk+1]\{1,...,zn}
f(s)∑
s∈[1,zk]
f(s)
= inf
n∈N
sup
k≥n
∑
s∈S∩(zk,zk+1]
f(s)∑
s∈[1,zk]
f(s)
= lim sup
n→∞
∑
s∈S∩(zn,zn+1]
f(s)∑
s∈[1,zn]
f(s)
.
(4)
Replacing ϕ with 1
2
ϕ (which is possible since Iϕ = I 1
2
ϕ), we obtain by (3) and (4)
that
‖S‖ϕ = lim sup
n→∞
∑
s∈S∩(zn,zn+1]
f(s)∑
s∈[1,zn+1]
f(s)
. (5)
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At this point, fix a set A ⊆ N with canonical enumeration {an : n ∈ N} such
that A admits asymptotic density a ∈ (0, 1]. Fix also a real q > 0 and a set B ⊆ N
with canonical enumeration {bn : n ∈ N} such that ‖B‖ϕ ≥ q. Set r := ⌊1/a⌋+1.
Then, it follows by (5) that
‖BA‖ϕ = lim sup
n→∞
∑
zn<bak≤zn+1
f(bak)∑
s∈[1,zn+1]
f(s)
≥ lim sup
n→∞
O(1) +
∑
zn<ba
k
≤zn+1
f(brk)∑
s∈[1,zn+1]
f(s)
Hence, considering that by (3) it holds zn+1 − zn ≥ zn ≥ n→∞ and∑
s∈S∩(zn,zn+1],
s≡0 mod r
f(s) ≥ O(1) +
∑
s∈S∩(zn,zn+1],
s≡1 mod r
f(s)
≥ · · · ≥ O(1) +
∑
s∈S∩(zn,zn+1],
s≡r−1 mod r
f(s) ≥ O(1) +
∑
s∈S∩(zn,zn+1],
s≡0 mod r
f(s)
for every S ⊆ N, we obtain that
‖BA‖ϕ ≥ lim sup
n→∞
∑
zn<ba
k
≤zn+1
f(brk)∑
s∈[1,zn+1]
f(s)
≥
‖B‖ϕ
r
≥
q
r
,
which proves property (ii).
Finally, fix sets X, Y ⊆ N with X ≤ Y and define
hn(X) :=
∑
s∈X∩(zn,zn+1]
f(s)∑
s∈[1,zn+1]
f(s)
for each n ∈ N, and similarly hn(Y ). Since ‖Y ‖ϕ = lim supn→∞ hn(Y ) by (5), it
follows that there exists an infinite set N such that hn(Y ) ≥
1
2
‖Y ‖ϕ for all n ∈ N .
Set also µn :=
∑
s∈[1,zn+1]
f(s) for each n. Note that the limit (3) implies that
µn ≤
2
3
µn+1 for all sufficiently large n. Hence, considering that X ≤ Y , we obtain
hn(Y )µn =
∑
s∈Y ∩(zn,zn+1]
f(s) ≤
∑
s∈X∩[1,zn+1]
f(s) =
∑
s∈X∩[1,z1]
f(s) +
n∑
i=1
hi(X)µi
≤ z1f(1) +
n∑
i=1
hi(X)µi ≤ O(1) + µn
n∑
i=1
(
2
3
)n−i
hi(X)
for each n ∈ N . Since µn → ∞ by hypothesis, it follows that hn(Y ) ≤ o(1) +∑n
i=1
(
2
3
)n−i
hi(X) whenever n ∈ N is sufficiently large. Then
‖X‖ϕ = lim sup
n→∞
hn(X) ≥
1
6
‖Y ‖ϕ;
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indeed, in the opposite, we would get
1
2
‖Y ‖ϕ ≤ hn(Y ) ≤ o(1) +
n∑
i=1
(
2
3
)n−i
hi(X)
≤ o(1) +
1
5
‖Y ‖ϕ
n∑
i=1
(
2
3
)n−i
<
1
2
‖Y ‖ϕ
for each sufficiently large n ∈ N . This proves property (iii), concluding the
proof. 
For each real parameter α ≥ −1, let
Iα := {S ⊆ N : d
⋆
α (S) = 0} (6)
be the ideal of subsets of zero α-density, where
d⋆α : P(N)→ R : S 7→ lim sup
n→∞
∑
i∈S∩[1,n] i
α∑
i∈[1,n] i
α
denotes the upper α-density on N. Note that Iα is a Erdo˝s–Ulam ideal.
Recalling that every Erdo˝s–Ulam ideal is an analytic P-ideal, see e.g. [10,
Example 1.2.3.(d)], the following is immediate by Proposition 2.3 (we omit de-
tails):
Corollary 2.4. Iα is a strongly thinnable analytic P-ideal whenever α ∈ [−1, 0].
3. Topological structure
Our first result about the topological structure of ideal limit points sets follows:
Theorem 3.1. Let x = (xn) be a sequence taking values in a metric space X and
let Iϕ be an analytic P-ideal. Then, the set
Λx(Iϕ, q) :=
{
ℓ ∈ X : lim
n→∞, n∈A
xn = ℓ for some A ⊆ N such that ‖A‖ϕ ≥ q
}
is closed for each q > 0. In particular, Λx(Iϕ) is an Fσ-set.
Proof. Fix q > 0. The claim is clear if Λx(Iϕ, q) is empty. Hence, let us suppose
hereafter that Λx(Iϕ, q) 6= ∅. Let (ℓm) be a sequence of limit points in Λx(Iϕ, q)
such that limm ℓm = ℓ. By hypothesis, for each m there exists a set Am ⊆ N such
that limn→∞, n∈Am xn = ℓm and
‖Am‖ϕ = lim
n→∞
ϕ(Am \ {1, . . . , n}) = inf
n∈N
ϕ(Am \ {1, . . . , n}) ≥ q.
At this point, let d denote the metric on X and define
Bm :=
{
n ∈ Am : d (ℓm, xn) ≤
1
m
}
. (7)
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Note that, by construction, each Am \ Bm is finite. Set for convenience θ0 := 0
and define recursively the increasing sequence of positive integers (θm : m ∈ N)
so that θm is the smallest integer greater than both θm−1 and max(Am+1 \Bm+1)
such that
ϕ(Am ∩ (θm−1, θm]) ≥ q − 1/m.
(Note that θm is well defined because ϕ is lower semicontinuous.)
Finally, define A :=
⋃
m∈N (Am ∩ (θm−1, θm]) . Let us verify that A /∈ Iϕ and
that the subsequence (xn : n ∈ A) converges to ℓ. On the one hand, since θn ≥ n,
we obtain
ϕ(A \ {1, . . . , n}) ≥ ϕ(Am ∩ (θm−1, θm]) ≥ q − 1/m
whenever m ≥ n + 1, hence ‖A‖ϕ = infn∈N ϕ(A \ {1, . . . , n}) ≥ q. On the other
hand, fix ε > 0. Then, there exists m0 = m0(ε) ∈ N such that
m0 ≥ 2/ε and d(ℓm, ℓ) ≤ ε/2 (8)
whenever m ≥ m0. It follows that
d(xn, ℓ) ≤ d(xn, ℓm) + d(ℓm, ℓ) ≤
1
m
+
ε
2
≤ ε (9)
for all n ∈ Am ∩ (θm−1, θm] and m ≥ m0. We conclude by the arbitrariness of
ε that limn→∞, n∈A xn = ℓ. In particular, Λx(Iϕ) =
⋃
0<q rational Λx(Iϕ, q) is an
Fσ-set. 
It is worth noting that Theorem 3.1 generalizes [9, Theorem 2.6] and [13,
Theorem 1.1] for the case Iϕ equal to the ideal I0; in addition, the result es-
sentially appears also in [7, Theorem 2]. However, all these proofs seem to be
incomplete as it is not clear why the constructed subsequence (xn : n ∈ A) con-
verges to ℓ.
The following corollary is immediate:
Corollary 3.2. Let x be a sequence taking values in a metric space and let Iϕ be
a Erdo˝s–Ulam ideal. Then, Λx(Iϕ) is an Fσ-set.
As it is shown in the following example, it may be the case that Λx(Iϕ) is not
closed.
Example 3.3. Let x = (xn) be the real sequence defined by x1 = 1 and xn =
1/f(n), where f(n) is the least prime factor of n. Fix also a real parameter α ≥ −1
and let Iα be the ideal of subsets of zero α-density, as defined in (6).
It is easily seen that each 1/p, with p prime, is a Iα-limit point of x: indeed, if
A = {an : n ∈ N} is the canonical enumeration of pN \
⋃
q<p,q prime qN, then A
has α-asymptotic density 1
p
∏
q<p,q prime
(
1− 1
q
)
> 0 and xn = 1/p for all n ∈ A.
On the other hand, 0 /∈ Λx(Iα): indeed, if a subsequence (xnk) converges to 0,
then for each ε > 0 there exists a finite set S = S(ε) and a prime p = p(ε) such
that
{nk : k ∈ N} ⊆ S ∪ {nk : |xnk | < ε} ⊆ S ∪ {n : f(n) ≥ p} ⊆ S ∪ pN.
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Recalling that d⋆α is (−1)-homogeneous, i.e., d
⋆
α (kX) = d
⋆
α (X)/k for all X ⊆ N
and integers k ≥ 1, (hence, in particular, strechable), monotone, and subadditive,
cf. [17, Example 4], it follows that
d⋆α ({nk : k ∈ N}) ≤ d
⋆
α (S ∪ pN) ≤ d
⋆
α (S) + d
⋆
α (pN) = 1/p.
Since p(ε) → ∞ as ε → 0, then {nk : k ∈ N} ∈ Iα. In particular, Λx(Iα) is not
closed.
A stronger result holds in the case that the ideal is summable. In this regard,
let f : N→ [0,∞) be a function such that
∑
n≥1 f(n) =∞. Then, the summable
ideal generated by f is
If :=
{
S ⊆ N :
∑
n∈S
f(n) <∞
}
.
Theorem 3.4. Let x = (xn) be a sequence taking values in a metric space X and
let If be a summable ideal. Then Λx(If) is closed.
Proof. The claim is clear if Λx(If) is empty. Hence, let us suppose hereafter that
Λx(If ) 6= ∅. Let (ℓm) be a sequence in Λx(If ) converging (in the ordinary sense)
to ℓ. Then, for each m there exists Am ⊆ N such that limn→∞, n∈Am xn = ℓm
and Am /∈ If , i.e.,
∑
a∈Am
f(a) = ∞. Let d denote the metric on X and, for
each m ∈ N, let Bm be the set defined in (7). Similarly to the proof of Theorem
3.1, set θ0 := 0 and define recursively the increasing sequence of positive integers
(θm : m ∈ N) so that θm is the smallest integer greater than both θm−1 and
max(Am+1 \Bm+1) for which ∑
a∈Am∩(θm−1,θm]
f(a) ≥ 1.
Finally, set A :=
⋃
m∈NAm ∩ (θm−1, θm]. It follows by construction that A /∈
If . Moreover, for each ε > 0, we have that {n ∈ A : d(xn, ℓ)} is finite with a
reasoning analogue to (8) and (9). In particular, limn→∞, n∈A xn = ℓ, completing
the proof. 
4. Subsequences Limit Points
Consider the natural bijection between the collection of all subsequences of (xn)
and real numbers ω ∈ (0, 1] with non-terminating dyadic expansion
∑
i≥1 di(ω)2
−i,
where we identify a subsequence (xnk) of (xn) with ω ∈ (0, 1] if and only if
di(ω) = 1 if i = nk, for some k ∈ N, and di(ω) = 0 otherwise, cf. [4, Appendix
A31] and [18]. Accordingly, for each ω ∈ (0, 1], denote by x ↾ ω the subsequence
of (xn) obtained by omitting xi if and only if di(ω) = 0.
In addition, let λ : M → R denote the Lebesgue measure, where M stands for
the completion of the Borel σ-algebra on (0, 1].
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Finally, let Ω be the set of normal numbers, i.e.,
Ω :=
{
ω ∈ (0, 1] : lim
n→∞
d1(ω) + · · ·+ dn(ω)
n
=
1
2
}
.
Lemma 4.1. Let I be a weakly thinnable ideal and let x = (xn) be a sequence
taking values in a topological space. Then λ ({ω ∈ (0, 1] : Λx↾ω(I) ⊆ Λx(I)}) = 1.
Proof. It follows by Borel’s normal number theorem [4, Theorem 1.2] that Ω ∈ M
and λ(Ω) = 1. Fix ω ∈ Ω and denote by (xnk) the subsequence x ↾ ω. Let us
suppose that Λx↾ω(I) \ Λx(I) 6= ∅ and fix a point ℓ therein. Then, the set of
indexes {nk : k ∈ N} has asymptotic density 1/2 and, by hypothesis, there exists
a subsequence
(
xnkm
)
of (xnk) such that {km : m ∈ N} /∈ I and limm xnkm = ℓ.
On the other hand, since I is weakly thinnable, the set {nkm : m ∈ N} does
not belong to I. Considering that
(
xnkm
)
is clearly a subsequence of (xn), it
follows that ℓ ∈ Λx(I), which contradicts our assumption. This proves that
Λx↾ω(I) ⊆ Λx(I) for all ω ∈ Ω. 
The following result is the analogue of [15, Theorem 3.1] for ideal limit points:
Theorem 4.2. Let Iϕ be a strongly thinnable analytic P-ideal and let x = (xn)
be a sequence taking values in a separable metric space. Then
λ ({ω ∈ (0, 1] : Λx(Iϕ) = Λx↾ω(Iϕ)}) = 1.
Proof. Thanks to Lemma 4.1, it is sufficient to show that
λ ({ω ∈ (0, 1] : Λx(Iϕ) ⊆ Λx↾ω(Iϕ)}) = 1. (10)
This is clear if Λx(Iϕ) is empty. Otherwise, let us suppose hereafter that Λx(Iϕ) 6=
∅. Note that, by the σ-subadditivity of λ, Claim (10) would follow from
λ ({ω ∈ (0, 1] : Λx(Iϕ, q) ⊆ Λx↾ω(Iϕ)}) = 1 (11)
for each (rational) q > 0. At this point, recall from Theorem 3.1 that each
Λx(Iϕ, q) is closed and observe that, since X is a separable metric space, every
closed set is separable. Hence, fix a sufficiently small q > 0 such that Λx(Iϕ, q) 6= ∅
and let L be a (non-empty) countable subset with closure Λx(Iϕ, q).
Fix ℓ ∈ L. By hypothesis there exists a subsequence (xnk) such that limk xnk = ℓ
and ‖A‖ϕ ≥ q, where A := {nk : k ∈ N}. Define the set
Θℓ :=
{
ω ∈ (0, 1] : lim
k→∞
dn1(ω) + · · ·+ dnk(ω)
k
=
1
2
}
.
It follows again by Borel’s normal number theorem that Θℓ ∈ M and λ(Θℓ) = 1.
Fix also ω ∈ Θℓ and denote by (xmk) the subsequence x ↾ ω. Then, letting
B := {mk : k ∈ N}, we obtain that A ∩ B admits asymptotic density 1/2 relative
to A, i.e., the set K := {k : nk ∈ B} admits asymptotic density 1/2. Since Iϕ is
strongly thinnable, there exists a positive constant κ = κ(q) such that
‖AK‖ϕ = ‖A ∩ B‖ϕ ≥ κq.
Invariance of Ideal Limit Points 9
In addition, since C := {k : mk ∈ AK} ≤ AK , we get by the strongly thinnability
of Iϕ that ‖C‖ϕ ≥ cq, for some c > 0. It follows by construction that the
subsequence (xmk : k ∈ C) of (xmk : k ∈ N) converges to ℓ, hence ℓ ∈ Λx↾ω(Iϕ, cq)
for all ω ∈ Θℓ.
Thus, define Θ :=
⋂
ℓ∈LΘℓ and note that Θ ∈ M and λ(Θ) = 1. Therefore
λ ({ω ∈ Θ : L ⊆ Λx↾ω(Iϕ, cq)}) = 1. On the other hand, each Λx↾ω(Iϕ, cq) is closed
by Theorem 3.1, hence it contains the closure of L, that is,
λ ({ω ∈ Θ : Λx(Iϕ, q) ⊆ Λx↾ω(Iϕ, cq)}) = 1.
This implies (11) since Λx↾ω(Iϕ, cq) ⊆ Λx↾ω(Iϕ), completing the proof. 
As a consequence of Corollary 2.4 and Theorem 4.2, we obtain:
Corollary 4.3. Let x be a sequence taking values in a separable metric space.
Then the set of statistical limit point of x is equal to the set of statistical limit
points of almost all its subsequences (in the sense of Lebesgue measure).
With a similar argument, the following can be shown (we omit details):
Theorem 4.4. Let If be a thinnable summable ideal and (xn) be a sequence taking
values in a separable metric space X. Then
λ ({ω ∈ (0, 1] : Λx(If) = Λx↾ω(If)}) = 1.
We conclude with the relationship between ideal limit points and ideal cluster
points of subsequences of a given sequence. Given an ideal I and a sequence
x = (xn) taking values in a topological space, recall that ℓ is a I-cluster point of
(xn) provided that {n : xn ∈ U} /∈ I for all neighborhoods U of ℓ. Denoting by
Γx(I) the set of I-cluster points of (xn), we obtain:
Corollary 4.5. Let x be a sequence taking values in a separable metric space and
let I be a thinnable summable ideal or a strongly thinnable analytic P-ideal. Then
λ ({ω ∈ (0, 1] : Λx↾ω(I) = Γx↾ω(I)})
is either 0 or 1. In addition, it is 1 if and only if Λx(I) = Γx(I).
Proof. Thanks to Theorem 4.2, Theorem 4.4, and [15, Theorem 3.1], it holds
λ ({ω ∈ (0, 1] : Λx↾ω(I) = Λx(I) and Γx↾ω(I) = Γx(I)}) = 1,
which is sufficient to prove the claim. 
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Note added in proof. Theorems 3.1 and 3.4 hold also in first countable Hausdorff
spaces, see [3, Section 2]. Moreover, it turns out that the topological analogue
of Theorem 4.2 is quite different, providing a non-analogue between measure and
category. Indeed, it has been shown in [14], cf. also [16], that, if x is a sequence
in a separable metric space, then {ω ∈ (0, 1] : Λx(I0) = Λx↾ω(I0)} is not a first
Baire category set if and only if every ordinary limit point of x is also a statistical
limit point of x.
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