In this paper we present a new technique for the display of High Dynamic Range (HDR) images on Low Dynamic Range (LDR) displays. The described process has three stages. First, the input image is segmented into luminance zones. Second, the tone mapping operator (TMO) that performs better in each zone is automatically selected. Finally, the resulting tone mapping (TM) outputs for each zone are merged, generating the final LDR output image. To establish the TMO that performs better in each luminance zone we conducted a preliminary psychophysical experiment using a set of HDR images and six different TMOs. We validated our composite technique on several (new) HDR images and conducted a further psychophysical experiment, using an HDR display as reference, that establishes the advantages of our hybrid three-stage approach over a traditional individual TMO.
Introduction
The growth of the HDR imaging area has led to the development of many different TMOs that attempt to simulate different aspects of the Human Visual System (HVS). The intent is to solve issues, such as preserving local contrast, avoiding halo artifacts, simulating visual adaptation, enhancement and expansion of the original dynamic range, contrast reduction, image detail preservation etc. Figure 1 shows how two TMOs attempt to reproduce two different aspects such as the contrast and the detail. Figure 1 (a) shows how the detail is well reproduced in the windows, but the contrast is not preserved. Figure 1 (b) shows how the contrast is preserved in the bright and dark areas (see the white circles), but the details are not well reproduced (see the windows).
At the time of writing, two main problems remain unsolved. First, * francesco.banterle@isti.cnr.it choosing the proper TMO for a specific application can be difficult. Second, a comprehensive TMO that takes into account all aspects specified above has not yet been developed. Motivated by these two open issues and by the fact that developing a comprehensive TMO would be time consuming and a difficult task, we present a new technique for compressing HDR images into LDR display that takes into account the benefits of different existing TMOs and combines them, resulting in a more perceptually accurate image compared to the images obtained by existing TMOs. Figure 2 depicts our Framework. We decomposed, based on the luminance characteristics, the input HDR image into zones and analyzed the benefits of six different TMOs for each luminance zone. The TMOs that perform better in each luminance zone were selected. This step, based on human observations, and on the specific application where the TMOs are required to be applied, is able to choose the most appropriate TMO for the specific luminance zone. Finally, the results of the selected TMOs are combined to reproduce the final output LDR image. We demonstrate the results of our hybrid approach on several HDR images. Using an HDR display, showing the original HDR image as reference, we conducted a psychophysical experiment that clearly shows the advantages of our hybrid approach over using a traditional single TMO.
The rest of the paper is organized as follows: Section 2 describes related work. Section 3 presents our technique. Section 4 presents our results and subsequent validation. Finally, Section 5 concludes and presents future work.
(a) (b) 
Related Work
The concept of tone mapping was introduced by Tumblin and Rushmeier [Tumblin and Rushmeier 1993] , who proposed a tone reproduction operator that preserves the apparent brightness of scene features. Subsequently, many TMOs have been proposed. It is not the purpose of this paper to give a complete overview on HDR imaging and TM techniques. For a full overview see [Reinhard et al. 2010; Banterle et al. 2011b; Banterle et al. 2011a; Banterle et al. 2012a] .
In this section, we will review only the approaches that are related to our work.
TMOs, that make use of segmentation to identify regions in the input image with common properties, are not new in the field of computer graphics. For example, the histogram adjustment proposed by Ward et al. [Ward Larson et al. 1997] , was one of the first operators presented that belongs to this group of algorithms. This operator divides an image into bins and equalizes its histogram. However, it does not make use of the spatial information in the segmented areas for further compression of the dynamic range.
The model presented by Yee and Pattanaik [Yee and Pattanaik 2003 ] makes use of the spatial information. The HDR image is segmented into bins in the logarithmic space, pixels are labeled into groups, and the local adaptation luminance is calculated for each group. Finally, the local adaptation luminance is used to compress the dynamic range of the input image.
Krawczyk et al. [Krawczyk et al. 2005 ] proposed a perceptual approach that leverages the anchoring lightness perception theory [Gilchrist et al. 1999] . Their operator segments the image in frameworks, using a K-means approach, and calculates for each framework a weight map. After this step, for each framework the anchoring is calculated, and the frameworks are merged together using the weight maps. We have used a faster and simpler segmentation approach and a simple binary map in the fusion step. It is true that our segmentation approach may generate superficial boundaries between segments; but this problem is addressed by the use of our blending technique.
A user centered approach was investigated in Lischinski et al. [Lischinski et al. 2006] . In their method a soft segmentation is generated using rough brushes created by the user. Each brush determines the exposure that the user chose for the specific area. Then, the different exposures areas are merged to create the output image. The authors also proposed an automated initialization version of their approach, but user intervention is not completely eliminated due the interactive nature of their approach.
Mertens et al. [Mertens et al. 2007 ] presented an operator that can merge a stack of exposures without the generation of an HDR image. This method, for each exposure, generates a weight map of pixel well-exposed, which can be seen as a soft segmentation. Exposures are merged using these weight maps and Laplacian pyramids blending is adopted for avoiding seams. In our case, the weight map is a simple binary map and can be easily generated and further acceleration of our approach is straightforward (see Section 3.3).
Cadik [Cadik 2007 ] presented a perceptual motivated approach that is based on combination of arbitrary global and local tone mapping operators. This technique must carefully select the local and global TMOs in order to reproduce high quality output images and this selection is not based on human observation.
All the methods described do not adopt any human observation information for selecting different parameters/TMOs; they do not present any formal psychophysical validation and/or they rely on user intervention. The solution proposed in this paper, does not need user intervention, takes into account spatial information and is validated via a psychophysical study where the original HDR image is shown on an HDR display.
Algorithm
Our Framework, as illustrated in Figure 2 , can be separated in three straightforward steps. Firstly, the input HDR image is segmented into luminance zones and a zone map is generated. Secondly, for each zone the most appropriate TMO is chosen and is applied on the whole input image generating different output images (one for each zone). In this way, the TMOs used in different zones are aligned to the same global parameters. Finally, the resulting outputs for each zone are merged. In the following subsections, each step is described in detail.
Zone Map Generation
The zone map is generated using the luminance information contained in the original HDR input image. First a segmentation step is performed. It separates the luminance (logarithmic scale) level into predefined zones, (10 i , 10 i+1 ) cd/m 2 , and identifies to which zone the pixels of the input image belong. Once these preliminary zones are computed, additional steps are necessary. Firstly, the connections between the boundaries must be identified. This is done using a standard boundary continuity image processing algorithm, for details see [Gonzalez and Woods 2002] .
Once the zones are properly segmented, small isolated areas are removed in order to avoid noise, Figure 3 . This is done taking into account the number of pixels that belong to the specific zone. If the number of pixels belonging to a region is below 5% of the image size the region will be eliminated. This threshold value has been chosen based on the display resolution used in our experiments (HDR and LDR displays). Figure 3 shows that our approach is able to eliminate the noise regions resulting in a cleaner zone map. More sophisticated segmentation algorithms can be applied, for example we tried to use TurboPixels [Levinshtein et al. 2009 ], an approach for computing SuperPixels [Ren and Malik 2003] ; the result of using this approach can be seen in the bottom images in Figure 3 . The effort to use a more sophisticated approach during segmentation may produce better quality zones. However, in our experiments, we found out that extra computational efforts are not going to impact on the large areas but only at the boundaries of the zones, see Figure 3 .
Figure 3: Zone map output: (top left) zone map with noise areas; (top right) the zone map as result of our threshold approach; (bottom left) segmentation of the HDR image using TurboPixels; (bottom right) zone map using TurboPixels after merging small TurboPixels.
Our method may lead to non optimal results in some cases. The rigid selection of the luminance threshold may produce superficial boundaries between segments. To avoid this problem a more sophisticated technique may be used, such as the one used in Krawczyk et al. [Krawczyk et al. 2005] . Any superficial boundaries are, however, removed afterwards anyway in the fusion step (see Section 3.3). Keeping this step simple enables a future straightforward implementation on a GPU.
Tone Mapper Selection
Several TMOs have been proposed in the last decade that attempt to achieve different goals and often it is difficult to either select the appropriate TMO for a specific goal, or to develop a comprehensive TMO that takes into account all these different aspects (Section 1). Our main goal is to show that is possible to select, based on human observations, a number of existing TMOs and use a combination of their results to reproduce an output image that takes into account all the advantageous aspects of the single TMOs. In order to identify which TMO performs better in a specific luminance zone, we conducted a series of psychophysical experiments.
To prove the concept above and be able to generalize its validity, we chose a subset of TMOs from the existing ones. These TMOs were selected based on the previous work by Ledda et al. [Ledda et al. 2005] . Therefore, in our work we investigated the following six TMOs: the algorithm proposed by Tumblin et al. [Tumblin et al. 1999 ]; the histogram model presented by Ward et al. [Ward Larson et al. 1997] ; the time-dependent visual adaptation model [Pattanaik et al. 2000 ]; the photographic model (local operator) [Reinhard et al. 2002] ; the bilateral filtering in the context of TM [Durand and Dorsey 2002] ; and finally, the model presented by Drago et al. ]. The TMOs are implemented as shown in [Reinhard et al. 2010] , using the default parameters, as specified in [Reinhard et al. 2010] , for each operator. In the case of the operator presented by Pattanaik et al. [Pattanaik et al. 2000] , which takes into account the time dependency adaptation of the HVS, we used only the final frame of the adaptation process. We have chosen these operators based on their quality performances, usability and diffusion in the computer graphics community. We also limited the number of TMOs tested based on the fact that the purpose of this paper is to prove the concept and not to have a complete comparison of the qualities of the all existing TMOs in the computer graphics community. The iCAM method [Fairchild and Johnson 2002] was originally included however some of the generated images had a violet tinge which did not entirely disappear even adopting the solution suggested by the authors [Fairchild 2004 ].
Set-up
Once a luminance zone map is obtained, using the method described in subsection 3.1, the performance of the six TMOs in these luminance zones were compared psychophysically. We performed this test using a Dolby DR37-P HDR display [Dolby 2008 ] and two LDR LCD displays -which are identical to the front panel of the HDR display. All have a resolution of 1920 × 1080 pixels.
In these experiments, we used the set-up shown in Figure 5 . The reference HDR image was presented on the HDR display (center). On the LDR display on the right, all of the LDR images obtained with the six TMOs together with the luminance zone map were displayed. By selecting one of the six images on this monitor, a full size version could be seen on the LDR display on the left. The specific luminance zone under examination was outlined in red on the luminance zone map and on both the HDR and full size LDR images. This outlining ensured that the observer was aware of the particular zone currently being evaluated. The participants could take as much time as they required to complete the task.
We used 15 HDR images with the characteristics reported in Table 1 and shown in Figure 4 . The HDR images were reproduced with physically correct luminances following the method suggested in Akyüz et al. [Akyüz and Reinhard 2006] . Also in our case, the highlights that exceed the peak luminance of the HDR display were clipped around 3000 cd/m 2 . Moreover, due to the flanking displays, a veiling effect can appear on the reproduced images. This problem was taken into account. A pilot experiment demonstrated that making use of a proper distance between each LDR and the HDR displays (half meter) avoided this problem. The luminance zones available on the HDR display cover the range from 10 −2 to 3 × 10 3 cd/m 2 . The images, used in our experiments (see Table 1 ), cover the range from 10 −2 to 10 3 cd/m 2 as shown in the Table 2 . The participants were asked to select the TMO that was considered to reproduce better results in a specified luminance Table 1. zone. A group of 24 naive participants between 20 and 60 years old with normal or corrected to normal vision took part in this experiment. The display was placed in a dark room minimizing the effects of ambient light. Prior to the start of the experiment, each participant was given five minutes to adapt to the environment. 
HDR

HDR Reference S e g m e n t & T M O s F u ll S c r e e n T M O
Figure 5: Set-up used in the psychophysical experiment evaluating which TMO performs best in each luminance zone. An HDR display is used as reference (center). The LDR display on the right is used to display the six TMOs used in the experiments and the luminance zone under examination. The LDR on the left is used to visualize full screen the TMO that the observer selected at each time in order to perform his/her evaluation.
Data Analysis
In our task, observers were asked to indicate for a given image and zone which of the six TMOs was closer to the reference. Since the observers did not rank all the algorithms we do not have ordinal data but rather categorical data. This allows us to use one-variable χ 2 test to establish if the frequency distribution that we obtain (i.e the numbers on a row in Table 2 ) is significantly different from that which we would expect if participants showed no difference (all scores would be 100/6 = 16.6 %).
Each row corresponds to a luminance zone and each column to a TMO. The number in each cell indicates the percentage of times that a particular algorithm was chosen for a given image zone. The last column of the table reports the corresponding value of the test statistic χ 2 for each image zone. In all cases p < 0.0001 and the degree of freedom df = 5 (num. of categories -1). In our case the number of categories is equal to the number of TMOs used in the experiment. Our results indicate that for all image zones observers chose an algorithm over others to be closer to the reference.
In Table 2 the TMO that was most often selected for each zone is also highlighted in bold. The Drago et al. ] operator was ranked the best operator in the luminance zones −2, −1, 1 and 3; and the Reinhard et al. [Reinhard et al. 2002] operator in the luminance zones 0 and 2. Several TMOs evaluation works have been published lately [F. Drago and Seidel 2003] , [Kuang et al. 2004] , [Ledda et al. 2005] , [Yoshida et al. 2005] , [Cadik et al. 2006] , [Akyüz and Reinhard 2006] and [Kuang et al. 2007 ]. The main difference of these works, in comparison with our experiment, is that the evaluation was done on the whole input images and not on a particular luminance zone. This can lead to a different evaluation since the subject, in these other experiments, can be influenced by the overall quality of the input image. In our case this is less evident since the subject is evaluating the TMO in a specific luminance zone without paying attention to the other areas of the input image. Our results in fact confirm, either partially or completely, previous TMOs evaluation works [Yoshida et al. 2005] , [F. Drago and Seidel 2003] , [Cadik et al. 2006] . However, the bilateral filter in our experiment was not performing well, as judged by our subjects, and this is partially in contradiction with the study presented by [Kuang et al. 2007] and [Akyüz and Reinhard 2006] . This can be explained by the fact that the original bilateral filtering presented by [Durand and Dorsey 2002] was modified in the works of [Kuang et al. 2007] and [Kuang et al. 2004] resulting in an improvement of the over-all image contrast. In addition, [Kuang et al. 2007] and [Kuang et al. 2004 ] agree with our result that Reinhard et al. [Reinhard et al. 2002] was always well ranked.
Concerning the work of Akyuz et al. [Akyüz and Reinhard 2006] we have noticed that the number of images used is 33% less than what has been used in our experiment and this may lead to different results. Also [Akyüz and Reinhard 2006 ] is in contradiction not only with our results, but also with the results of the others that confirm, either partially or completely, our results such as [Yoshida et al. 2005] , [F. Drago and Seidel 2003] , [Cadik et al. 2006] , [Kuang et al. 2007] , and [Kuang et al. 2004 ].
Fusion Results
Following the results of the previous Section we concluded that the Drago et al. ] and the Reinhard et al. [Reinhard et al. 2002] operators would be utilized in the fusion step. Once the TMO to be used in each zone has been selected, the different TMOs are applied to the relevant zone and the outputs are blended to create the whole image. The blending operation is necessary to eliminate discontinuities in the luminance, that may occur at the edges of the zones within the map. A naïve blending of TMOs, is a simple multiplication of a weight map times the TMO with a consequent accumulation. This method creates artifacts such as seams and discontinuity at edges. To avoid these problems we blend the various TMOs using Laplacian blending, similar to that used in [Mertens et al. 2007 ]. Figure 6 shows the graphical description of the fusion step. First, a Laplacian pyramid of the best performing TMOs is computed. Second, the Laplacian pyramid is multiplied by the Gaussian pyramid of the weight map associated with each TMO. Third, these results are summed and the fusion pyramid is generated. Finally, from the fusion pyramid the output image is reconstructed (Fused Result).
Based on the fact that the subjects' evaluation of the TMOs in the specific luminance zone, in the previous step Section 3.2, is equivalent to giving the same weight to all the pixels of the zone, we decided to use a simple Gaussian filtered binary map. We also investigated if a simple linear combination fusion scheme was able to give comparable results to the one obtained with the proposed fusion scheme. As is shown in Figure 7 , several artifacts are visible in the output obtained with the simple fusion scheme (left image). 
Results
In this Section we present the experimental results obtained from testing our hybrid approach.
Set-up
We tested and psychophysically validated our hybrid approach on several HDR images, using the same HDR and LDR displays as in the previous experiment. Again the HDR display was used to visualize the HDR image as the reference. We conducted a pairwise comparison test between the two best TMOs (Drago et al. and Reinhard et al.) and our hybrid operator. Figure 8 shows the set-up for this experiment; the reference HDR image is displayed on the HDR display (center), and the two TMOs that are being compared are displayed on the two LDR displays. This is a similar approach to evaluating TMOs as used in [Ledda et al. 2005] . We tested 13 images, different from the ones used in the previous experiment, resulting in 39 possible pair comparisons for each participant (3 possible pairs × 13 images). A group of 21 naive participants between 20 and 60 years old with normal or corrected to normal vision took part in this experiment. Environmental conditions were the same as the previous TMO selection experiment. The characteristics of the 13 HDR images, used in this experiment, are reported in Table 3 and shown in Figure 9 . 
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Data Analysis
In order to determine which TMO performs best, observers were asked to select, for each pair of images, the TMO that was considered to reproduce the result perceptually closer to the HDR reference image. We used a Multiple Comparison Range test, for this paired-comparison experiment to determine if any pairwise difference was significant. This series of tests determines if inconsistencies in the scores between any of the two TMOs are present. This procedure, equivalent to Tukey's method used with ANOVA [David 1988] , is based on the range of the scores obtained by the three TMOs. In this test, the difference between the scores of two TMOs is considered significant if it is greater than a critical value, R [David 1988 ]. In other words R represents the minimum value where the difference between the scores of two TMOs is consider non-significant. We have chosen the significance level α equal to 0.05 and the critical values R is computed as:
where Wt,α is the upper significance point of the Wt distribution. At a significance level of 0.05 and for three TMOs (t = 3 the Wt,α is equal to 3.31 (see Pearson [Pearson and Hartley 1988] , table 22 ). The value of s specifies the total number of possible cases in the experiment. Table 4 shows the results of the second experiment.
We performed the multiple comparison range test on the results of the second experiment, for each image individually (s = num. operators) and for the combined preference over all images (s = num. operators × num. images) This test shows that overall the hybrid TMO performs significantly better than either of the other two TMOs used on their own. The critical value R is 48 when evaluated over all images. Since the difference in overall scores between each TMO is greater than R, the differences can be considered significant.
The test results show that the hybrid operator is not significantly worse for any of the test images than the other two operators. In the cases when Reinhard et al. or Dargo et al. operators appear to have higher scores the difference is less than the critical value of R, which for the case of single images is 14. 
Conclusions and Future Work
We have presented a novel approach consisting of an hybrid TMO that tackles the problem that existing TMOs do not achieve similar quality results on different luminance zones of an image. Combining existing TMOs in a selective fashion enables us to take advantage of just the best properties of existing TMOs and hence produce images that human observers more often rank as closer to a reference HDR image.
Such a hybrid approach helps to address two of the open issues in the area of HDR imaging discussed in Section 1. First, based on psychophysical experiment we are able to determine which existing TMOs are more suitable for a specific application. Second, the resulting hybrid TMO will be comprehensive that takes into account all the important aspects of the selected existing TMOs.
Our approach has been validated on numerous HDR images through a detailed psychophysical experiment, using an HDR display as the reference. We also confirmed the statistical significance of the performance of the hybrid compared to the two best single TMOs.
Future work will extend this differential zone mapping approach for being used in HDR video applications and will implement a hardware solution to achieve real-time performances using Artusi et al. framework for speeding up Reinhard et al.'s operator [Reinhard et al. 2002] . This framework automatically detects the high contrast and textured regions in an HDR image and directs the highly computational demanding operation in these areas, while using a global tone mapping in the other regions. An alternative approach for speeding up Reinhard et al.'s operator would be to approximate the local part using a real-time bilateral filter [Banterle et al. 2012b] . Another interesting direction would be to apply the proposed approach to inverse tone mapping (ITM) [Banterle et al. 2009 ]. Many ITM operators have been proposed, they all have strength and weak points depending on which kind of image is applied to, i.e. well-exposed, over-exposed, very over-exposed, and under-exposed images. Therefore, the future direction would be to explore the level of exposedness of the image in order to understand which operator is more suitable for each level and to apply a different ITM operator to each exposedness level.
