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For an invertiblen×nmatrixB and afinite or countable subset of
L2(Rn), consider the collection X = {φ(· − Bk) : φ ∈ , k ∈ Zn}
generating the closed subspace M of L2(Rn). Our main objects of
interest in this paper are the kernel of the associated Gramian G(.)
and dual Gramian G˜(.) operator-valued functions. We show in par-
ticular that the orthogonal complement ofM in L2(Rn) can be gen-
erated by a Parseval frame obtained from a shift-invariant system
havingmgeneratorswherem = ‖ dim(Ker(G˜(.)))‖∞. Furthermore,
this Parseval frame can be taken to be an orthonormal basis exactly
when dim(Ker(G˜(.))) = m almost everywhere. Analogous results
in terms of dim(Ker(G(.))) are also obtained concerning the exis-
tence of a collection of m sequences in the orthogonal complement
of the range of analysis operator associated with the frame X whose
shifts either form a Parseval frame or an orthonormal basis for that
orthogonal complement.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
This paper is a continuation of the work initiated by the authors in [1,2] concerning various as-
pects of the theory of shift-invariant spaces in L2(Rn). This theory plays an important role in modern
harmonic analysis and, in particular, in the theories of wavelet and Gabor systems (see e.g. [3–5,7–9]).
Before stating the main problem we will be interested in, we will first recall some basic terminology
and facts about the theory of frames. Consider an infinite-dimensional separable Hilbert spaceHwith
inner product 〈·, ·〉. IfN is a countable index set, we say that a collection X = {xn}n∈N inH is a frame
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for its closed linear spanM if there exist constants A, a > 0, called the frame bounds, such that
a ‖x‖2  ∑
n∈N
|〈x, xn〉|2 ≤ A ‖x‖2, x ∈ M. (1.1)
The frame X is called tight if A = a in (1.1) and it is a Parseval frame if A = a = 1. X is a fundamental
frame if its finite linear span, span(X), is dense inH. We call the collection X Bessel, with constant C2,
if the second inequality in (1.1) holds for all x ∈ M. The collection X = {xn}n∈N is called a Riesz family
or Riesz sequencewith constants a, A, if the inequalities
a
∑
n∈N
|an|2 
∥∥∥∥∥
∑
n∈N
an xn
∥∥∥∥∥
2
 A
∑
n∈N
|an|2,
hold for all (finitely supported) sequences {an} of complex numbers. A Riesz familyX complete inH is a
Riesz basis. Ifwe can chooseA = a = 1, thenX is an orthogonal family and an orthogonal basis if it is also
complete in H. Let 2(N ) denote the space of complex-valued square-summable sequences indexed
byN . If X is a Bessel collection, we can define the analysis operator or frame transform associated with
X , TX : M → 2(N ), by
TX(x) = {〈x, xn〉}n∈N , x ∈ M, (1.2)
while its adjoint,the synthesis operator, T∗X : 2(N ) → M, is defined by
T∗X ({cn}n∈N ) =
∑
n∈N
cn xn, {cn}n∈N ∈ 2(N ). (1.3)
The operator S = T∗X TX : M → M is called the frame operator and is computed via the formula
Sx = ∑
n∈N
〈x, xn〉 xn, x ∈ M. (1.4)
If X is a frame for M, then S : M → M is bounded and invertible with a bounded inverse. The
collections {S−1xn}n∈N is the called standard dual frame of the frame X . It provides a reconstruction
formula for the elements ofM in terms of their inner products with the frame elements:
x = ∑
n∈N
〈x, xn〉 S−1xn =
∑
n∈N
〈x, S−1xn〉 xn, x ∈ M.
LetMn be the set of n× n real matrices. Let L2(Rn) be the usual Hilbert space of square-integrable
functions on the Euclidean spaceRn with inner product 〈·, ·〉 defined by
〈f , g〉 =
∫
Rn
f (x) g(x) dx, f , g ∈ L2(Rn),
and let ‖ · ‖2 denote the corresponding norm. If I is a countable index set, we denote by 2(I) the
Hilbert space of square-summable sequences indexed by I . Consider a finite or countable family 
of functions in L2(Rn) and an invertible matrix B in Mn. The associated shift-invariant system is the
collection
X = {φ(· − Bk), φ ∈ , k ∈ Zn}. (1.5)
If X is the collection defined in (1.5), we let I be the index set I =  ×Zn, and we writeM(, B), or
more simplyM, for the closed linear subspace that it generates in L2(Rn). If T : H → H is a bounded
operator on a Hilbert space H, we denote by Range(T) the range of T and by ker(T) the kernel of T . A
mapping L : [0, 1)n → H is weakly measurable if, for any x, y ∈ H, the function ξ 
→ 〈L(ξ)x, y〉 is
measurable on [0, 1)n. A range function J is a mapping from [0, 1)n to the set of all closed subspaces of
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H. A range function J is measurable if the mapping P : ξ 
→ P(ξ), where P(ξ) denotes the orthogonal
projection onto J(ξ), is weakly measurable. The following result is elementary.
Proposition 1.1. Let U : L2(Rn) → L2(Tn, 2(Zn)) be defined, by
U f : Tn → 2(Zn), ξ 
→ (U f )(ξ) =
(√
| det(D)| fˆ (D(ξ + j))
)
j∈Zn
, (1.6)
for f ∈ L2(Rn), where D ∈ Mn is invertible. Then, U is an isometric isomorphism between L2(Rn) and
L2(Tn, 2(Zn)).
The next result, which is a slight modification of a theorem of Helson [6], follows from [3, Theorem
1.5].
Proposition 1.2. Let X = {φ(· − Bk)}(φ,k)∈I be a shift-invariant system generating the closed subspace
M of L2(Rn) as above. Then,
M = {f ∈ L2(Rn), (U f )(ξ) ∈ J(ξ) for a. e. ξ ∈ T},
where
J(ξ) = span{(Uφ)(ξ) : φ ∈ } ⊂ 2(Zn),
and U is defined as in Proposition 1.1 with D = (Bt)−1. Furthermore, if PJ(ξ) : 2(Zn) → 2(Zn) denotes
the orthogonal projection onto J(ξ), the mapping ξ → PJ(ξ) is a measurable range function.
We will identify Tn = Rn/Zn with its fundamental domain [0, 1)n. If E is a measurable subset of
[0, 1)n or Rn, we will denote by |E| the Lebesgue measure of E. The Fourier transform of a function
f ∈ L1(Rn) is defined by
fˆ (ξ) =
∫
Rn
f (x) e−2π ix·ξ dx, ξ ∈ Rn,
where · denotes the standard inner product in Rn, and is extended in the usual way as a unitary
operator acting on L2(Rn). The following definitions and basic results are taken from [3,8]. With the
frameX = {φ(·−Bk)}(φ,k)∈I for the subspaceM of L2(Rn), we associate the operator-valued function
K(ξ), called pre-Gramian operator in [8],
K(ξ) =
[√
| det(D)| φˆ(D(ξ + j))
]
j,φ
, ξ ∈ Rn, (1.7)
where (φ, j) ∈ I and D = (Bt)−1. We view, for fixed ξ , K(ξ) as an operator from 2() to 2(Zn),
initially defined on finitely supported sequences andwith a correspondingmatrix defined in (1.7). If K
extends to a bounded operator then, for a fixed ξ , its adjoint K∗(ξ) : 2(Zn) → 2() is well-defined
and has the matrix representation
K∗(ξ) =
[√
| det(D)| φˆ(D(ξ + j))
]
φ,j
, (φ, j) ∈ I, ξ ∈ Rn. (1.8)
For this fixed ξ , we can also define the Gramian operator G(ξ) : 2() → 2() by G(ξ) =
K∗(ξ) K(ξ) and the dual Gramian operator, G˜ : 2(Zn) → 2(Zn) by G˜(ξ) = K(ξ) K∗(ξ). Their
corresponding matrix representations are given by
Gφ1,φ2(ξ) = | det(D)|
∑
j∈Zn
φˆ1(D(ξ + j)) φˆ2(D(ξ + j)), φ1, φ2 ∈ , (1.9)
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and
G˜j1,j2(ξ) = | det(D)|
∑
φ∈
φˆ(D(ξ + j1)) φˆ(D(ξ + j2)), j1, j2 ∈ Zn. (1.10)
Note that G(ξ + k) = G(ξ), if k ∈ Zn, so G is Zn-periodic. On the other hand,
[G˜(ξ + k)]j1,j2 = [G˜(ξ)]j1+k,j2+k.
Thus, G˜ is not necessarily Zn-periodic, but certain fundamental properties of the operator G˜ are un-
changed whenZn-translations are applied to G˜ such as, for example, the property of being identically
zero or that of being invertible. When testing these properties on G or G˜, we can thus restrict our
analysis to the unit n-dimensional cube [0, 1)n. For the same reason, the function ξ 
→ dim ker(G˜(ξ))
is easily seen to be Zn-periodic and its range is thus determined by its restriction to [0, 1)n.
If our shift-invariant system X forms a frame for the subspaceM of L2(Rn), important information
about this system is encoded by the functions G and G˜. For example, it was shown in [8] that the fact
that X is fundamental (resp. X forms a Riesz basis forM) is equivalent to the property that G˜ (resp. G)
be injective a.e. on [0, 1)n. Our main goal in this paper is to consider situations where G or G˜ are not
injective a.e. on [0, 1)n.We show, inparticular, that the fact that the functiondim ker(G˜(·)) is equal tom
(resp. less than equal tom) a.e. for some integerm ≥ 1 is equivalent to the existence of a shift-invariant
system (associated with the same matrix B) generated by m functions which forms an orthonormal
basis (resp. a Parseval frame) for the orthogonal complement ofM in L2(Rn) (Theorems 2.1 and 2.2).
Similarly, we prove that the fact that the function dim ker
(
G(·)) is equal tom (resp. less than equal to
m) a.e. for some integerm ≥ 1 is equivalent to the existence ofm elements of the space 2(I), where
I is the index set associated with the frame X , such that the integral shifts of these elements form an
orthonormal basis (resp. a Parseval frame) for the orthogonal complement of the range of the frame
operator associated with the frame X (Theorems 3.5 and 3.6).
2. The kernel of the dual Gramian operator
IfM is a closed subspace of L2(Rn), we will denote byM⊥ its orthogonal complement in L2(Rn).
Our first result deals with the case where the dimension of the dual Gramian operator is a non-zero
constant a.e. on [0, 1)n.
Theorem 2.1. Let X = {φ(· − Bk), (φ, k) ∈ I} form a frame for the closed subspaceM ⊂ L2(Rn). Let
m ≥ 1 be an integer or let m = ∞. Then, the following are equivalent:
(a) There exists a subset ofM⊥,withmelements, such that the collectionY = {ψ(·−Bk), (ψ, k) ∈ L}
is a Riesz basis forM⊥, where L =  × Zn.
(b) There exists a subset ofM⊥,withmelements, such that the collectionY = {ψ(·−Bk), (ψ, k) ∈ L}
is an orthonormal basis forM⊥, where L =  × Zn.
(c) dim(Ker(G˜)) = m a.e. on [0, 1)n.
Proof. Clearly, (b) implies (a). If (a) holds, the collection Z = X⋃ Y is a fundamental frame for L2(Rn).
It follows from [3, Theorem 2.3] that, for a.e. ξ ∈ [0, 1)n, the collection
{Uφ(ξ)}φ∈
⋃{Uψ(ξ)}ψ∈
forms a fundamental frame for 2(Zn). Furthermore, since X and Y generate orthogonal subspaces, it
follows that if S(ξ) = span{Uψ(ξ)}ψ∈ , where the closure is taken in 2(Zn), then S(ξ) ⊥ J(ξ) and
thus S(ξ) = J(ξ)⊥, for a.e. ξ ∈ [0, 1)n. Since Y is a Riesz sequence, it follows from [3, Theorem 2.3(ii)],
that for a.e. ξ ∈ [0, 1)n, the collection {Uψ(ξ)}ψ∈ is a Riesz basis for S(ξ). Hence, dim S(ξ) =
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card() = m for a.e. ξ ∈ [0, 1)n. Since,
Ker(G˜(ξ)) = Ker(K∗(ξ)) = J(ξ)⊥ = S(ξ), ξ ∈ [0, 1)n,
(c) must hold. Suppose that (c) holds, i.e. that dim(Ker(G˜)) = m a.e, and let M(ξ) = J(ξ)⊥ for
a.e. ξ ∈ [0, 1)n. Then dimM(ξ) = m for a.e. ξ ∈ [0, 1)n. Let {ei}i1 be any orthogonal basis for
2(Zn) and define ri(ξ) = PM(ξ)ei, i ≥ 1, where PM(ξ) denotes the orthogonal projection from 2(Zn)
onto J(ξ)⊥. Since the mapping ξ 
→ PJ(ξ) is weakly measurable by Proposition 1.2, so is the mapping
ξ 
→ PM(ξ) = I − PJ(ξ). Hence, the functions ξ 
→ 〈ri(ξ), ej〉, i, j ≥ 1, are measurable on [0, 1)n.
Furthermore, the collection {ri(ξ)}i1 forms a Parseval frame for J(ξ)⊥. Now, let k1(ξ) = min{j ≥
1, ‖rj(ξ)‖ = 0} and let
kj(ξ) = min{l > kj−1(ξ), rl(ξ) /∈ span{r1(ξ), ..., rj−1(ξ)}}, 2 ≤ j ≤ m.
Define
fj(ξ) = rkj(ξ)(ξ) =
∞∑
l=j
rl(ξ)χ{kj(·)=l}(ξ)
Note that, by construction, for a.e. ξ ∈ [0, 1)n, the vectors {fj(ξ)}kj=1 are linearly independent in
2(Zn) if k  m < ∞ or if k < m = ∞. Furthermore, each fj is measurable by construction. Indeed
note that the function ξ 
→ 〈ri(ξ), rj(ξ)〉 = ∑∞l=1 〈ri(ξ), el〉 〈rj(ξ), el〉 is measurable and if for a
fixed ξ , r1(ξ), ..., rj−1(ξ) are linearly independent, the fact that rj(ξ) /∈ span{r1(ξ), ..., rj−1(ξ)} is
equivalent to the fact that the j × j matrix A(ξ) defined by
A(ξ)k,l = 〈rk(ξ), rl(ξ)〉, 1 ≤ k, l ≤ j,
satisfies det(A(ξ)) = 0. Applying the Gram–Schmidt orthogonalization process to the sequence
{fj(ξ)}mj=1,we obtain an orthonormal sequence {gj(ξ)}mj=1 generating the subspace J(ξ)⊥ for a.e. ξ ∈
[0, 1)n. Defining
Uψi(ξ) = gi(ξ), 1 ≤ i ≤ m,
we obtain a collection = {ψi}mi=1 in L2(Rn) satisfying all conditions in (b). This proves our claim. 
The following theorem shows that if M is a shift-invariant space generated by X , one need at
least m functions, where m = ‖ dim(Ker(G˜(·)))‖∞, to generate the orthogonal complement ofM in
L2(Rn). Furthermore, if k ≥ m or k = ∞, one can always find k functions such that the associated
shift-invariant system forms a Parseval frame forM⊥.
Theorem 2.2. Let X = {φ(· − Bk), (φ, k) ∈ I} form a frame for the closed subspaceM ⊂ L2(Rn). Let
m ≥ 1 be an integer or m = ∞. Then, the following are equivalent:
(a) There exists a collection  in M⊥ with card() = m and with the property that Y = {ψ(· −
Bk), (ψ, k) ∈ L} is a frame forM⊥, where L =  × Zn.
(b) There exists a collection  in M⊥ with card() = m and with the property that Y = {ψ(· −
Bk), (ψ, k) ∈ L} is a Parseval frame forM⊥, where L =  × Zn.
(c) dim(Ker(G˜)) ≤ m a.e. on [0, 1)n.
Proof. Clearly, (b) implies (a). If (a) holds, it follows from Theorem 2.3, (i) in [3] applied to the shift-
invariant subspace M⊥ generated by the frame Y that the collection {Uψ(ξ)}ψ∈ is, for a.e. ξ ∈
[0, 1)n, a frame for J(ξ)⊥ having at mostm elements. We deduce therefore that
dim(Ker(G˜(ξ))) = dim(J(ξ)⊥)  m, for a.e. ξ ∈ [0, 1)n.
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Conversely if (c) holds. Let {ej}j1 be any orthonormal basis of 2(Zn) and define ri(ξ) = PM(ξ)ei, i 
1, where PM(ξ) denotes the orthogonal projection from 
2(Zn) to M(ξ) = J(ξ)⊥. As in the proof of
Theorem 2.1, it is easily seen that each function ξ 
→ 〈ri(ξ), ej〉, i, j ≥ 1, is measurable on [0, 1)n.
Furthermore, for a.e. ξ ∈ [0, 1)n, the collection {ri(ξ)}i1 forms a Parseval frame for J(ξ)⊥. Now, let
A1(ξ) = {j  1, ‖rj(ξ)‖ = 0}.
IfA1(ξ) = ∅, we define fj(ξ) = 0, for all j ≥ 1. Otherwise,we let k1(ξ) = min(A1(ξ)). For 2 ≤ j ≤ m,
we let
Aj(ξ) = {l > kj−1(ξ), rl(ξ) /∈ span{r1(ξ), ..., rj−1(ξ)}}.
If Aj(ξ) = ∅,we define fj(ξ) = 0. If Aj(ξ) = ∅, we let kj(ξ) = min(Aj(ξ)) and define
fj(ξ) = rkj(ξ)(ξ) =
∞∑
l=j
rl(ξ) χ{kj(·)=l}(ξ)
Note that, by construction, ifm(ξ) = dim(Ker(G˜(ξ))) = 0, we have Aj(ξ) = ∅ for 1 ≤ j  m(ξ) and
Aj(ξ) = ∅ ifm(ξ) < j ≤ m. Furthermore, the sequence {fj(ξ)}m(ξ)j=1 is linearly independent. Applying
the Gram–Schmidt orthogonalization process to the sequence {fj(ξ)}m(ξ)j=1 , we obtain an orthonormal
sequence {gj(ξ)}m(ξ)j=1 . If we let gj(ξ) = 0 for m(ξ) < j ≤ m, it is clear that the collection {gj(ξ)}mj=1
forms a Parseval frame for J(ξ)⊥. Defining ψi ∈ L2(Rn) by U(ψi)(ξ) = gi(ξ) for a.e. ξ ∈ [0, 1)n, we
obtain (b)with = {ψi, i = 1, ...,m}, using Theorem2.3, (i) in [3] again. This concludes the proof. 
The previous result has the following consequence for finitely generated shift-invariant systems.
Corollary 2.3. Let X andM be as in Theorem 2.2. If  is finite, one cannot find a finite collection  such
that Y = {ψ(· − Bk), (ψ, k) ∈ L}, where L =  × Zn, generatesM⊥.
Proof. If φ is finite, G˜ is a finite rank operator a.e. and thus dim(Ker(G˜)) = ∞ a.e. on [0, 1)n. 
3. The kernel of the Gramian operator
Given a shift-invariant system X = {φ(·−Bk), (φ, k) ∈ I} forming a frame for the subspaceM of
L2(Rn), the range of the frame transform is a closed subspace of 2(Zn)which is invariant by integer
translations in the second variable. Indeed, if f ∈ M, we have for (φ, k) ∈ I and j ∈ Zn,
〈f , φ(· − B(k + j))〉 = 〈f (· + Bj), φ(· − Bk)〉 = 〈g, φ(· − Bk)〉,
where g = f (· + Bj) ∈ M. It follows that the orthogonal complement of the range of the frame
transform in 2(I) is itself invariant by integer translations in the second variable and thus either
equal to {0} or infinite-dimensional. In the case where it is not equal to {0}, one can consider the
question as to whether or not the orthogonal complement of the range of the frame transform can be
generated by finitelymany sequences and their integer shifts. Themain results of this sectionwill give
an answer to this question in terms of the dimension of the Gramian operator.
Definition 3.1. Given an index set I =  × Zn as above and a sequence c ∈ 2(I), we define, for
each j ∈ Zn, δj ∗ c ∈ 2(I) by
(δj ∗ c)φ,k = cφ,k−j, (φ, k) ∈ I.
We need the following lemmas.
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Lemma 3.1. Let c ∈ 2(I) and let {ca}a∈A be a collection in 2(I)where I = ×Zn. For φ ∈ , define
the functions mφ in L
2([0, 1)n), by the Fourier series
mφ(ξ) =
∑
k∈Zn
cφ,k e
2π ik·ξ , ξ ∈ [0, 1)n,
and for a ∈ A and φ ∈ , define the functions maφ in L2([0, 1)n), by the Fourier series
maφ(ξ) =
∑
k∈Zn
caφ,k e
2π ik·ξ , ξ ∈ [0, 1)n.
Then, the following are equivalent.
(a) c belongs to the closed subspaceN of 2(I)which is generated by the collection {δj ∗ ca}(a,j)∈A×Zn .
(b) For a.e. ξ ∈ [0, 1)n, the sequence {mφ(ξ)}φ∈ belongs to the closed subspace N (ξ) generated by
the collection {{maφ(ξ)}φ∈, a ∈ A} in 2().
Proof. Suppose that c belongs to N and {cr}r≥1 be a sequence of elements in the linear span of
collection {δj ∗ ca}(a,j)∈A×Zn converging to c in 2(I). We can write
crφ,k =
∑
(a,j)∈A×Zn
dra,j (δj ∗ caφ,k), (φ, k) ∈ I,
where the coefficients dra,j are non-zero for only finitely many (a, j) ∈ A× Zn. We have
∑
φ∈
∑
k∈Zn
|crφ,k − cφ,k|2 =
∫
[0,1)n
∑
φ∈
∣∣∣∣ ∑
(a,j)∈A×Zn
dra,j e
2π ij·ξ maφ(ξ) − mφ(ξ)
∣∣∣∣2 dξ → 0,
as r → ∞. There exists thus a subsequence rl such that
∑
φ∈
∣∣∣∣ ∑
(a,j)∈A×Zn
d
rl
a,j e
2π ij·ξ maφ(ξ) − mφ(ξ)
∣∣∣∣2 → 0, r → ∞,
for a.e. ξ ∈ [0, 1)n, showing that (b) holds. Conversely, if (b) holds, let h in 2(I) be orthogonal to the
collection {δj ∗ ca}(a,j)∈A×Zn and define
nφ(ξ) =
∑
k∈Zn
hφ,k e
2π ik·ξ , ξ ∈ [0, 1)n.
We have thus that, for all j ∈ Zn,
∑
(φ,k)∈I
(δj ∗ ca)φ,k hφ,k =
∫
[0,1)n
e2π ij·ξ
∑
φ∈
maφ(ξ) nφ(ξ) dξ = 0.
Hence,
∑
φ∈ maφ(ξ) nφ(ξ) = 0 for a.e. ξ ∈ [0, 1)n and, since (b) holds, we have thus
∑
φ∈ mφ
(ξ) nφ(ξ) = 0 for a.e. ξ ∈ [0, 1)n which implies that h is orthogonal to c in 2(I). Hence, (a) must
hold. 
Lemma 3.2. Let {ca}a∈A be a collection in 2(I) where I =  × Zn. For a ∈ A and φ ∈ , define the
function maφ in L
2([0, 1)n), by the Fourier series
maφ(ξ) =
∑
k∈Zn
caφ,k e
2π ik·ξ , ξ ∈ [0, 1)n.
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Consider the following statements:
(a) The collection {δj ∗ ca}(a,j)∈A×Zn is a frame with frame bounds A and B for the closed subspaceN of
2(I) it generates, i.e.
A
∑
(φ,k)∈I
|bφ,k|2 ≤
∑
(a,j)∈A×Zn
∣∣∣∣ ∑
(φ,k)∈I
bφ,k c
a
φ,k−j
∣∣∣∣2 ≤ B ∑
(φ,k)∈I
|bφ,k|2,
for every sequence {bφ,k} in N .
(b) For a.e. ξ ∈ [0, 1)n the collection of sequences {{maφ(ξ)}φ∈, a ∈ A}, forms a frame with frame
bounds A and B for the subspace N (ξ) of 2() it generates, i.e. for a.e. ξ ∈ [0, 1)n and every
sequence {rφ}φ∈ in N (ξ), we have
A
∑
φ∈
|rφ |2 
∑
a∈A
∣∣∣∣ ∑
φ∈
rφ m
a
φ(ξ)
∣∣∣∣2  B ∑
φ∈
|rφ |2.
(c) The collection {δj ∗ ca}(a,j)∈A×Zn is a Parseval frame for the closed subspace N of 2(I) that it
generates.
(d) For a.e. ξ ∈ [0, 1)n the collection {{maφ(ξ)}φ∈, a ∈ A} is a Parseval frame for the subspaceN (ξ)
of 2() that it generates.
Then (a) and (b) are equivalent and so are (c) and (d).
Proof. Given a sequence b = {bφ,k} ∈ 2(I), we can define, for each φ ∈ , the functions mφ in
L2([0, 1)n), by the Fourier series
mφ(ξ) =
∑
k∈Zn
bφ,k e
2π ik·ξ , ξ ∈ [0, 1)n.
By Lemma 3.1, b ∈ N if and only if, for a.e. ξ ∈ [0, 1)n, the sequence {mφ(ξ)}φ∈ belongs to N (ξ).
We have also
∑
(a,j)∈A×Zn
∣∣∣∣∣∣
∑
(φ,k)∈I
bφ,k c
a
φ,k−j
∣∣∣∣∣∣
2
= ∑
a∈A
∫
[0,1)n
∣∣∣∣∣∣
∑
j∈Zn
⎛
⎝ ∑
(φ,k)∈I
bφ,k c
a
φ,k−j
⎞
⎠ e2π ij·ξ
∣∣∣∣∣∣
2
dξ
= ∑
a∈A
∫
[0,1)n
∣∣∣∣∣∣
∑
j∈Zn
⎛
⎝ ∑
(φ,k)∈I
bφ,k e
2π ik·ξ caφ,k−j e2π i(k−j)·ξ
⎞
⎠
∣∣∣∣∣∣
2
dξ
= ∑
a∈A
∫
[0,1)n
∣∣∣∣∣∣
∑
φ∈
⎛
⎝∑
k∈Zn
bφ,k e
2π ik·ξ
⎞
⎠
⎛
⎝∑
j∈Zn
caφ,k−j e2π i(k−j)·ξ
⎞
⎠
∣∣∣∣∣∣
2
dξ
= ∑
a∈A
∫
[0,1)n
∣∣∣∣∣∣
∑
φ∈
mφ(ξ)m
a
φ(ξ)
∣∣∣∣∣∣
2
dξ.
Thus, the inequalities in (a) are equivalent to
A
∫
[0,1)n
∑
φ∈
|mφ(ξ)|2 dξ 
∫
[0,1)n
∑
a∈A
∣∣∣∣∣∣
∑
φ∈
mφ(ξ)m
a
φ(ξ)
∣∣∣∣∣∣
2
dξ
 B
∫
[0,1)n
∑
φ∈
|mφ(ξ)|2 dξ, (3.1)
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foreverycollectionofmeasurable functions {mφ}φ∈with theproperty that thesequence {mφ(ξ)}φ∈
belongs to N (ξ) for a.e. ξ ∈ [0, 1)n. Clearly, if (b) holds, we can obtain the inequalities in (3.1) by re-
placing rφ by mφ(ξ), for a.e. ξ ∈ [0, 1)n and integrating over [0, 1)n, showing thus that (a) holds.
Conversely if (a) and thus (3.1) hold, let {hi}i∈N be a dense collection in 2(). Let P(ξ) denote
the orthogonal projection from 2(I) to N (ξ), defined for a.e. ξ ∈ [0, 1)n. We will show that, for
a.e. ξ ∈ [0, 1)n, we have,
A
∑
φ∈
|(P(ξ)hi)φ |2 
∑
a∈A
∣∣∣∣∣∣
∑
φ∈
hiφ m
a
φ(ξ)
∣∣∣∣∣∣
2
 B
∑
φ∈
|(P(ξ)hi)φ |2, i ∈ N. (3.2)
Indeed, if (3.2) fails, then there exist a measurable set D ⊂ [0, 1)n with |D| > 0, an integer i0 ∈ N and
 > 0 such that
∑
a∈A
∣∣∣∣∣∣
∑
φ∈
h
i0
φ m
a
φ(ξ)
∣∣∣∣∣∣
2
> (B + ) ∑
φ∈
|(P(ξ)hi0)φ |2, ξ ∈ D (3.3)
or
∑
a∈A
∣∣∣∣∣∣
∑
φ∈
h
i0
φ m
a
φ(ξ)
∣∣∣∣∣∣
2
< (A − ) ∑
φ∈
|(P(ξ)hi0)φ |2, ξ ∈ D. (3.4)
If (3.3) holds, for example, define
mφ(ξ) = χD(ξ)(P(ξ)hi0)φ, φ ∈ , ξ ∈ [0, 1)n. (3.5)
Then,mφ is measurable for each φ ∈  and∫
[0,1)n
∑
φ∈
|mφ(ξ)|2 dξ  |D|
∑
φ∈
∣∣∣hi0φ
∣∣∣2 < ∞.
Furthermore, we have
∫
[0,1)n
∑
a∈A
∣∣∣∣∣∣
∑
φ∈
mφ(ξ)m
a
φ(ξ)
∣∣∣∣∣∣
2
dξ =
∫
D
∑
a∈A
∣∣∣∣∣∣
∑
φ∈
h
i0
φ m
a
φ(ξ)
∣∣∣∣∣∣
2
dξ
> (B + )
∫
D
∑
φ∈
∣∣∣(P(ξ)hi0)φ ∣∣∣2 dξ = (B + )
∫
[0,1)n
∑
φ∈
|mφ(ξ)|2 dξ,
contradicting the second inequality in (3.1). The case where (3.4) holds is handled in a similar way.
Since the inequalities in (3.2) hold for a dense sequence {hi} in 2(), (b) must hold. Hence, (a) and
(b) are equivalent. The equivalence of (c) and (d) follows from that of (a) and (b) in the particular case
where A = B = 1. This proves our claims. 
Lemma 3.3. Let {ca}a∈A be a collection in 2(I). Consider the following statements:
(a) The collection {δj ∗ ca}(a,j)∈A×Zn is a Riesz sequence in 2(I) with Riesz bounds A and B, i.e. the
inequalities
A
∑
(a,j)∈A×Zn
|da,j|2 
∑
(φ,k)∈I
∣∣∣∣∣∣
∑
(a,j)∈A×Zn
da,j c
a
φ,k−j
∣∣∣∣∣∣
2
 B
∑
(a,j)∈A×Zn
|da,j|2,
hold for every sequence {da,j} in 2(A× Zn).
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(b) For a.e. ξ ∈ [0, 1)n and every sequence {sa}a∈A in 2(A), the inequalities
A
∑
a∈A
|sa|2 
∑
φ∈
∣∣∣∣∣
∑
a∈A
sa m
a
φ(ξ)
∣∣∣∣∣
2
 B
∑
a∈A
|sa|2
hold, i.e. for a.e. ξ ∈ [0, 1)n, the collection of sequences {{maφ(ξ)}φ∈|a ∈ A}, forms a Riesz
sequence with Riesz bounds A and B in 2(A).
(c) The collection {δj ∗ ca}(a,j)∈A×Zn is an orthonormal sequence in 2(I).
(d) For a.e. ξ ∈ [0, 1)n, the collection {{maφ(ξ)}φ∈, a ∈ A} is an orthonormal sequence in 2(A).
Then (a) and (b) are equivalent and so are (c) and (d).
Proof. The equivalence of (a) and (b) follows in exactly the same way as the equivalence of (a) and
(b) in Lemma 3.7 by interchanging the role of A and . The equivalence of (c) and (d) follows from
that of (a) and (b) and the fact that an orthonormal sequence is a Riesz sequence with Riesz bounds
A = B = 1. 
Lemma 3.4. Let c ∈ 2(I) and let X = {φ(· − Bk), (φ, k) ∈ I} be a frame for a shift-invariant space
M. Then, the following are equivalent:
(a) c ∈ Range(TX)⊥.
(b) For a.e. ξ ∈ [0, 1)n, the sequence {mφ(ξ)}φ∈ defined by
mφ(ξ) =
∑
k∈Zn
cφ,k e
2π ik·ξ , ξ ∈ [0, 1)n, φ ∈ ,
belongs to Range
(
TV(ξ)
)⊥
, where V(ξ) = (U)(ξ) = {(Uφ)(ξ), φ ∈ } and U is defined as in
Proposition 1.1.
Proof. If f ∈ M, we have, for all j ∈ Zn
∑
(φ,k)∈I
〈f , φ(· − Bk)〉 cφ,k−j =
∑
(φ,k)∈I
(∫
[0,1)n
〈U f (ξ), Uφ(ξ)〉 e−2π iξ ·k dξ
)
cφ,k−j
=
∫
[0,1)n
∑
φ∈
〈U f (ξ), Uφ(ξ)〉 ∑
k∈Zn
e2π iξ ·kcφ,k−j dξ
=
∫
[0,1)n
∑
φ∈
〈U f (ξ), Uφ(ξ)〉
⎧⎨
⎩
∑
k∈Zn
cφ,k e
2π iξ ·k
⎫⎬
⎭ e−2π iξ ·j dξ
=
∫
[0,1)n
⎧⎨
⎩
∑
φ∈
〈U f (ξ), Uφ(ξ)〉mφ(ξ)
⎫⎬
⎭ e−2π iξ ·j dξ.
Now, if c ∈ Range(TX)⊥, we have δj ∗ c ∈ Range(TX)⊥ for all j ∈ Zn and the previous computations
show that∑
φ∈
〈U f (ξ), Uφ(ξ)〉mφ(ξ) = 0, for a.e. ξ ∈ [0, 1)n, (3.6)
i.e. that {mφ(ξ)}φ∈ belongs to Range(TV(ξ))⊥ for a.e. ξ ∈ [0, 1)n. Conversely if the Eq. (3.6) holds
for a.e. ξ ∈ [0, 1)n, we deduce, using the same computations in reverse order, that c ∈ Range(TX)⊥
which completes the proof. 
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Theorem 3.5. Let X = {φ(· − Bk), (φ, k) ∈ I} form a frame for the closed subspaceM ⊂ L2(Rn).
Let m  1 be an integer or let m = ∞. Let TV(ξ) denote the frame transform associated with the frame{Uφ(ξ)}φ∈ defined for a.e. ξ ∈ [0, 1)n. Then the following are equivalent:
(a) There exists a collection {ca}a∈A in Range(TX)⊥ with card(A) = m such that {δj ∗ ca}(a,j)∈A×Zn is
a Riesz basis for Range(TX)
⊥.
(b) There exists a collection {ca}a∈A in Range(TX)⊥ with card(A) = m such that {δj ∗ ca}(a,j)∈A×Zn is
an orthonormal basis for Range(TX)
⊥.
(c) dim(Ker(G(ξ))) = m for a.e. ξ ∈ [0, 1)n.
Proof. Clearly (b) implies (a). Let us assume that (a) holds and let us define, for φ ∈ , the functions
maφ in L
2([0, 1)n) by the Fourier series
maφ(ξ) =
∑
k∈Zn
caφ,k e
2π ik·ξ , ξ ∈ [0, 1)n.
Let c ∈ 2(I) and, for φ ∈ , define the functionsmφ in L2([0, 1)n), by the Fourier series
mφ(ξ) =
∑
k∈Zn
cφ,k e
2π ik·ξ , ξ ∈ [0, 1)n.
By Lemma 3.4, the fact that c ∈ Range(TX)⊥ is equivalent to the fact that the collection {mφ(ξ)}φ∈
belongs to Range
(
TV(ξ)
)⊥
, for a.e. ξ ∈ [0, 1)n. Furthermore, by Lemma 3.1, the fact that c belongs to
the closed linear span of the collection {δj ∗ ca}(a,j)∈A×Zn is equivalent to the fact that the sequence{mφ(ξ)}φ∈ belongs to the closed subspaceN (ξ) generated by the collection {{maφ(ξ)}φ∈, a ∈ A}
in 2(), for a.e. ξ ∈ [0, 1)n. If (a) holds, it follows thus that N (ξ) = Range (TV(ξ))⊥, for a.e. ξ ∈[0, 1)n. Furthermore, since the property of being a Riesz basis for a subspace is equivalent to being a
frame for that subspace as well as being a Riesz sequence, it follows from Lemmas 3.2 and 3.3 that the
collection {{maφ(ξ)}φ∈, a ∈ A} is a Riesz basis for N (ξ) = Range
(
TV(ξ)
)⊥
. Hence, the dimension
of Range
(
TV(ξ)
)⊥
is the cardinality ofA, i.e.m. Since a sequence a ∈ 2() belongs to Range (TV(ξ))⊥
if and only if∑
φ1∈
〈Uφ2(ξ), Uφ1(ξ)〉 aφ1 = 0, φ2 ∈ ,
and sincewe canwrite thatG(ξ)φ2,φ1 = 〈Uφ1(ξ), Uφ2(ξ)〉, forφ1, φ2 ∈ , we deduce that the kernel
of G(ξ) is the orthogonal complement of Range
(
TV(ξ)
)
and (c) follows. Suppose now that (c) holds. Let
N(ξ)be thekernel ofG(ξ) for a.e.ξ ∈ [0, 1)n. Let {eφi}i1 beanorthonormalbasis for2()anddefine
ri(ξ) = PN(ξ)eφi , i  1,
where PN(ξ) denotes the orthogonal projection from 
2() onto N(ξ). Since PN(·) is weakly measur-
able, the vector-valued functions ri, i ≥ 1, are all measurable on [0, 1)n and the collection {ri(ξ)}i1
forms a Parseval frame for the kernel of G(ξ). Let
k1(ξ) = min{j  1, ‖rj(ξ)‖ = 0}
and, for 2 ≤ j ≤ m, let
kj(ξ) = min{l > kj−1(ξ), rl(ξ) /∈ span{r1(ξ), ..., rj−1(ξ)}}.
Define
fj(ξ) = rkj(ξ)(ξ) =
∞∑
l=j
rl(ξ)χ{kj(·)=l}(ξ), ξ ∈ [0, 1)n.
Using arguments similar to those in the proof of Theorem 2.1, we can show that the functions ξ 
→
〈fj(ξ), eφi〉, i, j ≥ 1, are measurable. By construction, the vectors {fj(ξ)}kj=1 are linearly independent
in 2() if k  m < ∞ or if k < m = ∞. Applying the Gram–Schmidt orthogonalization process
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to the sequence {fj(ξ)}mj=1,we obtain an orthogonal collection {mj(ξ)}mj=1 generating the space N(ξ)
for a.e. ξ ∈ [0, 1)n. Defining A = {a ∈ Z, 1 ≤ a ≤ m}, it follows that {ma(ξ)}a∈A is an orthonormal
basis for Range
(
TV(ξ)
)⊥
for a.e. ξ ∈ [0, 1)n and, if ca ∈ 2(I) is defined by
caφ,k =
∫
[0,1)n
maφ(ξ) e
−2π iξ ·k dξ, (φ, k) ∈ I,
it follows, using Lemmas 3.4, 3.2 and 3.3, that {ca}a∈A satisfies the conditions in (b). This completes
the proof. 
Theorem 3.6. Let X = {φ(· − Bk), (φ, k) ∈ I} form a frame for the closed subspaceM ⊂ L2(Rn). Let
m  1 be an integer or m = ∞. Then the following are equivalent:
(a) There exists a collection {ca}a∈A in Range(TX)⊥ with card(A) = m such that {δj ∗ ca}(a,j)∈A×Zn is
a frame for Range(TX)
⊥.
(b) There exists a collection {ca}a∈A in Range(TX)⊥ with card(A) = m such that {δj ∗ ca}(a,j)∈A×Zn is
a Parseval frame for Range(TX)
⊥.
(c) dim(Ker(G(ξ)))  m for a.e. ξ ∈ [0, 1)n.
Proof. Let V(ξ) = (U)(ξ) = {(Uφ)(ξ), φ ∈ } and let TV(ξ) denote the frame transform associ-
ated with the frame V(ξ) defined for a.e. ξ ∈ [0, 1)n. It is clear that (b) implies (a). If (a) holds, let us
define, for φ ∈ , the functionsmaφ in L2([0, 1)n) by the Fourier series
maφ(ξ) =
∑
k∈Zn
caφ,k e
2π ik·ξ , ξ ∈ [0, 1)n.
Wecan then deduce, exactly as in the proof of Theorem3.5 that the closed subspaceN (ξ) generated by
the collection {{maφ(ξ)}φ∈, a ∈ A} in 2() is equal to Range
(
TV(ξ)
)⊥
, for a.e. ξ ∈ [0, 1)n. Further-
more, fromtheequivalenceof (a) and (b) in Lemma3.2, it follows that the collection {{maφ(ξ)}φ∈, a ∈
A} forms a frame for Range (TV(ξ))⊥ which must then have dimension at most m for a.e. ξ ∈ [0, 1)n.
Since, as noted before, the kernel of G(ξ) is equal to Range
(
TV(ξ)
)⊥
, (c) follows at once. Finally , if (c)
holds, we proceed as in the proof of the implication (c)⇒ (a) in Theorem 3.5 with the only difference
that, if we let m(ξ) = dim(Ker(G(ξ)))  m for a.e. ξ ∈ [0, 1)n, we can only construct m(ξ) linearly
independent vectors {fj(ξ)}m(ξ)j=1 . Defining fj(ξ) = 0 ifm(ξ) < j ≤ m and applying the Gram–Schmidt
orthogonalization process to the sequence {fj(ξ)}m(ξ)j=1 , we obtain in this way a collection {mj(ξ)}mj=1
whose first m(ξ) elements form an orthonormal basis for N (ξ) and where mj(ξ) = 0 for j > m(ξ).
Clearly {mj(ξ)}mj=1 forms a Parseval frame forN (ξ), for a.e. ξ ∈ [0, 1)n and the remaining part of the
proof is similar that of Theorem 3.5, using the equivalence of (c) and (d) in Lemma 3.2. 
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