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vAbstract
Radiation from the Sun drives, for the most part, the variations in tem-
perature and energy in the thermosphere, which is the region of space ap-
proximately between 80 and 700 kmaltitudes. Despite decades of progress
in upper atmospheric research, developing a precise model of the ther-
mosphere remains a signicant challenge. One motivation to better un-
derstand the thermosphere is the growing number of satellites in the re-
gion. A prime requirement for the management of satellites (and there-
fore, space-based services and technologies) is to avoid satellite collisions,
which requires the capability to precisely track and predict their orbits.
The unpredictability attached to the safety of operational satellites and
human space operations in the near-Earth orbit is higher than ever due
to the increasing anthropogenic space debris that orbits alongside. In
this enterprise of orbit tracking and prediction, the most signicant un-
certainty in the low Earth orbit region (160–2,000 km altitudes) origi-
nates from the poor estimation of atmospheric mass density vis-á-vis at-
mospheric drag.
Empirical, physical, and data assimilation models and techniques are
used to obtain the mass density estimates. Observations to validate the
upper atmospheric models are both temporally and spatially limited and
sparse. Physical/numerical models in general oer not only great poten-
tial for validating observations and forecasting the transient response of
the thermosphere but also are excellent tools for understanding the driv-
ingmechanisms of various thermospheric trends and features. This work
uses empirical, physical, and data assimilation models to investigate the
thermospheric structure and dynamics.
One key contribution of this thesis is the rst systematic comparison
between Swarm-Caccelerometer-derived thermosphericmass density and
physical and empirical model estimates. This comparison provides key
insights into the data and model performance, the strengths and weak-
nesses of the various model performance metrics, and visualisations of
the statistics. The comparison at Swarm-C’s temporal resolution pro-
vides a useful evaluation of the models’ delity for orbit prediction and
related space weather forecasting applications. The results show that the
physical model better captured the short-timescale variations observed
by Swarm-C during periods of high-solar and high-geomagnetic activi-
ties than the empirical models.
Another important contribution of this thesis is the numerical demon-
stration of the relationship between solar and geomagnetic activities, and
mass density-temperature (휌-T) synchrony in the thermosphere across
vi
multiple seasons. The physical relationship between mass density and
temperature is critical for thermospheric forecastingwithnumericalmod-
els that assume hydrostatic and diusive equilibriums. This work uses a
physical model to isolate the dependency of the 휌-T synchrony features
on the season, altitude, space weather conditions, high latitude electro-
dynamics, and lower atmospheric tides. The work also includes a com-
prehensive description of the 휌-T synchrony in the thermosphere. The
results demonstrate that the 휌-T synchrony begins around 300-km (350-
km) altitude at the equator (high latitudes). The study attributes the large휌-T phase lag in the high latitudes to ion drag and temperature uctua-
tions via soft particle precipitation. The study provides physical insights
into how the winds contribute to the 휌-T synchrony. In addition, the re-
sults show that geomagnetic activity contributes signicantly to the 휌-T
synchrony; the underlying mechanismmay be related to temperature en-
hancements in the high latitudes via Joule heating and associated non-
linear interactions.
This thesis also puts the evolution of the thermosphere state into con-
text by conducting time integrated data assimilation experiments. A global
physical model actively constrained by electron density and temperature
data using a variant of the Kalman lter technique shows promising re-
sults for thermosphere forecasts. The experiments focus on assimilation
accuracy during dierent solar activity periods. The results show that
improvement gained in the overall forecasted thermosphere state is bet-
ter during solar minimum compared to solar maximum. The results also
provide insights into biases inherent in the model—particularly along
thermospheric features with sharp spatial gradients. The results nd that
adjustment to the electron density state via data assimilation is fugacious
and the ionosphere has a tendency to relax toward climatology in a rela-
tively short time of the order of hours. The experiment with assimilating
temperature data showed more promise over assimilating radio occulta-
tion data in terms of estimating mass density along two polar orbiting
satellites.
The work adds new insights to our understanding of the Earth’s upper
atmosphere through the use of state-of-the-art models and both space-
and ground-based observations.
Timothy Kodikara (2019). Physical Understanding and Forecasting of the
Thermospheric Structure andDynamics (Doctoral dissertation). RMITUni-
versity, Melbourne, Australia
Keywords: upper atmospheric physics, thermosphere, ionosphere, at-
mospheric drag, space weather, space debris, data assimilation, space sit-
uational awareness, high-performance computing, numerical simulations,
machine learning, kalman lter
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Preface
This thesis contains the work I started with Professor Kefei Zhang in 2016
as part of an Australian national project to reduce the threat from space
debris to space assets. The thesis reports my contribution to this project
and upper atmospheric research in general. The upper atmosphere is a
topic worth studying not only for the management of space assets but
also for other far-reaching consequences due to space weather—even the
sheer curiosity of a region of space not fully understood.
The present thesis reiterates the need for accurate thermosphere mod-
els, a call that is present in the community since the 1960s. Despite the
substantial and remarkable progress in modelling over the years, the call
persists. The progress is substantial because today we can combine many
models to simulate the geospace environment from the Sun’s core toEarth
and get a reasonably good picture of the reality. Remarkable is the accu-
racy, resolution, and predictive capabilities of the models that have im-
proved over the years. This call persists mainly due to the nature of the
applications—the rise in applicationswith the requirements of high accu-
racy, and the lack of a complete picture of the physical system. The more
we understand about the upper atmosphere, the better our predictions of
its state will be.
This thesis emphasises that a prime requirement for the management
of satellites and, space-based services and technologies is to be able to
precisely track and predict the orbit of satellites and any other object that
could collide with the satellites. In this enterprise of orbit tracking and
prediction, the most signicant uncertainty in the low Earth orbit re-
gion (160–2,000 km altitudes) originates from the poor estimation of at-
mospheric mass density vis-á-vis atmospheric drag. Through the use of
theory, data, and numerical simulations, the thesis identies important
drivers behind specic ionosphere-thermosphere dynamics that are im-
portant for thermosphere forecasts. The thesis oers more insights into
the causes ofmodel bias and recommendations to improve themodel pre-
dictions using several prevalent empirical, physical, and data assimilation
models.
This thesis contains three contributing chapters formed around two
peer-reviewed journal articles and one pending journal article. The intro-
ductory chapter outlines the scope and objectives of the research project
and is followed by two chapters that concentrate on theory and meth-
ods to support the contributing chapters. Somewhat dierent from a tra-
ditional thesis, I have used the concept of sidenotes not just to provide
ancillary information, but also as a medium to emphasise critical points
xx
when necessary, as well as to act as a quick reference, for example, to a
previously stated equation. I hope the reader will nd this convenient.
The construction of these seven chapters includes long days of frustrat-
ing model development, space-based and ground-based data processing,
and debugging tasks. The programming languages Fortran and Python
made my work a little more comfortable in this regard. But in the end, it
is hard to imagine the completion of this work if not for the fantastic and
supportive people that reached out every single time I needed them.
I cannot describe how grateful I am to Professor Kefei Zhang for the
kindness and insightfulness with which he mentored me. The freedom
he oeredme to explore these topics that I present, and the trust he placed
in me was encouraging—and now looking back, fruitful. It feels appro-
priate to apologise for themany emails, requests formeetings (sometimes
even during the weekends) that he had to endure during this journey that
is my PhD. I thank my secondary supervisors Associate Professor Donald
Grant, Dr Brett Carter, and Dr Robert Norman for their phenomenal sup-
port and guidance during this journey. I also owe a debt of gratitude to
my master’s thesis supervisor Professor Rami Vainio.
I was fortunate to get to know Professor Matt Duckham, Associate
Professor Suelynn Choy, Associate Professor David Mitchell, and Dr Ken
Harima at RMIT. I thank them for giving me valuable advice and support
during various stages of my PhD. I thank Professor Minna Palmroth and
Dr Ari Viljanen for accommodating a three-month research visit to the
Finnish Meteorological Institute. I thank Dr Stanley Solomon from the
National Center for Atmospheric Research (NCAR) for the encourage-
ment and sound advice concerning the use of the physics-based model
TIE-GCM. I thank Dr Timothy Hoar from NCAR profusely for his valu-
able advice ondata assimilation during various stages ofmy study—special
thanks are due for coming toKeystone, Colorado during theCEDARwork-
shop. I thank Dr Christian Siemes from ESA and Thomas Nilsson from
the Swedish Institute of Space Physics for their advice on Swarm data. I
thank Professor Dr Klaus Strassmeier for hosting me at the Leibniz Insti-
tute for Astrophysics Potsdam during the nal phase of writing this the-
sis. I owe many thanks to the sta at the National Computational Infras-
tructure Australia for assisting me with setting up the data assimilation
software in the raijin supercomputer.
I acknowledge the two scholarships from RMIT University and Space
Environment ResearchCentre (SERC)Australia. I recognise the nancial
support fromAaltoUniversity to attend theGlobalModelling of the Space
WeatherChain 2016. I appreciate the student scholarship for theCEDAR-
2017 workshop sponsored by the National Science Foundation USA. I am
grateful to RMIT University and SERC for making several travel grants
available for me, which allowed me to present my work at conferences
and get to know the extended science community.
Coeewas a big part of realising thework for this thesis—approximately
3,000 cups of coee (900 × 103 cm3). Dr Alan Both, Nenad Radosevic,
Samantha Le May, and Viet Duong provided a signicant source of com-
pany and friendship in this regard. I thank my colleagues Andong Hu,
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introduction 1
1
Introduction
T his thesis is concerned with air mass density in the near-Earth space for improving our understanding and ability topredict the variations in the near-Earth space environment.Severe space weather events not only have the potential to
damage satellites, to disrupt navigation and communication systems, and
to cause power grid outages but also pose a radiation hazard to human
space operations. Almost every aspect of our economy—navigation, agri-
culture, security, banking, andhealthcare, is linked, driven, and sustained
by space-based technologies. Recovery from socioeconomic disruptions
to such services (and collateral eects) can take anywhere fromdays,months
to years (Schrijver et al., 2015).
Figure 1.1: Illustration of the objects in
low Earth orbit produced from realtime
orbit data as of 03 July 2018. Debris (grey),
rocket body (blue), unassigned (yellow),
and satellite (red). Image courtesy of J. Yo-
der.
1.1 The Problem of Space Debris
In the early days of space exploration, the threat to the satelliteswasmostly
due to natural hazards (e.g. space weather) as well as the mechanical
diculties of maintaining a particular orbit. The increase in the num-
ber of satellites has resulted in an anthropogenic debris eld due to our
failure to devise a sustainable strategy to manage the space assets. At
present, the best estimate is that there are nearly 170 million objects in
size range 0.1–1 cm, 750,000 objects in size range 1–10 cm, and 29,000
objects greater than 10 cm scattered in space from low Earth orbit (LEO)1 1 ∼160–2,000 km; the orbital range for
most Earth observation, military surveil-
lance and some communication satellites.
to geosynchronous orbits (GEO)2 (Lemaitre and Hubaux, 2014; Schrijver
2 ∼36,000 km; the orbit where most
telecommunications and global weather
monitoring satellites are stationed.
et al., 2015). For reference, the GNSS/GPS (global navigation satellite sys-
tems/global positioning system) constellations are situated in themedium
Earth orbit (MEO)3. A sample of the LEO debris eld is visualised in Fig- 3 ∼20,000 km; e. g. the semisynchronous
and the Molniya orbits.ure 1.1. In this context, articial and nonfunctional objects, such as de-
funct satellites, debris fractions, etc., orbiting the Earth or falling back
into the Earth’s atmosphere are categorised as space debris. The risk of
orbital collision with meteoroids and natural debris is low compared to
that of the anthropogenic debris eld. The tracking of space debris and
study of the space environment have gained signicant traction over the
recent years as a matter of vital research due to its direct impact on our
way of life.
LEO is the region that occupymore than half of theworld’s operational
satellites and it is also the most populated with debris—approximately
74% of the catalogued resident space objects (Klinkrad, 2017). Therefore,
2 physical understanding and forecasting of the thermospheric structure and
dynamics
the risk of satellite collisions is highest in LEO and by extension the eco-
nomic and social impact to the space domain4 is also the highest in this 4 National Research Council (2009) esti-
mates that the economic weight of the
space-based industry to be in the order of
hundreds of billion USD.
region (Holzinger and Jah, 2018; National Research Council, 2009). An
accurate forecast of the thermosphere and ionosphere is paramount to as-
sure, among others, the safety of space assets vital to many technologies
on Earth (e.g. Hejduk and Snow, 2018; Zesta and Huang, 2016). One of
the largest and persistent sources of uncertainty in the satellite orbit deter-
mination (OD) and orbit prediction (OP) solutions in LEO arise from the
uncertainty in atmospheric mass density estimates (Emmert et al., 2017;
Vallado and Finkleman, 2014). The uncertainty inmass density estimates
is linked to imperfections in modelling this highly dynamical space envi-
ronment.
The Statement of the Problem: Aprime requirement for theman-
agement of satellites and, space-based services and technologies is to be
able to precisely track and predict the orbit of satellites and any other
object that could collide with the satellites. In this context, the most con-
siderable uncertainty in orbit tracking and prediction in the LEO region
originates from the poor estimation of atmospheric mass density. The ob-
servations to validate the upper atmospheric models are both temporally
and spatially limited. Determining the exact causes of variations in mass
density not reected through models is, therefore, a challenge. Improv-
ing the understanding of thermospheric structure and dynamics is critical
to developing better models to reduce the forecast error in mass density.
1.2 Aim and Scope
The aim of the thesis is to improve our understanding of thermospheric
structure and dynamics. The motivation behind the work presented in
this thesis stems from the need for accurate thermospheric models for
improving our understanding of the near-Earth space environment and
applications in satellite OD and OP.
The scope of this thesis touch on the following few aspects involving
solar-terrestrial physics, aeronomy, and astrodynamics. Physical under-
standing of the upper atmosphere is pivotal for modelling and prediction
applications such as the eects of thermospheric variations on satellite
drag, ionospheric electron density variations on navigation and commu-
nication signals, how the response of the upper atmosphere to various
space weather events impact lower atmosphere and the socioeconomic
impact thereof. Radiation from the Sun drives for the most part, the vari-
ations in temperature and energy in the thermosphere. Despite being
investigated for decades, thermospheric dynamics are not fully under-
stood. Part of the challenge in understanding the dynamics is the valida-
tion of theoretical predictions as the thermosphere (especially the lower
region: 100–250 km) is the most under-monitored region (e.g. Emmert,
2015). This presents the problem of an underdetermined-system due to
the vastness of the spatial region and the sparsity of measurements.
Physics-based models, which is a major focus of this thesis, allow
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simulating the various driving mechanisms of the thermosphere. The
thermosphere is a uniquely complicated region where ions and neutrals
coexist. Simulations, for example, enable understanding of how the dy-
namics of the coupling between ions and neutrals evolve. The vastness of
the spatial region and the dynamics responsive to a myriad of processes
interacting at many dierent time scales limits the ability of empirical
models to, for example, reproduce the interactions between molecular
and atomic ions with electrons, which result in heat and ionisation that
impart further variability on the neutrals and mass density (Lathuillère
et al., 2002).
One measure of models’ success is its ability to predict. Calibration
and validation of model outputs are essential in order to improve the pre-
diction capabilities of these models. Some work with regard to validat-
ing thermospheric mass density outputs is presented in the thesis. Many
studies highlight that mass density models need to be signicantly im-
proved to reach the levels of precision required for aerobraking, satel-
litemanoeuvres, collision avoidance, precision tracking, andOD/OP (e.g.
Matsuo et al., 2013; Vallado and Finkleman, 2014). Yet it is unlikely that
the solution is one ideal model as these applications typically have vary-
ing precision requirements and other dependencies that may favour, for
example, a fast linear model over a complex 3D global model.
Among other components of error inmass densitymodelling, the neu-
tral temperature5 (hereinafter temperature) is a dominant factor that changes 5 In this thesis, temperature refers to the
neutral temperature or where applicable,
overall temperature. The ion and electron
temperatures are explicitly dierentiated.
atmospheric density. Near theEarth, the interactions between solarwind,
magnetosphere and the ionosphere are complex. Therefore, for aeron-
omy, it is necessary to characterise the accumulation and dissipation of
energy in the upper atmosphere. Heating of the thermosphere is twofold:
rapid or instantaneous heating and delayed heating. Solar radiation heats
up the thermosphere almost instantaneously. Other heating sources re-
lated to geomagnetic activity fall under the delayedheating category, which
involves Joule heating by ionospheric electric currents, and collision of
atmospheric particles with solar energetic particles (Knipp et al., 2004).
Limitations in the calibration of temperature cause much of the diculty
in determining an exact model for the mass density. This is mainly be-
cause the energy input from solar and geomagnetic activities is dicult
to predict.
Statistical inverse techniques existwhere the system (e.g. thermosphere
in space-time) can be described by using knowledge of only a subspace of
the system—useful when the complete description of the system is un-
available. Many inverse techniques exist that can combine dierent ob-
servations to reduce the relative errors in mass density models. How-
ever, the problem is mathematically underdetermined as the degrees of
freedom in the expected outcome is higher than the information gained
from observations. In other words, the knowledge of the subspace ful-
lled by observations is far less than the entire system. Although signif-
icant progress has been achieved in data-guided forecasting of the ther-
mosphere, the major thematic issues with forecasting the thermosphere
remain a scientic, computing and resource challenge. These challenges
include, for example, scientic—the problemof physics of the thermosphere-
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ionosphere system being not fully understood; computing—the problem
of developing computationally ecient, operationally viable, and high-
accuracy output feedback (nowcast/forecast) assimilation algorithms; and
resource—the problem of scarcity of impactful measurements of the sys-
tem. Some complications of building a model that includes all the rele-
vant physics are due to the highly dynamical nature of the thermosphere
that is not only driven by external forces but also controlled signicantly
by internal chemistry and dynamics (e.g. Bauer and Lammer, 2004).
1.3 Research Objectives
Robust and reliable OD and OP are becoming ever so crucial with the
unremitting growth of anthropogenic debris population. Precise mass
density models are essential to ameliorate the predicament of near-Earth
space assets. The objective is to gainmore insights into the thermospheric
structure and dynamics through the use of publicly available data and
models. The following three questions form the overall research objec-
tives for this thesis:ℚ1 Howwell do physical and empirical mass density estimates compare
to data during the recent solar maximum period (2014/15)?ℚ2 How well do physics-based simulations capture the mass density-
temperature (휌-T) synchrony in the thermosphere and what are its
driving mechanisms?ℚ3 How signicant is the impact of assimilating electron density derived
from radio occultation data on the forecasted thermosphere state com-
pared to that of in-situ temperature data?
These questions are guided and constrained by the above-mentioned
aim and scope, respectively. To this end, the thesis oers more insights
into the causes ofmodel bias and recommendations to improve themodel
predictions using several prevalent empirical, physical, and data assimi-
lation (a framework to guide a physical model with active constraints by
observations) models. The research identies important drivers behind
specic ionosphere-thermosphere dynamics that are important for ther-
mosphere forecasts. How the thesis is structured to address these ques-
tions is described in the next section.
The objectives of this research project align well with the action plan
put forth by theCooperativeResearchCentre for SpaceEnvironmentMan-
agement that is responsible for setting the national research priority of en-
hancingAustralia’s capabilities in space tracking, atmosphere and climate-
related research. The research objectives also align well with interna-
tional research priorities such as commissioned in the reports by theCOSPAR
(Committee on Space Research) and ILWS (International Living With a
Star), and the National Research Council 2013–2022 Decadal Strategy for
Solar and Space Physics: A Science for a Technological Society (National
Research Council, 2013; Schrijver et al., 2015). Prospective improvements
in space weather forecasting capabilities will tremendously benet the
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space community and greater society as a whole. The methods and re-
sults forming this thesis will be of importance for graduate students and
active researchers alike.
1.4 Structure of the Thesis
This thesis combines both theory and observation. The thesis consists
of six further chapters structured into three main parts. The rst part
(Chapters 2–3) describes the context and the researchmethods applied in
the study. In Chapter 2, the theoretical underpinnings of physics of the
thermosphere and its relationship to space situational awareness6 (SSA) 6 SSA is the domain that binds basic re-
search such as the work in this thesis, en-
gineers, and policy makers together for
collective action on space capabilities and
services.
are discussed to guide the enquiry into the problem statement mentioned
above. This includes a critical review of the historical context, the prob-
lem of OD (Tapley et al., 2004), and the associated spaceweather activities
as well as fundamental physics behind mass density models. Chapter 3
provides an introduction to data assimilation techniques used in the study
and also deals with the methodological issues, interpretation of dierent
data products, theoretical and procedural description of the techniques
used to collect, present, and analyse data.
The second part consists of the key contributing chapters 4, 5 and 6.
Chapter 4 focuses on the research question ℚ1. Chapter 4 is reproduced
from Kodikara et al. (2018a), which presents the rst systematic compar-
ison between Swarm-C accelerometer-derived thermospheric mass den-
sity and physical and empirical model estimates. Chapter 5 focuses on
the research question ℚ2. Chapter 5 is reproduced from Kodikara et al.
(2018b). Themain contribution of Chapter 5 is the numerical demonstra-
tion of the relationship between themass density-temperature synchrony
in the thermosphere, and solar and geomagnetic activities across multi-
ple seasons. Chapter 6 focuses on the research question ℚ3. Chapter 6
investigates the impact to the thermosphere state through assimilation of
electron density and temperature data into a physical model—based on
the work proposed in Kodikara and Zhang (2019). Each chapter includes
a summary of the results and contribution to the body of knowledge.
Chapter 7 is the third part that summarises the conclusions and the
major ndings of this thesis. Chapter 7 also contains a reective evalua-
tion of the study and suggestions for further research.
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2
Astrodynamics and Aeronomy
I n this chapter, the context of the thesis is established by sum-marising the current understanding of the thermospheric struc-ture and dynamics relevant to the study. The chapter briey re-views the atmosphere system as a whole, the problem of satellite
tracking, the problem ofmodelling and predicting space weather, and the
fundamentals of physics-based modelling. This includes an introduction
to the the astrodynamics concepts of OD and OP, and fundamental phys-
ical laws that describe the thermosphere. The chapter concludes with a
synopsis of the mass density models used in this thesis.
2.1 The Terrestrial Atmosphere
In physics, “atmosphere” is both a term to describe the gas/air surround-
ing a planetary body and a unit of pressure1. A nomenclature based on 1 1 atmosphere = 101,325 m−1⋅kg⋅s−2.
physical attributes of the atmosphere is established to classify the layers
that show markedly dierent features from the rest.
Thus the turning and mixing region that is responsible for most of the
weather on ground is named troposphere (∼0–12 km), the layer that is
stratied in temperature where the temperature ceases to decrease with
altitude is named stratosphere (∼12–50 km), the layer that is in themiddle
between stratosphere and upper atmosphere where the temperatures be-
gin to decrease again with increasing altitude is namedmesosphere (∼50–
80 km), and the layer where the temperatures may sometimes reach as
high as 2,000 K is named thermosphere2 (∼80–700 km). Typical mid-day 2 Kockarts (1973) reports values as high as∼2,500 K, but thermosphere is mostly be-
low 2,000 K (Roble, 1983).
vertical proles ofmass density and temperature in the lower atmosphere
are shown in Figure 2.1 with an illustration of the dierent layers. Typ-
ical mid-day vertical proles of mass density, temperature and electron
number density in the thermosphere are shown in Figure 2.2.
The layers mentioned above have temperature as the primary distin-
guishing feature. Classications based on other characteristics also exist
(Bauer and Lammer, 2004). For example, classication based on gravity:
barosphere—the region up to about 600 km where the gas3 obey the 3 Gas is hydrostatic and is represented by
the barometric formula.Maxwellian velocity distribution, and exosphere—the region beyond 600 km
where the gas gradually escapes from Earth’s bond. And classication
based on atmospheric composition:
homosphere—the region up to about 100 km where the air is homoge-
neous, heterosphere—the compositionally nonuniform region from100 to
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2,000 km, and hydrogensphere/geocorona—the hydrogen-dominated re-
gion above 2,000 km.
Figure 2.1: Typical mid-day vertical pro-
les of atmospheric mass density (blue)
and temperature (red). The proles rep-
resent the global mean values for January
2014. Atmospheric layers are labelled at
their general altitude. The electron den-
sity in the day-time ionosphere region D is
typically 102–104 cm−3 (not shown). Fig-
ure adapted from Kodikara et al. (2018c).
The ionosphere is the region from about 60 to 1,000 km that over-
laps with the thermosphere and therefore, is of major signicance to the
work presented in this thesis. It is a dynamic, dispersive, and anisotropic
mediumlledmostly with partially ionised gas. A network of ionosondes
that was set up circa 1925 oered more profound insights into the struc-
ture of the ionosphere and its reecting properties—paving the way to a
signicant leap in our radio telecommunication technology. Below is a
description of the ionosphere mainly distilled from the aeronomy texts
Bauer and Lammer (2004) and Brekke (2013).
Figure 2.2: Typical mid-day vertical pro-
les of density (blue), temperature (red)
and electron number density (green) in
the thermosphere. The proles repre-
sent the global mean values for January
2014. The ionospheric regions are also la-
belled at their approximate altitude. Fig-
ure adapted from Kodikara et al. (2018c).
Solar radiation controls the overall temperature in the ionosphere. Ra-
diation ionisesmolecules and atoms resulting in energetic (excess energy)
free electrons and ions. The thermal conductivity within the electron
plasma is larger than that of the ion gases. Therefore, the electron temper-
ature is typicallymuchhigher than that of ion, except in the high latitudes
ions may have a higher temperature than electrons due to Joule heating.
Ions also lose energy through ion-neutral collisions, which are more fre-
quent than ion-electron collisions. The neutral temperature is typically
lower than the ion temperature.
The extent of the ionosphere depends on the interactionwith the solar-
wind where the upper boundary/ionopause shows more variability than
the lower boundary. The ionosphere has three central horizontal regions:
D (in Figure 2.1), E and F (in Figure 2.2). These regions show dierent
absorption and reection patterns based on the interacting wavelength of
solar energetic particles.
Region Dwith a typical daytime electron density of 100 to 10,000 cm−3
is where the solar X-rays and strong Lyman-훼 radiation penetrate to al-
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titudes as low as 60 to 90 km on the sunlit side of the atmosphere. It is
a transitory region that quickly disappears after sundown due to fast re-
combination of molecular ions (e.g. NO+ and O+2 ) with electrons.
The E region typically extends from about 90 to 170 km and is also
called the central dynamo layer. Similar to the D region, photoionisation
is the dominant source of ions and electrons in the E region. The E re-
gion closely follows the classical theory of ionisation presented by Sydney
Chapman in 1931, and therefore, its electron density prole is also called
the Chapman 훼 prole4. Intense compression of plasma due to wind 4 훼 is the recombination coecient in the
Chapman production function.shear at E region altitudes sometimes gives rise to a phenomenon known
as sporadic-E. The sporadic-E phenomenon mostly occurs in small thin
patches5 and is indicative of the presence of high concentration of metal- 5 Approximately 100 km horizontally and
2 km vertically.lic ions (e.g. Mg+ and Fe+) as other molecular ions recombine with less
contribution to plasma enhancements (Brekke, 2013). The E region also
almost disappears during the night. However, sporadic-E may occur in
auroral regions even during the night due to precipitation of energetic
particles.
The F region (∼170–1,000 km) has a relatively small day-time transi-
tion region of diatomic oxygen-ion into atomic oxygen-ion6 called the F1 6 O+2 ⇒ O+.
(∼170–200 km), which is less distinct during the solar minimum. D, E
and F1 regions are sometimes referred to as Chapman layers owing to the
regions’ relationship with the continuity equation7 for ions and electrons 7 Section 2.4 provides derivation details of
the continuity equation.where the transport mechanisms are not as important as in the upper
layer F2 (Brekke, 2013). F2 has the highest concentration of O+ and elec-
trons in the atmosphere. Although the distinction between F1 and F2 is a
day-time phenomenon, the persistent electron density peak—due to the
relatively low recombination rates of the ions, is usually referred to as F2
peak (Brekke, 2013).
Figure 2.2 presents an example of the typical daytime variation in elec-
tron density in E and F regions. Above the ionosphere is the plasmas-
phere that extends out to about 4 to 5 Earth radii and is made up of fully
ionised H and He. The dynamic transition region between ionosphere
and plasmasphere where, for example, the plasma is in diusive equilib-
rium along the geomagnetic eld lines is called the “topside”.
2.2 Near-Earth Astrodynamics
This section aims to briey introduce the relationship and signicance of
mass density to SSA—the domain that binds basic research such as the
work in this thesis, engineers, and policymakers together for collective
action on space capabilities and services (Holzinger and Jah, 2018). The
introduction to this thesis stated, “a prime requirement for the manage-
ment of satellites and, space-based services and technologies is to be able
to precisely track and predict the orbit of satellites and any other object
that could collide with the satellites”. Accurate OD and OP are essential
for safe manoeuvring of satellites.
Astrodynamics is dened as the study of controlledight paths of space-
craft (Kaplan, 1976). Astrodynamics is in essence celestial mechanics, as
the fundamental physical principles that apply to ordinary celestial bod-
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ies are the same that govern the motion of spacecraft/satellites. The basis
to describe the motion of celestial bodies is the law of universal gravita-
tion (formulated by Isaac Newton in 1687)퐹 = 퐺푚1푚2푟2 , (2.1)
where퐹 is themagnitude of the force attracting the two bodies ofmass푚1
and 푚2. 푟 is the distance between the centres of mass of the two bodies.퐺 is the Newtonian (universal) constant of gravitation, which is approxi-
mately8 6.674×10−11m3 ⋅kg−1 ⋅s−2. The gravitational forces corresponds 8 Based on the 2014 CODATA recom-
mended value available on the website:
nist.gov/pml. The relative measurement
uncertainty of 퐺 is 4.7 × 10−5.to the potential. The potential for the simple case of two point masses isexpressed as, 푈 = 퐺(푚1 +푚2)푟 . (2.2)
For instance, six constants (the so-called orbital elements) can charac-
terise the orbit of푚2 about푚1 and푚2’s position in that orbit. Figure 2.3
illustrates these orbital elements for a generalised example of a satellite
in an elliptical orbit around the Earth. The semimajor axis 푎 is half of the
distance from apogee to perigee. Given that the distance between the two
foci퐹1 and퐹2 is 푑, the eccentricity 푒 is 푑2푎 . The tilt of the orbital planewith
respect to the equatorial plane is the angle of inclination 푖. The right as-
cension of the ascending nodeΩ is the angle along the equator between the
direction from 퐹1 to the vernal equinox point (푋) and the direction from퐹1 to the ascending node퐴. Ω is measured eastward. Ω is also called the
longitude of the ascending node. The ascending node is where the satel-
lite track intersects the equatormoving from the SouthernHemisphere to
the Northern Hemisphere. The descending node 퐷 is where the satellite
track intersects the equatormoving from theNorthernHemisphere to the
Southern Hemisphere. The angular distance between the direction from퐹1 to perigee and the direction from 퐹1 to퐴 is also called the argument of
perigee 휔. The true anomalyΦ is the angle between the direction from 퐹1
to perigee and the direction from 퐹1 to the satellite’s current position 퐶.
Both 휔 and Φ are measured in the direction of the satellite’s motion and
they are undened for a circular orbit. BothΩ and휔 are undened for an
equatorial orbit. The parameters 푎 and 푒 characterise the shape and the
size of the orbit. The three independent angles 푖,Ω, and 휔 determine the
position of the orbit in space in a given coordinate system. Φ determines
the position of the satellite in the orbit at a given time.
Figure 2.3: The position of a satellite in
an elliptical orbit around the Earth (focal
point 퐹1) characterised by the six orbital
elements. The orbital elements are ref-
erenced against the geocentric-equatorial
coordinate system with 푋 in the vernal
equinox direction and푍 in the direction of
the North Pole.
The trajectory of a satellite around the Earth is more complicated than
the generalised example in Figure 2.3. Since the Earth is more massive
than an articial satellite orbiting the Earth, the satellite’s mass is negli-
gible in the expression for the potential. Where applicable, adding other
perturbing forces to Equation (2.2), such as the force due to the oblateness
of the Earth, solar radiation pressure, and atmospheric drag improves the
accuracy of the characterisation of the orbit. See de Iaco Veris (2018) for
an exposition on the geometrical properties of other orbits (e.g. parabolic
andhyperbolic), alternativeways of dening the orbital elements (e.g. rel-
ative to the ecliptic plane as opposed to the equatorial plane), and meth-
ods of characterising perturbed/osculating orbits.
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Orbit Determination and Prediction
As is well known, Johannes Kepler (ca. 1609), Adrien-Marie Legendre
(ca. 1750), and Carl Friedrich Gauss (ca. 1809) are credited for the pi-
oneering work to determine the position and velocity of orbiting bodies
(de Iaco Veris, 2018; Vallado and McClain, 2001). The determination of
the orbit of a satellite is a mathematical operation using measurements,
such as range, azimuth, elevation, and range-rates to obtain the position
and velocity vectors (Vallado and McClain, 2001).
The solution to the problem of OD has two pedagogical categories: de-
terministic and analytical (or statistical). The solution obtained using
the least number of measurements (minimum required) is determinis-
tic. The analytical solution treatsmeasurementswith their associated un-
certainties and thereby updates the solution iteratively using more mea-
surements (de Iaco Veris, 2018, Chapter 2). While historically optical and
radar observations are used to track orbits, other techniques such as satel-
lite laser ranging, DORIS (Doppler orbitography and radio-positioning in-
tegrated by satellites) system9, precise range and range-rate equipment, 9 An OD system that uses microwave sig-
nals.and GPS are also available for precise OD applications (e.g. Bock, 2003).
OP is the computation of the future state of an orbiting body. OP re-
quires careful integration of dynamic forces that result from an object’s
physical attributes such as shape, size, orientation as well as its interac-
tion with the environment including gravity, atmospheric drag, and so-
lar radiation pressure (e.g. de Iaco Veris, 2018; Vallado and Finkleman,
2014). Atmospheric drag is the largest source of uncertainty in OP of
LEO satellites (e.g. McLaughlin et al., 2011; Mehta et al., 2014; Vallado
and Finkleman, 2014). The uncertainty in atmospheric drag is mainly
due to the errors and biases in mass density estimates (Dowd and Tapley,
1979; Hejduk and Snow, 2018). The only way to predict mass density in
space and time is throughmodelling, ergo the uncertainty in density esti-
mates translates into safety margins applied for satellites mainly in LEO
(e.g. Chen et al., 2017; Hejduk and Snow, 2018; Zesta and Huang, 2016).
Emmert et al. (2017) provide several examples of errors in satellite orbit
predictions due to stochastic uncertainty in mass density.
Atmospheric Drag
Atmospheric drag also aects orbital decay of satellites in all altitudes
ranging from LEO to GEO (Gaposchkin and Coster, 1988), although the
eect decreases exponentially with height and is considered negligible in
most models for GEO. However, even at GEO altitudes uncertainty and
variation of atmospheric drag over time remain relevant (Gaposchkin and
Coster, 1988). Orbital decay occurs where atmospheric drag acts as a re-
tarding force (aerodynamic resistance) and causes the satellite to slowand
thus drop in altitude, the rate of which increases with decreasing alti-
tude. The mass density can be derived from orbital decay information as
a function of mean angular motion, change in height, drag acceleration
and several other known parameters and estimates specic to the body (e.
g. King-Hele and Scott, 1970). Precise knowledge of the variations inmass
density is also critical for attitude control, predicting satellite lifetime and
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re-entry point as well as collision avoidancemanoeuvres in LEO (Vallado
and McClain, 2001).
Atmospheric drag force is a dicult component to predict primarily
due to rapid variation in temperature andmass density (asymptotic curves
inFigure 2.2). Proper characterisation of the complexities of spaceweather
is therefore indispensable for both OD and OP—next section discusses
the sources and causes of this variation. Although the environment is
tenuous at LEO (e.g. mass density at 400 km is about 10−12 kg⋅m−3), the
drag force (interaction of gas particles with the satellite) is signicant as
the drag force is proportional to the square of the orbital velocity, which is
roughly 7.5 km⋅s−1 for satellites at LEO (e.g. de Iaco Veris, 2018;Doornbos,
2012).
The equation formass density imparted drag acceleration풂푫 on a satel-
lite is 풂푫 = −(퐶퐷퐴푚 )12휌 ∣ 푽rel ∣ 푽rel, (2.3)
where퐶퐷 is the atmospheric drag coecient,퐴 is the cross-sectional area
of the satellite normal to relative velocity vector푽rel,푚 is the mass of the
satellite, and 휌 is mass density. Relative velocity vector is the satellite’s
velocity 푽 relative to the local velocity of the atmosphere 푽atm,푽rel = 푽 −푽atm.푽rel depends on the orbital, co-rotation, and wind velocities. The rst
term on the right hand side 퐶퐷퐴푚 is the ballistic coecient. The term12휌 ∣ 푽rel ∣2 is the dynamic pressure on the satellite, which rapidly de-
creases with increasing altitude (de Iaco Veris, 2018). The atmospheric
drag coecient 퐶퐷 is a dimensionless quantity that reects the inter-
action between the satellite surface and surrounding air (de Iaco Veris,
2018; Gaposchkin and Coster, 1988). The mass spectrometer data show
that surface of satellites in LEO is prone to adsorption of atomic oxygen
(Hedin et al., 1973). As Mehta (2013) points out, it is not uncommon
amongst models to choose a constant/xed 퐶퐷 and a simplied area-to-
mass ratio (e.g. projected area of a sphere)—to simplify the operations.
In OD/OP, 퐶퐷 has three forms: physical 퐶퐷 (determined by the momen-
tum and energy exchange between the object and atmosphere), tted 퐶퐷
(estimated according to atmospheric drag theory), and xed퐶퐷 (typically
a xed value between 2 and 2.5 in most models) (e.g. Mehta, 2013;Mehta
et al., 2013). An accurate portrayal of the area-to-mass ratio requires the
knowledge of the object shape and attitude. As all of the terms in this
relationship are time dependent and dicult to estimate precisely, large
prediction errors can result over time (Shoemaker et al., 2015). March
et al. (2019) show that mass density derived from satellite measurements
can be signicantly improved by improving the geometry model of the
satellite—as it allows to characterise the satellite aerodynamics better and
determine a more realistic physical 퐶퐷 for the satellite. Eorts are on-
going to improve aerodynamic models and gas-surface interactions mod-
els for some modern satellites (see Mehta et al., 2017; March et al., 2019,
and references therein).
Accurate measurement of mass density is paramount to atmospheric
drag models. The nongravitational acceleration acting on a satellite can
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be precisely determined from, for example, the measurements from on-
board high sensitivity accelerometers10 (e.g. Bruinsma et al., 2004; Em- 10 e. g. CHAMP, GRACE, and Swarm. See
Chapter 3.5.mert, 2015). These measurements allow the generation of a dynamic or-
bit, thereby eliminating the need to model nongravitational forces sepa-
rately. As described in detail in Section 2.4, mass density is a function of
atmospheric constituents, mean molecular mass, atmospheric pressure,
temperature, gravity and the specic or ideal gas constant. While–due to
this physical relationship–the measurements such as composition, tem-
perature and pressure may be used to infer mass density, deriving mass
density from atmospheric drag through Equation (2.3) is currently the
most practised method (Emmert, 2015).
The derivation of mass density from raw accelerometer data is a com-
plicated operation. Some of the current methods of derivingmass density
and thermosphere winds from accelerometer data are described in, for
example, Doornbos et al. (2010), Emmert (2015), andMarch et al. (2019).
The precision of accelerometer-derivedmass densities depends on, among
others, the outputs used from solar radiation and Earth albedo models.
The precision also depends on the atmospheric model used to correct
biases in the accelerometer data. This indicates the intricate interde-
pendency between 퐶퐷 and mass density estimates due to the manner
in which mass density is empirically modelled using, for example, satel-
lite drag data (sometimes with a xed 퐶퐷) and reuse such derived densi-
ties to calibrate drag measurements. While signicant progress has been
achieved, a great amount of research is ongoing to mitigate some of these
model biases due to the feedback loop (e.g. Emmert, 2015; March et al.,
2019;Mehta et al., 2014, 2017, 2018; Nicholas et al., 2000).
2.3 Space Weather and the Thermosphere System
The thermospheric mass density is highly responsive to the total energy
budget of the system. The increase of temperature with a sharp gradi-
ent as shown in Figure 2.2 is characteristic of the thermosphere. The cli-
matologies based on satellite drag data indicate that temperature in the
thermosphere rises from about 300 to over 1,000 K in the span of a few
hundred kilometres (Bauer and Lammer, 2004). The following energy
contributors primarily control the temperature variation in the thermo-
sphere:
1. Solar radiation;
2. Solar wind induced magnetospheric processes; and
3. Upward propagating atmospheric waves11. 11 e. g. atmospheric gravity waves, tides,
etc.
Therst two contributors are responsible for spaceweather, whichwas
described as inimical to humanity’s technologies inChapter 1. In general,
space weather is the variations in the state of the interplanetary medium
including the Earth’s magnetosphere and ionosphere (e.g. Echer et al.,
2005; Lang, 2009, Chapter 7). Space weather’s most potent manifestation
on astrodynamics in the LEO region12 is through atmospheric drag via the 12 At higher altitudes beyond LEO, it is
through solar radiation pressure.
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uncertainty inmass density (e.g. Tapley et al., 2004; Vallado andMcClain,
2001).
Although inuenced in varying degrees and timescales, the most no-
ticeable eects fromcontributorsmentioned above are observed diurnally,
geographically and seasonally (e.g. Brekke, 2013). Consequently, the ther-
mospheric mass density may vary by about 100% between day and night,
about 40% between winter and summer poles during solstices, and about
140% on a seasonal scale (e.g. Qian and Solomon, 2012). Climatologies in-
dicate that variation in thermospheric properties—particularlymass den-
sity and temperature, follow a recurring pattern chiey at the following
periods and their subharmonics (Emmert, 2015):
• 11-year sunspot cycle;
• annual variation seasonally and latitudinally;
• semiannual;
• 27-day variation corresponding to solar synodic period;
• daily; and
• short-term (in the order of hours) variation corresponding to geomag-
netic activity and processes such as tides and gravity waves.
Figure 2.4: The few dark regions in this
image are an example of sunspots on the
Sun’s photosphere. The largest active re-
gion corresponding to sunspot cycle 24 is
seen on the lower centre as captured on 23
October 2014. Image courtesy of NASA’s
Solar Dynamics Observatory.
Solar Radiation
Solar radiation controls about 80% of the energy input to the thermo-
sphere (e.g. Knipp et al., 2004; Liu, 2016; Zesta and Huang, 2016). The
LEO region absorbs the preponderance of extreme ultraviolet (EUV), far
ultraviolet (FUV), and X-ray ultraviolet (XUV) radiation that reaches the
Earth, thus increasing its temperature andmean energy state (Lathuillère
et al., 2002; Lilensten et al., 2008). In other words, solar radiation of spec-
tral wavelength approximately in the range 0.1–200 nm dominates the
energy input to the thermosphere via direct heating, which is mostly ab-
sorbed by N2, O and O2 through processes such as ionisation, excitation,
and dissociation. The Sun’s activity, although highly dynamical, shows
longterm trends: quiet and active periods of approximately 5.5 years each.
The Sun’s radiation eect on Earth shows a strong correlation to the num-
ber of sunspots13 that appear on the Earth-facing solar disk—the higher 13 Sunspots appear on the surface of the
Sun. These are cooler and darker regions
compared to the surrounding plasma.
Sunspots often appear in pairs of opposite
polarity (Lang, 2009, Chapter 2).
the number of sunspots, the higher the solar activity (e.g.Hathaway, 2015;
Lang, 2009). Figure 2.4 shows an image of sunspots. The largest ampli-
tude change in thermospheric mass density also on average follows the
sunspot cycle, which is approximately 11 years. See Doornbos (2012) and
Knipp et al. (2004) for some pieces of empirical evidence to these trends.
Insolation energises the thermospheric constituents (e.g. O, O2 and
N2) and leads to ionisation, dissociation and excitation. Conduction and
convection are the primarymechanisms that transport this energy. At the
same time, mechanisms such as infrared radiative emissions lead to loss
of heat. Atomic oxygen, which is the dominant species in the thermo-
sphere has transition levels in the infrared regime and is responsible for
most of the infrared radiative loss (Bauer and Lammer, 2004). Figure 2.5
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shows observations of atomic oxygen in the thermosphere as detected by
theGlobal-scale observations of the limb and disk (GOLD)missionwith a
UV imaging spectrograph. GOLD is the rst mission to study the weather
of the thermosphere-ionosphere and currently the only mission that ob-
serves the thermospheric composition and temperature variability on a
global scale with a 30 min imaging cadence from the vantage point of a
GEO orbit.
Figure 2.5: Thermospheric UV atomic
oxygen emission near 135.6 nm wave-
length as detected by NASA’s GOLD mis-
sion at approximately 6 a.m. local time,
near sunrise in eastern South America.
This emission occurs around 160 km alti-
tude. The colour indicates the brightness
in units of kilorayleigh (kR). The bright
pixels on the polar regions and the right-
hand side correspond to aurorae and the
daytime airglow, respectively. The iso-
lated bright pixel on the top left is a UV
star. GOLD is a new mission launched
in 2018 that observes the thermospheric
composition and temperature variability
on a global scale with a 30 min imaging
cadence from the vantage point of a GEO
orbit. Image courtesy of LASP/GOLD sci-
ence team (gold.cs.ucf.edu).
Since as early as 1960s Earth-orbiting satellites have measured the in-
situ solar electromagnetic radiation (e.g. USNaval Research Laboratory’s
SolRAD (1960) and NASA’s Orbiting Solar Observatory (1962) missions).
Somemodelling and forecasting applications use in-situ data (e.g. Kalnay,
2002; Richmond and Kamide, 1988;Weimer, 2005). For example, this the-
sis presents an analysis of recent measurements of solar spectral irradi-
ance (SSI) from the solar extreme ultraviolet experiment instrument on
board the Thermosphere IonosphereMesosphere Energetics andDynam-
ics satellite in Chapter 4. However, in-situ data over the years are not
continuous—long data gaps, and not consistent—varied spectral resolu-
tion (Lilensten et al., 2008; Tobiska et al., 2000). Historically, in aeronomic
models, proxies for solar radiation in the thermosphere are favoured in
place of in-situ data. Systematically recorded proxies help, among others,
tomitigate inconsistencies such as range of spectral wavelengths covered,
level of accuracy, and spatiotemporal resolution among the various data
products as well as the paucity of data.
One of the most widely used proxies for solar radiation in the ther-
mosphere is the 퐹10.7 index, which is expressed in units of solar ux14.
14 sfu = 10−22 W ⋅m−2 ⋅ Hz−1.Hourly averages of ground measurements of solar radio wavelength at10.7 cm in a 100 MHz-wide band centred on 2,800 MHz are used to con-
struct the퐹10.7 index (Tapping, 2013). Figure 2.6 shows the daily,monthly,
and yearly trends of 퐹10.7 from 1960 to 201715. Figure 2.6 shows that 퐹10.7 15 Systematically recorded 퐹10.7 data are
available since 14 February 1947.ux on average increases by about two (1965–1970) or three (1985–1990)
times from solar minimum to solar maximum. Chen et al. (2011) and
Tobiska et al. (2000) show that EUV ux also displays similar amplitude
dierences between solar minimum and solar maximum. Figure 2.6 also
shows that solar activity during sunspot cycle 24 is relatively low com-
pared to, for example, the previous three sunspot cycles. Hathaway (2015)
reports that sunspot cycle 24 is the lowest recorded solar activity in over
100 years since regular record keeping began circa 1750.
The 퐹30 index is another solar radiation proxy used in upper atmo-
spheric modelling. 퐹30 is similar to 퐹10.7 but based on the measurements
of solar emissions at 30 cm wavelength. These emissions at centimetre
wavelengths consist of thermal bremsstrahlung16 and gyroemissions (Du- 16 Bremsstrahlung in German translates to
“braking radiation”. The radiation emit-
ted by a hot rapidlymoving electron due to
the change in direction and speed caused
by the pull of a proton in an atom is known
as bremsstrahlung.
dok deWit et al., 2014). 퐹10.7 originates high in the chromosphere and low
in the corona of the Sun and correlates well with EUV in the range 10–
120 nm (Chen et al., 2011). 퐹30 emissions, on the other hand, originate
from regions highly visible in the UV, such as plages and faculae in the
Sun. Therefore, Dudok de Wit et al. (2014) recommends 퐹30 as a better
proxy for radiation in the thermosphere—based on results from an em-
pirical mass density model.
While a few other indices exist to describe the variations of solar EUV
16 physical understanding and forecasting of the thermospheric structure and
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(e.g. International Sunspot Number and the He 1083 Equivalent Width),
an exhaustive list of solar proxies is beyond the ambit of this chapter.
Among other surrogates of EUV irradiance variability for thermospheric
studies, Richards et al. (1994) introduced and Solomon and Qian (2005)
modied the EUV ux model for aeronomic calculations (EUVAC). In
EUVAC, the contribution from solar heating is described by the 푃 index,
which is a solar ux average based on the daily 퐹10.7 and its running 81-
day-centred mean 퐹10.7 that can be expressed as,푃(푖) = 12푁 + 1 푁∑푗=−푁 퐹10.7(푖 + 푗), (2.4)
where 푖 is the day-of-year that the model is evaluated for and 푁 is 40.
Tobiska et al. (2000) introduced the 퐸10.7 index, which is based on the in-
tegrated EUV ux derived from an empirical solar EUV model. 퐸10.7 is
expressed in 퐹10.7 units. 푀10.7 based on MgII core-to-wing ratio data is
another solar proxy expressed in 퐹10.7 units. MgII core-to-wing ratio is
a proxy for solar chromospheric activity based on measurements of the
Mg2+ absorption lines (Lean et al., 2001). MgII index and 퐹10.7 have dis-
agreements in their representation of the integrated solar ux (Viereck
et al., 2004). Floyd et al. (2005) report that the MgII core-to-wing ratio
correlates more strongly with EUV compared to the correlation between퐹10.7 and EUV during the sunspot cycle 23.
Figure 2.6: Long term trends in space weather proxies from 1960 to 2017. Daily 퐹10.7 solar ux (beige) and daily average of 3-hr 퐾푝 index
(grey). The monthly (orange) and annual (green) trends of each variable are overlaid. The respective sunspot cycle is indicated. The grey-
dashed line at퐾푝 = 5 is the commonly regardedminor geomagnetic storm level. Source: National Oceanic and Atmospheric Administration
(ngdc.noaa.gov).
Figure 2.6:
Geomagnetic Activity
Fluid motion in the liquid iron outer core generates the Earth’s geomag-
netic eld17 (Buett, 2000). Earth’s rotation and heat convection in the 17 This mechanism is known as the geody-
namocore sustains the magnetic eld. Although the Earth’s geomagnetic eld
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is approximately dipolar, the morphology of the eld is continuously dis-
torted both by internal and external sources. In general, the slow secu-
lar variations to the magnetic eld that occur in timescales of years are
mostly due to internal sources while the solar wind is mostly responsible
for the transient variations (Menvielle and Berthelier, 1991).
Solar wind collectively describes the supersonic streams of plasma and
energetic particles due to eruptions in the Sun that include events such
as coronal mass ejections (CMEs) and X-ray ares. Apropos of space
weather, CMEs are the most energetic and most prolonged phenomena.
CMEs release approximately the same amount of energy as a typical so-
lar are but carry about 10 trillion kilograms of matter and may travel
at speeds ranging from 50 to 2,000 km⋅s−1 (e.g. Lang, 2009, Chapter 6)18. 18 They seldom exceed 750 km⋅s−1 in the
vicinity of the Earth.Another primarymechanism responsible for causing geomagnetic storms
is the co-rotating interaction regions that are common during the declin-
ing phase of the sunspot cycle. These are the geomagnetic storms due to
the thin and fast plasma streams (low density) released from the coronal
holes travelling at speeds of around 800 km⋅s−1 interacting with the high
density and slow plasma streams of speeds around 350 km⋅s−1 (Kamide
et al., 1998). As the slow-moving coronal holes in the Sun’s equatorial re-
gion appear to co-rotate with the Sun, these geomagnetic storms display
a characteristic 27-day period. The intensity of solar wind and associated
time-scales depend on the event and could last from hours to days. See
Echer et al. (2005) andGopalswamy (2017) for an exposition of solar erup-
tions related to space weather eects on Earth. The reader interested in a
more pedagogical introduction to solar wind and space physics is directed
to Russell et al. (2016)19. 19 The author’s masters thesis, Kodikara
(2011) also provides a brief summary of
these energetic events in the Sun.
The solarwind induced energy is deposited into the thermosphere through
collisions between charged and neutral particles, Joule heating, and en-
ergetic particle precipitation in the high latitudes. Some of the impacts of
these energy depositions can be seen through, for example, geomagnetic
storms, widening of the auroral oval, intensied aurorae, increase in au-
roral currents, increase in ionospheric Joule heating, and variations in
temperature and mass density (e.g. Brekke, 2013; Echer et al., 2005). The
complex dynamics of the magnetic eld and atmospheric current system
results in a large variety of magnetic signatures that varies diurnally, sea-
sonally, and geographically aswell aswith solar activity. Themagnetome-
ters on the ground canmeasure the disturbance to the magnetic eld and
are used to compile the time variation of the geomagnetic activity. Al-
though some observations of solar wind and magnetospheric activity are
available since late 1970s, geomagnetic indices constructed from ground
measurements are the most commonly used in aeronomic models (see
Doornbos, 2012, and references therein).
Geomagnetic indices provide a convenient way to include the infor-
mation about the general magnetic activity in a given geographic region
and time into, for example, geophysical models. A brief note on a few ge-
omagnetic indices is given below—mainly adopted from Kauristie et al.
(2017) andMenvielle and Berthelier (1991).
Following three groups of geomagnetic indices ascribed to the respec-
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tive geographic region exist in the literature (Menvielle and Berthelier,
1991):
• Planetary/middle latitude (e.g. 퐾푝, 푎푝, and 퐴푝);
• Auroral (e.g. 퐴퐸); and
• Low latitude (e.g. 퐷푠푡).
The 퐾푝 index corresponds to the mean magnetic disturbance in the two
horizontal magnetic eld components recorded at a 3-hr cadence at 13
stations. As shown in Figure 2.7, only two stations contribute to 퐾푝 in-
dex from Southern Hemisphere. The station specic local퐾 index ranges
from 0 to 9 according to a quasi-logarithmic scale. In other words, the
magnetic eldmeasurement corresponding to themaximum퐾 =9 varies
among the stations from about 450 to 1,500 nT. These local biases are
eliminated in the standardised20 퐾푝, which is expressed in 28 discrete 20 Standardising instructions for each sta-
tion and further details about the 퐾푝 in-
dex are available on the website: gfz-
potsdam.de/en/kp-index.
values between 0 and 9,00, 0+, 1−, 10, 1+,… , 8−, 80, 8+, 9−, 90.
Figure 2.6 shows the daily, monthly, and yearly trends of 퐾푝 index
from 1960 to 2017. Figure 2.6 shows that the number of 퐾푝 greater than
5 events is signicantly less in recent years (sunspot cycle 24) compared
to the previous cycles.
The 푎푝 index is derived from퐾푝 using the conversion in Table 2.1 and
is expressed in units of 2 nT (Menvielle and Berthelier, 1991). 퐴푝 is the
daily average of 푎푝. The 푎푚 index is similar to 푎푝 except it includesmore
participating observatories and thus statistically better than 푎푝 (Kauristie
et al., 2017;Menvielle and Berthelier, 1991).
Table 2.1: Conversion from 퐾푝 to 푎푝퐾푝 푎푝 [2 nT]
00 0
0+ 2
1− 3
10 4
1+ 5
2− 6
20 7
2+ 9
3− 12
30 15
3+ 18
4− 22
40 27
4+ 32
5− 39
50 48
5+ 56
6− 67
60 80
6+ 94
7− 111
70 132
7+ 154
8− 179
80 207
8+ 236
9− 300
90 400
The 퐷푠푡 index indicates the disturbance on the equatorial magneto-
spheric ring-current using low-latitude observatories (marked in blue in
Figure 2.7). The Auroral Electrojet indices (퐴퐸, 퐴푈, 퐴퐿, and 퐴푂) char-
acterise the auroral electrojet currents in the Northern Hemisphere at a
cadence of 1 min (see Kauristie et al., 2017, and references therein). The
black markers in Figure 2.7 shows the network of 퐴퐸 stations. 퐴푈 and퐴퐿 correspond to the upper and lower envelopes of the H-component
magnetogram at these stations, respectively. 퐴퐸 is the dierence between퐴푈 and 퐴퐿. 퐴푂 is the average of 퐴푈 and 퐴퐿. 퐴퐸 is directly related
to ionospheric heating power and is useful for applications or studies of
ionospheric conductances, hemispheric Joule heating, and auroral pre-
cipitation power. It has shown to be less useful in characterising the au-
roral electrojet activity during both quiet and strongly active periods (e.g.
Kauristie et al., 2017).
Many geomagnetic activity indices including the onesmentioned above
are used in the development of thermosphere mass density models but퐾푝/푎푝 is arguably the most widely used geomagnetic index. In addition
to the indices constructed from data, models that can predict the time
variation of a target geomagnetic index are also useful for thermosphere
models to predict mass density. In a recent review of some of these ge-
omagnetic index prediction models, Liemohn et al. (2018) demonstrate
signicant dierences in their ability to reproduce the target geomagnetic
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Figure 2.7: The geographic locations of 13퐾푝 (red), 4 퐷푠푡 (blue), and 12 퐴퐸 (black)
geomagnetic observatories.
activity levels. Liemohn et al. (2018) suggest that geomagnetic index pre-
diction models be chosen on an ad hoc basis as the performance of these
models vary with the event, region, and application.
Atmospheric Waves
The above-stated third contributor originates from the lower atmosphere
and includes processes such as tides, gravity waves, acoustic waves, and
planetary waves. These processes dissipate energy into the thermosphere
and thus change its thermal, dynamical, and compositional structure (e.
g. Forbes, 1995; Liu, 2016). The eects of lower atmospheric forcing on
the upper atmosphere are further intensied during the solar minimum
(e.g. Emmert, 2015; Jones Jr. et al., 2016; Liu, 2016).
The distinction between tides andwaves in atmospheric physics is com-
monly attributed to the source (Liu, 2016). For example, solar thermal
tides are due to the daily cyclic absorption of solar radiation, particularly
by stratospheric ozone. Absorption of solar radiation by the surface, and
radiative and convective transfer back to the atmosphere also contribute
to the thermal tides (e.g. Forbes, 1995). Solar thermal tides operate in
harmonics of a solar day and have two main propagation modes: migrat-
ing (westward—Sun-synchronous) and nonmigrating (not following the
Sun). Lunar tides that operate in harmonics of a lunar day are due to the
Moon’s gravitational force. On the other hand, the source of waves (e.g.
gravity waves, acoustic waves, Kelvin waves, and Rossby waves) is mainly
of tropospheric origin, which includes sources such as deep convection,
orography, diabatic heating/cooling, and topography (Liu, 2016).
Atmospheric waves (including tides) aect the thermospheric temper-
ature, composition, general circulation pattern, neutral and ion transport,
and the wind dynamo. For example, Chandra et al. (1979), using temper-
ature and compositionmeasurements from theAeros B satellite showed a
strong correlation between medium-scale gravity waves energised by au-
roral currents and the density-temperature phase dierence in the auroral
regions during July–August 1974 (see Chapter 5). Liu (2016) reports that
the main challenges with modelling the eects of lower atmosphere forc-
ing on the upper atmosphere are due to, among others, the diculty in
calibrating the signicance of small (spatially and temporally) wave pro-
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cesses, the large day-to-day lower atmospheric variability, and the errors
in lower atmospheric models.
2.4 Physics of Upper Atmospheres
This section introduces the fundamentals that describe the thermosphere
system. The key equations are reviewed, drawing examples from a state-
of-the-art physics-based model of the coupled thermosphere-ionosphere:
thermosphere-ionosphere-electrodynamics general circulationmodel (TIE-
GCM; Qian et al., 2014). The general circulation models are paradig-
matic ofmathematicalmodelling of the laws of uidmechanics applied to
planetary-scale general circulation of uids (e.g. ocean and atmosphere).
The atmosphere is assumed to obey classical turbulence and treated
as an incompressible ow medium. In classical uid dynamics, funda-
mental partial dierential equations obtained by applying fundamental
physical principles to a uid element take two forms: conservation and
nonconservation (Anderson, 1992). The conservation (nonconservation)
form applies to a xed (moving) uid element in space. Although the
particular form of the equations is mostly irrelevant inmodelling—as the
conversion to whichever desired form is not complicated, many assump-
tions and simplications are applied to computer models of the rareed
regions of the atmosphere in solving these partial dierential equations—
to avoid numerical instabilities. This section is mainly distilled from the
text in Brekke (2013), Qian et al. (2014), andWallace and Hobbs (2006)21. 21 The author also recommends Chapters
2 and 3 in Hsu (2016) for a description of
the governing equations implemented in
TIE-GCM.The substantial derivative of amoving uid element in Cartesian
space with velocity vector ⃖⃗푉 is considered here to derive the fundamental
equations. The substantial derivative is dened as,퐷퐷푡 ≡ 휕휕푡 + ⃖⃗푉 ⋅∇. (2.5)
Substantial derivative퐷∕퐷푡 (also called the total time derivative) is the
time 푡 rate of change of any ow-eld variable of the given uid element
as it moves through space. For example, from time 푡1 to 푡2 as illustrated
in Figure 2.8.
Figure 2.8: Fluid element in Cartesian
space moving from time 푡1 to 푡2 with ve-
locity components 푢, 푣, and 푤. 푖, 푗, and푘 are the unit vectors along the respective
axes.
휕∕휕푡 gives the local rate of change (xed in space), and the divergence
of velocity ⃖⃗푉 ⋅∇ gives the rate of change due to the uid element’s move-
ment in the ow-eld (Anderson, 1992). ⃖⃗푉 ⋅ ∇ is called the convective
derivative, ⃖⃗푉 = 푢푡⃗푖 + 푣푡 푗⃗ + 푤푡푘⃗,∇ = 푖⃗ 휕휕푥 + 푗⃗ 휕휕푦 + 푘⃗ 휕휕푧 ,
where 푢, 푣, and 푤 are the velocity components 푖, 푗, and 푘 are the unit
vectors as sketched in Figure 2.8. Denition written in vector notation in
Equation (2.5) is valid for any coordinate system and is applicable for any
ow-eld variable, such as temperature, density, pressure, and velocity.
Scale-height in a hydrostatic atmosphere is the altitudinal dierence
as a result of the change in air density and pressure by a factor of 1∕푒,
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where 푒 is the base of natural logarithm22. The hydrostatic equilibrium is 22 Euler’s number (푒 ≈ 2.71828).
a central assumption in, for example, TIE-GCM as it simplies the conti-
nuity equation and allows us to incorporate air pressure into the vertical
coordinate system. Scale-height is represented by:퐻(푧) = 푅∗푇푛(푧)푚(푧)푔 , (2.6)
where 푚 is the mean mass per mole, 푇푛 is the neutral temperature, 푔
is the gravitational acceleration and 푧 indicates that the measurement is
with respect to the zenith direction. The specic or ideal gas constant23 23 In 2018, 푅∗ was redened as exactly8.31446261815324 J ⋅mol−1 ⋅ K−1.푅∗ is the product of Avogadro constant 푁퐴 and the Boltzmann constant푘퐵: 푅∗ = 푁퐴 푘퐵.
The geopotential height푍 is calculated fromEquation (2.6)with 휕푍∕휕푧 =퐻 such that, 푍 ≡ 푔−10 푧∫0 푔푑푧,
where 푔0 is the gravity at the reference surface.
The continuity equation comes from the fundamental physical prin-
ciple of conservation of mass. Following the denition in Equation (2.5),
it can be stated as, 퐷푚퐷푡 = 0, (2.7)
where 푚 is the mass of the uid element. Time rate of change of 푚 in
volume 풱 of density 휌 is, 푑푚푑푡 =∫풱 휕휌휕푡 푑풱 . (2.8)
Following the divergence theorem, the time rate of change of 푚 can
also be written as, 푑푚푑푡 = −∫풱 ∇ ⋅ (휌⃖⃗푉)푑풱 . (2.9)
Combining Equations (2.8) and (2.9) yields the continuity equation in
conservation form (since 풱 is arbitrary),휕휌휕푡 + ∇ ⋅ (휌⃖⃗푉) = 0. (2.10)
Invoking the vector notation used in denition (2.5), the continuity equa-
tion in nonconservation form24 can be written as: 24 Partial dierential equations obtained
with respect to a moving uid element as
opposed to a uid element xed in space.퐷휌퐷푡 + 휌∇ ⋅ ⃖⃗푉 = 0. (2.11)
Equations (2.10) and (2.11) are the most general form of the conser-
vation of mass applied to a moving uid element. In modelling the at-
mosphere, typically the continuity equation is solved for dierent com-
ponents separately. In computer algorithms used in TIE-GCM, the con-
tinuity equation is called multiple times based on the output variable it is
solved for, each time focusing on dierent terms in the equation. Below
is a summary of the application of the continuity equation.
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The mass continuity equation for the neutral atmosphere can be re-
duced to the following form assuming that the atmosphere is incompress-
ible. 휕푢휕푥 + 휕푣휕푦 + 휕푤휕푧 = 0. (2.12)
The vertical velocity 푤 is found through its relationship to the geopo-
tential Φ, 푤 = 퐷푧퐷푡 = 1푔 퐷Φ퐷푡 .
And substituting Φ for 푤 in Equation (2.12) gives,1푔 휕휕푧 (퐷Φ퐷푡 ) = −(휕푢휕푥 + 휕푣휕푦 ). (2.13)
Given that the horizontal divergence term (right-hand side of Equa-
tion (2.13)) is known, the simplied continuity equation is integrated over
the entire vertical domain from top to bottom (inmodel coordinates) with휕푤∕휕푧 = 0 at the upper boundary. The assumption of diusive equilib-
rium eliminates the need to specify special conditions for 푤 at the lower
boundary.
The mass continuity equation is expressed in spherical coordinates
in TIE-GCM. The Equation (2.13) can be expressed in spherical coordi-
nates25 as follows: 25 푢 = 푅퐸 cos휙 퐷휆퐷푡 ; 푣 = 푅퐸 퐷휙퐷푡 ; 푤 = 퐷푧퐷푡 .1푅퐸 cos휙 휕푢휕휆 + 1푅퐸 cos휙 휕휕휙 (푣 cos휙) + 1푔 휕휕푧 (퐷Φ퐷푡 ) = 0, (2.14)
where 푅퐸 is the radius of Earth, 휙 is the latitude, 휆 is the longitude.
Given thatΦ(푧) ≈ 푔푧, the following form is used in TIE-GCM to obtain
the solution for 푤:1푅퐸 cos휙 휕푢휕휆 + 1푅퐸 cos휙 휕휕휙 (푣 cos휙) + 푒푧 휕휕푧 (푒−푧퐷푍퐷푡 ) = 0, (2.15)
where 푒푧 is the exponent of height and 퐷푍∕퐷푡 is dimensionless vertical
velocity at geopotential height 푍. The form in Equation (2.15) is adopted
as TIE-GCMcalculates푤 relative to constant pressure surfaces. The solu-
tion for푤 is ltered along 휆 to remove the highwave numbers. This verti-
cal derivative method, if not adequately discretised may yield unrealistic
solutions—errors in local mass conservation in the horizontal ow-eld
accumulate in the 푤 component of the solution. TIE-GCM uses a nite
dierencing technique to discretise the numerical solutions for the partial
dierential equations (Qian et al., 2014).
In solving for the dierent constituents in TIE-GCM, the continuity
equation is applied to obtain the mass mixing ratio 훾 of major species
with the assumption 훾N2 = 1−훾O−훾O2. Here the rate of change ofmass
mixing ratio (휕훾∕휕푡) is taken as the sum of vertical molecular diusion,
vertical eddy diusion, horizontal and vertical advection, and chemical
production- and loss-rate. At the upper boundaryOandO2 are believed to
be in diusive equilibrium. At the lower boundary, however, the vertical
gradient of O is taken to be zero and 훾O2 is xed at 0.22.
Themassmixing ratio 훾 for theminor speciesN(4S) (ground-state atomic
nitrogen) and NO are calculated similarly with an additional term for the
friction with the major species. Photochemical equilibrium26 is assumed 26 Proportional to solar UV radiation.
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forN(4S) at both upper and lower boundaries andNOat the upper bound-
ary. NO density at the lower boundary is xed at 8 ⋅106. The mass mixing
ratio for excited atomic nitrogen 훾N(2D) is calculated with the assump-
tion of photochemical equilibrium.
Photochemical equilibrium is also assumedwhen solving the continu-
ity equation for O+2 , N+2 , N+, NO+ and electrons. As mentioned in Sec-
tion 2.1, O+ plays a dynamic role in the transition regions of the upper
atmosphere. Therefore, in addition to photochemical equilibrium, trans-
port terms involving neutral winds, diusion along magnetic eld lines
and 푬 × 푩 drift are considered for the number density of O+ (푛푂+). The
transport equation can be summarised as,휕푛푂+휕푡 − 푄 + 퐿 = −∇ ⋅ (푛푂+풗푖),
where 푄 and 퐿 are the ion production and loss rates, respectively. The
right-hand side describes the transport due to the 푬 × 푩 drift and am-
bipolar diusion with ion velocity 풗푖 . 푬 is the electric eld and 푩 is the
geomagnetic eld. The upper boundary (transport to and from the plas-
masphere) is specied as upward or downward O+ ux.
The momentum equation comes from the fundamental physical prin-
ciple based on Newton’s second law: 퐹⃗ = 푚푎⃗ for force 퐹⃗ and acceler-
ation (푎⃗ = 푑⃖⃗푉∕푑푡). Momentum equation is also known as the Navier-
Stokes equation and the following form is only concerned with Newto-
nian uids27. Following Equation (2.8), the volume of the uid element 27 Fluidswhere shear stress is proportional
to the velocity gradient. (e. g. air and wa-
ter).
is 푑푚 = 휌푑풱 . Applying Newton’s second law of motion to the moving
uid element yields,푑푚푑⃖⃗푉푑푡 = 푑퐹⃗ ⇒ 휌 푑풱 푑⃖⃗푉푑푡 = 푑퐹⃗. (2.16)
Following the convention used in Equation (2.5), 푎⃗ can be written in
the form of substantial derivative:푑⃖⃗푉푑푡 = 휕⃖⃗푉휕푥 푑푥푑푡 + 휕⃖⃗푉휕푦 푑푦푑푡 + 휕⃖⃗푉휕푧 푑푧푑푡 + 휕⃖⃗푉휕푡 = [(⃖⃗푉 ⋅∇) + 휕휕푡 ]⃖⃗푉.
The momentum of the uid element can be re-written as,휌[(⃖⃗푉 ⋅∇) + 휕휕푡 ]⃖⃗푉 = 푑퐹⃗푑풱 = 푓⃗, (2.17)
where the force density 푓⃗ represents all the body forces acting on the uid
element (e.g. gravity, tidal, frictional and pressure). For example, the
force density for gravity on the uid element will be,푑 ⃖⃗퐹푔 = 푔휌 푑풱 ⇒ ⃗⃖푓푔 = 푔휌.
In TIE-GCM, the total eect of several force-terms are considered for퐹⃗. Thus the solution for acceleration of neutral particles in the zonal or
eastward (휕푢∕휕푡) and the meridional or northward (휕푣∕휕푡) directions in
spherical coordinates is obtained as follows:휕푢휕푡 = 퐴푢 + 퐵푢 + 퐶푢 + 퐷푢 + 퐸푢 + 퐹푢, (2.18)
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휕푣휕푡 = 퐴푣 + 퐵푣 + 퐶푣 + 퐷푣 + 퐸푣 + 퐹푣. (2.19)퐴푢 and 퐴푣 are the curvature momentum force:퐴푢 = 푢푣(tan휙)푅퐸 ; 퐴푣 = −푢2(tan휙)푅퐸 .퐵푢 and 퐵푣 are the Coriolis force:퐵푢 = (2Ω sin휙)푣; 퐵푣 = −(2Ω sin휙)푢,
where Ω is the Earth’s angular rotation rate28. 28Ω ≈ 7.292 × 10−5 rad ⋅ s−1.퐶푢 and 퐶푣 are the ion drag force:퐶푢 = (ä푥푥(푢푒 − 푢) + ä푥푦(푣푒 − 푣)); 퐶푣 = (ä푦푦(푣푒 − 푣) − ä푦푥(푢푒 − 푢)),
where the subscripts in ion drag tensor ä refer to the respective compo-
nent in the ion drag momentum source, which is related to the Pedersen
and Hall conductivities. The coordinates 푥 and 푦 are positive eastward
and northward, respectively. Ion drag describes the eect of ions on neu-
tral particles. Depending on the ion collision frequency, ions move with
a velocity of 푬 × 푩/퐵2 (see Kwak and Richmond, 2007). 푢푒 and 푣푒 are
the zonal and meridional components of this electrodynamic drift veloc-
ity. 퐷푢 and 퐷푣 are the turbulent ux divergence (horizontal and vertical
diusion):퐷푢 = 1휌 [ 1푅2퐸 cos휙 휕휕휆 (휌휇푥푥cos휙 휕푢휕휆 ) + 1푅2퐸 휕휕휙 (휌휇푦푥 휕푢휕휙 ) + 휕휕푧 (휌휇푧푥 휕푢휕푧 )];퐷푣 = 1휌 [ 1푅2퐸 cos휙 휕휕휆 (휌휇푥푦cos휙 휕푣휕휆 ) + 1푅2퐸 휕휕휙 (휌휇푦푦 휕푣휕휙 ) + 휕휕푧 (휌휇푧푦 휕푣휕푧 )],
where the subscripts in 휇 (sum of molecular and turbulent viscosity coef-
cients) refers to the tensor rank in geographic direction. 퐸푢 and 퐸푣 are
the pressure gradient force:퐸푢 = − 1푅퐸 cos휙 휕Φ휕휆 ; 퐸푣 = − 1푅퐸 휕Φ휕휙 .퐹푢 and 퐹푣 are the nonlinear horizontal and vertical advection:퐹푢 = −[ 푢푅퐸 cos휙 휕푢휕휆+ 푣푅퐸 휕푢휕휙+푤휕푢휕푧 ]; 퐹푣 = −[ 푢푅퐸 cos휙 휕푣휕휆+ 푣푅퐸 휕푣휕휙+푤휕푣휕푧 ].
In TIE-GCM, diusive equilibrium is assumed for 푢 and 푣 at the upper
boundary. The lower boundary is specied via empirical tides.
The energy equation provides the foundation to obtain the next set
of variables to determine the thermal structure of the thermosphere. In
TIE-GCM, the energy equation is used in several forms to derive the neu-
tral 푇푛, electron 푇푒 and ion 푇푖 temperatures. The fundamental physical
principle applied in deriving the energy equation is the rst law of ther-
modynamics (conservation of energy), which states that the dierential
change in internal energy 푑푈 is equal to the dierence between the dif-
ferential change in heat or energy 푑푄 and the work done 푑푊 per unit
volume: 푑푈 = 푑푄 − 푑푊.
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Assuming no work is done, the time rate of change in internal energy
can be summarised to: 푑푈푑푡 = 푄 − 퐿 − ∇ ⋅ 횵,
where Q and L represent production and loss of the heat/energy due to
both internal and external sources, respectively29. 횵 is the ux density 29 The distinction between the production
and loss terms in 푑푄 and the loss due to푑푊 is that 푑푄 refers to diabatic or nona-
diabatic eects and 푑푊 refers to adiabatic
eects.
of conduction. According to ideal gas approximation (following Joule’s
law), the internal energy can be assumed to depend only on temperature.
Thus (for a constant number of air molecules),푈 = 푐푣푇푛,
where 푐푣 is the specic heat capacity at constant volume. This allows to
relate the time rate of change in temperature to internal energy as,푐푣 푑푇푛푑푡 = 푄 − 퐿 − ∇ ⋅ 횵. (2.20)
The work done 푑푊 by the gas is equal to the pressure multiplied by
the increment in volume: 푑푊 = 푝푑풱 .
Since TIE-GCM uses a pressure-based coordinate system, it is helpful to
reformulate the rst law of thermodynamics per unit mass under con-
stant pressure. Thus,푑푊 = 푝푑풱푚 = 푝푑훼; 훼 = 1휌 .푝푑훼 under constant pressure expands as heat is added to the system and
therefore the specic volume 훼 does not remain constant. Therefore, ac-
counting for the heat loss due to work done to keep the system under
constant pressure, 푝푑훼 = 푑(푝훼) − 훼 푑푝.
Specic heat capacity at constant pressure 푐푝 can be dened as 푑푄∕푑푇푛.푐푝 is related to 푐푣: 푐푝 = 푐푣 +푅∗. Equation (2.20) and information30 about 30 푑푄 = 푐푝 푑푇푛 − 훼 푑푝.푑푊 can be combined to reformulate the rst law of thermodynamics as,푑푇푛푑푡 = 푄 − 퐿푐푝 − ∇ ⋅ 횵 − 훼 푑푝. (2.21)
In TIE-GCM, the following diabatic and adiabatic eects are consid-
ered including the transport by mass diusion, which introduces addi-
tional continuity equations (e.g. mass transport of constituents due to
concentration gradient in the species) and energy transport due to the dif-
fusion of species. Thus the thermodynamic equation takes the following
form for neutral temperature31: 31 The expressions for 푇푛 , 푇푒 and 푇푖
with the terms considered in TIE-
GCM are reproduced from the model
description available on the website:
hao.ucar.edu/modeling/tgcm.
휕푇푛휕푡 = 푔푒푧푝표푐푝 휕휕푍 {퐾푇퐻 휕푇푛휕푍 + 퐾푧푧퐻2푐푝휌 [ 푔푐푝 + 1퐻 휕푇푛휕푍 ]}−⃖⃗푉 ⋅∇푇푛 − 푑푍푑푡 (휕푇푛휕푍 + 푅∗푇푛푐푝푚 ) + [푄푒푥푝 − 푒푧퐿푒푥푝푐푝 − 퐿푖푚푝] , (2.22)
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where 푝표 is the reference pressure, 퐾푇 is the molecular thermal conduc-
tivity, 퐾푧푧 is the eddy diusion coecient (see Qian et al., 2009) and the
superscripts 푒푥푝 and 푖푚푝 refer to the time integration of explicit and im-
plicit terms, respectively. In TIE-GCM, 푇푛 at the lower boundary is xed
at 181 K with the option to add thermal perturbations via tides. Diusive
equilibrium is assumed at the upper boundary. The physical meaning of
the terms on the right-hand side of Equation (2.22) is as follows:1푠푡 term—verticalmolecular heat conduction and adiabatic heating/cooling
due to eddy diusion;2푛푑 term—horizontal advection;3푟푑 term—adiabatic heating/cooling caused by the vertical winds; and4푡ℎ term—all other heating and cooling sources (e.g. solar, geomag-
netic, ion/electron collision, and radiative).
In the solution for 푇푒, TIE-GCM assumes thermal quasi-steady state
and ignores the viscous and chemical heating in the thermodynamic equa-
tion. Thus,32푁푒푘퐵 휕푇푒휕푡 = −푁푒푘퐵푇푒∇ ⋅ 풖푒 − 32푁푒푘퐵풖푒 ⋅∇푇푒 − ∇ ⋅ 푞푒 +∑푄푒 −∑퐿푒,
(2.23)
where푁푒 is the electron number density, 푘퐵 is the Boltzmann constant32, 32 In 2018, 푘퐵 was redened as exactly1.380649 × 10−23 J ⋅ K−1.풖푒 is the electron bulk-velocity, 푞푒 is the electron heat ow, and 푄푒 and퐿푒 are the local electron heating and cooling rates, respectively. At the
lower vertical boundary, 푇푒 is assumed to be equal to푇푛. And at the upper
boundary 푇푒 and 푇푛 are specied as upward or downward heat ux.
The solution for 푇푖 is obtained as a function of 푇푛 and 푇푒 with the as-
sumption of the quasi-steady-state energy transfer. Thus,
푇푖 = 퐿(푒, 푖)(푇푒(푡푛 + ∆푡) + 퐿(푖, 푛)푇푛(푡푛) + 휌 푄푇푖퐽퐿(푒, 푖) + 퐿(푖, 푛) . (2.24)퐿(푒, 푖) and퐿(푖, 푛) represent the cooling due to electron-ion and ion-neutral
collisions, respectively. 푡푛 + ∆푡 and 푡푛 refer to the above mentioned time
integration step in the algorithm. 푄푇푖퐽 is the ion Joule heating component.
The Electrodynamo equation solves global electric potential. In
steady-state, it is reasonable to assume that the current density 푱 is diver-
gence free. Starting with this assumption∇⋅푱 = 0, Richmond et al. (1992)
and Richmond (1995) lay out the mechanism to solve the electrodynamic
equations for the ionosphere-thermosphere in a modied magnetic apex
coordinate system. In TIE-GCM, the in-built wind dynamo determines
the electric potential for low andmiddle latitudes via the steady state elec-
trodynamics (see Richmond et al., 1992; Richmond, 1995). The high lati-
tude potentials for TIE-GCM are specied via empirical models or map-
ping based on observed convection patterns. For example, Heelis et al.
(1982) and Weimer (2005) empirical electric potential models and Rich-
mond and Kamide (1988) assimilative mapping technique. The specics
of TIE-GCM parameter settings are discussed later in the chapter.
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As described above, various assumptions go into these equations. In
physics-basedmodelling of the thermosphere, apart from solving the fun-
damental equations anddecidingwhat source terms to consider, onemust
also consider the computational requirements. These include techniques
to assure numerical stability so that the calculation does not grow un-
bounded, model cell-discretisation techniques, andmodel boundary con-
ditions.
2.5 Atmospheric Density Models
Models are the only tool available to predict the state of the thermosphere
across space and time. Models also facilitate the use of observations,
which are collected from dierent locations at various times, in a sci-
entically meaningful manner. For example, to compare observations
with dierent spatiotemporal resolutions, to normalise comparisons to
desired geophysical conditions, and predict the future state of a variable
(e.g. mass density) given past observations of a related variable (e.g. elec-
tron density). The purpose of the present section is to introduce the mod-
els relevant to this thesis briey.
There are various techniques for estimating mass density. For exam-
ple, Emmert (2015), He et al. (2018), and Vallado and Finkleman (2014)
provide an appraisal of the dierent types of models oriented for this
purpose. Usually, these models provide not only mass density, but also
other thermospheric parameters such as temperature, total number den-
sity, wind vectors, thermosphere/ionosphere currents, electron density,
and pressure. The number of output parameters varies among models.
Broadly speaking, atmospheric density models can be categorised into
two groups: empirical and physical. Often in the literature, another dis-
tinction is made between semiempirical and data assimilation models,
but these usually have an inherent physical or empirical “nature” at the
core.
Empirical mass density models of thermosphere are based on clima-
tologies, which are derived from data. They are the earliest kind of up-
per atmospheric models and also known as statistical/average models
because of the statistical curve tting techniques used in constructing
the various relationships between parameters (Vallado and Finkleman,
2014). In general, they respondpoorly to thehighly variable spaceweather
conditions and have inherent biases in the mass density estimates due to
the coupling of the ballistic coecient and mass density in the tted data
(He et al., 2018).
Physical models apply the known physics to numerically compute the
state of the atmosphere and mostly appear in applications that require
an in-depth analysis of physical processes that occur in the atmosphere
(Emmert, 2015). Physical models not only can simulate geophysical con-
ditions not available in observations but also run tightly controlled simu-
lations to extract the driving mechanisms behind certain phenomena, for
example, the density-temperature synchrony reported in Chapter 5. They
are also known as physics-based, a priori, theoretical, rst-principles, and
numerical models.
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Capturing the evolving thermospheric responses are critical for a fore-
cast model. For example, the satellite tracking errors at 400 km during
even moderate geomagnetic storms are about 65% greater than that of
during quiet times (Lin et al., 2013). Looking at the remarkable growth
and resilience concerning nowcast and forecast capabilities in physical
models of terrestrialweather, atmospheric researchers are sanguine about
similar prospects for physics-basedupper atmosphericmodels (Chen et al.,
2011;Morozov et al., 2013;Matsuo et al., 2013). Nevertheless, all present-
day atmosphericmodels depend on assumptions at some stage in the pro-
cess. Furthermore, as the scale-height changes signicantly with height
in the thermosphere, linear extrapolation of both physical and empirical
model outputs to dierent heights may introduce large biases. Vallado
and Finkleman (2014) speculates that “there are probably more assump-
tions with atmospheric drag than with any other perturbing force used
with satellites”.
TIE-GCM
The High Altitude Observatory of the National Center for Atmospheric
Research has a long line of numerical models extending from the surface
of the Earth to the exobase. Among them, the earliest in the upper at-
mospheric series: thermosphere general circulation model (TGCM), was
introduced by Dickinson et al. (1981) followed by Roble and Ridley (1987)
and Roble et al. (1988) who coupled it to the ionosphere. The birth of the
modern series of TIE-GCM is a portmanteau composed of TGCM with
electrodynamics and ecient parallel computation by Richmond et al.
(1992). TIE-GCM is a three-dimensional, time-dependent, physics-based
model of the upper atmosphere. This thesis employs the two most recent
versions of TIE-GCM: 1.95 and 2.033. TIE-GCM version 2.0 distinguishes 33 Versions history and more details about
TIE-GCM is available on the website:
hao.ucar.edu/modeling/tgcm.
argon as a minor constituent and helium as a major constituent. The he-
lium concentration can have a signicant impact on atmospheric drag
calculations, especially under solar minimum conditions (Sutton et al.,
2015).
Themodel has two grid resolutions: 5°× 5°× 29 (low) and 2.5°× 2.5°× 57
(high) in latitude, longitude, and constant pressure layers in height. The
resolution of the vertical layers correspond to the scale-height—lower
(higher) resolution is separated by 12퐻 ( 14퐻) of a scale-height (see Sec-
tion 2.4). The altitudinal extent of the model is from approximately 97
to 600 km in (depending on solar activity). The pressure surface layers
arranged on a log-scale as opposed to geometric heights is a simplica-
tion step for a compressible uid based on the continuity equation (as-
sumption of hydrostatic equilibrium). Geometric height interpolated to
the grid points is available in the output for convenience. TIE-GCM as-
sumes a constant acceleration due to gravity (870 cm⋅s−2) registered to the
altitude at the lower boundary (Qian et al., 2014). For example, the accel-
eration due to gravity at 100 km recedes by about 10% at 400 km (Deng
et al., 2008).
As for the temporal resolution, the default for low-resolutionmode is a
60-second model time-step and the default for high-resolution mode is a
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30-second time-step. Themodel time-step requires adjusting to avoid nu-
merical instabilities thatmay occurwhen simulating certain spaceweather
conditions. For example, a time-step as low as 10 s may be necessary
during periods of intense solar activity (e.g. 퐹10.7 above 200 sfu), or high
magnitude southward magnetic eld (the so-called negative 퐵푧).
The Governing equations are discretised andnumerically integrated
with each layer from the lowest pressure to the highest pressure whilst
satisfying critical conservation conditions (Qian et al., 2014). The equa-
tions are solved for each layer and are attributed to “mid-level pressures”:
the average between interface pressure layers above and below. Akmaev
(2011) provides a comprehensive analysis of the instabilities arising from
hydrostatic assumptions andnumerical approaches inwhole-atmosphere
modelling—some of which are common to TIE-GCM. The assumption
of hydrostatic equilibrium prevents TIE-GCM from including physical
terms related to, for example, Coriolis force, centrifugal acceleration, and
ion drag in the vertical momentum equation (Ridley et al., 2006). Some
impacts from this assumption is discussed in Chapter 5.
Delineating the boundary conditions is a great challenge for any large
geophysical model due to the complex coupling between the domains
exterior and interior to the model. The pressure at TIE-GCM’s lower
boundary is around 5.5×10−2 m−1⋅kg⋅s−2. At the lower boundary, back-
ground conditions for zonal mean horizontal winds can be specied us-
ing the Hedin et al. (1991) empirical horizontal wind model, and zonal
mean temperature can be specied via the Picone et al. (2002) empiri-
cal Naval Research Laboratory mass spectrometer and incoherent scatter
radar extended-00 (NRLMSISE-00) model. Alternatively, corresponding
UARS (upper atmosphere research satellite; Reber, 1993) data can be pro-
vided. In the absence of these background conditions, the model defaults
to zero wind velocity and a constant temperature of 181 K. Where appli-
cable, the work presented in this thesis uses the at conditions.
The Lower atmospheric tidal forcing on the thermosphere is an-
other critical aspect of dening the lower boundary. The tidal pertur-
bations can be specied using either the Oberheide et al. (2011) Hough
modes-based climatological tidal model of the thermosphere or the Ha-
gan et al. (2001) global-scale wave model (GSWM).Where applicable, the
work presented in this thesis uses the GSWM to specify the migrating-
diurnal and -semidiurnal, and nonmigrating-diurnal and -semidiurnal
tides. The dichotomy between migrating and nonmigrating tides is that
the former is sun-synchronous and the latter is longitude-dependent (see
Section 2.3). Briey, GSWM is a linearised numerical solution to the
Navier-Stokes equations in response to specic zonal wave numbers and
wave periods considering the zonal mean background atmosphere (Ha-
gan et al., 2001). The forcing through GSWM includes dissipation due
to ion drag, thermal conductivity, boundary layer friction, mean winds
andmeridional temperature gradients, molecular and eddy diusion, and
gravity wave drag (Hagan et al., 2001). In addition, the Qian et al. (2009)
empirical formulation of the eddy diusion (K푧푧)—a coecient that de-
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scribes the seasonal variations in the advective and diusive transport of
primarily atomic oxygen, can also be imposed at the lower boundary. The
eddy diusion K푧푧 has a strong inuence on the semiannual and annual
variations of thermospheric density and temperature. At present, the
model can be congured to assume a constant K푧푧 at the lower boundary
or calculate day-of-year dependant K푧푧 based on the empirical formula-
tion by Qian et al. (2009). The work in Chapters 4 and 5 investigates the
lower atmospheric forcing in detail.
The Upper boundary of TIE-GCM varies much more than the lower
boundary. Depending on the magnitude of the external forcing, geomet-
ric height at the upper boundary could change by about 200 km. The pres-
sure at the upper boundary is about 4.5×10−8 m−1⋅kg⋅s−2. TIE-GCM can
be adjusted to accept the magnetospheric inputs from multiple sources
and methods such as assimilating direct observations and coupling with
empirical or numerical models. The inputs required are the high lat-
itude ion convection, hemisphere power (HP), and the cross-polar-cap
potential (CPCP). Empirically derived high latitude ion convections from
Weimer (2005) andHeelis et al. (1982) electric potentialmodels are utilised
separately in the model simulations presented in this thesis.
High latitude auroral pattern is determined through HP and CPCP,
which are a function of the 퐾푝 index (see Section 2.3). The auroral pat-
tern describes the total ionisation and heating rates in the region through
electron, soft electron, cusp, polar rain (also referred to as drizzle), and
ion precipitation. TheHeelis et al. (1982) empirical model depends on the
CPCP and the strength and direction of the interplanetary magnetic eld
(IMF). TheWeimer (2005) empirical model is built on electric eld mea-
surements from the Dynamics Explorer 2 satellite, and solar wind and
IMF measurements from two magnetospheric research missions: Inter-
national Sun-Earth Explorer-3 and International Monitoring Platform-8.
In addition to IMF strength and direction, theWeimer (2005) model also
depends on the dynamics of the solar wind and the orientation of the ge-
omagnetic dipole. The measurements of 퐾푝 and F10.7 are obtained from
NOAA (National Oceanic and Atmospheric Administration)34. The IMF 34 Website: ngdc.noaa.gov/ngdcinfo.
measurements are obtained from the OMNI database35. 35 Website: omniweb.gsfc.nasa.gov.
The thermodynamic equation is by far the most complicated and the
one that needs most improvement as far as numerical modelling is con-
cerned. A complete and accurate closed-form solution to the thermody-
namic equation does not exist (Anderson, 1992). See Section 2.4 for a list
of physical parameters, such as solar radiation36, Joule heating, atomic 36 The solar radiation includes EUV ux,
Schuman-Runge bands and continuum.oxygen recombination (푂+ ⇒ 푂2), and molecular diusion, considered
in the thermodynamic equation.
The thermosphere-ionosphere coupling with the plasmasphere is de-
scribed by the direction of ow of plasma ux at the upper boundary.
EUVAC solar proxy model of Richards et al. (1994) with modications
by Solomon and Qian (2005) is used as the solar heat input throughout
all the TIE-GCM simulations presented here. EUVAC depends on the
input from the 퐹10.7-based 푃 index—Equation (2.4). Limitations of us-
ing 퐹10.7 as a proxy have been noted since the early days of atmosphere
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model development (Vallado and Finkleman, 2014). Qian et al. (2008)
and Solomon et al. (2010) provide some results on TIE-GCM’s sensitivity
to solar forcing. Recent work, including the work in Chapters 4, 5 and
6 shows that TIE-GCM provides an excellent platform to investigate the
thermosphere (e.g. Carter et al., 2014; Lu, 2016; Maute, 2017; Solomon
et al., 2012).
NRLMSISE-00
ThePicone et al. (2002) empirical NRLMSISE-00model37 describes the at- 37 Model is available on the website:
ccmc.gsfc.nasa.gov.mosphere from ground to the exosphere and is based on data from satel-
lites, rockets, and radars over several decades (1961–1998). Figure 2.9
illustrates the dierent data products used in NRLMSISE-00.
Figure 2.9: Illustration of the period and
altitude range of the data products used in
the construction of NRLMSISE-00, cour-
tesy of John Emmert. T= temperature;
n푖 = ion number density; MAP=Middle
Atmosphere Programme; and CIRA-86=
COSPAR International Reference Atmo-
sphere: 1986. See Picone et al. (2002) for
details on specied data products.
Table 2.2: Specication of Geomagnetic Ac-
tivities for NRLMSISE-00퐴푝푎푝(푡)푎푝(푡 − 3 h)푎푝(푡 − 6 h)푎푝(푡 − 9 h)1∕8∑10푖=3 푎푝(푡 − (3 + 3푖) h)1∕8∑18푖=11 푎푝(푡 − (3 + 3푖) h)
Note. 퐴푝 is specied for the
model day of year. 푡 is the model
time.
Picone et al. (2002) introduced the NRLMSISE-00 empirical model as
a signicantly modied version of the original MSIS-class models: MSIS-86 and MSIS-90 (see Hedin, 1987; Hedin et al., 1991). The model uses
curve tting techniques to estimate the temperature, composition and
mass density for a given altitude, latitude, longitude, time, 81-day centred-
mean 퐹10.7, daily 퐹10.7, mass number, apparent local solar time, and geo-
magnetic indices for seven periods of anterior magnetic activity (or daily퐴푝). The seven periods ofmagnetic activities are summarised in Table 2.2
(Picone et al., 2002, NRLMSISE-00 source code). NRLMSISE-00 model
calculates the linear and exponential terms that describe the input from
geomagnetic activity using the daily 퐴푝 or the more detailed 3-hr 푎푝 at
seven dierent intervals beginning approximately 2.5 days prior. Regard-
less of the input 푎푝, NRLMSISE-00 sets 푎푝 equal to 4 nT by default for
altitudes below 80 km (Picone et al., 2002, NRLMSISE-00 source code).
Themodel’s upper limit for thermospheric temperature is also dependent
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on 푎푝 as well as 퐹10.7.
One signicant addition in theNRLMSISE-00 is the accounting of anoma-
lous oxygen (O+) in the calculation of density for altitudes beyond 500 km.
Similar to most other upper atmospheric models, including TIE-GCM,
the NRLMSISE-00model assumes spherical symmetry of the Earth, how-
ever, unlike TIE-GCM, it uses spherical harmonics to resolve for the grid
positions tomap themodel outputs. InNRLMSISE-00, the thermospheric
outputs mainly depend on exospheric temperature prole for which the
Walker (1965) temperature prole is used with certain modications to
the EUV contribution introduced by (Picone et al., 2002).
DTM-2013
The drag temperature model DTM-2013 is an empirical model38 that can 38 Model is available on the website:
ccmc.gsfc.nasa.gov.providemass density, temperature, and composition of the thermosphere
based on a reference database that spans from 1969 to 2012 (Bruinsma,
2015). Figure 2.10 illustrates the approximate period and vertical range
of the dierent data products used in DTM-2013. See Bruinsma (2015)
for more details on these data products. Some of these data products use
NRLMSISE-00 as the background model to scale the mass densities, for
example, to a specic resolution or resample to a specic altitude (see
Bruinsma, 2015, and references therein). Themodel is valid from approx-
imately 120 to 1,500 km in altitude.
Figure 2.10: Illustration of the period and
altitude range of the data products used
in the construction of DTM-2013. T=
temperature. All data sources are satellite
missions. See Bruinsma (2015) for details
on specied data products. Sources: Bru-
insma (2015) and S. Bruinsma (personal
communication, February 20, 2019).
퐹30 proxy is used to describe the variation in solar activity for DTM-2013 in the work presented here. Dudok de Wit et al. (2014) describes
the signicant dierences between the 퐹30 and 퐹10.7 proxies. In DTM-2013, the geomagnetic activity can be specied as a function of 3-hr 푎푚
or 퐾푝 indices (Bruinsma, 2015). The model takes into account the local
time and latitude variation of mass density and temperature but not the
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variation across longitudes as a function of solar heating modulated by
the 퐹30 solar proxy (Emmert, 2015). In addition to the mass density at a
given time and location, DTM-2013 also provides the model uncertainty
of the estimated value due to the low model resolution.
DTM-2013 is a good example of a model that has harnessed the high-
resolutionmass density data inferred from, for example, CHAMP,GRACE,
andGOCE satellitemissions’ accelerometermeasurements coveringmore
than one complete solar cycle (Bruinsma, 2015).
At the core of each of these empiricalmodels is a corresponding database
of historical observations, towhich parametric equations have beentted.
Empirical models have a great many uses in which they serve as bench-
marks for evaluating new observations and other models including phys-
ical models. Empirical models dominate applications of thermospheric
density including atmospheric drag and setting the boundary and initial
conditions for physical models (Emmert, 2015).
2.6 Summary
This chapter provided an overview of the Earth’s atmosphere and de-
scribed the most salient features of the thermosphere and ionosphere.
The chapter also provided context to the relationship and signicance of
mass density to SSA. In this context, atmospheric drag is the largest source
of uncertainty in OP of LEO satellites. The chapter briey discussed how
the errors and biases in mass density estimates propagate into the uncer-
tainty in atmospheric drag. It also discussed some problems with obtain-
ing precise thermospheric mass density measurements. The precision of
accelerometer-derivedmass densities depends on, among others, the out-
puts used from solar radiation and Earth albedo models. The precision
also depends on the atmospheric model used to correct biases in the ac-
celerometer data.
Solar radiation, solarwind inducedmagnetospheric processes, and up-
ward propagating atmospheric waves are the main energy contributors
that control the mass density and temperature variations in the thermo-
sphere. The chapter provided a description of these energy contribu-
tors and their proxies and indices used in modelling. This included a
discussion on current practices of obtaining such data (e.g. 퐹10.7 and퐾푝). The chapter summarised the fundamental physics behindmass den-
sity models and introduced the physics-based TIE-GCM and empirical
NRLMSISE-00 and DTM-2013models.
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3
Assimilation and Interpretation of Data
M odels based on just the physics or historical data of-ten fall short of precision application requirements (e.g. OP, space weather prediction) in estimating the stateof the thermosphere due to, among others, the many
reasons described in the previous chapter. As alluded to in Chapter 1, the
challenges to understand and predict the variations of the space environ-
ment are current (e.g. National Research Council, 2013, Chapter 8). The
models’ ability to forecast the dynamic environment in the thermosphere
can be signicantly improved through data assimilation schemes—the
main topic of this chapter.
The purpose of this chapter is to introduce the data assimilation tech-
niques used in Chapter 6 and the dierent data products used through
Chapters 4–6. Signicant portion of the chapter (Sections 3.1–3.4) is dedi-
cated to the discussion of the data assimilation technique based onKalman
lter (KF),which is a statistical operation tomodify the outputs of amodel
to arrive at an optimal estimation of the future state given a series of un-
certain measurements of the system represented by the said model. Sec-
tion 3.5 is dedicated to describing the equally important topic of data in-
terpretation. This includes descriptions of the dierent data products and
an explanation of the methods used in the thesis to compare the models
with data.
3.1 Data Assimilation
Data assimilation refers to the process of computing the best possible es-
timate of the state of a system using observations/measurements along
with a numerical prediction of the system (e.g. model state). The system
can be one with as simple as one variable (e.g. the number of cars pass-
ing through an intersection) or as complex as the geospace environment
of the Earth. Although usually observations/measurements of a system
are the best possible quantiable "true" state, they often come with dif-
ferent degrees of certainty and measurement errors. Accounting for this
uncertainty and the measurement errors becomes crucial to determine a
future state of the system. The ultimate expectation of data assimilation is
to produce a physically and dynamically consistent representation of the
system1 in space and time while also revealing the uncertainty attached 1 e. g. in the work presented in this thesis,
the 4D thermosphere-ionosphere is our
system.
to the said representation.
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Data assimilation techniques to estimate or predict the mass density
of the thermosphere are increasingly becoming popular as they provide
means to adjust for systematic and inherent model biases, and measure-
ment errors. Data assimilation essentially feeds in real-world observa-
tions of one or many model input parameters and forces the model to
align its other dependent parameters to reect the changes in the obser-
vations. In other words, it is driving the model to be as close as possible
to what is observed in nature. Data assimilation in general is useful for
applications in satellite OP and pertinent space weather forecasting.
The major limitations in the assimilation of observations are the ob-
servation sparsity (thermosphere is the most under-observed region in
the atmosphere), observation uncertainty, measurement errors, and the
computational requirements. The problem with observation sparsity is
twofold: renders the system signicantly underdetermined in areas with
less or no observations and signicantly overdetermined in areas with
more observations. For example, only a fewmeasurements of specic pa-
rameters are enough to generate aweather prole in a given location. Any
additional measurements at the same location are thus left unused if the
data assimilation technique is not designed to extract extra information
from these additional measurements2. In practice, extra measurements 2 Typical observation input ("knowns") to
a global weather forecast model is at least
an order of magnitude less than the "un-
knowns" in the model state.
allow, for example, conrming the measurement uncertainty and identi-
fying the outliers. Combining KFwith a spatial correlation function such
as the least squares collocation could form a solution to the observation
sparsity problem (Petrov et al., 1996).
Calibrating instrument error for real-time observations is not optimal
inmost cases and even non-existent for some useful satellite observations
such as temperature, electron density and accelerometer-derived mass
density. Therefore, accounting for observation error is a challenging task.
The computational cost or processing time attached to data assimilation,
particularly for large geophysical models, is relatively high and thus typ-
ically processed in multi-node supercomputers—to be practically eec-
tive.
There are several data assimilation techniques such as three- and four-
dimensional variational (3D- and 4D-Var), multiple variants of KF and
Optimal Interpolation (OI). The 3D and 4D variational methods adjust
theweight on a predetermined set ofmodel parameters (the optimal anal-
ysis that minimises the deviation from the the observations weighted by
the inverse of the error variance) in order to optimise the best t trajectory
of the model to assimilable data (Kalnay, 2002; Le Dimet and Talagrand,
1986). The 3D-Var usually treats the assimilable data to be homogeneous,
isotropic, and independent of the ow (Houtekamer and Mitchell, 1998).
Compared to KF-based methods, the variational methods have a disad-
vantagewith thenontrivial requirement of computing tangent linearmod-
els and adjoint models for both the evolution(forward) and observation
operators. These concepts: forward and observation operators are intro-
duced below. Liu et al. (2008) proposed an ensemble-based 4D-Var assim-
ilation scheme to alleviate the drawback with the need for a tangent lin-
ear model and adjoint model. KF-based methods in comparison to vari-
ational methods also have the advantage of maintaining ow-dependent
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covariance between assimilation iterations. On the other hand, unlike
the 4D-Var method, KF is a linear method. Non-linear implementations
of KF-based techniques exist but not as widely in operation as the varia-
tional methods3. 3 Most large-scale weather prediction ser-
vices in the USA and Europe use the 4D-
Var technique.
OI analysis4 is less complex than both the variational and KF-based
4 Also known as statistical interpolation.methods. Nevertheless, OI was the most popular assimilation method
for numerical weather forecasts in the 1970s and 80s (Daley, 1993). The
fundamental approach of OI is letting relatively a small number of obser-
vations selected using predetermined criteria estimate theminimumvari-
ance or in other words determine the analysis update (e.g. Thiebaux and
Pedder, 1987). All these briey mentioned methods are currently used in
various operational applications such as meteorology and oceanography.
Although most of the concepts and theory are based on statistics, data
assimilation is a well-established subject in its own right. The reader in-
terested in a pedagogical introduction to data assimilation theory, meth-
ods and operational implementations5 is directed to the following sources: 5 The author also recommends the
lecture notes of the Atmospheric
Data Assimilation course (2004)
from University of Toronto (at-
mosp.physics.utoronto.ca/PHY2509).
Bennett (2005); Daley (1993); Evensen (2009) and Kalnay (2002). The fol-
lowing text focuses on the main attributes of the data assimilation tech-
nique relevant to thework presented in this thesis: the Ensemble Kalman
Filter (EnKF).
3.2 The State Estimation Problem
Consider the simple systemof counting thenumber of cars passing through
an intersection. If a machine performs this task, it needs to be equipped
with abilities to distinguish a car from a truck so that a miscount does not
occur. The level of trust we can assign to themachine describes the uncer-
tainty of the machine. Given the uncertainty is a Gaussian distribution,
following the theory of probability, the probability of the measurement
being true can be expressed as, ℙ(퐴 ∣ 퐴표), where 퐴 is the true state of
the system and 퐴표 is the observed state. On the other hand, a model can
estimate the state of the system based on a priori knowledge that may in-
clude previous measurements, laws of physics, etc. The probability of the
model estimate being true can be expressed as, ℙ(퐴 ∣ 퐶). 퐶 describes
model estimate based on all the available prior information.
The Bayes’ theorem6 allows to merge the two probabilities with re- 6 Also known as Bayes’ rule. Wikle and
Berliner (2007) provides an elegant exposi-
tion to the theorem in the context of data
assimilation.
markable simplicity to derive a posterior or updated probability of the
state of the system.ℙ(퐴 ∣ 퐴표, 퐶) = ℙ(퐴표 ∣ 퐴,퐶) ℙ(퐴 ∣ 퐶)ℙ(퐴표 ∣ 퐶) . (3.1)
In Equation (3.1), ℙ(퐴표 ∣ 퐴,퐶) is the likelihood or probability that 퐴표 is
observed given the prior information 퐶 and the true state 퐴. In order to
express the left-hand side of Equation (3.1) also as a Gaussian probabil-
ity distribution function (PDF), the denominator on the right-hand side
needs to be normalised. This can be easily achieved by integrating the
probabilities with respect to the normalising factor 픲 as follows,ℙ(퐴표 ∣ 퐶) =∫ ℙ(퐴표 ∣ 픲)ℙ(픲 ∣ 퐶) ⋅ 푑픲 = 픘.
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Now the PDF ℙ(퐴 ∣ 퐴표, 퐶) can be expressed as,ℙ(퐴 ∣ 퐴표, 퐶) = ℙ(퐴표 ∣ 퐴,퐶) ℙ(퐴 ∣ 퐶)픘 . (3.2)
In most geophysical applications, prior, posterior and likelihood terms
falls in the Gaussian PDF regime. Therefore, the updated (posterior) state퐴푢 and its standard deviation 휎푢 can be described via the standard devi-
ations of the prior and likelihood distributions such that,
휎푢 = √( 1휎2푐 + 1휎2표 )−1, (3.3)
and, 퐴푢 = 휎2푢[퐴푐휎2푐 + 퐴표휎2표 ]. (3.4)
Equation (3.3) shows that 휎푢 always tends to be less than the lowest of
the two standard deviations 휎푐 and 휎표. The mean of the posterior 퐴푢 is
the average of the prior mean and the observation7. 7 Bayesian inference—improve the proba-
bility of a prediction being true by updat-
ing the knowledge about the probability
distribution of the prior state.
How this new information 휎푢 and 퐴푢 can be incorporated into a fore-
cast model via the KF technique is reviewed in the next section.
3.3 Kalman Filter
This section is mainly distilled from the text in Hunt et al. (2007); Wikle
and Berliner (2007) and Kalman (1960).
KF is a technique that oers an ecient recursive solution to the prob-
lem of minimising the cost function in the least square computation to
nd the optimal trajectory for a linear stochastic or deterministic sys-
tem8. In other words, KF sequentially processes the measurements of 8 Stochastic system is a nonperfectly-
predictable system with some associated
randomness; e. g. the Tetris computer
game.
a linear system through propagation and update of state error covariance
and mean to obtain an estimate of the “true” state of the system. Thus
in nding the optimal trajectory, KF minimises the mean square error of
the estimated quantity (de Iaco Veris, 2018, Chapter 2).
TheKF solution to a simple linear systemcanbeunderstood as follows.
Suppose a simple model that describes the state 풙 of system 퐹 at time t,푑풙푡푑푡 = 퐹(풙푡, 푡).퐹 is a mathematical model independent of the observations made of the
state 풙. It is desired that our mathematical model makes an accurate rep-
resentation of the observations or measurements taken of the state of the
system. In KF terminology it may help to view 퐹 as a forecast model to
which the innovation error can be added as follows:푑풙푡푑푡 = 퐹(풙푡, 푡) + 푸(풙푡, 푡)풘푡. (3.5)
Innovation error 풘 is an important addition to 퐹 as during each time
update (푡 + 1, 푡 + 2,…) the future state is predicted conditional on the
present state of the system. In other words, each time update is assumed
to be a Markov process. Therefore, the stochastic component 푸(풙푡, 푡)풘푡
enables to carry the information about the posterior-prior dierence of
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the state forward. Usually,풘 is a Gaussian process with zero mean (Katz-
fuss et al., 2016). Its accompanying covariance matrix shall be denoted
as 푺(푡). If 풙 is a vector of length 푘 and 풘 a vector of length 푟 then 푸 is a
matrix of 푘 × 푟. It can be easily noticed that if 퐹 is a perfect model then
the use of the stochastic term becomes redundant.
Suppose the conditional probability ℙ(풙푡 ∣ 푦푡) where 풙푡 is the state of
the system at time t and 푦푡 is all the observations up to time 푡. Following
this conditional probability, a set of observations 푦◦ can be related to the
model state 풙 through:(푗 = 푡푗) ∣ 푦◦푗 = 푯푗(풙푗 , 푗) + 휖푗(풙푗 , 푗), (3.6)
where 푦◦푗 is the observation at time 푡푗 and 푯 is a matrix of length 푚푗
that yields the expected value of observation for a given state 풙. 푚–the
size of the observational matrix푯–is allowed to vary from one time-step
to the other. Similar to 푸 in Equation (3.5), 휖 is a Gaussian distribution
with zero mean and covariance matrix 푹푗 but for the observational error.
In other words, 휖 represents the uncertainties or errors associated with
observations. However, non-Gaussian observational error distributions
can also be incorporated into the KF process.
The KF process for a system that satises Equations (3.5) and (3.6)
includes twomain steps at each time step: a forecast-step and an analysis-
step (Kalman, 1960). In the literature, the forecast-step is also commonly
referred to as the likelihood and estimated state while the analysis-step
is referred to as update-step. Given a sparse observation matrix at times푡1, 푡2,… , 푡푛, the forecast of 풙(푡) is proportional to,푛∏푗=1 푒푥푝( − 12 [푦◦푗 −푯푗(풙푗 , 푗)]푇푹−1푗 [푦◦푗 −푯푗(풙푗 , 푗)]). (3.7)푇 indicates the transpose of the respective term. The forecasted best esti-
mate for 풙(푡) is the maximum of the above expression.
Alternatively, the above expression can be formed into a cost function
of which theminimum oers the best t of 풙(푡) to the observations (Hunt
et al., 2007). The cost function for the system can be written as,퐽◦푡 (풙) = 푛∑푗=1 [푦◦푗 −푯푗(푀푡,푡푗 (풙))]푇푹−1푗 [푦◦푗 −푯푗(푴푡,푡푗 (풙))]. (3.8)푴 is the mapping function that propagates 푑풙푡∕푑푡 to successive times
of 퐽◦푡 . A unique solution may not exist for a non-linear model. It can
be seen that the optimal solution for 퐽◦푡 must be determined successively
from 푡1 to 푡푛, which is computational expensive especially for a model
with a large 푘. For example, a typical 푘 value for the TIE-GCM used in
the assimilation experiments presented later on in this thesis is in the
order of 106.
The traditional linear KF solution using a linear model begins with
making no assumptions about the state at the initialisation time9. A prior 9 KF’s optimal solution is for the current
state of the system conditional on past ob-
servations.
state estimate and an associated covariance is required to perform a fore-
cast of 푴푡,푡푗 ,풙 from time 푡1 to 푡푗 using 푯푡푗 (풙푡푗 , 푡푗) (where 푗 is the next
time-step moving from 푡1 to 푡푛).
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The objective is to forecast a step from time 푡푛−1 to 푡푛 and analyse the
state at 푡푛. Given, at 푡푛−1 the analysis state estimate 풙푎푛−1 and its error co-
variance푷푎푛−1, the right-hand side in the cost function 퐽◦ in Equation (3.8)
can be expressed as,푛−1∑푗=1 [푦◦푗 −푯푗(푴푡푛−1,푡푗 (풙))]푇푹−1푗 [푦◦푗 −푯푗(푴푡푛−1,푡푗 (풙))]= [풙 − 풙푎푛−1]푇(푷푎푛−1)−1[풙 − 풙푎푛−1] + 푐, (3.9)
where 푐 is some constant. In this construction푷 is a 푘×푘matrix. The size
of the observation vector and the associated error covariance matrix is on
the other hand usually much lower than that of the state. 풙푎푛−1 denotes
the mean of the Gaussian probability distribution of the possible system
states computed using all the observations up to 푡푛−1.
However, the above construction requires the ability to compute 풙푎푛−1
at time 푡푛−1, which poses an initialisation problem. Therefore, it is favourable
to produce a background state estimate 풙푏푛 and background covariance푷푏푛 (Hunt et al., 2007). It is achieved by propagating the analysis state es-
timate 풙푎푛−1 and its covariance 푷푎푛−1 using the mapping function 푴 as
shown below.
풙푏푛 =푴푡푛−1,푡푛풙푎푛−1. (3.10)
푷푏푛 =푴푡푛−1,푡푛푷푎푛−1푴푇푡푛−1,푡푛 + 푐. (3.11)
Here the constant 푐 may be added to represent additional uncertainty
due to model error. In both Equations (3.9) and (3.10), 푐 could easily be
replaced by the stochastic component introduced in Equation (3.5). Com-
putation of 풙푏푛 and 푷푏푛 is essentially the goal of the forecast step. To avoid
ambiguity, it must be noted that in the literature 풙푏푛 is often referred to as
the prior-mean while 푷푏푛 is referred to as the prior precision or the prior
error covariance.
Following the Bayes’ theorem10, the update-step modies the state es- 10 Recap Equation (3.1):ℙ(퐴 ∣ 퐴표 , 퐶) = ℙ(퐴표 ∣ 퐴,퐶) ℙ(퐴 ∣ 퐶)ℙ(퐴표 ∣ 퐶) .timate using the next set of observations 푦◦푗 . A multivariate Gaussian dis-tribution11 gives the update formula. Therefore, conditional on the ob-
11 the joint distribution of state estimates풙푡 and observations 푦◦푡 .servations up to 푡푛 (푦◦푡1∶푛 ), the analysis (updated) state estimate 풙ˆ푎푛,풙ˆ푎푛 = 풙푏푛 +푲푛(푦◦푛 −푯푛풙푏푛), (3.12)
and analysis error covariance matrix 푷ˆ푎푛,푷ˆ푎푛 = 푷푏푛(푰 −푲푛퐻푛). (3.13)
can be expressed as a function of the two distributions: state and obser-
vations. 푰 is the identity matrix and 푲 is the Kalman gain matrix, which
is dened as, 푲푛 ≡ 푷푏푛푯푇푛(푯푛푷푏푛푯푇푛 + 푹푛)−1.푲 has the dimensions 푘×푚푗 where푚푗 is the size of푚 at the 푗th time-step.
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KF provides a successful estimate of the state of the system and its un-
certainty conditional on the observations. However, there are a few dis-
advantages that need to be addressed when scaling the solution, for ex-
ample, for large geophysicalmodels. KF requiresmodel linearisation; not
ideal for models of large non-linear systems such as the atmosphere. At
a given epoch, the KF processes the state and observation distributions
explicitly, which inhibits the implicit propagation of the state error co-
variance. Thus as mentioned earlier, matrix computation of large12 state 12 e. g. typical global atmospheric model
with 푘 ≥ 106 and푚 ≥ 105.and observation matrices such as of the dimensions 푘 × 푘, 푘 × 푚푗 , and푚×푚 in forecast and update-step, and storing and repeating these matri-
ces for many iterations become extremely challenging and less practical
even with the aid of supercomputers.
EnKF13with certain approximations provides an eective dimensional 13 Introduced rstly by Evensen (1994).
reduction solution to this problem. EnKF in the context of large geophys-
ical models is briey introduced in the following section.
3.4 Ensemble Kalman Filter
In the previous section, certain limitations of implementing a KF-based
algorithm for large, complex, geophysical models were highlighted. In
this section, the implementation of an EnKF-based algorithm is briey
reviewed following Hunt et al. (2007); Tippett et al. (2003) and Anderson
(2001).
Setting up of EnKF is similar to the KF approach, which requires a
forecast-step and an analysis-step. While there are many dierent vari-
ants of the EnKF, the forecast-step of applying Equation (3.5) is usually
common to all (Katzfuss et al., 2016). At the analysis step, the traditional14 14 e. g. Evensen (1994). The traditional
EnKF is a Monte Carlo approximation to
the sequential importance sampling tech-
nique.
EnKFperforms theupdate stochasticallywith perturbed observationswhere
each ensemble behaves like a particle in a Monte Carlo sample. In the
stochastic update, the estimated 풙푏푛 and 푷푏푛 are passed to the linear KF
update formulae to obtain the analysis distribution per ensemble15. Here 15 Monte Carlo samples.
the Kalman gain, however, is replaced by an approximation based on the
entire forecast ensemble (Katzfuss et al., 2016). Alternatively, at the anal-
ysis step, a deterministic update is also possible, which is the primary
focus in this section. The EnKF that follows a deterministic analysis be-
longs to the so-called "square root lters" family (Tippett et al., 2003). The
EnKF with deterministic update has less sampling variability and gener-
ally delivers superior results than the stochastic approach (e.g. (Katzfuss
et al., 2016)), which is especially useful for the experiments presented in
Chapter 6 where the prior distribution is treated as Gaussian and number
of ensembles are much less than the number of model variables. More-
over, as shown below, in the case where 퐹 in Equation (3.5) is a perfect
linear model both deterministic EnKF and KF will yield identical results
while the stochastic EnKF will be a Monte Carlo approximation of the
KF16(Evensen, 2009, Chap. 4). 16 Stochastic EnKFwill also yield identical
results to that of KF for an innite ensem-
ble size.
EnKF propagates the approximate uncertainty of the analysis state 풙푎
to the next time-step without requiring the help of a linearised model.
EnKF achieves this by driving the non-linear model separately for an en-
semble of states. Then the background error covariance 푷푏푛 is computed
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from the resultingmodel state. This implicit propagation of the state error
covariance allows the EnKF to transfer the uncertainty information from
one time-step to the next, which is extremely convenient for large-scale
problems. The other advantages of EnKF over KF include robust sen-
sitivity approximation, rank localisation and ability to assimilate asyn-
chronous observations (Anderson, 2001). EnKF’s ability to characterise
the uncertainty is tied to the number of ensembles. Furthermore, appro-
priate localisation techniques need to be applied in terms of observation
impact region/area.
The formalisation of the EnKF approach can be summarised as
follows. Suppose our analysis ensemble state at 푡 = 푡푛−1 with 푁 many
ensembles is, 풙푎(푖) ∶ 푖 = 1, 2, 3, ..., 푁.
Then, following Equation (3.10) the background state fully compliedwith
the nonlinear model at 푡푛 is computed as,풙푏(푖)푛 =푴푡푛−1,푡푛 (풙푎(푖)푛−1),
for each ensemble. The background state estimate is taken as the mean
of the ensembles at 푡푛, 풙푏 = 1푁 푁∑푖=1풙푏(푖), (3.14)
and the background error covariance as,
푷푏 = 1푁 − 1 푁∑푖=1 (풙푏(푖) − 풙푏)(풙푏(푖) − 풙푏)푇 = 1푁 − 1푿푏(푿푏)푇 . (3.15)
Notice that in the linearised KF sense,푷푏 is equivalent to Equation (3.11),
however, in Equation (3.15), it no longer depends on 푷푎. The ensemble
dierence from the sample mean (풙푏(푖)−풙푏) is introduced as 푿푏 with di-
mensions푚 ×푁 and rank17 equal to that of 푷푏. 푷푏 is a low-rank approx- 17 Dimension of the column vector space.
imation (rank limit푁−1) for the background error covariance matrix. It
is assumed that the number of model variables푚 is much larger than푁.
Next step is to reconstruct the background ensemble 풙푏(푖) into an anal-
ysis ensemble 풙푎(푖) in a way that would minimise the cost function 퐽◦푡 (풙).퐽◦푡 (풙) given in Equation (3.8) is reformulated as follows to represent the
background state, observations and some constant 푐 at 푡푛.퐽◦푡 (풙) = [풙−풙푏푛]푇(푷푏푛)−1[풙−풙푏푛]+[푦◦푛−푯푛풙]푇푹−1푛 [푦◦푛−푯푛풙]+푐. (3.16)
The cost function is sensitive to the coordinate system on which the
analysis is performed (Hunt et al., 2007). A small number of ensembles
(e.g. 푁 < 20; strictly depends on the model size, 푯, system, etc.) may
induce undesired eects as the analysis mean is then restricted into the
column space of 푿푏. The analysis state estimate 풙푎 and its covariance 푷푎
is determined from the cost function analysis. As in the KF update step18, 18 Recap Equation (3.12):풙ˆ푎푛 = 풙푏푛 +푲푛(푦◦푛 −푯푛풙푏푛).
and Equation (3.13):푷ˆ푎푛 = 푷푏푛(푰풌 −푲푛퐻푛).
here 풙푎 and 푷푎 are similar to 풙ˆ푎푛 and 푷ˆ푎푛, respectively.풙푎 and 푷푎 can be written as follows:풙푎 = 1푁 푁∑푖=1풙푎(푖), (3.17)
assimilation and interpretation of data 43
푷푎 = 1푁 − 1 푁∑푖=1 (풙푎(푖) − 풙푎)(풙푎(푖) − 풙푎)푇 = 1푁 − 1푿푎(푿푎)푇 . (3.18)
The second term19 in Equation (3.13) is representative of the reduction 19 푰 −푲푛퐻푛 .
in forecast errors, which invites to understand the characteristics of the
identity matrix (Tippett et al., 2003). The analysis error covariance 푷푎푛 is a
symmetric matrix with all positive eigenvalues20 and can be represented 20 Positive-denite.
as a product of its matrix square root 풁푎푛:푷푎푛 = 풁푎푛풁푎푛푇 .
To satisfy this condition 풁 assumes dimensions 푘 × 푟, where 푟 is the rank
of 푷. Hence the 푷’s relationship can be manipulated by introducing an
orthogonal transformation matrix21 푼 of dimensions 푟 × 푟 such that, 21 Transformation that preserves the ge-
ometry of the vectors.푷 = 풁풁푇 = 풁푼풁푇푼푇 ,
where the identity matrix is,푰 = 푼푼푇 = 푼푇푼.풙푎 and 푷푎 then becomes the corresponding background values for the
next iteration and so it may repeat until all observations are assimilated.
It must be clear that the computation time and resource usage increase
with the increase of 푁. Limited by computational bounds, the number
of ensembles with respect to large geophysical models are usually kept
much smaller than the number of model variables. This helps to restrict
the analysis to a lower-dimensional space. However, as the EnKF charac-
terises uncertainty based on the number of ensembles, given a reasonable
range for the number of ensembles (e.g. 60–90 for TIE-GCMMatsuo et al.,
2013), EnKF can be more computationally ecient than the traditional
KF at similar accuracies (Anderson, 2001).
A key challenge is to generate the ensemble of states to initiate the
process. One commonly practised approach is to run the nonlinearmodel
with arbitrary initial conditions and use those dierent outputs as the
ensembles. This approach is not unreasonable if the assimilation period
is not too short (e.g. a few hours).
The Ensemble Adjustment Kalman Filter (EAKF), as the name im-
plies is an adjustment to the EnKF. The adjustment is about computing a
linear operator that adjusts the prior ensemble state yielding an updated
ensemble state that can handle assimilation degradation due to spurious
correlations between data and model state better than EnKF. Anderson
(2001) describes the methodology for the EAKF assimilation technique.
Similar to the EnKF, EAKF uses sample statistics (means and covari-
ances) from the prior ensemble of model states to calculate the posterior
probability distributions. The probability distribution prior to the assim-
ilation of data is referred to as the prior and likewise, the posterior is the
probability distribution of the prior distribution updated with observa-
tions. Unlike the EnKF, the EAKF does not add noise from a sample of
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perturbed observations but applies the linear operator described in An-
derson (2001) to update the prior ensemble of model states that yield the-
oretically consistent means and covariances.
The EAKF-based assimilation algorithm implemented in the classic
version of the data assimilation research testbed (DART; Anderson et al.,
2009) is used in the data assimilation experiments reported in Chapter 6.
DARTprovides assimilation algorithms for, among others, EnKFandEAKF
that can be used with TIE-GCM. The author integrated the latest TIE-
GCM version 2.022 into DART to perform these experiments (instead of 22 Released on 21 March 2016. See Chap-
ter 2.4.the default TIE-GCM version 1.95 available in DART). The compiling de-
tails are provided below and the experiment details are provided in Chap-
ter 6.2.
3.5 Data Interpretation
DART in the Supercomputer
TIE-GCM is a large geophysical model and hence propagating an ensem-
ble of many TIE-GCM runs while assimilating data to each run requires
signicant computer memory and processing power. The data assimila-
tion experiments presented in this thesis were conducted using the super-
computing facilities at the National Computational Infrastructure Aus-
tralia23. Both DART and TIE-GCM are run on Intel® Broadwell compute 23 The raijin supercomputer (named after
the god of thunder, lightning and storms
in Shinto religion). Website: nci.org.au.
nodes and are compiled using the following modules:
• Intel® Fortran and C compilers: version 15.0.1.133;
• Intel®Math Kernel Library version 15.0.1.133;
• ESMF (Earth systemmodeling framework) version 7.0.0 for parallelised
grid remapping24; 24 For example, to convert geographic grid
to geomagnetic grid when calculating the
electrodynamo code.• Netcdf version 4.3.0; and
• OpenMPI version 1.8.8 to establish multi-threaded and shared mem-
ory parallelism.
Accelerometer-Derived Density Data
Accelerometer-derived densities from the following satellites are used in
this thesis: Swarm-C; CHAllenging Minisatellite Payload (CHAMP); and
Gravity Recovery and Climate Experiment-A (GRACE-A).
Swarm, launched in late 2013, consists of three polar (angle of inclina-
tion: 87.4° [A and C]; 87.8° [B]) orbiting satellites with an orbital period
of approximately 94 minutes. Its primary mission is to monitor the mag-
netic eld of the Earth. The satellites also carry accelerometers and GPS
receivers on board, the measurements of which are used to derive mass
density (Siemes et al., 2016). The European Space Agency freely dissemi-
nates the Swarm science data products used here.
The methods applied in Swarm data to isolate the drag-acceleration25 25 Recap Equation (2.3):풂푫 = −(퐶퐷퐴푚 ) 12휌 ∣ 푽rel ∣ 푽rel.and derive the mass density are described in Doornbos (2012). By March2018, accelerometer-derived density from only the Swarm-C satellite was
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available. Swarm-C’s average orbital height during 2014 (the period con-
sidered in the thesis) was 480 km. The Swarm-C data set used in the the-
sis is the accelerometer-derived Level2daily (SW_OPER_DNSCWND_2)
postprocessedmass density. Only the linear acceleration (in-track) is con-
sidered in this data set. The Swarm-C density product is subject to several
disturbances and is not yet fully optimised to account for all variants of
nongravitational accelerations (Siemes et al., 2016). In the Swarm constel-
lation, only Swarm-C has been identied as the least aected by these dis-
turbances. It is expected that as the Swarm satellites gradually decay in or-
bital height, the higher nongravitational acceleration signal may help im-
prove the calibration of accelerometer-derived densities. Kodikara et al.
(2018a) presented the rst systematic comparison between the Swarm-C
accelerometer-derived mass densities and estimates from three thermo-
sphere models: TIE-GCM, NRLMSISE-00, and DTM-2013.
CHAMP was in operation from 2000 to 2010 in a polar orbit. GRACE-
A is in operation since 2002 also in a polar orbit. Chapter 4 uses CHAMP
andGRACE-Aaccelerometer-derived densities as perSutton (2011). Chap-
ter 6 uses accelerometer-derived densities from the two satellites as per
Mehta et al. (2017).
In deriving these mass densities from raw accelerometer data, the cor-
rected acceleration is assumed to contain only the forces related to drag
in the direction of the satellite track and lift in the direction perpendicu-
lar to the satellite track (e.g. Sutton, 2011). In Sutton (2011) andDoornbos
(2012), simplied at panel geometries of the satellites are used to deter-
mine the cross-sectional area, and analytical methods are used to model
the drag coecient 퐶퐷 . Mehta et al. (2017), on the other hand, use re-
sponse surface-based modelling of high-delity physical 퐶퐷s with more
realistic satellite geometries. Mehta et al. (2017) report an average bias of
14–18% forCHAMPand 10–24% for bothGRACE-Aand -Bwith respect to
mass densities in both Sutton (2011) and Doornbos (2012). While Doorn-
bos (2012) incorporates thermospheric winds from the Drob et al. (2008)
empirical horizontal wind model in the mass density derivation process,
both Sutton (2011) andMehta et al. (2017) neglect winds altogether. Drob
et al. (2015) highlight the substantial disagreements in Drob et al. (2008)
compared to observations. The Drob et al. (2008) empirical horizontal
wind model ignores the vertical winds and only represents the geomag-
netically quiet conditions (퐾푝 < 3). The Drob et al. (2008)-DWM07 com-
ponent accounts for the winds during geomagnetically disturbed periods.
Electron Density Data
The electron density from the Swarm-A Langmuir probes used in Chap-
ter 6 is the extended L1b product of the EFI (electric eld instrument).
Lomidze et al. (2018) report that Swarm plasma frequency is about 10%
less compared to incoherent scatter radars, ionosondes, and radio occul-
tation data.
Electron densities from radio occultation data are also used in Chap-
ter 6. The joint USA-Taiwan Constellation Observing System for Meteo-
rology, Ionosphere andClimate/Formosa Satellite 3 (COSMIC/FORMOSAT-
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3; hereinafter COSMIC)mission provides vertical proles of electron den-
sities. These are derived from radio occultation events across the COS-
MIC constellation. The number of successful events is proportional to,
among others, the number of GPS signal transmitters.
The derivation of electron density from COSMIC RO data is detailed
in Tsai et al. (2001). The errors in the retrieval method of COSMIC-푁푒 is
widely discussed (e.g. Liu et al., 2009;Yue et al., 2010) andmany studies re-
port a root-mean-square error (RMSE) between 10 and 20% compared to
ground measurements of electron density (e.g. Pedatella et al., 2015; Yue
et al., 2014). The electron density proles used in the data assimilation
experiments in Chapter 6 are obtained from the COSMIC Data Analysis
and Archive Center at the University Corporation for Atmospheric Re-
search26. 26 Website: cosmic.ucar.edu.
Model Performance Metrics
Model bias in upper atmospheric density modelling is often assessed by
dierent metrics, such as RMSE, standard deviation, absolute dierence,
model/observation ratio, log-normal ratio, per cent change, or a combi-
nation thereof (e.g. Doornbos, 2012; Elvidge et al., 2014). The upper at-
mospheric mass density assumes a log-normal distribution and exhibits
approximate characteristics of a Gaussian (normal) distribution (Bezděk,
2007; Emmert and Picone, 2010). Expressing model-data comparisons in
log-space is awell-known andusefulmetric due to, among others, the log-
normal characteristics of mass density in the thermosphere (e.g. Bezděk,
2007; Bruinsma et al., 2018; Emmert and Picone, 2010; Picone et al., 2002;
Sutton, 2018). The nonlinear error sources in data and model alter the
log-normalmean of the distributions. Therefore, using theGaussian stan-
dard deviation to assess the model bias may often lead to ambiguous in-
terpretations due to the Gaussian scaling required in such comparisons
(Doornbos, 2012). Given that model performance can be viewed from
many dierent aspects, it is challenging to devise one standard metric
to determine the best model.
In this thesis, where applicable, the following metrics have been used
to evaluate themodel performance: dierence in density (휌di = 휌m−휌o),
density ratio (휌ratio = 휌o∕휌m), the standard deviation 휎, Pearson correla-
tion coecient 푅, model bias 퐵, and the model error standard deviation퐸. Subscripts o and m represent Swarm-C data and model estimated val-
ues, respectively. Two alike density distributions would have a 휌ratio of 1.
Density ratio limits the range of values when looking at the dierence be-
tween the estimated density and the observed density and also allows to
highlight themagnitude of the proportional dierence in amore straight-
forward manner.
Denitions for model bias 퐵 and model error standard deviation 퐸 are
adopted from Elvidge et al. (2014) as follows:퐵 = m− o. (3.19)
Equation (3.19) gives the 퐵 as the dierence between the mean of model
estimates (m) and mean of observations (o). The 퐸, which is also some-
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times referred to as the centred pattern root-mean-square dierence, is
calculated as 퐸 = √휎2m + 휎2o − 2휎m휎o푅. (3.20)
The use of 퐸 as a measure of model variation is useful especially in
comparing distributions that are usually strongly correlated. However,
a strong correlation does not imply that the two distributions share the
same amplitude of variation. The construction of 퐸 that is linked to the
standard deviations of the two distributions m and o allows the distinc-
tion of the dierences in the amplitude variation of the distributions. If
two distributions are identical, 퐸 will be 0. 퐸 is dierent from the root-
mean-square dierence that is commonly used in literature where the
twowill only be equal if themodel (distribution/pattern) that is compared
has zero bias with respect to the truth/observations as 퐸 is the root-mean-
square dierence sans the mean (Elvidge et al., 2014; Taylor, 2001). This
method is, however, limited to evaluate only the sampling variability in
the model and not in the observations. For example, in Chapter 4, the
data are treated as the “truth” as the Swarm-C density product used in
the study does not contain information about observation uncertainty.
3.6 Summary
This chapter introduced the EnKF data assimilation technique and dif-
ferent data products used in the thesis. Data assimilation refers to the
process of computing the best possible estimate of the state of a system
using observations along with a numerical prediction of the system. The
ultimate expectation of data assimilation is to produce a realistic repre-
sentation of the system in space and time while also revealing the uncer-
tainty attached to the said representation. The major limitations in the
assimilation of data are the sparsity in observations, observation uncer-
tainty and the computational cost.
The chapter summarised the KF technique and briey reviewed the
implementation of an EnKF-based algorithm for data assimilation ex-
periments. EnKF propagates the approximate uncertainty of the analy-
sis state to the next time-step without requiring the help of a linearised
model. EnKF achieves this by driving the non-linearmodel separately for
an ensemble of states. This implicit propagation of the state error covari-
ance allows the EnKF to transfer the uncertainty information from one
time-step to the next, which is extremely convenient for large-scale prob-
lems. EnKF’s ability to characterise the uncertainty is tied to the number
of ensembles. The data assimilation experiments presented in this thesis
use the EAKF algorithm implemented in DART.
The chapter provided a description of the data products (accelerometer-
derivedmass densities from Swarm-C, CHAMP, andGRACE-A, and elec-
tron densities from Swarm-A and COSMIC) used in the thesis. The chap-
ter also provided a discussion on the model performance metrics used in
the thesis.
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4
Thermospheric Density in Models and Observations
C hapter 1 introduced mass density as one of themost sig-nicant uncertainties in tracking and predicting the orbit ofa space object in LEO. Precise knowledge of the variationsin mass density is also critical for attitude control, predict-
ing satellite lifetime and re-entry point as well as collision avoidance ma-
noeuvres in LEO (Vallado and McClain, 2001). The only way to predict
mass density in space and time is throughmodelling, ergo the uncertainty
in mass density estimates translates into the safety margins applied for
satellites, especially in LEO (Zesta and Huang, 2016; Chen et al., 2017).
Emmert et al. (2017) provides several examples of stochastic uncertainty
in mass density being propagated to predictions of satellite orbits. A vi-
tal step in assessing the precision of mass density estimates is to compare
with observations or data. Observations of precise in-situ mass density
is achieved through, among others, solving the atmospheric drag equa-
tion1 (see Equation (2.3)) using measurements of non-gravitational ac- 1 Recap Equation (2.3):풂푫 = −(퐶퐷퐴푚 ) 12휌 ∣ 푽rel ∣ 푽rel.celeration acting on a satellite (e.g. Doornbos, 2012; Sutton, 2011). Previ-ous chapter introduced some commonly usedmetrics to comparemodels
with data. As dierent metrics provide an indication of model perfor-
mance from dierent aspects, logically applying real world precise data
in model performance studies is important.
This chapter assesses the physical and empirical mass density models
using the accelerometer-derived mass density data from the new Swarm-
C satellite. The assessment is twofold: the ability of the models to cap-
ture the evolving thermospheric dynamics that are critical for a forecast
model, and the dependency of the model performance on solar and geo-
magnetic activities. This chapter is reproduced fromKodikara et al. (2018a)
who analysed the Swarm-C accelerometer-derivedmass densities in com-
parison to physical and empirical model estimates.
The results presented here cover approximately one year (June 2014
to May 2015) of the recent solar maximum period2. The performance of 2 The lowest recorded solar activity in over
100 years since regular record keeping be-
gan circa 1750 (Hathaway, 2015).
three mass density models: TIE-GCM, NRLMSISE-00 and DTM-2013, is
analysed at the Swarm-C’s spatial and temporal resolution by using six
dierent metrics3. Such analysis provides a useful validation of the new 3 Performance metrics are introduced in
Chapter 3.5.Swarm-C data and shows the valuable addition it makes to the existing
density database, which is sparse compared to other regions of the atmo-
sphere.
Somebackgroundknowledge of the scope of this chapterwas presented
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in previous chapters. Chapter 2 discussed the challenge of modelling
the thermosphere-ionosphere system to predict density. Chapter 2.3 de-
scribed the inuence of insolation andEarth’smagnetic activity—themain
drivers of density, on density. Chapter 2.2 discussed the criticality ofmod-
elling precise density variations for tasks such as altitude and attitude
control, predicting satellite lifetime and re-entry, and collision avoidance
manoeuvres. And Chapter 2.5 described the dierent ways TIE-GCM,
NRLMSISE-00, and DTM-2013, account for the drivers mentioned above.
The models and Swarm-C data are introduced in Chapters 2 and 3.5, re-
spectively.
Physics-based models are rarely referred to in density forecasting ap-
plications such as satellite OP (e.g. Masutti et al., 2016). A section is de-
voted to exploring the ability of the physics-basedmodel in comparison to
the empirical models to capture the short-timescale variations observed
by Swarm-C during periods of high solar and geomagnetic activities. This
includes a discussion on drivingNRLMSISE-00with the full required his-
tory of 푎푝 and the daily average of 3-hr 푎푝 under solar maximum condi-
tions. The comparison at the satellite’s 10-s temporal resolution provides
a useful evaluation of the physics-based models’ delity for OD/OP and
pertinent space weather forecasting applications. Furthermore, a ma-
chine learning cross-validation scheme is used to study how the system-
atic bias due to space weather parameterisation manifests in models.
This chapter also provides key physical insights into helium’s inuence
on the physics-based model during solar maximum. The results relating
to eddy diusion coecient퐾푧푧 and lower atmospheric tides inTIE-GCM
are also discussed briey followed by the summary of the chapter.
4.1 Observation and Interpretation of Density Variations
A model’s good correspondence at a given period with respect to one set
of data does not necessarily indicate the model’s ability to precisely deter-
mine the density variations at a dierent period as the dynamics of density
variations are a result of many complex processes interacting at many dif-
ferent time scales. The Navier-Stokes equations relate that thermosphere
density depends on the temperature prole as well as the compositional
structure of ions and neutrals. Some relevant studies that have inves-
tigated the complex interconnectedness of density variations and space
weather activity are summarised below.
Codrescu et al. (2008) compared the impact of 퐹10.7 and 퐾푝 on ther-
mospheric temperature using the physics-based CTIPE (coupled thermo-
sphere ionosphere plasmasphere electrodynamics)model (seeFuller-Rowell
and Rees, 1980) and the MSIS-86 model, which is an earlier version of
NRLMSISE-00. They concluded – considering 퐹10.7 ux values ranging
from low to high (70, 125, and 200 sfu) – that on average the CTIPEmodel
underestimates temperature compared to theMSIS-86model irrespective
of the season and geomagnetic activity. Although the time-of-day depen-
dency on the model performance was small in Codrescu et al. (2008), the
temperature variation due to 퐹10.7 in the CTIPEmodel was inuenced by
both season and geomagnetic activity.
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Moreover, Masutti et al. (2016) showed that the density bias in the
physics-basedGITM(global ionosphere thermospheremodel;Ridley et al.,
2006) compared to CHAMP and GRACE-A accelerometer-derived den-
sities linearly increase with 퐹10.7. Such a linearly increasing bias with퐹10.7 has not been reported for TIE-GCM. Emmert et al. (2014) provide
a comparison of average density change during two consecutive solar-
minima4 due to 퐹10.7 and 퐾푝 in NRLMSISE-00 and TIE-GCM version 4 September 1995–September 1996 and
March 2008–March 2009.1.94.2 with respect to a statistical formulation in the global average mass
density model. Emmert et al.’s (2014) study concluded that under quiet
conditions, the eect attributable to 퐹10.7 and 퐾푝 is not signicantly dif-
ferent for both models, NRLMSISE-00 and TIE-GCM. Rather than using
the 퐹10.7, Solomon et al. (2011), using the MgII core-to-wing ratio5 as the 5 Mg2+ spectrum—a proxy for solar chro-
mospheric activity. MgII index and 퐹10.7
have disagreements in their representa-
tion of the integrated solar ux (Viereck
et al., 2004).
EUV proxy to TIE-GCM version 1.93, showed that EUV eect on density
change during the 2007–2009 solar minimum is signicantly higher than
that of the geomagnetic activity.
Siemes et al. (2016) showed the good correspondence between cali-
brated Swarm-C density and solar and geomagnetic activities indicating
the suitability of the data for detailed investigations. Siemes et al. (2016)
also provide the details of extracting the pure nongravitational signal on-
board Swarm-C from the raw accelerometer measurements. Bezděk et al.
(2017) provide a comparison between these rawmeasurements andmod-
elled nongravitational accelerations based onNRLMSISE-00-derived den-
sities. Swarm-C satellite (see Friis-Christensen et al., 2008) is equipped
with eight channels of Global Positioning System (GPS) trackers. The
GPS signals combined with precise orbit determination techniques are
used to calibrate and validate the accelerometer data. Xiong et al. (2016)
report on the total loss of GPS signal events during 2013–2015 mostly en-
countered near the equator at local nighttimes (19:00–22:00). Such losses
for Swarm-C have not been reported since May 2015 following an update
to receiver settings (Xiong et al., 2016). It is yet to be determined how
critical these loss of GPS signal events are for calibrating the accelerom-
eter data. Kodikara et al. (2018a) is the rst to use accelerometer-derived
densities from Swarm-C as a model validation data set.
Run Model Description
V1 TIE-GCM(H) version 1.95 with constant 퐾푧푧
T1 TIE-GCM(H) version 2.0 with day-of-year-dependent 퐾푧푧
T2 TIE-GCM(H) version 2.0 with constant 퐾푧푧
T3 TIE-GCM(W) version 2.0 with constant 퐾푧푧
M1 NRLMSISE-00 with the full required history of 푎푝
M2 NRLMSISE-00 with the daily average of 3-hr 푎푝
D1 DTM-2013 with 퐹30 and 푎푚 as space weather proxies
Note. The TIE-GCM runs with Heelis et al. (1982) and Weimer (2005) electric potential
models are referred to as TIE-GCM(H) and TIE-GCM(W), respectively.
Table 4.1: The Model Runs
Inmost of thesemodel performance analyses, themodel estimates and
data are normalised to a nominal altitude and averaged out hourly or daily
(e.g. Elvidge et al., 2016; Emmert et al., 2014). The biases induced by the
normalisation technique are canceled out when both data and model es-
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timates are treated equally. Therefore, normalisation simplies the com-
parison and is rather suitable for a comparison of the average behaviour
of model and data. He et al. (2018) show that normalising mass density
using some empirical models can introduce errors of about 20–50% in
model-data agreement during periods of heightened solar and geomag-
netic activities (e.g. the Halloween Storm in 2003). As noted in Elvidge
et al. (2014), assessing model performance using just one metric (typi-
cally the dierence or ratio between model and data) may hide other un-
derlying biases of the model. The work in this chapter shows that when
comparing long-term density with, for example, solar or geomagnetic ac-
tivities, data/model ratio provides a better visualisation of the correlation
than the residuals as the amplitude dierence of density, for example,
over seasons and years are higher than the amplitude dierence of the
solar and geomagnetic activities. In other words, model-data density dif-
ferences during higher-density periods may eclipse the small dierences
during lower-density periods. A comparison along each epoch may pro-
vide a more robust test of the ability of a forecast model to describe the
high-resolution temporal and spatial variations.
4.2 Model Runs
The ensemble of seven model runs used in the study is given in Table 4.1.
The TIE-GCM was chosen to obtain an understanding of the data with
respect to a well-established, self-consistent, and physics-based model.
The two empiricalmodels, NRLMSISE-00 andDTM-2013, were chosen to
represent a sample of the most comprehensive empirical density models
(see Emmert, 2015) that are also widely used in applications of OD and
OP (e.g. Bruinsma, 2015; Emmert et al., 2017;McLaughlin et al., 2011).
The TIE-GCM runs investigate the eect of dierent congurations
of empirical high-latitude electric potential models coupled to the TIE-
GCM, and the 퐾푧푧 coecient on density. The TIE-GCM runs withHeelis
et al. (1982) andWeimer (2005) electric potential models are referred to as
TIE-GCM(H) and TIE-GCM(W), respectively. All TIE-GCM runs are per-
formed at the 5◦ × 5◦ resolution in latitude and longitude with a 15-day
“spin-up” period6 and only the outputs after this period are considered 6 64-core Intel Knights Landing® proces-
sors with hyper-threading at the Aus-
tralian raijin supercomputer were used to
perform these runs.
for the study. The EUVAC solar proxy model that is based on the 푃 index
is used to specify the solar heat energy input into TIE-GCM (Richards
et al., 1994; Solomon and Qian, 2005). The contribution from lower at-
mospheric tides is specied at the model’s lower boundary via the mi-
grating diurnal and semi-diurnal tides based on the GSWM (see Hagan
et al., 1999).
TheNRLMSISE-00 runs investigate the eect of accounting for empiri-
cally estimated O+, and geomagnetic activity expressed as a daily average
or a combination of 푎푝 history up to 57 hours on density. The D1 run
compares the performance of DTM-2013 against the rest.
In this study, the solar and geomagnetic proxies are employed as fol-
lows: TIE-GCM—퐹10.7 and퐾푝; NRLMSISE-00—퐹10.7 and푎푝; DTM-2013—퐹30 and 푎푚. The cubic spline interpolation scheme was used to map the
TIE-GCM estimated densities along the satellite orbit, rst along the lati-
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Metric Description휌di The dierence in density (휌푚 − 휌표)휌ratio The density ratio (휌표∕휌푚)휎 The standard deviation푅 The Pearson correlation coecient퐵 The model bias given in Equation (3.19)퐸 The error-standard deviation given in Equation (3.20)
Note. The subscripts 표 and 푚 represent Swarm-C data and model estimated den-
sity 휌, respectively.
Table 4.2: The Model Performance Metrics
tude and longitude and then vertically to the satellite altitude. NRLMSISE-00 and DTM-2013 densities were estimated by passing the satellite co-
ordinates to the model for each epoch serially. The model performance
metrics used in the comparison were described in Chapter 3.5. Table 4.2
provides a description of these metrics.
4.3 Model Performance
The model performance with respect to both 휌di and 휌ratio is visualised
in Figure 4.1. Figure 4.1 shows the solar and geomagnetic activities and
the Swarm-C accelerometer-derived density from June 2014 toMay 2015.
Figure 4.1a shows the daily average (black) and orbital average (blue) of
the Swarm-C accelerometer-derived density, 푃 index (red dashed), 퐹10.7
(red), the SSI (purple) in the 0.5- to 194.5-nm range and the 3-hr geomag-
netic activity 퐾푝 (brown). Figures 4.1b and 4.1c display the daily aver-
ages of 휌ratio and 휌di for V1 (green), T1 (blue), T2 (orange), T3 (yellow-
green), M1 (yellow),M2 (brown), andD1 (grey)model-data comparisons,
respectively. The gaps in the line graphs in Figure 4.1 mark the data gaps,
which are 23 October to 2 November, 30 November to 3 December, 21–22
December, and 31 December 2014. The shaded area in Figure 4.1c repre-
sents ±10% of the daily average of Swarm-C data.
Figure 4.1a shows the good correspondence of the Swarm-C data with
the solar ux variations in both the proxies and SSI data. The SSI data
shown here are the Level 3A postprocessed measurements from the solar
extreme ultraviolet experiment instrument on board the Thermosphere
Ionosphere Mesosphere Energetics and Dynamics satellite7, which has 7 TIMED-SEE SSI data are
available on the website:
lasp.colorado.edu/lisird/missions/timed.
an observation cadence of approximately 3 min. The SSI data used here
cover the XUV, EUV and FUVwavelength bands that aremostly absorbed
in the thermosphere. While the variations of all three solar activity indi-
cators (푃, 퐹10.7, and SSI) are quite similar, some subtle dierences can
be observed, for example, the smooth SSI variations relative to the 푃 and퐹10.7 during September–October and the nonproportionality in the am-
plitude dierences.
In Figure 4.1a, the higher-frequency variations in the orbit-averaged
Swarm-C data show some similarities to the variations in the 퐾푝 (e.g.
in late August and mid-September 2014, and March 2015). Daily aver-
ages for solar activity and 3-hourly averages for geomagnetic activity are
shown here to display those parameters on a scale comparable to the reso-
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Figure 4.1: (a) Swarm-C mass density (daily-averaged in black and orbit-averaged in blue), 3-hr 퐾푝, daily 퐹10.7, and 푃 solar ux, and daily
SSI in the 0.5- to 194.5-nm range. (b) Daily ratio of data/model (휌ratio) and (c) model-data dierence (휌di) for the runs considered in the
study. The area within ±10% of data is shaded.
Figure 4.1:
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Figure 4.2: Modied Taylor diagrams
(Elvidge et al., 2014) showing the low-
order statistics for the model scenarios in-
troduced in Table 4.1. The bias-free ref-
erence point is labelled as Swarm-C. The
locus from the origin (0,0) bears the nor-
malised standard deviation. The angle
subtended by the standard deviation arc
represents the correlation coecient. The
blue- dotted arc indicates the model er-
ror standard deviation. The model bias is
shown on the colour scale. The Norm fac-
tor is used to scale the relevant statistical
parameters. (a) All epochs. (b) Daily aver-
age.
lution available to themodels. In other words, TIE-GCM, NRLMSISE-00,
and DTM-2013 take in 퐹10.7 in the order of diurnally averaged and geo-
magnetic proxies in the order of hourly averaged. Interestingly, the varia-
tions in 휌ratio and 휌di (Figures 4.1b and 4.1c) also seem to reect the solar
activity variations and the geomagnetic activity variations in Figure 4.1a.
For instance, the crest and trough locations in 휌ratio and the solar indices
during July, as well as the sudden variations in 휌ratio and 휌di in late Au-
gust, coincide with signicant changes in the 퐾푝. The gradual transition
from the semiannual midyear minimum to maximum in density is also
visible in Figure 4.1a where the density in December–January is 2 to 3
times higher than in June.
Prior to September in Figure 4.1, the T1 run performed the best with휌ratio close to 1 and the smallest overall values for 휌di. However, from
September onward to about February 2015, the T2, T3, and V1 runs typi-
cally outperform the T1, M1, andM2 runs. D1’s performance is under par
throughout the time series. There is a notable performance improvement
for allmodels fromFebruary onwardwhere the physics-basedmodel runs
mostly fall within±10% of Swarm-C density. During this period T3 seems
to outperform the rest.
Figures 4.2a and 4.2b summarise the statistical results of the compar-
isons between the model runs and the Swarm-C data for all epochs and
the daily-averaged Swarm-C data, respectively. The low-order statistics
displayed in Figure 4.2 on modied Taylor diagrams (MTD; Elvidge et al.
2014, Taylor 2001) are the 휎, 푅, 퐸, and 퐵. The black star labelled “Swarm-
C” indicates the bias-free hypothetical truth point to which the models
are referenced. At this point, 휎 equals the normalising factor, 푅 equals
1, and 퐸 equals 0. The radial distance from the origin indicates the 휎,
normalised to the standard deviation of the Swarm-C data (black dashed
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line). 푅 is delineated on the outer edge of the standard deviation arc. The
colour of the dot marking the model’s position on the diagram represents
the normalised퐵 given in the colour bar underneath. The blue-dotted arc
indicates 퐸. The absolute values for 휎, 퐸, and 퐵 are obtained by multiply-
ing by the respective normalisation factors indicated in Figure 4.2.
Figure 4.3: Same as Figure 4.2 but for the
orbit-averaged density distributions. T3
has the lowest standard deviation and low-
est correlation with respect to Swarm-C
density distribution.
In addition to the main results presented in Kodikara et al. (2018a),
Figure 4.3 provides anMTD for the mean orbital performance. Although
Figure 4.3 does not display much dierence in performance compared
to the daily-averaged MTD in Figure 4.2, a clear dierence between M1
and M2 seems to emerge in the orbit-averaged values. Figures 4.2 and
4.3 show that comparing model performance for averaged values versus
per each epoch leads one to draw dierent conclusions about the models’
performance. It is clear from the two gures that TIE-GCM outperforms
NRLMSISE-00 in all four metrics and DTM-2013 in all but 푅. The com-
plete statistics corresponding to all seven runs are given in Table 4.3. Fig-
ure 4.2 indicates that applying a temporal average on the 10-s Swarm-C
data, such as taking the daily average, does lower the overall 휎, 퐸, and 퐵
for all models and signicantly changes 푅 for all models except T1 and
D1.
In summary, Figure 4.1 showed that DTM-2013, NRLMSISE-00, and
TIE-GCM aremostly positively biased during the analysis period. Elvidge
et al. (2016) also observed that NRLMSISE-00 and TIE-GCM tend to be
positively biased compared to accelerometer-derived densities fromCHAMP.
The results in Figure 4.2 showed that in general the V1, T2, and T3 runs
that employed a constant 퐾푧푧 coecient bear the closest resemblance to
the Swarm-C data—the lowest 퐸 and 퐵. On the other hand, the T1 run,
which employed a seasonally varying 퐾푧푧 coecient, performed signi-
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cantly worse in terms of standard deviation. The statistical results from
the M1 and M2 runs are all very similar to each other, indicating that
the dierent NRLMSISE-00 runs had a little overall impact on their com-
parisons against the Swarm-C data. Although the DTM-2013 model run
recorded the best correlation coecient, it has the worst standard devia-
tion and model bias compared to the rest of the model runs.
Table 4.3: Low-Order Statistics for the Ensemble of Model Runs
Run Std Stda 푅 푅a Model bias Model biasa ErrStd ErrStda
V1 4.175e−16 2.876e−16 0.870 0.826 0.678e−16 0.690e−16 2.156e−16 1.706e−16
T1 5.230e−16 3.967e−16 0.885 0.874 1.583E−16 1.615e−16 2.465e−16 2.004e−16
T2 4.071e−16 2.784e−16 0.866 0.818 0.605e−16 0.616e−16 2.168e−16 1.723e−16
T3 4.251e−16 3.060e−16 0.852 0.804 1.280e−16 1.306e−16 2.315e−16 1.875e−16
M1 5.423e−16 3.523e−16 0.880 0.830 2.822e−16 2.827e−16 2.627e−16 1.964e−16
M2 5.340e−16 3.442e−16 0.872 0.828 2.756e−16 2.760e−16 2.644e−16 1.929e−16
D1 7.370e−16 4.977e−16 0.933 0.935 6.521e−16 6.517e−16 3.726e−16 2.478e−16
Note. Each run is as dened in Section 4.2. Std is the standard deviation. ErrStd is the model error standard deviation. Except for
the Pearson correlation coecient 푅, all other metrics have the dimensions g ⋅ cm−3. aThe daily average of the corresponding all
epochs distribution.
Table 4.3: Low-Order Statistics for the En-
semble of Model Runs
The above results highlighted the importance of not relying on one
metric in model-data comparisons. The two metrics, 휌di and 휌ratio, es-
sentially decide if themodel overestimated or underestimated. In general,
all three models overestimated density compared to Swarm-C data (see
Figure 4.1). TIE-GCM underestimated density mostly during periods of
increased geomagnetic activity with 퐾푝 above 4 (with some exceptions,
for example, June 2014 and January 2015). During some of these peri-
ods with an upsurge in 퐾푝, the V1 and T2 runs performed mostly within±10% of Swarm-C density (e.g. events with 퐾푝 above 4, and 휌di for V1
and T2 in December 2014 and March 2015 in Figure 4.1)8. 8 The large spike in 퐾푝 in March is the
severe geomagnetic storm now dubbed
the Saint Patrick’s Day 2015 Geomagnetic
Storm.
NRLMSISE-00 also underestimated density briey inFebruary andApril
2015. In agreement with Doornbos’s (2012) discussion about 휌di and휌ratio, the visualisation of the model response at these instances is mag-
nied in Figure 4.1b more than in Figure 4.1c. In other words, the pro-
portional dierence between NRLMSISE-00-underestimated periods in
February andApril 2015 forM1 andM2 in 휌ratio is larger than that of 휌di.
It is apparent from Figure 4.1 that 휌ratio highlights model performance
features better than 휌di when performance is compared against density-
drivers such as 퐹10.7 or 퐾푝 (e.g. 휌ratio shows a more signicant change
than 휌di when퐾푝 is increased from 1 to 4 in late August). Furthermore,
the amplitude dierences inherentwithin dierent distributionsmay also
sometimes lead to ambiguous interpretations in an evaluation based on휌di and 휌ratio. For example, Figure 4.1 shows that NRLMSISE-00-휌di
in late October is more than twice than in June. Still, 휌ratio for the same
reveals that model performance did not change as much indicating the
usefulness of 휌ratio in model evaluation.
Figures 4.1b and 4.1c revealed that DTM-2013 never underestimated
density during the entire analysis period. More importantly, the perfor-
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mance of DTM-2013 did not vary as much as the other model runs but
showed a slight improvement in May 2015. Unlike the other model runs,
DTM-2013 never fell within the range of ±10% of Swarm-C density.
The MTDs in Figures 4.2 and 4.3 showed that on average TIE-GCM
outperforms NRLMSISE-00 and DTM-2013 for the given model runs. As
mentioned earlier, it is common to consider daily or hourly averaged val-
ues in similar comparisons. The MTDs revealed that the model perfor-
mance rankings are biased to how the underlying distribution is treated.
While the above MTDs focused on average results for the entire analy-
sis period, such a comparison could be extended, for example, to look at
the model performance based on various other attributes such as season,
solar and geomagnetic activity level, altitude, and geographic location,
which is beyond the ambit of this study.
The uncertainty in the Swarm-C data is not considered in this study.
As Siemes et al. (2016) point out, uncertainty in the accelerometer mea-
surements and biases induced due to derivation technique are present in
the data. One of the important steps in extracting density in the tech-
nique used for Swarm-C is to estimate background winds using the Drob
et al. (2008) empirical horizontal wind model. Drob et al. (2015) high-
light the substantial disagreements in Drob et al. (2008) compared to ob-
servations. The Drob et al. (2008) model ignores the vertical winds and
only represents geomagnetically quiet conditions (퐾푝 < 3). The Drob
et al. (2008)-DWM07 component accounts for the winds during geomag-
netically disturbed periods. Furthermore, even the improved version of
theDrob et al. (2008) model lacks solar ux parameterisation, and among
others, there are also issues with describing quiet time high-latitude cir-
culation patterns (Drob et al., 2015).
The errors due to background winds are at least an order of magni-
tude less in comparison to spacecraft along-track velocity vector (Doorn-
bos, 2012). Therefore, its eect on the derived density product may not
be of consequence compared to other more signicant errors due to ac-
celerometer calibration. The literature lacks examples of including physi-
cal winds in the accelerometer-density derivation process (Kodikara et al.,
2018a). Winds resolved by self-consistent physical models may help mit-
igate some of the fundamental issues inherent in empirical winds. Es-
pecially in a nowcast or forecast setting, numerically computed winds
will eliminate the dependency on statistically averaged winds during dis-
turbed space weather conditions, thereby improving the reliability of the
derived density product.
4.4 Model Sensitivity to Space Weather Drivers
This section explores the complex interconnectedness of density varia-
tions and space weather activity using the three models mentioned above
and accelerometer-derived densities from three satellites: Swarm-C,CHAMP,
and GRACE-A.
A clear correlation between 휌ratio and 휌di to 퐾푝 and EUV/퐹10.7 was
apparent in Figure 4.1. As for the correlation of solar activity to model
performance, the similarity in the trends between the solar proxies shown
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Figure 4.4: (a-n) The correlation of the
(left) 퐾푝 and (right) 퐹10.7 with 휌di of
the specied model runs considering the
Swarm-C’s mean-orbital variability. The
green dots show the scatter distribution,
while the contour lines represent the bi-
variate probability density distribution.
The slope of the blue linear regression t
line is displayed as 푆. 푅 is the Pearson cor-
relation coecient. The broken line pro-
vides the comparable Swarm-C reference.
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in Figure 4.1a and the trends in Figure 4.1b shows that insolation deter-
mines and dominates the model estimated densities at Swarm-C’s alti-
tude. Figure 4.1a highlights the instances where 푃 and 퐹10.7 display a
trend that is dierent to SSI, for example, the steep downward trend in퐹10.7 in late November that is reected in neither SSI nor the Swarm-C
data. Another example is the upward trend in SSI in April that is not
seen in 퐹10.7. It can be easily deduced that the dierences in variation
between SSI versus 푃 and 퐹10.7 only become more signicant on even
smaller timescales. This can result in erroneously resolved energy input
to the thermosphere system by the EUVAC solar proxy model inside TIE-
GCM (Solomon and Qian, 2005).
The퐾푝’s role inTIE-GCMcontributes to the calculation of high-latitude
energy input to the thermosphere system via Joule heating and particle
precipitation. When comparing the eect of ion convection pattern used
in TIE-GCM, the overall performance of TIE-GCM(H) seems to be similar
to TIE-GCM(W) during the studied period. Figure 4.1 showed that TIE-
GCM(W) performs poorer than TIE-GCM(H) during the second half of
2014 and better from February onward9. Wu et al. (2015) showed that in 9 The dierences between runswithHeelis
et al. (1982) and Weimer (2005) electric
potential models are further discussed in
Section 4.6 (Figure 4.13).
resolving thermosphere winds, theWeimer (2005) model performs better
during geomagnetic storm times than the Heelis et al. (1982) model. Fig-
ure 4.1 demonstrated that TIE-GCM(W) estimated lower densities than
TIE-GCM(H) during the few instances of enhanced 퐾푝 (e.g. T2 and T3
when 퐾푝 is above 6). It also appears that T3’s performance against T2
is poorest during mid-November to December (see Figure 4.1). The time
series is not adequate to suggest a seasonal dependency attached to the
model performance at Swarm-C altitudewhen drivenwithWeimer (2005)
model or Heelis et al. (1982) model.
Menvielle and Berthelier (1991) describe the computation process of푎푝, 퐾푝, and 푎푚 indices and note that 푎푚, which is used in the DTM-2013, is a better indicator of small perturbations during low geomagnetic
activity periods as well as high perturbations in geomagnetic activity than퐾푝. 푎푝 and 퐾푝 essentially encompass the same information, and dier-
ent levels are weighted the same. 푎푝 is the equivalent linear scale of the
quasi-logarithmic 퐾푝 scale.
To further investigate the relationship between these proxies and
model error, Figure 4.4 presents a composite of orbit-averaged bivariate
distributions of 휌di as a function of퐾푝 (left column) and 퐹10.7 (right col-
umn). The vertical axes in Figures 4.4a–4.4n show the model-data dier-
ence (휌di) for each model run. The positive and negative values on the
vertical axes indicate the model overestimate and underestimate, respec-
tively. The green dots show the scatter distribution of the respective 휌di.
The contour lines are drawn in the order of increasing colour intensity
to display the bivariate probability density distribution of 휌di. The sepa-
ration of contour lines is directly related to the mean integrated squared
error, which is used for the estimation of the bandwidth for the kernel
density. The blue line shows the linear regression t, and 푆 is its slope.
The Pearson correlation coecient is displayed as 푅. All panels share the
same axes limits.
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Figure 4.5: Performance of the speciedmodel runs at dierent solar and geomagnetic activity levels displayed as the deviation from the ideal
density ratio (휌ratio) corresponding to Swarm-C mean orbital density. (a–g) The blue-red colour scale represents the bin-averaged 휌ratio − 1.
(h) The number of events per bin.
Figure 4.5:
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The left column of Figure 4.4 shows that for themost part,퐾푝was less
than 5 during the analysis period. The 휌di distributions in Figures 4.4c
and 4.4k (T1 andM2) show no discernible increasing or decreasing linear
pattern with respect to 퐾푝. While V1, T2, and T3 show a weak negative
correlation empirical model, runsM1 andD1 show aweak positive corre-
lation. The scatter distributions suggest no signicant linear relationship
between model-data dierence and increasing geomagnetic activity, bar
D1.
The right column of Figure 4.4 shows a clear, moderate increase in 휌di
for all model runs with increasing solar activity. T1 has the highest corre-
lation, and T2 has the lowest correlation. The only dierence between T1
and T2 is that the former is driven with daily varying 퐾푧푧 and the latter
with constant 퐾푧푧. The slope values indicate that the rate of change in휌di with increasing solar activity is small relative to the average density.
This linear relationship indicating thatmodel performance degradeswith
increasing 퐹10.7 may be somewhat exaggerated because the magnitude of
the density in the thermosphere is increased in general during high solar
activity.
Figure 4.5 shows the deviation of density ratio from the ideal 휌ratio of
1 for a given level of solar and geomagnetic activity. The corresponding
model run is labelled at the top of each panel. The representation in Fig-
ure 4.5 is derived by forming 퐾푝 from 1 to 8 and 퐹10.7 from 80 to 220 sfu
into an 8 × 8 matrix of equal bin width where the average of 휌ratio − 1 in
each bin is taken as the representative value10. The colour scale for panels 10 휌ratio − 1 = (휌표 − 휌푚)∕휌푚 .
(a)–(g) is centred at 0, where the positive (negative) values indicate that
the bin average is a model underestimate (overestimate). The underlying
data set corresponds to the orbit-averaged mass densities. The number of
events per bin is shown in Figure 4.5h.
As indicated by low 휌ratio − 1 values in Figure 4.5, the physics-based
runs11 outperforms the empirical runs12 at low tomoderate geomagnetic 11 V1, T1, T2, and T3.
12 M1, M2, and D1.activity levels (퐾푝 from1 to 4) across the퐹10.7 axis. Figure 4.5 accentuates
the TIE-GCM’s tendency to underestimatemass density at higher퐾푝 and
moderate 퐹10.7 (the red bins). That tendency, however, is somewhat sub-
dued by the inclusion of the day-of-year-dependent 퐾푧푧 (see Figure 4.5b).
In Figure 4.5, NRLMSISE-00 runs M1 and M2 seem to perform poorly
at low and high 퐹10.7. M1 performs slightly better than the rest of the
model runs when 퐾푝 is highest, which also happens to be the bin where
D1 records its best performance.
The 휌ratio − 1 values of the DTM-2013 run D1 do not vary as much as
the other model runs in Figure 4.5. Similar to M1 and M2, D1 is also sus-
ceptive of 퐹10.7 above 200 sfu and 퐾푝 between 4 and 5. The results for D1
in Figure 4.5 implies that the sensitivity of DTM-2013 to 퐹10.7 and 퐾푝 is
poor in general. As indicated in Figure 4.5h, the number of data points be-
longing to each bin is not equal throughout andmuch less in the high end
of the spectrum than in the middle. Therefore, the performance statistics
from the high end of the 퐾푝 and 퐹10.7 spectrums are not weighted the
same as the low to moderate activity levels. Figures 4.4 and 4.5, indicate
that the manner in which the space weather proxies are applied in the
model aects the model performance.
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Figure 4.6: Epoch-wise comparison of NRLMSISE-00model estimates to CHAMP accelerometer-derived densities. MdAp run is driven with
a daily average of 3-hr 푎푝, and M7Ap is driven with the full 7 periods of 푎푝 history. The spike on CHAMP data on 30 August corresponds
to a geomagnetic storm that occurred between 15:00 and 18:00 UT. The average orbital height of CHAMP satellite during this period was
325 km.
Figure 4.6:
Figure 4.7: A modied Taylor diagram
similar to Figure 4.2 but for the hourly-
averaged MdAp and M7Ap runs in Fig-
ure 4.6. M7Ap signicantly outperforms
MdAp.
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Eects of historical geomagnetic activities on NRLMSISE-00
Asmentioned in Chapter 2.5, the NRLMSISE-00model is designed to cal-
culate the linear and exponential terms that describe the input from ge-
omagnetic activity using the straightforward daily average of 3-hr 푎푝 or
the more detailed 3-hr 푎푝 at seven dierent intervals beginning approx-
imately 2.5 days prior13. Regardless of the input 푎푝, NRLMSISE-00 sets 13 The seven periods of magnetic activities
are summarised in Table 2.2 (Picone et al.,
2002, NRLMSISE-00 source code).푎푝 equal to 4 nT by default for altitudes below 80 km (model source code;
Picone et al., 2002). The model’s upper limit for thermospheric tempera-
ture is also dependent on 푎푝 as well as 퐹10.7.
Indeed, no clear statistical advantage for M1 over M2 emerges from
the comparison in Figure 4.2. This suggests that NRLMSISE-00 is not
aected much by the extent of the history of 푎푝 fed into the model (see
Figures 4.1, 4.2, and Table 4.3). The dierences between the two meth-
ods of driving NRLMSISE-00 (e.g. M1 and M2) are anticipated to change
with geomagnetic activity and the sunspot cycle due to the eect of geo-
magnetic activity on density. Therefore, the dierent methods of driving
NRLMSISE-00may especially impact the results at high latitudes during
high geomagnetic activity.
Figure 4.8: Space weather conditions for
the period in Figure 4.6. (top) 퐹10.7 solar
ux. (bottom) 푎푝 index. Source: OMNI
data available on omniweb.gsfc.nasa.gov.
To further elucidate the eects of driving NRLMSISE-00with the daily
average of 3-hr 푎푝 or the full required history of 푎푝, results from two
previous studies are consulted, Elvidge et al. (2016) andMcLaughlin et al.
(2013), and reported in Figures 4.6, 4.7 and 4.9.
The rst example, given in Figures 4.6 and 4.7, uses Sutton (2011)’s
CHAMP accelerometer-derived density during a solar minimum period
(28 August–1 September 2009). Figure 4.8 shows the 퐹10.7 and 푎푝 during
this period, which had a geomagnetic storm with 푎푝 striking a high of
67 nT. The comparison presented in Figures 4.6–4.7 is similar to “Test 1”
in Figures 2 and 3 in Elvidge et al. (2016), except that the CHAMP data are
compared with only the NRLMSISE-00 model. In Figure 4.6, the MdAp
run corresponds to NRLMSISE-00 driven with a daily average of 3-hr 푎푝,
and theM7Ap corresponds to NRLMSISE-00 driven with the above men-
tioned seven periods of 푎푝 history. The temporal resolution in Figure 4.6
is approximately 45 s. The 휎, 푅, 퐸, and 퐵 for the corresponding hourly-
averaged distributions of MdAp and M7Ap are given in Figure 4.7.
In Figure 4.6, the dierences between MdAp and M7Ap are more no-
ticeable on 30 August 2009 where an increase in geomagnetic activity can
also be seen in Figure 4.8. Even with access to the extended history of 푎푝,
M7Ap run is not able to reproduce themass density spike in CHAMPdata
on 30 August 2009. While the two runs are quite similar during other
times, some subtle dierences can be distinguished, for example, early
28 August 2009. The signicant enhancement gained in NRLMSISE-00’s
overall performance when geomagnetic activity is described using the
more detailed 3-hr 푎푝 at various intervals is evident from the compari-
son between MdAp and M7Ap runs.
The second example, given in Figure 4.9, compares Sutton (2011)’s
CHAMP and GRACE-A accelerometer-derived densities from 26 to 27
September 2007 with the above-mentioned two dierent ways of driving
the NRLMSISE-00: MdAp and M7Ap. Figure 4.10 shows the 퐹10.7 and
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Figure 4.9: NRLMSISE-00 model esti-
mates compared to CHAMP and GRACE-
A accelerometer-derived densities. MdAp
run is drivenwith daily average of 3-hr 푎푝,
andM7Ap is driven with the full 7 periods
of 푎푝 history. The average orbital heights
of CHAMP and GRACE-A satellites dur-
ing this period are 360 and 473 km, respec-
tively.
푎푝 corresponding to this period. The 푎푝 in Figure 4.10 indicates that the
geomagnetic activity during this period was relatively quiet. The com-
parison presented in Figure 4.9 is similar to the CHAMP and GRACE-A
comparison presented in Figure 5 in McLaughlin et al. (2013) except for
the M7Ap run. The model-data comparison is performed at the original
data resolution.
Figure 4.9 shows that NRLMSISE-00 driven with the abovementioned
seven periods of 푎푝 history can have a signicant impact on model per-
formance through periods of quiet geomagnetic activity during the solar
minimum. Figures 4.6 and 4.9 show that NRLMSISE-00’s performance
during the short periods belonging to solar minimum is superior when
driven with the more detailed history of 푎푝 compared to that of the daily
average 푎푝.
4.5 A Machine Learning-Based Analysis of Space Weather
Figure 4.10: Space weather conditions for
the period in Figure 4.9. (top) 퐹10.7 solar
ux. (bottom) 푎푝 index. Source: OMNI
data available on omniweb.gsfc.nasa.gov.
This section presents the results from amachine learning experiment de-
signed to investigate the impact of space weather parameters (e.g. 퐾푝,퐹10.7, EUV) on mass density estimates. Given that each model calibrates
space weather parameters dierently, this experiment helps to analyse
model-data sensitivity to space weather parameters inmore detail. While
this section is kept brief with the results of one experiment, the reader in-
terested in a pedagogical introduction tomachine learning techniques for
space weather is directed to Camporeale et al. (2018).
The machine learning model is designed to predict the variability in a
portion of the mass density distribution (validation set) by learning the
response of mass density to space weather parameters in another portion
of the respective distributions (training set). In this experiment, 20% of
the entire time series is used as the validation set. The data set is thus
split to allow statistically representative samples of the distribution to be
available to the machine learning model.
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For a given distribution, the mass density is predicted and validated
over number of steps equal to the length of the validation set to allow the
machine learning model to be trained on all sorts of variability present
in the time series. The selected space weather parameters are SSI (EUV
ux), 퐹10.7, and 퐾푝 (referred to as “feature” distributions in the machine
learning parlance). The machine learning model’s predictions are en-
tirely based on these feature distributions—individually and a combina-
tion thereof. The results are validated following Pedregosa et al. (2011)’s
cross-validation scheme.
Figure 4.11 is a sketch of the cross-validation scheme followed to com-
pute the RMSE results. The blue and yellow bins indicate training and
validation sets, respectively. The mean of the resulting RMSEs from each
validation step is the RMSE presented in Figure 4.12. This is the RMSE
of the predicted values from the machine learning model. This process of
prediction and validation of mass density is performed on each data set
separately, independent of each other.
Figure 4.11: Illustration of the cross-
validation scheme. Blue and yellow in-
dicate the training and validation sets,
respectively. The RMSE shown in Fig-
ure 4.12 is the mean of the RMSEs from
each validation step along the yellow di-
agonal. The process is repeated for each
mass density distribution.
Figure 4.12 presents the results from themachine learning experiment
for each density distribution from the seven model runs in Table 4.1 and
the Swarm-C data (displayed as SW). The colour-coded labels indicate
the combination of feature distributions used in the prediction step. The
markers are deliberately shifted horizontally to help visualise the over-
lapping points.
The variations in all the representations of mass density in Figure 4.12
show low RMSE when trained upon the combined variations in EUV
ux, 퐹10.7, and 퐾푝 (purple). The Swarm-C data (SW column) show a
slightly higher inclination to the combined variations in E&Kp (blue)
than to F&Kp (grey). Interestingly, themachine learning exercise demon-
strates how the TIE-GCM and NRLMSISE-00 models are inherently far
from E&Kp variations compared to F&Kp or F10.7 (black). This is not
surprising as both the models use 퐹10.7 as the solar proxy and therefore
inherently unaware of the variations in EUV ux. DTM-2013 that uses퐹30 as the solar proxy, on the other hand, demonstrate a better inclina-
tion to E&Kp than to F&Kp. DTM-2013 also shows higher RMSEs when
trained on each feature distribution separately. All density distributions
record poor RMSEs when trained solely on EUV ux.
Figure 4.12 shows that when just the 퐾푝 distribution is used in the
training, the RMSE is relatively high. As expected, when all distributions
are featured in the training set, the RMSE is signicantly improved. The
relative dierences between the RMSE values in each column demon-
strate how dominant each feature variable in describing the variations in
the respective density distributions.
The V1, T1, T2, and T3 columns representing the TIE-GCM runs in
Figure 4.12 have the lowest RMSEs compared to the other mass density
distributions. The signicant dierence between T1 and the other three
TIE-GCM runs that was apparent in Sections 4.3 and 4.4 is also present
in the RMSEs of the predicted densities. The most explicit feature among
the TIE-GCM runs is the relative proximity of predictions based on 퐹10.7
to that of F&Kp in comparison to such proximity among the other distri-
butions.
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Figure 4.12: The 1-D graph for the RMSE
results from the machine learning ex-
periment. SW stands for the Swarm-C
accelerometer-derived density, and other
column labels represent themodel runs in
Table 4.1. The colour-coded labels indi-
cate the combination of feature distribu-
tions used in the prediction step. EUV,
F10.7, and Kp correspond to predications
made by using SSI (EUV ux), 퐹10.7,
and 퐾푝 distributions, respectively in the
training independent of each other. The
combined distributions used for training
are as follows: F&Kp = 퐹10.7 and 퐾푝;
E&Kp = EUV and 퐾푝; and All = EUV,퐹10.7, and 퐾푝.
The results from themachine learning experiment in Figure 4.12 show
that TIE-GCM and NRLMSISE-00 are less inclined to follow the com-
bined variations in EUV ux and 퐾푝 than in 퐹10.7. DTM-2013, on the
other hand, shows an increased inclination to follow the combined vari-
ations in EUV ux and 퐾푝. Figure 4.12 oers some insights into the
inherent characteristics of individual density distributions (model and
data) to major space weather parameters. This behaviour of model den-
sity distributions on the machine learning exercises may be linked to the
proxy information available to each model. The machine learning cross-
validation scheme reveals the isolated systematic bias of each model run
to space weather parameterisation, where in contrast to DTM-2013, the
TIE-GCM and NRLMSISE-00 runs are more inclined toward variation in퐹10.7 than EUV ux. The RMSEs in Swarm-C data are also another way
to illustrate that the variation in thermospheric density is not a simple
function of EUV, 퐹10.7, and 퐾푝 alone.
4.6 Helium in the Thermosphere
Sutton et al. (2015) show that at an altitude of 415 km, helium contributes
about 10–15% in June solstice and 20–25% in December solstice to total
mass density under 2008 solar minimum conditions. Sutton et al. (2015)
also claim the contribution from helium under solar minimum condi-
tions to be between 100%and 200%during solstice at an altitude of 500 km.
The helium number densities (lighter species in general) increase with
altitude and thus also increase the associated molecular diusion. The
physical mechanism of the tendency of, for example, helium to concen-
trate in the high latitudes of the winter hemisphere is attributed to verti-
cal advection and horizontal transport assisted by the thermospherewind
system (e.g. Mayr et al., 1978; Reber and Hays, 1973; Sutton, 2016).
In Figure 4.13, the performance of the physics-based TIE-GCM at the
high latitudes is further investigated. The two MTDs in Figure 4.13 pro-
vide some insights into TIE-GCM’s behaviour during June–July 2014 at
Swarm-C orbit segments that are between 40° and 90° N/S in geographic
coordinates. Two runswithT2 are shown inFigure 4.13: T2ON andT2OFF.
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T2ON (T2OFF) represent the simulationwith (without) heliumbeing added
to the model chemistry. Also shown for comparison are the other TIE-
GCM runs V1, T1, and T3.
Figure 4.13: Modied Taylor diagram (as
described in Figure 4.2) showing the low-
order statistics for TIE-GCMruns compar-
ing the inuence of helium on model per-
formance at high latitudes during June–
July 2014. Subscripts ON (OFF) for T2
indicate helium included (not) in model
chemistry as a major constituent. Helium
is not among the major species accounted
for V1. The signicant dierence among
the V1 and T2 runs in (b) maybe due to
the wintertime helium-bulge formation.
(a) North (>40°N—summer). (b) South
(>40°S—winter).
The overall performance in the Southern Hemisphere (Figure 4.13b—
winter) is poorer than theNorthernHemisphere (Figure 4.13a—summer).
In other words, the relative standard deviation and model bias is higher
for the Southern Hemisphere distributions than their counterparts in the
NorthernHemisphere. The correlation coecients have also degraded in
general.
Figure 4.13b shows that TIE-GCM version 2 outperforms the previous
version V1 in terms of standard deviation and model error standard de-
viation. The relative dierences between V1, T2ON, and T2OFF indicate
the impact of helium on the model performance and the improvement to
mass density estimates in the latest version. T2ON in the Southern Hemi-
sphere in Figure 4.13b shows a slightly higher correlation than T2OFF,
which is the expected behaviour in the winter hemisphere with a higher
concentration of helium than the summer hemisphere (Mayr et al., 1978;
Reber and Hays, 1973; Sutton, 2016).
The T2 and V1 runs where the only dierence is the model version,
produced very similar results in Section 4.3. Although lack of helium is
not expected to introduce severe errors in total density at Swarm-C’s alti-
tude under solar maximum conditions, Figure 4.13 shows that T2 is bet-
ter than V1 in the southern winter hemisphere during June–July 2014.
This indicates that the improvements made to the model chemistry have
an impact even at this altitude. The results show the implication of ac-
counting for helium compared to highly precise accelerometer-derived
densities. However, a noticeable dierence was not observed for north-
ern winter hemisphere during December–January (not shown).
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Figure 4.13 also shows that in these high latitudes, where the inu-
ence of the ion convection model is strongest, the dierences between
themodel runwithWeimer (2005) convection patterns T3 andHeelis et al.
(1982) convection patterns T2 are more pronounced in the southern win-
ter hemisphere. Helium is included in the model chemistry for the T3
run. Therefore, the dierence between T2ON and T3 in Figure 4.13b is
entirely due to the electric potential model used in each run.
4.7 Impact of the Eddy Diusion Coecient on TIE-GCM
The primary function of the eddy diusion coecient 퐾푧푧 in TIE-GCM
is to emulate the semiannual oscillation observed in the thermosphere
and ionosphere (Qian et al., 2009). In TIE-GCM, the 퐾푧푧 is represented
as a Fourier series with four harmonics per year and the coecient val-
ues are derived by tting TIE-GCM to satellite drag data covering the
period from 2002 to 2006 (Qian et al., 2009). The empirically formu-
lated 퐾푧푧 is representative of short wavelength eddy diusion, subgrid-
scale turbulent mixing of breaking gravity waves, and other lower atmo-
spheric disturbances originating below TIE-GCM’s lower boundary such
as tidal dissipation (Qian et al., 2009; Jones Jr. et al., 2017). Using the
thermosphere-ionosphere-mesosphere electrodynamics general circula-
tionmodel14 (see Roble and Ridley, 1994), Jones Jr. et al. (2017) show how 14 TIME-GCM is similar to TIE-GCM ex-
cept that its lower boundary is at a con-
stant pressure level near 30 km altitude.
lower andmiddle atmospheric forcing inuences the semiannual oscilla-
tion in the thermosphere and manages to produce these eects without
resorting to 퐾푧푧.
A notable distinction between the T1, which is driven by daily varying퐾푧푧, and the other three TIE-GCM runs is apparent throughout the study.
Some insights into how the physics-based TIE-GCM responds to varia-
tions in geomagnetic activity when the lower and middle atmospheric
forcing in the form of 퐾푧푧 is varied daily is presented here.
Out of the four dierent TIE-GCM runs in Section 4.3, it is evident that
the day-of-year-dependent 퐾푧푧 makes a signicant impact on the model
estimates in T1. In other words, the inclusion of empirically derived eddy
diusivity pushes the model estimates closer to Swarm-C data in months
following June solstice and farther away post-September equinox until
February (see T1 in Figure 4.1). Compared to T1, a signicant perfor-
mance degradation for the runs with constant 퐾푧푧 happens around July
and August 2014 (e.g. T2 in Figure 4.1). The time series is not ade-
quate to suggest that the model runs with constant 퐾푧푧 have a seasonal
dependency on performance at Swarm-C altitude. As shown in Qian
et al. (2009, Figure 10), the constant 퐾푧푧 performs poorly in July, which
is around the semiannual minimum. The results in Figure 4.2 show on
average, driving TIE-GCM with constant 퐾푧푧 seems to be more eec-
tive. Nonetheless, from a modelling perspective, these trends suggest
that it is benecial to include daily varying퐾푧푧 in TIE-GCMduring June–
September.
Figure 4.4c showsnodiscernible correlation betweenT1’s performance
and퐾푝. Figure 4.5 shows that T1’s performance at high퐾푝 and low 퐹10.7
is better than V1, T2, and T3. The results from the machine learning ex-
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periment (see Figure 4.12) revealed that T1’s relative inclination to vari-
ations in 퐾푝 is slightly better than it is for EUV ux, whereas the inverse
is true for the other three TIE-GCM runs. However, the relative inclina-
tion to other distributions presented in Figure 4.12, except 퐾푝 and EUV,
is similar for all the TIE-GCM runs.
The distinction between T1 and the other TIE-GCM runs connotes
the control that variable eddy diusivity imparts on high latitude forcing
in the physics-based model. T1, which has helium in the model chem-
istry by default, also performed the best at orbital segments correspond-
ing to the northern summer hemisphere but performed slightly poor in
the southern winter hemisphere (see Figure 4.13). Such hemispherical
dierences along the Swarm-C orbit highlight the vulnerability of TIE-
GCM driven with the empirically formulated daily varying 퐾푧푧. As self-
consistent gravity wave parameterisation is not integrated into TIE-GCM,
further analysis with modelling these force terms in the Navier-Stokes
equations will be required to forgo the empirical representation of 퐾푧푧.
4.8 Summary
This chapter presented an analysis of the Swarm-C accelerometer-derived
densities using the two latest versions of TIE-GCM and two widely used
empirical models, NRLMSISE-00 and DTM-2013. The satellite epoch-
wise comparison for a continuous period of nearly 12 months proved
useful in evaluating themodels’ delity for forecasting applications. TIE-
GCMoutperformed the empiricalmodels in almost all themetrics used in
the comparison. The use of data tomodel ratio 휌ratio and dierence 휌di as
comparison metrics is discussed. While models showed good agreement
with the data in both metrics, the 휌ratio is a better performance indicator
for comparisons with solar and geomagnetic activities. This agrees well
with the discussion about data to model ratio in Doornbos (2012).
The results showed the complex interconnectedness of solar activity
and geomagnetic activity on model performance in terms of estimating
mass density. This case generally agrees with earlier work concerning
model performance during dierent levels of solar and geomagnetic ac-
tivity (e.g. Emmert et al., 2014; Solomon et al., 2011).
The chapter analysed the impact of two key boundary conditions, eddy
diusion and high latitude electric potential pattern, on TIE-GCM’smass
density estimates. TIE-GCM showed a strong bias to the specication of
the lower atmospheric eddy forcing via the 퐾푧푧 coecient. Throughout
nearly 12 months, model runs with the Weimer (2005) electric potential
model—TIE-GCM(W), performed similarly to the model runs with the
Heelis et al. (1982) electric potential model—TIE-GCM(H). The chapter
discussed the seasonal and geographical dierences in performance be-
tween TIE-GCM(W) and TIE-GCM(H).
Section 4.6 provided an analysis on the impact of including helium
in TIE-GCM’s chemistry. This improvement to the model chemistry im-
proved the model performance in the southern winter hemisphere.
The chapter also analysed the sensitivity of NRLMSISE-00 model to
the specication of geomagnetic forcing. During the analysis periodwhere
thermospheric density in models and observations 71
the overall geomagnetic activity was quiet, driving NRLMSISE-00 with
just the daily average of 푎푝 did not have a contrasting eect compared
to driving with the seven histories of anterior magnetic activity. Using
additional examples (see Figures 4.6, 4.7 and 4.9), it was shown that spec-
ifying only the daily average 푎푝 signicantly degrades the model perfor-
mance. Solomon et al. (2011) also show that NRLMSISE-00 has larger
data-model residuals when deprived of complete geomagnetic history. Pi-
cone et al. (2002) note the model’s frailty at high latitudes and high geo-
magnetic activity due to lack of observational data. The results from this
study showed that the NRLMSISE-00 model does not capture the vari-
ations in shorter timescales associated with Swarm-C at high-solar and
-geomagnetic activity levels. The results from this study also showed that
DTM-2013 is not as successful as either NRLMSISE-00 or TIE-GCM in
estimating density along the Swarm-C orbit.
Themachine learning experiment proveduseful in demonstrating char-
acteristics of space weather parameterisations inherent to each model
run. The overall results also demonstrated that Swarm-C data are suit-
able for model validation and scientic study. The model performance
evaluation could further be improved by including the derivation-noise
pertaining to Swarm-C data, which is currently unavailable.
Although TIE-GCM is computationally intensive compared to its em-
pirical counterparts, the results shown here demonstrate that it has the
potential to be utilised in density forecasting applications. In addition
to forecasting density itself, physical models can also provide the winds
required to derive density from accelerometer data. Nevertheless, it is
fundamentally important to identify the discrepancies between the mod-
els and data. In this regard, state-of-the-art data assimilation techniques
equip the self-consistent physical models with “self-healing” capabilities
whereby the systematic and inherent model biases are corrected as the
forecasting progresses to reect the changes in the real-world observa-
tions. This aspect is particularly important to satellite OP and collision
avoidance in LEO.
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5
The Mass Density-Temperature Synchrony
N umerical models in general not only oer great poten-tial for validating observations—as discussed inChapter 4,for forecasting the transient response of the thermosphere,but also are excellent tools for understanding the driving
mechanisms of various thermospheric trends and features. The physi-
cal relationship between mass density and temperature—as described in
Chapter 2, is critical for thermospheric forecasting with numerical mod-
els that are designed under the assumption of hydrostatic and diusive
equilibrium.
This chapter extends the understanding of mass density and tempera-
ture structures in the thermosphere. Akmaev et al. (2010) reported nu-
merical results of the synchrony between midnight density maximum
(MDM; Arduini et al., 1997) at 400-km altitude and midnight tempera-
ture maximum (MTM; Mayr et al., 1979) at 300-km altitude. The mass
density-temperature (휌-푇) synchrony discussed in this chapter is analo-
gous to the synchrony reported in Akmaev et al. (2010) but broadly de-
ned as the approximate east-to-west in-phase signature between mass
density and temperature in the upper atmosphere above 300-km altitude
as opposed to the antiphase signature between, for example, 100–150 km.
The chapter analyses the responsiveness of the 휌-푇 synchrony to various
geophysical conditions including thermospheric winds and high latitude
electrodynamics using a state-of-the-art numerical model of the coupled
thermosphere-ionosphere: TIE-GCM. This distinction is important for a
detailed prognosis of the thermospheric trends given the tremendous im-
provement in the physics-based model over the years (Maute, 2017; Qian
et al., 2014).
In this research, TIE-GCM is used to interrogate the phenomenon of휌-푇 synchrony and isolate its dependency on other thermospheric param-
eters. This includes a fairly comprehensive description of the 휌-푇 syn-
chrony in the thermosphere. This chapter is reproduced from Kodikara
et al. (2018b).
Section 5.1 provides a concise summary of previous numerical and ob-
servational studies that are germane to the 휌-푇 synchrony. Section 5.2 de-
scribes the details of the numerical experiments. These experiments are
designed to investigate and isolate the dependency of the 휌-푇 synchrony
on the season, altitude, spaceweather, high latitude electrodynamics, and
the lower atmospheric tidal spectrum. Section 5.2 also provides a veri-
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cation study that justies the appropriateness of the TIE-GCM for such a
prognosis of the thermospheric trends. Sections 5.3 and 5.4 are organised
to address the following specic questions:
1. Does the east-to-west trend in density at a given altitude display a syn-
chrony with temperature underneath at all latitudes and seasons?
2. How signicant is the latitudinal variation of the 휌-푇 synchrony?
3. How signicant is the impact of the lower atmospheric tidal forcing
on the 휌-푇 synchrony?
4. How strong of a correlation do physically-derived thermosphere wind
patterns have with the 휌-푇 synchrony?
5. How signicant is the impact of space weather drivers on the 휌-푇 syn-
chrony?
6. How signicant is the altitudinal variation of the 휌-푇 synchrony near
the equator compared to that of high latitudes?
5.1 The Hydrostatic Thermosphere
The thermosphere is a highly dynamic environment responsive to a myr-
iad of processes interacting at many dierent time scales (e.g. Bauer and
Lammer, 2004). During the past six decades or so, many advances have
been made in our understanding of the variability and dynamics of the
thermosphere and its coupling with the ionosphere/magnetosphere and
lower atmosphere (see reviews by Liu (2016) and Emmert (2015)). Early
work (e.g. Mayr and Volland, 1972; Volland, 1988) has recognised and ex-
pounded the theories of relative amplitudes and phases of thermospheric
variables such as mass density, neutral temperature (hereinafter temper-
ature), and pressure. Numerical simulations and in situ and remote mea-
surements are critical to understand the dynamics of the thermosphere
and to improve our ability to develop better forecast models of the envi-
ronment. The phase dierence between mass density and temperature
in the thermosphere is a uniquely complicated phenomenon, which has
been investigated by some theoretical and observational studies (e.g. Ak-
maev et al., 2010; Chandra et al., 1979; Del Genio et al., 1979;Hickey et al.,
2015; Mayr and Volland, 1972; Mayr et al., 1973). The general paradigm
for the analysis presented here is an extension of those investigations.
Early observations revealed that the thermosphere is driven by exter-
nal heat and momentum sources (Fuller-Rowell et al., 1996; Jacchia and
Slowey, 1964; Slowey, 1983) akin to a stable linear oscillator system to a
rst approximation (unlike the lower atmosphere). In other words, the
internal instabilities (e.g. in chemistry and nonlinear coupling) alone
cannot describe much of the observed variability in the thermosphere
(Volland, 1988). The absorption of solar radiation drives the majority of
the diurnal pattern of, for example, temperature andwinds in the thermo-
sphere. Many recent studies have further elucidated that the lower/middle
atmosphere forcing also contributes signicantly to the thermospheric
variability and sometimes even comparable with the variability imposed
the mass density-temperature synchrony 75
by the dissipation of solar wind energy via magnetosphere coupling (see
Liu, 2016, and references therein). As pointed out in Liu (2016), stud-
ies on lower-atmospheric forcing on the thermosphere, for the most part,
have been limited by the scarcity of global measurements and observa-
tions, especially in the 100- to 250-km region.
Mayr and Volland (1972) using a crude diusion model showed that
the phase dierence between mass density and temperature in the lower
thermosphere below 200 km is greater than at higher altitudes (e.g. about
3 hr at 160-km altitude vs 1 hr at 400-km altitude). Mayr and Volland
(1972) attribute this large phase dierence to thermosphericwinds, which
substantially alter the diusive equilibrium for atomic oxygen, especially
in the lower thermosphere. With increasing altitude, adiabatic thermal
expansion subdues these circulation eects ondiusive equilibrium. Mayr
and Volland (1973) showed that ion drag at higher altitudes and tidal
forcing entering the thermosphere from below could further contribute
to the phase discrepancy. Thermospheric variables such as temperature,
and horizontal (HW) and vertical (WN) wind measurements from the
ground are typically inferred from interferometers and ISR (e.g. Meri-
wether, 2006; Salah and Holt, 1974). Even before space-based measure-
ments were available, a strong correlation of themagnitude and direction
of thermospheric wind upon the local time, season and solar cycle was
established through classical physics (Challinor, 1970; Geisler, 1966). As
emphasised in Section 5.2, the lack of sucient local time and altitude
coverage in, for example, temperature and mass density data is an out-
standing issue in model verication studies that focus on short periodic
variations (e.g. diurnal, semidiurnal) of such variables by among others,
season, altitude, and solar activity. Mayr et al. (1973) reported nearly iden-
tical phase dierences at both 0° and 45° latitudes. The continuity equa-
tion suggests via the divergences of the HW eld that the ion drag and
electron density is latitude dependent. Therefore, the result inMayr et al.
(1973, Figure 6) is an artefact of the diusion model used in their study.
Chandra et al. (1979), using temperature and composition measure-
ments from the Aeros B satellite showed a strong correlation between
medium-scale gravitywaves energised by auroral currents and the density-
temperature phase dierence in the auroral regions during July–August
1974. Chandra et al.’s (1979) phase dierence study focused on theheights
approximately from 200 to 300 km and assumed exosphere temperature
to be constant at 1000 K as well as atomic oxygen to be the major con-
stituent. The phase dierence results in Chandra et al. (1979) are likely
to change in dierent seasons due to the signicant seasonal dierence in
thermosphere winds in the middle-to-high latitudes. Hoegy et al. (1979),
considering a horizontally stratied and isothermal thermosphere, found
that the amplitudes and phase angles of mass density and temperature
are not signicantlymodiedwith the exclusion of viscosity, thermal con-
duction, and ion drag terms. Hickey et al. (2015) numerically showed that
the viscosity and thermal conductivity (while ignoring the Coriolis force
and the ion drag) play a critical role in the relative phases and amplitudes
between atomic oxygen and nitrogen densities in the altitude range 120–
400 km. Atomic oxygen1 is the dominant species approximately from 200 1 Figure 2.5 shows an example of the distri-
bution of global atomic oxygen in the ther-
mosphere.
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to 500 (800) km during solar minimum (maximum) and thus is critical
to the specication of the mass density prole (Emmert, 2015). While
physics-based models are capable of capturing the transient response of
the thermosphere to external energy sources, the production of a compre-
hensive description of the phase dierence has traditionally been chal-
lenging due in part to the limitations in models and sparseness of obser-
vations.
The altitudinal phase progression of the previously introduced MTM
always leads that of MDM, and as a result, MDM occurs above the MTM
at the same longitude (Akmaev et al., 2010; Akmaev, 2011). This is due
to the hydrostatic equation of state, which forbids temperature and mass
density maxima to co-occur at the same place (Mayr et al., 1973; Volland,
1988). The numerical results in Akmaev et al. (2010) are limited to two
latitudes and correspond only to constant (unspecied) low-solar and -
geomagnetic forcing. It remains to ascertain a full global description of
the magnitude and variability of the phase structure of mass density and
temperature in the thermosphere aided by data.
5.2 Numerical Experiments
The phenomenon of 휌-푇 synchrony and associated physical features are
mainly analysed using TIE-GCM. A verication study that describes the
appropriateness of the TIE-GCM for this study is presented at the end of
this section. The휌-푇 synchrony results are also compared to the empirical
model NRLMSISE-00.
TIE-GCM runs are performed on a 2.5° × 2.5° grid in latitude and
longitude with Heelis et al. (1982) high latitude ionospheric convection
electric elds and auroral precipitation as described in Roble and Rid-
ley (1987). TIE-GCM uses an implicit nite-dierence numerical scheme
on a uniform latitude-longitude grid with an adjustable model-time-step,
which is set to 30 s for this study. The direction of ow of plasma ux
describes the coupling with the plasmasphere at the upper boundary and
the solar heat input to the system is described using the EUVAC empiri-
cal solar proxymodel (see Chapter 2.5, Richards et al., 1994; Solomon and
Qian, 2005). The lower boundary wave forcing is specied through nu-
merically derived migrating/nonmigrating diurnal and semidiurnal tides
using the Hagan et al. (2001) GSWM. The dichotomy of migrating and
nonmigrating tides is that migrating tides are sun-synchronous and non-
migrating tides are longitude-dependent. Briey, GSWM is a linearised
numerical solution to the Navier-Stokes equations in response to specic
zonal wave numbers and wave periods considering the mean zonal back-
ground atmosphere (Hagan et al., 2001). The forcing through GSWM in-
cludes dissipation due to ion drag, thermal conductivity, boundary layer
friction, mean-winds and meridional temperature gradients, molecular
and eddy diusion, and gravity wave drag (Hagan et al., 2001). In addi-
tion, the Qian et al. (2009) empirical formulation of eddy diusion that
describes the seasonal variations in the advective and diusive transport
of primarily atomic oxygen is also imposed at the lower boundary.
EachTIE-GCMsimulation is initiatedwith themodel’s relevant bench-
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mark conditions with a 15-day “spin-up” period, and only the model out-
puts after this period are considered here. Unless otherwise specied,
the input of solar and geomagnetic variability to the model is based on
observed 퐹10.7 proxy and 퐾푝 index, respectively.
NRLMSISE-00 runs for this study are performed using the model’s
standard exosphere temperature prole (seeWalker, 1965)withmodica-
tions to the parametrisation of the EUV ux input by Picone et al. (2002).
The 퐹10.7 is used as the proxy for solar ux input. 푎푝 index for seven
periods of anterior magnetic activity is used to specify the geomagnetic
activity2. 2 Chapter 4.4 provides a detailed discus-
sion on the specication of geomagnetic
activity in NRLMSISE-00.
Specics of the Model Runs
The numerical experiments reported here covers January, March, June
and September 2014, which belongs to the recent solar maximum period
(sunspot cycle 24). The months are selected to represent the winter and
summer in both Southern and Northern Hemispheres and the periods
around the two equinoxes. Following Akmaev et al. (2010), the 휌-푇 syn-
chrony features aremainly analysed in the altitude range 300–400 kmand
then completed with a description of the vertical prole extending from
100 to 500 km. In the model run referred to as T1, the thermospheric
results of density, temperature, and winds are saved hourly using TIE-
GCM driven by the GSWM-tides and observed geophysical indices 퐹10.7
and 퐾푝.
A second TIE-GCM run (T2) without the GSWM-tides specied at the
lower boundary is used to evaluate the eect of these tides on the 휌-푇
synchrony. The phrase “TIE-GCM run”within the text only applies to the
GSWM-tides includedT1 run. TheNRLMSISE-00 estimatedmass density
and temperature are obtained with a matching spatiotemporal resolution
to that of TIE-GCM outputs. While the NRLMSISE-00 can directly out-
put results for a given altitude, the cubic spline interpolation scheme is
used tomap the TIE-GCM estimated quantities to the desired altitude. In
order to avoid high geomagnetic activity levels inuencing the monthly
mean results, the following days with 푎푝 above 39 nT have been removed
from the seasonal analysis: 8 and 18 June, and 12 and 19 September 2014
(hereinafter storm-days).
An additional investigation on several other numerical experiments
specically devised to investigate the 휌-푇 synchrony during periods of en-
hanced space weather activities is presented. In this regard, 2 days from
each month that falls into geomagnetically-active and solar-active peri-
ods have been selected. The day with the highest 푎푝 value of each month
and the day with a relatively high 퐹10.7 value where the corresponding푎푝 is relatively low are chosen to represent the geomagnetically-active
and solar-active periods, respectively. The chosen geomagnetically-active
days are 2 January, 13 March, 8 June and 12 September 2014. The 푎푝
during the four solar-active days remained signicantly low with values
less than 10 nT (퐾푝 ≈ 2) on 4 January, 11 March and 12 June and 32 nT
(퐾푝 ≈ 4) on 27 September 2014. The T1 run corresponding to these “ac-
tive” days are compared against two climatologically representative con-
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trolledTIE-GCMruns, which are referred to hereinafter asNoDyn andNo
Dyn+Aur. In the No Dyn run, the ion drift velocities and electric poten-
tial due to plasma pressure gradient and gravity have been set to nought,
thus removing the eect from thewind dynamo. The eects of the gravity
and plasma pressure gradient current on the electric potential are small
during the daytime. The No Dyn+Aur run is similar to the No Dyn run
but without the Roble and Ridley (1987) auroral oval parameterisation. In
both controlled runs, the reference thermosphere is produced by forcing
the TIE-GCMwith GSWM-tides at the lower boundary, and 퐹10.7 and퐾푝
kept constant at 100 sfu and 2, respectively.
Basic Denitions of the Methods
The percentage deviation of a given quantity (e.g. mass density or tem-
perature) from the zonal mean is computed as [(A−A)∕A] × 100, where
A is the quantity at a specic location and A is the mean across all the
longitudes for the respective zone/latitude. The percentage deviation of
mass density and temperature from the zonal mean are denoted as ∆ 휌∕휌
and ∆푇/푇, respectively.
Themagnitude of theHWis computed as퐻푊 = √푈푁2 + 푉푁2, where푈푁 and 푉푁 are the zonal and meridional components of the horizon-
tal wind, respectively. The ow direction of the HW is derived from the
expression, arctan(UN∕VN)(180∕휋), which describes the trigonometric
relationship between the orthogonal velocity components UN and VN
whose positive values are toward east and north, respectively.
The 휌-푇 synchrony is investigated through a cross-correlation (CC)
analysis. The phase lag is represented by the CC of mass density with
respect to temperature. The CC is dened as,퐶퐶 = Cov(푋,푌)√Var(푋)Var(푌) , (5.1)
whereCov(푋,푌) is the cross-covariance of푋with respect to푌 andVar(푋)
and Var(푌) are the variances of 푋 and 푌, respectively. The quantities 푋
and 푌 are both single dimension distributions with an equal length. A
unit variance scaling from−1 to 1 is applied onmass density and temper-
ature prior to computing the CC.
The maximum CC indicates the position where the two distributions
are best aligned. The number of steps 푙 that the distribution 푋 is shifted
in order to gain the maximum CC is the lag/lead 휙 of 푋 with respect to 푌
where 푙 ∈ ℤ ∶ 푙 ∈ [1 − 푛, 푛]. Given that 푛 is the number of longi-
tudinal bins, 휙 can be converted to degrees to describe the corresponding
longitudinal shift. Thus the longitudinal shift (phase lag) is obtained by
multiplying 휙 with the resolution of the longitudinal axis, which is 2.5°.
Model Verication: A Comparison With Temperature Data
This comparison addresses the suitability of the physics-based TIE-GCM
to perform a study about the 휌-푇 synchrony in the thermosphere. TIE-
GCM’s ability to reproduce the thermospheric mass density and temper-
ature dynamics has been validated in some studies (see Emmert, 2015;
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Maute, 2017; Qian et al., 2014; Shim et al., 2012, and references therein).
In particular, Kodikara et al. (2018a) validated the TIE-GCM version 2.0
using accelerometer-derived mass density data for 2014/2015, which is
part of the period considered in this analysis3. Below is a comparison of 3 Results presented in Chapter 4.
ground measurements of thermosphere temperature from multiple sta-
tions with TIE-GCM.
The temperature product used here is independently derived from ISR
and Fabry-Pérot interferometer (FPI) measurements from the following
stations near the high latitudes and the equator: Resolute Bay North (RB;
75°N 95°W), Tromsø (TR; 69°N 18°E), Sondrestrom (SO; 67°N 51°W),
Arecibo (AR; 18°N 66°W), and Cariri (CR; 7.5°S 37°W). The data are pub-
licly distributed through the CEDAR (Coupling, Energetics and Dynam-
ics of Atmospheric Regions) Madrigal database4. 4 Website: cedar.openmadrigal.org.
In processing the temperature data from each station, rst, the data are
binned hourly (local time) for each month. The above-mentioned storm-
days5 that are excluded from the model runs are also removed from the 5 08 and 18 June; 12 and 19 September
2014.temperature data. Only the measurements that are within two standard
deviations between±50 km of a given height per hour is considered here.
The measurements are then linearly interpolated to the given height. In
the comparison given below, the monthly mean of the respective hour is
compared with that of T1 outputs. TIE-GCM’s performance is evaluated
by comparing the data/model ratio such that ratio below 1 is a measure
of the model’s tendency to overestimate.
Figure 5.1 compares ISR andFPI temperaturemeasurements fromvar-
ious stations at high latitudes and low latitudes with T1 outputs for Jan-
uary, March and September 2014. In Figure 5.1c, data from only Son-
drestrom in the high latitudes are shown for June 2014 due to unavail-
ability of processed data from the other stations. Figure 5.1 [left] com-
pares the ISR data at 300-km altitude from stations at high latitudes. Fig-
ure 5.1 [right] compares data from stations near the equator with ISR data
at 375-km altitude and FPI data at 300- and 250-km altitudes. Where ap-
plicable, themean ratio amongmultiple stations is displayed with a black
dashed line. Where available, the aggregated hourly mean of the entire
month is presented in Figure 5.1. However, the frequency of the data from
all stations is not equal.
Figure 5.1 shows that the temperature measurements are generally in
good agreement with themodel outputs in all seasons. Figure 5.1b shows
that the deviation from the ideal ratio is stronger at RB in March, espe-
cially during the morning hours. The long gaps in the ratios correspond-
ing to the FPI measurements in Figures 5.1a [right] and 5.1b [right] are
due to constraints on the instrument’s operational times. The compari-
son at AR in September shows that themodel underestimatemore during
the heat of the day than other times.
The comparison with temperature data from six stations in the high
and low latitudes at various altitudes ranging from 250 to 375 km shows
that TIE-GCM is capable of reproducing the diurnal, zonal and seasonal
temperature variations observed during the analysis period. The avail-
ability of temperature data in the desired altitude range (300–400 km) is
exceptionally sparse. The stations in Figure 5.1 are among the very few
80 physical understanding and forecasting of the thermospheric structure and
dynamics
Figure 5.1: (a–d) Comparison of the ratio between temperature (TN) data with T1 outputs for the specied months in 2014. (left) The
ratio between hourly mean incoherent scatter radar (ISR) measurements and model estimates of temperature compared at Resolute Bay
North (RB), Tromsø (TR), and Sondrestrom (SO) at 300-km altitude. (right) Similarly, the data/model ratio at Arecibo (AR) and Cariri
(CR) at dierent altitudes using both ISR and FPI (Fabry-Pérot interferometer) measurements. No data for June (low latitudes). The days
corresponding to storm-days have been removed from the comparison. All values are adjusted to the local time at the respective station.
Where applicable, the black dashed line indicates the mean ratio among the stations.
Figure 5.1:
the mass density-temperature synchrony 81
where temperature data is available at least hourly for multiple seasons.
5.3 Analysis of the Mass Density-Temperature Synchrony
Figure 5.2: Space weather conditions for
(a) January, (b) March, (c) June, and (d)
September 2014 demonstrated via 퐹10.7
solar ux, 푎푝 index, and the 퐷푠푡 (dis-
turbance storm time) index. The times
with 푎푝 above 39 nT are shaded in red.
Source: OMNI data available on omni-
web.gsfc.nasa.gov.
This section and the accompanying discussion in Section 5.4 are or-
ganised as follows to address the aforementioned questions. Figures 5.3
and 5.5 are used to answer the rst three questions. Figures 5.6–5.10 are
used to answer the fourth question. Figure 5.11 is used to answer the fth
question, and Figures 5.12 and 5.13 are used to answer the last question.
Figures 5.2a–5.2d display the daily 퐹10.7, 3-hr 푎푝 index, and the hourly퐷푠푡 index for January, March, June, and September 2014, respectively6. 6 Chapter 2.3 provides a description of
these indices.Figure 5.2a shows that in January the solar activity was rather placid,
apart from the two spikes over 200 sfu early in the month. March shows
the smallest variation in solar activity among the four months with June
and September having amplitude dierences of about 80 and 50 sfu through
the month, respectively.
Except for the areas shaded in red in Figures 5.2c and 5.2d, the geo-
magnetic activity remained low/moderate with 푎푝 less than 39 nT and퐾푝 less than 5. In both June and September, 푎푝 recorded a maximum of
94 nT but only in September, the corresponding퐷푠푡 value dropped signif-
icantly. The 퐷푠푡 index also reached a low of approximately −50 nT once
in March.
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Figure 5.3: (left) Physics-based T1 and (right) empirical model outputs of the percentage deviation of mass density (∆ 휌∕휌) and temperature
(∆푇/푇) from the zonal mean at 400- and 300-km altitudes, respectively. The 6 UT mean values for the specied months in 2014 are shown
for geographic latitudes/zones at 70°N (brown), 70°S (green), and 0° (blue). The grey dashed line represents the zonal mean.
Figure 5.3:
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Figure 5.4: Physics-based T1 model
outputs similar to Figure 5.3 except for
geomagnetic latitudes/zones at 50°N
(brown), 50°S (green), and 0° (blue).
The magnetic coordinates are computed
according to Emmert et al. (2010) but with
IGRF-12 (International Geomagnetic
Reference Field) coecients.
Figures 5.3a–5.3d show the TIE-GCM and NRLMSISE-00 outputs of
temperature andmass density deviations at the latitudes of 70°N (brown),
70°S (green), and 0° (blue) for 6 UT in January, March, June and Septem-
ber 2014, respectively. The 6 UTmean for the entire month (after remov-
ing the storm days) are shown as the percentage deviation from the zonal
mean at altitudes of 400 and 300 km. It is clear from both models that
near the equator the mass density variations are nearly in phase with the
temperature variations underneath. A 휌-푇 synchrony is also apparent in
the high latitudes; however, the aligning of mass density peaks/troughs
with that of the temperature seems less pronounced. That is, for example,
in Figure 5.3a the TIE-GCM temperature trough corresponding to 70°N
occurring near 60°Wis slightly shifted to thewest compared to the trough
in mass density above. Similarly, the temperature peak corresponding to
70°S occurring near 60°E is slightly shifted to the west compared to the
mass density peak above. The synchrony patterns captured by both the
physics-based TIE-GCM and the empirical NRLMSISE-00 seem to com-
pare well with each other, although the empirical model shows a rela-
tivelymore signicant deviation from the equatorial mean for both∆ 휌∕휌
and ∆푇/푇. The NRLMSISE-00 outputs for high latitudes also seem to be
better synchronised than the corresponding TIE-GCM outputs.
A comparison similar to Figure 5.3 is given in Figure 5.4 where the 휌-푇
synchrony dierences are compared in the geomagnetic reference frame
for the TIE-GCM outputs. As in the geographic reference frame, a simi-
lar shift in mass density peaks/troughs in the high latitudes with that of
temperature is also present in the geomagnetic reference frame.
In Figure 5.5, the phase lag of mass density at 400-km altitude with re-
spect to the ducial east-to-west trend in temperature at 300-km altitude
is quantied latitudinally for 0, 6, 12 and 18 UT through January, March,
June and September 2014. TheT1 (T2) phase lag proles in Figure 5.5 cor-
respond to themodel runwith (without) the diurnal/semidiurnal andmi-
grating/nonmigrating tides from the GSWM specied at the TIE-GCM’s
lower boundary. As described in Section 5.2, the phase lag is calculated as
the CC betweenmass density and temperature. Therefore, for example, a
positive phase lag indicates that the respective temperature leads that of
mass density where temperature peaks to the east of the peaks of density.
Similarly, a negative phase lag indicates that the mass density peaks are
shifted to the east of that of temperature. The uncertainty of the phase lag
is ±2.5° longitudinally. The latitudinal resolution of the phase lag prole
is also 2.5°. The occasions where the phase lag reach values beyond the
chart are indicated separately.
Figure 5.5 demonstrates that a distinctly clear in-phase signature be-
tween the temperature at 300 km and mass density at 400 km exists in
the low and middle latitudes across all seasons. Figures 5.5a and 5.5c re-
veal a winter-summer asymmetry in the phase lag, where the phase lag
is larger in the summer hemisphere high latitudes and nearly in-phase
in the winter hemisphere high latitudes. The 6-UT prole for January
shows that the mass density trend begins to slightly lead the temperature
trend between approximately 50°–70°N. In contrast, mass density begins
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to lead the temperature in the winter hemisphere in June at much lower
latitudes and then reverses the trend around 50°S. Considering the T1
run (brown lines), the phase lag in the summer hemisphere in January
seems to increase gradually from about 35°S toward higher latitudes (e.g.
at 0 UT).
On the other hand, in the summer hemisphere in June the deviation
seems to begin atmuch higher latitudes abruptly except at 18UT (see Fig-
ure 5.5c). In January themean behaviour of the 휌-푇 synchrony patterns at
12 UT indicates that themass density trend is leading that of temperature
at the high southern latitudes, whereas an obverse trend is true at, for ex-
ample, 0 and 6 UT. In contrast, the mean behaviour at the high northern
latitudes in June corresponding to T1 at all UTs indicates that tempera-
ture is leading at varying degrees of magnitude. A slight lead in the mass
density trend can also be seen at the high southern latitudes in June (e.g.
Figure 5.5c [12 UT]).
The overall synchrony patterns in the two equinox-months (see Fig-
ures 5.5b and 5.5d) seem to be somewhat similar to each otherwith Septem-
ber showing relatively larger deviations in the high latitudes. Further, in
both equinox months, mass density seems to be leading only at 12 UT in
the Southern Hemisphere whereas temperature seems to be leadingmost
of the time in the high latitudes.
Considering the two runs T1 and T2, it can be seen that GSWM-tides
are responsible for the slight phase lags seen near the low/middle lati-
tudes especially during equinox-months (e.g. Figures 5.5b [12 UT] and
5.5d [12 UT]). The impact of GSWM-tides on the 휌-푇 synchrony patterns
at low/middle latitudes during January and June as well as high latitudes
through all seasons seem to be insignicant except at 18-UT January.
The relationship between the 휌-푇 synchrony patterns and, the hori-
zontal and vertical winds is explored through Figures 5.6–5.8. As in Fig-
ure 5.3, the days corresponding to storm days have been removed from
the comparison in Figures 5.6–5.8. The mass density at 400-km (temper-
ature at 300-km) altitude shown in panel a (panel b) in Figures 5.6–5.8
are zonally (along the latitude) normalised and are referred to as 휌̃ and T̃,
respectively. Figure 5.6c (5.6d) shows the HW (WN) dierence between
400 and 300 km altitudes. The positive values in panel c indicate that
the corresponding HW at 400-km is faster than at 300-km altitude. The
positive values in panel d represent the winds propagating upward in the
zenith direction. Figures 5.6e and 5.6f show the mean ow direction (see
Section 5.2) of the HW at 400- and 300-km altitudes, respectively. The
quantities considered in Figure 5.6 correspond to the 6 UT mean for Jan-
uary 2014. Figure 5.7 is similar to Figure 5.6 but for June 2014. While
Figures 5.6 and 5.7 are based on the T1 run, Figure 5.8 is similar to Fig-
ure 5.7 except for T2 run. The −0.9 and 0 contours of corresponding T̃ is
overlaid on panels a, c and d in Figures 5.6–5.8.
It can be established from panels e and f in Figures 5.6 and 5.7 that
no discernible dierence in the average HW directions exists between
the two altitude layers during the compared periods. On the other hand,
panel c in both gures reveal a signicant dierence in themagnitudes of
the HW between the two altitudes from about −20 to 40 m⋅s−1. The dif-
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Figure 5.5: The phase lag of mass density at 400-km altitude computed as the deviation from the ducial east-to-west trend in temperature
at 300-km altitude. (a–d) Geographic latitudinal proles of the phase lag for the specied months in 2014. T1 (T2) is with (without) GSWM-
tides specied at TIE-GCM’s lower boundary. A positive lag indicates that the respective trend in temperature leads density. The precision
of the phase lag is within ±2.5° longitudinally. The maximum value where the phase lag extend beyond the chart is indicated separately.
Figure 5.5:
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ference in both direction and magnitude of the vertical winds between
the two altitudes from about 2 m⋅s−1 downward to 1.5 m⋅s−1 upward
shown in panel d in Figures 5.6 and 5.7 is considerable given that the TIE-
GCM vertical wind velocities at these altitudes were typically between±8 m⋅s−1.
The 0-contour lines in panels c and d in Figures 5.6–5.8 illustrate the
resemblance between the wind-dierence patterns and the T̃ mean re-
gions. For example, in Figure 5.6c, the HW speeds at 400-km altitude are
in general faster along the 0-contour line. Interestingly, in Figure 5.6d,
the downward vertical winds are slightly stronger especially near the 0°
longitude in the low/middle latitudes along the temperature-minima re-
gion. The latitudinal zones where the 휌-푇 synchrony breaks (as shown
in Figures 5.5a and 5.5c) are also apparent when peak-to-trough regions
in mass density are compared with that of temperature in Figures 5.6 and
5.7. A striking similarity between 휌-푇 synchrony and the wind-dierence
patterns is also apparent in June in Figure 5.7. For example, the HW at
400 km altitude is slower than that of at 300 km near the equator around
the temperature minima and maxima regions. The wind dierence is
in general positively larger in the high latitudes around the temperature
minima andmaxima regions and in the winter hemisphere evenmore so.
Similarly, the vertical wind dierence (Figure 5.7d) shows a slightly
stronger downward trend near the equator around the temperature min-
ima region, which also correspondswith themass densityminima region.
Figure 5.7d also reveals a slight enhancement in the upward WN at 400-
km altitude in the high latitudes near the temperature minima region.
The similarity between wind-dierence patterns and the temperature is
further illustrated for the equinox-months March and September in Fig-
ures 5.9 and 5.10, respectively.
The dierences between the secondary minima in the equatorial re-
gion around the longitude 90°W in Figures 5.7a and 5.8a indicate that
GSWM-tides contribute to theMDM. Figures 5.7e, 5.7f, and 5.8e, 5.8f also
show that the tides imposed at approximately 96-km altitude are capable
of altering the mean HWow patterns even in the upper thermosphere7. 7 e. g. the shift in convergent and divergent
pointsFigures 5.7 and 5.8 are used to further the discussion on the impact of
GSWM-tides on the 휌-푇 synchrony and the wind-dierence patterns.
In Figure 5.11, the impact of relatively high geomagnetic and high
solar activity periods on the 휌-푇 synchrony during dierent seasons is
examined. As in Figure 5.5, the similarly computed phase lag of mass
density with respect to temperature is shown in Figure 5.11 for specic
space weather conditions alongside the controlled runs: No Dyn and No
Dyn+Aur. The GSWM-tides are considered for all model runs shown in
Figure 5.11. The method applied in selecting geomagnetically-active and
solar-active periods is described in Section 5.2. The highest 푎푝 values for
January, March, June and September were 32, 27, 94, and 94 nT, respec-
tively. The variation of the 푎푝 level during the respective active periods is
shown on the right for each row in Figure 5.11 for a 24-hr period starting
from 21 UT the day prior. Similar to Figure 5.5, the phase lag is shown
for 0, 6, 12, and 18 UT for the specied months in 2014.
In Figure 5.11a, the phase lag on 2 January is much more pronounced
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January
Figure 5.6: (a, b) T1 outputs of the normalisedmass density 휌̃ and temperature T̃ at heights of 400 and 300 km, respectively. (c) The dierence
between the horizontal wind speeds at 400- (HW400) and 300-km (HW300) altitudes. Positive values indicate that the corresponding HW400
is faster. (d) Similar to (c) except for the respective vertical wind vectors (WN). Positive values indicate that the resulting vertical wind is
propagating in the zenith direction. The −0.9 and 0 contours of T̃ are overlaid on (a), (c), and (d). (e, f) HW streams at heights of 400 and
300 km, respectively. No discernible change in the HW ow patterns between the two layers (e and f) but the magnitude of the dierence is
signicant (c). All the latitude-longitude variations correspond to the 6 UT mean of the respective quantities for January 2014.
Figure 5.6:
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June
Figure 5.7: Same as Figure 5.6 except for June 2014.
Figure 5.7:
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June—No Tides
Figure 5.8: Same as Figure 5.7 except for T2 outputs.
Figure 5.8:
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March
Figure 5.9: Same as Figure 5.6 except for March 2014.
Figure 5.9:
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September
Figure 5.10: Same as Figure 5.6 except for September 2014.
Figure 5.10:
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than the phase lag on 4 January with an 퐹10.7 of 253 sfu, which is the
highest among the four months. The uctuations in 푎푝 on 2 January
(purple) are larger compared to that of on 4 January (green) and these
uctuations seem to correlate with the phase lags with a time delay. For
example, the increase of 푎푝 to 32 nT before 6 UT on 2 January seems
to be reected on the phase lag variations in the high latitudes at 6 UT,
and similarly, the drop in 푎푝 to 8 nT before 12 UT can be associated with
the phase lags at 12 UT. The evidence for the relationship of 푎푝 activity
with the phase lag variations is also clear in Figure 5.11d. Interestingly, in
Figure 5.11d, the phase lag corresponding to 6 and 12 UT in the Southern
Hemisphere on 27 September shows slightly larger phase lags than on 12
September where the 퐹10.7 was relatively lower. However, an increase in푎푝 approximately from 15 to 32 nT can also be observed on 27 September
since about midnight (see Figure 5.11d). Although this increase in 푎푝 on
27 September is short-lived and may not reect storm-time conditions,
the phase lag patterns seem to correlate with the uctuations in 푎푝 with
a time delay (the 푎푝 increase before 6 UT and the phase lags over 30° at
6 UT; 푎푝 drops from 25 to 10 nT before 12 UT and large phase lags at
12 UT; 푎푝 is stable and quiet before 18 UT and phase lag is signicantly
reduced). Figure 5.11 highlights that the geomagnetic activity has a more
signicant impact on 휌-푇 synchrony in the high latitudes between 400-
and 300-km altitudes more than solar activity.
The comparison with the controlled runs No Dyn and No Dyn+Aur
in Figure 5.11 investigates the driving mechanisms of the 휌-푇 synchrony
in the high latitudes. The controlled runs represent monthly mean cli-
matological conditions and are driven by constant solar and geomagnetic
forcing with 100 sfu for 퐹10.7 and 2 for 퐾푝. It can be seen that the con-
trolled runs have largely eliminated the phase lags with the No Dyn+Aur
run showing almost no sign of deviation at 0 and 6 UT. These controlled
runs are used to extend the discussion on the contribution of ion drag and
electron precipitation to the 휌-푇 synchrony.
In the altitude-longitude proles shown in Figures 5.12 and 5.13, a unit
variance scaling is applied to density, temperature, HW and WN along
each altitude layer and are referred to as 휌̃, T̃, ̃HW and W̃N, respectively.
The proles are presented for 6 UT-mean in January and June each for 0°
and 70°N latitudes, respectively. The days corresponding to storm days
have been removed from the comparison in both Figures 5.12 and 5.13.
Selected contours of T̃ are overlaid on panels a, c and d in both gures.
The −0.9-contour of 휌̃ is overlaid on panels d and h in both gures to
illustrate the correspondence of 휌̃-minimum region with vertical winds.
A more longitudinally uniform variation can be seen at the equator
(see Figures 5.12a, 5.12b, 5.12e, and 5.12f) above 200 km for T̃ and 300 km
for 휌̃. It can also be seen that 휌̃ mean near longitude 0° (white areas in
Figures 5.12a and 5.12e) move slightly eastward with increasing altitude
starting from around 200 km to align with T̃-mean. In other words, near
the equator, approximately from 300 km onward the east-to-west trend in
mass density is nearly synchronous with that of temperature. The mass
density and temperature approximately between 100 and 250 km show
much more variation than at higher altitudes and even seem to be out of
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Figure 5.11: The phase lag as introduced in Figure 5.5 except for specic space weather conditions considering the GSWM-tides specied
at TIE-GCM’s lower boundary. (a–d) The purple and green lines represent the phase lag during the specied high-푎푝 and high-퐹10.7 days,
respectively. The orange and blue lines represent the controlled runs No Dyn and No Dyn+Aur, respectively. The controlled runs are based
upon monthly mean conditions, and constant 퐹10.7 and 퐾푝 at 100 sfu and 2, respectively. The variation of the 푎푝 level for the specied days
are shown on the right for a 24-hr period starting from 21 UT the day prior. The corresponding 퐹10.7 values of the selected days are indicated
separately. The maximum value of the few instances where the phase lag extends beyond the chart is indicated separately.
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phase below 200 km. In other words, the mass density depletions cor-
responding to the temperature enhancements in this altitude range. At
these low altitudes, temperature enhancements at a given longitude seem
to correlate with mass density enhancements directly above. The verti-
cal structure of both ̃HW and W̃N in Figure 5.12 also reveal interesting
similarities with the synchrony patterns (e.g. the correspondence at T̃-
minimum region).
Similarly, in the Northern-winter Hemisphere (see Figures 5.13a and
5.13b), approximately above 350 km, both mass density and temperature
seem to exhibit longitudinally uniform variation. In Figure 5.13a, the
movement of mean 휌̃ to the east with altitude near longitude 0° starting
from around 250 km seems to be with a less sharp gradient than at the
equator. The longitudinal spread of 휌̃ below the zonal mean at altitudes
between 250 and 300 km is less than that of T̃. The minima (dark red)
and maxima (dark blue) regions of both mass density and temperature
above 300 km seem to align fairly closely preserving the phase structure.
The 휌-푇 synchrony features are much more obscure in Figures 5.13e and
5.13f for the Northern-summer Hemisphere.
Unlike near the equator, as shown in Figure 5.13c, the peak values for̃HW at 70°N in January seem to occur around the T̃-minimum region.
Figure 5.13g shows the better correspondence of ̃HW-maximum with T̃-
minimum in comparison to that of January and the ̃HW peaks in June
also seem to be much more vertically uniform starting from a lower alti-
tude than in January. The W̃N-maximum in Figure 5.13d seem to agree
well along the−0.9 contours of T̃ and 휌̃ above 300 km. On the other hand,
in Figure 5.13h, the W̃N-maximum (-minimum) aligns well with the 휌̃-
minimum (T̃-minimum) above 250 km.
5.4 Discussion
Akmaev et al. (2010) described the 휌-푇 synchrony as the approximate in-
phase signature between the east-to-west trend in mass density at a given
altitude and that of temperature at a substantially lower altitude in the
thermosphere. The phenomenon of synchrony betweenmass density and
temperature underneath was illustrated in Figure 5.3 using the physics-
based TIE-GCM and empirical NRLMSISE-00models. A few fundamen-
tal characteristics of the 휌-푇 synchrony can be extracted from Figure 5.3.
The∆ 휌∕휌 troughs at the equator corresponding to bothmodels are nearly
twice as large as the peaks. The TIE-GCMdiurnal temperature variations
at the equator, on the other hand, are distributed in somewhat equal pro-
portions between minima and maxima while the NRLMSISE-00 shows
more massive ∆푇/푇 troughs than the peaks. Among the two models,
NRLMSISE-00 shows the highest amplitude in the diurnal variation in
bothmass density and temperature during all four seasons. Asmentioned
previously, the NRLMSISE-00 outputs for high latitudes demonstrate bet-
ter 휌-푇 synchrony than the TIE-GCM. This is expected as NRLMSISE-00
uses spherical harmonics to map the density, which is determined by the
model’s asymptotic exospheric temperature prole, to given geographic
coordinates. Further, the contribution of nonmigrating tides is not in-
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Figure 5.12: The relationship between patterns of density-temperature synchrony and winds as a function of altitude and longitude at 0°
latitude. T1 outputs of (a, e) the normalised mass density 휌̃, (b, f) temperature T̃, (c, g) horizontal wind ̃HW and (d, h) the vertical wind W̃N.
The proles correspond to the 6 UT mean for (a–d) January and (e–h) June 2014. The vertical resolution of the proles is 10 km. Where
applicable, selected boundaries of T̃ and 휌̃ of the corresponding month are shown in magenta dashed, and black dotted lines, respectively.
Figure 5.12:
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Figure 5.13: Same as Figure 5.12 except for 70°N latitude. Where applicable, selected boundaries of T̃ and 휌̃ of the corresponding month are
shown in magenta dashed and orange dotted lines, respectively.
Figure 5.13:
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cluded in the NRLMSISE-00 outputs. Thus, the NRLMSISE-00 is not well
placed for a detailed analysis of the 휌-푇 synchrony.
In addition, the density-temperature variations when represented in
the geomagnetic reference frame (see Figure 5.4) revealed that the tem-
perature and mass density at these altitudes are more synchronous near
the magnetic equator compared to high latitudes. The representation in
the geomagnetic reference frame further supports the conclusion that the휌-푇 synchrony is not an artefact of the model’s geographic grid struc-
ture. Although some dierences in the proportions and magnitudes of
the variations exist, the general trends and features near the equator in
Figures 5.3a and 5.3b largely agree with Akmaev et al.’s (2010) results for
December and March.
The temperature variation at 70°N during the Northern Hemisphere
summer (see Figure 5.3c) is relatively minimal. Although the twomodels
seem to agree onwhere the troughs occur, TIE-GCM shows a slight rise in
average temperature near 30°W. Interestingly, TIE-GCM estimated tem-
perature compares outstandingly well with data at high latitudes in June
(see Figure 5.1c). The data-model comparison presented in Section 5.2
with temperature data from six stations in the high and low latitudes at
various altitudes ranging from 250 to 375 km, shows that TIE-GCM is
capable at reproducing the diurnal, zonal and seasonal temperature vari-
ations observed during the analysis period.
The secondary peak in mass density and temperature in Figure 5.3
(e.g. blue lines between 120°W and 60°W) is known as the MDM and
MTM, respectively. As hypothesised by the dynamical theory (see Mayr
et al., 1973; Volland, 1988) and illustrated in Akmaev (2011), Figure 5.3
also shows that MTM and MDM near the equator occur approximately
at the same longitude. The HW direction comparison presented in pan-
els e and f in both Figures 5.6 and 5.7 revealed no discernible dierence
in the mean direction of TIE-GCM outputs of horizontal winds between
the two altitude layers. Near the equator, the wind speeds are relatively
small, and the zonal (east-west) component of HW is stronger. At the
high latitudes, the winds are faster with a stronger meridional (north-
south) component. An equatorward change in HW direction can be seen
slightly to the west of longitude 0° (e.g. Figure 5.6e) and then converging
around middle-to-low latitudes at approximately 60°W. This region be-
tween 60°W and 90°Wwhere meridional winds seem to be stronger also
roughly coincides with the MTM and MDM locations. The MDM and
MTM seem to occur between 22:00 and 02:00 local time (local midnight
is at 90°W) in agreement with the occurrence times reported in Arduini
et al. (1997) andMayr et al. (1979). Figure 5.3 indicates that theMTM and
MDM vary signicantly with the season as also previously reported by,
for example,Arduini et al. (1997) andHickey et al. (2014). For instance, in
March the averageMDM is weak, and theMTM is barely noticeable com-
pared to other months in the TIE-GCM runs. The MTMs corresponding
to the NRLMSISE-00 runs are more dened than the MTMs in the TIE-
GCM runs but shows less seasonal variability.
The MTM/MDM peaks visible at 70°N in January (see Figure 5.3) are
also in agreement with, for example, Oliver et al. (2012) and Ruan et al.
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(2014)who showed the propagation ofMTM/MDMs tomiddle/high-latitudes
(up to around 60°N/S) during winter. The TIE-GCM results for March
and June show that theMDMs occur around the same local time. Arduini
et al. (1997) also highlight the similarity between equinox and solstice
MDMs during high solar activity. Besides, these TIE-GCM results show
that MDMs occur slightly earlier in January than in the solstice month of
June.
Before proceeding further, it is necessary to examine the impact of
lower atmospheric forcing on 휌-푇 synchrony as the previous 휌-푇 syn-
chrony results of Akmaev et al. (2010) are entirely based on forcing from
belowwith constant solar and geomagnetic energy inputs. The Figure 5.5
presents results for two cases: with and without the GSWM-tides driving
the lower atmospheric forcing in TIE-GCM. Themain result of Figure 5.5
is the clear in-phase signature at the low/middle-latitudes compared to
the high latitudes apart from some minor deviations (e.g. Figures 5.5c
[6 UT], 5.5b [12 UT], and 5.5d [12 UT]). Further, the mass density trend
seems to be leading at the high southern latitudes at 12 UT during all
seasons regardless of the presence of tidal forcing from below with June
showing the lowest phase lag. The phase lag study presented here pro-
vides insights into the structure of the latitudinal variation of the 휌-푇 syn-
chrony. As the proximity between two consecutive longitudes decreases
with increasing latitude, the phase lag is moremagnied at high latitudes
than near the equator and thus becomes less meaningful at very high lat-
itudes. Therefore, the results do not include the latitudes from the poles
to 70°.
The impact of GSWM-tides on the 휌-푇 synchrony patterns is more pro-
nounced at the low/middle-latitudes during the equinoxmonths (see Fig-
ures 5.5b and 5.5d). The dynamical theory (e.g. Volland, 1988; Akmaev
et al., 2010) explains that in the absence of the contribution to temper-
ature perturbations from vertical tides, the HW follows the temperature
gradient—thermally driven winds. For example, the divergent and con-
vergent foci of the HW in Figures 5.7e and 5.7f are more disturbed or tur-
bulent than that of in Figures 5.8e and 5.8f, which are not inuenced by
the GSWM tides. The contribution from tides to the vertical wind shear
near the equator is more substantial during the equinox months due to
the background zonal winds being more dominant in the equatorial re-
gion compared to other seasons.
Figures 5.9 and 5.10 provide examples of HW streams at higher alti-
tudes (300 and 400 km) during the equinox months. The slower HW
in the equatorial region also helps the propagation of vertical tides to
higher altitudes before dissipation. The slight negative phase lags seen
near low/middle-latitudes in the T1 run in Figures 5.5b and 5.5d could be
due to the temperature waves enhanced by vertically propagating tides.
In corroboration, Salah and Wand (1974) using ground measurements
of temperature showed that in the lower thermosphere the tidal-induced
temperature uctuations are larger during equinoxes and summer. Sim-
ilarly, Friedman et al. (2009) in a study of the longitudinal thermal phase
structure using the GSWM and, both ground and space measurements of
temperature showed that the eect of the (2, 4) Hough mode (see Forbes,
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1995) amplitude is most dominant during the equinox months.
Another signicant result from Figures 5.7 and 5.8 is that even under
solar maximum conditions tides have a signicant impact on upper ther-
mosphereHWmagnitudes and circulation patterns aswell as density. For
example, the second mass density trough near 90°W around the equator
in Figure 5.7 is vanished in Figure 5.8 thus suppressing the MDM signa-
ture. Ruan et al. (2015) showed a similar impact of tides on MDM and
MTM but for March. The two gures also demonstrate that the impact of
GSWM-tides on WN is relatively subtle and minor.
The primary trough regions of 휌̃ seem to be in good agreement withT̃ in Figure 5.6 except in the high southern latitudes. The 휌̃-minimum
in Figure 5.6a seems to move slightly westward away from the equator
and then back eastward in the high southern latitudes. A similar move-
ment is seen in the T̃-minimum in Figure 5.6b but not as further into the
east as with density. As Figure 5.3a (TIE-GCM) indicates, these minima
are also larger near the equator compared to the high latitudes. Such an
agreement between 휌̃ and T̃ trough regions is also visible in June (see
Figure 5.7) but somewhat less distinct than January due to the presence
of other trends (e.g. the second 휌̃ trough near the equator). The second휌̃ trough in Figure 5.7 is relatively deeper and more signicant than the
rst trough (see Figure 5.3c). In June, unlike in January, the primary 휌̃-
and T̃-minimum seem to move westward from around 45°S to north. A
second T̃ peak is also visible in Figure 5.7 in the high northern latitudes
around 0° longitude.
Interestingly, a correlation between that second peak in temperature
and the enhanced upward WN in the same region can be drawn (see Fig-
ures 5.7b and 5.7d). Panels a and d in both Figures 5.6 and 5.7 show that
WN is, in general, upwardwhere the 휌̃ at 400-km altitude is higher, which
signies the relationship between vertical winds and the 휌-푇 synchrony
asWN is amode of transport of neutrals between the dierent altitude lay-
ers. A day/night asymmetry is also evident in theWN-dierence patterns
where the WN is in general upward (downward) on the dayside (night-
side). The divergence/convergence resulting from the HWeld partly set
these WN patterns in motion as the HWmust satisfy the conservation of
mass for neutral species and ions at the same time through the equation
of continuity (Bauer and Lammer, 2004).
In Figure 5.6c, between 70°N and 70°S along the 0-contour of T̃, the
HW at 400-km altitude is faster (dark blue regions) compared to HW at
300-km altitude. Figure 5.7c shows a similar resemblance between faster
HW and the T̃mean region except for the faster winds near 0° longitude
in the Northern Hemisphere seem to followmore along the−0.9-contour
of T̃. Following the thermal wind equation (see Volland, 1988), it is ap-
parent that HW and T̃ at 300 km in Figures 5.6–5.8 are out of phase, more
so in the low latitudes. TheHW-dierence patterns in panel c in both Fig-
ures 5.6 and 5.7 are also out of phase with both 휌̃ and T̃ near the equator.
The 휌̃ patterns in Figure 5.6a are not in full agreement with the 0-contour
of T̃ in the high southern latitudes. Interestingly, a correlation between
strong upward WN and depletion in mass density can be drawn in the
southern polar latitudes between 0°–90°E longitudes (see Figures 5.6a
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and 5.6d). In summary, HW and WN play an essential role in aect-
ing trends in mass density and temperature where, for example, particles
transported byWNmay signicantly alter the ion/neutral production and
loss rates, and horizontal advection can transport these changed states (e.
g. in composition) over long distances.
The investigation presented in Figure 5.11 was carried out to equitably
capture the impact of space weather drivers on 휌-푇 synchrony. The lit-
erature lacks a quantitative demonstration of the relationship between
the 휌-푇 synchrony, and solar and geomagnetic activities (Kodikara et al.,
2018b). The results from Figure 5.11 showed that geomagnetic activity
dramatically inuences the 휌-푇 synchrony in the high latitudes between
400- and 300-km altitudes more than the solar activity (e.g. the compari-
son between 2 and 4 January in Figure 5.11a and, 12 and 27 September in
Figure 5.11d). Figure 5.11c shows further evidence of the impact of the
geomagnetic activity on 휌-푇 synchrony. The phase lag on 12 June – with
an 퐹10.7 similar to 27 September but with shallower 푎푝 levels – does not
display large deviations indicating that the variation in geomagnetic ac-
tivity is inuencing the 휌-푇 synchrony patterns more than themagnitude
of the solar ux (see 12 and 18 UT in Figures 5.11c and 5.11d). The erratic
phase lag patterns in Figures 5.11c and 5.11d are likely a manifestation of
the east-to-west temperature/mass density trend being greatly disturbed
during times of high 푎푝 and thus eliminating any apparent signatures
of the 휌-푇 synchrony between the two altitude layers. Figure 5.11b (11
March) provides another example of the correspondence between low ge-
omagnetic activity and small deviations in the phase lag. Figure 5.11b (11
March) demonstrates that the 휌-푇 synchrony between the two altitudes
can be in-phase even through to high latitudes during periods of signi-
cantly quiet geomagnetic activity. The inuence of geomagnetic activity
on 휌-푇 synchrony may be due to the geomagnetic activity-induced Joule
heating and associated temperature enhancements. Even small-scale cur-
rent structures can cause substantial localised temperature increases due
to the concentrated perturbation Poynting ux (Richmond, 2010).
To gain deeper insights, consider the controlled runs No Dyn and No
Dyn+Aur, which are based upon climatologically representative lower
atmospheric conditions, and constant solar and geomagnetic forcing in
Figure 5.11. The No Dyn results show that the ion drag velocities are
mostly responsible for altering the 휌-푇 synchrony in the high latitudes.
In the auroral regions, precipitating electrons are capable of enhancing
the ionisation and electron temperature and thus leads to enhancements
in Joule heating (e.g. Zhang et al., 2012; Liu et al., 1995). Zhang et al.
(2012) showed that the upows associated with precipitating soft (less
than 1 keV) auroral electrons lead to enhancements in mass density in
the thermosphere. The phase lag is further reduced in the results for
No Dyn+Aur, which ignores (in addition to ion drag) the contribution
from electron precipitation, cusp precipitation, polar rain (drizzle), and
ion precipitation to the total ionisation and heating rates. For example,
compare the No Dyn and No Dyn+Aur in the high southern latitudes in
June and September.
In TIE-GCM, inputs required to describe the high latitude dynamics
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such as thehigh latitude ion convection, hemisphere power, and the cross-
polar-cap potential can be specied via multiple sources. In this study,
the empirically derived Heelis et al. (1982) ionosphere convection model
is used. Kodikara et al. (2018a) discussed that compared to accelerometer-
derived densities, the performance of bothWeimer (2005) andHeelis et al.
(1982) ionosphere convection models are comparable under 2014/2015
geophysical conditions. Both Kodikara et al. (2018a) andWu et al. (2015)
provided examples of theWeimer (2005)model outperformingHeelis et al.
(1982) model during storm-times. While the type of ionosphere convec-
tion model is not expected to inuence the seasonal, monthly mean re-
sults much, it may have an impact on the storm-time results. In this re-
gard, a comparison with direct observations of ion velocities may provide
an avenue to improve model sensitivity to 휌-푇 synchrony in the high lat-
itudes.
Some physical insights into the vertical structure of the 휌-푇 synchrony
are provided below. The altitude-longitude proles shown in Figures 5.12
and 5.13 visualise the vertical structure of the 휌-푇 synchrony, and the rela-
tionshipwith thewind patterns at 0° and 70°N latitudes, respectively. TheT̃ contours overlaid on Figures 5.12a and 5.12e show that at the equator
the 휌-푇 synchrony in the upper atmosphere begins around 300-km alti-
tude. Figures 5.12a, 5.12b, 5.12e, and 5.12f show that temperature trends
are vertically uniform approximately above 200 km and that mass den-
sity and temperature are roughly antiphase below 200 km. The T̃ con-
tours overlaid onFigure 5.13a aid to discern that the휌-푇 synchrony begins
around 350-km altitude at 70°N and that the mass density trough region
approximately from250- to 300-kmaltitude is considerably shorter in lon-
gitudinal spread than that of temperature. The 휌-푇 synchrony patterns in
theNorthern-summerHemisphere high latitudes aremuchmore obscure
than in the Northern-winter Hemisphere. For example, in Figure 5.13e,휌̃ has only one trough above 200 km, whereas T̃ in Figure 5.13f shows two
peaks and troughs, albeit signicantly dierent amplitudes. For brevity,
the vertical proles corresponding to equinox-months have been omitted
here. The magnitudes and trends in these vertical structures will likely
be dierent in the equinox months due to the semiannual oscillations in
mass density and temperature (e.g. Emmert and Picone, 2010).
As pointed out earlier, the vertical structure of ̃HW and W̃N in both
Figures 5.12 and 5.13 reveal interesting similarities with the synchrony
patterns (e.g. the correspondence at T̃-minimum region). In Figure 5.12,
the ̃HW (panels c and g) is signicantly lower around 0° longitude along
the corresponding T̃-minimum region above 200 km. In contrast, Fig-
ure 5.13 shows that ̃HW reaches higher wind speeds near the correspond-
ing T̃-minimum region above 200 km in both summer and winter in the
highnorthern latitudes. Figures 5.12d and 5.12h reveal an excellent agree-
ment between W̃N-minimumand T̃-minimumaround 0° longitude above
200 km. In the Northern-winter Hemisphere (Figure 5.13d), W̃N is larger
in the T̃-minimum region indicated by the−0.9-contour. However, in the
Northern-summer Hemisphere (Figure 5.13h), W̃N has the lowest values
in the T̃-minimum region above approximately 200 km. Further, W̃N is
consistently below the mean around 휌̃-minimum regions as illustrated
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by the black-dotted contours in Figures 5.12d and 5.12h. At 70°N, on the
other hand, an obverse trend is seen where W̃N is higher along the 휌̃-
minimum regions above 200 km (see Figures 5.13d and 5.13h).
The hydrostatic modelling of especially theWN has some inconsisten-
cies with observations (e.g. Deng et al., 2008). For example, in TIE-GCM,
which is a hydrostatic model, the vertical wind eld is calculated from
the divergence of the horizontal wind eld, and usually results in small
magnitudes less than 30 m⋅s−1 compared to observations ranging from
many tens of meters per second downward up to 150 m⋅s−1 upward (see
Anderson et al., 2012; Deng et al., 2008). Deng et al. (2008) attribute this
discrepancy in hydrostatic models to an imbalance between gravity and
the gradient in pressure. There are also issues involving vertical wind
measurements (see Anderson et al., 2012), which limits our understand-
ing of the physical mechanisms of the global vertical winds. The correla-
tions between winds and 휌-푇 synchrony in the thermosphere drawn here
should be investigated further as thewinds certainly play an essential role
in the density/temperature trends.
5.5 Summary
This chapter presented results from a detailed investigation of the mech-
anism for 휌-푇 synchrony in the thermosphere. Multiple numerical ex-
periments with TIE-GCM were performed to isolate the dependency of
the 휌-푇 synchrony features on the season, altitude, space weather, high-
latitude electrodynamics, and lower atmospheric tidal spectrum modu-
lated via the GSWM. The present work focuses on dierent seasons in
2014.
The 휌-푇 synchrony results presented here agree well with the climatol-
ogy patterns shown in Figures 1 and 2 ofAkmaev et al. (2010). The results
extend the understanding of these patterns for dierent seasons and solar
and geomagnetic activities and also claries the thermosphere behaviour
considering mean conditions. The 휌-푇 synchrony has a signicant lati-
tudinal and seasonal variation between the altitudes of 300 and 400 km,
and the impact from lower atmospheric tides are onlymarginal andmore
noticeable during the equinoxmonths. The phase lags betweenmass den-
sity and temperature are largest in the high latitudes of the summer hemi-
sphere. The results also demonstrate that the previously reported (see
Akmaev et al., 2010) 휌-푇 synchrony begins around 300-km altitude near
the equator, and at about 350-km altitude in the Northern-winter Hemi-
sphere under solar maximum conditions. Therefore, the 휌-푇 synchrony
is less latitudinally dependent, for example, above 350 km in January.
The eects from the GSWM tidal spectrum entering the thermosphere
near 97 kmaremagniedduring equinoxmonths as the background zonal
mean conditions are considerably quieter than other periods. The results
also conrmed the signicant impact of lower atmospheric tides onMTM
and MDM. These numerical experiments demonstrated that addition of
tides at the lower boundary of the TIE-GCM deposits momentum and
heat into the zonal mean ow leading to signicant circulation pattern
changes and aecting the mass density and temperature trends even dur-
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ing solar maximum at altitudes as high as 400 km.
A quantitative demonstration of the relationship between the 휌-푇 syn-
chrony, and solar and geomagnetic activities across multiple seasons has
not been treated in the literature before Kodikara et al. (2018b). The nu-
merical experiments with separately forcing the TIE-GCM to ignore ion
drift velocities, electric potential and auroral precipitation revealed that
those sources are mainly responsible for aecting the 휌-푇 synchrony pat-
terns in the high latitudes during all seasons considered in the study. The
results also showed that the phase lag between mass density at 400-km
and temperature at 300-km is signicantly aected by geomagnetic ac-
tivity more than the solar activity. The hypothesis is that the underlying
mechanism is related to temperature enhancements via Joule heating and
associated nonlinear interactions.
Following the conclusions in Kodikara et al. (2018a), one could expect
that the seasonal monthly mean results presented above do not change
much based on theWeimer (2005) or Heelis et al. (1982) ionosphere con-
vection models. Nevertheless, an extended comparison with dierent
high latitude forcing methods during storm and quiet times may help
to quantify the sensitivity of 휌-푇 synchrony in the high latitudes even
further. Particularly an analysis involving direct observations of ion ve-
locities and a comparison with data-driven electrodynamics models (e.
g. assimilative mapping of ionospheric electrodynamics; Richmond and
Kamide (1988)) may provide further insights.
The results provided some physical insights into how the horizontal
and vertical wind contribute to the 휌-푇 synchrony. The correspondence
of the 휌-푇 synchrony with winds was analysed vertically and seasonally
for both high and low latitudes. Three-dimensional wind, composition
and temperature measurements will allow a more critical evaluation of
the density/temperature phase structures in the upper atmosphere.
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Data-Guided Forecasting of the Upper Atmosphere
H indsight to foresight is the theme of this chapter. As de-scribed in Chapter 1, the economy of the space industryand the safety of space assets depend, it could be argued,on our ability tomodel and predict space weather and the
variability of the space environment. The LEO region from about 160 to
2,000 km is where more than half of operational satellites are currently
placed and also the most populated with debris (see Chapter 1). Chap-
ter 3 introduced data assimilation as a technique used for forecasting the
state of the thermosphere based on prior knowledge (both theoretical and
observational) of its state.
The main goal of this chapter is to investigate the impact to the fore-
casted thermosphere state throughEAKF-based assimilation1 of observed 1 See Chapter 3.4 for details on the Ensem-
ble adjustment Kalman lter.electrondensity and empirically-derived temperature intoTIE-GCM.Elec-
tron density data are more globally abundant than other under-observed
thermospheric parameters such as winds andmass density (Matsuo et al.,
2013) and hence they oer the most promising means to test the eect of
assimilation on themodel forecasted state on a global scale. Investigating
the potential and limitations of assimilating temperature to assist thermo-
sphere forecasts is useful given that the thermosphere is primarily driven
by external heat and momentum sources (see Chapter 5.1). The work
in this chapter is presented as an extension to Lee et al. (2012); Matsuo
et al. (2013) andHsu et al. (2014). A study of the EAKF/TIE-GCM frame-
work for the thermosphere not only helps to gauge the accuracy of the
assimilation, to explain the inherent model bias, and to understand the
limitations of the framework, but also establishes EAKF as a viable tech-
nique in the presence of realistic data assimilation scenarios to forecast
the highly dynamical thermosphere.
The work in preparation for Kodikara and Zhang (2019) forms this
chapter. Structurally, the chapter consists of seven sections. Section 6.1
provides a brief overview of the study. Section 6.2 lays out the details
of the hindcasting experiments. Sections 6.3 and 6.4 describe the results
from the experiments corresponding to the assimilation of electron den-
sity proles. The results are validated using independent satellite data.
Section 6.5 describes the results corresponding to the assimilation of tem-
perature data. Finally, Sections 6.6 and 6.7 provide a discussion of the
main results and a summary of this chapter, respectively.
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6.1 Overview of Data-Guided Forecasting
More studies on data-guided forecasting of the thermosphere are con-
ducted during the past decade than any other time. Yet the major the-
matic issues with forecasting the thermosphere remain a scientic, com-
puting and resource challenge. These challenges include, for example,
scientic—the problem of physics of the thermosphere-ionosphere sys-
tem being not fully understood; computing—the problem of developing
computationally ecient, operationally viable, and high-accuracy out-
put feedback (nowcast/forecast) assimilation algorithms; and resource—
the problem of scarcity of impactful measurements of the system. Some
complications of building a model that includes all the relevant physics
are due to the highly dynamical nature of the thermosphere that is not
only driven by external forces but also controlled signicantly by internal
chemistry and dynamics (e.g. Bauer and Lammer, 2004).
Data-guided forecasting refers to the process of computing the best
possible estimate of the state of the system using data along with a nu-
merical prediction of the model state. Lee et al. (2012) and Matsuo et al.
(2013) demonstrated early success in aecting the model state in TIE-
GCM through an EnKF-based data assimilation technique. The EnKF,
compared to the traditional KF (see Chapter 3.3) allows one to bypass
the restrictions and limitations that are usually associated with a large
complex nonlinear model such as TIE-GCM. The EnKF also aords sig-
nicant computational eciency for large geophysical models by repre-
senting model error covariance through a sample covariance computed
from a series (ensemble) of model runs. This is due to the fact that the
size of the model error covariance matrix in EnKF depends on the size of
the ensemble and not the size of the model dimensions (e.g. grid space,
variables). Said dierently, the model error depends on the degree of en-
semble spread. A number of other variants of KF-based assimilation tech-
niques and other inductive/deductive techniques, such as three-/four-
dimensional variational analysis andOptimal Interpolation exist (seeDa-
ley, 1993; Kalnay, 2002) but these are not discussed here.
Recently, Mehta et al. (2018) proposed a reduced order model (ROM)
data assimilation framework for thermosphericmass density based on the
proper orthogonal decomposition dimensionality reduction techniqueus-
ing TIE-GCM as the base model. Sutton (2018) proposed several changes
to the EnKF/TIE-GCM assimilation framework by adopting variational
techniques where the external drivers, 퐹10.7 and 퐾푝, are estimated iter-
atively, and the model is iteratively run until data-model convergence is
achieved with these newly estimated driver parameters. While the re-
sults in these studies show promise, the results also convey that applying
these stochastic methods to the thermosphere is not necessarily simplis-
tic. A standard EnKF/TIE-GCM framework requires about 60 ensemble
members (e.g. Matsuo et al., 2013) to be processed in parallel (typically
processed in multi-node supercomputers). The variational methods have
a disadvantage with the nontrivial requirements of computing tangent
linear models and adjoint models for both the evolution (forward) and
observation operators, and ROMs usually require training with data that
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span over long periods (e.g. sunspot cycle).
Sparsity of data and data uncertainty are two caveats which concern
the interpretation of the assimilation results. Calibrating instrument er-
ror for real-time observations is not optimal in most cases and even non-
existent for some useful satellite observations such as temperature, elec-
tron density and accelerometer-derivedmass density. Therefore, account-
ing for observation uncertainty is a challenging task. This study employs
and justies articially inated data uncertainty.
6.2 Hindcasting Experiments Using the EAKF
This section introduces the models and dierent data products used in
the study, followed by the methods applied in the assimilation experi-
ments. The EAKF-based assimilation algorithm described in Anderson
(2001) and implemented in the DART-classic (see Chapter 3.5) is used to
assimilate the data into TIE-GCM. The specics of the conguration and
parameter settings in DART are described at the end of this section.
Data and Models
Instead of the default TIE-GCM version 1.95 available in DART, the latest
TIE-GCM version 2.02 with amodel-time-step of 30 s has been integrated 2 Released on 21 March 2016. See Chap-
ter 2.4.into DART to perform the experiments presented here. In this study, the
TIE-GCM outputs are recorded at a 5°×5° horizontal (latitude and longi-
tude) grid at 29 constant pressure surface layers that extend from approx-
imately 97 to 600 km in altitude (depending on solar activity). These iso-
baric pressure surface layers have a resolution of half a scale-height3. In 3 The scale-height in a hydrostatic atmo-
sphere is the altitudinal dierence as a re-
sult of change in air density and pressure
by a factor of 1/푒, where 푒 is the Euler’s
number (∼2.71828)—Chapter 2.4.
the model runs presented here, the EUVAC empirical solar proxy model
(see Richards et al., 1994; Solomon and Qian, 2005) is used to calculate
the input from solar irradiance specied via the average of daily 퐹10.7 and
its running 81-day centred mean 퐹10.7. The high latitude mean-energy,
energy ux and electric potential are specied by the Heelis et al. (1982)
ion convection model, and the Roble and Ridley (1987) auroral particle
precipitation scheme. The hemisphere power and cross-polar-cap poten-
tial drop required to determine this high latitude energy and momentum
input are estimated using the 퐾푝 index. In TIE-GCM, the in-built wind
dynamo determines the electric potential for low andmiddle latitudes via
the steady state electrodynamics (see Richmond et al., 1992; Richmond,
1995). The tidal forcing from the lower atmosphere is specied at the
lower boundary of TIE-GCM through numerically derived migrating di-
urnal and semidiurnal tides using theHagan et al. (2001) GSWM. In addi-
tion, day-of-year dependent perturbations to the advective and diusive
transport are introduced using the eddy diusion coecient as described
in Qian et al. (2009).
The electron density 푁푒 proles used in this study are from the COS-
MICmission4. The derivation of electron density from COSMIC RO data 4 The COSMIC-ionprf data are available
on the website: cosmic.ucar.edu.is detailed in Tsai et al. (2001). The errors in the retrieval method of
COSMIC-푁푒 is widely discussed (e.g. Liu et al., 2009; Yue et al., 2010) and
many studies report an RMSE between 10 and 20% compared to ground
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measurements of electron density (Pedatella et al., 2015; Yue et al., 2014).
In this study, an observation error of 15% is applied to each COSMIC-푁푒
prole to account for the errors due to instrumentation and the Abel re-
trieval method (see Chapter 3.5).
Figure 6.1: Space weather conditions for
(a) March 2008 (E1, E3) and (b) June 2014
(E2) demonstrated via 퐹10.7 solar ux, 푎푝,
and the 퐷푠푡 indices. The corresponding퐾푝 values are overlaid on 푎푝 and marked
in orange. Source: OMNI data available
on omniweb.gsfc.nasa.gov.
The data assimilation results are validated with independent obser-
vations from four dierent satellites: Swarm-A, Swarm-C, CHAMP, and
GRACE-A. These missions are described in Chapter 3.5. The electron
density from Swarm-A used here is the extended L1b product of the Lang-
muir probe data from the EFI (electric eld instrument). Lomidze et al.
(2018) report that plasma frequency measured by Swarm is about 10%
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less compared to ISR, ionosondes, and COSMIC data. The accelerometer-
derived mass density 휌 from Swarm-C used here is the postprocessed
Level2daily (SW_OPER_DNSCWND_2) product5. The휌 data fromCHAMP 5 Chapter 4 provides more details on mass
density from Swarm-C.andGRACE-A satellites that have been recalibrated byMehta et al. (2017)
using physics-based drag coecients are used here to validate the data as-
similation results. The orbital periods of CHAMP and GRACE-A for the
experiments considered here are 91 and 94 min, respectively.
This work also explores the impact of assimilating temperature 푇푛
along the CHAMP orbit (hereinafter CHAMP-푇푛) on the global thermo-
sphericmass density state. The empirically-derived푇푛 data used here are
fromMehta et al. (2017)’s above-mentioned recalibrated data set.
EAKF Experiments
Briey, the EAKF—similar to the EnKF, is a Monte-Carlo approximation
of the more traditional KF (Kalman, 1960; Anderson, 2001). It provides a
relatively easy mechanism to assimilate observations into TIE-GCM to
estimate the impact of the observations on the model state forward in
time (see Chapter 3.4). Similar to the EnKF, EAKF uses sample statis-
tics (means and covariances) from the prior ensemble of model states to
calculate the posterior probability distributions. The probability distribu-
tion prior to the assimilation of data is referred to as the prior. The poste-
rior is the probability distribution of the prior distribution updated with
observations. Unlike the EnKF, the EAKF does not add noise from a sam-
ple of perturbed observations but applies the linear operator described in
Anderson (2001) to update the prior ensemble of model states that yield
theoretically consistent means and covariances.
The following three experiments are presented here to analyse the abil-
ity of the EAKF technique to guide TIE-GCM:
E1 Assimilate COSMIC-푁푒 during solar minimum (2008 March 4–11);
E2 AssimilateCOSMIC-푁푒 during solarmaximum(2014 June 2–10); and
E3 Assimilate CHAMP-푇푛 during solar minimum (2008 March 4–11).
Assimilation of data during each period starts at 1 UT and ends at
0 UT on the respective days. The periods in 2008 and 2014 are selected to
test the eectiveness of the assimilation during solar minimum and solar
maximum, respectively. The other criterion applied in selecting these pe-
riods is that they be relatively quiet in geomagnetic activity with at least
one geomagnetic storm event.
Figure 6.1a (6.1b) presents the 퐹10.7 solar ux, 푎푝, 퐾푝, and 퐷푠푡 in-
dices6 to illustrate the space weather conditions during the period corre- 6 See Chapter 2.3 for a description of these
indices.sponding to E1 and E3 (E2). The geomagnetic activity indicated by 푎푝
and 퐷푠푡 during the rst few days of both assimilation periods is largely
quiet. Two relatively strong geomagnetic storms occur on 9 March 2008
and 8 June 2014. While both of these events that lie in the 푎푝 range 65–
90 nT share a daily average of approximately 6 in the퐾푝 index, the storm
on 9 March 2008 is stronger in terms of the 퐷푠푡 index, which indicates
that the two events are signicantly dierent from each other. The solar
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activity during June 2014 is higher than that of March 2008 and increases
from approximately 105 to 171 sfu. The geophysical indices 퐹10.7 solar
ux and 퐾푝 (hereinafter GPI) shown in Figure 6.1 are used to drive the
TIE-GCM to obtain the corresponding control state 풙푐 for E1, E2, and
E3. The two periods provide an opportunity to compare the model error
growth in the EAKF at vastly dierent solar activity levels but seemingly
similar geomagnetic conditions with dierent storm characteristics.
The EAKF state vector 풙 for these experiments is selected in such a
way to avoid or minimise spurious strong correlations between observa-
tions and model variables (e.g. winds, temperature, and composition).
In this EAKF/TIE-GCM framework, the observation operators in DART
compute the expected value of an observation given themodel state7. The 7 See background state estimate 풙푏 and
background covariance 푷푏 in Chapter 3size of the observation vector in the above-mentioned experiments (typ-
ical in atmospheric data assimilation) is much smaller than the size of
the state vector. In a nutshell, spurious correlations occur as a result of
long spatial distances between observation andmodel variable—spatially
remote observations, and due to certain model variables being physically
unrelated to the observation (Anderson, 2001).
As discussed in Chapter 3.4, specic localisation methods are applied
to combat this problem of spurious correlations. The Gaspari and Cohn
(1999) correlation function is used to constrain the spatial region of the
impact of the observation. In the experiments presented here, the cor-
relation function shifts the impact of the observation from a maximum
at the observation location to zero at the cuto distance following an ap-
proximation of a Gaussian curve. Spurious correlations between obser-
vations and physically unrelated model variables may be generated from
limitations of the ensemble size, which is also much less than the size of
the state vector (Anderson, 2001). A subset of TIE-GCM prognostic vari-
ables/elds that are known to be strongly correlated with mutual phys-
ical relationships is selected as the EAKF state vector to be updated in
each assimilation cycle and in turn aect the model forecast. Lee et al.
(2012), Matsuo et al. (2013), Hsu et al. (2014), and Chartier et al. (2016)
presented results from dierent combinations of prognostic variables in
the state vector. Overall, they demonstrated that inferring the dynami-
cal state of both ionosphere and thermosphere is improved by including
thermosphere-ionosphere coupling parameters such as electron density,
temperature, winds and composition in the state vector. The EAKF state
vector 풙 selected for this study is analogous to the superior-performing
state vector in Hsu et al. (2014).
The EAKF state vector 풙 in the experiments mentioned above is com-
posed of, 풙 = [흍푇푛;흍훾O;흍훾O+ ;흍훾O2 ;흍푈 ;흍푉 ;흍푁푒],
where푇푛,O,O+,O2, 푈, 푉, and푁푒 represent temperature [K], atomic oxy-
gen [훾], atomic oxygen ion [훾], molecular oxygen [훾], zonal (east-west)
wind [m⋅s−1], meridional (north-south) wind [m⋅s−1], and electron num-
ber density [cm−3], respectively. 휓 denotes the full vector of the respective
prognostic variable over the entire model space. Although the size of the
assimilating observation vectormay change in sizewith time, the size of풙
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is constant. The mass mixing ratio 훾 of the major species is obtained with
the assumption 훾N2 = 1 − 훾O− 훾O2, thus aecting also the 훾O∕훾N2 in풙. At the upper boundary, 훾O and 훾O2 are considered to be in diusive
equilibrium. At the lower boundary, the vertical gradient of O is taken to
be zero and 훾O2 is xed at 0.228. 8 See Chapter 2.4 for more details on the
application of the continuity equation to
obtain the mass mixing ratios.
The thermosphere is driven by external heat and momentum sources
(see Chapter 5.1), which are primarily characterised in TIE-GCM by the
GPIs. The model error growth in EAKF is represented by the degree of
spread among the ensemble of model states. If the GPIs are held con-
stant then the probability distribution represented by the ensemble have
no means of characterising the eects of driver uncertainty on the model
error growth (Matsuo et al., 2013). Therefore, to aid the characterisation
of model error growth, the ensembles for all three experiments are gen-
erated by perturbing the primary forcing parameter 풅 for each ensemble
member푚, where 풅(푚) = [퐹(푚)10.7, 퐹(푚)10.7, 퐾푝(푚)].퐹10.7, 퐹10.7 and 퐾푝 for 풅 are sampled from a normal distribution as fol-
lows: 풅(푚) ←풩([휇퐹10.7 , 휇퐹10.7 , 휇퐾푝], [휎2퐹10.7 , 휎2퐹10.7 , 휎2퐾푝]),
with {퐾푝 ∣ 퐾푝 ≥ 1}. The mean 휇 values for 퐹10.7, 퐹10.7, and 퐾푝 for the
experiments inMarch 2008 are 68 sfu, 60 sfu, and 3, respectively. The cor-
responding 휇 values for the experiment in June 2014 are 140 sfu, 130 sfu,
and 4. Their respective 휎2 values give the variance of the perturbation
for 퐹10.7, 퐹10.7, and 퐾푝. The 휎퐹10.7 , 휎퐹10.7 , and 휎퐾푝 for the experiments in
March 2008 are 15 sfu, 15 sfu, and 2, respectively. And the corresponding휎 values for the experiment in June 2014 are 30 sfu, 30 sfu, and 2. The
widths of these 풅 distributions are thus specied considering the back-
ground GPIs shown in Figure 6.1. Each ensemble member is randomly
assigned a combination of forcing parameters that are kept xed through-
out the entire assimilation.
The specics of the DART conguration and parameter settings used
here are as follows:
1. The ensemble size is 60 for each experiment;
2. The model error covariance is localised using the Gaspari and Cohn
(1999) correlation function with a half-width of 0.2 radians horizon-
tally;
3. The vertical localisation height is set equal to 200 km for E1 and E2,
and 40 km for E3;
4. The outlier threshold for observations is three standard deviations from
the prior ensemble mean;
5. The assimilation window is 3,600 s for E1 and E2, and 5,400 s for E3—
centred at current model-time;
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6. Spatially-varying state space ination is applied to the prior state be-
fore observations are assimilated with initial ination, ination stan-
dard deviation, and ination damping set equal to 1.02, 0.6, and 0.9,
respectively;
7. The minimum 푁푒 is 1,000 cm−3;
8. The lower bound of the temperature is 100 K; and
9. The 훾O and 훾O2 have cuto limits at zero and one.
A brief commentary on the above-mentioned parameter settings:
Matsuo et al. (2013) report no signicant dierence in the quality of the
analysis state for ensemble sizes above 60. However, their experiments
are conducted with 90- to 100-member ensembles. The half-width for the
Gaspari and Cohn (1999) correlation function used in this study is sim-
ilar to Matsuo et al. (2013) and Hsu et al. (2014). Chartier et al. (2016)
considering the eect on total electron content over the continental USA
showed no appreciable dierence between the use of localisation half-
width radii 0.2, 0.5, and 1.0 radians under geomagnetically quiet times.
In order to smoothen the eect of the assimilation on the vertical prole
of model electron density,Matsuo et al. (2013) also used a vertical locali-
sation height of 200 km for the experiment with COSMIC-푁푒. A smaller
vertical localisation height is used for E3 as the assimilating data are also
essentially localised along the CHAMP orbit—unlike COSMIC-푁푒 data,
which have a larger 3D coverage than CHAMP-푇푛. In other words, a
large vertical localisation height for E3 is prone to spurious correlations.
TheCOSMIC-푁푒 values less than zero and outside the above-mentioned
outlier threshold are removed from the experiments. Chartier et al. (2016)
employed a similar threshold to control the impact of observations. The
total number of COSMIC-푁푒 proles ingested into the observational for-
ward operator is 54501 and 61919 for E1 and E2, respectively. Similarly,
60479 CHAMP-푇푛 epochs are used in E3. The assimilation windows ap-
plied in this study is similar toMatsuo et al. (2013). A 90-min assimilation
window is used for E3 to correspond with the approximate orbital period
of CHAMP. The above-mentioned spatially-varying state space ination
values are thus specied on an ad-hoc basis following the recommenda-
tion in DART documentation for large geophysical models. It is unnat-
ural to have values below the above-mentioned minimum 푁푒 and mini-
mum temperature in the altitude ranges considered in the study. Lee et al.
(2012) also employed similar parameter settings for 푁푒, 훾O, and 훾O2.
The success of the experiments is assessed using independent satellite
data. In addition, the eectiveness of the EAKF technique independent
of model bias is assessed in a “perfect model” scenario. The control state풙푐 (truth) for the perfect model scenario for all three experiments is a
TIE-GCM run each driven by observed GPIs. All model runs including
the ensemble members are primed with a “spin-up” period of 15 days
prior to the assimilation. The mean of the updated/posterior ensemble
is referred to as the analysis state 풙푎 and the mean of the prior ensemble
is referred to as the forecast state 풙푓 . In the results presented below, the
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Figure 6.2: (a–d) The geographic latitude-longitude distribution of the RMSE ratios of electron density (푅r푚푠푒(푁푒)) for E1 at 300-km altitude.
The blue dots indicate the locations of assimilated COSMIC-푁푒 proles in the 100- to 500-km altitude range and within −2.5 and +0.5 hr of
a given UT. The 푅r푚푠푒(푁푒) are scaled from 0 to 1 where values close to 0 indicate that the analysis state 풙푎 is closer to the “truth”.
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Figure 6.3: Same as Figure 6.2 except for E2.
Figure 6.3:
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DART assimilation results are assessed using these analysis and forecast
states.
In the perfect model scenario, as per Hsu et al. (2014), the ratio of
RMSE between 풙푎 and 풙푓 each with respect to 풙푐 is used to evaluate the
impact to the model state with and without data assimilation. The ratio
of RMSE 푅r푚푠푒 is computed from,
푅r푚푠푒(휓) = √(풙푎(휓) − 풙푐(휓))2√(풙푓(휓) − 풙푐(휓))2 , (6.1)
where {푅r푚푠푒 ∈ ℝ ∶ 푅r푚푠푒 ≥ 0} and 휓 denotes the prognostic/diagnostic
variable in TIE-GCM.
6.3 Impact of Assimilating COSMIC-푁푒 Proles
Figures 6.2 and 6.3 show the 푅r푚푠푒(푁푒) at 300-km altitude for E1 and E2,
respectively. The two gures provide a digest of the impact of the assimi-
lation towards the beginning of the assimilation (4–5 March 2008 in Fig-
ure 6.2; 2–3 June 2014 in Figure 6.3) and the end of the assimilation (8–9
March 2008 in Figure 6.2; 7–8 June 2014 in Figure 6.3) over four dierent
UTs. In Figures 6.2 and 6.3, the 푅r푚푠푒(푁푒) is scaled from 0 to 1, where 0
indicates that the analysis 풙푎(푁푒) is statistically indistinguishable from
the control state 풙푐(푁푒)—the “truth”. The non-scaled 푅r푚푠푒(푁푒) spread
is similar between the two gures and the range of the spread is rela-
tively small globally (not shown). Therefore, a unied scaling highlights
the areas where 풙푎 is impacted from the assimilation across the dier-
ent UTs better than the non-scaled 푅r푚푠푒. The blue dots represent the
locations of the assimilated COSMIC-푁푒 proles in the 100- to 500-km
altitude range and within−2.5 and+0.5 hr of a given UT. The geographic
latitude-longitude resolution of the two gures is the same as the model
grid resolution, which is 5°×5°.
In general, the impact of the assimilation is less in more areas in E2
than E1 as indicated by the yellow areas in Figures 6.2 and 6.3. A re-
lationship between the assimilated COSMIC-푁푒 proles (blue dots) and
the 푅r푚푠푒 results is apparent in both gures. For example, the number
of assimilated observations in Figure 6.2a [3 UT] is less compared to that
of in Figure 6.2a [21 UT] where the assimilated state is also more im-
proved globally (purple areas) than at 3 UT. The 푅r푚푠푒 is larger in the
high southern latitudes between 180°W and 0° longitude in Figure 6.2c
[15 UT] where there are also not many observations. On the contrary, in
a few areas with clusters of observations, a higher 푅r푚푠푒 is also present
(e.g. below 45°S and between 90°E and 180°E in Figure 6.2c [9 UT], and
below 45°S and between 180°W and 90°W in Figure 6.2d [3 UT]).
The relationship between observation locations and 푅r푚푠푒-improved
areas is more distinct in Figure 6.3 than in Figure 6.2. In Figure 6.3,
the improved areas are mostly concentrated in the Southern Hemisphere
where the density of assimilated observations is higher compared to the
Northern Hemisphere. Interestingly, for example, Figure 6.3d [21 UT]
shows an improvement in the northern latitudes (up to approximately
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Figure 6.4: Same as Figure 6.2 except for 푅r푚푠푒 of mass density 휌 in E1.
Figure 6.4:
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Figure 6.5: Same as Figure 6.4 except for E2.
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70°N) where more observations are present in the Northern Hemisphere
compared to the previous day. Overall, both Figures 6.2 and 6.3 show that
assimilating COSMIC-푁푒 has changed the model state and in more areas
than not it has reduced the 푅r푚푠푒. The distinct areas where the relation-
ship between the assimilated COSMIC-푁푒 proles and the 푅r푚푠푒 results
is not clear or seems to be inverse highlights the complexity of the ther-
mospheric dynamics. In other words, the correlation between 3 hr of ob-
servations, and the evolving dierences between the analysis and forecast
states itself is intricate as the snapshots shown here may not capture the
impact of the assimilated observations in an accommodating time-scale.
Figures 6.4 and 6.5 present the 푅r푚푠푒(휌) at 300-km altitude for the ex-
periments E1 and E2, respectively. Similar to Figures 6.2 and 6.3, the
results for 푅r푚푠푒(휌) also exhibit a correlation with assimilated COSMIC-푁푒 proles. The presence of purple patches in Figure 6.4 indicates that
the assimilation impact in 푅r푚푠푒(휌) is more localised compared to that
of 푅r푚푠푒(푁푒) for E1 in Figure 6.2. Two hours into the assimilation (Fig-
ure 6.4a [3 UT]), the improvement around the equator is signicantly
poor even with some COSMIC-푁푒 proles in the region. The situation
is improved in the next snapshot in Figure 6.4a [9 UT]. The analysis state
is also degraded mainly in the southern latitudes between the longitudes
0 and 180°W at 9 UT on 9 March 2008, which is the storm day (see Fig-
ure 6.1a). In general, the 푅r푚푠푒 is higher in areas with less-to-no observa-
tions in Figure 6.4.
In Figure 6.5a [21 UT], the longitudes to the west of 0° showmore im-
provement than to the east. More COSMIC-푁푒 proles are also present
in the longitudes to the west of 0° than to the east. Figure 6.5d [21 UT]
shows improved areas on the east mostly around observation locations.
The푅r푚푠푒 in Figures 6.5c–6.5d compared to that of Figures 6.4c–6.4d indi-
cates that the impact of assimilating COSMIC-푁푒 onmass density during
high solar activity with enhanced geomagnetic activity (7, 8 June 2014) is
rathermarginal. The dierences in panels c and d in both Figures 6.4 and
6.5 could also be due to the relatively less number of assimilated observa-
tions in the latter.
6.4 Data-Guided Thermosphere Compared to Satellite Data
In this section, the COSMIC-푁푒 assimilated analysis state from the two
experiments E1 and E2 is investigated with multiple independent sets of
data. Here the analysis state is the above-mentioned mean of the up-
dated/posterior ensemble 풙푎 and is labelled as “DART” in Figures 6.6–
6.9.
Figure 6.6 compares 푁푒 measured aboard the Swarm-A satellite with
TIE-GCM(aforementioned control state풙푐), andCOSMIC-푁푒-guidedE2-풙푎 (DART). Figure 6.6a [right axis] presents theTIE-GCM/Swarm-A (blue)
and DART/Swarm-A (orange) orbit-averaged 푁푒 ratios. The line breaks
correspond to the data-loss periods. Figure 6.6a [left axis] shows the num-
ber of available (circle) and assimilated (star) COSMIC-푁푒 proles be-
tween the altitudes of 450 and 550 km.
InFigure 6.6a [right axis], DARTmostly overestimates the orbit-averaged
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Figure 6.6: (a-right) Ratio of Swarm-A orbit-averaged 푁푒 with TIE-GCM (blue) and E2 analysis mean 풙푎 (DART; orange). The dashed line
represents the ideal ratio. (a-left) The number of available/assimilated COSMIC-푁푒 data between 450- and 550-km altitudes. The RMSE of
E2-풙푎 and TIE-GCM with respect to the in-situ Swarm-A 푁푒 along the (b–c) descending and (d–e) ascending orbits. (b, d) The blue stars
indicate the locations of assimilated COSMIC-푁푒 in the vicinity of Swarm-A.
Figure 6.6:
120 physical understanding and forecasting of the thermospheric structure and
dynamics
푁푒 compared to TIE-GCM for the rst four days. While on average the
number of assimilated observations is around 40 in Figure 6.6a [left axis],
one can discern that the ratio of observations not assimilated during the
rst four days is higher than that of the last four days. The drop inDART/Swarm-
A ratio in Figure 6.6a [right axis] seems to correspondwith the drop in퐷푠푡
from late 7 June to 8 June 2014 in Figure 6.1b. In general, from 7 June
2014 onwards, DART performs better than TIE-GCM.
The panels b to d of Figure 6.6 present the RMSEwith respect to the in-
situ Swarm-A 푁푒 during this better-performing period (7–10 June 2014)
with each orbit separated into descending and ascending segments9. The 9 See Figure 2.3 for a description of the as-
cending and descending nodes.blue stars in panels b and d of Figure 6.6 indicate the location of the as-
similated COSMIC-푁푒 observations in the vicinity of the satellite. The
observations along the path of the satellite within ±10° longitudinally,±10 min temporally, and±50 km altitudinally are considered to be in the
vicinity of the satellite.
From the perspective of descending orbits in Figures 6.6b and 6.6c,
DART performs signicantly better than TIE-GCM around the equator
and low latitudes. The majority of the COSMIC-푁푒 observations along
the descending orbits are clustered across the equator and middle south-
ern latitudes in the second half of each day. TIE-GCM’s performance
in the Southern Hemisphere is also degraded from approximately 12 to
18 UT on 8 June 2014 but DART’s performance seems to be unaected. A
geomagnetic storm with a 퐾푝 of 6 occurred on 8 June. The RMSE re-
sults presented in Figures 6.6d–6.6e show that the performance of the
two models is comparable along the ascending orbits. In contrast to the
pattern in Figure 6.6b, the observations in Figure 6.6d are mostly spread
across the NorthernHemisphere and are relatively small in number. TIE-
GCM also performs signicantly better around the low latitudes in the
ascending orbits compared to its performance in the region along the de-
scending orbits. DART’s performance is impressive given that it had no
access to the exact GPIs that were available to TIE-GCM.
The three comparisons shown in Figures 6.7, 6.8, and 6.9 are analo-
gous to Figure 6.6 but for the accelerometer-derived mass densities from
CHAMP, GRACE-A, and Swarm-C satellites, respectively. In these g-
ures, the natural logarithm of mass density ln(휌) is used10 following, for 10 Chapter 3.5 provides a discussion on
model performance metrics.example, Bruinsma et al. (2018), Picone et al. (2002), and Sutton (2018).휌 is given in units of g⋅cm−3. The label “DART” in Figures 6.7 and 6.8
correspond to 풙푎 from E1, and likewise 풙푎 from E2 in Figure 6.9. The
number of available/assimilated COSMIC-푁푒 proles within ±50 km of
300, 500, and 500 km altitudes are plotted in Figures 6.7, 6.8, and 6.9,
respectively. The available versus assimilated statistics reveal that the ra-
tio of discarded observations is signicantly lower during solar minimum
(Figures 6.7a [left axis] and 6.8a [left axis]) compared to solar maximum
(Figure 6.9a [left axis]).
The increase in DART/CHAMP ratio in Figure 6.7a [right axis] during
5March 2008 correlates with the increase in number of assimilated obser-
vations on the day. As the corresponding trend in TIE-GCM/CHAMP ra-
tio is also very similar, this may not be a strong indicator of COSMIC-푁푒-
guided improvement but an enhancement of휌 in data. InFigure 6.7a [right
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Figure 6.7: Same as Figure 6.6 except for accelerometer-derived mass density 휌 from CHAMP. Here RMSE ln(휌) of 1.6 is approximately
4.2×10−15 g⋅cm−3 in RMSE 휌. DART is 풙푎 from E1. The number of available/assimilated COSMIC-푁푒 data are between 250- and 350-km
altitudes.
Figure 6.7:
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Figure 6.8: Same as Figure 6.7 except for GRACE-A. Here RMSE ln(휌) of 1.6 is approximately 2.5×10−16 g⋅cm−3 in RMSE 휌. The number of
available/assimilated COSMIC-푁푒 data are between 450- and 550-km altitudes.
Figure 6.8:
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Figure 6.9: Same as Figure 6.8 except for Swarm-C in 2014. Here RMSE ln(휌) of 1.5 is approximately 6×10−16 g⋅cm−3 in RMSE 휌. DART is풙푎 from E2.
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124 physical understanding and forecasting of the thermospheric structure and
dynamics
axis], DART has gradually matched the performance of TIE-GCM.
The ascending-descending decomposition along theCHAMPorbit pro-
vided in panels b to e of Figure 6.7 display the areas where the EAKF-
based assimilation hasminimised theRMSEof ln(휌). WhileDART’s over-
all RMSE results are higher than that of TIE-GCM for the most of 7–10
June 2014 in Figures 6.9b–6.9e, it is clear that in most areas where ob-
servations are assimilated (blue stars), the RMSE values have improved
compared to the TIE-GCM run.
Figure 6.8 provides validation of TIE-GCM and assimilation results
against GRACE-A mass densities near the model’s upper boundary. The
model/data ratios corresponding to GRACE-A in Figure 6.8a [right axis]
are similar to the performance at CHAMP altitudes in Figure 6.7a [right
axis]. However, DART in Figure 6.8a performs poorer than DART in Fig-
ure 6.7a during 4 March 2008. Interestingly, the number of assimilated
observations on 4 March 2008 is less in Figure 6.8a [left axis] than in Fig-
ure 6.7a [left axis].
Figure 6.10: The 푅r푚푠푒(휌) for E3 at 344-
km altitude. The blue dots indicate
the latitude-longitude path of assimilated
CHAMP-푇푛 for each day within 90 min
centred at 16 UT. The 푅r푚푠푒(휌) are scaled
from 0 to 1 where values close to 0 indi-
cate that the analysis state 풙푎 is closer to
the “truth”.
The RMSE ln(휌) for DART around the equator along the ascending
orbits in Figure 6.8d is signicantly lower compared to that of the de-
scending orbits in Figure 6.8b. Figures 6.8c and 6.8e reveal that com-
pared to GRACE-A, TIE-GCM’s largest excursions are mostly along the
descending orbits. Both DART and TIE-GCM perform relatively poor
along descending orbits compared to the ascending orbits. These dier-
ences could be due to the systematic biases (e.g. associated with satellite
local solar time) inherent to the underlying TIE-GCM as well as system-
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atic biases between ascending anddescending segments of the accelerometer-
derived mass densities. Data assimilation alone is perhaps not sucient
to mitigate the eects from these biases.
Figure 6.9 provides a validation of the model with respect to Swarm-C
mass densities during solar maximum. The trends in model/data ratio of
orbit-averaged 휌 from both DART and TIE-GCM during this period are
similar to that of during the solar minimum. Unlike in Figure 6.8, the
RMSE separated into descending and ascending orbits in Figure 6.9 re-
veals that in general, the performance along both portions of the orbit is
similar—with some minor dierences—for both DART and TIE-GCM.
The colour-scale in Figure 6.9 is culled at RMSE ln(휌)11 of 1.5 to avoid 11 RMSE 휌 of about 6×10−16 g⋅cm−3.
a few outliers from skewing the colour-scale. The outliers are about 10
epochs along the Swarm-C orbit that produced an RMSE ln(휌)12 of ap- 12 RMSE 휌 of about 8×10−16 g⋅cm−3.
proximately 2.5.
6.5 Impact of Assimilating In-situ Temperature
Figure 6.10 shows the RMSE ratios of mass density 푅r푚푠푒(휌) (see Equa-
tion (6.1)) for E3 at the average altitude of CHAMP (344 km). The g-
ure shows the impact of the assimilation of CHAMP-푇푛 data at 16 UT
daily from 5 to 10 March 2008. In Figure 6.10, the 푅r푚푠푒(휌) is scaled
from 0 to 1, where 0 indicate that the analysis 풙푎(휌) is statistically in-
distinguishable from the control state 풙푐—the “truth”. The blue dots fol-
low the latitude-longitude path of the assimilatedCHAMP-푇푛 data points
within 90 min centred at 16 UT along the CHAMP orbit. The geographic
latitude-longitude resolution of the gure is 5°×5°.
Figure 6.10 shows that assimilation of in-situ CHAMP-푇푛 has reduced
the 푅r푚푠푒 in the analysis state of mass density mostly along the CHAMP
track. In other words, the impact is local unlike the global impact shown,
for example, in Figure 6.4 from assimilating COSMIC-푁푒. This behaviour
is due to the fact that the assimilated CHAMP-푇푛 data are spatially con-
tained to the orbit. The horizontal localisation used in both Figures 6.4
and 6.10 (E1 and E3) is the same.
Figure 6.11 compares the results fromE3 to accelerometer-derivedmass
densities fromCHAMPandGRACE-A, and temperature data fromCHAMP-푇푛—the same data set assimilated in E3. As described in Section 6.4, the
model/data ratios presented here are also computed using the natural log-
arithm ofmass densities. The label “DART” in Figure 6.11 corresponds to풙푎 from E3. TIE-GCM in Figure 6.11 is the aforementioned control state풙푐 driven with observed GPIs.
Figure 6.11a shows that DART/CHAMP ratio converges to the respec-
tive TIE-GCM ratio. The TIE-GCM blue lines in Figures 6.7a and 6.11a
are the same. Although the DART orange lines in the two gures ap-
pear similar, the DART results corresponding to E3 (Figure 6.11a) slightly
outperform that of E1 during 9–10 March 2008 (Figure 6.7a [right axis]).
Likewise, theDART inFigure 6.11c outperforms theDART inFigure 6.8a [right
axis]. The DART in Figure 6.11c shows that the continuous assimila-
tion of the temperature data at CHAMP altitudes (mean orbital height
of 344 km) is capable of inuencing the mass density specication even
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at the GRACE-A altitudes (mean orbital height of 477.5 km).
Figure 6.11b, similar to the comparison inFigure 6.6a [right axis], shows
the impact of the assimilation on the same type of thermospheric param-
eter as the assimilated type. DART in Figure 6.11b demonstrates that
EAKF makes large adjustments to the model temperature state during
the rst four days and then gradually settle at near-CHAMP-푇푛 values.
In other words, the ensemble mean-state of temperature in E3 displays
a signicant daily variation until 8 March 2008 compared to the last two
days of the experiment. TIE-GCM in Figure 6.11b mostly underestimates
the orbit-averaged temperature—the lines above the ideal line at 1.00 in-
dicates the brief periods of overestimate. Daily variation of TIE-GCM is
also relatively low on 10 March 2008.
Figure 6.11: Ratio of orbit-averaged (a)
CHAMP mass density 휌, (b) CHAMP-푇푛
temperature, and (c) GRACE-A 휌 with
TIE-GCM (blue) and E3 analysis mean 풙푎
(DART; orange). CHAMP-푇푛 is the data
assimilated in E3 to obtain the 풙푎 state.
The dashed line represents the ideal ratio.
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6.6 Discussion
This section discusses the results presented above in Sections 6.3, 6.4, and
6.5.
Assimilation of COSMIC-푁푒 proles decreases the 푅r푚푠푒 for푁푒 and 휌
more signicantly and broadly during the solar minimum (E1) than the
solar maximum (E2). The latitude-longitude maps of the 푅r푚푠푒 for both
E1 and E2 (Figures 6.2–6.5) reveal the dierential model bias during the
two vastly dierent solar activity periods. Although the compared pe-
riods belong to two dierent seasons (March-equinox and June-solstice
months), the model bias due to the season in TIE-GCM is less compared
to solar activity—퐹10.7 (e.g. Emmert et al., 2014). Still, some seasonal bias
may be present in these 푅r푚푠푒 maps. The results presented in Figures 6.4
and 6.5 show that the TIE-GCM performs better during the solar mini-
mum than the solar maximum. Elvidge et al. (2016) also reported that the
mass density forecast skill of TIE-GCM is signicantly better during the
solar minimum than the solar maximum.
The 푅r푚푠푒 maps present further insights into model bias in the two ex-
periments E1 and E2. For example, the persistent quasi-terminator fea-
ture near 0° longitude in Figure 6.4 [3 UT] is a clear indication of system-
atic bias. These quasi-terminator features are also present in 푅r푚푠푒 maps
for solar maximum—faintly in Figure 6.3 and slightly more enhanced in
Figure 6.5. Typically the ageostrophic/horizontal winds at these high al-
titudes also converge around the 0° longitude (at 3 UT) region primarily
as a result of ion drag (Hsu et al., 2016). Hsu et al. (2016), using TIE-
GCM, shows that the temperature troughs, which occur around thewind-
convergent region, is larger in amplitude during solar-maximum com-
pared to the solar minimum. In TIE-GCM, the ion drag force is mainly
controlled by 푁푒13. As the mass density is directly proportional to tem- 13 Due to the ion-electron quasi-neutrality
in the ionosphere.perature, it is hypothesised that these features along the quasi-terminator
region aremore pronounced in the 휌 state than in푁푒 state itself due to the
additional temperature variations introduced by the assimilated푁푒. This
further emphasises the important role of ion-neutral coupling and criti-
cality of correct specication of plasma-neutral interactions in models as
relatively small errors in temperature can lead to relatively large errors
in mass density (Hsu et al., 2016). Likewise, to mitigate these systematic
biases, calculation of ion and viscous drag forces may also require some
adjustment. Reporting on assimilating 푁푒 into TIE-GCM, Matsuo et al.
(2013) also alluded to (but did not investigate) the bias around thermo-
spheric and ionospheric features with sharp spatial gradients such as the
day-night terminator. The increase in 푅r푚푠푒 along the quasi-terminator in
Figure 6.4 [3 UT] is perhaps one such example.
The assimilation window in E1 and E2 is 1 hr centred at the assimi-
lation time—resulting in essentially assimilating data from the “future”.
In order to demonstrate this eect, COSMIC-푁푒 proles 30 min into the
future are also included in the data locations shown in Figures 6.2–6.5.
Moreover, considering the memory of the thermosphere of the adjusted
state, COSMIC-푁푒 proles since 2.5 hr prior to the beginning of the as-
similation window are also shown.
128 physical understanding and forecasting of the thermospheric structure and
dynamics
Previous similar studies (e.g. Lee et al., 2012; Hsu et al., 2014) showed
that the adjustment to the푁푒 state via data assimilation disappears shortly
on the order of hours and the ionosphere has a tendency to relax toward
climatology in themodel. Jee et al. (2007), using the thermosphere-ionosphere
nested grid model, showed that the time it takes for the ionosphere to re-
cover from an altered 푁푒 state is about 2–3 hr, where recovery is mea-
sured by the interval of time for dierence between the original and al-
tered states to decrease by a factor of 푒. Jee et al. (2007)’s results also show
that this recovery time is highly dependent on latitude and local time.
The 푅r푚푠푒 results in the above experiments also displayed specic regions
where overlaid COSMIC-푁푒 proles did not seem to reduce the model
error at certain times. In other words, in those regions in Figures 6.2–6.5,
the impact from the COSMIC-푁푒 proles on the model state may have
already disappeared at the chosen snapshots.
Apart from assessing the impact of assimilating COSMIC-푁푒 proles
into TIE-GCM, this study also measures the accuracy of the analysis state
against independent satellite observations.
DART in Figure 6.6a [right axis] is slightly worse in estimating 푁푒
along Swarm-A than TIE-GCM at the start of the experiment but quickly
matches up to TIE-GCM. More importantly, it does not deteriorate much
in performance during storm time—8 June 2014. TIE-GCM, on the other
hand, signicantly departs from the ideal ratio during 6–8 June 2014. The
time series also shows that about half of the available COSMIC-푁푒 obser-
vations are discarded—this is due to the outlier threshold setting. The
observations that are not within three standard deviations with the prior
ensemble estimate are rejected. The EAKF is not expected to align the
initial ensemble with the attractor14 instantaneously. The EAKF is de- 14 Estimate of the “true” state of the system
generated from observations in a given as-
similation window.
signed to gradually coerce the initial ensemble to be consistent with the
observations. In order to lower the observation rejection ratio, the obser-
vation error variance could be increased—at the cost of observation gain.
In other words, the observation error tested in E1 and E2 could be in-
creased from 15% to a higher value to increase the number of assimilated
observations. Although higher observation error may lower the observa-
tion gain, the increase in the number of observations may improve the
overall result.
The comparison with independent satellite data gives an indication
about the limitations of assimilating COSMIC-푁푒 proles in an opera-
tional setting. While the number of proles to assimilate can be con-
trolled in experimentswith synthetic observations (e.g.Matsuo et al., 2013;
Hsu et al., 2014), the availability of bona de COSMIC-푁푒 proles is de-
pendent on multiple factors such as the number of transmitters in view
and quality of the receiving radio signals. As illustrated through isolating
COSMIC-푁푒 proles along the ascending and descending orbits (see Fig-
ures 6.6–6.9), the number of observations that fall within the respective
satellite’s vicinity per orbit is sparse. This shows that in practice, for ex-
ample, to predict mass density along a given orbit, the current spatial and
local time coverage of COSMIC-푁푒 proles is rather poor. Future mis-
sions to add more capabilities and satellites to the COSMIC constellation
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may help improve this spatial and local time coverage15 (e.g. Yue et al., 15 A COSMIC follow-on mission,
FORMOSAT-7/COSMIC-2 is expected to
be operational in 2019 with six satellites
orbiting the equator at an inclination of
23°.
2014).
Figures 6.6c and 6.6e help precisely identify the segments of the orbit
where TIE-GCM consistently registers larger errors. It is found that as-
similation of COSMIC-푁푒 has improved the model 푁푒 state around the
equator in the descending segments (Figure 6.6b) compared to that of
ascending segments (Figure 6.6d). This could be due to the availability
of more COSMIC-푁푒 proles near the equator in Figure 6.6b as well as
other systematic biases (e.g. associated with satellite local solar time, and
biases between ascending and descending segments of the accelerometer-
derived data).
The DART’s improvement in estimating 휌 is gradual. The model/data
ratio for orbit-averaged 휌 in panel a in Figures 6.7–6.9 does not seem to
vary as much as the orbit-averaged푁푒 in Figure 6.6. While DART’s over-
all RMSE results are larger than that of TIE-GCM for the most of 7–10
June 2014 in Figure 6.9, it is clear that in most areas where observations
are assimilated (blue stars), the RMSE values have improved. In general,
DART shows some promise in improving the specication of 휌 via the
assimilation of COSMIC-푁푒.
The geometric heights in TIE-GCM is calculated using an empirical
formulation relating spatially varying gravity with temperature and com-
position (see Chapter 2.4). The model-data comparisons presented here
(e.g. Figures 6.6–6.9 andFigure 6.11) are produced by interpolatingDART
andTIE-GCMalong the satellite orbit contingent on the geometric heights
mentioned above. As the native vertical coordinate system in TIE-GCM is
based on atmospheric pressure, a similar height conversion is done when
assimilating COSMIC-푁푒 proles into the model as COSMIC-푁푒 proles
do not include measured atmospheric pressure. These height uncertain-
ties are further accentuated at higher altitudes as the conversion to geo-
metric height expands the vertical resolution at higher altitudes between
consecutive pressure layers. In other words, near the lower boundary,
pressure levels converted to geometric height have a resolution of about
3 km, but pressure levels around 300-km altitude typically have a resolu-
tion greater than 30 km. The uncertainties introduced by this back-and-
forth height conversions require further investigation.
The results in Figure 6.10 bear some resemblance to the results in Fig-
ure 2 ofMatsuo et al. (2013), which shows the impact of assimilatingmass
density from CHAMP. In Figure 6.10, the results from experiment E3
show that assimilation of in-situ CHAMP-푇푛 into TIE-GCM improves
the mass density specication mostly along the CHAMP satellite track.
The overall impact of the assimilation is more signicant in themiddle to
high latitudes than in low latitudes.
The spread of low푅r푚푠푒(휌) in themiddle to high latitudes inFigure 6.10
may have some contribution from the fact that CHAMP’s dwelling time
over the high latitudes is greater than that of over the equator (hencemore
measurement epochs). This spread is also due to the fact that the eective
area in the polar regions is smaller compared to the equator—longitudes
converging at the poles. The band across the equator in Figure 6.10e cor-
responds to the geomagnetic storm on 9 March 2008 as illustrated in Fig-
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ure 6.1a. It is unlikely that assimilated CHAMP-푇푛 eected such change
in mass density encompassing the equatorial region.
As mentioned above, CHAMP-푇푛 data are not bona de in-situ mea-
surements but empirically derived in the recalibration of CHAMP 휌 data
by Mehta et al. (2017). The results in Figure 6.11 suggest that assimilat-
ing such along-orbit data from a particular satellite may prove even more
useful in forecasting applications involving the same satellite than assim-
ilating sparse global observations. Temperature is a critical parameter
in the specication of mass density in the thermosphere. Figure 6.11c
shows that altering the temperature state in a limited region (e.g. along
the CHAMP orbit) has the potential to eect change even at a higher al-
titude.
6.7 Summary
This chapter presented two experiments of assimilating electron densities
derived from RO data and one experiment of assimilating temperature
data into TIE-GCM using the EAKF technique. The results from the per-
fectmodel scenarios show that themodel state is changed and,more often
than not, the model state is improved with data assimilation—reduced푅r푚푠푒 ratios. The resulting analysis states are validated against indepen-
dent data.
The validation results showed that the COSMIC-푁푒-guided thermo-
sphere state does not outperform the GPI-guided TIE-GCM along the
considered orbits. This may be due to the limited number of bona de
COSMIC-푁푒 proles available for the thermosphere specication tasks
in the experiments. The experiments E1 and E2 indicated that using
COSMIC-푁푒 proles in an operational setting is challenging and that the
area and local time coverages of the proles are perhaps too sparse to
be used in, for example, the applications of orbit prediction. The exper-
iment with assimilating 푇푛 showed more promise over 푁푒 in terms of
estimating mass density along the orbits of both CHAMP and GRACE-A
satellites.
The results in Figures 6.2–6.5 showed that the improvement gained in
the overall forecasted thermosphere state is better during solar minimum
compared to that of solar maximum. These results also provided insights
into the biases inherent in TIE-GCM—particularly along thermospheric
features with sharp spatial gradients. The systematic biases that above re-
sults highlighted could be an indication that the specication of plasma-
neutral interactions in TIE-GCM needs further adjustments. More work
needs to be done to identify and improve model bias due to external forc-
ing.
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7
Conclusions and Outlook
T his chapter summarises the conclusions and themajor nd-ings of this thesis. The chapter also makes some recommen-dations for the improvement of the modelling, data process-ing and data assimilation schemes. The chapter is concluded
with an outlook for further research. This includes a brief agenda for fu-
ture research and some thoughts on the likely impact on future work.
Guided and constrained by the aim and scope of the thesis, Chapter 1
posed the following three research questions:ℚ1 Howwell do physical and empirical mass density estimates compare
to data during the recent solar maximum period (2014/15)?ℚ2 How well do physics-based simulations capture the mass density-
temperature (휌-T) synchrony in the thermosphere and what are its
driving mechanisms?ℚ3 How signicant is the impact of assimilating electron density derived
from radio occultation data on the forecasted thermosphere state com-
pared to that of in-situ temperature data?
Chapters 4, 5, and 6 addressed the research questionsℚ1,ℚ2, andℚ3,
respectively. The motivation behind the work presented in the key con-
tributing chapters 4, 5, and 6 stems from the need for accurate thermo-
spheric models for improving our understanding of the near-Earth space
environment and applications in satellite OD and OP.
The leading chapters 2 and 3 aimed to provide an inclusive and suf-
cient background to the key contributing chapters with some attention
to historical developments of the topics. They contain many denitions
and equations aided by, where necessary, examples and simple graphical
sketches to illustrate the essential relations anddenitions. Thework pre-
sented inChapter 4 is therst comparison between Swarm-Caccelerometer-
derived mass density and physical and empirical model estimates. Chap-
ter 5 provided for the rst time, a detailed numerical demonstration of the
relationship between mass density-temperature synchrony across multi-
ple seasons, and solar and geomagnetic activities. Chapter 6 investigated
the forecasting capabilities of TIE-GCM and provided results from exper-
iments designed to assimilate COSMIC-푁푒 and CHAMP-푇푛 data using
the EAKF technique. Chapter 6 validated the thermosphere forecasting
results using data from multiple satellites.
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Sections 7.1, 7.2, and 7.3 summarise the responses toℚ1,ℚ2, andℚ3,
respectively. The key contributing chapters described how the results and
ideas developed from the work presented in this thesis advance our un-
derstanding of the structure and dynamics of the thermosphere, and the
hope is that the techniques used in this thesis will continue to inspire
future research.
7.1 Thermosphere Density in Models and Observations
Chapter 4 presented a detailed data-model comparison that covers ap-
proximately one year (June 2014 to May 2015) of the recent solar maxi-
mum period using six dierent metrics. The four metrics 휎, 푅, 퐸, and 퐵
(used in MTDs) along with data to model ratio 휌ratio and dierence 휌di
demonstrated the usefulness of not limiting to onemetric in assessing the
model performance. Chapter 4 showed that 휌ratio is a better performance
indicator than 휌di for comparisons with solar and geomagnetic activi-
ties. TIE-GCM outperformed the empirical models NRLMSISE-00 and
DTM-2013 in almost all the metrics used in the comparison.
The results in Sections 4.4 and 4.5 showed that spaceweather parametri-
sation is critical formass density estimation. The results indicate that 휌di
increases with increasing 퐹10.7. The study on the use of the geomagnetic푎푝 index in NRLMSISE-00 demonstrated that the model’s performance
(during the short periods belonging to solar minimum) is superior when
driven by the more detailed history of 푎푝 compared to that of the daily-
averaged 푎푝.
The results from the machine learning experiment showed that TIE-
GCM and NRLMSISE-00 are less inclined to follow the combined varia-
tions in EUV ux and 퐾푝 than in 퐹10.7. DTM-2013, on the other hand,
showed an increased inclination to follow the combined variations inEUV
ux and 퐾푝. These results also highlight the fact that the variation in
thermospheric mass density is not a simple function of EUV, 퐹10.7, and퐾푝 alone. The analysis of accounting for helium in TIE-GCM showed
that this improvement to the model chemistry improves the model per-
formance with respect to highly precise accelerometer-derived densities
in the southern winter hemisphere. Chapter 4 also provided some in-
sights into the use of the eddy diusion coecient 퐾푧푧 in the physics-
based TIE-GCM model. The results suggest that it is benecial for mass
density estimates in TIE-GCM to include daily varying 퐾푧푧 during June–
September.
The overall results also indicated that Swarm-C data are suitable for
model validation and scientic study. Themodel performance evaluation
could further be improved by including the derivation-noise pertaining to
Swarm-C data, which is currently unavailable.
7.2 The Mass Density-Temperature Synchrony
Chapter 5 explored the physical relationship between mass density and
temperature, which is critical for thermospheric forecastingwith physical
models. This chapter is an example of using a physics-based model to
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understand the drivingmechanisms of specic thermospheric trends and
features.
The numerical experiments presented in Chapter 5 isolates the de-
pendency of the 휌-푇 synchrony features on the season, altitude, space
weather conditions, high-latitude electrodynamics, and lower atmospheric
tidal spectrummodulated via the GSWM. The 휌-푇 synchrony has a signif-
icant latitudinal and seasonal variation between the altitudes of 300 and
400 km, and the impact from lower atmospheric tides is only marginal
and more noticeable during the equinox months. The phase lags be-
tween mass density and temperature are largest in the high latitudes of
the summer hemisphere. The results demonstrate that 휌-푇 synchrony
begins around 300-km altitude near the equator, and at about 350-km al-
titude in the Northern-winter Hemisphere under solar maximum condi-
tions. Therefore, the 휌-푇 synchrony is less latitudinally dependent, for
example, above 350 km in January.
The eects from lower atmospheric forcing on the 휌-푇 synchrony are
magnied during equinox months as the background zonal mean condi-
tions are considerably quieter than other periods. The results also con-
rmed the signicant impact of lower atmospheric tides on MTM and
MDM. These numerical experiments demonstrated that addition of tides
at the lower boundary of the TIE-GCMdepositsmomentumand heat into
the zonal mean ow leading to signicant circulation pattern changes
and aecting the mass density and temperature trends even during solar
maximum at altitudes as high as 400 km.
A quantitative demonstration of the relationship between the 휌-푇 syn-
chrony, and solar and geomagnetic activities across multiple seasons has
not been treated in the literature before Kodikara et al. (2018b). The nu-
merical experiments with separately forcing the TIE-GCM to ignore ion
drift velocities, electric potential and auroral precipitation revealed that
those sources are mainly responsible for aecting the 휌-푇 synchrony pat-
terns in the high latitudes during all seasons considered in the study. The
results also show that the phase lag between mass density at 400-km and
temperature at 300-km is signicantly aected by geomagnetic activity
more than the solar activity. The hypothesis is that the underlying mech-
anism is related to temperature enhancements via Joule heating and as-
sociated nonlinear interactions.
Chapter 5 suggested extending the study with dierent high latitude
forcing methods during storm and quiet times to quantify the sensitiv-
ity of 휌-푇 synchrony in the high latitudes even further. A comparison
with direct observations of ion velocitiesmay provide further insights into
the true state of the 휌-푇 synchrony patterns in the high latitudes. The
results also showed the correspondence between thermospheric winds
and the 휌-푇 synchrony. Three-dimensional wind, composition and tem-
perature measurements will allow a more critical evaluation of the den-
sity/temperature phase structures in the upper atmosphere. Despite decades
of progress in upper atmospheric modelling, misestimating the thermo-
sphere state remains the cardinal source of error in OD and OP for LEO
satellites. These and similar experiments help interpret model results in
light of these drivingmechanisms aswell asmodel limitations and biases.
134 physical understanding and forecasting of the thermospheric structure and
dynamics
7.3 Data-Guided Forecasting of the Upper Atmosphere
Chapter 6 presented two experiments of assimilating electron densities
and one experiment of assimilating temperature into TIE-GCMusing the
EAKF technique. A study of the EAKF/TIE-GCM framework for the
thermosphere not only helps to gauge the accuracy of the assimilation,
to explain the inherent model bias, and to understand the limitations of
the framework, but it also establishes EAKF as a viable technique in the
presence of realistic data assimilation scenarios to forecast the highly dy-
namical thermosphere.
The results from perfect model scenarios showed that data assimila-
tion changes and, more often than not, improves the model state. Data
from Swarm-A, Swarm-C, CHAMP, and GRACE-A are used to validate
the resulting analysis states. The independent validation results showed
that the COSMIC-푁푒-guided thermosphere state does not outperform the
GPI-guided TIE-GCM along the considered orbits. The results revealed
a few challenges of using COSMIC-푁푒 proles in a hypothetical opera-
tional data assimilation exercise such as the poor spatial and local time
coverage along the orbit of a given satellite. The CHAMP-푇푛-guided ex-
periment showed more promise over COSMIC-푁푒 in terms of estimating
mass density along the orbits of CHAMP and GRACE-A.
The푅r푚푠푒 ratio results inChapter 6 showed that the improvement gained
in the overall forecasted thermosphere state is better during solar mini-
mum compared to solar maximum. Chapter 6 also discussed the biases
inherent in TIE-GCM—particularly along thermospheric features with
sharp spatial gradients. The systematic biases that these results high-
lighted could be an indication that the specication of plasma-neutral
interactions in TIE-GCM needs further adjustments.
The experiments mainly focused on the assimilation accuracy during
dierent solar activity periods. More work needs to be done to identify
and improve model bias due to external forcing. Assimilation of other
thermospheric data, for example, ground-based remote sensingmeasure-
ments of thermospheric neutral winds and temperature could also help
unravel some of the diculties associatedwith forecasting thermospheric
mass density. The newGOLDmissionwill also provide space-basedmea-
surements of thermospheric composition and temperature data to con-
duct these assimilation experiments.
7.4 Outlook for Further Research
This thesis treated thermosphere data as the ground truth in multiple
model-data comparisons—except for some eort in Chapter 6 to account
for data uncertainty. The exact nature of most thermosphere data is that
they are uncertain. This is even more critical to thermosphere mass den-
sity as most commonly used mass density data are not direct measure-
ments but derived from related parameters.
The satellite in-situ mass density products used in this thesis depend
on statisticalmodel-derivedwinds, composition, and temperature at some
stage during the derivation. On the one hand, it is important to study –
conclusions and outlook 135
due to its both academic and practical relevance – how the errors due to
this dependency evolve in subsequent re-calibrations and re-applications,
how signicant are these model biases, and how further into the predic-
tion of satellite orbits that these errors will become noticeable and criti-
cal. On the other hand, it will be useful to apply self-consistently derived
thermospheric parameters, such as winds in the calibration works of ac-
celerometers. It is equally important to enhance our network of instru-
ments that measure three-dimensional wind, composition, and tempera-
ture as it will providemore resolution for independent calibration eorts.
Although this thesis mainly used TIE-GCM to present the arguments,
results, and conclusions, a few other physical models are available to the
upper atmospheric research community. TIE-GCM was sucient to ad-
dress the scientic questions posed in the contributing chapters. Nev-
ertheless, this thesis recommends using other advanced models in some
of the applications discussed in the thesis, particularly data assimilation.
The term advanced is used here in the sense that they cover a larger do-
main or model additional physical processes than TIE-GCM. Two note-
worthy current projects in this regard are the WACCM-X 2.0 (whole at-
mosphere community climate model with thermosphere and ionosphere
extension; Liu et al., 2018) developed by the High Altitude Observatory
of the National Center for Atmospheric Research, and SWAMI (space
weather atmosphere model and indices) commissioned by the European
Union (website: swami-h2020.eu).
Results from the data assimilation experiments in this thesis are an
example of the promise that data assimilation brings to forecasting the
thermosphericmass density. Other sources of global observations of ther-
mosphere (e.g. temperature and composition from the GOLD mission)
must be considered for similar data assimilation experiments. The for-
wardmodel (underlying numerical model of the system) is critical to data
assimilation asmuch as the data and the assimilation technique. Present-
daynumericalmodels have substantially improved over the years in terms
of, for example, physics, model resolution, and computing eciency.
Improvedunderstanding of physics allows building an improvedmodel
by adding other complex factors that contribute to thermospheric vari-
ability. For instance the inclusion of electrodynamics, auroral heating
mechanisms, and lower atmosphere coupling processes into TIE-GCM
at various stages of model development. Improved resolution, in addi-
tion to the conspicuous benet of ner resolution in the model outputs,
is a necessity for numerical models in order to resolve small scale pro-
cesses such as local convection, eddies, and turbulence. The model res-
olution is also an important factor in numerical integration due to the
Courant–Friedricks–Lewy condition, which species a condition for nu-
merical stability for explicit time integration schemes—the ratio between
model grid size and the speed of themodel’s fastestwave (e.g. soundwave,
atmospheric wave) should be larger than themodel time-step. Therefore,
themodel resolution is a critical factor in self-consistently resolving small
scale perturbations.
The requirement for higher resolution, however, presents additional
challenges to data assimilation. Most small-scale processes in this con-
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text, such as the ones mentioned above, are nonlinear and exhibit non-
Gaussian characteristics. Most traditional data assimilation techniques
rely onGaussian distributions. For example, the EAKF assimilation tech-
nique used in this thesis allows nonlinear models as forward models but
relies on Gaussian distributions generated from the ensemble of model
runs. A fully Bayesian upper atmosphere data assimilation scheme, such
as particle lters, could prove valuable in this regard. Fully Bayesian
methods for a large geophysical system can be more computationally de-
manding than traditional data assimilation schemes. Improved compu-
tational eciency allows harnessing the benet of improved physics and
higher resolution by allowing to resolve many physical processes (thus
fewer assumptions) at a ner numerical resolutionwithin an operationally
viable time.
Thenumerical simulationsmotivate furtherwork on theuse of physics-
based models in OP/OD applications. The understanding gained from
the data assimilation experiments motivate further work to build compu-
tationally ecient, operationally viable, and high-accuracy forecast algo-
rithms.
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