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1CHAPTER 1: GENERAL INTRODUCTION
In this dissertation two topics in high-energy physics have been described. They both
are quite interesting on their own merits. The ‘Proton radius puzzle’ which is elaborated
later in this dissertation, has gained significant attention among the high-energy physics
community in the last few years. Our first topic where the extraction of the magnetic
radius of the proton is described is very closely related to that puzzle. The second topic
of discussion is about supersymmetry and phenomenological discussion of the mediation
of its breaking, combining anomaly and Z ′ mediation mechanisms. Imposition of the
current LHC constraints on this mechanism is also described.
2CHAPTER 2: THE PROTON MAGNETIC RADIUS
2.1 Introduction
The proton is a fundamental constituent of matter. The first indication of the com-
posite nature of the proton was the measurement of the magnetic moment of the proton
by Frisch and Stern in 1933 [1]. The response of the proton to electromagnetic field
is described by two form factors, one “electric” (GE) and one “magnetic” (GM). The
magnetic moment of the proton is just the value of GM at zero 4-momentum transfer
squared. Viewed as a Taylor series, the magnetic moment is the first in an infinite list
of numbers needed to describe the response of the proton to a magnetic field. The next
number would be the slope of the magnetic form factor at zero, which is related to the
magnetic radius of the proton. For the electric form factor, the value at zero is the total
charge of the proton in units of e, and the slope at zero defines the charge radius of the
proton. The electric and magnetic radii of the proton are therefore as fundamental as
the charge and magnetic moment of the proton. Currently, we cannot determine them
accurately from theory, although lattice QCD is making progress on this issue; see for
example [2]. However they can be measured experimentally.
The determination of the charge radius of the proton has received considerable at-
tention in the last few years as a result of the discrepancy between the extraction of
the charge radius of the proton from muonic and regular hydrogen. The measurement
reported by the CREMA collaboration in [3] has found rpE = 0.84184(67) fm, and more
recently [4] rpE = 0.84087(39) fm. Both of these muonic hydrogen extractions are in con-
flict with the CODATA 2010 [5] value rpE = 0.87580(770) fm, based on only hydrogen
and deuterium spectroscopic data. This discrepancy is often referred to as the “proton
radius puzzle.”
The discrepancy has generated considerable debate. The discussion has focused on the
3one hand on recalculation of the theoretical input to the extraction of rpE from muonic
hydrogen and on modifications of the theoretical calculation such as proton structure
effects and on effects of new physics, for references see [6].
Apart from regular and muonic hydrogen, electron proton scattering data also allows
to measure the charge radius of the proton. Many such extractions exist in the literature,
using different data sets and functional forms. The main problem in robust extraction
of the proton charge radius from the data is the need to reliably extrapolate the form
factor to q2 = 0 in order to find its slope. Many of the existing extractions postulate a
functional form for the form factor either explicitly, or implicitly by truncating a possibly
general series expansion. Thus all of these extractions introduce model dependance for
the value of rpE which is very hard to assess.
The problem was solved by Hill and Paz in [7], which introduced a method of extrac-
tion that is free of such model dependance. The method, often called the “z expansion”
adapts an established tool in the study of meson form factors to the case of baryon form
factors. The z expansion relies on the known analytic properties of the electromagnetic
form factors GE and GM . They are analytic in the complex plane outside of a cut along
the positive real q2 axis that starts at 4m2pi and extends to infinity. The location of the
singularity also implies that the radius of convergence, if using a simple Taylor expansion
for the form factors, is at most 4m2pi. Most of the data about the form factors is well above
this value. But even if we use data that is strictly below it, it is questionable whether we
can ignore higher terms in the Taylor expansion as it is often assumed. The z expansion
avoids this difficulty. By using the variable z defined as
z(t, tcut, t0) =
√
tcut − t−
√
tcut − t0√
tcut − t+
√
tcut − t0 (2.1.1)
we can map the domain of the analyticity of the form factors onto the unit circle; see
Figure 2.2.1. For GE and GM , tcut = 4m
2
pi. The free parameter t0 determines the location
4Figure 2.1.1: Conformal mapping of the cut plane to the unit circle.
of z = 0. Considered as a function of z, the form factor is analytic inside the unit circle
and can be expressed as
GE,M(q
2) =
∞∑
k=0
ak z(q
2)k. (2.1.2)
Intuitively, z is the “right” variable in which to perform a Taylor expansion of the form
factor. Unlike a Taylor expansion in q2, the expansion is guaranteed to converge for
|z| < 1. Since for finite negative q2, z is smaller than 1, this guarantees convergence for
any q2 measured in experiment. As an illustration to this intuitive picture, consider the
proton magnetic form factor data tabulated in [8] and the neutron magnetic form factor
data tabulated in [9, 10, 11, 12, 13, 14, 15]. Plotting the data points as a function of
Q2 = −q2 for 0 < Q2 ≤ 1 GeV2, we see a considerable curvature; see Figure 2.1.2. If
we plot the same data as a function of z (using tcut = 4m
2
pi and t0 = 0) the data looks
fairly linear. We can also easily estimate the slopes of the proton and neutron magnetic
form factors. If we plot the normalized values of the form factors, i.e. the form factor
values divided by their value at q2 = 0 as a function of z, the slopes would be hard to
distinguish. This implies that the magnetic radii of the proton and neutron are very
similar. It will be shown later that this is indeed the case.
The magnetic radius of the proton is defined as rpM ≡
√〈r2〉pM , where
〈r2〉pM =
6
GpM(0)
d
dq2
GpM(q
2)
∣∣∣∣
q2=0
. (2.1.3)
In 2010 the A1 collaboration reported a value of rpM = 0.777(13)stat.(9)syst.(5)model(2)group
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Figure 2.1.2: Proton (above the horizontal axes) and neutron (below the horizontal
axes) magnetic form factor data as a function of Q2 (left) and as a function of z (right).
Here we choose t0 = 0 and use tcut = 4m
2
pi in the definition of z, and plot data for
0 ≤ Q2 ≤ 1.0GeV2.
fm [16]. This value is considerably lower than rpM = 0.876±0.010±0.016 fm extracted in
[17] or 0.854± 0.005 fm extracted in [18], the two other extractions cited by the Particle
Data Group (PDG) [19]. Is there also a magnetic radius puzzle?1
The purpose of this study is to apply the methods established in [7], to the extraction
of the magnetic radius of the proton from scattering data. As in [7] we have utilized
proton, neutron, and pipi scattering data to determine the magnetic radius of the proton
from the reported measurement of the magnetic form factors of the proton and neutron.
The magnetic radius of the neutron is also determined.
2.2 Form Factors and proton magnetic radius
The analytic structure of the form factors and their constraints were discussed in
detail in [7]. Here we review some of the main ingredients needed for our analysis.
The Dirac and Pauli form factors, FN1 and F
N
2 , respectively, are defined as [20, 21]
〈N(p′)|Jemµ |N(p)〉 = u¯(p′)
[
γµF
N
1 (q
2) +
iσµν
2mN
FN2 (q
2)qν
]
u(p) , (2.2.1)
1See the conclusions for values of rpM not quoted by the PDG.
6where q2 = (p′ − p)2 = t and N stands for p or n. The Sachs electric and magnetic form
factors are related to the Dirac-Pauli basis by [22]
GNE (t) = F
N
1 (t) +
t
4m2N
FN2 (t) , G
N
M(t) = F
N
1 (t) + F
N
2 (t) . (2.2.2)
At t = 0 they are [19] GpE(0) = 1, G
n
E(0) = 0, G
p
M(0) = µp ≈ 2.793, GnM(0) = µn ≈
−1.913. We define the isoscalar and isovector form factors as
G
(0)
M,E = G
p
M,E +G
n
M,E , G
(1)
M,E = G
p
M,E −GnM,E , (2.2.3)
such that at t = 0 they are G
(0)
E (0) = 1, G
(1)
E (0) = 1, G
(0)
M (0) = µp + µn, G
(1)
M (0) =
µp − µn. Here GpM,E and GnM,E stands for the proton and neutron form factors. Notice
that G
(0)
M,E = 2G
s
M,E, G
(1)
M,E = 2G
v
M,E for G
s,v
M,E of [18].
2.2.1 Analyticity of form factors
Figure 2.2.1: Conformal mapping of the cut plane to the unit circle.
The unknown functional behavior of the form factors makes it difficult to determine
the number of parameters needed to fit experimental data. Therefore, the goal is to
provide some constraints on the functional behavior of the form factors as shown in [7]
by z-expansion method which is based upon the analytic properties of the form factor
GpM . The z expansion relies on the known analytic properties of the electromagnetic form
factors GE and GM . They are analytic functions of t outside of a cut that starts at the
7two-pion threshold t ≥ 4m2pi on the real t axis. The scattering data lies on −Q2max ≤ t ≤ 0,
where Q2max denotes the largest value of Q
2 in a given data set. The domain of analyticity
can be mapped onto the unit disk via the conformal transformation (2.1.1). The mapping
is shown in Figure 2.2.1. The maximal value of |z| depends onQ2max and t0. It is minimized
for the choice topt0 = tcut
(
1−√1 +Q2max/tcut) which is also the value used for Figure
2.2.1 .
Since the values of the form factors at q2 = 0 are well known, in the following t0 = 0
is used. As discussed in [7], the results do not depend on the choice of t0. For this choice
of t0, the maximum value of |z| is 0.46, 0.58 for Q2max = 0.5, 1.0 GeV2, respectively . The
form factors can be expanded in a power series in z(q2):
G(q2) =
∞∑
k=0
ak z(q
2)k , (2.2.4)
where higher order terms are suppressed by powers of the maximum values of |z|. The
coefficients ak are also bounded in size guaranteeing that the series converges.
The analytic structure in the t-plane, illustrated in the Fig.2.2.1 implies the dispersion
relation,
G(t) =
1
pi
∫ ∞
tcut
dt′
ImG(t′ + i0)
t′ − t . (2.2.5)
Parameterizing the unit circle by z(t) = eiθ and solving eqn.2.2.4 for t with changed limits
8we find [7]
a0 =
1
pi
∫ pi
0
dθReG[t(θ) + i0] = G(t0) ,
ak = − 2
pi
∫ pi
0
dθ ImG[t(θ) + i0] sin(kθ)
=
2
pi
∫ ∞
tcut
dt
t− t0
√
tcut − t0
t− tcut ImG(t) sin[kθ(t)] , k ≥ 1 , (2.2.6)
where
t = t0 +
2(tcut − t0)
1− cos θ ≡ t(θ) . (2.2.7)
Knowledge of this imaginary part of G(t) helps to put constraints on the coefficients
ak which is discussed in the next section.
2.2.2 Bounds on the coefficients
For a realistic extraction of the proton magnetic radius appropriate bounds on the
coefficients ak need to put. Hill and Paz [7] showed that in order to extract the electric
charge radius rpE the bounds |ak| ≤ 5, 10 are conservative enough.
The vector dominance ansatz [6] was used to estimate the size of the ak. Also from eqn.
2.2.3 the magnetic form factors at q2 = 0 are given by G
(0)
M (0) ≈ 0.88 and G(1)M (0) ≈ 4.7,
compared to G
(0,1)
E (0) = 1. Since the vector dominance ansatz is normalized by the value
at q2 = 0, coefficients are proportional to this value. Thus it is found that |ak| ≤ 1.1 for
I = 0 and |ak| ≤ 5.1 for I = 1. Therefore it is concluded that |ak| ≤ 5 is too stringent
and the looser bounds as |ak| ≤ 10 or |ak| ≤ 15 were used.
Since for the magnetic isovector form factor the singularities that are closest to the
cut arise from the two pion continuum the imaginary part of G
(1)
M close to the cut can be
described by the pion form factor Fpi(t) (normalized to Fpi(0) = 1) and f
1
−(t), a partial
9pipi → NN¯ amplitude [18, 23, 24]:
ImG
(1)
M (t) =
√
2
t
(
t/4−m2pi
) 3
2 Fpi(t)
∗f 1−(t) . (2.2.8)
It is found that a0 ≈ 7.9, a1 ≈ −5.5, a2 ≈ −6.1, a3 ≈ −2.9, a4 ≈ 1.1 [6]. Also for the
case of two nucleon threshold we used e+e− → NN¯ data to constrain the magnetic form
factor. Calculations using these data showed that the contribution to |ak| in the region
t ≥ 4m2N can be neglected [6].
One can also put a bound on the ratio |ak
a0
| which is explained in detail in [6]. Then
from the known value of a0 it is easy to put bounds on |ak|. It was seen that the results
from this bounds are consistent with the default bounds. Results are also independent of
higher bound like |ak| ≤ 20.
Summary
All our studies point out that for the magnetic form factor the coefficients ak are
smaller than 10. Since a0 = G
(1)(0) = µp−µn ≈ 4.7, a bound of 5 might be too stringent.
In the following the bounds of 10 and 15 were used instead of the bounds of 5 and 10
used in [7]. It will be seen that even using a bound of 20 will not change the results in
an appreciable way.
One could also argue that a bound on the ratio |ak/a0| ≤ 5, 10 is more appropriate.
Since a0 is known, this will translate to a bound of |ak| ≤ 25, 50 in the I = 1 case. It is
preferable to use the more stringent bound of |ak| ≤ 10, 15, but comments on the results
will be made while using these looser bounds.
It should be noted that for t0 = 0, the magnetic radius depends only on the coefficient
of z. Writing GpM(q
2) =
∑∞
k=0 ak z(q
2)k, where z(q2) ≡ z(q2, 4m2pi, 0), equation (2.1.3)
implies that
rpM =
~c
2mpic2
√
−3a1
2µp
, (2.2.9)
10
where the factors of ~ and c are explicitly shown. A bound of 5, 10, 15, or 20, on
|ak|, implies also a bound of 1.2, 1.6, 2.0, and 2.3 fm on rpM . Writing G(0)M (q2) =∑∞
k=0 a
(0)
k z(q
2, 9m2pi, 0)
k and G
(1)
M (q
2) =
∑∞
k=0 a
(1)
k z(q
2, 4m2pi, 0)
k we have
rpM =
~c
2mpic2
√
−a
(0)
1 +
9
4
a
(1)
1
3µp
. (2.2.10)
A bound of 5, 10, 15, or 20, on |a(0,1)k |, implies also a bound of 0.98, 1.4, 1.7, or 2.0 fm on
rpM . For our default choice of bounds of 10 and 15 these values are much larger than the
current range of values quoted by the PDG [19], roughly 0.7 − 0.9 fm . Thus, just the
presence of our default bounds does not bias the extraction of the radius.
2.3 Extraction of the proton magnetic radius
In this section the detail of the extraction of proton magnetic radius will be discussed.
2.3.1 Proton data
To extract the magnetic radius of proton the values of GpM from [8] were used. We
write the form factor as GpM(q
2) =
∑∞
k=0 ak z(q
2)k, where z(q2) ≡ z(q2, 4m2pi, 0). We fit
k < kmax parameters, where kmax = 2, . . . , 12. We minimize the χ
2 function
χ2 =
∑
i
(data i − theoryi)2/(σi)2, (2.3.1)
where i ranges over the tabulated values of [8] up to a given maximal value of Q2, with
Q2 = 0.1, 0.2, . . . , 1.2, 1.4, 1.6, 1.8 GeV2. As explained above, our default choice for the
bounds on the coefficients is |ak| < 10 and |ak| < 15. The proton magnetic radius is
obtained from (2.1.3). The error bars are determined from the ∆χ2 = 1 range. Usually,
the ∆χ2 = 1 range was determined from a numerical search algorithm. For some higher
11
values of Q2, the χ2(rpM) seems to have some discontinuities and in that case, the ∆χ
2 = 1
was extracted directly from the χ2(rpM) curve. To ensure a conservative estimate of the
error, we quote only one digit in the error bar.
The extracted values and the value of the minimum of χ2 do not vary with kmax for
kmax > 4. In other words, the extracted values do not depend on the number of coefficients
we fit. In the following results with kmax = 8 have been quoted. The extracted values
of the magnetic radius are very consistent over the range of Q2. Thus for data with
Q2 ≤ 0.5 GeV2, we have rpM = 0.91+0.03−0.06 fm for a bound of 10 and rpM = 0.92+0.04−0.07 fm for a
bound of 15, while for Q2 ≤ 1.0 GeV2 we have rpM = 0.90+0.03−0.07 fm for a bound of 10 and
rpM = 0.91
+0.04
−0.07 fm for a bound of 15.
The dependence of the extracted magnetic radius on the bounds on |ak| have also
been studied. If we use a bound of |ak| < 20, the results above change to rpM = 0.93+0.03−0.07
fm for Q2 ≤ 0.5 GeV2 and rpM = 0.91+0.04−0.08 fm for Q2 ≤ 1.0 GeV2. These values are very
similar to the ones obtained with |ak| < 10 and |ak| < 15. As discussed above the bound
|ak| < 5 is considered to be too stringent, but if it is used we obtained rpM = 0.89+0.03−0.05 fm
for Q2 ≤ 0.5 GeV2 and rpM = 0.89+0.02−0.05 fm for Q2 ≤ 1.0 GeV2, which are not statistically
different from the results of our default bounds.
Another possible choice of bounds might be to bound |ak/a0|. This is motivated by
the fact that the vector dominance ansatz and the pi-pi data indicate that ak/a0 is similar
for the electric and magnetic form factors. Thus we might choose |ak/a0| < 5, 10. We
have checked the effect of these looser bounds on the extracted magnetic radius. For
Q2 ≤ 0.5 GeV2, we have rpM = 0.92+0.03−0.07 fm for a bound of |ak/a0| < 5 and rpM = 0.95+0.04−0.08
fm for a bound of |ak/a0| < 10 while for Q2 ≤ 1.0 GeV2 we have rpM = 0.91+0.04−0.08 fm for a
bound of |ak/a0| < 5 and rpM = 0.92+0.05−0.09 fm for a bound of |ak/a0| < 10. For the magnetic
radius with t0 = 0, a0 = µp ≈ 2.8, so if |ak/a0| < 5, 10 were chosen, this translates to
|ak| < 14, 28 respectively. Comparing these results to the ones obtained above we notice
a slight monotonic increase in the central value and the error bars with the loosening of
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the bound. The increase in the error bars is to be expected of course. Even with the
looser bounds, the results obtained are consistent with our default bounds.
Bound on ak r
p
M +σ −σ
5 0.89 0.03 0.05
10 0.91 0.03 0.06
15 0.92 0.04 0.07
20 0.93 0.04 0.07
Table 2.3.1: Q2 ≤ 0.5 GeV2
Using proton data
Bound on ak r
p
M +σ −σ
5 0.89 0.02 0.05
10 0.91 0.03 0.07
15 0.91 0.04 0.07
20 0.91 0.05 0.08
Table 2.3.2: Q2 ≤ 1.0 GeV2
Using proton data
Using our default bounds of |ak| < 10 and |ak| < 15, and using Q2 ≤ 0.5 GeV2 for
concreteness we obtain rpM = 0.91
+0.03
−0.06± 0.02 fm. The first error is for a bound of 10 and
the second error includes the maximum variation of the ∆χ2 = 1 interval when the fits
are redone with a bound of 15. Some of the results are listed in Tables 2.3.1 and 2.3.2.
2.3.2 Proton and neutron data
Including neutron data allows us to separate the I = 1 and I = 0 isospin components
of the proton magnetic form factor. Since for the I = 0 components tcut = 9m
2
pi, this
increases the value of tcut and effectively decreases the maximum value of z.
As before values of GpM tabulated in [8] were used. For G
n
M(Q
2) we used values
published in [9, 10, 11, 12, 13, 14, 15]2. The data reported in [26] and [27] were not used,
as they were criticized for missing a systematic error, see section VIII of [14]3.
χ2 was formed as before and GnM and G
p
M were expressed in terms of G
(0)
M and G
(1)
M ,
see (2.2.3). We express G
(0)
M as a power series in z(t, 9m
2
pi, 0) and G
(1)
M as a power series
2[14] contain the final results that supersedes the previous publications [28, 29]. For [15], the data is
tabulated in [30].
3If we include these additional data points we obtain similar values of the magnetic radius but with
much larger values of χ2.
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in z(t, 4m2pi, 0), i.e.
G
(0)
M (t) =
∑
k
a
(0)
k z
k(t, tcut = 9m
2
pi, 0) (2.3.2)
G
(1)
M (t) =
∑
k
a
(1)
k z
k(t, tcut = 4m
2
pi, 0) . (2.3.3)
As for the proton data alone, the extracted values of the magnetic radius do not
depend on the number of the parameters we fit. The values are very consistent over
the range of Q2. Thus for data with Q2 ≤ 0.5 GeV2, we have rpM = 0.87+0.04−0.05 fm for a
bound of 10 and rpM = 0.87
+0.05
−0.05 fm for a bound of 15, while for Q
2 ≤ 1.0 GeV2 we have
rpM = 0.87
+0.03
−0.05 fm for a bound of 10 and r
p
M = 0.88
+0.04
−0.05 fm for a bound of 15. These
values are consistent with the values extracted from the proton data alone.
The dependence of the extracted magnetic radius on the bounds on |ak| were studied.
If a bound of |ak| < 20 is used, the results above change to rpM = 0.88+0.04−0.06 fm for Q2 ≤ 0.5
GeV2 and rpM = 0.88
+0.05
−0.06 fm for Q
2 ≤ 1.0 GeV2. These values are very similar to the
ones obtained with |ak| < 10 and |ak| < 15. On the other hand if the bound |ak| < 5 is
used, we obtain rpM = 0.87
+0.02
−0.02 fm for Q
2 ≤ 0.5 GeV2 and rpM = 0.87+0.02−0.02 fm for Q2 ≤ 1.0
GeV2. The central values are consistent with our default bounds, but the error bars are
substantially smaller. This is to be expected since this bound is too stringent.
As explained above, another possible choice of bounds is |ak/a0| < 5, 10. For Q2 ≤ 0.5
GeV2, we have in this case rpM = 0.88
+0.05
−0.06 fm for a bound of |ak/a0| < 5 and rpM = 0.91+0.05−0.07
fm for a bound of |ak/a0| < 10. For Q2 ≤ 1.0 GeV2 we have rpM = 0.89+0.04−0.07 fm for
a bound of |ak/a0| < 5 and rpM = 0.90+0.05−0.09 fm for a bound of |ak/a0| < 10. Since
a
(0)
0 = µp + µn ≈ 0.88, a(1)0 = µp − µn ≈ 4.7, |a(0)k /a(0)0 | < 5 implies |a(0)k | < 4.4 and
|a(1)k /a(1)0 | < 5 implies |a(1)k | < 23.5. Similarly |a(0)k /a(0)0 | < 10 implies |a(0)k | < 8.8 and
|a(1)k /a(1)0 | < 10 implies |a(1)k | < 47. Comparing these results to the ones obtained above
we notice again a monotonic increase in the central value and the error bars with the
loosening of the bound. The increase in the error bars is to be expected of course. Even
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with the looser bounds, the results obtained are consistent.
Bound on ak r
p
M +σ −σ
5 0.86 0.02 0.01
10 0.87 0.04 0.05
15 0.87 0.05 0.05
20 0.88 0.04 0.06
Table 2.3.3: Q2 ≤ 0.5 GeV2 Us-
ing proton and neutron data
Bound on ak r
p
M +σ −σ
5 0.87 0.02 0.02
10 0.88 0.02 0.05
15 0.88 0.04 0.05
20 0.88 0.05 0.06
Table 2.3.4: Q2 ≤ 1.0 GeV2 Us-
ing proton and neutron data
Using our default bounds of |ak| < 10 and |ak| < 15, and using Q2 ≤ 0.5 GeV2 for
concreteness we obtain rpM = 0.87
+0.04
−0.05 ± 0.01 fm. The results are shown in Tables 2.3.3
and 2.3.4.
2.3.3 Proton, neutron and pipi data
Between the two-pion and four-pion threshold the only state that can contribute to
the imaginary part of the magnetic isovector form factor is that of two pions. Since the
information about ImG
(1)
M (t) in this region is known to us, see (2.2.8), we can use it to
raise the effective threshold for the isovector form factor from tcut = 4m
2
pi to tcut = 16m
2
pi.
It is done by fitting [7]
G
(1)
M (t) = Gcut(t) +
∑
k
a
(1)
k z
k(t, tcut = 16m
2
pi, 0). (2.3.4)
Gcut(t) is calculated using (2.2.5) from the discrete expression for ImG
(1)
M (t) described in
section 2.2.2. As in [7] two cases for Gcut(t) were considered. The first is generated by
the values of ImG
(1)
M (t) in the range 4m
2
pi < t < 16m
2
pi, and the second by the values of
ImG
(1)
M (t) in the range 4m
2
pi < t < 40m
2
pi. The second choice amounts to modeling the pipi
continuum 16m2pi < t < 40m
2
pi by ImG
(1)
M (t) of (2.2.8). As explained in [7], this does not
introduce model dependence since the difference between the true continuum and Gcut(t)
will be accounted for by the parameters in the z expansion, as the value of tcut = 16m
2
pi
15
is not changed.
In [7] it was found that the second choice of Gcut(t) led to a smaller size of the
coefficients in the z expansion of the isovector form factor. It will be interesting to check
if that holds true also in the magnetic case. We fit the same proton and neutron data for
Q2max = 1 GeV
2, t0 = 0, kmax = 8 and a bound of 15 on the coefficients using (2.3.4). For
the first choice of Gcut(t) we find the first two coefficients of the isoscalar form factor to
be −2+0.5−0.3, 3+2−6 and the first two coefficients of the vector form factor to be −13.5(3), 13+6−3
(the value of 13+6−3 was obtained by applying a bound of 15 on all the coefficients with the
exception of the second one, which is left unbounded). For the second choice of Gcut(t) it
is found that the first two coefficients of the isoscalar form factor are not changed while
the first two coefficients of the vector form factor are 2.6+0.4−0.5, 5
+5
−4. As in the electric form
factor case, there is a reduction in the size of the isovector coefficients when using the
second form. We will therefore adopt that as our default choice. As it will be shown
below, the value of the magnetic radius does not change if the first form of Gcut(t) is
used.
We can understand the large size of the isovector coefficients when using Gcut(t)
calculated from ImG
(1)
M (t) in the range 4m
2
pi < t < 16m
2
pi. From equations (2.2.3) and
(2.3.4), the proton magnetic radius is given by
rpM =
~c
2mpic2
√
1
µp
(
−1
3
a
(0)
1 −
3
16
a
(1)
1 + 4m
2
pic
4G′cut(0)
)
, (2.3.5)
where G′cut(0) is obtained from (2.2.5)
G′cut(0) =
1
pi
∫
4m2pi
dt′
ImG(t′ + i0)
(t′)2
. (2.3.6)
Since ImG
(1)
M (t) from (2.2.8) is positive in the relevant region, as the upper limit in
(2.3.6) is increased, G′cut(0) increases. Therefore G
′
cut(0) calculated from ImG
(1)
M (t) in the
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range 4m2pi < t < 16m
2
pi is smaller than G
′
cut(0) calculated from ImG
(1)
M (t) in the range
4m2pi < t < 40m
2
pi and as a result |a(1)1 | must be larger to maintain the same size of rpM
preferred by the data. In fact, since we can calculate G′cut(0), if we assume r
p
M ≈ 0.87 fm
and use a
(0)
1 ≈ −2, we can calculate and find a(1)1 ≈ −13 in the first case and a(1)1 ≈ 3 in
the second case. These are the values we obtained above
Using (2.3.4) the magnetic radius was extracted. The extracted values of the magnetic
radius do not depend on the number of the parameters we fit. The values are very
consistent over the range of Q2. Thus for data with Q2 ≤ 0.5 GeV2, we have rpM =
0.871+0.011−0.015 fm for a bound of 10 and r
p
M = 0.873
+0.012
−0.016 fm for a bound of 15, while for
Q2 ≤ 1.0 GeV2 we have rpM = 0.874+0.008−0.015 fm for a bound of 10 and rpM = 0.874+0.012−0.014 fm
for a bound of 15. These values are consistent with the values extracted above.
We have studied the dependence of the radius on the bounds on the coefficients. If
a bound of 20 is used, rpM = 0.876
+0.012
−0.018 for Q
2 ≤ 0.5 GeV2 and rpM = 0.875+0.013−0.016 for
Q2 ≤ 1.0 GeV2. These values are very similar to the ones obtained with a bound of 10
and 15. If we use the too-stringent bound of 5 we obtain rpM = 0.867
+0.010
−0.013 for Q
2 ≤ 0.5
GeV2 and rpM = 0.867
+0.006
−0.008 for Q
2 ≤ 1.0 GeV2. These values are consistent, but the error
bars are smaller.
Another possible choice of bounds is |ak/a0| < 5, 10. For Q2 ≤ 0.5 GeV2, we find
rpM = 0.867
+0.013
−0.013 fm for a bound of |ak/a0| < 5 and rpM = 0.869+0.013−0.015 fm for a bound of
|ak/a0| < 10. For Q2 ≤ 1.0 GeV2, we find rpM = 0.867+0.008−0.009 fm for a bound of |ak/a0| < 5
and rpM = 0.873
+0.009
−0.014 fm for a bound of |ak/a0| < 10. All these results are consistent with
our default choices.
The decrease in the error bars when including the pipi data arises from the increase
in the value of tcut from 4m
2
pi to 16m
2
pi for the isovector form factor. If we use (2.3.4)
but with tcut = 4m
2
pi we obtain results that are almost identical to the fits using the
proton and neutron data alone. As another check of our results, we fit the data using
(2.3.4), but with Gcut(t) calculated using ImG
(1)
M (t) in the range 4m
2
pi < t < 16m
2
pi. As
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discussed above, we use only a bound of 15 in this case. For Q2 ≤ 0.5 GeV2 we find
rpM = 0.873
+0.011
−0.016, and for Q
2 ≤ 1.0 GeV2 we find rpM = 0.873+0.012−0.012. These values are very
close to the ones we obtained with the use of the default form of Gcut(t).
The expression for ImG
(1)
M (t) depends on f
1
−(t). The tabulation of f
1
−(t) in [25] does
not quote any error. In [7] an error of 30% was used as a representative uncertainty. If
we assume a 30% increase for f 1−(t) and hence for Gcut(t) we obtain for Q
2 ≤ 0.5 GeV2
and a bound of 10, rpM = 0.872
+0.013
−0.015. If we assume a 30% decrease for Gcut(t) we obtain
for Q2 ≤ 0.5 GeV2 and a bound of 10, rpM = 0.867+0.010−0.015.
Bound on ak r
p
M +σ −σ
5 0.867 0.010 0.013
10 0.871 0.011 0.015
15 0.873 0.012 0.016
20 0.876 0.012 0.018
Table 2.3.5: Q2 ≤ 0.5 GeV2
Using proton, neutron and pipi
data
Bound on ak r
p
M +σ −σ
5 0.867 0.006 0.008
10 0.874 0.008 0.015
15 0.874 0.012 0.014
20 0.875 0.013 0.016
Table 2.3.6: Q2 ≤ 1.0 GeV2
Using proton, neutron and pipi
data
In summary, all our checks produce consistent results for rpM . Using our default
choices for the bounds and Gcut(t), and using Q
2 ≤ 0.5 GeV2 for concreteness we obtain
rpM = 0.87
+0.02
−0.02 fm. Our conservative error estimate includes the variation of the bounds
and of Gcut(t) where we choose to quote only one digit in our error estimate. The results
are summarized in Tables 2.3.5 and 2.3.6.
2.4 Extraction of the neutron magnetic radius
The data used to extract the magnetic radius of the proton can be used also to extract
the magnetic radius of the neutron. The magnetic radius of the neutron is defined as
rnM ≡
√〈r2〉nM , where
〈r2〉nM =
6
GnM(0)
d
dq2
GnM(q
2)
∣∣∣∣
q2=0
. (2.4.1)
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We extract the neutron magnetic radius from the neutron, neutron and proton, and
neutron, proton, and pipi data sets. We follow the same default choices described above.
In particular we will use a bound of 10 and 15 on the coefficients of the z expansion.
2.4.1 Neutron data
Using the neutron form factor data reported in [9, 10, 11, 12, 13, 14, 15] we fit
GnM(q
2) =
∑∞
k=0 ak z(q
2)k by minimizing the χ2 function of (2.3.1). For a cut Q2 ≤ 0.5
GeV2 we find rnM = 0.74
+0.13
−0.06 fm for a bound of 10 and r
n
M = 0.65
+0.21
−0.07 fm for a bound
of 15. For a cut of Q2 ≤ 1.0 GeV2 we find rnM = 0.77+0.17−0.09 fm for a bound of 10 and
rnM = 0.74
+0.20
−0.11 fm for a bound of 15. Obviously the error bars for r
n
M extracted from the
neutron data are much larger than for rpM . We prefer to quote only one digit in our error
bar. We therefore determine rnM = 0.7
+0.2
−0.1 fm from neutron data alone. Comparing to
rpM = 0.91
+0.03
−0.06 ± 0.02 fm obtained from proton data alone, we find that rnM and rpM are
consistent within errors.
2.4.2 Neutron and proton data
Adding the proton form factor data from [8] allows us to separate the isospin compo-
nents. The magnetic radius of the neutron is given by an equation similar to (2.2.10)
rnM =
~c
2mpic2
√
−a(0)1 + 94a(1)1
3µn
. (2.4.2)
We fit the isoscalar and the isovector form factors as described before. For a cut Q2 ≤ 0.5
GeV2 we find rnM = 0.89
+0.06
−0.09 fm for a bound of 10 and r
n
M = 0.88
+0.08
−0.09 fm for a bound
of 15. For a cut of Q2 ≤ 1.0 GeV2 we find rnM = 0.88+0.06−0.08 fm for a bound of 10 and
rnM = 0.89
+0.07
−0.10 fm for a bound of 15. Again the error bars for r
n
M are about twice as large
as those for rpM from the same data set. Quoting only one digit we determine r
n
M = 0.9
+0.1
−0.1
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fm from neutron and proton data. Comparing to rpM = 0.87
+0.04
−0.05± 0.02 fm obtained from
the same proton and neutron data, we find that rnM and r
p
M are consistent within errors.
2.4.3 Neutron, proton, and pipi data
Adding the pipi data as described in the previous section leads to a reduction in the
error bars. For a cut Q2 ≤ 0.5 GeV2 we find rnM = 0.89+0.03−0.03 fm for a bound of 10 and
rnM = 0.89
+0.03
−0.03 fm for a bound of 15. If we take a 30% variation of f
1
−(t) as described
above, we get values of rnM within this range. For a cut of Q
2 ≤ 1.0 GeV2 we find
rnM = 0.88
+0.03
−0.01 fm for a bound of 10 and r
n
M = 0.88
+0.03
−0.02 fm for a bound of 15. As before
the error bars for rnM are about twice as large as those for r
p
M from the same data set.
Quoting only one digit for the error bars we determine rnM = 0.89
+0.03
−0.03 fm from neutron,
proton, and pipi data. Comparing to rpM = 0.87
+0.02
−0.02 fm obtained from the same data set,
we find that rnM and r
p
M are consistent within errors.
Neutron magnetic radius results are summarized in Table 2.4.1.
Q2(GeV2) Bound on ak Neutron data Neutron and Proton data Neutron,Proton and pipi data
rnM +σ −σ rnM +σ −σ rnM +σ −σ
0.5
10 0.74 0.13 0.06 0.89 0.06 0.09 0.89 0.03 0.03
15 0.65 0.21 0.07 0.88 0.08 0.09 0.89 0.03 0.03
1.0 10 0.77 0.17 0.09 0.88 0.06 0.08 0.88 0.03 0.01
15 0.74 0.20 0.11 0.89 0.07 0.10 0.88 0.03 0.02
Table 2.4.1: Neutron magnetic radii for different data sets
2.5 Conclusion
The purpose of this analysis was to try to resolve the discrepancies that exist in the
literature regarding the extraction of the magnetic radius of the proton. To achieve that
we used the “z-expansion” method which incorporates the analytic structure of the form
factors.
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Three data sets have been used for the extraction. From the proton data set we
extracted the magnetic radius of the proton as rpM = 0.91
+0.03
−0.06± 0.02 fm. Inclusion of the
neutron data gives the radius rpM = 0.87
+0.04
−0.05± 0.01 fm. When we add the pipi data along
with these data sets the extracted value of the magnetic radius is rpM = 0.87
+0.02
−0.02 fm. Our
study has also revealed that the extracted magnetic radius is independent of the number
of parameters we fit or the range of Q2 we used. We have reported all our results with 8
parameters and two specific ranges of energy Q2 ≤ 0.5 GeV2 and Q2 ≤ 1.0 GeV2.
The same procedure was applied to extract the magnetic radius of the neutron. Com-
bining all three data sets (neutron, proton and pipi) we extract the radius of the neutron
to be rnM = 0.89 ± 0.03 fm. Interestingly we notice that within the errors this value is
consistent with the magnetic radius of the proton rpM = 0.87± 0.02 fm.
Recently Particle Data Group (PDG) [31] has listed both of these values rpM = 0.87±
0.02 fm and rnM = 0.89±0.03 fm in their listing of magnetic radius of proton and neutron
respectively.
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CHAPTER 3: IMPOSING LHC CONSTRAINTS ON THE
COMBINED ANOMALY AND Z ′
MEDIATION MECHANISM OF
SUPERSYMMETRY BREAKING
3.1 Introduction
All fundamental particles that known to exist in nature can be categorized as either
fermions or bosons. Supersymmetry (SUSY) is a symmetry that is assumed to exist be-
tween the fermions and the bosons. One of the prime success of supersymmetric theory is
to stabilize the Higgs mass and solve the hierarchy problem. The absence of ‘superpart-
ner’ of the electron, ‘selectron’ and other experimental facts (to be discussed later) have
revealed that supersymmetry must be a broken symmetry. Detailed study of different
supersymmetry breaking scenarios indicate that our known particle and energy sectors
need to be extended to accommodate the SUSY breaking effects. Therefore it is believed
that SUSY is broken presumably at very high energy level, known as ‘hidden sector’ and
then these breaking effects are ‘communicated’ to the Electroweak (EW) scale, known as
‘visible sector’. Therefore the most important questions in supersymmetric theory are,
‘how the sypersymmetry is broken and how this breakdown is communicated between
the two sectors’ ? There are several supersymmetry breaking mechanisms available in
the literature, like gauge-mediated-supersymmetry-breaking (GMSB), Planck-mediated-
supersymmetry-breaking (PMSB), Anomaly mediation etc. For our purpose we consider
the anomaly mediation and Z ′ mediation mechanisms. Combining anomaly with Z ′ me-
diation allows us to solve the tachyonic problem of the former and avoid fine tuning in
the latter. This model includes an extra U(1)′ gauge symmetry and extra singlet scalar
S which provides a solution to the ‘µ problem’ of the Minimal Supersymmetric Standard
Model (MSSM). The low-energy particle spectrum is calculated from the Renormaliza-
tion Group Equations (RGEs’). The benchmark points considered in the original model,
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suggested before the Higgs discovery, predicted a Higgs mass heavier than the generic
MSSM value. In 2012, the Higgs particle was discovered and found to have a mass of 125
GeV. Therefore, we can use that value and other current Large Hadron Collider (LHC)
data to scan the parameter space and update the predictions of the model, in particular
the mass of the Z ′ gauge boson.
3.2 Some basics of Supersymmetry
In this section we briefly discuss the motivations that lead to the concept of super-
symmetry and how to build up a supersymmetric Lagrangian.
3.2.1 Motivation of Supersymmetry
The Standard Model (SM) of high-energy physics is experimentally proven to describe
many physical phenomena with significant level of accuracy. Still there are several issues
at high-energy physics that need to be addressed and that requires physics beyond the
Standard Model. We will discuss few of them as the prime motivation for the introduction
of the concept of supersymmetry.
Quadratic divergences in SM
When we study the quantum field theory to understand the physics of fundamental
particles we are interested in the invariant matrix element M which is defined as [32]
〈p1p2 . . . |iT |kAkB〉 = (2pi)4δ(4)(kA + kB −
∑
pf ) · iM(kA, kB → pf ). (3.2.1)
where A,B are the incoming particles with 4-momentum kA, kB respectively. After the
collision they are producing n no of particles with 4-momenta p1, p2 etc. T is the ma-
trix which contain all the informations regarding the interactions between the colliding
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particles.
What M basically calculates is the transition amplitudes which are determined by
the contribution of all possible Feynman diagrams for the process under consideration.
Calculation of tree-level Feynman diagrams are straight-forward once we determine the
Feynman rules for the vertex and propagators from the Lagrangian describing the pro-
cess. The complications arises when the loop-diagrams consisting of virtual particles are
considered.
e−
γ
Figure 3.2.1: Electron self-energy diagram
For example, let us first consider the electron self-energy correction shown in the
Figure 3.2.1. The two-point function of this 1-loop diagram is given by
∑
(k) =
∫
d4k
(2pi)4
[
(−ieγµ) i
/k −m0 (−ieγ
ν)
(−igµν
k2
)]
= − e2
∫
d4k
(2pi)4
[
γµγνgµν
(/k −m0)k2
]
= − e2
∫
d4k
(2pi)4
[
γµ(/k +m0)γµ
(k2 −m20)k2
]
= − e2
∫
d4k
(2pi)4
[ −2/k
(k2 −m20)k2
+
4m0
(k2 −m20)k2
]
,
(3.2.2)
where m0 is the ‘bare’ electron mass obtained from the pole of the electron propagator.
Clearly we find that the second term of eqn. 3.2.2 gives a finite contribution, but the first
term gives a contribution to the bare mass which varies with the cut-off momentum Λ as
δm ∼ α
∫ Λ d4k
/kk2
(3.2.3)
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H
f¯
f
H
Figure 3.2.2: Higgs self-energy due to a
fermion f
H
S
H
Figure 3.2.3: Higgs self-energy due to a
scalar S
with α = g
2
4pi
, g being the U(1) coupling constant. Final calculation shows that the exact
correction is of the amount
δm =
3α
4pi
m0log(
Λ2
m20
). (3.2.4)
The presence of the logarithm in eqn.3.2.4 ensures that even if Λ is of the order of Plank
scale,MPl(= [8piGNewton]
−1/2 = 2.4×1018 GeV), the change in mass is proportional to m0
and we get the ‘physical’ mass of the electron as me = m0+ δm. If m0 = 0, the quantum
correction is also 0, following eqn. 3.2.4. Everything seems nice and under control.
Now let us focus on the 1-loop diagram of scalar fields as shown in Figure 3.2.2 where
a fermion (f) is emitted and again reabsorbed during the propagation of a Higgs field
(H). The two-point function in this case is given by
∑
(k) = −
∫
d4k
(2pi)4
tr
[
(i
λf√
2
)
i(/k +mf )
k2 −m2f
(i
λf√
2
)
i(/k +mf )
k2 −m2f
]
= −N(f)λ2f
∫
d4k
(2pi)4
[
k2 +m2f
(k2 −m2f )2
]
= −N(f)λ2f
∫
d4k
(2pi)4
[
1
(k2 −m2f )
+
2m2f
(k2 −m2f )2
]
,
(3.2.5)
where N(f) is a multiplicity factor, 3 for top quark and so on.
Similar as electron self-energy case, the second term of eqn. 3.2.5 gives a finite con-
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tribution (
∫
d4k
k4
). Whereas for k >> mf , the first term is quadratically divergent and
therefore the correction (Λ2 ∼M2Pl) is almost 30 orders magnitude larger than the Higgs
mass.
Comparing and analyzing two cases of radiative corrections for the electron and for
Higgs particle, we find an important aspect of the SM Lagrangian, symmetry. In the
Quantum Electrodynamical (QED) part of SM Lagrangian, there exist a symmetry known
as chiral symmetry. In the limit of this symmetry (m→ 0) a fermion mass does not receive
any radiative correction and a perfect symmetry exists. Since electron is not massless,
this quantity (m0) is breaking this symmetry. Therefore those corrections must be pro-
portional to their bare masses only and also depend on the cut-off scale logarithmically.
Thus it is said that chiral symmetry ‘protects’ the fermion masses from the loop correc-
tions. In the case of scalars there is no such symmetry which is equivalent to the chiral
symmetry for fermions that protects them from acquiring large radiative corrections.
Therefore there is a need to introduce some new kind of symmetry which can address
this problem.
Hierarchy problem
The discussion of the ‘hierarchy problem’ starts with the two fundamental energy
scales of nature that seem to exist till now, namely electroweak scale (mEW ∼ 103 GeV)
and the Planck scale (MPl ∼ 1018 GeV). Why do we care so much about these two
scales only ? The reason is that the first one is relevant because most of our observed
fundamental or composite particles are found at or below this scale. Whereas at the
Planck scale the gravitational force become significantly strong. The enormous difference
between these two scale (which is in simplest term known as the ‘hierarchy problem’) is
definitely a matter of concern and the issue has rightfully taken many particle physicist’s
good amount of lifetime!
Hierarchy problem is also very much related to the divergences described above and
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the renormalization procedure. As we have seen above, when the Higgs particle couple
to a fermion with mass close to the cut-off scale, eqn. 3.2.5 tells us that the divergent
contribution would be enormous [33],
∆m2H ∼ −
|λf |2
8pi2
Λ2UV + . . . . (3.2.6)
and consequently a large amount of fine-tuning would be needed.
The Higgs particle can also receive huge quantum corrections from heavy scalars S
(Figure 3.2.3) or other particles which can directly or indirectly couple to it as explained
in [33]
∆m2H ∼
λS
16pi2
[
Λ2UV − . . .
]
. (3.2.7)
Now let us consider the classical Higgs potential
V = −µ2φ†φ+ λ
4
(φ†φ)2 (3.2.8)
where µ is the Higgs mass parameter, φ is a SU(2) doublet field
φ =
φ+
φ0
 (3.2.9)
and λ is the strength of Higgs self-coupling. Clearly the minimum of the Higgs potential
gives the relation λ|φ|2 = 2µ2 leads to
|φ| = µ
√
2
λ
≡ v√
2
(3.2.10)
where v is known as the vacuum expectation value (vev), determined from the minimum of
the classical potential 3.2.8. Experimental measurements of the properties of electroweak
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interactions tells us the value of v to be 246 GeV. This is the electroweak scale mentioned
earlier and determines all the masses of the theory at the tree-level.
A very obvious and fundamental question then arises, if there exists a more fun-
damental theory than the SM at higher energy (may be at MPl scale) then why the
mass-squared parameter µ2 is 15 order magnitude less ? One way to solve this problem
is to think about a procedure which can prevent the µ2 term from acquiring such large
contribution and then we don’t need to worry about the difference between these fun-
damental energy scales. The concept of supersymmetry can achieve this by introducing
partner particles to the SM particles with couplings related as λS = |λf |2 and different
contributions to Higgs get cancelled. In more technical terms this procedure ‘stabilizes’
the Higgs mass and consequently provide an answer to the hierarchy problem.
3.2.2 Supersymmetric Field Theory
Supersymmetry is a transformation that turns a fermion to a boson and vice versa.
In terms of quantum language we represent this as
Q|Boson〉 = |Fermion〉, Q|Fermion〉 = |Boson〉. (3.2.11)
According to the Coleman-Mandula theorem [34] the operator Q which can generate such
transformations must be an anti-commuting spinor operator. Since spinors are complex,
Q† (the hermitian conjugate of Q) would also be a generator. We will discuss their
properties in the following sections.
SUSY algebra
In field theory the word ‘algebra’ means the commutation (or anti-commutation) rela-
tions among the generators of the corresponding symmetry transformations. An example
would be the anti-commutation relations of Pauli matrices which are the generators of
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the SU(2) group. Similarly there are Gell-Mann matrices for SU(3) group and so on.
The symmetry operator Q’s in eqn. 3.2.11 have two components and they transform
as spin-1/2 objects. Therefore they must be described by a spin-1, 4-vector representation
which is according to the Coleman-Mandula theorem, given by Pµ. This theorem also
suggests that to avoid parity violating interactions due to the chiral fermions, these
generators should satisfy these following commuting and anti-commuting relations. [33]1
{Q,Q†} = P µ, (3.2.12)
{Q,Q} = {Q†, Q†} = 0, (3.2.13)
[P µ, Q] = [P µ, Q†] = 0, (3.2.14)
Supermultiplets
The basic building block of supersymmetric algebra is the supermultiplets which are
basically irreducible representation of single-particle states and contain both fermionic
and bosonic components. These states are called superpartners of each other. There are
two types of supermultiplets in renormalized field theory. A combination of Weyl fermion
field and a complex scalar field is known as chiral or matter or scalar supermultiplet.
Whereas a combination of spin-1/2 gaugino (fermionic superpartner of gauge bosons)
and a spin-1 gauge bosons are known as gauge or vector supermultiplets. In forming
these supermultiplets a very important criteria must be satisfied, the number of bosonic
degrees of freedom (nB) must be equal to the number of fermionic degrees of freedom
(nF ), i.e. nB = nF . This is because, supersymmetry is a transformation between fermion
and boson and naively each supermultiplet consists of a Weyl-fermion (with nF = 2 for
two helicity states) and a boson (real scalar with nB = 1) which have different degrees of
freedom, but a symmetry theory does not allow that to happen. For example, let’s take
1Using the notation of ref. [33]
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Names spin 0 spin 1/2 SU(3)C , SU(2)L, U(1)Y
squarks, quarks Q (u˜L d˜L) (uL dL) ( 3, 2 ,
1
6
)
(×3 families) u u˜∗R u†R ( 3, 1, −23)
d d˜∗R d
†
R ( 3, 1,
1
3
)
sleptons, leptons L (ν˜ e˜L) (ν eL) ( 1, 2 , −12)
(×3 families) e e˜∗R e†R ( 1, 1, 1)
Higgs, higgsinos Hu (H
+
u H
0
u) (H˜
+
u H˜
0
u) ( 1, 2 , +
1
2
)
Hd (H
0
d H
−
d ) (H˜
0
d H˜
−
d ) ( 1, 2 , −12)
Table 3.2.1: Chiral supermultiplets in the Minimal Supersymmetric Standard Model.
[33].
Names spin 1/2 spin 1 SU(3)C , SU(2)L, U(1)Y
gluino, gluon g˜ g ( 8, 1 , 0)
winos, W bosons W˜± W˜ 0 W± W 0 ( 1, 3 , 0)
bino, B boson B˜0 B0 ( 1, 1 , 0)
Table 3.2.2: Gauge supermultiplets in the Minimal Supersymmetric Standard Model [33].
the chiral supermultiplet
 νeL
eL
 partnered by
 ν˜eL
e˜L
 . (3.2.15)
Here eL and νeL are two Weyl-fermions, each with two degrees of freedom, so total degrees
of freedom is four. Its superpartners are two complex scalars, ν˜eL and e˜L each with two
degrees of freedom. These supermultiplets are shown in Tables 3.2.1 and 3.2.2.
Since the supersymmetry is a symmetry between fermions and bosons, the particles
within a supermultiplet must differ by their spin assignment as shown in Tables 3.2.1
and 3.2.2. The Standard Model fermions (quarks and leptons) are Weyl fermions with
two helicity states (nF = 2). Also they all are chiral in nature which means under the
gauge group their left-handed part and right-handed part transform differently. This is
the reason why they are placed in the Chiral supermultiplets. Clearly to maintain the
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degrees of freedom their bosonic partners should have spin-0.
Nomenclature
It is a convention that the names of the superpartners of spin-0 particles of chiral
supermultiplets start with a “s” in front, for scalars, and they are denoted by a tilde (˜ )
above their symbols. For example the superpartner of the SM left-handed quark (uL) is a
‘scalar quark’ denoted by the symbol (u˜L) and left-handed lepton (eL) is a ‘scalar lepton’
denoted by the symbol (e˜L). In general they are called squarks and sleptons or sfermions
all together.
The similar nomenclature for a spin-1/2 superpartner is to add “ino” in the end of
the known SM particles. For example the spin-1/2 superpartner of the Higgs particle
in the chiral supermultiplet is called higgsino, the superpartner of gluon in the gauge
supermultiplet is gluino etc.
SUSY Lagrangian
After establishing the particle content of the theory and the supermultiplets, in this
section we will briefly discuss how to build a supersymmetric Lagrangian.
Chiral Lagrangian for free fields
Let’s first concentrate on the Lagrangian of a chiral supermultiplets. In writing a
Lagrangian we must remember a basic thing that the number of fields/degrees of free-
dom, between the bosonic φ fields and the fermionic ψ fields, should be the same in a
transformation equation (between fermion and boson).
Chiral supermultiplets usually consist of a single left-handed two-component Weyl
fermion ψ and a two-degree-of-freedom bosonic field which is given by a complex (charged)
scalar field φ to maintain the same degrees of freedom. Therefore the simplest action must
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consists of kinetic energy terms for each of them as [33]
S =
∫
d4x(Lscalar + Lfermion), (3.2.16)
Lscalar = −∂µφ∗∂µφ, Lfermion = iψ†σ¯µ∂µψ. (3.2.17)
This is known as the massless, non-interacting Wess-Zumino model.
Also according to 3.2.11 a scalar boson field φ turn into a fermion field ψα under SUSY
transformation. Therefore we can start by guessing what might be that transformation.
We can assume that the change in φ is related to the change of ψ as [35]
‘change in φ = parameter × other field ψ′. (3.2.18)
On the LHS of eqn. 3.2.18, we have a Lorentz invariant spin-0 field. Therefore for the
RHS to be comparable with the LHS we must form a Lorentz invariant combination of
ψ and the parameter . The simplest way to do this is to declare the  as a ψ- (or L-)
type spinor and use the invariant product that gives [35]
δφ = T (−iσ2)ψ = ψ. (3.2.19)
Therefore we can write the required transformations as
δφ = ψ, δφ∗ = †ψ†. (3.2.20)
Using 3.2.20 we can write the scalar part of the Lagrangian
δLscalar = −∂µψ∂µφ∗ − †∂µψ†∂µφ (3.2.21)
Now we need to know what the corresponding δψ might be. By similar analogy as
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for the δφ case, we can say that this has to be something like
δψ ∼ product of  and φ (3.2.22)
Looking at 3.2.22 carefully we find that the LHS has mass dimension M3/2, whereas the
RHS has dimensions M−1/2+1 = M1/2. Thus the RHS needs an introduction of something
with dimensions M1. Since we are considering a massless non-interacting model the only
possibility is the gradient operator ∂µ or more conveniently the momentum operator i∂µ.
But to maintain the space-time index we need to contract the RHS. Therefore we can
write
δψ = (iσµ∂µφ)  (3.2.23)
where σµ is given by
σµ ≡ (1,σ), σ¯µ = (1,−σ). (3.2.24)
and σ ≡ (σx, σy, σz) are the 2 × 2 Pauli Matrices. The σµ act on the 2-component column
 to give a 2-component column, but the RHS does not transform as a ψ-type spinor. In
order to transform both sides of 3.2.23 similar way the transformations need to be of the
form
δψα = −iA(σµ†)α ∂µφ, δψ†α˙ = iA(σµ)α˙ ∂µφ∗. (3.2.25)
where A is a constant and usually to be determined from the condition that L is invariant
under both 3.2.20 and 3.2.25. With these transformations we are able to write the
fermionic part of the Lagrangian as
δLfermion = −∂µψ ∂µφ∗ − †∂µψ† ∂µφ
−∂µ
(
σνσµψ ∂νφ
∗ − ψ ∂µφ∗ − †ψ† ∂µφ) . (3.2.26)
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Comparing with 3.2.21 we find that first two terms of 3.2.26 gets canceled and the rest
terms are a total derivative which contribute nothing. This leaves the action invariant.
Now, φ being single complex field with two degrees of freedom don’t match up with
ψ which is a two-component complex field with four degrees of freedom. Therefore to
make sure that the number of fermionic and bosinic degrees of freedom are same and
SUSY algebra is satisfied both classically (on-shell) and quantum mechanically (off-shell)
we need to introduce two more real scalar degrees of freedom. This purpose is solved by
introducing an extra book-keeping term known as the “F-terms”. They are complex scalar
fields, denoted by F and don’t have any kinetic terms. They are known as ‘auxiliary’
field with the dimension [mass]2 and the Lagrangian density given by
Lauxiliary = F ∗F. (3.2.27)
Therefore the free part of the chiral supermultiplet Lagrangian consist of a complex
scalar field φ, a Weyl Fermion ψ and an auxiliary complex scalar F is given by
Lfree = −∂µφ∗i∂µφi + iψ†iσ¯µ∂µψi + F ∗iFi, (3.2.28)
where superscript i runs over all gauge and flavor degrees of freedom.
Chiral Lagrangian for interacting fields
In this section we try to find out the most general interactions of particles that are
placed under the chiral supermultiplet. Since 3.2.28 is invariant under the supersummetry
transformations
δφi = ψi, δφ
∗i = †ψ†i (3.2.29)
δ(ψi)α = −i(σµ†)α∂µφi + αFi, δ(ψ†i)α˙ = i(σµ)α˙∂µφ∗i + †α˙F ∗i (3.2.30)
δFi = −i†σ¯µ∂µψi, δF ∗i = i∂µψ†iσ¯µ (3.2.31)
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we need to find out most general renormalizable interactions that are consistent with
these transformations. The only possible renormalizable (mass dimension . 4) terms
that can be included within the interaction Lagrangian are
Lint =
(
−1
2
W ijψiψj +W
iFi + x
ijFiFj
)
+ c.c.− U(φ, φ∗), (3.2.32)
where xij, W ij, W i and U are polynomials in the scalar fields φi, φ
∗i and has mass
dimensions 0, 1, 2 and 4 respectively. The terms those are generated due to the action of
supersymmetric transformation equations 3.2.29-3.2.31 on xijFiFj and U(φ, φ
∗), can’t be
canceled by the supersymmetry transformation of any other term in the Lagrangian and
therefore those terms can be dropped. therefore the final expression for the interacting
Lagrangian becomes
Lint =
(
−1
2
W ijψiψj +W
iFi+
)
+ c.c. (3.2.33)
W ij is a holomorphic function of chiral supermultiplets φk and can be expressed as
W ij =M ij + yijkφk (3.2.34)
where M ij is a symmetric mass matrix of fermion fields and yijk is a symmetric (under
interchange of i, j, k) Yukawa coupling between a scalar φk and two fermions ψiψj. It is
also convenient to write
W ij =
δ2
δφiδφj
W (3.2.35)
where
W =
1
2
M ijφiφj +
1
6
yijkφiφjφk, (3.2.36)
is called the superpotential and is an important object of SUSY field theory in a sense
that most matter interactions of chiral supermultiplets can be expressed in terms of this
single function W . Even the auxiliary fields can also be expressed in terms of W as
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follows:
Fi = −W ∗i , F ∗i = −W i (3.2.37)
where
W i =
δW
δφi
=M ijφj +
1
2
yijkφjφk. (3.2.38)
Finally we can write the chiral supermultiplets Lagrangian density as
Lchiral = ∂µφ∗i∂µφi − V (φ, φ∗) + iψ†iσµ∂µψi − 1
2
M ijψiψj − 1
2
M∗ijψ
†iψ†j
−1
2
yijkφiψjψk − 1
2
y∗ijkφ
∗iψ†jψ†k. (3.2.39)
where the scalar potential in terms of the superpotential is given by
V (φ, φ∗) = W kW ∗k = F
∗kFk =
M∗ikM
kjφ∗iφj +
1
2
M iny∗jknφiφ
∗jφ∗k +
1
2
M∗iny
jknφ∗iφjφk +
1
4
yijny∗klnφiφjφ
∗kφ∗l .(3.2.40)
Gauge supermultiplet Lagrangian
Similar as the chiral supermultiplets, gauge supermultiplets consist of a Weyl fermion
gaugino λa and a vector gauge boson field Aaµ with a representing the adjoint representa-
tion of gauge groups. Clearly, for off-shell situation the fermion has four real degrees of
freedom due to its two complex components, but the massless boson has two. To com-
pensate that, similar to the chiral case an auxiliary field is introduced. This is called the
“D-term”. Like the “F -term” it also has mass dimension 2 and without any kinetic term,
but it is real in this case. Therefore the Lagrangian density for a gauge supermultiplet is
given by
Lgauge = −1
4
F aµνF
µνa + iλ†aσµ∇µλa + 1
2
DaDa, (3.2.41)
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where
F aµν = ∂µA
a
ν − ∂νAaµ − gfabcAbµAcν (3.2.42)
is the Yang-Mills field strength, and
∇µλa = ∂µλa − gfabcAbµλc (3.2.43)
represents the covariant derivative of the propagating gaugino field in the adjoint repre-
sentation.
3.2.3 The Minimal Supersymmetric Standard Model(MSSM)
In a renormalizable supersymmetric field theory, the interactions and masses of all
particles are determined by their gauge transformation properties and by the superpoten-
tial term W . By construction, W has to be a holomorphic function of the complex scalar
fields φi, which transform into left-handed Weyl fermions under supersymmetry. Equiv-
alently, W is said to be a function of chiral superfields containing the bosonic, fermionic,
and auxiliary fields within the corresponding supermultiplet, for example Φi ⊃ (φi, ψi, Fi).
The superpotential term in the MSSM is given by [33]
WMSSM = u¯yuQHu − d¯ydQHd − e¯yeLHd + µHuHd (3.2.44)
= yiju u¯iQj ·Hu − yijd d¯iQj ·Hd − yije e¯iLj ·Hd + µHu ·Hd.
where Hu, Hd, Q, L, u, d, e are chiral superfields of chiral supermultiplets in Table
3.2.1. yu, yd, ye are 3×3 Yukawa coupling matrices in family space. For convenience we
have suppressed all gauge [SU(3)C color and SU(2)L weak isospin] and family indices in
eqn. (3.2.44).
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An interesting fact to notice here is the presence of two Higgs doublet instead of one
that is present in the SM. The reason is the following. In SUSY to give mass to the
up-type quarks we need the term u¯QHu, similar to the SM, but to give mass to the
down-type quarks we can not use SM like term u¯QH∗d . Since the superpotential must
be a holomorphic function of the chiral supermultiplets, this sort of complex conjugation
is not allowed. Therefore, we need to introduce another chiral supermultiplet Hd with
similar quantum numbers as u¯QH∗d .
Knowing the superpotential we can calculate the scalar potential similar to eqn. 3.2.40
and proceed with all our further analysis.
3.3 Supersymmetry Breaking
The supersymmetry is a broken symmetry for several reasons. The most convincing
reason is the non-existence of several supersymmetric particles which should have been
easily found by now if SUSY were a perfect symmetry. For example, if supersymmetry
were not broken, then there would have been selectrons e˜L and e˜R with masses equal to the
electron me ∼ 0.511 MeV. Similarly there should have been massless gluino and photino
analogous to the SM gluon and photon. There absence is an experimental indication of
broken SUSY. Another indication of SUSY breaking comes from a theoretical point of
view, the motivation of the hierarchy problem: supersymmetric field theory needs two
complex scalar fields for each Standard Model Dirac fermion to cancel the quadratically
divergent contribution due to a very high cut-off scale, Λ2UV . This sort of cancellation also
demands that the corresponding dimensionless couplings of scalar and fermion should be
related (for example λS ∼ |λf |2). In unbroken supersymmetry limit there are no radiative
corrections to any mass parameter and thus the Higgs mass and consequently the SM
is stable. Therefore if we still want the broken supersymmetry to provide a solution
to the hierarchy problem we should not disturb the relationships between dimensionless
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couplings that hold in an unbroken supersymmetric theory. That’s why we need to break
supersymmetry explicitly, means to add some terms by hand without disturbing the
basic idea of unbroken supersymmetry. This is known as “soft” SUSY breaking. We
shall discuss these concepts in the following subsections.
3.3.1 Spontaneous SUSY Breaking
In quantum field theory a symmetry is spontaneously broken if a field which is not
invariant under this symmetry gets a non-vanishing vacuum expectation value (vev).
Symbolically, if we denote such a field by φ′, the above requirement means 〈0|φ′(x)|0〉 6= 0.
The fact that the field φ′ is not invariant, implies that it must belong to a symmetry
multiplet which also include other fields and also it can be expressed as
φ′(x) = i[Q, φ(x)] (3.3.1)
where Q is a generator of the symmetry group, and φ is a field belongs to the symmetry
multiplet. Therefore we have
〈0|φ′|0〉 = 〈0|i[Q, φ]|0〉 = i[〈0|Qφ− φQ|0〉] 6= 0. (3.3.2)
as the condition for a field to have non-zero vev and thus a spontaneously broken sym-
metry.
Usually a vacuum state |0〉 is defined as a state on which the symmetry generator acts
to give 0, i.e Q|0〉 = 0. Looking at 3.3.2 we find that if we take Q|0〉 = 0 we violate 3.3.2,
the fundamental requirement of spontaneously broken symmetry. Therefore we need to
assume that the vacuum is not invariant under the symmetry if that symmetry to be
broken spontaneously. In the case of SUSY, this requirement means that we need these
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relations [35]
Qα|0〉 6= 0, Q†α˙|0〉 6= 0, (3.3.3)
to be satisfied for the SUSY generators Qα, Qα˙.
Let us now discuss the significance of 3.3.3 for the case of spontaneous symmetry
breaking in SUSY. Equation 3.2.12 can be written more explicitly as [35]
{Qα, Q†α˙} = −2(σµ)abPµ. (3.3.4)
where
σ0 = σ0 =

1 0
0 1
 , σ1 = −σ1 =

0 1
1 0
 ,
σ2 = −σ2 =

0 −i
i 0
 , σ3 = −σ3 =

1 0
0 −1
 . (3.3.5)
Therefore we have
Q1Q
†
1 +Q
†
1Q1 = −2(σµ)11Pµ = 2(P0 + P3)
Q2Q
†
2 +Q
†
2Q2 = −2(σµ)22Pµ = 2(P0 − P3).
It follows that
P0 =
1
4
(Q1Q
†
1 +Q
†
1Q1 +Q2Q
†
2 +Q
†
2Q2) = H, (3.3.6)
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where H is the Hamiltonian of the theory considered. Finally we get
〈0|H|0〉 = 1
4
(〈0|Q1Q†1|0〉+ 〈0|Q†1Q1|0〉+ . . .)
=
1
4
( |(Q†1|0〉)|2 + |(Q1|0〉)|2 + |(Q†2|0〉)|2 + |(Q2|0〉)|2)
> 0, (3.3.7)
where this inequality is a direct consequence of 3.3.3. A very important conclusion can
be drawn from 3.3.7: For SUSY to be broken spontaneously, the vacuum energy must be
positive. Which also implies that, when SUSY is exact, means Qα|0〉 = Q†α˙|0〉 = 0, we
have 〈0|H|0〉 = 0 - the vacuum energy of a (globally) SUSY-invariant theory is zero.
After deriving the conditions for spontaneously breaking of SUSY we can look for
the fields φ′ which satisfies 3.3.2. Let’s start with chiral supermultiplets which contain a
scalar, a Weyl fermion and an auxiliary field F -term. The corresponding SUSY transfor-
mations are given by 3.2.29, 3.2.30 and 3.2.31 respectively. Looking at the RHS of these
three equations we find 〈0|ψ|0〉 6= 0 is not possible because ψ is a spinor and such a vev is
not Lorentz invariant. 〈0|∂µφ|0〉 6= 0 is also not possible because the scalar φ is assumed
to be constant in the vacuum. Therefore the only option we have is to consider
〈0|Fi|0〉 6= 0 (3.3.8)
which is known as ‘F-term SUSY breaking’. Similarly for the gauge supermultiplets we
can only have a non-zero vev via
〈0|Dα|0〉 6= 0 (3.3.9)
which is known as ‘D-term SUSY breaking’.
Equations 3.3.8 and 3.3.9 tell us that if there exist any state in which all Fi and Da
vanish then it will imply that SUSY is not spontaneously broken in the true ground state.
In other words, for guaranteed supersymmetry breaking we need to look for scenarios
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where Fi = 0 and Da = 0 cannot both be simultaneously satisfied for any values of the
fields.
3.3.2 ‘Soft’ SUSY breaking
For low-energy effective theories, usually we just add terms to supersymmetric La-
grangians which break supersymmetry explicitly. These explicit SUSY breaking terms of
supersymmetry are called “soft” breakings because they have positive mass dimension,
for example ‘M2φ2’, ‘Mφ3’, etc. On the other hand ‘φ
5
M
’ is not a “soft” term. Another
reason why they are called ‘soft’ is that they don’t introduce new quadratic divergences
into the relations between the dimensionless coupling constants of scalars and fermions
and help stabilizing the mass hierarchy issue of SUSY.
When we think about the terms which can be considered as ‘soft’ SUSY breaking
terms, there are actually very limited options. These following terms can be considered:
(a) Gaugino masses for each gauge group:
− 1
2
(M3g˜
α · g˜α +M2W˜α · W˜α +M1B˜ · B˜ + h.c.) (3.3.10)
where for the gluino (g) term α runs from 1 to 8 and for wino (W) term it runs from
1 to 3. The dot here signifies the Lorentz invariant spinor product and (B) stands for
bino). These quantities are allowed because ‘W˜ · W˜ ’ don’t include any derivatives and
are invariant under SU(2) transformations; similarly for the gluinos and the bino.
(b) Squark (mass)2 terms:
−m2
Q˜ij
Q˜†i · Q˜j −m2˜¯uij ˜¯u†i ˜¯uj −m2˜¯dij ˜¯d
†
i
˜¯dj, (3.3.11)
where i and j represent the generations.
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(c) Slepton (mass)2 terms:
−m2
L˜ij
L˜†i · L˜j −m2˜¯eij ˜¯e†i ˜¯ej, (3.3.12)
are allowed if i, j are family indices and m2ij’s are Hermitian mass matrices in family
space.
(d) Higgs (mass)2 terms:
−m2HuH†u ·Hu −m2HdH†d ·Hd − (bHu ·Hd + h.c.) (3.3.13)
where
H†u ·Hu = |H+u |2 + |H0u|2 (3.3.14)
and similarly for H†d ·Hd, while
Hu ·Hd = H+u H−d −H0uH0d. (3.3.15)
The b term in (3.3.13) is similar to the SUSY-invariant µ term, but it involves only Higgs,
not the Higgsinos and hence can be considered as a SUSY-breaking term.
(e) Triple scalar couplings
− aiju ˜¯uiQ˜j ·Hu + aijd ˜¯diQ˜j ·Hd + aije ˜¯eiL˜j ·Hd + h.c. (3.3.16)
au,d,e is a complex 3× 3 matrix in family space, with dimensions of [mass].
Combining 3.3.10-3.3.16 we get the most general soft supersymmetry-breaking La-
grangian consistent with gauge symmetry.
The interesting fact about these soft terms are that they introduce many new pa-
rameters apart from the SM parameters. These terms also break SUSY explicitly, but
preserve the electroweak (EW) symmetry which is a problem because to generate the
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SM particles EW symmetry needs to be broken. Therefore it is expected that to avoid
fine-tuning at least some of these SUSY-breaking parameters must have values not too
far from the EW symmetry breaking scale.
3.4 Different SUSY breaking mediation mechanisms
It is argued that supersymmetry is a broken symmetry, but how this breaking happen
is not known to us. It is a popular idea to think that the breaking of symmetry is
happening at presumably some very high energy scale (∼MPlanck), (‘hidden sector’) and
the effect is being ‘communicated’ to the low-energy level (‘visible sector’) accessible to
modern day collider experiments. To communicate between these two sectors we need
some ‘mediators’. Some details of those mediators, their mediation mechanism and how
they give rise to the soft SUSY breaking terms will be discussed in this section.
3.4.1 The need for a separate supersymmetry-breaking sector
A careful study of F -term and D-term SUSY breaking revels that a supersymmetry-
breaking order parameter doesn’t belong to any of the MSSM supermultiplets because of
two reasons. First, a D-term vev for U(1)Y leads to an unacceptable spectrum. Second,
there is no gauge singlet whose F -term could develop a vev. Therefore to break the su-
persymmetry spontaneously the MSSM needs to be extended to accommodate the effects
that are responsible for SUSY breaking and how these effects are communicating to the
MSSM particles.
It is assumed that supersymmetry breaking happens in a ‘hidden sector (high-energy
level) rather than in a ‘visible sector (low-energy level) where MSSM particles exist. A
‘hidden sector’ usually consists of singlets under the SM gauge group and don’t feel either
strong or electro-weak force. Consequently their interactions can’t be experienced via the
interactions mediated by the usual SM gauge bosons. That is why they are called ‘hidden
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sector’.
3.4.2 Some general facts about hidden sector SUSY breaking
The visible sector and the hidden sector share ‘some interactions’ though those are
suppressed by powers more than Planck scale. Since Supergravity (SUGRA) couples to
all fields, we can safely assume that two sectors are connected by it. This was the motiva-
tion of “gravity-mediated” or “Planck-scale-mediated supersymmetry breaking” (PMSB)
supersymmetry breaking. In this scenario, if supersymmetry is broken in the hidden sec-
tor by a F-term VEV 〈F 〉, by dimensional analysis the soft terms in the visible sectors
are roughly given by
msoft ∼ 〈F 〉
MP
, (3.4.1)
where MP is the Planck mass. The reason we have such form of soft masses like eqn.
3.4.1 is, we know that msoft must vanish in the limit 〈F 〉 → 0 where supersymmetry is
unbroken. This is also true in the limit MP → ∞ (equivalent to GNewton → 0) where
gravity becomes irrelevant. Clearly from eqn. 3.4.1 we find that the scale associated with
the origin of supersymmetry breaking in the hidden sector should be roughly
√〈F 〉 ∼ 1010
or 1011 GeV.
Another possibility of hidden sector SUSY breaking is the flavor-blind mediating
interactions like electroweak and QCD gauge interactions where the mediators are gauge
bosons like Z or W . This is known as “gauge-mediated supersymmetry breaking” or
GMSB. In this scenario the mediator particles are some new chiral supermultiplets that
couple the visible and hidden sector field generating SUSY-breaking VEV. They create
some loop-diagrams which generate the MSSM soft-terms. Then again from dimensional
analysis, the MSSM soft terms can have the form
msoft ∼ α
4pi
〈F 〉
Mmess
(3.4.2)
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where the α/4pi is the loop factor coming from the Feynman diagrams involving gauge
interactions andMmess is the messenger fields mass scale. Similar analysis as PMSB shows
that to generate the correct msoft masses, the SUSY breaking scale would be
√〈F 〉 ∼ 104
GeV.
3.4.3 Anomaly mediation of SUSY breaking
Now from a low-energy point of view, it is a common practice to parameterize the most
general effects of the unknown physics of the high scale by higher dimensional operators
suppressed by relevant powers of the Planck scale MP . When we write down the most
general interactions between a singlet field in the hidden sector there exist some terms
that are allowed by all symmetries and can produce unacceptable flavor-changing neutral
currents (FCNCs’). This is known as the ‘SUSY flavor problem’.
A solution to this problem was proposed by Randall and Sundrum [37]. There are
several assumptions made for this hidden sector mediation mechanism to work such as:
• There are n (& 1) extra dimensions compactified with a radius R >> 1/M∗, where
M∗ is the (4 +n)-dimensional Planck scale.
• The SUSY breaking hidden sector and the observable sector with all SM particles
are localized on a (3 + 1)-dimensional subspace in extra dimensions or 3-brane in
higher dimensions.
• For simplicity the compactified space can be taken as a symmetric torus with radius
R so that the distance between the two sectors can be ∼ piR. This is the most
natural choice for the separation of the 3-branes.
• The only light (below M∗) fields that communicate the supersymmetry breaking
effects between the branes (or equivalently in the bulk) are SUperGravity (SUGRA)
fields.
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Assuming only renormalizable couplings in the observable sector do not give rise
to soft SUSY breaking terms, but they are generated at the loop level from conformal
anomaly. That is why this mechanism is known as anomaly mediated supersymmetry
breaking (AMSB). In anomaly mediation therefore the soft SUSY breaking parameters
are determined by m3/2 and anomalous dimensions at the electroweak scale. Specifically
the contribution to the gaugino and squark masses are given by
mλ =
β(g2)
2g2
m3/2, m
2
Q˜
= −1
4
dγQ
dlnµ
m23/2 (3.4.3)
respectively, where
β(g2) =
dg2
dlnµ
, γQ =
dlnZQ
dlnµ
(3.4.4)
are the gauge beta function and matter field anomalous dimensions [38] respectively. g
denotes the Yukawa couplings. Eqn. 3.4.3 reveals that scalar and gaugino masses are of
the same order
mλ ∼ mQ˜ ∼MSUSY =
m3/2
16pi2
(3.4.5)
which hold for any scenario with additional suppressions between the hidden and observ-
able sectors.
Problem of anomaly mediation
The serious problem of the anomaly mediation is the negative slepton masses. The
signs of the soft mass terms are determined by the anomalous dimensions which for a
chiral field with 1-loop contributions is given by
γ ∼ 1
16pi2
(− λ2 + g2). (3.4.6)
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Therefore the scalar masses are given by
m2 ∼ −m23/2
(
∂γ
∂λ
βλ +
∂γ
∂g
βg
)
∼ +
(
m3/2
16pi2
)2
[+λ(λ3 − λg2)− g(±g3)]. (3.4.7)
for βg ∼ ±g3/16pi2 and βλ ∼ (λ3 − λg2)/16pi2. Clearly when the Yukawa couplings are
negligible (g → 0), the asymptotically free gauge group (λ = +) gives positive sign for
scalar mass-squared, but non asymptotically free gauge group (λ = −) gives negative
sign for scalar mass-squared. For the case of leptons, they are charged under the non
asymptotically free gauge group SU(2)W × U(1)Y and also their Yukawa couplings are
small in the MSSM. Therefore the sleptons get negative masses.
3.4.4 Z ′ mediation of SUSY breaking
Z ′ mediation of supersymmetry (SUSY) breaking is a mediation mechanism in which
both the hidden and the visible sectors are charged under a new U(1)′ gauge interaction.
These two sectors don’t possess any renormalized coupling between them. A supersym-
metry breaking Z ′-ino mass term, MZ˜′ , is generated due to the U(1)
′ coupling to the
hidden sector. The observable sector fields realize the SUSY breaking effects through
their couplings to U(1)′ [39]. The scenario has been illustrated by Fig 3.4.1.
MSSM + S
DSB
+ Exotics
Z’
Hidden SectorVisible Sector
Figure 3.4.1: Schematic diagram of Z ′-mediated supersymmetry breaking [39].
In this set up, the general assumptions are the following [39]:
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• The gauge interaction is unbroken in the hidden sector
• Only visible sector fields, which do not participate in supersymmetry breaking, are
charged under both group hypercharge U(1)Y and the new U(1)
′.
• At a scale ΛS, SUSY is broken and a Z ′ gaugino mass,MZ˜′ , is generated.
• The µ parameter is replaced by an effective term λS where S is a SM singlet charged
under the U(1)′.
• To make the model anomaly free ‘exotics’ are included. These type of particles are
usual in string theory constructions.
With this set up the superpotential becomes [39, 40]
W = yuHuQu
c + ydHdQd
c + yeHdLe
c (3.4.8)
+ yνHuLν
c + λSHuHd
+ S
(
nD∑
i=1
yDiDiD
c
i +
nE∑
j=1
yEjEjE
c
j
)
,
where nD and nE are the pairs of triplet and singlet pairs of exotics.
At the hidden sector, at SUSY breaking scale ΛS the Z
′-gaugino mass is generated.
Other particles get masses in different ways under the Z ′ mediation mechanism. The
scalar soft masses get mass at one-loop order and are proportional to the Z ′ coupling and
U(1)′ charges of fi charges and thus can be expressed as [40],
m2
f˜i
∼ g
2
Z′Q
2
fi
16pi2
M2
Z˜′ log
(
ΛS
MZ˜′
)
. (3.4.9)
There are two kinds of gaugino masses when we consider this particular U(1)′ extension
of Minimal Supersymmetric Standard Model (MSSM). (i) MSSM gaugino and (ii) U(1)′
gauginos or Z ′-ino. The SU(3)C×SU(2)L×U(1)Y gaugino masses can only be generated
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at 2-loop level because they do not directly couple to the U(1)′,
Ma ∼
∼ g
2
Z′g
2
a
(16pi2)2
MZ˜′ log
(
ΛS
MZ˜′
)
, (3.4.10)
where ga is the gauge coupling for the gaugino λ˜a, and the internal line is the sum over
the chiral supermultiplets charged under the ath gauge group [40].
Problem of Z ′ mediation
From eqns.3.4.9 and 3.4.10 we find the ratio of scalar and gaugino masses in the Z ′
mediation mechanism to be
mf˜i
Ma
∼ MZ˜′
4pi
/
MZ˜′
(4pi)4
= (4pi)3 ∼ 1000. (3.4.11)
From the direct searches at the Large Electron Positron (LEP) collider we know the
electroweak-ino or Ma should have mass greater than 100 GeV. Therefore we have two
options. First is applying this lower bound of gaugino, from eqn. 3.4.10 we get
MZ˜′ log
(
ΛS
MZ˜′
)
∼ 104 TeV (3.4.12)
and
mf˜i ∼
(4pi)3
gZ′g2a
Ma ∼ 100 TeV, (3.4.13)
which means scalars are extremely heavy and a significant amount of fine-tuning is needed
to produce them at the electroweak scale.
The other option is considering scalars at the EW scale (∼ 100 − 1000 GeV). Then
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the gauginos become too light and they must acquire mass from other mechanism such
as anomaly mediation mechanism.
3.4.5 SUSY breaking combining anomaly and Z ′ mediation
Z ′ gaugino and anomaly mediation are similar in the sense that both are flavor diago-
nal. Also, comparing the soft mass spectrum of both, it is clear that the scale of the soft
parameters is set by one dimensionful parameter for each mechanism. For Z ′-gaugino
mediation this parameter is the Z ′-gaugino mass MZ˜′ , for the anomaly mediation it is
the gravitino mass m3/2. Comparing 3.4.9 and 3.4.10 we find that they are related by
m3/2
MZ˜′
∼ 4pi. (3.4.14)
Such a mild hierarchy between the two mediators can be realized and therefore both,
Z ′-gaugino and anomaly can be combined to avoid the fine tuning problem for the former
and address the negative ‘slepton’ mass problem of the latter as shown in [41].
The soft scalar terms receive contributions at 1-loop order from the anomaly media-
tion. Those contributions are given by the RGEs’ which are given in [42, 43, 44]. The
general expression for the scalar masses is given by [41]
m2 =
m23/2
16pi2
[
# y βy −
∑
i
2Ci gi βi
]
, (3.4.15)
where # is an integer which depends on the specific form of the Yukawa coupling. The
constants Ci are
C3 = 4/3, C2 = 3/4, C1 = 3Y
2/5, Cz′ = Q
2, (3.4.16)
where Y is the hypercharge and Q is the U(1)′ charge.
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Specifically, the expression for the soft masses of S,Hu, and Hd, at the SUSY breaking
scale are,
m2S =
m23/2
16pi2
(
2λβλ + 3nDyD βyD + nEyE βyE − 2gZ′Q2S βgZ′
)
m2Hu =
m23/2
16pi2
(
λβλ + 3yt βyt −
6
4
g2 βg2 −
6
5
Y 2Hug1 βg1 − 2gZ′Q2Hu βgZ′
)
(3.4.17)
m2Hd =
m23/2
16pi2
(
λβλ + 3yb βyb + yτ βyτ −
6
4
g2 βg2 −
6
5
Y 2Hdg1 βg1 − 2gZ′Q2Hd βgZ′
)
.
where β functions are given at 4.1.1, 4.1.2.
The bino, wino, and gluino masses are the MSSM gauginos which are given by [41]
M1(ΛS) =
βg1
g1
m3/2, M2(ΛS) =
βg2
g2
m3/2, M3(ΛS) =
βg3
g3
m3/2. (3.4.18)
The Z ′ gaugino mass, MZ˜′ , is a free parameter which can be fixed at the scaleMZ˜′ . Then
its value at ΛS would be given by
MZ˜′(ΛS) =MZ˜′(MZ˜′)
[
1− Tr (Q
2) g2Z′(Λs)
8pi2
ln
(
ΛS
MZ˜′
)]
. (3.4.19)
Specific illustration point
To get a realistic spectrum we need to have some dimensionful as well as some di-
mensionless input parameters. Such parameters were chosen for two specific illustration
points in [41]. The dimensionless parameters for one of the points are following:
U(1)′ gauge coupling (at ΛS) and charges : gZ′ = 0.45 and
QHu = −
2
5
, QQ = −1
3
(3.4.20)
Superpotential couplings (at ΛEW) : yt = 1, yb = 0.5, yτ = 0.294, λ = 0.1,
yD = 0.3, yE = 0.5, (3.4.21)
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and the charge assignments to satisfy the anomaly cancellation conditions
Q uc dc L νc ec Hu Hd S Di D
c
i Ei E
c
i
Qi −13 1115 −23 45 −25 −95 −25 1 −35 45 −15 95 −65
Table 3.4.1: U(1)′ charges used in the model.
We have reproduced the whole mass spectrum of this model as reported in ref. [41],
by solving the β-functions for the couplings and the RGEs. The procedure to determine
the gaugino masses is described here in detail. Similar method was applied to find other
masses.
• We know some couplings at the EW scale which are constant or known and we
assume the values of others as shown in Table 3.4.2.
Known parameters Assumed parameters
Parameters g1 g2 g3 yτ yt yb λ yD yE gZ′ m3/2 MZ˜′
Values 0.46 0.65 1.22 0.294 1 0.5 0.1 0.3 0.5 0.45 80 TeV 15 TeV
Scale EW EW EW EW EW EW EW EW EW ΛS ΛS MZ˜′
Table 3.4.2: Values of different parameters used to run the RGEs. The values of
λ, yb, yτ ,m3/2,MZ˜′ are considered as free parameters and can be varied for different illus-
tration points.
In choosing the values of gravitino m3/2 and MZ˜′ we use the fact that their ratio
must maintain the relation 3.4.14
• Use these values as the boundary conditions to simultaneously solve the beta func-
tions for gauge and Yukawa couplings given in appendices.
• Find the values of Yukawa and gauge couplings and beta functions both at EW and
SUSY breaking (ΛS) scales.
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• Then use those ΛS beta function values to find the A terms and gaugino mass terms
at ΛS scale using Eqns 3.5.41, 3.5.40. Since Gauginos are generated at the ΛS scale,
it is important to know their values at this scale.
• Finally solve simultaneously the beta functions for gauge and Yukawa couplings as
well as the gamma functions of Gaugino and A terms with the boundary conditions
derived in the previous step. Then find the corresponding values at EW scale by
running down the RGEs listed in appendix 5.
The one-loop radiative corrections to the scalar masses of Hu, Hd and S are calculated
from [46]. We only consider the effects of the stop and top loops as these are the dominant
contributions due to the large top Yukawa coupling. The relevant scalar and gaugino
mass spectrum for this illustration point are shown in Tables (3.4.3) and (3.4.4). The
stop masses are found to be mt˜1 = 0.695 TeV and mt˜2 = 3.16 TeV. The Z
′ gauge boson
mass is found to be MZ′ = 2.78 TeV.
The other illustration point similarly yields a Z ′ gauge boson mass, MZ′ = 5.68 TeV
and Higgs mass mh0 = 0.142 TeV.
mh0 mH01 mH02
0.138 TeV 2.79 TeV 4.78 TeV
Table 3.4.3: Higgs masses
Wino Gluino Bino
0.279 TeV 0.399 TeV 1.17 TeV
Table 3.4.4: Gaugino masses
3.5 New results imposing current LHC constraints
All the work described above was done in 2009. After the discovery of the Higgs
particle in 2012 [47, 48] the masses presented in Table 3.4.3 are no longer valid and
we can now use the Higgs particle mass as an input parameter. LHC provides the
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constraints on Z ′ particle search which includes the dilepton production in Drell-Yan
process. There are also constraints on other SUSY particles searches like stop and gluino
that can be incorporated in our further analysis of this combined mediation mechanism.
In the following subsections we will present our study and results on imposing constraints
from Z ′ and stop searches at the LHC including the Drell-Yan production cross-section
of the Z ′.
3.5.1 Constraints from Z ′ gauge boson searches
The Z ′ gauge bosons are massive and electrically neutral spin-1 particles as predicted
by many models. The elementary process for the Z ′ production is the lowest order
Drell-Yan mechanism in which a qq¯ pair from hadrons annihilates into a gauge boson and
then decays to a l+l− pair,
qq¯ −→ Z/Z ′X −→ l+l−X (3.5.1)
Figure 3.5.1: The Drell-Yan Process: pp −→ l+l− [32]
We derive the amplitude of the Feynman diagram corresponding to this process fol-
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lowing [45]. We start with the expression of the amplitude for this process,
iM =
[
u¯(4){−igZ′
2
γµ(cfV − cfAγ5)}v(3)
]{−i(gµν − qµqνM2
Z′
)
(q2 −M2Z′)
}
[
v¯(2){−igZ′
2
γν(ceV − ceAγ5)}u(1)
]
=
{
ig2Z′
4(q2 −M2Z′)
}[
u¯(4)γµ(cfV − cfAγ5)v(3)
](
gµν − qµqν
M2Z′
)[
v¯(2)γν(ceV − ceAγ5)u(1)
]
.
(3.5.2)
Since /q = /p1+ /p2 = /p3+ /p4 the term containing qµqν contributes nothing, we are left with
M =
{
g2Z′
4(q2 −M2Z′)
}[
u¯(4)γµ(cfV − cfAγ5)v(3)
][
v¯(2)γµ(c
e
V − ceAγ5)u(1)
]
. (3.5.3)
Thus,
|M |2=
{
g2Z′
4(q2 −M2Z′)
}2[
u¯(4)Γ1v(3)
][
u¯(4)Γ1v(3)
]†[
v¯(2)Γ2u(1)
][
v¯(2)Γ2u(1)
]†
(3.5.4)
with Γ1 = γ
µ(cfV − cfAγ5) and Γ2 = γµ(ceV − ceAγ5). Averaging over the electron and
positron spins s and s′ we get,
1
4
〈
|M |2
〉
spins
=
{
g2Z′
8(q2 −M2Z′)
}2
Tr
[
/p3γ
µ(cfV − cfAγ5) /p4γν(cfV − cfAγ5)
]
× Tr
[
/p1γα(c
e
V − ceAγ5) /p2γβ(ceV − ceAγ5)
]
. (3.5.5)
The first trace gives,
Tr
[
/p3γ
µ(cfV − cfAγ5) /p4γν(cfV − cfAγ5)
]
= 4
{
(cfV )
2 + (cfA)
2
}{
(pµ3 .p
ν
4) + (p
ν
3.p
µ
4)−
(p3.p4)g
µν − 8iCfVCfAρµσνp3ρp4σ
}
. (3.5.6)
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Similarly for the second trace we get,
Tr
[
/p1γα(c
e
V − ceAγ5) /p2γβ(ceV − ceAγ5)
]
= 4
{
(ceV )
2 + (ceA)
2
}
{
(p1µ.p2ν) + (p1ν .p2µ)− (p1.p2)gµν − 8iCeVCeAµανβpα1pβ2
}
. (3.5.7)
Thus (3.5.5) becomes
1
4
〈
|M |2
〉
spins
=
1
2
{
g2Z′
q2 −M2Z′
}2[({
(cfV )
2 + (cfA)
2
}{
(ceV )
2 + (ceA)
2
}{
(p1.p3)(p2.p4)
+ (p1.p4)(p2.p3)
})
+ 4CfVC
f
AC
e
VC
e
A
{
(p1.p3)(p2.p4)− (p1.p4)(p2.p3)
}]
. (3.5.8)
In the C.M frame the (3.5.8) takes the final form
1
4
〈
|M |2
〉
spins
=
{
g2Z′E
2
q2 −M2Z′
}2[{
(cfV )
2 + (cfA)
2
}{
(ceV )
2 + (ceA)
2
}
(1 + cos2 θ)
− 8CfVCfACeVCeA cos θ
]
. (3.5.9)
Thus the total cross section is given by
σ(qq¯ → l+l−) =
∫
dΩ
{
g2Z′E
16pi{(2E)2 −M2Z′}
}2[{
(cfV )
2 + (cfA)
2
}{
(ceV )
2 + (ceA)
2
}
(1 + cos2 θ)− 8CfVCfACeVCeA cos θ
]
(3.5.10)
=
1
3pi
{
g2Z′E
4{(2E)2 −M2Z′}
}2(∑
f
Q2f
)[{
(cfV )
2 + (cfA)
2
}{
(ceV )
2 + (ceA)
2
}]
.
where the factor 1/3 was introduced in the last line to average over the colors and
∑
f Q
2
f
is the square of the quark electric charges.
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Narrow Width Approximation (NWA)
At the Z0 pole the cross-section “blows up” because we treated the Z ′ particle as a
stable particle which is not true. Thus we need to modify the propagator in such a way
that effectively treats the produced long-lived state as if it were stable [49],
1
q2 −M2 + i −→
1
q2 −M2 + iΓZ′MZ′ (3.5.11)
and for Narrow Width Approximation [49] ,
1
(q2 −M2Z′)2 + Γ2Z′M2Z′
−→ pi
ΓZ′MZ′
δ(q2 −M2Z′) (3.5.12)
where ΓZ′ is the total decay width of the Z
′ particle. If we assume only the SM particles
as the final states, then the total decay width is given by [50]
ΓZ′ =
g2Z′
48pi
MZ′
[
9
{
(cuV )
2+(cuA)
2
}
+9
{
(cdV )
2+(cdA)
2
}
+3
{
(ceV )
2+(ceA)
2
}
+3
{
(cνV )
2+(cνA)
2
}]
.
(3.5.13)
The partial decay for the leptonic decay is given by [51]
ΓZ′→l+l− =
g2Z′
48pi
{
(ceV )
2 + (ceA)
2
}
MZ′ . (3.5.14)
Therefore (3.5.10) can be rewritten as,
σ(qq¯ → l+l−) = 1
3
[
g2Z′
48pi
{
(ceV )
2 + (ceA)
2
}
MZ′
](
E2g2Z′
MZ′
){
(cfV )
2 + (cfA)
2
}
pi
ΓZ′MZ′
δ(q2 −M2Z′)
= BR(Z ′ → l+l−)
piq2
{
(cfV )
2 + (cfA)
2
}
g2Z′δ(q
2 −M2Z′)
12M2Z′
,
where q = 2E, the ratio 1/3 is the color factor and BR(Z ′ → l+l−) stands for the
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branching ratio of the leptonic decay
BR(Z ′ → l+l−) = ΓZ′→l+l−
ΓZ′
. (3.5.15)
Now, if the hard parton-level process involves quark-antiquark scattering at very high
energy than the EW scale and then producing a final state Y , the interactions are mainly
soft interactions between constituent gluon and quarks. Since the elementary interactions
happen very rapidly compared to the internal time-scale of the hadron wavefunctions,
the lowest-order prediction should describe the process. Therefore the leading order
cross-section should be given by a parton-level formula with the hadron-level cross-section
integrated with parton distribution functions. This takes the form [32],
σ(p(P1) + p(P2)→ Y +X) = σ(p(P1) + p(P2)→ l+l− +X) (3.5.16)
=
∫ 1
0
dx1
∫ 1
0
dx2
∑
f
ff (x1)ff¯ (x2). σ(qf (x1P ) + q¯f (x2P )→ Y ).
where the functions ff (x1) are called the parton distribution functions (PDFs).
Inserting (??) in (3.5.16) we get,
σ(p(P1) + p(P2)→ l+l− +X) =∫ 1
0
dx1
∫ 1
0
dx2
∑
f
ff (x1)ff¯ (x2). σ(qf (x1P ) + q¯f (x2P )→ l+l−) =
∫ 1
0
dx1
∫ 1
0
dx2
∑
f
ff (x1)ff¯ (x2)
piq2
{
(cfV )
2 + (cfA)
2
}
g2Z′δ(q
2 −M2Z′)
12M2Z′
BR(Z ′ → l+l−) =
∫ 1
0
dx1
∫ 1
0
dx2
∑
f
ff (x1)ff¯ (x2)
pi
{
(cfV )
2 + (cfA)
2
}
g2Z′δ(
M2
Z′
s
− x1x2)
12s
BR(Z ′ → l+l−).
(3.5.17)
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where we have used, the invariant mass M2Z′ = q
2 = x1x2s and δ(ax) =
1
|a|δ(x). Thus
finally we get
σ(p(P1) + p(P2)→ l+l− +X) = pi
6s
WZ′(s,M
2
Z′)BR(Z
′ → l+l−). (3.5.18)
where the hadronic structure function is given by
WZ′(s,M
2
Z′) = g
2
Z′
∫ 1
0
dx1
∫ 1
0
dx2
∑
f
ff (x1)ff¯ (x2)(Q
2
f +Q
2
fc)δ(
M2Z′
s
− x1x2), (3.5.19)
and the fermionic structure functions are related to the charges by [54]
(cfV )
2 + (cfA)
2 = 2(Q2f +Q
2
fc). (3.5.20)
Therefore, the leading order (LO) lepton pair-production cross-section for the Drell-
Yan process takes the form
σ(p(P1) + p(P2)→ l+l− +X) = pi
6s
[
cuwu(s,M
2
Z′) + cdwd(s,M
2
Z′)
]
, (3.5.21)
where cu and cd are given by,
cu,d = g
2
Z′
(
Q2u,d +Q
2
uc,dc
)
BR(Z ′ → l+l−); (3.5.22)
wu =
∫ 1
0
dx1fu(x1)
∫ 1
0
dx2fu¯(x2)δ(
M2Z
s
− x1x2) (3.5.23)
and
wd =
∫ 1
0
dx1fd(x1)
∫ 1
0
dx2fd¯(x2)δ(
M2Z
s
− x1x2). (3.5.24)
The most frequently used formula in the literature for the di-lepton production cross-
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section from Z ′ is given by [50, 52] which takes the form
σ(pp¯→ Z ′X → l+l−X) = pi
48s
[
cuwu(s,M
2
Z′) + cdwd(s,M
2
Z′)
]
. (3.5.25)
Comparing (3.5.25) with (3.5.21) we find that the difference between two expressions is
a factor of 8.
Usually the experimental constraints on Z ′ production cross-section, presented in cd
- cu plane [53], refer to eqn. (3.5.25). The purpose of this long and detailed calculation
to derive the eqn. (3.5.21) is to understand the the constraints on Z ′ mass presented by
experiments. Therefore we want to know if our understanding of the constraints on Z ′
mass can be affected by the factor 8 that we found in our study. We shall discuss that in
the following subsections.
3.5.2 cd - cu plane parameterization
From (3.5.21) it is found that the parameters cu and cd contain all the model depen-
dence of the cross-section. Knowing gZ′ , cu and cd and assuming that Z
′ decays only to
the SM particles, the experimental bound on pp(p¯)→ Z ′ → `+`− cross sections from the
Lagrangian parameters can be estimated. These bounds can be compared with theoreti-
cally predicted values. We can calculate these parameters systematically in the following
way:
Calculation of vector and axial couplings
The vector and axial couplings, cfV and c
f
A respectively are related to the charge
assignments as [54]
cfV = Qf −Qfc , cfA = Qf +Qfc . (3.5.26)
So, for all benchmark models these couplings can be calculated directly from their
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respective charge assignments.
Calculation of the branching ratio
Once the couplings are calculated they can be used to calculate the branching ratio
from equations (3.5.13), (3.5.14) and (3.5.15).
Calculation of the PDFs
The quantities wu and wd are evaluated from MSTW08 [55] set of Parton Distribution
Functions(PDFs). To access these PDF sets the mathematica pacage of MSTW08 PDFs
codes and Leading Order (LO) grids have been used. The factorization scale used for
these calculation is q =MZ′ .
Creating cd - cu plane from experimental data
Using the cross-section formula with the correct factor, eqn. (3.5.21), it is found that
for a given Z ′ mass, the experimental cross-section data and the charge assignment of a
model help us to relate cu and cd linearly [50],
cu = a− bcd (3.5.27)
where a, b are given by
a =
6s
pi
σexp`+`−
wu
, b =
wd
wu
. (3.5.28)
We used the 95% Confidence Label (C.L) data on the upper bound of the cross-section,
Z ′ dacaying to dilepton, from the D0 collaboration [56]. Using those data we were able to
transform the experimental information to the cd - cu plane and produce the plot (3.5.2
(a)) similar to those shown in [50].
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Higher-order corrections
The higher-order corrections are given in the form of K-factors for Next to Leading
Order (NLO) or Next to Next to Leading Order (NNLO). These K-factors are defined
as [50]
Ki =
σ(pp(p¯)→ Z ′)i
σ(pp(p¯)→ Z ′)0 , (3.5.29)
where the index i = 1, 2 corresponds to NLO and NNLO K-factors, respectively.
For our analysis purpose the NNLO K-factor were also included into our calculations
and the modified Drell-Yan cross-section becomes [50]
σNNLOl+l+ ' KPDFNNLOσLOl+l+ , (3.5.30)
where the σLOl+l+ is given by the (3.5.21).
The detailed analysis and the results obtained will be shown here.
Comparison of results in cd − cu plane
The data set was used from the D0 collaboration [56] where
√
s = 1.96 TeV and
the cross-section values were reported from 175− 1100 GeV. We have plotted from 600
GeV to 1100 GeV in cd - cu plane following the steps explained in Section 3.5.2. This
is shown in the Figure 3.5.2(a) here. The plot is similar to the FIG 7 in [50] which we
have presented here in the Figure 3.5.2(b) for comparison purpose. In Figure 3.5.2, each
contour corresponds to a particular Z ′ gauge boson mass value.
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Figure 3.5.2: Left panel : The contours are created using cross-section data taken from
[56] and then plugging in 3.5.31. Right panel : FIG 7 plot also using the same data set
as shown in [50].
To generate the contours on the cd - cu plane equations (3.5.27) and (3.5.28) were
used. According to (3.5.28), a can be different depending on what expression ((3.5.21)
or (3.5.25)) is chosen to work with and/or whether we choose to include the K factors
or not. Therefore when the data set was plotted in the cd - cu plane, there are four
possibilities which must be taken into account. The reason being the size of the K-factor
might mitigate the difference (the factor of 8) between the expressions and that can be
verified by considering all those possible combinations. 700 GeV data set was used as the
reference for our analysis. For a fixed energy value and fixed PDF set, these possibilities
are:
1. use (3.5.21),
σ(p(P1) + p(P2)→ l+l− +X) = pi
6s
[
cuwu(s,M
2
Z′) + cdwd(s,M
2
Z′)
]
,
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2. use (3.5.25),
σ(pp¯→ Z ′X → l+l−X) = pi
48s
[
cuwu(s,M
2
Z′) + cdwd(s,M
2
Z′)
]
,
3. use (3.5.30) with σLOl+l+ given by (3.5.21)
σNNLOl+l+ (p(P1) + p(P2)→ l+l− +X) ' KPDFNNLO ×
pi
6s
[
cuwu(s,M
2
Z′) + cdwd(s,M
2
Z′)
]
,
(3.5.31)
and
4. use (3.5.30) with σLOl+l+ given by (3.5.25)
σNNLOl+l+ (p(P1) + p(P2)→ l+l− +X) ' KPDFNNLO ×
pi
48s
[
cuwu(s,M
2
Z′) + cdwd(s,M
2
Z′)
]
.
(3.5.32)
.
The KNNLO factors vary from 1.22-1.29 [56] for the energy range chosen here. It is
interesting to notice the fact that all contours of the Figure 3.5.2(b) are claimed in [50]
to be derived by using (3.5.25) with the K-factor and wrong factor of 48 in front. That
is equivalent to the possibility 4 as described above but actually the similar contours can
be derived by using the possibility 3 as shown in Figure 3.5.2(a).
Benchmark models Z ′ mass limits (GeV) using (3.5.21) Z ′ mass limits (GeV) using (3.5.25)
U(1)GSM 1020 800
U(1)ψ 915 650
U(1)χ 915 650
Table 3.5.1: Z ′ mass lower limits of different benchmark models, using different cross-
section formula.
For any theoretical model the cd and cu values can be obtained directly from the charge
assignment. Therefore the Z ′ mass limit can be obtained easily by plotting those values in
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the cd-cu plane as shown in Figure 3.5.3. In both panels of Figure 3.5.3, ‘Blue dot’, ‘Orange
box’ and ‘Red diamond’ represent U(1)′SSM , U(1)
′
χ and U(1)
′
ψ models respectively. Table
3.5.1 shows the lower bounds on Z ′ mass obtained from cd − cu parameterization for
different benchmark models. The second column of Table 3.5.1 gives the mass limits
reported in [50] for these benchmark models. But the values reported there are actually
obtained if (3.5.21) is used to create the cd − cu contours. This is shown in Figure
3.5.3(a). On the contrary the formula used in [50] to produce the cd − cu contours is
(3.5.25). According to that the corresponding contours should look like as shown in the
Figure 3.5.3(b) and the corresponding Z ′ mass limits should be as reported in the third
column in Table 3.5.1.
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Figure 3.5.3: Left panel : The Z ′ mass limits for the benchmark models reported in [50]
actually obtained by using (3.5.21). Right panel :The actual Z ′ mass limits should be
obtained for the benchmark models using (3.5.25) as described in [50]. In both panels
‘Blue dot’, ‘Orange box’ and ‘Red diamond’ represent U(1)′SSM , U(1)
′
χ and U(1)
′
ψ models
respectively.
3.5.3 Summary of cu − cd parameterization
From the above discussion it can be concluded that the formula (eqn.(3.5.25)) which
is claimed to be applied to obtain the results in ref.[50] and the actual results are not
consistent with each other. The results that we have calculated are fine in the sense
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that they actually do not use the eqn.(3.5.25) to get their results, rather they use some
computational methods which somehow take care of the concerning factor of 8.
Since the contour in the cd − cu plane represents the exclusion limit on the Z ′ mass,
it is very important to get the correct contour through correct formula. It is shown in
Table 3.5.1 that if different formulas are used to obtain the cross-section, the mass limits
also change. Therefore the difference of the factor of 8 between the two above mentioned
equations (3.5.21 & 3.5.25) is significant and need to be addressed more carefully.
3.5.4 Using LHC constraints from stop and gluino search
To impose the LHC constraints on this model we need to know which parameters are
important in determining the whole mass spectrum.
Fermion and sfermion masses
The fermions masses are given by
mfi = yi〈φi〉. (3.5.33)
where yi have non-zero values only for the third generation of fermions, and the exotics
D and E. Also, φt = H
0
u, φb,τ = H
0
d , and φD,E = S. All the vevs are assumed to be real.
The sfermion mass matrices can be written in a compact form as [41]
m2
f˜i
=

m2
f˜i1
+ y2i 〈φi〉2 +∆f˜i1 ±λ yi〈S〉〈H0u〉〈H0d〉/〈φi〉 ∓ A∗yi〈φi〉
±λ yi〈S〉〈H0u〉〈H0d〉/〈φi〉 ∓ Ayi〈φi〉 m2f˜i2 + y
2
i 〈φi〉2 +∆f˜i2
 ,
(3.5.34)
where the upper signs are for the t˜ and the lower are for the b˜, τ˜ , D˜, and E˜. In the
last equation yi and Ayi are non-zero only for third generation sfermions and the scalar
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exotics. The notation for the soft masses is such that for squarks and sleptons m2
f˜i1
is
the SU(2)L doublet soft mass and m
2
f˜i2
is the right-handed soft mass. For the exotics
m2
f˜D1
= m2
D˜
, m2
f˜E1
= m2
E˜
, m2
f˜D2
= m2
D˜c
, m2
f˜E2
= m2
E˜c
. Also
∆f˜i1 =
1
2
(
g22T
3
i1 −
3
5
g21Yi1
)(〈H0d〉2 − 〈H0u〉2)+ g2Z′Qi1 (QS〈S〉2 +QHu〈H0u〉2 +QHd〈H0d〉2)
∆f˜i2 =
1
2
(
g22T
3
i2 −
3
5
g21Yi2
)(〈H0d〉2 − 〈H0u〉2)+ g2Z′Qi2 (QS〈S〉2 +QHu〈H0u〉2 +QHd〈H0d〉2) ,
(3.5.35)
where T 3 and Y are the third component of the weak isospin and the weak hyper-
charge, respectively and Qi1,i2,S etc are the charge assignment of the model given in [41].
Therefore for stop particles, 3.5.35 gives
∆t˜1 =
1
2
(
g22T
3
Q −
3
5
g21YQ
)(
v2d − v2u
)
+ g2Z′QQ
(
QSs
2 +QHuv
2
u +QHdv
2
d
)
∆t˜2 =
1
2
(
g22T
3
tc −
3
5
g21Ytc
)(
v2d − v2u
)
+ g2Z′Qtc
(
QSs
2 +QHuv
2
u +QHdv
2
d
)
.
(3.5.36)
Explicitly, using 3.5.36 the stop mass matrix is given by
m2t˜i =

m2
t˜1
+ y2i 〈φi〉2 +∆t˜1 λ yt〈S〉〈H0u〉〈H0d〉/〈φi〉 − A∗yi〈φi〉
λ yt〈S〉〈H0u〉〈H0d〉/〈φi〉 − Ayi〈φi〉 m2t˜2 + y2i 〈φi〉2 +∆t˜2

=

m2
Q˜3
+ y2t v
2
u +∆t˜1 λ ytsvd − A∗ytvu
λ ytsvd − Aytvu m2t˜c + y2t v2u +∆t˜2

(3.5.37)
where m2
Q˜3
and m2
t˜c
are third generation squark mass-squared.
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Therefore the physical stop masses are given by [46]
m2t˜1,2 =
1
2
trMt˜ ∓
1
2
√
(trMt˜)2 − 4detMt˜ (3.5.38)
where Mt˜ is equivalent to 3.5.37.
3.5.5 Using constraints on stop mass
From 3.5.38,3.5.37 and 3.5.36 we find that there are seven independent parameters
which determine the physical stop masses, namely
m2
Q˜3
,m2t˜c , gZ′ , tan β, s, Ayt and λ. (3.5.39)
where tan β is defined as vu/vd. Using the current LHC constraints obtained from stop
mass searches we can try to put some bounds on these parameters.
Parameter scans
Most recent searches for stop particles in different methods at the LHC sets a lower
limit from 90 GeV − 950 GeV [57].
Therefore we take a conservative limit to set the lower limit of the stop masses to be
2 TeV for our case. We chose 10 TeV to be the upper limit. To generate this stop mass we
perform some scans over the allowed parameter spaces. We evaluated more than 227000
points in the available parameter space for these scans. It is a common practice to fix mt˜c
and mQ˜3 , the up-type squarks and doublet-type squarks respectively, at 1 TeV. But to
be more generic we also decided to vary those parameters. The ranges, the corresponding
step sizes and the limits for those parameters obtained from the scan are shown in Table
3.5.2.
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Parameters gZ′ tan β At( TeV) λ mQ˜3( TeV) mt˜c( TeV) s( TeV)
Scanned range 0.2 - 0.8 1 - 121 0.01 - 30.01 .01 - 1.25 0.01 - 24.01 0.01 - 24.01 0.01− 24.01
Step size 0.01 2 0.5 100.035 0.4 0.4 0.4
Lower limit 0.25 9 0.01 0.01 1.61 2.01 1.61
Upper limit 0.8 49 20.51 0.27 9.61 24.01 9.61
Table 3.5.2: Parameter ranges used for the scan and their limits obtained from the scan
3.5.6 Using constraints on gluino mass
The method to generate the gaugino masses is described in detail in Section 3.4.5.
Gaugino mass terms and relevant parameters
The gaugino and the scalar masses are assumed to be generated at the SUSY breaking
scale from the anomaly mediation. We took the general expression for the gaugino and
A terms from [58]
Mλ = −g
2
2
dg−2
d lnµ
m3/2 =
βg
g
m3/2 (3.5.40)
Ay =
1
2
∑
i
d lnZQi
d lnµ
m3/2 = −βym3/2, (3.5.41)
where γ ≡ d lnZ/d lnµ, βg ≡ dg/d lnµ, βy ≡ dy/d lnµ, and Ay is defined as in L =
−Ay φ1 φ2 φ3 +h.c.. At one loop
γij = −
1
16pi2
[
yimny∗jmn − 4g2aCa(i)δij
]
. (3.5.42)
To determine the boundary conditions, we need the beta functions for the gauge and
Yukawa couplings which are given in [41]. These boundary values then used to obtain
the parameters at the EW scale.
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The MSSM gaugino masses at the SUSY breaking scale are given by 3.4.18. The Z ′
gaugino mass, MZ˜′ , is a free parameter. If we fix it at the scale MZ˜′ , its value at ΛS
would be given by eqn. 3.4.19.
To get the physical masses we then need to run down to the EW scale using RGEs
given in [41]. Since the gaugino mass parameters contribute strongly to other soft mass
parameters we also need to run their corresponding RGEs.
From the parameters mentioned in 3.5.39, only few parameters are necessary for de-
termining the gaugino masses. The values of λ, and gZ′ are needed as the boundary
conditions at EW scale to determine the Yukawa and gauge couplings and corresponding
beta functions at ΛS scale. These beta functions are necessary to generate the corre-
sponding A terms and gaugino masses at ΛS scale. Therefore in this section we plan only
to study the significance of λ, gZ′ and Ayt parameters in detail for our analysis.
Using allowed λ values from stop mass parameters scan
From the parameters scan we performed, for stop masses to be in the experimental
allowed region, we found there are 42 different values of λ with the range shown in Table
3.5.2. We first take these different λ values at EW scale and run the RGEs upto ΛS scale.
Now Eqns. 3.5.40 and 3.5.41 tell us that we need to evaluate those beta functions for
Yukawa and gauge couplings at ΛS scale for A terms and gaugino mass calculations. The
SUSY breaking scale, ΛS, used for the analysis is 5× 106 TeV.
Results of this analysis
If we follow the general procedures as explained in the Section 3.4.5, to evaluate
the gaugino masses, we find that at ΛS scale only the values of the Yukawa couplings
change, but not the values of gauge couplings. The reason of this behavior lies in the RG
Equations for these couplings. Looking at those RGEs in 4.1.1 we find that the gauge
coupling RGEs are suppressed by an additional factor of 1
16pi2
. Therefore actually the
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change in the gauge couplings occur at the order of 10−8 or beyond and thus negligible.
But the corresponding beta-functions for Yukawa couplings change significantly due to
their one-loop structure.
3.6 Conclusion and outlook
From the current LHC data we have imposed the constraints on the Z ′-boson mass.
Since the Z ′ mass, MZ′ ≈ gZ′QS〈S〉 and cu,d ∝ g2Z′ , it is extremely important to choose
suitable gZ′ and 〈S〉 to be in the experimentally allowed region.
From the parameters scan we performed, for stop and gluino masses, we discussed
only the implication of few parameters with their allowed ranges. We plan to explore
other relevant parameters such as gZ′ and Ayt and their allowed spaces as our future
work.
We also plan to use the observed Higgs mass (125 GeV) as an input to scan the
parameter space, update the whole mass spectrum [59].
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CHAPTER 4: BOUNDARY CONDITIONS AND OTHER
PARAMETERS
To determine the gaugino masses we need both the β-functions of gauge and Yukawa
couplings which are given below
4.1 Gauge and Yukawa β functions
The gauge coupling β functions are
βg1 =
g31
16pi2
{
51
5
+
1
16pi2
[
24g23 +
27
5
g22 +
351
25
g21 + g
2
z′
12
5
Tr
(
Y 2Q2
)
−26
5
y2t −
14
5
y2b −
18
5
y2τ −
6
5
λ2 − 12
5
y2D −
24
5
y2E
]}
βg2 =
g32
16pi2
{
1 +
1
16pi2
[
24g23 + 25g
2
2 +
9
5
g21 + 2g
2
z′(Q
2
Hd
+Q2Hu + 3(Q
2
L + 3Q
2
Q))
−6y2t − 6y2d − 2y2τ − 2λ2
]}
βg3 =
g33
(16pi2)2
[
48g23 + 9g
2
2 + 3g
2
1 + 6g
2
z′(Q
2
D +Q
2
Dc + 2Q
2
Q +Q
2
uc +Q
2
dc)−
4y2t − 4y2b − 6y2D
]
βgZ′ =
g3Z′
16pi2
{
Tr
(
Q2
)
+
1
16pi2
[
4g2Z′Tr
(
Q4
)
+ g21
12
5
Tr
(
Y 2Q2
)
+6g22(Q
2
Hd
+Q2Hu + 3(Q
2
L + 3Q
2
Q)) + 48g
2
3(Q
2
D +Q
2
Dc + 2Q
2
Q +Q
2
uc +Q
2
dc)−
−12(Q2uc +Q2Q +Q2Hu)y2t − 12(Q2dc +Q2Q +Q2Hd)y2b − 4(Q2ec +Q2L +Q2Hd)y2e
−18(Q2Dc +Q2D +Q2S)y2D − 4(Q2Ec +Q2E +Q2S)y2E − 4(Q2Hu +Q2Hd +Q2S)λ2
]}
.
(4.1.1)
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The relevant β functions for the Yukawa couplings are
βyt =
yt
16pi2
[
λ2 + 6y2t + y
2
b −
16
3
g23 − 3g22 −
13
15
g21 − 2g2Z′(Q2Hu +Q2Q +Q2uc)
]
βyb =
yb
16pi2
[
λ2 + 6y2b + y
2
t + y
2
e −
16
3
g23 − 3g22 −
7
15
g21 − 2g2Z′(Q2Hd +Q2Q +Q2dc)
]
βyτ =
yτ
16pi2
[
λ2 + 3y2b + 4y
2
τ − 3g22 −
9
5
g21 − 2g2Z′(Q2Hd +Q2L +Q2ec)
]
βλ =
λ
16pi2
[
4λ2 + 3y2t + 3y
2
b + y
2
τ + 3nD y
2
D + nE y
2
E − 3g22 −
3
5
g21 − (4.1.2)
2g2z′
(
Q2S +Q
2
Hu +Q
2
Hd
) ]
βyD =
yD
16pi2
[
2λ2 + (3nD + 2)y
2
D + nEy
2
E −
16
3
g23 −
6
5
g21(Y
2
D + Y
2
Dc)− (4.1.3)
2g2Z′(Q
2
S +Q
2
D +Q
2
Dc)
]
βyE =
yE
16pi2
[
2λ2 + 3nDy
2
D + (nE + 2)y
2
E −
6
5
g21(Y
2
E + Y
2
Ec)− 2g2Z′(Q2S +Q2E +Q2Ec)
]
.
(4.1.4)
We have set all the SM Yukawas, apart from yt, yb, and yτ , to zero.
4.2 Gaugino masses
The MSSM gaugino masses are
M3(ΛS) =
βg3
g3
m3/2, M2(ΛS) =
βg2
g2
m3/2, M1(ΛS) =
βg1
g1
m3/2. (4.2.1)
The Z ′ gaugino mass, MZ˜′ , is a free parameter. If we fix it at the scale MZ˜′ , its value at
ΛS would be
MZ˜′(ΛS) =MZ˜′(MZ˜′)
[
1− Tr (Q
2) g2Z′(Λs)
8pi2
ln
(
ΛS
MZ˜′
)]
. (4.2.2)
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4.3 Scalar masses
The general expression for the scalar masses is schematically
m2 =
m23/2
16pi2
[
# y βy −
∑
i
2Ci gi βi
]
, (4.3.1)
where # is an integer which depends on the specific form of the Yukawa coupling. The
constants Ci are
C3 = 4/3, C2 = 3/4, C1 = 3Y
2/5, Cz′ = Q
2, (4.3.2)
where Y is the hypercharge and Q is the U(1)′ charge.
The expression for the soft masses at the SUSY breaking scale are, for S,Hu, and Hd,
m2S =
m23/2
16pi2
(
2λβλ + 3nDyD βyD + nEyE βyE − 2gZ′Q2S βgZ′
)
m2Hu =
m23/2
16pi2
(
λβλ + 3yt βyt −
6
4
g2 βg2 −
6
5
Y 2Hug1 βg1 − 2gZ′Q2Hu βgZ′
)
m2Hd =
m23/2
16pi2
(
λβλ + 3yb βyb + yτ βyτ −
6
4
g2 βg2 −
6
5
Y 2Hdg1 βg1 − 2gZ′Q2Hd βgZ′
)
;(4.3.3)
for the scalar exotics,
m2
D˜
=
m23/2
16pi2
(
yD βyD −
8
3
g3 βg3 −
6
5
Y 2Dg1 βg1 − 2gZ′Q2D βgZ′
)
m2
D˜c
=
m23/2
16pi2
(
yD βyD −
8
3
g3 βg3 −
6
5
Y 2Dcg1 βg1 − 2gZ′Q2Dc βgZ′
)
m2
E˜
=
m23/2
16pi2
(
yE βyE −
6
5
Y 2Eg1 βg1 − 2gZ′Q2E βgZ′
)
m2
E˜c
=
m23/2
16pi2
(
yE βyE −
6
5
Y 2Ecg1 βg1 − 2gZ′Q2Ec βgZ′
)
; (4.3.4)
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for the third generation squarks
m2
Q˜3
=
m23/2
16pi2
(
yt βyt + yb βyb −
8
3
g3 βg3 −
6
4
g2 βg2 −
6
5
Y 2Qg1 βg1 − 2gZ′Q2Q βgZ′
)
m2t˜c =
m23/2
16pi2
(
2yt βyt −
8
3
g3 βg3 −
6
5
Y 2ucg1 βg1 − 2gZ′Q2uc βgZ′
)
m2
b˜c
=
m23/2
16pi2
(
2yb βyb −
8
3
g3 βg3 −
6
5
Y 2dcg1 βg1 − 2gZ′Q2dc βgZ′
)
; (4.3.5)
for the first two generations of squarks,
m2
Q˜i
=
m23/2
16pi2
(
−8
3
g3 βg3 −
6
4
g2 βg2 −
6
5
Y 2Qg1 βg1 − 2gZ′Q2Q βgZ′
)
m2u˜ci =
m23/2
16pi2
(
−8
3
g3 βg3 −
6
5
Y 2ucg1 βg1 − 2gZ′Q2uc βgZ′
)
m2
d˜ci
=
m23/2
16pi2
(
−8
3
g3 βg3 −
6
5
Y 2dcg1 βg1 − 2gZ′Q2dc βgZ′
)
; (4.3.6)
for the third generation of charged sleptons,
m2
L˜3
=
m23/2
16pi2
(
yτ βyτ −
6
4
g2 βg2 −
6
5
Y 2Lg1 βg1 − 2gZ′Q2L βgZ′
)
m2τ˜c =
m23/2
16pi2
(
2yτ βyτ −
6
5
Y 2ecg1 βg1 − 2gZ′Q2ec βgZ′
)
; (4.3.7)
and for the rest of the sleptons,
m2
L˜i
=
m23/2
16pi2
(
−6
4
g2 βg2 −
6
5
Y 2Lg1 βg1 − 2gZ′Q2L βgZ′
)
m2e˜ci =
m23/2
16pi2
(
−6
5
Y 2ecg1 βg1 − 2gZ′Q2ec βgZ′
)
m2ν˜ci =
m23/2
16pi2
(−2gZ′Q2νc βgZ′) . (4.3.8)
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4.4 A terms
The non-zero Yukawa couplings are yt, yb, yτ , λ, yD and yE. The corresponding A
terms are:
At = −βytm3/2, Ab = −βybm3/2, Aτ = −βyτm3/2,
Aλ = −βλm3/2, AD = −βyDm3/2, AE = −βyEm3/2. (4.4.1)
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CHAPTER 5: RGE EQUATIONS
To derive the RGEs we use the general expressions in [42, 43, 44].
5.1 Gauge and Yukawa couplings
The gauge coupling RGEs are
dgi/d lnµ = βgi , (5.1.1)
where i = 1, 2, 3, Z ′ and the βi are given in (4.1.1).
The Yukawa RGEs are
dyi/d lnµ = βyi , (5.1.2)
where i = t, b, τ, λ,D,E and the βi are given in (4.1.2).
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5.2 Gaugino masses
The RGEs for the gaugino masses are
dM1
d lnµ
=
g21
16pi2
{
102
5
M1 +
2
16pi2
[
24g23(M1 +M3) +
27
5
g22(M1 +M2) +
351
25
g21(2M1)
+g2z′
12
5
Tr
(
Y 2Q2
)
(M1 +MZ˜′))
+M1
(
− 26
5
y2t −
14
5
y2b −
18
5
y2τ −
6
5
λ2 − 12
5
y2D −
24
5
y2E
)
+
26
5
Atyt +
14
5
Abyb +
18
5
Aτyτ +
6
5
Aλλ+
12
5
ADyD +
24
5
AEyE
]}
dM2
d lnµ
=
g22
16pi2
{
2M2 +
2
16pi2
[
24g23(M2 +M3) + 25g
2
2(2M2) +
9
5
g21(M2 +M1)
+2g2z′(Q
2
Hd
+Q2Hu + 3(Q
2
L + 3Q
2
Q))(M2 +MZ˜′)
+M2
(
− 6y2t − 6y2b − 2y2τ − 2λ2
)
+ 6Atyt + 6Abyb + 2Aτyτ + 2Aλλ
]}
dM3
d lnµ
=
2g23
(16pi2)2
[
48g23(2M3) + 9g
2
2(M3 +M2) + 3g
2
1(M3 +M1) +
M3
(
− 4y2t − 4y2b − 6y2D
)
+ 6g2z′(Q
2
D +Q
2
Dc + 2Q
2
Q +Q
2
uc +Q
2
dc)
(M3 +MZ˜′) + 4Atyt + 4Abyb + 6ADyD
]
dMZ˜′
d lnµ
=
g2Z′
16pi2
{
2Tr
(
Q2
)
MZ˜′ +
2
16pi2
[
4g2Z′Tr
(
Q4
)
(2MZ˜′) +
g21
12
5
Tr
(
Y 2Q2
)
(MZ˜′ +M1) + 6g
2
2(Q
2
Hd
+Q2Hu + 3(Q
2
L + 3Q
2
Q))(MZ˜′ +M2)
+48g23(Q
2
D +Q
2
Dc + 2Q
2
Q +Q
2
uc +Q
2
dc)(MZ˜′ +M3) + 12(Q
2
uc +Q
2
Q +Q
2
Hu)
(At −MZ˜′yt)yt + 12(Q2dc +Q2Q +Q2Hd)(Ab −MZ˜′yb)yb +
+4(Q2Hd +Q
2
L +Q
2
ec)(Aτ −MZ˜′yτ ) + 4(Q2Hu +Q2Hd +Q2S)(Aλ −MZ˜′λ) +
+18(Q2Dc +Q
2
D +Q
2
S)(AD −MZ˜′yD)yD +
4(Q2Ec +Q
2
E +Q
2
S)(AE −MZ˜′yE)yEλ
]}
.
(5.2.1)
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5.3 Scalar masses
The expression for RGEs of the soft masses, are for S,Hu, and Hd,
16pi2
dm2S
d lnµ
= −8g2Z′Q2SM2Z˜′ + 4λ2(m2S +m2Hu +m2Hd)
+6nDy
2
D(m
2
S +m
2
D˜
+m2
D˜c
) + 2nEy
2
E(m
2
S +m
2
E˜
+m2
E˜c
)
+4A2λ + 2nEA
2
E + 6nDA
2
D
16pi2
dm2Hu
d lnµ
= −8g2Z′Q2HuM2Z˜′ − 6M22 g22 −
24
5
M21 g
2
1Y
2
Hu
+2λ2(m2S +m
2
Hu +m
2
Hd
) + 6y2t (m
2
Hu +m
2
Q˜3
+m2t˜c) + 6A
2
t + 2A
2
λ
16pi2
dm2Hd
d lnµ
= −8g2Z′Q2HdM2Z˜′ − 6M22 g22 −
24
5
M21 g
2
1Y
2
Hd
+ 2λ2(m2S +m
2
Hu +m
2
Hd
)
+6y2b (m
2
Hd
+m2
Q˜3
+m2
b˜c
) + 2y2τ (m
2
Hd
+m2
L˜3
+m2τ˜c)
+6A2b + 2A
2
τ + 2A
2
λ; (5.3.1)
for the scalar exotics,
16pi2
dm2
D˜
d lnµ
= −8g2Z′Q2DM2Z˜′ −
32
3
M23 g
2
3 −
24
5
M21 g
2
1Y
2
D
+2y2D(m
2
S +m
2
D˜
+m2
D˜c
) + 2A2D
16pi2
dm2
D˜c
d lnµ
= −8g2Z′Q2DcM2Z˜′ −
32
3
M23 g
2
3 −
24
5
M21 g
2
1Y
2
Dc + 2y
2
D(m
2
S +m
2
D˜
+m2
D˜c
)
+2A2D
16pi2
dm2
E˜
d lnµ
= −8g2Z′Q2EM2Z˜′ −
24
5
M21 g
2
1Y
2
E + 2y
2
E(m
2
S +m
2
E˜
+m2
E˜c
) + 2A2E
16pi2
dm2
E˜c
d lnµ
= −8g2Z′Q2EcM2Z˜′ −
24
5
M21 g
2
1Y
2
Ec + 2y
2
E(m
2
S +m
2
E˜
+m2
E˜c
) + 2A2E; (5.3.2)
80
for the third generation squarks,
16pi2
dm2
Q˜3
d lnµ
= −8g2Z′Q2QM2Z˜′ −
32
3
M23 g
2
3 − 6M22 g22 −
24
5
M21 g
2
1Y
2
Q
+2y2t (m
2
Hu +m
2
Q˜3
+m2t˜c) + 2y
2
b (m
2
Hd
+m2
Q˜3
+m2
b˜c
) + 2A2t + 2A
2
b
16pi2
dm2
t˜c
d lnµ
= −8g2Z′Q2u˜cM2Z˜′ −
32
3
M23 g
2
3 −
24
5
M21 g
2
1Y
2
uc + 4y
2
t (m
2
Hu +m
2
Q˜3
+m2t˜c) + 4A
2
t
16pi2
dm2
b˜c
d lnµ
= −8g2Z′Q2dcM2Z˜′ −
32
3
M23 g
2
3 −
24
5
M21 g
2
1Y
2
dc + 4y
2
b (m
2
Hd
+m2
Q˜3
+m2
b˜c
) + 4A2b ;
(5.3.3)
for the first two generations of squarks,
16pi2
dm2
Q˜1
d lnµ
= −8g2Z′Q2QM2Z˜′ −
32
3
M23 g
2
3 − 6M22 g22 −
24
5
M21 g
2
1Y
2
Q
16pi2
dm2u˜c1
d lnµ
= −8g2Z′Q2ucM2Z˜′ −
32
3
M23 g
2
3 −
24
5
M21 g
2
1Y
2
uc
16pi2
dm2
d˜c1
d lnµ
= −8g2Z′Q2dcM2Z˜′ −
32
3
M23 g
2
3 −
24
5
M21 g
2
1Y
2
dc ; (5.3.4)
for the third generation of charged sleptons,
16pi2
dm2
L˜3
d lnµ
= −8g2Z′Q2LM2Z˜′ − 6M22 g22 −
24
5
M21 g
2
1Y
2
L + 2y
2
τ (m
2
Hd
+m2
L˜3
+m2τ˜c) + 2A
2
τ
16pi2
dm2τ˜c
d lnµ
= −8g2Z′Q2ecM2Z˜′ −
24
5
M21 g
2
1Y
2
ec + 4y
2
τ (m
2
Hd
+m2
L˜3
+m2τ˜c) + 4A
2
τ ; (5.3.5)
and for the rest of the sleptons,
16pi2
dm2
L˜
d lnµ
= −8g2Z′Q2LM2Z˜′ − 6M22 g22 −
24
5
M21 g
2
1Y
2
L
16pi2
dm2e˜c
d lnµ
= −8g2Z′Q2ecM2Z˜′ −
24
5
M21 g
2
1Y
2
ec
16pi2
dm2ν˜c
d lnµ
= −8g2Z′Q2νcM2Z˜′ . (5.3.6)
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5.4 A terms
The RGEs for the A terms are
16pi2
dAt
d lnµ
=
16
3
g23(2M3yt − At) + 3g22(2M2yt − At) +
13
15
g21(2M1yt − At)
+2g2Z′(Q
2
Hu +Q
2
Q +Q
2
uc)(2MZ˜′yt − At)
+18Aty
2
t + y
2
bAt + 2Abyb yt + λ
2At + 2Aλλ yt
16pi2
dAb
d lnµ
=
16
3
g23(2M3yb − Ab) + 3g22(2M2yb − Ab) +
7
15
g21(2M1yb − Ab)
+2g2Z′(Q
2
Hd
+Q2Q +Q
2
dc)(2MZ˜′yb − Ab)
+18Aby
2
b + y
2
tAb + 2Atyt yb + y
2
τAb + 2Aτyτ yb + λ
2Ab + 2Aλλ yb
16pi2
dAτ
d lnµ
= 3g22(2M2yτ − Aτ ) +
9
5
g21(2M1yτ − Aτ )
+2g2Z′(Q
2
Hd
+Q2L +Q
2
ec)(2MZ˜′yτ − Aτ )
+12Aτy
2
τ + 3y
2
bAτ + 6Abyb yτ + λ
2Aτ + 2Aλλ yτ
16pi2
dAλ
d lnµ
= 3g22(2M2λ− Aλ) +
3
5
g21(2M1λ− Aλ)
+2g2Z′(Q
2
S +Q
2
Hu +Q
2
Hd
)(2MZ˜′λ− Aλ)
+Aλ(12λ
2 + 3y2t + 3y
2
b + y
2
τ + nEy
2
E + 3nDy
2
D)
+λ(6ytAt + 6ybAb + 2yτAτ + 2nEyEAE + 6nDyDAD)
16pi2
dAyD
d lnµ
=
16
3
g23(2M3yD − AD) +
6
5
(
Y 2D + Y
2
Dc
)
g21(2M1yD − AD)
+2g2Z′(Q
2
S +Q
2
D +Q
2
Dc)(2MZ˜′yD − AD) + AD(2λ2 + nEy2E+)
(9nD + 6)y
2
D + yD(4λAλ + 2nEyEAE)
16pi2
dAyE
d lnµ
=
6
5
(
Y 2E + Y
2
Ec
)
g21(2M1yE − AE) + 2g2Z′(Q2S +Q2E +Q2Ec)(2MZ˜′yE − AE)
+AE(2λ
2 + 3nDy
2
D + (3nE + 6)y
2
E) + yE(4λAλ + 6nDyDAD). (5.4.1)
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CHAPTER 6: SUMMARY
The results of this dissertation can be summarized as follows:
• The proton magnetic radius is extracted following the ‘z-expansion’ method of Hill
and Paz [7].
• Using proton scattering data, for a cut of Q2 ≤ 0.5 GeV2, the radius is found to be
rpM = 0.91
+0.03
−0.06 ± 0.02 fm.
• The value of the radius is rpM = 0.87+0.04−0.05 ± 0.01 fm by adding neutron data.
• rpM = 0.87+0.02−0.02 fm when the pipi data is added to the proton and neutron data.
• The neutron magnetic radius is also extracted to be rnM = 0.89+0.03−0.03 fm from the
data sets combining proton, neutron, and pipi.
• The most used formula in the literature for the Drell-Yan di-lepton production
cross-section is found to be a factor of 8 small.
• Using the current LHC limit on stop mass, some parameter spaces are obtained
which can be used for further analysis.
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ABSTRACT
TOPICS IN HIGH-ENERGY PHYSICS: THE PROTON MAGNETIC
RADIUS AND PHENOMENOLOGY OF Z ′ MEDIATION OF
SUPERSYMMETRY BREAKING
by
JOYDEEP ROY
December 2017
Advisor: Dr. Gil Paz
Major: Physics
Degree: Doctor of Philosophy
This dissertation describes two topics in high-energy physics. In the first we describe
the extraction of the magnetic radius of the proton. In the second we impose LHC
constraints on the combined anomaly and Z’ mediation mechanisms of supersymmetry
breaking.
We combine constraints from analyticity with experimental electron-proton scattering
data to determine the proton magnetic radius without model-dependent assumptions on
the shape of the form factor. We also study the impact of including electron-neutron
scattering data, and pipi → NN¯ data. Using representative data sets we find for a
cut of Q2 ≤ 0.5 GeV2, rpM = 0.91+0.03−0.06 ± 0.02 fm using just proton scattering data;
rpM = 0.87
+0.04
−0.05 ± 0.01 fm adding neutron data; and rpM = 0.87+0.02−0.02 fm adding pipi data.
We also extract the neutron magnetic radius from these data sets obtaining rnM = 0.89
+0.03
−0.03
fm from the combined proton, neutron, and pipi data. Particle Data Group (PDG) has
reported both of these values, rpM = 0.87± 0.02 fm and rnM = 0.89± 0.03 fm in their 2016
listing of the magnetic radius of the proton and neutron, respectively.
Combining anomaly with Z ′ mediation allows us to solve the tachyonic problem of
the former and avoid fine tuning in the latter. This model includes an extra U(1)′ gauge
symmetry and extra singlet scalar S which provides a solution to the ‘µ problem’ of
the MSSM. The low-energy particle spectrum is calculated from the UV inputs using
88
the Renormalization Group Equations. The benchmark points considered in the original
model, suggested before the Higgs discovery, predicted a Higgs mass close to the current
measured value of 125 GeV. We use the current LHC data to update the predictions of
the model, its particle spectrum and in particular the mass of the Z ′ gauge boson.
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