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Abstract
In this work, we shall deal with the critical Sobolev isotropic Brownian flows on the sphere Sd . Based on previous works by
O. Raimond and LeJan and Raimond (see [O. Raimond, Ann. Inst. H. Poincaré 35 (1999) 313–354] and [Y. LeJan, O. Raimond,
Ann. of Prob. 30 (2002) 826–873], we prove that the associated flows are flows of homeomorphisms.
 2005 Elsevier SAS. All rights reserved.
Résumé
Dans cet article, nous étudions les flots isotropes sur la sphère Sd , correspondant à l’exposant critique de Sobolev. Utilisant des
travaux antérieurs de O. Raimond, de LeJan et Raimond (voir [O. Raimond, Ann. Inst. H. Poincaré 35 (1999) 313–354] et [Y. LeJan,
O. Raimond, Ann. of Prob. 30 (2002) 826–873], nous démontrons que les flots associés sont des flots d’homéomorphismes.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction
Let  be the Laplace operator on Sd , acting on vector fields. The spectrum of  is given by spectrum() =
{−c,d;   1} ∪ {−c,δ;   1}, where c,d = ( + d − 1), c,δ = ( + 1)( + d − 2). Let G be the eigenspace
associated to c,d and D the eigenspace associated to c,δ . Their dimension will be denoted by D,1 = dimG,









as  → +∞. (1.1)
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dx = δij δαδkβ,
where δij is the Kronecker symbol and dx is the normalized Riemannian measure on Sd , which is the unique one
invariant by actions of g ∈ SO(d + 1). By Weyl theorem, the vector fields {Ai,k} are smooth.
Let s > 0 and Hs(Sd) be the Sobolev space of vector fields on Sd , which is the completion of smooth vector fields





(−+ 1)sV ,V 〉dx. (1.2)
Then {A1,k/(1 + c,d)s/2, A2,β/(1 + c,δ)s/2;  1, 1 k D,1, 1 β D,2} is an orthonormal basis of Hs . If
we consider,
a = a
(− 1)1+α , b =
b



















Let {Bi,k(t);  1, 1 k D,i} for i = 1,2 be two family of independent standard Brownian motions defined






















which converges in L2, but uniformly with respect to t in any compact subset of [0,+∞[. According to (1.4), (Wt)t0
is a cylinder Brownian motion in the Sobolev space H(α+d)/2. Moreover, Wt takes values in the space Hs(Sd) for
any 0 < s < α/2. By Sobolev embedding theorem, in order to ensure that Wt takes values in the space of C2 vector
fields, α must be large than d + 2. In this last case, the classical Kunita’s framework [5] can be applied to integrate the
vector field Wt so that we obtain a flow of diffeomorphisms. For the case of small α, the notion of statistical solutions
was introduced in [6] and the phenomenon of phase transition appears when 0 < α < 2. It was also shown in [6] that
the statistical solutions give rise to a flow of maps if α > 2. The main objective of this work is to deal with the critical























, xn0 = x. (1.6)
Using the specific properties of eigenvector fields (see Appendix A), we prove that xnt (x) converges uniformly in
(t, x) ∈ [0, T ] × Sd , so that we obtain the following main result of this work.















A2,k(xt ) ◦ dB2,k(t)
}
, x0 = x, (1.7)
has one unique strong solution (xt (x))t0, which gives rise to a flow of homeomorphisms.
In the case of the circle S1, this property of flow of homeomorphisms was discovered in [7].
The main feature of this work is to handle the non-Lipschitzian stochastic differential equations: it complements
our work [4].
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In this section, we discuss the approximating flows and establish some necessary estimates. Let n  1. Consider
























with xn0 = x ∈ Sd given. Since Ai,k are smooth, it is known (see [2,5,8]) that the stochastic differential equation (2.1)
defines a flow of diffeomorphisms ϕnt (x) on Sd .
For x, y ∈ Sd , consider the Riemannian distance d(x, y), which satisfies the formula:
cosd(x, y)= 〈x, y〉, (2.2)
where 〈 , 〉 denotes the inner product in Rd+1, with the Euclidean distance | · |. We have the relation,
|x − y| d(x, y) π
2
|x − y|. (2.3)




























































Let x ∈ Sd . Denote by TxSd the tangent space at the point x. Consider the orthogonal projection Qx : Rd+1 → TxSd .




) ◦ dBi,k, xn+1t 〉= 〈Ai,k(xnt ),Qxnt xn+1t 〉Txnt Sd ◦ dBi,k.
Set Λt =Qxnt xn+1t . Then Λt has the expression:






xnt ∈ Txnt Sd .
Viewing Λt as a process in Rd+1, we have:
dΛt = dxn+1t −
〈◦dxnt , xn+1t 〉xnt − 〈xnt ,◦dxn+1t 〉xnt − 〈xnt , xn+1t 〉 ◦ dxnt .






































































)〉− 〈xnt , xn+1t 〉〈Aik(xnt ),Aik(xnt )〉}dt. (2.5)




〈 Ddt A1k,Λt 〉 · dB1k is equal to〈(∇A1kA1k)(xnt ),Qxnt xn+1t 〉dt. (2.6)














{〈(∇A1,kA1,k)(xnt ),Qxnt xn+1t 〉
+ 〈A1,k(xnt ),Qxnt A1,k(xn+1t )〉− 〈xnt , xn+1t 〉〈A1,k(xnt ),A1,k(xnt )〉}dt.






































)〉− 〈xnt , xn+1t 〉∣∣A1,k(xnt )∣∣2}dt.







〉= dMnt + V nt dt.
























































































































































d − 1 + cos2 θ)γ(cos θ)− cos θ sin2 θγ ′(cos θ)]
+ b
[
d cos θγ(cos θ)− sin2 θγ ′(cos θ)
]− d(a + b) cos θ. (2.9)
























































































1 − cos θnt γ
(
cos θnt
)+ (sin θnt )2γ ′(cos θnt ))+ b(1 − γ(cos θnt ))}dt
+ (sin θnt )2 2n+1∑
=2n+1
(a + b)dt.

















(cos θ − √−1 sin θ cosϕ) sind ϕ dϕ
cd
.
We have: γ˜ ′(θ) = γ ′+1(cos θ)(− sin θ) or γ ′+1(cos θ)= − γ˜
′
(θ)







Using these notations, introduce:
Vn(θ)= a
[(
d − sin2 θ)Gn(θ)+ cos θ sin θG′n(θ)]






d − sin2 θ)Ξn(θ)+ cos θ sin θΞ ′n(θ)]
+ b[d cos θΞn(θ)+ sin θΞ ′n(θ)]− d(a + b) cos θΞn(0)}; (2.13)
then
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Gn(0)− cos θGn(θ)− sin θG′n(θ)







Therefore there exists a real Brownian motion Wn(t) defined on the same probability space such that

































Of course, we have to justify the passage from (2.15) to (2.16), by taking care of the points 0 and π . We shall see









By (2.13) and (2.14), we find:

















(ad + bd cos θ)Ξn(θ)− (d − 1)(a + b) cos θΞn(0)
}
. (2.18)
Lemma 2.1. There exists a constant C > 0 independent of n such that∣∣G′n(θ)∣∣ C(θ log 2πθ + 2−n
)
, for all θ ∈ [0,π]. (2.19)
Proof. Let z(θ,ϕ) = cos θ − √−1 sin θ cosϕ. Then ddθ z(θ,ϕ)= − sin θ −


















































)2n e−ss ddθ z(θ,ϕ)





0 0 0 0































= In,1 + In,2.










1 − e−s ds  C2
−n. (2.23)
For 0 s  1,
e−ss




cos2 θ + sin2 θ cos2 ϕ
 2se
−s
1 − e−2s + sin2 θ sin2 ϕe−2s 
2es










dϕ ds  e2−n. (2.24)
















Now the estimate (2.19) follows from the following main result. 
Proposition 2.2. ∣∣G′(θ)∣∣Cθ log 2π
θ
, θ ∈ [0,π]. (2.26)
Proof. We compute the term,
d
dθ z(θ,ϕ)
1 − z(θ,ϕ)e−s =
− sin θ − √−1 cos θ cosϕ
1 − cos θe−s + √−1 sin θ cosϕe−s ,
which has the real part
− sin θ + sin θ cos θ sin2 ϕe−s
(1 − cos θe−s)2 + e−2s sin2 θ cos2 ϕ .
Since G is a real valued function, it follows from (2.25) that
G′(θ)= −
π∫ +∞∫
s sin θ(es − cos θ sin2 ϕ)














1 . For 0 < s  1,
|es − cos θ sin2 ϕ|
(es − cos θ)2 + sin2 θ cos2 ϕ 
e + 1
(es − 1)2 + sin2 θ cos2 ϕ−
e + 1





s2 + sin2 θ cos2 ϕ = log
(
1 + sin2 θ cos2 ϕ)− log(sin2 θ cos2 ϕ) log 2 − log(sin2 θ cos2 ϕ).
It follows that ∣∣I1(θ)∣∣ e + 12 | sin θ |
(














Therefore there exists a constant C > 0 such that∣∣I1(θ)∣∣ Cθ log 2π
θ
, θ ∈ [0,π].
For the estimate of I2, it is sufficient to remark that
s(es − cos θ sin2 ϕ)
(es − cos θ)2 + sin2 θ cos2 ϕ 
ses
(es − 1)2 .
The proof of (2.26) is complete. 
Let σn(θ) = −
√
Un(θ)
sin θ , where Un were defined in (2.14). Let Bn be the function defined in (2.18). We have the
following key estimates.
Theorem 2.3. There exist N > 0 and a constant C > 0 such that for all nN
















Proof. Using (2.14), σ 2n has the expression:









+ 2b(Gn(0)−Gn(θ))+ (a + b)Ξn(0). (2.30)




, (2.28) follows from (2.19). The estimate for (2.29) is much more delicate. Remark first that
θ → Bn(θ) is smooth over ]0,π[, but explodes at 0 and π . More precisely, let










sin θΞn(θ)+ 12 (a cos θ + b)Ξ
′
n(θ),
Bn,3(θ)= 12 sin θ
{










2n+1 − 2n)= 2−n.=2 +1




, θ ∈ [0,π]. (2.31)
When θ → 0, Bn,1 behaves as (d−1)(a+b)G′n(θ), which is dominated by C(θ log 2πθ +2−n); and Bn,3 will behave as
1
2 sin θ
(a + b)Ξn(0)→ +∞.







)+ b(Gn(0)−Gn(π))]→ +∞, (2.32)




d(a − b)Ξn(π)+ (d − 1)(a + b)Ξn(0)
]
. (2.33)




(k + 1)3 =
3k2 + 3k + 1




it is clear that ∣∣Ξn(π)∣∣ 6 · 2−nΞn(0). (2.34)
This together with (2.33) shows that Bn,3 will go to +∞ as θ → π . However in order to get the uniform estimate
(2.29), we have to prove that the change of signs near 0 and π will be done independently of n.
By the mean-value formula, there exists α ∈ ]0, θ [ such that Ξn(θ) = Ξn(0) + θΞ ′n(α). Write Bn,3 near 0 in the
form:
Bn,3(θ)= Ξn(0)2 sin θ
{
ad(1 − cos θ)+ (a + b) cos θ}+ θ
2 sin θ
(ad + bd cos θ)Ξ ′n(α).
The last term in the above equality is bounded by C2−n. The first term in the above equality is always positive.
So (2.29) holds for Bn,3 near π uniformly for n. Now we shall deal with the problem at π . Replacing Ξn(θ) by
Ξn(π)+ (θ − π)Ξ ′n(β) in expression of Bn,3, we get:
Bn,3(θ)= 12 sin θ
{
(ad + bd cos θ)Ξn(π)− (d − 1)(a + b) cos θΞn(0)
}+ θ − π
2 sin θ
(ad + bd cos θ)Ξ ′n(β). (2.35)
Using (2.34), we have:
(ad + bd cos θ)Ξn(π)− (d − 1)(a + b) cos θΞn(0) (a + b)
[−(d − 1) cos θ − 6d · 2−n]Ξn(0).
Let N  1 such that 2−N  (d − 1)/(6d). Then there exists θ0 ∈ ]π2 ,π[ such that
−(d − 1) cos θ − 6d · 2−n  0 for all θ ∈ [θ0,π], nN.








, θ ∈ [0,π].
For the behavior of Bn,1 near π , consider:
ϕ(θ)= a(G(θ)− cos θG(0))+ b cos θ(G(θ)−G(0)).
We have:
δ = ϕ(π)= a(G(π)+G(0))+ b(G(0)−G(π))> 0.




)+ b cos θ(Gn(θ)−Gn(0))
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, θ ∈ [0,π].
Combining above facts with (2.18) yields (2.29). 
Proposition 2.4. Let d  3. Then the process θnt does not hit the point π .
Proof. By (2.31) and (2.32) and the expression of σn, we see that 2Bn/σ 2n at the neighborhood of π behaves as
d − 1
π − θ
a(Gn(π)+Gn(0))+ b(Gn(0)−Gn(π))+ (a + b)Ξn(0)/2 + d(a − b)Ξn(π)/(d − 1)
a(Gn(π)+Gn(0))+ b(Gn(0)−Gn(π))+ (a + b)Ξn(0)/2











By Breiman’s criterion (see [6, p. 856]), θnt does not hit the point π . 
Remark 2.5. The process θnt could meet the point 0.
3. Flow of homeomorphisms
Let xnt be the solution of the stochastic differential equation (2.1) with the initial point x, xn+1t with the initial point








Let p  2. By Itô formula, we have:
dθpn (t)= pθp−1n (t)dθn(t)+ 12p(p − 1)θ
p−2
n (t)dθn(t) · dθn(t).
By (2.16), we have:



















n (s)σn(θn(s))dWn(s) is a martingale. Let u(t) = ( θn(t)2π )p . Since the coefficient
θp−1Bn(θ) explodes at the point π , to insure that the function t → E(u(t)) is differentiable, we introduce for δ > 0,
τδ = inf
{
t > 0, θn(t) π − δ
}
.




























and in the same way,















2 (2π) 2 u(t) 2
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Let ϕ(t)= E(uδ(t)). Then t → ϕ(t) is differentiable. Using the above computations, we get:













































Using the inequality (see [3])
−ξ log ξ +K −(ξ +K) log(ξ +K), for 0 < ξ  2−4, 0 <K  2−4,
and letting ψ(t)= ϕ(t)+ 2−n, we get:
































)p) (2π)p(ψ(0))e−C(p+1)2 t . (3.4)
Now write xnt (x) for xnt with initial data x. Using the inequality (a + b)α  aα + bα for 0 < α  1, a > 0, b > 0, we








)p) (2π)p[2−ne−C(p+1)t/2 + d(x, y)pe−C(p+1)t/2]. (3.5)
By continuity, the inequality (3.5) holds for all x, y ∈ Sd .








)p) C|t − s|p/2, s, t ∈ [0, T ]. (3.6)
































)〉= d〈Λt,A1,k(xnt )〉= 〈D Λt,A1,k(xnt )〉+ 〈Λt,(D A1,k)(xnt )〉dt dt







For the computation of Ddt Λt , using expression Λt = u− 〈u,xnt 〉xnt , it gives:































































(∇A2kA2k)(xnt )〉− 〈u,xnt 〉〈A2k(xnt ),A2k(xnt )〉}.









d(a + b)Gn(0)ηt . (3.7)
Now the quadratic variation dMt · dMt is given by





















Using (A.13), we obtain:
dMt · dMt =
2n∑
=1
(a + b) sin2 θ = (a + b)Gn(0)
(
1 − cos2 θ),
where θ is the angle between a and xnt : cos θ = 〈u,xnt 〉 = ηt .











)2 ds)p/2] Cp(a + b)pG(0)p|t1 − t2|p/2.
Combining with (3.7), there exists a constant Cp independent of n such that
E
(|ηt1 − ηt2 |p) Cp|t1 − t2|p/2,
or
E
(∣∣〈u,xnt1 − xnt2 〉∣∣p) Cp|t1 − t2|p/2.
Using |xt1 − xt2 |2 =
∑d+1
i=1 |〈ui, xnt1 − xnt2〉|2, where {ui, i = 1, . . . , d + 1} is an orthonormal basis of Rd+1, we get the
estimate (3.6). 
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xnt (x) converges uniformly with respect to t ∈ [0, T ]. (3.8)
Proof. Seeing xnt (x) as an element of Rd+1, and using (3.5) and (3.6), we have for s, t ∈ [0, T ],
E
(∣∣xnt (x)− xn+1s (x)∣∣p) Cp(|t − s|p/2 + 2−(n+1)δ), (3.9)
where δ = e−C(p+1)T /2. Let c = 2−δ/p < 1. Define α0 = 0, αn =∑nk=1 ck . Then α∞ = limn→+∞ αn is finite. Define:
X(s, t, x) = xnt (x)
αn+1 − s




αn+1 − αn , s ∈ [αn,αn+1].
Using (3.9), we get for (s1, s2) ∈ [0, α∞]2 and (t1, t2) ∈ [0, T ]2,
E
(∣∣X(s1, t1, x)−X(s2, t2, x)∣∣p) Cp(|s1 − s2|p + |t1 − t2|p/2). (3.10)
By the Kolmogoroff modification theorem, X has a continuous version X˜ on a compact set. But we have:
xnt (x)=X(αn, t, x)= X˜(αn, t).
This last term converges uniformly with respect to t ∈ [0, T ], which completes the proof. 
Let {xt (x), t ∈ [0, T ]} be the uniform limit of {xnt (x), t ∈ [0, T ]}.















A2,k(xt ) ◦ dB2,k(t)
}
. (3.11)






















Set ηt = 〈u,xt 〉, ηnt = 〈u,xnt 〉. From the proof of Proposition 3.1 that
ηnt = 〈u,x〉 +Mnt +
t∫
0




















































and Vt = − 12d(a + b)G(0)ηt . Clearly, V nt → Vt . Fix any positive integer N0, when n is big enough Mnt can be split




=N0+1 := M(n,1)t +M(n,2)t . Similarly, Mt is split into two terms: Mt =M(1)t +M(2)t .






)2] ∞∑ (a + b), E[(M(2)t )2] ∞∑ (a + b),
=N0+1 =N0+1
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M
(n,1)
t →M(1)t , as n→ ∞.
Combining above arguments with the triangle inequality, we conclude:
Mnt →Mt, as n→ ∞.
Letting n→ ∞ in (3.13) proves (3.12).
Next we prove the pathwise uniqueness for Eq. (3.11). Let xt , yt , t  0 be two solutions to Eq. (3.11) such that




























We have dηt = dMt − d2 (a + b)G(0)ηt dt , and















dη2t = 2ηt dMt − d(a + b)G(0)η2t dt + dΘt . (3.15)








{∣∣A1,k(xt )∣∣2 + ∣∣A1,k(yt )∣∣2 − 2〈A1,k(xt ),A1,k(yt )〉}
= 2da − 2a
((
d − 1 + cos2 θt
)
γ(cos θt )− cos θt sin2 θtγ ′(cos θt )
)
,





∣∣A2,k(xs)−A2,k(ys)∣∣2 = 2db − 2b(d cos θtγ(cos θt )− sin2 θtγ ′(cos θt )),
where θt = d(xt , yt ). It follows from (3.15) that
dξt = Martingale − d(a + b)G(0)ξt dt +B(θt )dt (3.16)
with
B(θ) = 2[daG(0)− a((d − 1 + cos2 θ)G(θ)+ cos θ sin θG′(θ))
+ dbG(0)− b(d cos θG(θ)+ sin θG′(θ))]. (3.17)
Let ϕ(t)= E(ξt ). By (3.16), we get:
ϕ′(t)= −d(a + b)G(0)ϕ(t)+ E(B(θt )).
By (2.26), |B(θ)| Cθ2 log 2π
θ
. It follows, according to (2.3), that
ϕ′(t) Cϕ(t) log 1
ϕ(t)
, ϕ(0)= 0,
which implies that ϕ(t)= 0. Therefore for each t , xt = yt . The two processes are indistinguishable. 
Theorem 3.4. {xt (x), t ∈ [0, T ]} has a version x˜t (x) such that almost surely, for all t ∈ [0, T ],
x → x˜t (x) is a homeomorphism of Sd.
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E
(∣∣X(s1, t1, x)−X(s2, t2, y)∣∣p) Cp(|s1 − s2|p + |t1 − t2|p/2 + d(x, y)pδ). (3.18)
Recall that δ = e−C(p+1)T /2. Therefore exist a small T0 > 0 and a big enough p  2, so that we can apply the Kol-
mogoroff modification theorem. In this way, xnt (x) converges uniformly to xt (x), with respect to (t, x) ∈ [0, T0] × Sd .
Remark that T0 is not dependent of the particular Brownian motion, but of its law. Now consider the family of the
Brownian motion {(θT0B)(t), t  0}, where (θT0B)ik(t) = Bik(t + T0) − Bik(T0) and i = 1,2. Denote explicitly
xnt (x,ω) the solution of (2.1), with respect to the given family of Brownian motion {Bik(t), t  0}, and xnt (x, θT0ω)






Now letting n → +∞ in (3.19), the right-hand side tends to xt (xT0(x,ω), (θT0ω)) uniformly with respect to
(t, x) ∈ [0, T0] × Sd , while the left-hand side tends to xt+T0(x,ω). It follows that we have a continuous version
(t, x) → xt (x,ω) over [0,2T0] × Sd.
Proceeding in this way, we get a continuous version (t, x) → xt (x,ω) over [0,+∞[ × Sd . Now we shall prove that




k (t)= Bik(T − t)−Bik(T ),
which are time reversed independent Brownian motions. Let xnt (x,ωT ) be the solution of (2.1), but with {BT (t),









)= xnt (xT (x,ωT ),ω).









)= xt(xT (x,ωT ),ω).
Taking t = T , we see that the inverse of x → xT (x,ω) is xT (x,ωT ). Now we complete the proof by using the method
in [1] or in [3, p. 174] to find a common version such that for all t > 0, x → xt (x,ω) is a homeomorphism. 
Appendix A. Eigen-vector fields
In this section, we shall collect some notations and useful properties of the eigen vector fields of  for readers
convenience. Here we follow closely the exposition in [9]. Fix the point P0 = (0, . . . ,0,1) ∈ Sd . The group SO(d +1)
acts transitively on Sd . The subgroup leaving P0 fixed is SO(d) so that Sd = SO(d + 1)/SO(d). Let χg be the action
of g ∈ SO(d + 1) on Sd , χg :x → gx. We have:
dχh(P0) :TP0S
d → TP0Sd for h ∈ H,
where TP Sd denotes the tangent space at the point P ∈ Sd . Therefore U :h→ dχh(P0) is a representation of SO(d); it
is irreducible when d  3. Let {ε1, . . . , εd , εd+1} be the canonical basis of Rd+1 with P0 = εd+1 ∈ Sd . For 1 i  d ,
consider ϕi(t) = sin tεi + cos tεd+1. Then ϕi is a curve on Sd starting from P0, having εi as the tangent vector at P0.
In this way, we shall identify TP0Sd with Rd
Let {T λ; λ ∈ Λ} be the family of equivalence class of unitary irreducible representations of SO(d + 1).
Definition A.1. We say that T λ contains a copy of U if there exists a subspace Wλ of the base space Vλ of T λ, which
is invariant by all {T λ(h); h ∈ H } and such that the restriction of T λ to Wλ is equivalent to U .
Denote by Λ0 such sub-family of T λ having this property. By theory of representation (see [9,10]),{
T λ; λ ∈ Λ0
}= {T (d+1),Q(d+1);  1};
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and the base space of Q(d+1) is the space of 2-differential forms Fd+1, considered in [9]. Let’s describe the sub-
space W of Hd+1, and Ŵ of Fd+1,, which are invariant by h ∈ SO(d). Let Rd+1, be the space of homogeneous
polynomials on Rd+1 of degree , equipped with the inner product 〈P,Q〉 = ∫
Sd
P (x)Q(x)dx. Let H be the orthog-
onal projection from Rd+1, onto Hd+1,. Then W = H(x−1d+1 ·Hd,1). Set Θi(x) = CiH(x−1d+1xi) for i = 1, . . . , d ,
where Ci are chosen so that we have an orthonormal basis of W. The space Ŵ is the vector space spanned by
{Θ̂i = CiH(dxd+1 ∧ dΘi); i = 1, . . . , d}. Completing {Θi; i = 1, . . . , d} and {Θ̂i; i = 1, . . . , d} into an orthonormal
basis of Hd+1, and Fd+1,, we denote by (T ij ) and (Qij ) the associated matrices. For further discussions on this
topic, we refer to the book [11]. The following result is taken from [9].
Proposition A.2. We have for 1 i, j  d, g ∈ SO(d + 1),
T ij (g)= γ(t)gij + γ ′(t)gi,d+1gd+1,j , (A.1)
Qij (g)=
(
tγ(t)− 1 − t
2























Remark that γ(t) is real and |γ(t)| 1. For g = h ∈ SO(d), t = gd+1,d+1 = 1, gi,d+1 = 0. By (A.1), we see that
T ij (h)= hij . On the other hand, by the choice of basis,
T ki(h)= 0 if k > d and 1 i  d.
















where D,1 = dim(Hd+1,) and D,2 = dim(Fd+1,). Now we will compute the covariant derivative of a vector field A
on Sd . Let Qx : Rd+1 → TxSd be the orthogonal projection. Let u ∈ TxSd and {ηs}s0 be the curve on Sd such that













k = 0, for i = 1,2. (A.6)
Proof. We shall only prove (A.6) for i = 1 because of the similarity. Fix a point gP0 ∈ Sd . Let Ej = dχg(P0)εj .
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By (A.8), the term gd+1,d+1 in formula (A.1) and (A.2) is equal to cos s; the term gji = 0, gd+1,i = 0 for i = j and
gjj = cos s, gj,d+1gd+1,j = − sin2 s. Therefore { dds T ji(gj,d+1(s))}s=0 = 0. We prove (A.6). 






















Rd+1 = d cos θγ(cos θ)− sin2 θγ ′(cos θ). (A.11)







A2k and by Z









Zkα(g) · dχg(x)Aα(x) for g ∈ SO(d + 1). (A.12)
By (A.12), we have ∑Dk=1〈Ak(x),Ak(y)〉 =∑Dα=1〈Aα(P0),Aα(P1)〉. Up to a rotation in SO(d), we can suppose
that P1 is in the plan spanned by {εd, εd+1}. Let P1 = g(θ)P0 with g(θ) ∈ SO(d + 1) given by g(θ)εi = εi for
1 i  d − 1 and
g(θ)εd = cos θεd − sin θεd+1, g(θ)εd+1 = sin θεd + cos θεd+1.
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, 1 k  d,











Now using the explicit formula (A.1) and (A.2), we get (A.10) and (A.11). 



























〉+ 〈A2k(y), x〉)2 = 2 sin2 θ[1 − γ(cos θ)]. (A.15)
Proof. In a similar way, we get the results. 
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