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Abstract
Let F be any field. Let A11 be a matrix of Fp×p and let f be a monic polynomial of F[x] of degree p + q.
A result of de Oliveira characterizes the conditions for the existence of matrices A12 ∈ Fp×q , A21 ∈ Fq×p
and A22 ∈ Fq×q such that f is the characteristic polynomial of the 2 × 2 block matrix
[
Aij
]2
i,j=1. Ikramov
and Chugunov obtained a finite step algorithm to construct A12, A21 and A22 when they exist. We present
an algorithm that clearly simplifies the previous one.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let Fn×n be the set of n × n matrices over F and let A be the 2 × 2 block matrix[
A11 A12
A21 A22
]
∈ F(p+q)×(p+q) with A11 ∈ Fp×p and A22 ∈ Fq×q .
In the seventies, de Oliveira posed the problem of determining all possible spectra of A or all
possible characteristic polynomials of A or all possible invariant polynomials of A when some of
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the blocks are prescribed and the rest vary. Matos and Silva [1] provide references to the solved
cases.
One of the first cases that was solved was the following:
Theorem 1.1 [2]. Let A11 be a matrix of Fp×p, let g1| · · · |gp be the invariant polynomials of
A11, and let f be a monic polynomial of F[x] of degree p + q. Then there exist matrices A12 ∈
Fp×q, A21 ∈ Fq×p and A22 ∈ Fq×q such that f is the characteristic polynomial of
[
Aij
]2
i,j=1
if and only if one of the following conditions is satisfied: (i)p  q; (ii) p > q with g1 · · · gp−q
dividing f.
Ikramov and Chugunov [3] obtained, by modifying the proof of Theorem 1.1 given by
Wimmer [4], a finite step algorithm to construct the matrices A12, A21 and A22 when p  q
or p > q with g1 · · · gp−q dividing f . In Section 3, we will propose an algorithm much more
simple.
2. Definitions
Definition 2.1. LetHn be the set of n × n upper Hessenberg matrices over F. Define
H∗n =
{
[hij ]ni,j=1 ∈Hn : hk,k−1 = 1 for each k = 2, . . . , n
}
.
Remark 2.1. Let f = xn + c1xn−1 + c2xn−2 + · · · + cn−1x + cn be a monic polynomial of
F[x] of degree n, and consider the companion matrix of f
C(f ) =


0 −cn
1 0 0
...
1
.
.
.
...
.
.
. 0 −c2
0 1 −c1


.
Note that C(f ) is an element ofH∗n.
Definition 2.2. Let A and B two matrices of any size. Define
A⊕˜B :=


A
0
...
0
0
0 · · · 0 1 0 0 · · · 0
0
1
0
...
0
B


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and
A⊕̂B :=


A 0
0 · · · 0 1
0
0
...
0
B


.
Remark 2.2. If A ∈H∗r and B ∈H∗s then A⊕˜B ∈H∗r+s+1 and A⊕̂B ∈H∗r+s .
Definition 2.3. For M ∈ Fn×n and b ∈ Fn the pair (M, b) is said to be a controllable pair if the
rank of the n × n matrix [b Mb · · · Mn−1b] is n.
Remark 2.3. If M ∈H∗n and e1 = [1, 0, . . . , 0]T then (M, e1) is a controllable pair.
The following is a well-known result in Control Theory.
Theorem 2.1. Let M ∈ Fn×n and b ∈ Fn be given such that (M, b) is a controllable pair. Let f
be any given monic polynomial of F[x] of degree n + 1. Then there exist a1, . . . , an+1 ∈ F such
that the matrix[
M b
a1 a2 · · · an+1
]
∈ F(n+1)×(n+1)
has characteristic polynomial equal to f.
Definition 2.4. For i, j ∈ {1, . . . , n} with i < j let Pi→j denote the permutation matrix of order
n such that
Pi→j (ei) = ej ,
Pi→j (ek) = ek−1 for i < k  j,
Pi→j (ek) = ek for k < i or k > j,
where ei denotes the ith coordinate vector.
3. The algorithm
Let A11 be a matrix of Fp×p, let g1| · · · |gp be the invariant polynomials of A11, and let f be
a monic polynomial of F[x] of degree p + q. Suppose that p  q or that p > q with g1 · · · gp−q
dividing f . We will construct A12 ∈ Fp×q , A21 ∈ Fq×p and A22 ∈ Fq×q such that f will be the
characteristic polynomial of
[
Aij
]2
i,j=1.
We consider several cases depending on the relation between q and the number k of nonconstant
invariant polynomials of A11.
Case 1: k < q
The product gp−k+1 · · · gp has degree p and according to Remark 2.2
C(gp−k+1) ⊕˜ · · · ⊕˜ C(gp) ⊕̂ C(xq−k) ∈H∗p+q−1.
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By Remark 2.3 and Theorem 2.1 there exist a1, . . . , ap+q ∈ F such that
D =


C(gp−k+1) ⊕˜ · · · ⊕˜ C(gp) ⊕̂ C(xq−k)
1
0
...
0
a1 a2 · · · ap+q

 ∈ F
(p+q)×(p+q)
has characteristic polynomial equal to f . For i = 1, . . . , k − 1 consider the permutation (see
Definition 2.4)
Qi = Ph1+··· +hi+1 → p+q,
where hj is the degree of gp−k+j . Note that
E = Qk−1 · · ·Q1DQ−11 · · ·Q−1k−1 =
[
C(gp−k+1) ⊕ · · ·⊕ C(gp) ∗
∗ ∗
]
and that E has characteristic polynomial equal to f . Let R be an invertible matrix of order p such
that
R(C(gp−k+1) ⊕ · · ·⊕ C(gp))R−1 = A11.
Finally, we obtain the desired matrices by doing[
Aij
]2
i,j=1 =
(
R ⊕ Iq
)
E
(
R−1 ⊕ Iq
)
.
Case 2: k = q
It implies that gp−q+1 · · · gp has degree p and according to Remark 2.2
C(gp−q+1) ⊕˜ · · · ⊕˜ C(gp) ∈H∗p+q−1.
Now the algorithm follows the same steps that in Case 1.
Case 3: k > q
Note that p  k. It implies p > q and by hypothesis g1 · · · gp−q divides f . Let
f ′ = f
g1 · · · gp−q ,
which is a polynomial of degree p + q − d where d  1 is the degree of g1 · · · gp−q . On the other
hand, since gp−q+1 · · · gp has degree p − d then according to Remark 2.2,
C(gp−q+1)⊕˜ · · · ⊕˜C(gp) ∈H∗p−d+q−1.
By Remark 2.3 and Theorem 2.1 there exist a1, . . . , ap+q−d ∈ F such that
D =


C(gp−q+1)⊕˜ · · · ⊕˜C(gp)
1
0
...
0
a1 a2 · · · ap+q−d

 ∈ F
(p+q−d)×(p+q−d)
has characteristic polynomial equal to f ′. For i = 1, . . . , q − 1 consider the permutation (see
Definition 2.4)
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Qi = Ph1+···+hi+1→p+q−d ,
where hj is the order of gp−q+j . Note that
E = Qq−1 · · ·Q1DQ−11 · · ·Q−1q−1 =
[
C(gp−q+1)⊕ · · ·⊕C(gp) ∗
∗ ∗
]
and that E has characteristic polynomial equal to f ′. Then
G = C(gp−k+1)⊕ · · ·⊕C(gp−q) ⊕ E =
[
C(gp−k+1)⊕ · · ·⊕C(gp) ∗
∗ ∗
]
∈ F(p+q)×(p+q)
has characteristic polynomial equal to f . Let R be an invertible matrix of order p such that
R(C(gp−k+1)⊕ · · ·⊕C(gp))R−1 = A11.
Finally, we obtain the desired matrices by doing[
Aij
]2
i,j=1 =
(
R ⊕ Iq
)
G
(
R−1 ⊕ Iq
)
.
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