is study considers an actual real-world problem encountered by ARM, the world's leading semiconductor intellectual property (IP) supplier, concerning the multi-year assignment of weeks-long computationally intensive projects (executable pieces of code) across a number of capacity-limited clusters. e quality of a projects-tocluster assignment is measured in terms of several metrics such as the even utilization of clusters, being able to realize all projects, and spreading projects of di erent research groups evenly across the clusters. e rst (theoretical) contribution of this work is to motivate and formally de ne this novel application and put it in context with related literature. e second (experimental) contribution of this work is about gaining an understanding about the problem and performing an initial investigation on how di erent algorithm types (random search, an EMOA, and greedy search) fare on the problem. Our study revealed that the problem has many infeasible solutions and is challenging to optimize especially for long planning horizons (more than 3 years). While the EMOA is able to outperform random and greedy search (and also the current approach used at ARM) in terms of solution quality discovered, greedy search was the computationally most e cient approach and suitable for short term planning horizons (up to 1 year).
INTRODUCTION
e problem considered in this work is about performing a one-o multi-year allocation of a large number of weeks-long microprocessor design projects (we will refer to them simply as projects) to a xed number of capacity-limited computational resources (clusters); projects can be seen as executable pieces of code. e allocations should be done such that the clusters are evenly utilized and as many design projects as possible can be realized during the planning horizon (i.e. without violating the cluster capacity constraints). Furthermore, each project belongs to a research group (at ARM), and each group has a weekly maximum resource availability. To prevent a group from being 'stranded' in case of a cluster breakdown, it is also desired to spread the projects evenly across the clusters.
is allocation problem was faced by ARM, the world's leading semiconductor intellectual property supplier. 1 However, ARM did not cast this problem as an optimization problem per se but dealt with it using an ad hoc approach consisting of a mix of random and greedily made allocations. In this study we formulate this task as a (multiobjective) optimization problem and, more speci cally, refer to it as the multiobjective allocation of computational resources (MACR) problem. Solving the MACR problem e ciently will allow ARM to reduce development times as well as put ARM in the best possible situation in case of equipment failures, such as cluster breakdowns, ultimately reducing costs.
e next section will put the MACR problem in context with existing problem classes and literature before the problem is formally de ned and the available real-world data from ARM discussed in Section 3. Section 4 will explain the optimization strategies considered including random search, an EMOA (NSGA-II [5] in this case), and several greedy algorithms, and present the experimental study. Finally, Section 5 is a discussion and conclusion.
RELATED WORK
e MACR problem shares properties that can be found in various classic combinatorial assignment and packing problems, such as the 0-1 knapsack problem [11] . Here, a xed set of items is given, each associated with a weight and utility, and the task is to make Yes-No (or 0-1) decisions on which items to include in a single knapsack such that the total utility of the selected items is maximized without violating the maximum weight constraint of the knapsack. If we assume that an item represents a project in our case, the weight of an item the duration of a project, and a knapsack a cluster, then we can identify several di erences between the two problem types:
• the MACR problem has multiple knapsacks, • items would need to be linked to a time dimension as our projects are of certain (rather short) length and take place throughout a multi-year planning horizon, • each item has to be allocated to a knapsack, • each item would be part of a disjoint group (the research group), • items do not have a measurable utility, and • the MACR problem has several objectives.
A problem that is closer to ours is the multiple knapsack problem [14] .
is problem di ers from the 0-1 knapsack problem in that there are several capacity-limited knapsacks available to assign the items to. Further related problems include the bin packing problem [11] and the subset sum problem [14] . Both problems do not rely on maximizing pro ts: e subset sum problem is identical to the 0-1 knapsack problem with the di erence that the pro t of each item equals to the item's weight. On the other hand, in the bin packing problem, items of di erent weight (or volume) need to be assigned into a nite number of capacity-limited bins (knapsacks) such that the number of bins used is minimized.
e ( exible) job shop scheduling problem [4] , which is about assigning jobs to a machine (any machine in the case of exible job shop scheduling) and ordering the jobs on the machine such that the makespan of all jobs is minimized, has also similarities with the MACR problem. In particular, both problem types incorporate the dimension of time but the MACR problem does not allow for exibility in terms of scheduling as projects have to be performed within pre-determined time steps.
Finally, the MACR problem can be seen as an extension of the generalized assignment problem (GAP) [12] . is problem is about assigning each item to exactly one unit so that the total amount of resources required at any unit does not exceed its availability, and a given penalty function is minimized. e major distinction of the GAP to our problem is the presence of groups and constraints linked to them. Since the GAP and the knapsack versions mentioned above are NP-hard, the MACR problem can be regarded as NP-hard as well.
e above-mentioned problems, in particular the knapsack problem, have also been formulated as multiobjective problems due to the preference or need of considering multiple objectives in many real-world applications. For example, in the domain of budget planning [1] , conservation biology [9] , and transportation investment planning [16] .
e problem around virtual machine (VM) placement [17] , which is a process of mapping virtual machines to physical machines in a cloud computing environment, has become a hot topic recently and shares also similarities with the MACR problem. In particular, not only feature both problem types a similar allocation task, they are also inherently multiobejctive with similar objectives relating to power e ciency and resource utilization.
e range of optimization algorithms applied to both single and multiobjective variants of problems in this domain is vast ranging from exact methods, such as dynamic programming [8] and branch and bound [15] , to population-based heuristics, such as particle swarm optimization [10] , ant colony optimization [6] , genetic algorithms [17] , and customized techniques, such as the best-git algorithm [7] and greedy approximation algorithms [3] .
PROBLEM DEFINITION
Our approach to de ne the MACR problem as clearly as possible is to rst introduce some terminology and the data available (from ARM) before providing the full formal problem de nition. 2 Let us recall the problem in plain English: Given the weekly computational resource requirement (or slots) of a number of microprocessor design projects for a multi-year planning horizon, the task is to allocate the projects to a xed number of capacity-limited clusters such that the clusters are evenly utilized and as many design projects as possible can be realized during the planning horizon (i.e. without violating the cluster capacity constraints). Furthermore, each project belongs to a research group (inside ARM), and each group has a weekly maximum resource availability across the clusters. It is desired to spread the projects of each research group evenly across the clusters.
e basis of the problem de nition is an t × n matrix S with entries s i j representing the slot requirement of project j = 1, ..., n at week i = 1, ..., t. Given is also the maximum slot capacity c ik of cluster k = 1, ..., l at week i = 1, ..., t, and the binary research group-to-project assignment p j for research group p = 1, ..., q and project j = 1, ..., n (each project belongs to exactly one research group, and a research group can have multiple projects).
e weekly (slot) capacity of a research group is de ned by b ip , where i = 1, ..., t and p = 1, ..., q refer to the ith week and pth research group, respectively. We seek the values (0 or 1) of the binary decision variables x k j , where k = 1, ..., l and j = 1, ..., n refer to the kth cluster and jth project, respectively. For now assume that the decision variables are represented by an l × n matrix X (an alternative representation, which we will be using later, is to use a vector x of n integers, each representing the cluster number k ∈ {1, ..., l } to which a project j = 1, ..., n is allocated to).
First, let us de ne formally the objectives of interest to ARM (we will investigate later if all objectives are required):
1. e rst objective, f 1 , is to minimize the number of cluster capacity violations across the planning horizon. Such a violation occurs if a cluster's usage exceeds its maximum allocated capacity for a given week. Formally, we can de ne this objective as
e cluster capacity can also act as a constraint but is de ned here as an objective to drive the search towards project-to-cluster assignments with as few cluster capacity violations as possible in case there are no feasible solutions due to overloading of clusters at any one point. is objective (counting the number of constraint violations) was of highest priority to ARM. Future research will look at alternative de nitions of this (and the other) objective(s), such as minimizing the total number of slots by which the cluster capacities are exceeded, i.e. at minimizing the amount of constraint violation.
2.
e second objective, f 2 , is to ensure that clusters are utilized evenly across the planning horizon. We have de ned this objective as minimizing the sum of (relative) weekly slot di erences between the most and least-used clusters across the planning horizon, or, more formally, as
3. e third and last objective, f 3 , is to ensure that the number of projects of any research group are spread evenly across the clusters.
Since the research group-to-project assignment p j is known and the decision variables x k j have to be set upfront the optimization and then will be xed throughout the planning horizon, this objective is not a function of time. Instead, we can de ne it formally as
Now we can de ne the full multiobjective assignment of computational resources (MACR) problem as follows:
where the matrix X represents the binary decision variables x k j , k = 1, ..., l and j = 1, ..., n.
e above de nition of a MACR problem is of more general form than the speci c problem encountered by ARM. In particular, in ARM's case, the group and cluster capacity constraints do not vary from week to week but are xed. Also, in this study we have decided to deal with the weekly cluster capacity constraint by casting it as an objective (f 1 in this case), as suggested e.g. in [13] . Alternative constraint-handling techniques (see e.g. [2] ) may prove fruitful too but are not considered in this study.
Furthermore, it is worth pointing out that the weekly group capacity constraint is not a function of the decision variables, x k j , and thus cannot be a ected by the optimizer (at least not in the type of problem considered here). At ARM, research groups frequently request more computational resources than they have available. To cope with this issue such that all groups and projects are a ected in the same way, we are preprocessing the data as follows: all projects from a research group that has exceeded its weekly group capacity remain assigned to the clusters they were allocated to (as speci ed by x k j ) but their slot requests are reduced proportionally such that their total slot requests is within the group's weekly capacity. For example, if a group has exceeded its weekly capacity by 10%, then the slots available for each project of the group in that week is reduced by 10%. More formally, we can formulate this preprocessing step as
e slot requests s ′ i j will replace the original requests s i j . is preprocessing step is done a single time only prior to the optimization by checking the feasibility of the weekly group capacity constraint for each week i = 1, ..., t and each research group p = 1, ..., q. In future we will refer to this preprocessing step as the normalization step.
EXPERIMENTAL STUDY
is section describes the details of optimization algorithms used in this study, the data made available by ARM, and the algorithm parameter se ings as used in the subsequent experimental analysis, which aims at gaining an understanding about the MACR problem and the performance of the strategies described above.
Optimization Strategies
With the goal of gaining an understanding about the MACR problem itself and which solution procedures fare well on the problem, we investigate three algorithm types: random search (serving as the baseline performance), three greedy search methods, and an evolutionary multiobjective optimization algorithm (EMOA), in this case NSGA-II [5] .
ese algorithms typically assume a solution vector of decision variables rather than a matrix. Hence, as indicated in the previous section, we perform a straightforward transformation of the matrix X into a solution vector x = (x 1 , ..., x n ) consisting of n integer variables each representing the cluster number x j ∈ {1, ..., l } to which a project j = 1, ..., n is allocated to.
In the following we will explain the three algorithm types considered in this work in more detail:
Random search
Our baseline approach is random search (RS) and it works by allocating projects to clusters at random, i.e. the values of x 1 , ..., x n are selected at random from the set {1, ..., l }.
Evolutionary multiobjective optimization algorithm (EMOA)
e EMOA selected in this work is NSGA-II [5] . e selection of the EMOA was driven by convenience. Recall that our main goal is to gain a be er understanding of the MACR problem at hand and an idea of the strengths and weaknesses of di erent types of solution methods. If the goal would be to solve the problem to optimality, then the selection of the EMOA would be more rigorous.
Greedy search
Greedy Average: is method selects projects j = 1, ..., n in terms of their average slot requirement (ASR j ), which can be de ned as
Note, the denominator in the above equation represents the total number of weeks that a project is run throughout the planning horizon.
As projects with a high demand are more di cult to accommodate, and highly utilized clusters are more challenging to ll up with projects, this method picks projects and clusters for the project-to-cluster allocation in decreasing order of both ASR j and cluster utilization. at is, pick rst the project with the greatest ASR j and assign it to the most utilized cluster; if several clusters are equally utilized (this is e.g. the initial state before any allocations have been made), then pick one at random. en pick the projects with the second greatest ASR j and assign it to the now most utilized cluster, and so on. If a project does not t onto a cluster (because it requires more slots than available on a cluster), then pick the next most utilized cluster.
is approach mixed with occasional random choices resembles most closely the approach that ARM has applied to allocating projects to clusters so far.
Greedy Total: is method di ers from Greedy Average in that projects are selected in decreasing order of their total slot requirement (TSR j ), which can be de ned as
Greedy Weeks: is method di ers from Greedy Average in that projects are selected in decreasing order of their total weekly lifespan (TWL j ), which can be de ned as 
Experimental setup
e data provided by ARM is very clean and complete. It includes information about n = 169 projects covering a planning horizon of up to t = 312 weeks (i.e. 6 years). In total, we have available 7123 individual slot requests (i.e. 7123 entries in the matrix S are non-zero). Moreover, available are project allocations and weekly slot capacities for q = 5 research groups and l = 3 clusters. As mentioned in Section 3 and also shown in Table 1 , in the case of ARM, the weekly slot capacities of the clusters and research groups are xed throughout the planning horizon to 2100 slots and [900, 1500, 1500, 300, 1200] for the 5 research groups, respectively. To get an idea about the dimension of the slot requests, we have also included some exploratory data analysis details in the table, such as the total number of slots requested, and the average number of slots requested per project and week.
e experimental study presented in the next section will use a range of additional metrics, such as trajectory of weekly slot requests, slot requests of the di erent research groups, and the hypervolume metrics. 3 Table 2 summarizes the parameter se ings of the EMOA (NSGA-II) used in this work (the greedy algorithms do not involve any parameters). e EMOA employs a standard setup including binary tournament selection without replacement, uniform crossover (p c = 0.9) and ip mutation (p m = 1/n); ip mutation here means that a variable undergoing mutation can be ipped to any potential way except the current value. e variation operator probabilities are set as suggested in [5] , while the population size PopSize and maximum number of generations G were obtained via preliminary experimentation. Preliminary experimentation showed also that the performance of the EMOA is relatively robust to slight changes in the parameter se ings. Note, the standard parameter se ings, and the performance may vary as a function of these se ings. 
Experimental results
e rst question we want to answer is are there feasible solutions to the problem? We can answer this question by analyzing Figure 1 , which shows the weekly total slot requests (top plot) and slot requests of the research groups prior and post application of the normalization procedure for a 6-year planning horizon (please refer to Section 3 for a detailed explanation of the normalization/preprocessing step). From the top plot it is obvious that the clusters are highly overloaded at the beginning of the planning horizon (up to around week 157 or year 3) and underutilized for the la er part. In other words, with 6300 slots to spare each week (2100 slots for each of the 3 clusters), this particular problem does not have a feasible solution as the actual number of total slot requests may go beyond 10000. is highlights the need for a controlling mechanism such as the normalization approach adopted here. A closer look at the research group requests prior (bo om le plot) and post normalization (bo om right plot) can help explaining the pa erns seen above:
• most groups seem to violate their capacity constraints,
• group 1 appears to be the highest culprit, exceeding its limit almost every week over the 6 years, thus reaching its maximum group capacity for almost the entire planning horizon, • groups 2, 3, and 5 only exceed their limits in the rst 3 years, • group 4 never exceeds its limit and thus is not a ected by the normalization, • overall, there are signi cantly more violations in the rst 3 years e drawback of the normalization procedure is clear: there is no discrimination between projects of a group and thus all projects are reduced evenly and proportionally in their slot requests.
e next question of interest is what trade-o s exist between the di erent objectives? Figure 2 visualizes the trade o between each pairwise combination of the three objectives, f 1 vs f 2 (top le plot), f 1 vs f 3 (top right plot), and f 2 vs f 3 (bo om le plot), and all three objectives at once (bo om right plot). e plots suggest that while the third objective, f 3 , possesses a trade o between the other two objectives, the rst two objectives, f 1 and f 2 (both to be minimized), do not seem to be con icting as there is a trend that a decrease f 1 leads also to a decrease in f 2 . inking about these two objectives more carefully, this result is expected since balancing the workload is an obvious strategy for reducing the number of cluster capacity violations. Although this observation suggests that one could drop f 1 or f 2 , for the sake of this study we will continue optimizing all three objectives (a more theoretical . Each plot displays the objective values of 1000 randomly generated solutions. Note, the piecewise linear connection between the non-dominated solutions is only a projection of the Pareto front and not the actual front spanned by these solutions (which would be zigzag shaped).
investigation would be needed to con rm that dropping one of the two objectives is valid).
is leads us to the next, and probably most practical question: which algorithm performs best in terms of nal solution quality and convergence speed for di erent planning horizons? To help us answer this question we will analyze hypervolume convergence plots for planning horizons varying from 1 to 6 years, as shown in Figure 3 for RS (le plot) and an EMOA (NSGA-II in this case) (right plot). We can observe that both methods improve in terms of the hypervolume metric as the optimization proceeds. However, the EMOA features a faster convergence and is constantly also on a higher and more robust (i.e. lower standard errors) performance level than RS. Furthermore, the EMOA seems to reach a hypervolume threshold upon which further improvements are minimal or impossible. is may be due to the algorithm getting trapped at local minima or the problem being optimized to optimality (this aspect has not been investigated in this work). Finally, it can be seen from the gure that the hypervolume achieved by both algorithms increases as the planning horizon reduces. A plausible explanation for this pa ern is that the optimizer needs to account for a larger number of projects as the length of the planning horizon increases, increasing the di culty of identifying high quality solutions. Figure 4 shows the nal hypervolume scores obtained by our three greedy algorithms, Greedy Average, Greedy Total, and Greedy Weeks, for di erent planning horizons. e trend that shorter planning horizons lead to be er performance holds here too. Greedy Total seems to perform best out of the three strategies, i.e. projects requesting most slots should be assigned to clusters rst. is result seems intuitive since small projects are more exible to accommodate on busy clusters and thus should be assigned last. is approach seems to fare well for short planning horizons (up to 52 weeks or 1 year). However, for longer planning horizons the greedy strategies achieve the lowest hypervolume score, while they are extremely fast computationally (results not shown here). A likely contributor to the low hypervolume score of the greedy algorithms is the negligence of the third objective (even spread of projects for each research group) in the ranking procedure (Equations (6) (7) (8) ).
Finally, we want to comment brie y on some observations we made in terms of the decision variable values of non-dominated solutions discovered by the EMOA, which was the best performing algorithm in this study terms of solution quality: e majority of non-dominated solutions discovered (around 90%) had no cluster capacity violations (f 1 ) regardless of the length of the planning horizon (this is assuming that the normalization procedure was performed). Assuming a planning horizon of 1 year, which was of greatest interest to ARM, the sum of absolute di erences between the most and least-used clusters (f 2 ) across a planning horizon was on average around 13000 slots. And the average difference between each group's project-to-cluster allocation (f 3 ) was Figure 4 : Plot showing the hypervolume metric obtained at the end of an optimization by three di erent greedy algorithms, Greedy Average, Greedy Total, and Greedy Weeks, for planning horizons ranging from 52 to 312 weeks (i.e. 1 to 6 years). around 6 projects. ese numbers are di cult to interpret but the fact that ARM was satis ed with the results gives us con dence that our results are promising.
SUMMARY AND CONCLUSION
is paper has considered real-world allocation problem concerned with the multi-year assignment of weeks long computationally intensive projects across a number of capacity-limited clusters such that the clusters are utilized evenly, all projects can be realized, and projects of di erent research groups are spread evenly across the clusters. is problem was encountered by ARM and dealt with using an ad hoc approach consisting of a mix of random and greedily made allocations. is study formulated the allocation task as a (multiobjective) optimization problem referred to as the multiobjective allocation of computational resources (MACR) problem, and investigated the application of purposely designed algorithms to solve the problem.
We have formally de ned the MACR problem and put it in context with existing related allocation and packing problems. In comparison to existing problems, the MACR problem seems to possess some unique features, such as the dimension of time combined with the division of projects into groups each featuring their own weekly capacities. With the goal to improve upon the ad hoc approach adopted by ARM and ultimately make an positive economic impact, this study has investigated the performance of three di erent types of search strategies: random search, an EMOA, and three greedy algorithms.
e experimental study revealed that the MACR problem is challenging to optimize, especially for long planning horizons, and that negligence of certain objectives, as done by the greedy algorithms, is likely to result in the discovery of low quality solutions. e EMOA performed best in terms of discovering projects-to-cluster assignments that do well in terms of all three objectives considered; the EMOA also outperformed the approach used by ARM currently. However, this superior performance is achieved at a cost of high computational burden in the case of long-term planning (more than 3 years).
Future research will look at both investigating more e cient EMOAs (e.g. computationally more e cient solution encodings) but also at extending the greedy algorithms to become more holistic. A further reseach direction is the extension of the problem formulation to re ect existing issues at ARM around uncertain slot requests (i.e. noise) and new slot requests arriving once all projects have been assigned to clusters (i.e. uncertainty/online optimization. Finally, it would also be interesting to quantify the economic bene ts of using a powerful optimization approach as opposed to a naïve ad hoc method to tackle the problem.
