ABSTRACT Recently, compressive sensing (CS) has been applied in synthetic aperture radar (SAR) imaging, which is increasingly in the focus of study and shows great potential. In CS-based SAR imaging, motion errors of the moving platform introduce inaccuracies in the observation model, which cause various degradations in the final images. To accomplish accurate motion compensation during CS-based SAR imaging, we propose a fast CS-based SAR imaging integrated with motion compensation method. First, CSbased imaging based on the utilization of inverse observation deduced from the inversion of conventional imaging procedures is applied, which is much more computational efficient than the exact observation model. Then, an improved inverse observation model integrated with motion compensation is derived. In the improved model, spatially variant azimuth phase errors are taken into consideration. Joint SAR imaging and motion compensation are formulated as a sparse recovery problem and solved in an iterative way, wherein each iteration both image formation and motion compensation are carried out. The processing of SAR data shows that the proposed method can obtain better focused images compared with the existing SAR imaging and motion compensation methods.
I. INTRODUCTION
Synthetic aperture radar (SAR) [1] , [2] enhances and improves the capability of information acquisition, which produces high spatial resolution images from a moving platform. Some theories for SAR image reconstruction have been developed, such as range-Doppler (RD), chirp-scaling and back-projection (BP) and so on. The conventional imaging algorithms are efficient, but the Nyquist sampling theory requires that the SAR signal should be sampled at a frequency at least twice its bandwidth to be able to reconstruct it exactly for both range and azimuth directions. With the resolution becoming increasingly finer and imaging swath increasingly larger, SAR system needs more and more measurements and storage. Unfortunately, however, the current system hardware always hampers such large-amount and high-dimensional application.
A newly introduced theory of compressed sensing (CS) presents that, we can reconstruct a sparse or compressible
The associate editor coordinating the review of this manuscript and approving it for publication was Guolong Cui. signal accurately from a highly incomplete measurements utilizing CS theory [4] - [6] . A lot of literatures [7] - [10] were proposed to apply the CS theory in conventional SAR system which can solve the problem of high amount of sampled data. If modeling the data acquisition procedure into an exact observation, the number of measurements can be much smaller than the equivalent number of Nyquist rate samples [11] .
In practical applications, due to the effect of platform vibration, wind field, and turbulence, the platform might greatly deviate from the ideal straight trajectory [12] - [17] , and therefore, the exact observation models often have uncertainties. These uncertainties degrade the image quality drastically during imaging. In principle, it is possible to correct the uncertainties stemming form motion errors utilizing the motion measurement data provided by an ancillary instrument such as inertial navigation system (INS) and global positioning system (GPS). However, measurement uncertainties on the data would limit the accuracy. Thus, motion compensation based on the raw data, which is also called autofocus, should be used to improve the image quality.
Various studies have been presented on the autofocus problem [19] , [21] - [26] . However, conventional autofocus methods can not be utilized in the CS-based imaging algorithms directly. Several CS-based imaging formation methods considered the motion errors. In [27] , a sparsity-driven autofocus method is proposed to deal with the SAR image formation from the data corrupted by motion error, but spatial-variance of the motion errors is neglected. To solve this problem, phase errors are divided into three subcategories, i.e., 1-D phase, 2-D separable, and 2-D nonseparable errors, and they are corrected by using a nonquadratic regularization approach [28] . The compensation of 2-D separable and 2-D nonseparable errors can eliminate the range-variance of motion errors. In [29] , the authors focus on the case when the range-variant phase error arises from the incorrect measurement of the platform motion parameters.
However, another serious drawback of the CS-based imaging algorithm is that compared with the traditional imaging methods, the CS-based imaging algorithms need larger computational complexity. In order to deal with such a problem, instead of exact observation model, some CS-based imaging algorithms are proposed based on approximation observation [30] , [31] . As the focused SAR image can be viewed as the output of the imaging operator performed on the SAR echo, we can use an inverse observation model derived from the inversion of traditional imaging algorithms to replace the exact observation. Based on such inverse observation, the SAR image can be reconstructed in a more efficient way. The autofocus methods in CS-based SAR imaging mentioned above cannot be directly utilized integrated with the inverse observation model imaging algorithms.
In this paper, we propose a novel fast CS-based SAR imaging integrated with motion compensation. Firstly, motion errors property of the SAR is analyzed, and it can be concluded that only range-variance of the motion errors should be taken into consideration, and the azimuth-variance can be neglected. Based on this conclusion, a range-variant autofocus is added into the inverse observation model. After that, the proposed approach is implemented through SAR image reconstruction and range-variant phase error estimation by solving a sparse recovery problem. Note that the motion compensation and image reconstruction are carried out simultaneously in the proposed approach. As motion errors has been eliminated in the inverse observation, the image quality will be greatly improved in contrast to the existing methods. The main contribution of the proposed approach is 1) We propose an improved inverse observation model combined with a spatially-variant motion compensation, which has the advantage of greatly increasing the imaging quality in practical application. 2) Correspondingly, a block coordinate descent scheme is proposed to solve the estimation problem in the improved inverse observation model, where motion errors and the RCS information of the image scene are estimated simultaneously in the proposed approach. The rest of this paper is organized as follows. The fast CS-based SAR imaging algorithm using inverse observation and autofocus method is introduced. Section III gives the motion error model of SAR, and analyzes the motion errors' spatial-variance property. In section IV, a fast CS-based SAR imaging integrated with motion compensation method is derived in detail. Numerical results are given in Section V. Section VI concludes this paper.
II. RELATED WORK
This section briefly introduces two preceding works, CS-based SAR imaging using exact observation and fast CS-based SAR imaging using inverse observation.
A. CS-BASED SAR IMAGING USING EXACT OBSERVATION
In SAR systems, suppose the radar transmits linear frequency modulated (FM) pulses at a constant rate. Let x and y denote the range and azimuth position of the reconstructed SAR image, which be indexed by m = 1, 2, · · · , N r and n = 1, 2, · · · , N a , respectively, where M and N are the sample number with respect to range and azimuth direction. Suppose τ and t represent the range and azimuth time, respectively, and i = 1, 2, · · · , I and q = 1, 2, · · · , Q index the the range and azimuth time, where I and Q are the sample number of range and azimuth time, respectively. Let s 0 (τ i , t q , x m , y n ) represent the received signal of the qth pulse in the ith sequence from the target located at (x m , y n ), and it can be written as shown in (1).
In (1), ω r and ω a are range and azimuth envelope, δ(x m , y n ) denotes the reflector coefficient for the target located at (x m , y n ), r(t q , x m , y n ) is the instantaneous slant range from image position (x m , y n ) to the moving platform, f c is the carrier frequency, c is the speed of light, and k r is range chirp FM rate. Assume the received signal at the qth pulse of the ith sequence for whole area illuminated by the beam is represented by s(τ i , t q ). s(τ i , t q ) can be written as
By setting
the SAR echo data s(τ i , t q ) can be rewritten as
According to (4) , the relationship between the received echo and reflector coefficients can be rewritten as
where y = vec (s(:, :)) is the vector representation of the echo, x = vec(δ(:, :)) denotes the vector representation of the the reflector coefficient, and H is the system matrix (6) , as shown at the bottom of this page. In (6), a i,q is
for any i = 1, 2, · · · , I and q = 1, 2, · · · , Q. In (5), the received SAR echo y and system matrix H are known, and we need to recover the reflector coefficient vector x by solving the linear equations. In conventional SAR system, the sampling frequencies of both azimuth and range direction should be twice than the corresponding bandwidths according to the requirement Nyquist theory, and we usually have IQ ≥ MN .
However, this requirement needs too many sampling amount especially in the high resolution and large swath case. Fortunately, the framework of the CS theory shows that x is recoverable if x is sparse or compressible. To utilize the CS-based approaches, random sampling should be employed on the received data, which is equivalent to performing a random selection on the uniform sampled data. The random selection operation can be represented by a 0-1 matrix of size P × IQ, where P IQ. By setting H = H as the measurement matrix, we can get the relationship between the random sampled video SAR echo y and the reflector coefficient vector to be reconstructed x as y = Hx.
(8) model the SAR echo acquisition into an exact observation. If x is sparse, we can recover x from the exact observation by solving a following minimum l 0 optimization problem as arg min
where |·| 0 denotes l 0 norm, which returns the number of nonzero elements in the vector. The optimization problem in (9) is non-deterministic polynomial (NP) hard. One solution is to use the greedy strategies like Orthogonal Match Pursuit (OMP) or some. Another approaches taken in CS are usually to solve a relaxed version arg min
where |·| 1 denotes a l 1 norm, which returns the sum of the absolute values of all the elements in the vector. The solution to (9) is often known as Basis Pursuit (BP) [32] , which can be solved by linear programming methods. It has been shown that under certain conditions on system matrix H and the sparsity of x, the solution to both and will coincide [33] . In addition to the sparsity of x, another sufficient condition to recover x, is known as the Restricted Isometry Property (RIP) [4] , [34] , [35] . The RIP of SAR system has been verified in some previous literatures [7] , [9] .
Note that in the practical application, the reflector coefficient vector x is not naturally sparse. But in most cases, we can find a transform to make most of the coefficients in the transform domain to be zero or very small. In this situation, we need to use a sparse transform in the CS scheme [36] .
B. FAST CS-BASED SAR IMAGING USING INVERSE OBSERVATION
In the imaging algorithms of SAR processing, it is known that the computational complexity order of the frequency-domain imaging methods is lower than it of the CS-based imaging algorithm using exact observation. Inspired by this, literatures in [30] and [31] tried to combine the CS-based SAR imaing with traditional frequency-domain imaging algorithms, and accelerate the CS-based SAR imaging procedures to achieve a comparable (at the same order) complexity with the frequency-domain imaging methods.
Taking RD algorithm as an example, the flowchart of the RD algorithm is shown in Fig. 1 . The procedure of RD algorithm consists of three main steps: 1) range compression, 2)residual range cell migration correction, and 3) azimuth compression. Assuming that M denotes the matrix representation of the RD algorithm and z is the vector representation of the final focused SAR image, the relationship between the SAR echo y and the final focused SAR image z is
In a compact form, the imaging procedure M , operated on 2-D array, can then be expressed as follows
where F t and F τ denote the Discrete Fourier transform with respect to azimuth and range directions, respectively,
F H t and F H τ represent the inverse Discrete Fourier transform with respect to azimuth and range directions, P t and P τ are the phase multiplication matrixes of frequency-domain matched filter operations along azimuth and range, and R denotes the phase multiplication matrix of the range cell migration correction, where the specific definitions can be found in [30] .
With such concrete procedures in RD algorithm, the inverse of the RD algorithm can be acquired by taking the inverse of each procedure. The Discrete Fourier transformations and the inverse Discrete Fourier transformations can be easily obtained as they are mutually conjugate transpose to each other. The inversion of phase multiplication of matrixes P t , P τ , and R is the multiplication of their conjugate phase matrixes. Then, the inversion of the RD algorithm can be formulated as the inversion observation model as follows
where
FIGURE 2. Flowchart of the inversion of RD imaging algorithm.
The flowchart of the inversion of RD imaging algorithm is shown in Fig. 2 . By employing a random selection processing, (13) is changed into
Mathematically, the reason why the computational efficiency of the CS based method using the inversion observation model is higher than it using the exact observation model lies in the fact that M −1 is a block diagonal matrix, which contains a large number of 0 elements. Therefore, using M −1 to employ the CS based SAR imaging is of less computational cost than using matrix H , which is a matrix with all elements not equaling to 0. The relations between exact observation and inverse observation is shown in Fig. 3 . As the imaging results z is an approximation to the reflector coefficient vector x, the sparsity or compressibility of z and x are almost the same. As the RIP property of the inverse imaging matrix M −1 has been verified in [31] , it's possible to use the inverse observation model to derive a CS-based imaging algorithm. The corresponding optimization problem is formulated as arg min
The reconstruction problem expressed in (16) can be solved by a convex program to the relaxed version of l 0 norm or greedy algorithms as well.
III. SPATIAL-VARIANCE PROPERTY OF MOTION ERRORS
In this section, the geometry configuration of the SAR system in the presence of motion errors is presented in the first subsection. Then, based on the geometry configuration, spatial-variance property of motion errors is analyzed in the second subsection.
A. GEOMETRY
In the nominal condition without any motion errors, the geometry configuration of SAR is shown in Fig. 1 . Transmitter and receiver are assumed to move along y axis with the same velocity V . The direction of x axis denotes range, and the direction of y represents azimuth in this paper. The azimuth time t is chosen to be zero at the composite beam center crossing time of the reference target. The position vector of the reference target is p 0 = [0 0 0] T , and target A is an arbitrary point target in the imaging area
In the condition without motion errors, the position vector of the platform at the azimuth time t q is
Accounting for the trajectory deviations stemming from motion errors and elevation variation, p T and p R denote the actual instantaneous position vector of the transmitter and receiver, respectively. The explicit expressions are 
where e represent the motion errors vector of the platform.
The actual range history of the target A can be expressed as
The nominal range history for target A is
Then, the range history deviations stemming from the motion errors can be calculated as
B. SPATIAL-VARIANCE PROPERTY OF MOTION ERRORS
The motion errors are three-dimensional, i.e. x, y, z. The errors in the y-direction account for along-track nominal velocity changes that are generally compensated via an on-board adjustment of the pulse repetition frequency or, via azimuth re-sampling of raw data. Therefore, the effect of the along-track velocity errors is assumed to be negligible, and we focus on the property of the motion errors in the cross-track direction [17] . Range deviations stemming from the cross-track errors is shown as r c (t q ; x m , y n ) = r c (t q ; x m , y n ) − r(t q ; x m , y n ), (23) where r c denotes the range history in the presence of cross-track motion errors. In (24) , as shown at the bottom of this page, the range-and azimuth-dependent component of Fig . 5 give the spatial-variance of range deviation r c at t q with two different cases. The range deviation of the transmitter r c varies with range position linearly, and with azimuth position quadratically. However, the azimuth-variant component is much smaller than the range-variant component. r c _a is within 10 −3 m for both two cases, and it can be neglected during imaging processing [37] .
From the analyses of the spatial-variance property of motion errors, it can be concluded that both the azimuthand range-variance of range deviation should be taken into consideration in SAR imaging.
IV. FAST CS-BASED SAR IMAGING INTEGRATED WITH MOTION COMPENSATION
Based on the conclusion of the spatial-variance property of the motion errors, a range-variant phase error correction procedure is added into the inverse observation model. Utilizing the improved inverse observation, a block coordinate descent optimization scheme is carried out to realize the estimation of the range-variant phase errors and final image reconstruction at the same time.
A. IMPROVED INVERSION MODEL
To cope with the range-variant motion errors, we should multiply different phase errors in different range gates for the 2-dimensional time domain data before azimuth compression and after RCM correction. The flowchart of the RD imaging algorithm with motion compensation is shown in Fig. 6 . Suppose the 2-dimensional time domain data before azimuth compression and after RCM correction is denoted as s 0 (τ i , t q ), and the data after motion compensation is s 1 (τ i , t q ).
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Then,
In a matrix manner, (25) can rewritten as
where v 0 and v 1 are the vector representation of s 0 (τ i , t q ) and s 1 (τ i , t q ), respectively, and is the matrix representation of the correction phase. The concrete definitions of v 0 and v 1 are v 0 = vec(s 0 (:, :)), v 1 = vec(s 1 (:, :)), respectively, and expression of in (27) , as shown at the bottom of this page. Noted that in (27), we need to employ a range-variant motion compensation, which multiplies a correction phase for each sampling of the SAR data, according to the conclusion in subsection III.B. In some certain cases, if the imaging scene is small in width of range direction, or we don't need a SAR image with very high quality, we can just use the spatial-invariant phase correction matrix in (28) , as shown at the bottom of this page. Compared with (27), we reduce the dimension of phase error correction from IQ to Q, and increase the computational efficiency in (28) . In this paper, we still treat the phase errors as range-variant, which is more common in practical application. Then, the imaging matrix M is changed into
Accordingly, matrix representation of the inversion of RD algorithm with range-variant phase error correction is
The flowchart of the inversion of RD algorithm with motion compensation is shown in Fig. 7 . It should be noted that in (30) , phase error matrix can be calculated by motion measurement data. But in most practical applications, the accuracy of the motion measurement is not high enough to meet the requirement of motion compensation in high-resolution SAR imaging. Therefore, phase error matrix needs to be estimated as well as the final focused 
Algorithm 1 Input: Initialize
Step 2:ˆ p+1 = arg min J ,ẑ p+1 .
is less than a predetermined threshold δ. In this paper, the value of the threshold δ is chosen as 10 −4 .
imaging result y in the CS-based imaging process. The imaging problem in (16) 
In M 1 , random sampling have been employed on the received data as we have multiplied the random selection matrix .
B. BLOCK COORDINATE DESCENT OPTIMIZATION SCHEME
To solve (31), we use the relax version l 1 norm to replace l 0 norm and pose the optimization problem as the minimization of the following cost function:
where λ is the regularization parameter, which trades off the reconstruction precision and the sparsity of the solutions obtained. The regularization parameter has a substantial impact on the imaging result. Fortunately, as a part of the regularization theory, the optimally has been resolved in [38] , whenever the problemâĂŸs sparsity is known. Then, a block coordinate descent optimization scheme is applied to minimize the cost function F. In an iterative manner, the imaging result z and phase error are estimated consecutively in each iteration. The algorithm is summarized as follows.
In the block coordinate descent optimization, p denotes the iteration number.ẑ p andˆ p represent the estimation of z and in the pth iteration. In the first step of the p + 1th iteration, the optimization iŝ
In (33), a smooth approximation is used to avoid the non-differentiability of the l 1 -norm
where d indexes the elements of vector z, D = IQ, and β is a nonnegative small constant. Here, we choose β = 0.01. In the first step of the p + 1th iteration, the estimation of imaging result vector z is obtained aŝ
where explicit expression of W (z) in (36), shown at the top of this page.
In the second step of the p + 1th iteration, the estimation of phase error matrixˆ (p+1) iŝ
where J is the cost function to be minimized in the second step
To solve the optimization problem in (37), a Newton's method is utilized. The explicit expression of the gradient should be obtained first
To calculate the gradient in (39), the key point is to derive
where vector y is
Then, to utilize the Newton's method, the Hessian matrix H e ( ) should be derived. According to (40) , we can get that,
Therefore, H e ( ) is a diagonal matrix, which can be written as
. . .
In (43), for any b = 1, 2, · · · , D,
can be calculated as
According to the theory of Newton's method [39] , [40] , the updating rule of phase error matrix in the p + 1th iteration isˆ
C. COMPUTATIONAL COMPLEXITY According to the block coordinate descent optimization scheme, the proposed method is an iterative approach with two steps in each iteration. In the estimation of imaging result vector shown in (35), we need to 3 times of block diagnose matrix multiplication and a multiplication between block diagnose matrix with vector. Supposing that N a = N r = N , the number of real floating point operations of (35) is 4N 3 . Inspecting (45), we need calculate a diagonal matrix inversion, a diagonal matrix multiplication and a diagonal matrix addition in the estimation of the correction phases. Therefore the number of real floating point operations of (45) is 3N 2 . The total number of real floating point operations of the proposed method is 4N 3 + 3N 2 , and the computation complexity of the proposed method is of order O(N 3 ) .
Compared with the conventional frequency domain imaging method such as RD, CS and Omega-K of complexity order O (N 2 log 2 N ) , the proposed method is a little less computational efficient. But comparatively, the proposed method has the advantage of less sampling amount, super resolution, sidelobe suppression,. etc. It's a trade-off.
In the sparsity-driven autofocus method based on the exact observation model in [27] , all the elements of the system matrix are non-zero. Therefore, the computational complexity of the autofocus method based on exact observation model is of order O(N 6 ), which is much larger than the proposed method.
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D. DISCUSSION
It is worth noting that the proposed imaging and motion compensation scheme takes the simplest imaging algorithm RD as an example. Some other imaging algorithms such as CS, Omega-k also can be utilized in the proposed imaging and motion compensation scheme. The matrixes M 1 and M 2 are different, but the other processes stay the same. Therefore, we can choose the imaging algorithm according to actual requirement. In addition, the proposed imaging and motion compensation scheme can be applied in different SAR systems, such as squinted SAR, Bistatic SAR,. etc, by changing the imaging algorithm.
V. RESULTS
In this section, processing of simulation and experimental SAR data is presented to verify the effectiveness of the proposed method. For comparison, the RD imaging algorithm with map drift (MD) [21] , minimum entropy autofocus [23] and range-dependent phase gradient algorithm (PGA) [13] , the fast CS-based imaging using the inversion of RD algorithm without motion compensation, the CS-based method using exact observation model with 2-dimensional autofocus in [27] , the sparsity-driven autofocusing in [29] and the proposed method are utilized.
A. SIMULATION
In this subsection, the effectiveness of the proposed method is verified by simulation results. In the simulation, to simulate the experimental SAR data, motion errors are added during SAR echo generation. The relevant geometry and system parameters are shown in Table 1 . To verify the effectiveness of the proposed CS-driven autofocus method, we perform a random selection on the uniform sampled data with 60% sampling rate. Fig. 8 shows the imaging results. The imaging results by the RD imaging algorithm with MD, minimum entropy autofocus and range-dependent PGA, the fast CS-based imaging using the inversion of RD algorithm without motion compensation, the sparsity-driven autofocusing in [29] , the CS-based method using exact observation model with 2-dimensional autofocus and the proposed method are illustrated in Fig. 8(a)-(g) , respectively.
For the imaging result by the conventional RD algorithm with different autofocus as shown in Fig. 8(a), (b) , and (c) the imaging results are unfocused due to the SAR echo is randomly sampled. In Fig. 8(d) , it can be observed that the imaging result suffers from severe defocus due to the influence of motion errors. In Fig. 8(e) , the motion errors are partially removed, and the image quality is slightly improved. However, due to the high-order terms and the spatial-variance of the motion errors, the imaging result in Fig. 8(e) is obviously not well-focused. Comparatively, the imaging result in Fig. 8(f) is well-focused by the CS-based method using exact observation model with 2-dimensional autofocus. From Fig. 8 (f) , it can be observed that by using the CS-based method using exact observation model with 2-dimensional autofocus, we can eliminate the influence of motion errors and get the well focused SAR image. The imaging result by the proposed approach is shown in Fig. 8 (g) . We can find that, by using the proposed approach as well as the CS-based method using exact observation model with 2-dimensional autofocus, all the targets in the scene can be well focused. The range-variant motion errors are accurately corrected.
Then, the imaging qualities of these three methods are analyzed quantitatively as shown in Table 2 . The target-background ratio (TBR), impulse-response width (IRW), peak sidelobe ratio (PSLR), and integrated sidelobe ratio (ISLR) of target A in azimuth direction are utilized to measure the imaging quality, where target A is a randomly selected target in Fig. 8 (a) -(g), and its position is shown in Fig. 8 (f) . We define TBR as
where N bg represents the number of pixels in the background. As a consequence, we can distinguish the target from the background more easily with the higher TBR. The imaging qualities are shown in Table 2 . From Table 2 , it can be observed that the TBRs of the proposed method and CS-based method using exact observation model with 2-dimensional autofocus are larger than the other methods. Similar with TBR, other imaging qualities of these two methods are performed better than the other methods. In comparison, the proposed method has almost the same imaging quality as the CS based method using exact observation model with 2-dimensional autofocus. As analyzed in [28] and [30] , in the CS-based imaging algorithms, we can have the advantage of side-lobe suppression in the final imaging results. Accordingly, the IRW, PSLR and ISLR of the proposed method are much smaller than the theoretical values, -13.27dB and -10.23dB, respectively.
Then, we compare the CPU time of different methods. To measure the processing times, the methods have been implemented in Matlab version R2012 b and on a computer with a 3.10-GHz Intel processor and 4-GB RAM. The running time of he RD imaging algorithm with MD, minimum entropy autofocus and range-dependent PGA, the fast CS-based imaging using the inversion of RD algorithm without motion compensation, the sparsity-driven autofocusing in [29] , the CS-based method using exact observation model with 2-dimensional autofocus and the proposed method are 19.34s, 20.45s, 28.49s, 50.89s, 79.64s, 247.82s, and 64.24s, respectively. The proposed method is much faster than the CS based method using exact observation model with 2-dimensional autofocus while keeping the imaging accuracy.
The RMSE of the proposed method varying with sampling rates is presented in Fig. 9 . It can be seen that the proposed method can obtain highly accurate imaging result when the sampling rate is larger than 25%, which verifies that the proposed method has the advantage of not requiring to much sampling amount compared with the conventional imaging algorithm.
B. EXPERIMENT
A set of real data, whose geometry resolution is 0.75×0.8m (range × azimuth), is collected by an X-band SAR system works in strip-map mode in this subsection. In this experiment, the relevant geometry and system parameters are shown in Table 3 . Similar with the random sampling in the subsection of simulation, to verify the effectiveness of the proposed CS-driven autofocus method, we perform a random selection on the uniform sampled data with 70% sampling rate. Fig. 10 shows the imaging results of the experimental data. The horizontal direction is azimuth, and the vertical direction is range. The imaging results by the RD imaging algorithm with MD, minimum entropy autofocus and range-dependent PGA, the fast CS-based imaging using the inversion of RD algorithm without motion compensation, the sparsity-driven autofocusing in [29] and the proposed method are illustrated in Fig. 10(a)-(f) , respectively.
Similar to the imaging results in Fig. 8 , the experimental results by the conventional RD algorithm with different autofocus methods are defocused for the sake of randomly sampled echo. As shown in Fig.10(d) , it can be seen that the imaging result by the fast CS-based imaging algorithm without motion compensation is defocused. As there is no motion compensation processing, the appearance of the buildings, roads and forest are seriously blurred. As shown in Fig. 10(e) , the focusing quality evidently improves by the sparsity-driven autofocusing in [29] . However, in Fig. 10(e) , the building on the bottom of the image is focused, while the forest area on the top of the image is unfocused due to the range-variance and the high-order terms of the motion errors. In Fig.10(f) , the imaging quality using the proposed algorithm is evidently improved. The details of the buildings, forest and roads in the whole image are clear. Moreover, the entropies of the images in Fig. 10 is calculated to evaluate the imaging quality. The smaller entropy is, the better focused quality we have. The entropies of Fig. 10(a) -(f) are 13.05, 11.72, 11.38, 11.19, 10.94 and 10.43, respectively. We have the smallest entropy by using the proposed method. It can be concluded from the experimental results that compared with the other methods, the proposed method has a better performance.
VI. CONCLUSION
In this paper, a fast CS-based imaging algorithm integrated with motion error compensation is proposed. Firstly, the spatial-variance property of motion errors in SAR system is analyzed, and we can get the conclusion that range-variance of the motion errors should be taken into consideration and the azimuth-variance could be neglected. Then, a CS-based imaging model using the inversion observation of RD algorithm combined with range-variant compensation is established. Accordingly, the imaging and motion compensation problem is transformed into an optimization problem. A block coordinate descent scheme is utilized to solve the optimization problem, and the range-variant phase errors and imaging results are estimated iteratively. In contrast to the existing fast CS-based imaging methods, as the spatially-variant motion errors have been compensated, the imaging quality of the proposed method has been greatly improved. Simulation and experimental results verify the effectiveness of the proposed method.
