Introduction {#ejn12994-sec-0001}
============

The corticobasal ganglia system has been shown to be centrally involved in value‐based learning (Robbins & Everitt, [1996](#ejn12994-bib-0093){ref-type="ref"}; Hikosaka *et al*., [2006](#ejn12994-bib-0043){ref-type="ref"}; Graybiel, [2008](#ejn12994-bib-0032){ref-type="ref"}). A prevailing notion is that the two main pathways of the basal ganglia (BG), called the 'direct' and 'indirect' pathways (Gerfen & Surmeier, [2011](#ejn12994-bib-0028){ref-type="ref"}), are specialized for learning from good (appetitive) and bad (aversive) outcomes to reinforce 'Go' and 'No‐Go' responses, respectively (Frank *et al*., [2004](#ejn12994-bib-0023){ref-type="ref"}; Frank, [2005](#ejn12994-bib-0022){ref-type="ref"}; Hong & Hikosaka, [2011](#ejn12994-bib-0045){ref-type="ref"}; Collins & Frank, [2014](#ejn12994-bib-0012){ref-type="ref"}; Nakanishi *et al*., [2014](#ejn12994-bib-0081){ref-type="ref"}). This notion stands on another popular notion that dopamine represents the reward‐prediction error (RPE; Montague *et al*., [1996](#ejn12994-bib-0072){ref-type="ref"}; Schultz *et al*., [1997](#ejn12994-bib-0100){ref-type="ref"}), assuming that positive/negative RPE caused by appetitive/aversive outcomes is encoded by dopamine increase/decrease, which differentially strengthens the direct/indirect pathway through plasticity. On the other hand, neural circuit mechanisms enabling the midbrain dopamine neurons to calculate RPE are usually not considered to be related to the BG‐pathway‐specialization hypothesis.

However, the dopamine neurons in fact receive major inputs from the BG. In addition to the direct inputs from striatal neurons in the striosomes/patches (Gerfen, [1984](#ejn12994-bib-0027){ref-type="ref"}; Fujiyama *et al*., [2011](#ejn12994-bib-0025){ref-type="ref"}; Watabe‐Uchida *et al*., [2012](#ejn12994-bib-0119){ref-type="ref"}), inputs through the BG direct and indirect pathways would also have a significant contribution, given that neurons in the substantia nigra pars reticulata (SNr), an output nucleus of the BG, have been suggested to send influential inputs to the dopamine neurons via axon collaterals (Tepper *et al*., [1995](#ejn12994-bib-0111){ref-type="ref"}; Tepper & Lee, [2007](#ejn12994-bib-0110){ref-type="ref"}). Indeed, although there are models of RPE calculation that do not assume the involvement of either BG pathway (e.g. Hazy *et al*., [2010](#ejn12994-bib-0037){ref-type="ref"}), others incorporate either both (e.g. Doya, [2002](#ejn12994-bib-0021){ref-type="ref"}; Aggarwal *et al*., [2012](#ejn12994-bib-0001){ref-type="ref"}) or at least one of the BG pathways. Therefore, an emerging question is whether any of the latter models are in line with, or could even account for, experimental observations that have been argued to be evidence for the specialization of the BG pathways for appetitive and aversive learning. However, this question has been rarely addressed.

Recently, we have proposed a model of the mechanism of RPE calculation (Morita *et al*., [2012](#ejn12994-bib-0076){ref-type="ref"}, [2013](#ejn12994-bib-0077){ref-type="ref"}; Morita, [2014](#ejn12994-bib-0075){ref-type="ref"}). Whereas most previous models disregarded the heterogeneity of cortical cells, our model incorporates recently revealed features of two types of corticostriatal neurons (Morishima & Kawaguchi, [2006](#ejn12994-bib-0073){ref-type="ref"}; Morishima *et al*., [2011](#ejn12994-bib-0074){ref-type="ref"}), as well as their differential activation of the two BG pathways that have been suggested by anatomical results (Lei *et al*., [2004](#ejn12994-bib-0062){ref-type="ref"}; Reiner *et al*., [2010](#ejn12994-bib-0090){ref-type="ref"}; Deng *et al*., [2015](#ejn12994-bib-0019){ref-type="ref"}) and also by the latest computational analyses (Morita, [2014](#ejn12994-bib-0075){ref-type="ref"}) of physiological results on short‐term plasticity. Because our model incorporates the two BG pathways, the abovementioned question arises of whether our model accords with, or could even account for, the observations suggested to support the appetitive/aversive specialization of the pathways. Here we address this issue, targeting two studies (Hikida *et al*., [2010](#ejn12994-bib-0040){ref-type="ref"}; Yawata *et al*., [2012](#ejn12994-bib-0124){ref-type="ref"}) and presenting predictions on neural activity. We also provide a behavioral prediction, through simulating inter‐temporal choice, about how the strengths of the two pathways could affect the subject\'s time preference.

Materials and methods {#ejn12994-sec-0002}
=====================

Corticostriatal temporal difference model {#ejn12994-sec-0003}
-----------------------------------------

We describe the architecture of our model, named the corticostriatal temporal difference (CS‐TD) model (Fig. [1](#ejn12994-fig-0001){ref-type="fig"}), together with the experimental findings and analyses on which the model is based.

![The CS‐TD model for the mechanism of reward‐prediction error (RPE) calculation and RPE‐based reinforcement learning. The panels in this figure were taken from the original figure in Morita ([2014](#ejn12994-bib-0075){ref-type="ref"}) with modifications. (A) Two types of corticostriatal cells \[crossed‐corticostriatal (CCS) cells and corticopontine/pyramidal‐tract (CPn/PT) cells\] represent the current/upcoming action (action candidate) and previous/executed action \[e.g. *A*(*t* ~*i*~) and *A*(*t* ~*i*−1~) at time *t* ~*i*~ (right panel)\], respectively, by virtue of CCS→CPn/PT unidirectional projections and strong recurrent excitation among CPn/PT cells. CCS and CPn/PT cells predominantly activate the direct‐pathway medium spiny neurons (dMSNs) and the indirect‐pathway medium spiny neurons (iMSNs), respectively, and thus dMSNs/iMSNs represent the value of current/previous actions \[*Q*(*A*(*t* ~*i*~))/*Q*(*A*(*t* ~*i*−1~))\]. The dopamine (DA) neurons in the ventral tegmental area (VTA) and the substantia nigra pars compacta (SNc) are up‐regulated/down‐regulated by dMSNs/iMSNs via the output nuclei of the BG (internal segment of globus pallidus (GPi) / substantia nigra pars reticulata (SNr)), and also receive information about obtained reward \[*Rew*(*t* ~*i*~)\] from the brainstem pedunculopontine nucleus (PPN); thereby *RPE*(*t* ~*i*~) = *Rew*(*t* ~*i*~) + *Q*(*A*(*t* ~*i*~)) − *Q*(*A*(*t* ~*i*−1~)) is calculated. Notably, RPE is calculated at every time step (left: *t* ~*i*−1~; right: *t* ~*i*~). The black/gray contrast of the lines indicates a selection process over time (black, currently ON; gray, currently OFF). The fuzzy gray areas surrounding the time steps (*t* ~*i*−1~ and *t* ~*i*~) at the bottom indicate how time steps can be defined and how well the description using the discrete time steps can approximate the actual continuous‐time dynamics remains to be examined. (B) Higher‐resolution diagram of the model, illustrating the mechanism of action selection, execution, and update of action values. Ctx, Str, and Rew represent the cortex, the striatum, and reward respectively. In each neural population (CCS,CPn/PT,dMSNs, iMSNs, and thalamus), subpopulations of neurons corresponding to different actions are illustrated by small circles. If there are multiple action candidates (in the case shown in the figure, *A* ~1~ and *A* ~2~), competition occurs in the CCS→dMSNs circuit and a dMSN subpopulation corresponding to the maximum‐valued action (in the figure, *A* ~2~) eventually wins and represents max~*j*~{*Q*(*A* ~*j*~)}. CPn/PT subpopulations receive information about the values of the corresponding action candidates represented, at least transiently, by dMSN subpopulations via the direct pathway and thalamus, and compete with each other. One subpopulation eventually wins, with the probability depending on the value of each action (i.e. soft‐max action selection), and the corresponding action (in the figure, *A* ~2~) is executed and its value is updated according to RPE.](EJN-42-2003-g001){#ejn12994-fig-0001}

### Corticostriatal neurons {#ejn12994-sec-0004}

In the neocortex including the frontal areas, there exist two types of corticostriatal neurons, called crossed‐corticostriatal (CCS) cells and corticopontine/pyramidal‐tract (CPn/PT) cells (Cowan & Wilson, [1994](#ejn12994-bib-0013){ref-type="ref"}; Reiner *et al*., [2010](#ejn12994-bib-0090){ref-type="ref"}; Hirai *et al*., [2012](#ejn12994-bib-0044){ref-type="ref"}; Shepherd, [2013](#ejn12994-bib-0103){ref-type="ref"}). It has been shown that there are unidirectional connections from CCS cells to CPn/PT cells (Morishima & Kawaguchi, [2006](#ejn12994-bib-0073){ref-type="ref"}) and strong, facilitatory recurrent excitation among CPn/PT cells with a relatively high degree of reciprocal connections (Morishima *et al*., [2011](#ejn12994-bib-0074){ref-type="ref"}). From these properties, it is indicated that information can be sent from CCS cells to CPn/PT cells, and kept there as self‐sustained activity held by recurrent excitation. Therefore, we assumed in the model that the subject\'s current/upcoming action (or action candidate) \[*A*(*t* ~*i*~)\] and previous/executed action \[*A*(*t* ~*i*−1~)\] are represented by single subpopulations of CCS and CPn/PT cells, respectively.

### Corticostriatal connections {#ejn12994-sec-0005}

Regarding the connectivity between the two types of corticostriatal cells and the two types of striatal projection neurons (medium spiny neurons) projecting to the direct and indirect pathways (dMSNs and iMSNs), anatomical studies have shown that there exist CCS→dMSN and CPn/PT→iMSN connection preferences (Lei *et al*., [2004](#ejn12994-bib-0062){ref-type="ref"}; Reiner *et al*., [2010](#ejn12994-bib-0090){ref-type="ref"}). The activation preferences expected from these anatomical results were, however, not observed in experiments with brief electrical or optical stimulation of cortical neurons/axons (Ballion *et al*., [2008](#ejn12994-bib-0004){ref-type="ref"}; Kress *et al*., [2013](#ejn12994-bib-0060){ref-type="ref"}). Nonetheless, recent model‐fitting analyses (Morita, [2014](#ejn12994-bib-0075){ref-type="ref"}) of experimental results on short‐term synaptic plasticity (Kreitzer & Malenka, [2007](#ejn12994-bib-0059){ref-type="ref"}; Ding *et al*., [2008](#ejn12994-bib-0020){ref-type="ref"}) have suggested that repetitive spikes of CCS cells and CPn/PT cells predominantly activate dMSNs and iMSNs, respectively, by virtue of a combination of the anatomical connection preferences and presumably synapse type‐dependent short‐term plasticity. Also, a very recent anatomical study (Deng *et al*., [2015](#ejn12994-bib-0019){ref-type="ref"}) has re‐examined the corticostriatal connections. As a result, it was confirmed that there exist CCS→dMSN and CPn/PT→iMSN connection preferences for synapses on dendritic spines. At the same time, however, it was also found, for the first time, that no such biases, but rather a CPn/PT→dMSN preference, exist for synapses on dendritic shafts. This new finding can reconcile the abovementioned discrepancy between the anatomical and physiological results. Moreover, given that spines are the crucial sites for dopamine‐dependent plasticity (Yagishita *et al*., [2014](#ejn12994-bib-0123){ref-type="ref"}), whereas inputs to shafts could potentially represent broader contextual information, the CCS→dMSN and CPn/PT→iMSN preferences for synapses on spines can be very relevant for learning of the values of specific actions. Based on these considerations, we assumed in the model that dMSNs and iMSNs signal the values (reward expectations) of the current and previous actions \[*A*(*t* ~*i*~) and *A*(*t* ~*i*−1~)\], which are assumed to be represented by CCS and CPn/PT cells, respectively, as mentioned above (see below for more details).

### Activity of striatal medium spiny neurons {#ejn12994-sec-0006}

$$x_{dMSN}{(t_{i})} = f_{d}{(Q{(A{(t_{i})})})}\,{(\text{unless\ there\ are\ two\ possible\ actions\ at}\, t_{i})}$$ $$x_{iMSN}{(t_{i})} = f_{i}{(Q{(A{(t_{i - 1})})})}$$ *x* ~dMSN~(*t* ~*i*~) and *x* ~iMSN~(*t* ~*i*~) represent the population activity (= activity of an active subpopulation) of dMSNs and iMSNs at time *t* ~*i*~, respectively. *A*(*t* ~*i*~) and *A*(*t* ~*i*−1~) are an action (or action candidate) being taken at time *t* ~*i*~ and an action executed at time *t* ~*i*−1~, respectively (the case with multiple action candidates is described below). *Q*(*A*) represents the predicted value of action *A*, and is assumed to be represented by the strength of the input to medium spiny neurons (MSNs), reflecting the strength of synaptic connections between *A*‐corresponding subpopulations of CCS cells and dMSNs and that of CPn/PT cells and iMSNs. This assumption was made based on experimental findings that action values and chosen values are coded in the striatal neurons (Samejima *et al*., [2005](#ejn12994-bib-0096){ref-type="ref"}; Lau & Glimcher, [2008](#ejn12994-bib-0061){ref-type="ref"}; Ito & Doya, [2009](#ejn12994-bib-0050){ref-type="ref"}; Kim *et al*., [2009](#ejn12994-bib-0056){ref-type="ref"}; Seo *et al*., [2012](#ejn12994-bib-0101){ref-type="ref"}), and is bolstered by a recently developed formal framework for action discovery (Gurney *et al*., [2013](#ejn12994-bib-0034){ref-type="ref"}). *Q*(*A*) was initially set to 0 for arbitrary action *A* in most cases, except for one of the two types of simulations of punishment‐avoidance task (see below), and was updated according to a rule described below. *f* ~*d*~ and *f* ~*i*~ are functions representing the transformation from the strength of synaptic inputs (taking into account the connection strength that can change through synaptic plasticity as described below) to the output activity, and are assumed to be the threshold‐linear (rectifying) function with the threshold and the slope set to 0 and 1, respectively (i.e. *f* ~*d*~(*z*) = *f* ~*i*~(*z*) = 0 (if *z *≤* *0) or *z* (if *z *\>* *0)) in the case without blockade of BG pathway. Notably, we hypothesized that different dMSN or iMSN subpopulations correspond to different actions, but the variable *x* ~dMSN~ or *x* ~iMSN~ is assumed to represent the activity of the active dMSN or iMSN subpopulation, respectively. In the case where there exist two action candidates at *t* ~*i*~, in particular, *A* ~1~ and *A* ~2~, we assumed the following: $$x_{dMSN}{(t_{i})} = \max{\{ f_{d}{(Q{(A_{1})})},f_{d}{(Q{(A_{2})})}\}}$$

This max (i.e. maximum) operation is assumed to be realized through competitive neural dynamics at the CCS→dMSNs circuit, possibly via effective lateral inhibition on the dendrites of MSNs (Moyer *et al*., [2014](#ejn12994-bib-0079){ref-type="ref"}) and feed‐forward inhibition through fast‐spiking interneurons (Plenz & Kitai, [1998](#ejn12994-bib-0086){ref-type="ref"}; Mallet *et al*., [2005](#ejn12994-bib-0067){ref-type="ref"}; Gittis *et al*., [2010](#ejn12994-bib-0031){ref-type="ref"}).

### Activity of pedunculopontine nucleus neurons {#ejn12994-sec-0007}

$$x_{PPN}{(t_{i})} = r\,{(\text{at\ the\ time\ of\ reward})}\,\text{or}\, 0\,{(\text{otherwise})}$$ *x* ~PPN~(*t* ~*i*~) represents the activity of a population of pedunculopontine nucleus (PPN) neurons that represent the obtained reward (cf. Okada *et al*., [2009](#ejn12994-bib-0085){ref-type="ref"}). *r* represents the size (amount) of reward.

### Response of dopamine neurons {#ejn12994-sec-0008}

We assumed that the dopamine neurons receive net positive and negative influences from dMSNs and iMSNs, respectively, via the output nuclei of BG, and also receive inputs from the PPN neurons representing obtained reward. Specifically, we assumed the following:$$x_{DA}{(t_{i})} = x_{PPN}{(t_{i})} + \gamma x_{dMSN}{(t_{i})} - x_{iMSN}{(t_{i})}$$where *x* ~DA~(*t* ~*i*~) represents the response of dopamine neurons (or resulting dopamine release) compared with its baseline level \[*x* ~DA~(*t* ~*i*~) can be negative, in response to aversive events or cues predicting them; cf. Schultz *et al*. ([1997](#ejn12994-bib-0100){ref-type="ref"}), Ungless *et al*. ([2004](#ejn12994-bib-0113){ref-type="ref"}), Hart *et al*. ([2014](#ejn12994-bib-0036){ref-type="ref"})\], and γ is a parameter representing the relative strength of the direct pathway over the indirect pathway, which corresponds to the time discount factor according to the CS‐TD model. γ was set to 0.75 in the present work. The terms '+ γ*x* ~dMSN~(*t* ~*i*~)' and '− *x* ~iMSN~(*t* ~*i*~)' were assumed to come through the dMSNs→internal segment of the globus pallidus (GPi)/SNr→ventral tegmental area/substantia nigra pars compacta (dis‐inhibition, net positive) and the iMSNs→external segment of the globus pallidus (GPe)→\[subthalamic nucleus (STN)\]→GPi/SNr→ventral tegmental area (VTA)/substantia nigra pars compacta (SNc) (dis‐dis‐inhibition, net negative), respectively. As such, the terms '+ γ*x* ~dMSN~(*t* ~*i*~)' and '− *x* ~iMSN~(*t* ~*i*~)' are assumed to be realized by changes in the amount of inhibition that the dopamine neurons receive from the GPi/SNr. Related to this, it is noteworthy that a decrease in inhibition (i.e. dis‐inhibition) has been shown to be able to cause burst firing of the dopamine neurons (Lobb *et al*., [2011](#ejn12994-bib-0064){ref-type="ref"}). The involvement of these multi‐synaptic routes from MSNs through the direct and indirect pathways to the dopamine neurons in the RPE calculation has also been suggested by other researchers (e.g. Doya, [2002](#ejn12994-bib-0021){ref-type="ref"}; Aggarwal *et al*., [2012](#ejn12994-bib-0001){ref-type="ref"}) although the existence of the multi‐synaptic routes remains to be empirically demonstrated. Notably, we assumed that there exist subpopulations of GPi/SNr neurons, each of which corresponds to a single action, so that the entire GPi/SNr represents action as a vector, whereas VTA/SNc neurons uniformly represent RPE as a scalar. Because we assumed the temporal difference between the direct and indirect pathways, even if a single GPi/SNr neuron receives inputs from both dMSNs and iMSNs (corresponding to the same action), the timings of these inputs are expected to differ (the former precedes the latter). In fact, it has been suggested (Sato & Hikosaka, [2002](#ejn12994-bib-0097){ref-type="ref"}) that there may exist two subpopulations of SNr neurons that are downstream of the direct and indirect pathways. It should also be noted that the direct inputs from the striosomal neurons to the dopamine neurons were not assumed to be included in the above description of the model; however, such inputs could also contribute to the term '− *x* ~iMSN~(*t* ~*i*~)' if the striosomal neurons receive preferential inputs from CPn/PT cells as has been discussed (but not yet resolved; Crittenden & Graybiel, [2011](#ejn12994-bib-0014){ref-type="ref"}; Shepherd, [2013](#ejn12994-bib-0103){ref-type="ref"}), as discussed previously (Morita *et al*., [2012](#ejn12994-bib-0076){ref-type="ref"}). A further issue is the possible difference (Smith *et al*., [2013](#ejn12994-bib-0106){ref-type="ref"}) in the circuit architecture, including whether the direct and indirect pathways are separated, between the dorsal striatum and the ventral striatum/nucleus accumbens (NAc), which was the target of the reversal learning experiment (Yawata *et al*., [2012](#ejn12994-bib-0124){ref-type="ref"}) that we modeled. This point needs to be clarified in the future (Smith *et al*., [2013](#ejn12994-bib-0106){ref-type="ref"}; Nakanishi *et al*., [2014](#ejn12994-bib-0081){ref-type="ref"}).

### Probabilistic action selection {#ejn12994-sec-0009}

If there are multiple action candidates (*A* ~1~ and *A* ~2~), the CPn/PT subpopulations are assumed to receive information about the values of the corresponding action candidates represented, at least transiently, by dMSN subpopulations via the direct pathway and the thalamus, and compete with each other {it is assumed that the *A* ~1~‐corresponding and *A* ~2~‐corresponding dMSN subpopulations are both transiently active, reflecting *Q*(*A* ~1~) and *Q*(*A* ~2~), but only a subpopulation corresponding to action with the larger value survives after the transient period and affects the calculation of RPE \[see Morita *et al*. ([2013](#ejn12994-bib-0077){ref-type="ref"}) for more explanation for this assumption\]}. It is then assumed that one CPn/PT subpopulation eventually wins, with the probability depending on the value of each action \[i.e. soft‐max action selection; cf. Wang ([2002](#ejn12994-bib-0117){ref-type="ref"}), Soltani & Wang ([2008](#ejn12994-bib-0107){ref-type="ref"}), Hunt *et al*. ([2012](#ejn12994-bib-0048){ref-type="ref"}), Jocham *et al*. ([2012](#ejn12994-bib-0052){ref-type="ref"})\], and the corresponding action is selected and executed. Specifically, we assumed that the following equations represent the soft‐max action selection:$$\text{Prob}{(A_{1})} = 1/{(1 + \text{exp}{( - {(f_{d}{(Q{(A_{1})})} - f_{d}{(Q{(A_{2})})})}/\varepsilon)})},\text{and}$$ $$\text{Prob}{(A_{2})} = 1/{(1 + \text{exp}{( - {(f_{d}{(Q{(A_{2})})} - f_{d}{(Q{(A_{1})})})}/\varepsilon)})} = 1 - \text{Prob}{(A_{1})}$$where Prob(*A* ~1~) and Prob(*A* ~2~) represent the probability of choosing action *A* ~1~ and *A* ~2~, respectively (bottom inset in Fig. [2](#ejn12994-fig-0002){ref-type="fig"}C). ε is a parameter determining the 'flatness' of the sigmoidal (soft‐max) function, and it represents the degree of exploration (over exploitation) upon action selection. ε was set to 1/8 (Figs [2](#ejn12994-fig-0002){ref-type="fig"}C inset and 7F) in the simulations shown in Figs [3](#ejn12994-fig-0003){ref-type="fig"}, [4](#ejn12994-fig-0004){ref-type="fig"}, [5](#ejn12994-fig-0005){ref-type="fig"}, [6](#ejn12994-fig-0006){ref-type="fig"}, [7](#ejn12994-fig-0007){ref-type="fig"}C--G, and 9A, and set to 2/3 (Fig. [8](#ejn12994-fig-0008){ref-type="fig"}D) in the simulations shown in Figs [8](#ejn12994-fig-0008){ref-type="fig"} and [9](#ejn12994-fig-0009){ref-type="fig"}B. Notably, by assuming the coupling of 'max' and 'soft‐max' operations in dMSNs and CPn/PT cells, respectively, our model can approximately implement a reinforcement learning algorithm called Q‐learning (Watkins, [1989](#ejn12994-bib-0120){ref-type="ref"}), which has been suggested to be implemented in the cortico‐BG‐midbrain system (Roesch *et al*., [2007](#ejn12994-bib-0094){ref-type="ref"}; for more details, see Morita *et al*., [2013](#ejn12994-bib-0077){ref-type="ref"}; Morita, [2014](#ejn12994-bib-0075){ref-type="ref"}). It is also notable that these mechanisms assumed in our model could be said to be largely in line with the arguments that the cortico‐BG system implements action selection (Mink, [1996](#ejn12994-bib-0070){ref-type="ref"}; Redgrave *et al*., [1999](#ejn12994-bib-0088){ref-type="ref"}; Hikosaka *et al*., [2000](#ejn12994-bib-0042){ref-type="ref"}; Humphries *et al*., [2006](#ejn12994-bib-0047){ref-type="ref"}), whereas specific roles of different subpopulations of cortical and striatal neurons are newly assumed. Competitive processes in the wider BG circuit, which are not included in our model, may also contribute to action selection, and examining this point in relation to our model is an important future issue.

![Distinct leaning impairments caused by blockade of the direct or indirect pathway (d‐block and i‐block) of the BG, more specifically, of the NAc, in a reversal learning task. Experimental results and schematic illustration of our simulation of a simplified task. The panels in A and B were taken from Yawata *et al*. ([2012](#ejn12994-bib-0124){ref-type="ref"}) with permission. (A) Cue‐target/action association task with a contingency reversal used in Yawata *et al*. ([2012](#ejn12994-bib-0124){ref-type="ref"}). Reversal occurred between 1st VCT (visual cue task) and 2nd VCT. VC1--VC4, visual cue 1--visual cue 4; G, goal. (B) Experimental results for the task shown in A (Yawata *et al*., [2012](#ejn12994-bib-0124){ref-type="ref"}). The graph shows the percentage of choosing action that leads to reward (vertical axis) along with learning sessions (horizontal axis; each session contains 12 trials) in the control \[wild‐type (wt)\], d‐block \[D‐RNB (direct‐pathway reversible neurotransmission blocking)\], and i‐block (indirect‐pathway reversible neurotransmission blocking, I‐RNB) mice. The error bars represent the mean ± SEM \[*n *=* *11 (wt), *n *=* *6 (D‐RNB), and *n *=* *7 (I‐RNB)\]. (C) Simulated simplified reversal learning task, in which state/action‐reward contingency is reversed between the first and second session. The subject\'s behavior is represented by sequential state transitions, and calculation of RPE according to the CS‐TD model (as shown in Fig. [1](#ejn12994-fig-0001){ref-type="fig"}) is assumed to be executed at each state, with the effect of d‐block or i‐block incorporated. Bottom inset: probabilistic action selection depending on the predicted values of *A* ~1~ and *A* ~2~ \[*Q*(*A* ~1~) and *Q*(*A* ~2~)\] assumed in the model. *f* ~*d*~ is the assumed neuronal input--output transformation function of dMSNs. \**P* \< 0.05, \*\**P* \< 0.01, \*\*\**P* \< 0.001, respectively.](EJN-42-2003-g002){#ejn12994-fig-0002}

![Results of the simulations of the reversal learning task by the CS‐TD model. (A) The percentage of choosing action that leads to reward (vertical axis) along with trials (horizontal axis), calculated with the bin size = 10 trials. The error bars represent the mean ± SD across simulations. The black, red, and blue colors indicate the control (without blockade), d‐block, and i‐block cases, respectively (the same color policy is applied to the subsequent figures). (B) RPE at state *S* ~2~ (in Fig. [2](#ejn12994-fig-0002){ref-type="fig"}C) (top panel) or *S* ~4~ (bottom panel). The thick and thin lines represent the mean ± SD across simulations in which *S* ~2~ and *S* ~4~ were visited (i.e. *A* ~1~ was chosen). (C) Number of trials needed to reach the performance criterion (≥ 95% rewarded choice in the last 20 trials) before (top panel) or after (bottom panel) the contingency reversal in the control (left bars), d‐block (middle bars), and i‐block (right bars) cases. Whether the criterion was reached or not was evaluated at every 10 trials in each session, and the error bars represent the mean ± SD across simulations. (D) Results of the simulations with the learning rate doubled. The configurations are the same as those in A.](EJN-42-2003-g003){#ejn12994-fig-0003}

![Results of the simulations of the elaborated model incorporating reward history‐dependent adaptive modulation of the learning rate, in which the learning rate was assumed to increase whenever the subject experienced four consecutive rewarded trials followed by two consecutive unrewarded trials (modeling a change in the reward environment) and then exponentially decay to the baseline value. The configurations (except for B) are the same as those in Fig. [3](#ejn12994-fig-0003){ref-type="fig"}. (A) The percentage of choosing action that leads to reward. (B) Changes in the learning rate along with trials (horizontal axis) during the reversal learning task. The histograms represent the frequency of occurrence of the increase of the learning rate across simulations. The thick lines and the thin lines above and below the thick lines with the same color represent the mean ± SD of the learning rate across simulations. The black, red, and blue bars/lines indicate the control, d‐block, and i‐block cases, respectively. (C) RPE at state *S* ~2~ (in Fig. [2](#ejn12994-fig-0002){ref-type="fig"}C) (top panel) or *S* ~4~ (bottom panel). (D) Number of trials needed to reach the performance criterion before (top panel) or after (bottom panel) the contingency reversal. Simulation results for the percentage of choosing action that leads to reward in the model with a larger (E) or smaller (F) degree of exploration upon action selection.](EJN-42-2003-g004){#ejn12994-fig-0004}

![Simulated population activity of MSNs in the reversal learning task. Output activity taking into account the effects of the pathway blockade is shown. (A) Results of the simulations with the original model used for Fig. [3](#ejn12994-fig-0003){ref-type="fig"}A--C. Population activity of dMSNs (top) and iMSNs (bottom) in the 30th (left) and 60th (middle) trials of the first session and the 30th trial of the second session (right) in which action *A* ~1~ (in Fig. [2](#ejn12994-fig-0002){ref-type="fig"}C) was chosen. The error bars represent the mean ± SD across simulations in which *A* ~1~ was chosen, out of the total 500 simulations. The black, red, and blue colors indicate the control (without blockade), d‐block, and i‐block cases, respectively. The two vertical dashed lines labeled with 'Choice' and 'Reward' indicate the timings corresponding to *S* ~1~ (taking *A* ~1~) and *S* ~4~ (receiving reward and taking *A* ~5~) in Fig. [2](#ejn12994-fig-0002){ref-type="fig"}C, respectively. (B) Results of the simulations with the elaborated model incorporating reward history‐dependent adaptive modulation of the learning rate used for Fig. [4](#ejn12994-fig-0004){ref-type="fig"}A--D. The right panels show the population activity in the 10th (rather than the 30th) trial of the second session.](EJN-42-2003-g005){#ejn12994-fig-0005}

![Potential explanations of the experimentally suggested critical involvement of the indirect pathway in punishment‐avoidance learning by the CS‐TD model. (A) Simulated punishment‐avoidance learning task, in which the subject receives reward (+0.5) after taking action *A* ~3~ (corresponding to the mouse\'s preference for a dark chamber), but, after 200 trials, the subject receives punishment (−1) after taking action *A* ~1~ (corresponding to the electric footshock). (B) Results of simulations with the same parameters used in Fig. [3](#ejn12994-fig-0003){ref-type="fig"}A--C (the learning rate was constant at 0.05). Left panel: the number of trials needed to choose the punishment‐free action (*A* ~2~) for the first time after receiving the punishment in the control (without blockade) (left), d‐block (middle), and i‐block (right) cases. The error bars represent the mean ± SD across simulations. Right panel: the across‐simulation percentage of avoidance (choosing *A* ~2~) in the trial just after the subject received punishment for the first time (i.e. the 202nd trial). (C) The across‐simulation percentage of avoidance in the 202nd trial in a different set of simulations assuming that punishment induces an increase of the learning rate (0.05--0.5). (D) Time evolution of the value of action *A* ~1~ during the appetitive learning phase (i.e. 1st--200th trials) in the control (without blockade) (black), d‐block (red), and i‐block (blue) cases. The error bars represent the mean ± SD across simulations. (E) A different way of simulation of the avoidance of punishment, where appetitive reward learning was not assumed but instead action values were set *a priori*, with the actions corresponding to the dark chamber (i.e. *A* ~1~, *A* ~3~, and *A* ~5~) having larger values (1.5) than the others (1) (representing the preference for the darkness). (F) The across‐simulation percentage of avoidance (choosing *A* ~2~) in the trial just after receiving punishment in the simulations of the setting shown in E.](EJN-42-2003-g006){#ejn12994-fig-0006}

![Predictions of the CS‐TD model on how the pathway‐blockade (d‐block/i‐block) affects the subject\'s time preference. (A) According to the CS‐TD model, the ratio of the strength of the direct pathway (*w* ~d~) over that of the indirect pathway (*w* ~i~) corresponds to the time discount factor (γ), which is included in the definition of RPE and represents the relative weight of upcoming (future) rewards over previous (past) rewards. (B) Simulated inter‐temporal choice task. The amount of immediate reward (*R* ~1~) was set to be a constant (*R* ~1~ = 1), and eight cases with different amounts of delayed reward (*R* ~2~ = 1, 2,... or 8) were simulated (200 trials × 500 simulations for each case). (C--G) Simulation results. (C) Percentage of choosing delayed reward (*R* ~2~) in the 191--200th trials averaged across simulations in each of the eight cases with different amounts of delayed reward (horizontal axis). The lines and error bars represent the average and ± SEM, respectively, across simulations (the same is applied to E). The black, red, and blue colors indicate the control (without blockade), d‐block, and i‐block conditions, respectively (the same is applied to all of the following panels). (D) Trial‐by‐trial development of the value (reward expectation) of *A* ~1~ \[*Q*(*A* ~1~), solid lines\] and *A* ~2~ \[*Q*(*A* ~2~), dashed lines\] averaged across simulations. The thick and thin lines indicate the average and ± SEM, respectively, across simulations. The case of *R* ~2~ = 5*R* ~1~ is shown (same for D, E, and G). (E) Changes of the across‐simulation percentage of choosing delayed reward along with trials (with the bin size = 10 trials). (F) Probabilistic action selection depending on *Q*(*A* ~1~) and *Q*(*A* ~2~) assumed in the simulations shown in C--G. (G) Distribution of *Q*(*A* ~1~) and *Q*(*A* ~2~) at the 200th trial across simulations.](EJN-42-2003-g007){#ejn12994-fig-0007}

![Results of the simulations of the inter‐temporal choice task with a larger degree of exploration upon action selection (as shown in D). Configurations are the same as those in Fig. [7](#ejn12994-fig-0007){ref-type="fig"}C--G, except that cases of *R* ~2~ = 3*R* ~1~, rather than cases of *R* ~2~ = 5*R* ~1~, are shown in (B), (C), and (E).](EJN-42-2003-g008){#ejn12994-fig-0008}

![Results of the simulations of the inter‐temporal choice task with the elaborated model incorporating reward history‐dependent adaptive modulation of the learning rate. A and B correspond to Figs [7](#ejn12994-fig-0007){ref-type="fig"}C--G and [8](#ejn12994-fig-0008){ref-type="fig"}, respectively.](EJN-42-2003-g009){#ejn12994-fig-0009}

### Dopamine‐dependent plastic changes of the crossed‐corticostriatal→direct‐pathway medium spiny neuron and corticopontine/pyramidal tract→indirect‐pathway medium spiny neuron transmissions {#ejn12994-sec-0010}

We assumed that the RPE‐representing dopamine signal causes plastic modification of the strength/efficacy of the CCS→dMSN and CPn/PT→iMSN synaptic transmissions so that the value of the executed action stored in these connections is updated according to RPE. Specifically, we assumed the following:$$Q{(A{(t_{i - 1})})}\rightarrow Q{(A{(t_{i - 1})})} + \alpha x_{\text{DA}}{(t_{i})}$$where α represents the learning rate (0 \< α \< 1). Notably, the CS‐TD model assumes that the two (CCS→dMSN and CPn/PT→iMSN) corticostriatal transmissions are plastically modified in the same direction (rather than in opposite directions); see the [Discussion](#ejn12994-sec-0015){ref-type="sec"} for the potential validity of this assumption. The learning rate α was set to 0.05 unless otherwise described. We also examined cases with reward history‐dependent adaptive modulation of the learning rate, in which we assumed that the learning rate is initially 0.05, and increases to 0.2 whenever the subject experiences four consecutive rewarded trials followed by two consecutive unrewarded trials, and then decays exponentially with the time constant of 20 trials:$$\alpha = 0.05 + 0.15\,\text{exp}( - {(N_{ap} - 1)}/20)$$where *N* ~ap~ represents the number of trials after the last experience of the sequence of four‐rewarded--two‐unrewarded trials (*N* ~*ap*~ = 1 for the trial just following the sequence). For the simulations of the punishment‐avoidance task, we also examined cases assuming that punishment induces an increase of the learning rate (see below). Notably, dopamine has been suggested to modulate both the plasticity of corticostriatal synapses and responsiveness of striatal neurons (Gerfen & Surmeier, [2011](#ejn12994-bib-0028){ref-type="ref"}), presumably through (mainly) phasic and tonic actions, respectively, but only the former was incorporated into the model described here.

Simulation of behavioral tasks with pathway blockade {#ejn12994-sec-0011}
----------------------------------------------------

By using the CS‐TD model, we simulated the operation of the corticobasal ganglia circuit and the resulting behavior in three tasks: (i) a cue‐target/action association task with a contingency reversal (referred to as 'reversal learning task'), which is a simplification of a task used in Yawata *et al*. ([2012](#ejn12994-bib-0124){ref-type="ref"}) (see the [Results](#ejn12994-sec-0012){ref-type="sec"} for details about the simplification); (ii) a punishment‐avoidance task, which was intended to model avoidance of electric footshock (Hikida *et al*., [2010](#ejn12994-bib-0040){ref-type="ref"}); and (iii) an inter‐temporal choice task, which is a virtual task that we consider in order to present predictions of the CS‐TD model. For all of the tasks, we assumed that a diagram of action‐dependent state transitions that defines the task (or the 'model' of the environment; Fig. [2](#ejn12994-fig-0002){ref-type="fig"}C for the reversal learning task, Fig. [6](#ejn12994-fig-0006){ref-type="fig"}A and E for the punishment‐avoidance task, and Fig. [7](#ejn12994-fig-0007){ref-type="fig"}B for the inter‐temporal choice task) is represented in the subject\'s cerebral cortex, in particular in the orbitofrontal cortex (Wilson *et al*., [2014](#ejn12994-bib-0122){ref-type="ref"}) that projects to the NAc. At each presumed 'time‐step' (*t* ~*i*~), the subject is assumed to exist at one of the states (circles in Figs [2](#ejn12994-fig-0002){ref-type="fig"}C, [6](#ejn12994-fig-0006){ref-type="fig"}A or E, or [7](#ejn12994-fig-0007){ref-type="fig"}B) and is taking an action *A*(*t* ~*i*~); if there are two action candidates (*A* ~1~ or *A* ~2~), the subject is choosing one of them depending on their values according to the soft‐max rule described above (Fig. [2](#ejn12994-fig-0002){ref-type="fig"}C, bottom inset). We assumed that, at each time‐step/state, calculation of the RPE and RPE‐dependent update of the value of previous action, together with action selection and execution, is conducted in the corticobasal ganglia circuit according to the CS‐TD model. Notably, although we assumed that the 'model' of the environment is represented in the orbitofrontal cortex as mentioned above, we did not assume that the existence of the association‐reversal itself was included in the 'model' of the reversal learning task (a potential rationale of this is that presumably the existence of the reversal could be incorporated into the 'model' only after the subject experiences the reversal many times). Also, we assumed that the cortico‐BG circuit considered in the CS‐TD model implements the so‐called 'model‐free' decision making (action selection) based on cached values acquired through RPE‐based learning, rather than the 'model‐based' decision making based on real‐time calculation of the expected total future values of action candidates through mental simulations of state transitions (Daw *et al*., [2005](#ejn12994-bib-0016){ref-type="ref"}).

The reversible neurotransmission blocking used in Yawata *et al*. ([2012](#ejn12994-bib-0124){ref-type="ref"}) and Hikida *et al*. ([2010](#ejn12994-bib-0040){ref-type="ref"}) is a method to express a bacterial toxin, which abolishes neurotransmitter release from synaptic vesicles, specifically in dMSNs or iMSNs by using the transgenic technique, and therefore we modeled the reversible neurotransmission blocking by reducing the output of (rather than the input to) MSNs. Specifically, we simulated the conditions with blockade of either the direct or indirect pathway (referred to as d‐block or i‐block) of the NAc in Yawata *et al*. ([2012](#ejn12994-bib-0124){ref-type="ref"}) or of the striatum including the NAc in Hikida *et al*. ([2010](#ejn12994-bib-0040){ref-type="ref"}) by reducing the slope of the input--output transformation function *f* ~*d*~ or *f* ~*i*~, respectively (for the region with positive input) from the original value of 1--0.7 \[i.e. *f* ~*d*~(*z*) or *f* ~*i*~(*z*) = 0 (if *z *≤* *0) or 0.7*z* (if *z *\>* *0)\]. The reduction of the slope to 0.7 rather than to 0 was meant to represent that the blockade in the experiments was presumably restricted to parts of the striatum \[in particular the NAc in Yawata *et al*. ([2012](#ejn12994-bib-0124){ref-type="ref"})\] and the remaining parts of the striatum were presumably spared (it was also assumed that representations of actions are distributed across striatal regions). We have confirmed that moderately changing the degree of reduction of the slope (0.8 or 0.6) did not greatly change the qualitative tendency of the results shown in Figs [3](#ejn12994-fig-0003){ref-type="fig"}A, [4](#ejn12994-fig-0004){ref-type="fig"}A, [6](#ejn12994-fig-0006){ref-type="fig"}B left, C and F, [7](#ejn12994-fig-0007){ref-type="fig"}C,  [8](#ejn12994-fig-0008){ref-type="fig"}A and [9](#ejn12994-fig-0009){ref-type="fig"}A top and B top, although in general the tendency was weaker or stronger when the reduced slope (*f* ~*d*~ or *f* ~*i*~) was 0.8 or 0.6, respectively, than when the slope was 0.7 and, in particular, the impairment of avoidance by i‐block was considerably weakened when the slope was 0.8 (data not shown). More severe reduction of *f* ~*d*~ or *f* ~*i*~ can change the tendency (reaching the performance criterion for the reversal learning task described below can be unachieved); the assumed partial (rather than complete) reduction of *f* ~*d*~ or *f* ~*i*~ can correspond to potentially occurring functional compensation by other parts of the striatum/BG and/or other brain regions.

For the reversal learning task (Fig. [2](#ejn12994-fig-0002){ref-type="fig"}C), we assumed that reward (size 1) is obtained at state *S* ~4~ if the subject chooses *A* ~1~ in the first part of the task \['reward (in 1st session)' in Fig. [2](#ejn12994-fig-0002){ref-type="fig"}C\]. After the performance reached a certain criterion, specifically the percentage of choosing *A* ~1~ in the last 20 trials became ≥ 95%, the action‐reward contingency was assumed to be reversed so that reward is obtained at state *S* ~5~ if the subject chooses *A* ~2~ \['reward (in 2nd session)' in Fig. [2](#ejn12994-fig-0002){ref-type="fig"}C\]. Whether the criterion was reached or not was evaluated at every 10 trials in the first session and also in the second session, and at least 60 trials were performed in the first session, regardless of the performance. For the punishment‐avoidance task, we conducted two different methods of simulations (Figs [6](#ejn12994-fig-0006){ref-type="fig"}A--F). For the first method (Fig. [6](#ejn12994-fig-0006){ref-type="fig"}A--D), we considered a similar setting to the simulations of the reversal learning task, but introducing punishment, modeled by negative reward (−1), after 200 trials of initial appetitive reward (+0.5) learning (which was assumed so that the preference for the dark chamber appears) instead of the contingency reversal of positive reward. The learning rate was assumed to be either constant at 0.05 (Fig. [6](#ejn12994-fig-0006){ref-type="fig"}B) or initially at 0.05 and increased to 0.5 upon receiving punishment (Fig. [6](#ejn12994-fig-0006){ref-type="fig"}C). For the second method (Fig. [6](#ejn12994-fig-0006){ref-type="fig"}E and F), appetitive reward learning was not assumed but instead action values were set *a priori*, with the actions corresponding to the dark chamber having larger values (1.5) than the other actions (1). The learning rate was assumed to be initially 0 and increased to 0.5 upon receiving punishment. For the inter‐temporal choice task (Fig. [7](#ejn12994-fig-0007){ref-type="fig"}B), the size of the immediate reward was always set to 1, and the size of the delayed reward was varied for 1, 2,...8. By using MATLAB (MathWorks Inc., Natick, MA, USA), we conducted 500 simulations for each condition, where different simulation runs are expected to differ in the sequence of selected actions across trials because of the assumed stochasticity at the soft‐max action selection in the model.

Results {#ejn12994-sec-0012}
=======

The corticostriatal temporal difference model explains the apparent Go/No‐Go specialization of the direct/indirect pathway {#ejn12994-sec-0013}
--------------------------------------------------------------------------------------------------------------------------

We asked whether our CS‐TD model can account for experimental results that suggest specialization of the direct and indirect pathways for appetitive (Go) and aversive (No‐Go) learning. As representatives of such results, we considered two studies. The first one is the study showing that selective blockade of the direct or indirect pathway causes distinct learning impairment in reward‐reversal learning (Yawata *et al*., [2012](#ejn12994-bib-0124){ref-type="ref"}). Specifically, the authors selectively blocked transmission of either the direct or indirect pathway of the NAc (referred to as 'd‐block' or 'i‐block', respectively), and examined how the blockade affects learning in the cue‐target/action association task with a contingency reversal or a rule change. We consider the former (the task with a contingency reversal; Fig. [2](#ejn12994-fig-0002){ref-type="fig"}A), which consists of a pair of goal‐choosing maze tasks (subtasks): (i) given visual cues VC1 and VC2 in front (starting from S), choose (i.e. turn to) the direction of VC2 to get reward, and (ii) given VC3 and VC4 in front (starting from N), choose (turn to) the direction of VC4 to get reward; after about 72--96 trials (12 trials/session × \~6--8 sessions), both of these cue--reward contingencies are reversed (Fig. [2](#ejn12994-fig-0002){ref-type="fig"}A, right). These two subtasks were imposed on the subjects (mice) in pseudo‐random order, and their behavioral data \[fraction of rewarded response (accuracy)\] were pooled. As shown in Fig. [2](#ejn12994-fig-0002){ref-type="fig"}B, the authors (Yawata *et al*., [2012](#ejn12994-bib-0124){ref-type="ref"}) revealed that d‐block and i‐block selectively impair the initial learning and the early phase of reversal learning, respectively. These two learning processes can basically be regarded as appetitive and aversive learning, respectively, and the authors of the study have argued that their result is explicit experimental evidence for the specialization of the direct/indirect pathways for Go/No‐Go learning.

We conjectured that our CS‐TD model could account for these results without assuming specialization of the pathways for learning types. According to the CS‐TD model (Fig. [1](#ejn12994-fig-0001){ref-type="fig"}), dMSNs and iMSNs presumably up‐regulate and down‐regulate the dopamine neurons, respectively, and thus d‐block or i‐block is expected to cause a negative or positive shift of RPE. The initial learning and the early phase of reversal learning would basically be driven by positive RPE and negative RPE, respectively, and they are thus expected to be impaired by the negative shift and positive shift of RPE caused by d‐block and i‐block. In order to examine whether such conjectures are valid, we simulated the reversal learning task by using the CS‐TD model. To do so, we have made a simplification of the task. Specifically, as the two subtasks, with different cue‐target/action associations (see above and Fig. [2](#ejn12994-fig-0002){ref-type="fig"}A), appear to be equivalent and not much inter‐related, in the sense that two cues in front of the subject (i.e. at the opposite side of the start) are not overlapped between the two subtasks, it would be expected that initial learning, as well as learning after a contingency reversal, proceeds in parallel and with similar speeds for the two subtasks. Therefore, we considered a single task with a contingency reversal. Also, there were three possible directions (or four, including the start location) in the maze used in the experiment, but we considered a two‐alternative choice task (Fig. [2](#ejn12994-fig-0002){ref-type="fig"}C). We assumed that the state transitions of the task, such as the diagram shown in the top of Fig. [2](#ejn12994-fig-0002){ref-type="fig"}C, are represented in the subject\'s cerebral cortex, in particular in the orbitofrontal cortex (Wilson *et al*., [2014](#ejn12994-bib-0122){ref-type="ref"}) that projects to the NAc. At each presumed 'time‐step' (*t* ~*i*~), the subject is assumed to exist at one of the states (circles in Fig. [2](#ejn12994-fig-0002){ref-type="fig"}C) and is taking an action *A*(*t* ~*i*~); if there are two options (*A* ~1~ or *A* ~2~), the subject is choosing one of them depending on their values (Fig. [2](#ejn12994-fig-0002){ref-type="fig"}C, bottom inset). We assumed that, at each time‐step/state, calculation of the RPE and RPE‐dependent update of the value of previous action, together with action selection and execution, is conducted in the corticobasal ganglia--midbrain neural circuit according to the CS‐TD model. We then simulated the task under three conditions: control (without block), d‐block, and i‐block.

Figure [3](#ejn12994-fig-0003){ref-type="fig"}A shows the simulation results. As shown in the figure, our model can indeed reproduce the experimentally observed selective impairment of initial learning and learning after contingency reversal by d‐block and i‐block, respectively (Yawata *et al*., [2012](#ejn12994-bib-0124){ref-type="ref"}; Fig. [2](#ejn12994-fig-0002){ref-type="fig"}B). The top panel of Fig. [3](#ejn12994-fig-0003){ref-type="fig"}B shows the simulated RPE generated at *S* ~2~ in Fig. [2](#ejn12994-fig-0002){ref-type="fig"}C (when action *A* ~3~ is being taken), which is used to update the predicted value of action *A* ~1~. As we conjectured in the above, d‐block and i‐block shifted RPE negatively and positively, respectively, during the initial learning and the early phase of reversed learning \[notably, RPE at *S* ~2~ does not become negative immediately after the contingency reversal, whereas RPE at *S* ~4~ does (bottom panel of Fig. [3](#ejn12994-fig-0003){ref-type="fig"}B)\]. Figure [3](#ejn12994-fig-0003){ref-type="fig"}C shows the number of trials needed to reach the performance criterion (≥ 95% rewarded choice in the last 20 trials) before (top panel) or after (bottom panel) the contingency reversal in the control (left bars), d‐block (middle bars), and i‐block (right bars) cases. Whether the criterion was reached or not was evaluated at every 10 trials in each session, and the error bars represent the mean ± SD across simulations. As shown in the top panel of Fig. [3](#ejn12994-fig-0003){ref-type="fig"}C, the number of trials needed to reach the criterion in the initial learning was increased by d‐block but not by i‐block. However, the bottom panel of Fig. [3](#ejn12994-fig-0003){ref-type="fig"}C indicates that the number of trials needed to reach the criterion after the contingency reversal was increased not only by i‐block but also by d‐block. This is because d‐block did not impair the early phase of reversal learning but did impair the late phase (Fig. [3](#ejn12994-fig-0003){ref-type="fig"}A), similar to the result of the experiment (Fig. [2](#ejn12994-fig-0002){ref-type="fig"}B).

There is an apparent deviation of our simulation results (Fig. [3](#ejn12994-fig-0003){ref-type="fig"}A) from the experiments (Fig. [2](#ejn12994-fig-0002){ref-type="fig"}B) showing that switching of choice after the contingency reversal is rather slow. Increasing the learning rate in the model (from 0.05 to 0.1) resulted in faster learning (Fig. [3](#ejn12994-fig-0003){ref-type="fig"}D), but not specifically at the moment after the contingency reversal. In fact, it has been suggested in human experiments (Behrens *et al*., [2007](#ejn12994-bib-0005){ref-type="ref"}) that the learning rate can be adaptively and dynamically changed depending on the volatility of the reward environment. Therefore, we next incorporated adaptive modulation of the learning rate into our model. Specifically, we assumed that the learning rate was initially 0.05, and increased to a larger value (0.2) whenever the subjects experienced four consecutive rewarded trials followed by two consecutive unrewarded trials \[modeling a change in the reward environment from the normal (i.e. mostly rewarded) pattern\], and then decayed exponentially (with the time constant 20 trials). Figure [4](#ejn12994-fig-0004){ref-type="fig"} shows the simulation results for the elaborated model with the learning‐rate modulation, which are closer to the experimental results \[we also varied the degree of choice exploration (i.e. the slope of the sigmoid function shown in the bottom inset of Fig. [2](#ejn12994-fig-0002){ref-type="fig"}C), confirming that the main features are largely preserved (Fig. [4](#ejn12994-fig-0004){ref-type="fig"}E and F)\]. Importantly, in our model (both the original model and the elaborated model incorporating the adaptive modulation of the learning rate), iMSNs always operate concomitantly with dMSNs, except for a time delay. Indeed, as shown in Fig. [5](#ejn12994-fig-0005){ref-type="fig"}, in the first session, the population activity of iMSNs in the trials in which the action leading to reward (*A* ~1~) is chosen gradually increases along with trials, similar to the population activity of dMSNs (Fig. [5](#ejn12994-fig-0005){ref-type="fig"}A and B, left and middle panels). Also, notably, although there is a time delay between dMSNs and iMSNs, the time‐courses of their population activities are largely overlapped. Another key point is that the activity of dMSNs is enhanced by i‐block, especially in the early phase of the second session (right panels). These are testable predictions of the CS‐TD model.

As we have shown, the CS‐TD model can account for how i‐block critically impairs learning after reversal, which could be regarded as avoidance learning from a relatively aversive outcome (i.e. omission of reward). However, it has been shown that i‐block also critically impairs avoidance learning from an absolutely aversive outcome, i.e. punishment. Specifically, it has been shown (Hikida *et al*., [2010](#ejn12994-bib-0040){ref-type="ref"}) that, if mice received electric footshock when entering from a light chamber into a preferred dark chamber, they showed marked delay in stepping into the dark chamber the next time, but this effect was significantly attenuated in animals with i‐block but not in those with d‐block. In order to test if the CS‐TD model can also account for such results, we considered a similar setting to the above simulation of the reversal learning task, but this time introducing punishment, modeled by negative reward (−1), after 200 trials of initial appetitive reward (+0.5) learning (which was assumed so that the preference for the dark chamber appears) instead of the contingency reversal of positive reward (Fig. [6](#ejn12994-fig-0006){ref-type="fig"}A). We conducted simulations with the same model parameters as used before (in Fig. [3](#ejn12994-fig-0003){ref-type="fig"}A--C), and recorded how many trials were needed to set out to avoid the punishment (i.e. to choose the punishment‐free option) for the first time after punishment was introduced, asking how it was affected by d‐block and i‐block. The left panel of Fig. [6](#ejn12994-fig-0006){ref-type="fig"}B shows the results. As shown in Fig. [6](#ejn12994-fig-0006){ref-type="fig"}B, i‐block, but not d‐block, increased the number of trials required for the acquisition of avoidance. This result appears to be in line with the experimental suggestion. More precisely, however, footshock was given not repeatedly but only once in the experiments (Hikida *et al*., [2010](#ejn12994-bib-0040){ref-type="ref"}), and so what matters would be whether the subject shows avoidance in the single trial following the punishment. In our simulation, the percentage of avoidance in this trial was rather low in any condition (right panel of Fig. [6](#ejn12994-fig-0006){ref-type="fig"}B). However, this is certainly because the learning rate was kept constant at a small value (0.05), and so we conducted an additional set of simulations assuming that punishment induces an increase of the learning rate (0.05--0.5). As a result, the percentage of avoidance in the trial following the punishment was raised to around 50% in the control condition (Fig. [6](#ejn12994-fig-0006){ref-type="fig"}C). Crucially, i‐block, but not d‐block, impaired such an avoidance developed by one‐trial footshock (Fig. [6](#ejn12994-fig-0006){ref-type="fig"}C), consistent with the experimental result (Hikida *et al*., [2010](#ejn12994-bib-0040){ref-type="ref"}).

In fact, the specific impairment of avoidance learning by i‐block in the simulations shown above is considered to come, in a significant part, from the effect of i‐block on the initial appetitive learning phase. Specifically, during the appetitive learning phase, the i‐block‐induced positive shift of RPE causes an exaggerated positive value of the action leading to reward (Fig. [6](#ejn12994-fig-0006){ref-type="fig"}D), which is more difficult to cancel/reverse by negative RPE induced by reward omission or punishment. Although we think that this is an interesting and conceivable mechanism, it seems unclear whether or how well it can be applied to the case with presumably innate, rather than learned, preference, such as the preference for a dark chamber in the experiment considered above (Hikida *et al*., [2010](#ejn12994-bib-0040){ref-type="ref"}). Therefore, we conducted another set of simulations, in which appetitive reward learning was not assumed but instead action values were set *a priori*, with the actions corresponding to the dark chamber having larger values, regardless of the existence/type of pathway blockade (Fig. [6](#ejn12994-fig-0006){ref-type="fig"}E). The learning rate was assumed to be initially 0 and increased to 0.5 upon receiving punishment (−1). Figure [6](#ejn12994-fig-0006){ref-type="fig"}F shows the simulation results for the percentage of avoidance in the trial following the punishment. As shown in Fig. [6](#ejn12994-fig-0006){ref-type="fig"}F, avoidance was impaired in the case of i‐block compared with the control and d‐block cases. This impairment is considered to occur purely because punishment‐induced negative RPE was degraded (i.e. shifted positively) by i‐block.

Predictions of the corticostriatal temporal difference model for the neural basis of time preference {#ejn12994-sec-0014}
----------------------------------------------------------------------------------------------------

Next we asked whether the CS‐TD model can make predictions regarding behavior, in addition to the predictions about neural activity described before (Fig. [5](#ejn12994-fig-0005){ref-type="fig"}). According to the CS‐TD model, the relative strength/efficacy of the direct pathway over the indirect pathway corresponds to the 'time discount factor', which represents the relative weight of upcoming (future) rewards over previous (past) rewards (Fig. [7](#ejn12994-fig-0007){ref-type="fig"}A; Morita *et al*., [2012](#ejn12994-bib-0076){ref-type="ref"}). Specifically, the weaker the direct pathway (indirect pathway) becomes, the smaller (larger) the time discount factor should become, i.e. the more severe (milder) the temporal discount of future rewards should become. Therefore, we conjectured that d‐block or i‐block, as considered in the above, would make the subject more strongly prefer small immediate reward or large future reward, respectively. We examined whether this conjecture actually holds in a simulated inter‐temporal choice task, in which one action (*A* ~1~) is associated with immediate reward, whereas the other action (*A* ~2~) is associated with delayed reward (Fig. [7](#ejn12994-fig-0007){ref-type="fig"}B). We simulated the subject\'s behavior and neural activity in this task for eight cases with different amounts of delayed reward, by using the CS‐TD model (the original model with a constant learning rate of 0.05 used for the simulations shown in Fig. [3](#ejn12994-fig-0003){ref-type="fig"}A--C) in a similar fashion to the simulation of reversal learning task in the above.

Figure [7](#ejn12994-fig-0007){ref-type="fig"}C shows the simulation results, with the black, red, and blue lines indicating the percentage of choosing the delayed reward (*A* ~2~) in the 191--200th trials averaged across 500 independent simulations in the control, d‐block, and i‐block conditions, respectively, in each of the cases with different amounts of delayed reward (horizontal axis). As shown in Fig. [7](#ejn12994-fig-0007){ref-type="fig"}C, d‐block increases the percentage of choosing delayed larger reward, whereas i‐block has the opposite effect. To our surprise, this result is exactly the opposite to what we expected in the above. Considering carefully, however, we realized that this result could also be intuitively understood. In the model, development of the value (reward expectation) of action *A* ~1~ \[denoted by *Q*(*A* ~1~)\] precedes the development of the value of action *A* ~2~ \[*Q*(*A* ~2~)\], because *A* ~1~ is closer to reward than *A* ~2~ (Fig. [7](#ejn12994-fig-0007){ref-type="fig"}D, showing the case with *R* ~2~ = 5*R* ~1~). d‐block impairs this initial development of *Q*(*A* ~1~) because it causes a negative shift of RPE (Fig. [7](#ejn12994-fig-0007){ref-type="fig"}D, red solid line compared with black solid line). In contrast, i‐block causes a positive shift of RPE and thereby boosts the development of *Q*(*A* ~1~) (Fig. [7](#ejn12994-fig-0007){ref-type="fig"}D, blue solid line). Such impaired/enhanced development of *Q*(*A* ~1~) by d‐block/i‐block is considered to lead to a decrease/increase in the percentage of choosing *A* ~1~, and thus an increase/decrease in the percentage of choosing *A* ~2~, in the early phase before *Q*(*A* ~2~) develops.

Figure [7](#ejn12994-fig-0007){ref-type="fig"}E shows how the percentage of choosing *A* ~2~, averaged across simulations, changes along with trials (again in the case with *R* ~2~ = 5*R* ~1~). As shown in Fig. [7](#ejn12994-fig-0007){ref-type="fig"}E, in the case with d‐block, the percentage initially decreases but then turns to an increase, reflecting the delayed development of *Q*(*A* ~2~). In contrast, in the case with i‐block, the percentage of choosing *A* ~2~ decreases, more prominently than in the case of d‐block due to the enhanced development of *Q*(*A* ~1~) mentioned above, and then remains there; it almost never turns to an increase. This is presumably because, in a large part of the simulation runs, *Q*(*A* ~1~) becomes so large that *A* ~1~ comes to be chosen in almost all of the trials, and conversely, *A* ~2~ is rarely selected and thus its value cannot be properly updated. Indeed, according to the probabilistic action selection assumed in the model (Fig. [7](#ejn12994-fig-0007){ref-type="fig"}F; the same function as the one shown in the bottom inset in Fig. [2](#ejn12994-fig-0002){ref-type="fig"}C), once the difference *f* ~*d*~(*Q*(*A* ~1~)) − *f* ~*d*~(*Q*(*A* ~2~)), where *f* ~*d*~ is the assumed neuronal input--output transformation function of dMSNs, exceeds a certain level, there is almost no chance for *A* ~2~ to be chosen. This is clearly reflected in the across‐simulation distribution of *Q*(*A* ~2~) at the 200th trial (Fig. [7](#ejn12994-fig-0007){ref-type="fig"}G). In the control condition (black), there are two peaks, one near 0 and the other at a large value, and the near‐0 peak becomes more dominant in the condition with i‐block (blue), whereas it almost disappears in the d‐block case (red), explaining the results of Fig. [7](#ejn12994-fig-0007){ref-type="fig"}C.

Now, what happens if the degree of exploration upon action selection is much larger, i.e. the slope of the sigmoid function of Fig. [7](#ejn12994-fig-0007){ref-type="fig"}F is much less? It would be expected that *A* ~2~ can then be chosen with a certain probability in the early phase even in the condition with i‐block so that *Q*(*A* ~2~) can properly grow and eventually become larger than *Q*(*A* ~1~). Moreover, given such proper development of action values in all of the conditions, it is expected that eventually (i.e. after many trials) delayed larger reward is selected more frequently in the condition with i‐block, and less frequently in the condition with d‐block, than in the control condition without blockade as we originally conjectured, because of the expected effects of d‐block/i‐block on the time discount factor discussed above. We conducted simulations with a larger degree of exploration (Fig. [8](#ejn12994-fig-0008){ref-type="fig"}D), and confirmed that such expectations indeed hold. Specifically, *Q*(*A* ~2~) turns into an increase even in the condition with i‐block (Fig. [8](#ejn12994-fig-0008){ref-type="fig"}C), and eventually *A* ~2~ becomes chosen more frequently in the i‐block case, and less frequently in the d‐block case, than in the control case (Fig. [8](#ejn12994-fig-0008){ref-type="fig"}A), opposite to the cases with the smaller degree of exploration (Fig. [7](#ejn12994-fig-0007){ref-type="fig"}C).

In the simulations shown in Figs [7](#ejn12994-fig-0007){ref-type="fig"} and [8](#ejn12994-fig-0008){ref-type="fig"}, we used the original model with a constant learning rate of 0.05 used for the simulations shown in Fig. [3](#ejn12994-fig-0003){ref-type="fig"}A--C. We also conducted simulations by using the elaborated model with reward history‐dependent adaptive modulation of the learning rate, which was used for the simulations shown in Fig. [4](#ejn12994-fig-0004){ref-type="fig"}A--D. The results were largely similar, as shown in Fig. [9](#ejn12994-fig-0009){ref-type="fig"} (Fig. [9](#ejn12994-fig-0009){ref-type="fig"}A and B correspond to Figs [7](#ejn12994-fig-0007){ref-type="fig"}C--G and [8](#ejn12994-fig-0008){ref-type="fig"}, respectively).

Discussion {#ejn12994-sec-0015}
==========

There are two widely appreciated notions regarding the involvement of the corticobasal ganglia system in value‐based learning: (i) the direct and indirect pathways of the basal ganglia (BG) control appetitive (Go) and aversive (No‐Go) learning, respectively; and (ii) the midbrain dopamine neurons calculate RPE. The relationship between these two, however, has remained elusive, as described in the [Introduction](#ejn12994-sec-0001){ref-type="sec"}. In this work, we have explored an integrated mechanistic account for the two notions. Specifically, we examined whether a recently proposed model of the mechanism of RPE calculation, the CS‐TD model, can also account for experimental results that suggest specialization of the direct and indirect pathways for appetitive and aversive learning. Through simulations of the reversal learning and avoidance learning tasks with pathway blockade, we have successfully addressed this issue, and also provided testable predictions on neural activity. In fact, the CS‐TD model could also explain other results suggesting the specialization of the pathways, in particular seeking/avoidance of optogenetic self‐stimulation of dMSNs/iMSNs (Kravitz *et al*., [2012](#ejn12994-bib-0058){ref-type="ref"}; see Morita *et al*., [2013](#ejn12994-bib-0077){ref-type="ref"}). We then asked if the CS‐TD model can also provide predictions regarding behavior, and derived such predictions for time preference through simulation of inter‐temporal choice. In the following, we discuss our model\'s plausibility, testable predictions, and implications for neural mechanisms of addiction.

Plausibility of the corticostriatal temporal difference model {#ejn12994-sec-0016}
-------------------------------------------------------------

In terms of the plausibility of the model\'s assumptions, the one regarding the dopamine‐dependent modification of corticostriatal connection strengths would be the most controversial. There has been a significant amount of experimental results showing that dopamine induces or significantly modulates the plasticity of corticostriatal synapses (Reynolds *et al*., [2001](#ejn12994-bib-0091){ref-type="ref"}; Shen *et al*., [2008](#ejn12994-bib-0102){ref-type="ref"}; Yagishita *et al*., [2014](#ejn12994-bib-0123){ref-type="ref"}), and we have made the assumption with these results in mind, in a broad sense. However, it has actually been indicated that synapses on dMSNs \[expressing dopamine D1 receptors (D1Rs)\] and those on iMSNs \[expressing dopamine D2 receptors (D2Rs)\] entail opposite directions of plasticity. In particular, in spike‐timing‐dependent plasticity experiments with positive timing (pre‐spike followed by post‐spike), the potentiation of dMSN/D1 synapses and iMSN/D2 synapses was impaired and switched into depression by the application of D1R antagonist and D2R agonist, respectively (Shen *et al*., [2008](#ejn12994-bib-0102){ref-type="ref"}). Seemingly in line with these results, it has been proposed (Frank *et al*., [2004](#ejn12994-bib-0023){ref-type="ref"}; Hong & Hikosaka, [2011](#ejn12994-bib-0045){ref-type="ref"}; Yawata *et al*., [2012](#ejn12994-bib-0124){ref-type="ref"}) that dMSN/D1 synapses and iMSN/D2 synapses are potentiated by dopamine increase and decrease, respectively. In contrast, our assumption posits that both dMSN/D1 and iMSN/D2 connections are strengthened by dopamine increase.

There are at least four factors that, we think, permit us to make such an assumption. First, most previous studies regarding corticostriatal plasticity did not distinguish CCS and CPn/PT inputs. Synapses made by CCS cells and those made by CPn/PT cells might actually have different plasticity properties. Also, induction of the same direction of plasticity in dMSNs and iMSNs might require different temporal patterns of inputs, in particular, rapidly developed CCS inputs and slowly developed (and sustained) CPn/PT inputs, respectively. Second, as D2Rs have a higher dopamine affinity than D1Rs (Richfield *et al*., [1989](#ejn12994-bib-0092){ref-type="ref"}), bath application of a high concentration of dopamine could mask changes in the degree of activation of D2Rs (but not those of D1Rs; Fig. [10](#ejn12994-fig-0010){ref-type="fig"}). If such changes, rather than the tonic level of receptor activation, cause potentiation, potentiation of iMSN/D2 synapses would be blocked by a high concentration of dopamine. Third, most previous studies examined plastic changes of the AMPA response to a brief non‐repetitive input, but synapse‐type‐dependent short‐term facilitation might actually occur (Morita, [2014](#ejn12994-bib-0075){ref-type="ref"}) and *N*‐methyl‐[d]{.smallcaps}‐aspartate (NMDA) currents might also significantly contribute to corticostriatal transmission. Fourth, a recent article (Keeler *et al*., [2014](#ejn12994-bib-0055){ref-type="ref"}) has proposed the intriguing possibility that iMSNs positively encode rewards through the dopamine‐induced internalization of D2Rs, which presumably reduces suppression of the neuronal responsiveness by tonic D2R activation \[the entire proposal of this article (Keeler *et al*., [2014](#ejn12994-bib-0055){ref-type="ref"}) is also interesting; their proposal shares the feature that dMSNs and iMSNs encode rewards positively (rather than positively and negatively) with our CS‐TD model, whereas differential activation of dMSNs/iMSNs by CCS and CPn/PT cells is not considered in their proposal\]. Also, another recent study (Gurney *et al*., [2015](#ejn12994-bib-0035){ref-type="ref"}) has presented a detailed model of corticostriatal plasticity, in which the direction of change for appetitive learning is the same for dMSNs and iMSNs. Given these four factors, and also additional points discussed in our previous article (Morita *et al*., [2013](#ejn12994-bib-0077){ref-type="ref"}), we think that our assumption regarding plasticity can be valid, although it is surely a critical assumption of our model.

![Schematic illustrations of the presumed effects of bath application of dopamine (DA) receptor antagonist or high concentration of DA on the degree of DA receptor activation *in vitro*. The black arrowhead in each panel indicates stimulation of dopaminergic fibers in the slice, which causes a phasic release of DA. (A) Cases for D1Rs, which have relatively low DA affinity. Application of D1R antagonist (left panel) causes a reduction in both the baseline and the stimulation‐induced phasic increase of the degree of D1R activation, compared with the control condition (middle panel). Application of a high concentration of DA (right panel) increases the baseline level of D1R activation, but saturation would not occur because of the low affinity. (B) Cases for D2Rs, which have relatively high DA affinity. Because of the high affinity, the baseline level of D2R activation in the control condition (middle panel) is higher than that of D1R activation. Stimulation‐induced increase of the degree of D2R activation is also large, presumably causing transient saturation (middle panel); stimulation can induce a significant increase of the degree of D2R activation even with the presence of D2R antagonist (left panel). However, application of high concentration of DA or D2R agonist (right panel) causes saturation of D2Rs, and so stimulation cannot cause changes in the degree of D2R activation.](EJN-42-2003-g010){#ejn12994-fig-0010}

Along with the plasticity issue, another crucial issue is the selectivity in the connections between the different populations of the cortical and striatal cells. As described before, although there exists an apparent contradiction between anatomical results (Lei *et al*., [2004](#ejn12994-bib-0062){ref-type="ref"}; Reiner *et al*., [2010](#ejn12994-bib-0090){ref-type="ref"}) and physiological results (Ballion *et al*., [2008](#ejn12994-bib-0004){ref-type="ref"}; Kress *et al*., [2013](#ejn12994-bib-0060){ref-type="ref"}) regarding whether or not there exist CCS→dMSN and CPn/PT→iMSN connection preferences, it could be resolved, and the assumptions of the CS‐TD model could still be valid, if effects of short‐term plasticity are taken into account (Morita, [2014](#ejn12994-bib-0075){ref-type="ref"}) and/or inputs to spines and those to shafts are distinguished (Deng *et al*., [2015](#ejn12994-bib-0019){ref-type="ref"}). In fact, there is another, totally different, possibility, apart from the dichotomy between CCS and CPn/PT cells. Specifically, a recent study (Wall *et al*., [2013](#ejn12994-bib-0115){ref-type="ref"}) has shown that the sensory cortex and motor cortex preferentially project to dMSNs and iMSNs, respectively. As information would naturally flow from the sensory cortex to the motor cortex, such preferences could result in the dMSNs and iMSNs representing the current and previous values, just as assumed in the CS‐TD model but for a different reason.

In addition to the issues discussed so far, there are also important issues regarding the anatomy and physiology of the corticobasal ganglia circuits, including the involvement of other pathways such as the intrastriatal (Calabresi *et al*., [2014](#ejn12994-bib-0010){ref-type="ref"}), corticosubthalamic (Nambu *et al*., [2002](#ejn12994-bib-0082){ref-type="ref"}), thalamostriatal (Smith *et al*., [2009](#ejn12994-bib-0500){ref-type="ref"}), pallidostriatal (Mallet *et al*., [2012](#ejn12994-bib-0068){ref-type="ref"}), and pallidocortical (Chen *et al*., [2015](#ejn12994-bib-0011){ref-type="ref"}; Saunders *et al*., [2015](#ejn12994-bib-0098){ref-type="ref"}) connections, the heterogeneity of cortical/basal‐ganglia regions (O\'Doherty *et al*., [2004](#ejn12994-bib-0084){ref-type="ref"}; Wickens *et al*., [2007](#ejn12994-bib-0121){ref-type="ref"}; Thorn *et al*., [2010](#ejn12994-bib-0112){ref-type="ref"}; Rushworth *et al*., [2011](#ejn12994-bib-0095){ref-type="ref"}; Hunt *et al*., [2012](#ejn12994-bib-0048){ref-type="ref"}; Wilson *et al*., [2014](#ejn12994-bib-0122){ref-type="ref"}) and dopamine neurons (Bromberg‐Martin *et al*., [2010](#ejn12994-bib-0009){ref-type="ref"}; Henny *et al*., [2012](#ejn12994-bib-0039){ref-type="ref"}), or the effects of individual neuronal spikes on plasticity (Shen *et al*., [2008](#ejn12994-bib-0102){ref-type="ref"}) or dynamics (Bevan *et al*., [2002](#ejn12994-bib-0007){ref-type="ref"}), which were not considered in our model. Some of these issues have been considered in other models (Humphries *et al*., [2006](#ejn12994-bib-0047){ref-type="ref"}; Frank *et al*., [2007](#ejn12994-bib-0024){ref-type="ref"}; Potjans *et al*., [2011](#ejn12994-bib-0087){ref-type="ref"}; Collins & Frank, [2014](#ejn12994-bib-0012){ref-type="ref"}; Schroll *et al*., [2014](#ejn12994-bib-0099){ref-type="ref"}; Gurney *et al*., [2015](#ejn12994-bib-0035){ref-type="ref"}). Not all of the issues have been considered at once, however, and also the other models have not considered the heterogeneity of corticostriatal inputs nor addressed how RPE is calculated, whereas our CS‐TD model did so. Therefore, we think that the existing models, including ours, are complementary to each other, and a possible combination of them is expected to be explored. There are also many other unresolved computational issues, including how cortical representations of states or actions are formed (cf. Alexander & Brown, [2011](#ejn12994-bib-0002){ref-type="ref"}; Wilson *et al*., [2014](#ejn12994-bib-0122){ref-type="ref"}), how timings and durations are represented (cf. Houk *et al*., [1995](#ejn12994-bib-0046){ref-type="ref"}; Joel *et al*., [2002](#ejn12994-bib-0053){ref-type="ref"}; Mauk & Buonomano, [2004](#ejn12994-bib-0069){ref-type="ref"}; Daw *et al*., [2006](#ejn12994-bib-0017){ref-type="ref"}; Nakahara & Kaveri, [2010](#ejn12994-bib-0080){ref-type="ref"}; Bernacchia *et al*., [2011](#ejn12994-bib-0006){ref-type="ref"}; Gershman *et al*., [2014](#ejn12994-bib-0030){ref-type="ref"}), and whether and how different reinforcement‐learning algorithms, such as Q‐learning, actor‐critic, or SARSA, are implemented (cf. Joel *et al*., [2002](#ejn12994-bib-0053){ref-type="ref"}; Morris *et al*., [2006](#ejn12994-bib-0078){ref-type="ref"}; Niv *et al*., [2006](#ejn12994-bib-0083){ref-type="ref"}; Roesch *et al*., [2007](#ejn12994-bib-0094){ref-type="ref"}). The relationships between existing proposals on these issues and the CS‐TD model are also expected to be explored in future studies.

Testable predictions of the corticostriatal temporal difference model {#ejn12994-sec-0017}
---------------------------------------------------------------------

As shown in the [Results](#ejn12994-sec-0012){ref-type="sec"}, the CS‐TD model predicts that dMSN and iMSN populations exhibit similar task‐related activation with certain time differences, and also that the activity of both populations increases along with an increase of reward expectation (Fig. [5](#ejn12994-fig-0005){ref-type="fig"}). A recent study (Isomura *et al*., [2013](#ejn12994-bib-0049){ref-type="ref"}) has shown that, in a reward‐associated motor learning task, both dMSNs and (putative) iMSNs exhibit task‐related activation, and the activity of both types of cells is mostly positively modulated by reward expectation. These results are potentially in accord with our prediction, although a significant time difference between the two cell types was not observed (possibly because of the limited number of examined cells). More direct test of the model\'s predictions about the activity of dMSNs and iMSNs is expected to be conducted by applying recently developed sophisticated methods (Cui *et al*., [2014](#ejn12994-bib-0015){ref-type="ref"}; Jin *et al*., [2014](#ejn12994-bib-0051){ref-type="ref"}) to value‐based learning and choice tasks. Moreover, given that transgenic lines in which Cre‐recombinase is selectively expressed in CCS or CPn/PT corticostriatal cell populations have recently been developed (Gerfen *et al*., [2013](#ejn12994-bib-0029){ref-type="ref"}) and have begun to be used for *in vivo* recording and manipulation (Li *et al*., [2015](#ejn12994-bib-0063){ref-type="ref"}), testing the CS‐TD model by using these transgenic lines is also expected. Notably, however, the model posits that CCS and CPn/PT cells represent actions (or state‐action pairs) rather than their learned values. Intriguingly, it has been shown for eyelid conditioning (Kalmbach *et al*., [2009](#ejn12994-bib-0054){ref-type="ref"}; Siegel *et al*., [2012](#ejn12994-bib-0105){ref-type="ref"}; Siegel & Mauk, [2013](#ejn12994-bib-0104){ref-type="ref"}) that learning the association between temporally non‐overlapped conditioned and unconditioned stimuli requires sustained activation of the corticopontine pathway, which presumably originates from CPn/PT cells. These results indicate that information carried by prefrontal sustained activity is not limited to explicit 'working memory' but more general. The assertion of our CS‐TD model that the sustained activity of CPn/PT cells represents the previous action/state in value‐based learning is in line with this, and suggests a wider role of prefrontal (CPn/PT) sustained activity in learning involving the BG and dopamine.

Crucially, the CS‐TD model does not necessarily predict that only CPn/PT cells show activity in the 'delay period' in a task. Rather, the model predicts that, although both CCS cells and CPn/PT cells may show such activity, underlying mechanisms, as well as encoded information, should be different. As for the mechanisms, CCS delay activity should be caused by inputs from other layers, areas, or brain regions, whereas CPn/PT delay activity should be sustained by recurrent excitation within the population, presumably via NMDA receptor stimulation (Wang, [1999](#ejn12994-bib-0116){ref-type="ref"}) and/or short‐term synaptic facilitation (Hempel *et al*., [2000](#ejn12994-bib-0038){ref-type="ref"}; Mongillo *et al*., [2008](#ejn12994-bib-0071){ref-type="ref"}). This (former) prediction is expected to be tested by local NMDA receptor blockade (Wang *et al*., [2013](#ejn12994-bib-0118){ref-type="ref"}). Regarding the encoded information, there should be a temporal difference, with CCS and CPn/PT cells encoding newer and older information, respectively. In particular, CCS and CPn/PT delay activity might encode prospective and retrospective working memory, respectively (cf. Fuster, [2000](#ejn12994-bib-0026){ref-type="ref"}). This prediction is expected to be tested by recording specifically from CCS or CPn/PT cells (Li *et al*., [2015](#ejn12994-bib-0063){ref-type="ref"}) during tasks including a sequence of actions (e.g. Hikosaka *et al*., [1995](#ejn12994-bib-0041){ref-type="ref"}) or transformation of information (e.g. Takeda & Funahashi, [2002](#ejn12994-bib-0109){ref-type="ref"}). Notably, however, single 'action' at the macroscopic level can be internally composed of a set of action elements, each of which is represented by a different subpopulation of CCS and CPn/PT cells. In that case, the temporal difference in the encoded information between CCS and CPn/PT cell subpopulations would not be large and sophisticated techniques would be required for detection.

In addition to the predictions regarding neural activity, the CS‐TD model has also provided the prediction that manipulation of the strength of the direct or indirect pathway has bidirectional effects on the subject\'s time preference depending on her/his tendency for making exploratory over exploitative choices. There have been suggestions that the degree of exploration is controlled by noradrenaline (Usher *et al*., [1999](#ejn12994-bib-0114){ref-type="ref"}; Doya, [2002](#ejn12994-bib-0021){ref-type="ref"}; Aston‐Jones & Cohen, [2005](#ejn12994-bib-0003){ref-type="ref"}), and these are now being experimentally examined by pharmacological manipulations of adrenergic receptors (Luksys *et al*., [2009](#ejn12994-bib-0066){ref-type="ref"}). Our predictions are thus expected to be tested by combining such experiments with the d‐block/i‐block (Hikida *et al*., [2010](#ejn12994-bib-0040){ref-type="ref"}; Yawata *et al*., [2012](#ejn12994-bib-0124){ref-type="ref"}) or other techniques for selective manipulation of the BG pathways (Kravitz *et al*., [2010](#ejn12994-bib-0057){ref-type="ref"}, [2012](#ejn12994-bib-0058){ref-type="ref"}; Lobo *et al*., [2010](#ejn12994-bib-0065){ref-type="ref"}; Grueter *et al*., [2013](#ejn12994-bib-0033){ref-type="ref"}). It has been shown (Dembrow *et al*., [2010](#ejn12994-bib-0018){ref-type="ref"}), however, that CPn/PT cells and the commissural cells, which are partially overlapped with CCS cells, are differentially modulated by noradrenaline and acetylcholine. Therefore, the suggested noradrenergic modulation of the degree of exploration and the modulation of time preference by the balance of the BG pathways suggested by the present study would not be separate phenomena but are likely to be inter‐related, and their overall circuit mechanisms are expected to be explored in the future.

Implications of the corticostriatal temporal difference model for neural mechanisms of addiction {#ejn12994-sec-0018}
------------------------------------------------------------------------------------------------

Lastly, we would like to note that the CS‐TD model provides an insight into the mechanisms of addiction to drugs that enhance the effects of dopamine in the striatum, such as cocaine (Fig. [11](#ejn12994-fig-0011){ref-type="fig"}). Based on the notion that dopamine represents RPE (Montague *et al*., [1996](#ejn12994-bib-0072){ref-type="ref"}; Schultz *et al*., [1997](#ejn12994-bib-0100){ref-type="ref"}), it has been proposed (Redish, [2004](#ejn12994-bib-0089){ref-type="ref"}) that the drug‐induced enhancement of the effects of dopamine may correspond to an addition of a non‐compensable positive term (i.e. a positive term that is never canceled out by prediction) to RPE, resulting in an unbounded increase of the values of states leading to drug receipt (Fig. [11](#ejn12994-fig-0011){ref-type="fig"}B). We would like to add to this proposal that such drugs may also indirectly cause an unnatural positive shift of RPE via the BG pathways. Specifically, drug‐induced enhancement of the effects of striatal (tonic) dopamine may cause up‐regulation of the responsiveness of dMSNs through D1Rs and down‐regulation of the responsiveness of iMSNs through D2Rs. According to the CS‐TD model, such up‐regulation and down‐regulation of dMSNs and iMSNs, respectively, correspond to an increase of the 'upcoming value' term \[+γ*Q*(*A*(*t* ~*i*~))\] and an attenuation of the negative 'previous value' term \[−*Q*(*A*(*t* ~*i*−1~))\] in RPE (Fig. [11](#ejn12994-fig-0011){ref-type="fig"}C), and thereby dually cause an unnatural positive shift of RPE. If this mechanism is indeed involved in the causes of addiction, enhancing the relative strength of the indirect pathway is expected to have an ameliorating effect. A recent finding that strengthening the indirect pathway of the NAc promotes resilience to compulsive use of cocaine (Bock *et al*., [2013](#ejn12994-bib-0008){ref-type="ref"}) could accord with this possibility. Notably, however, according to the CS‐TD model, enhancing the relative strength of the indirect pathway could also lead to a smaller time discount factor, i.e. more severe discount of future values (Fig. [7](#ejn12994-fig-0007){ref-type="fig"}A), which would rather be a risk factor for addiction as has been suggested (for a recent review, see Story *et al*., [2014](#ejn12994-bib-0108){ref-type="ref"}). Thus, the general prediction of the CS‐TD model is that the balance between the BG pathways is a possible factor related to addiction, but its relation can be bidirectional, depending on the degree of exploration.

![Implication of the CS‐TD model for neural mechanisms of drug addiction. (A) The presumed mechanism of RPE calculation in the dopamine (DA) neurons according to the CS‐TD model. The schematic shown on the left is a simplification of a part of Fig. [1](#ejn12994-fig-0001){ref-type="fig"}A. (B) Drug‐induced enhancement of the effects of striatal DA has been proposed (Redish, [2004](#ejn12994-bib-0089){ref-type="ref"}) to correspond to an addition of a non‐compensable positive term (i.e. positive term that is never canceled out by prediction) to RPE (regardless of the mechanism of RPE calculation). (C) According to the CS‐TD model, drugs may also indirectly cause an unnatural increase of RPE via the BG pathways. Drug‐induced enhancement of the effects of striatal (tonic) DA may cause up‐regulation of the responsiveness of dMSNs through D1Rs and down‐regulation of the responsiveness of iMSNs through D2Rs. According to the CS‐TD model, such up‐regulation and down‐regulation of dMSNs and iMSNs, respectively, correspond to an increase of the 'upcoming value' term \[+γ*Q*(*A*(*t* ~*i*~))\] and an attenuation of the negative 'previous value' term \[−*Q*(*A*(*t* ~*i*−1~))\] in RPE, dually resulting in a positive shift of RPE.](EJN-42-2003-g011){#ejn12994-fig-0011}
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