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Resumen
Actualmente, muchas aplicaciones requieren localizar de forma precisa los objetos que aparecen en una imagen, para su poste-
rior procesamiento. Este es el caso de la inspeccio´n visual en la industria, los sistemas de diagno´stico clı´nico asistido por compu-
tador, la deteccio´n de obsta´culos en vehı´culos o en robots, entre otros. Sin embargo, diversos factores como la calidad de la imagen
y la apariencia de los objetos a detectar, dificultan la localizacio´n automa´tica. En este artı´culo realizamos una revisio´n sistema´tica de
los principales me´todos utilizados para localizar objetos, considerando desde los me´todos basados en ventanas deslizantes, como el
detector propuesto por Viola y Jones, hasta los me´todos actuales que usan redes de aprendizaje profundo, tales como Faster-RCNN
o Mask-RCNN. Para cada propuesta, describimos los detalles relevantes, considerando sus ventajas y desventajas, ası´ como sus
aplicaciones en diversas a´reas. El artı´culo pretende proporcionar una revisio´n ordenada y condensada del estado del arte de estas
te´cnicas, su utilidad y sus implementaciones a fin de facilitar su conocimiento y uso por cualquier investigador que requiera localizar
objetos en ima´genes digitales. Concluimos este trabajo resumiendo las ideas presentadas y discutiendo lı´neas de trabajo futuro.
Palabras Clave: Algoritmos de deteccio´n, Aprendizaje ma´quina, Procesamiento de ima´genes, Reconocimiento de objetos,
Reconocimiento de patrones.
A Systematic Review on Object Localisation Methods in Images
Abstract
Currently, many applications require a precise localization of the objects that appear in an image, to later process them. This
is the case of visual inspection in the industry, computer-aided clinical diagnostic systems, the obstacle detection in vehicles or in
robots, among others. However, several factors such as the quality of the image and the appearance of the objects to be detected
make this automatic location difficult. In this article, we carry out a systematic revision of the main methods used to locate objects by
considering since the methods based on sliding windows, as the detector proposed by Viola and Jones, until the current methods that
use deep learning networks, such as Faster-RCNN or Mask-RCNN. For each proposal, we describe the relevant details, considering
their advantages and disadvantages, as well as the main applications of these methods in various areas. This paper aims to provide
a clean and condensed review of the state of the art of these techniques, their usefulness and their implementations in order to
facilitate their knowledge and use by any researcher that requires locating objects in digital images. We conclude this work by
summarizing the main ideas presented and discussing the future trends of these methods.
Keywords: Detection algorithms, Image processing, Machine learning, Object recognition, Pattern recognition.
1. Introduccio´n
La localizacio´n o deteccio´n automa´tica de objetos tiene co-
mo objetivo determinar la ubicacio´n de los objetos de intere´s
en una imagen, si existen (Lampert et al., 2008; Zitnick and
Dollar, 2014), siendo este un problema au´n abierto en visio´n
por computador. Adema´s, la localizacio´n previa es fundamen-
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tal en el ana´lisis automa´tico de ima´genes, cuyo objetivo pue-
de ser la segmentacio´n, que consiste en separar los objetos de
intere´s del fondo, en el reconocimiento o recuperacio´n de ob-
jetos (Saikia et al., 2017; Garcı´a-Olalla et al., 2018), o en el
ana´lisis de la relacio´n espacial entre los objetos contenidos en
una imagen (Lampert et al., 2008). Actualmente, hay una gran
cantidad de aplicaciones que requieren una localizacio´n preci-
sa de los objetos, como es el caso de la necesidad que tienen
los vehı´culos auto´nomos de localizar peatones (Dolla´r et al.,
2009; Li et al., 2018; Du et al., 2017; Brazil et al., 2017; Wang
et al., 2018) u obsta´culos (Shah et al., 2018; Yi et al., 2018;
Garnett et al., 2017; Sepu´lveda et al., 2017), la localizacio´n de
vehı´culos en sistemas de control de tra´fico, se encuentren o no
en ima´genes a´ereas (Zhong et al., 2017; Ammour et al., 2017;
Tang et al., 2017; Xu et al., 2017a; Lee et al., 2017), la loca-
lizacio´n de lesiones o anormalidades en tejidos que usan los
sistemas de diagno´stico clı´nico asistido por computador (He
et al., 2018; Ma et al., 2017; Jiamin et al., 2017; Sa et al., 2017;
Heo et al., 2017), la deteccio´n de objetos para el control de
calidad que requieren los sistemas de inspeccio´n visual (Cao
et al., 2018; Chen et al., 2018; Shi et al., 2017; Ferguson et al.,
2017), o la localizacio´n de obsta´culos que tienen que realizar
los sistemas de navegacio´n de robots (Lee et al., 2015; Luo
et al., 2017), entre otras. Sin embargo, la correcta localizacio´n
de objetos es difı´cil debido a mu´ltiples factores, entre los que
destacan la falta de calidad de la imagen, condiciones de ilumi-
nacio´n cambiantes, objetos con forma no rı´gida o los cambios
en la apariencia de los objetos a localizar (Felzenszwalb et al.,
2010; Dalal and Triggs, 2005). Por otra parte, existen diferentes
formas de representar la ubicacio´n de un objeto. Las ma´s im-
portantes son (Lampert et al., 2008): las coordenadas del punto
central del objeto, el contorno, una regio´n rectangular rodeando
al objeto (Viola and Jones, 2004; Girshick et al., 2013), o una
ma´scara procedente de su segmentacio´n (He et al., 2017). Entre
ellas, las regiones rectangulares, que se denominan recta´ngulos
circunscritos, constituyen la representacio´n ma´s utilizada debi-
do a su simplicidad para generar anotaciones y predicciones de
localizacio´n (Lampert et al., 2008).
El problema de localizacio´n puede verse como un proble-
ma de clasificacio´n en el cual se obtiene un conjunto de re-
giones en una imagen, que se clasifican indicando si contie-
nen o no el objeto de intere´s (ver Figura 1). En la solucio´n al
problema de localizacio´n, algunos me´todos emplean esta apro-
ximacio´n mediante el uso de una ventana de taman˜o variable,
ventana deslizante, que se desplaza sobre una imagen obtenien-
do una clasificacio´n para cada regio´n (Viola and Jones, 2004).
Recientemente —adema´s de algoritmos de clasificacio´n cla´si-
cos como las ma´quinas de soporte vectorial (Dalal and Triggs,
2005; Felzenszwalb et al., 2010)— se esta´n utilizando estrate-
gias de aprendizaje profundo para clasificar regiones (Girshick
et al., 2013; Girshick, 2015; Ren et al., 2015; Redmon et al.,
2015; Liu et al., 2016; He et al., 2017). Otra forma de abordar
el problema es utilizando me´todos que optimizan la bu´squeda
de regiones que contienen objetos en la imagen (Lampert et al.,
2008; Hosang et al., 2016).
Este artı´culo presenta una revisio´n sistema´tica de me´todos
que permiten localizar objetos relevantes, desde los me´todos
cla´sicos, basados en la bu´squeda de objetos con ventana des-
lizante, hasta los me´todos ma´s recientes, basados en redes de
aprendizaje profundo. Para cada me´todo seleccionado, se indi-
can sus ventajas y desventajas, ası´ como do´nde se aplican para
resolver problemas actuales. En particular, se hace e´nfasis en
cuatro aplicaciones especı´ficas, como son los vehı´culos auto´no-
mos, la imagen me´dica, la inspeccio´n visual en la industria, y la
robo´tica.
El resto del artı´culo esta´ organizado de la siguiente manera.
En la Seccio´n 2 se describen los principales me´todos de loca-
lizacio´n de objetos. La Seccio´n 3 contiene las librerı´as y con-
juntos de datos utilizados para la evaluacio´n de los me´todos de
localizacio´n. En la Seccio´n 4 se presentan diversas aplicaciones
en las que se utilizan los me´todos descritos anteriormente. Fi-
nalmente, en la Seccio´n 5 se bosquejan algunas conclusiones y
se discuten lı´neas de trabajo futuro.
2. Me´todos de Localizacio´n de Objetos
Hemos agrupado los me´todos revisados en tres grandes ca-
tegorı´as, en funcio´n de la estrategia que utilicen para realizar
el ana´lisis de la imagen y la propuesta de regiones, que son: (i)
ventana deslizante, (ii) regiones candidatas, y (iii) aprendizaje
profundo, como se muestra en la Figura 2. Hemos revisado los
me´todos ma´s utilizados, porque se considera que funcionan, o
funcionaban en el caso de los cla´sicos, mejor, prestando espe-
cial atencio´n a los utilizados en aplicaciones industriales, tales
como los vehı´culos auto´nomos, la seguridad, la vigilancia y la
inspeccio´n visual, entre otras. La Tabla 1 contiene un resumen
de las ventajas y las desventajas identificadas en cada uno de
los me´todos revisados. A continuacio´n se presentan los me´to-
dos seleccionados, segu´n el criterio comentado anteriormente.
2.1. Estrategias Basadas en Ventana Deslizante
La localizacio´n de objetos se realiza empleando una ven-
tana de taman˜o variable que se desplaza sobre la imagen. En
cada regio´n donde se ubica la ventana deslizante, se evalu´a una
funcio´n que determina si la regio´n contiene o no un objeto de
intere´s, como se ilustra en la Figura 2a. Generalmente, se con-
sidera que valores altos de dicha funcio´n, con respecto a un
umbral, indican la presencia de un objeto. Esta funcio´n puede
corresponder por ejemplo, a un puntaje (score) o valor de clasi-
ficacio´n obtenido despue´s de usar un clasificador. Sin embargo,
incluso una imagen de baja resolucio´n puede contener miles
de propuestas de regiones, haciendo que la bu´squeda exhausti-
va de objetos sea computacionalmente costosa (Lampert et al.,
2008). Por este motivo, se han propuesto diferentes estrategias
para optimizar la bu´squeda de objetos en la imagen.
VJ. Viola and Jones (2004) emplean una serie de clasifica-
dores en cascada para hacer la bu´squeda de regiones ma´s efi-
ciente y ra´pida. Esta propuesta se basa en centrar el ana´lisis
en las regiones con mayor probabilidad de contener objetos de
intere´s, que corresponden en este caso a rostros, al estar orien-
tado este me´todo a su deteccio´n. El sistema emplea descripto-
res de Haar correspondientes a filtros rectangulares verticales
u horizontales que codifican las caracterı´sticas de los rostros a
detectar. Los descriptores se calculan ra´pidamente empleando
una imagen integral, donde cada pı´xel contiene la suma de los
valores acumulados en sus intensidades hacia arriba y hacia la
izquierda del pı´xel. La bu´squeda de objetos se realiza con una
ventana deslizante, iniciando con regiones de 24 × 24 pı´xeles
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Figura 1: Esquema general de los pasos a seguir habitualmente para la localizacio´n automa´tica de objetos en una imagen.
Figura 2: Localizacio´n automa´tica de objetos en una imagen con me´todos basados en: (a) ventana deslizante, (b) conjuntos de regiones candidatas, (c) aprendizaje
profundo. En los casos (a) y (c) los peatones son el objeto de intere´s.
que incrementan el taman˜o usando un factor de 1.5. Cada re-
gio´n es analizada usando una serie de clasificadores en cascada
para determinar la presencia de objetos. Los clasificadores ini-
ciales son simples y esta´n construidos para descartar un elevado
nu´mero de regiones sin objetos, generando un gran nu´mero de
falsos positivos. Los siguientes clasificadores son ma´s comple-
jos y se especializan en distinguir las regiones que puedan con-
tener objetos en el conjunto de regiones detectadas por los cla-
sificadores iniciales. Todos los clasificadores se entrenan em-
pleando el algoritmo AdaBoost (Freund and Schapire, 1999)
a partir de un conjunto de clasificadores de´biles, llamados ası´
porque su precisio´n, de forma individual, durante la clasifica-
cio´n es baja. Finalmente, dado que el detector es invariante a
pequen˜os cambios de escala y traslacio´n, se detectan mu´ltiples
regiones alrededor de cada rostro, siendo necesario combinar
las regiones superpuestas, en una sola. Para ello se agrupan las
regiones en conjuntos disjuntos (dos regiones esta´n en un mis-
mo conjunto si sus coordenadas se superponen) y se promedian
las coordenadas de las esquinas de las regiones por conjunto pa-
ra generar la localizacio´n final de los objetos en las ima´genes.
En este me´todo, rotaciones mayores a 45 grados, cambios en la
iluminacio´n y oclusio´n en el rostro, principalmente de los ojos
y la boca, afectan a una correcta deteccio´n de los objetos.
HOG+SVM. Dalal and Triggs (2005) proponen un descrip-
tor basado en informacio´n del gradiente para identificar peato-
nes en condiciones de iluminacio´n variables. Inicialmente se
utiliza una funcio´n de correccio´n gamma para reducir los efec-
tos de posibles variaciones en la iluminacio´n. Posteriormente,
la imagen se divide en pequen˜as regiones o celdas, y se calcu-
lan histogramas acumulados de gradientes u orientaciones de
bordes. La distribucio´n de las intensidades de los gradientes,
o sus orientaciones, permite caracterizar localmente los con-
tornos, brindando informacio´n de forma y textura de los obje-
tos. La combinacio´n de estos histogramas corresponde a una
primera representacio´n de histogramas de orientaciones. Poste-
riormente, se realiza una normalizacio´n de contraste local para
hacer el descriptor robusto a cambios en la iluminacio´n y som-
bras. Para ello, se agrupan varias celdas en bloques y se calcu-
la una medida de energı´a, que es utilizada para normalizar los
histogramas de todas las celdas que lo conforman. El descrip-
tor de bloques normalizado es conocido como Histograma de
Orientaciones de Gradientes (HOG). Finalmente, los bloques,
descriptores HOG, son clasificados usando una ma´quina de so-
porte vectorial (SVM) (Boser et al., 1992).
DPM. Felzenszwalb et al. (2010) desarrollan un me´todo pa-
ra localizar objetos con una gran variabilidad en su apariencia y
para ello consideran el conjunto de partes que componen los ob-
jetos en su representacio´n. En particular, se realiza una bu´sque-
da de ventana deslizante y cada regio´n se representa empleando
una estructura jera´rquica de partes o filtro raı´z, que esta confor-
mado por un conjunto de filtros de las partes que componen los
objetos y modelos asociados a sus deformaciones. El descriptor
HOG se emplea como filtro. Los objetos se representan como
una mezcla de modelos de partes deformables y son clasificados
usando SVM con variables latentes.
ESS. Lampert et al. (2008) plantean optimizar la bu´sque-
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Tabla 1: Ventajas y desventajas de algunos me´todos para la localizacio´n de objetos en ima´genes.
Me´todo Autores Ventajas Desventajas
VJ (Viola and Jones, 2004) El descriptor en cascada reduce el tiempo de ana´lisis de las
ima´genes sin afectar significativamente la precisio´n.
No robusto a cambios de rotacio´n, ni oclusio´n.
HOG+SVM (Dalal and Triggs, 2005) Robusto a problemas de iluminacio´n. El descriptor HOG se ve afectado por los cambios en el ta-
man˜o de los objetos.
DPM (Felzenszwalb et al., 2010) Considera las partes que componen los objetos para su loca-
lizacio´n, permite ubicar objetos con diferentes poses.
El tiempo requerido para detectar los objetos esta´ determi-
nado por el nu´mero de partes consideradas para modelarlos.
Modelos ma´s complejos requieren un mayor tiempo de pro-
cesamiento.
ESS (Lampert et al., 2008) El uso de un algoritmo de ramificacio´n y poda permite la iden-
tificacio´n ra´pida de regiones que pueden contener objetos.
La funcio´n de clasificacio´n debe poseer un lı´mite superior.
Objectness (Alexe et al., 2010) El uso de informacio´n de color, bordes y superpı´xeles en la
imagen permite determinar de forma ra´pida un conjunto de
regiones que puede contener objetos.
Es necesario procesar el conjunto de regiones obtenidas pa-
ra localizar los objetos de intere´s, empleando por ejemplo un
clasificador.
Selective Search (Uijlings et al., 2013) No requiere del aprendizaje de para´metros para localizar el
conjunto de regiones que pueden contener objetos.
Es necesario procesar el conjunto de regiones obtenidas para
localizar los objetos de intere´s.
Edge Boxes (Zitnick and Dollar, 2014) La informacio´n de bordes en la imagen permite la generacio´n
de un conjunto de regiones candidatas de forma ra´pida y efi-
ciente.
Es necesario fijar dos para´metros — α y β — para la gene-
racio´n del conjunto de regiones candidatas. Adicionalmente,
las regiones obtenidas deben ser procesadas para localizar los
objetos de intere´s.
RCNN (Girshick et al., 2013) Las caracterı´sticas obtenidas con CNNs permiten una mejor
representacio´n de los objetos que se refleja en valores altos de
precisio´n durante la deteccio´n de los objetos.
Deben entrenarse tres modelos diferentes para la deteccio´n de
los objetos. Adema´s, RCNN tiene un alto coste computacio-
nal, dado que es necesario extraer las caracterı´sticas de forma
individual para cada una de las regiones candidatas de con-
tener objetos. Se requieren 50 segundos, en promedio, para
analizar una imagen.
Fast-RCNN (Girshick, 2015) El ca´lculo de las caracterı´sticas de CNN se realiza en una sola
iteracio´n, logrando que la deteccio´n de objetos sea 25 veces
ma´s ra´pida que el me´todo RCNN (requiere 20 segundos en
promedio para analizar una imagen).
El uso de un generador de regiones candidatas externo crea
un cuello de botella en el proceso de deteccio´n.
Faster-RCNN (Ren et al., 2015) El me´todo de RPN permite que la deteccio´n de objetos pueda
ser casi en tiempo real, aproximadamente 0.12 segundos por
imagen.
A pesar de la eficiencia del algoritmo, no es lo suficientemen-
te ra´pido para ser usado en aplicaciones que requieran tiempo
real, como serı´an los vehı´culos auto´nomos.
Mask-RCNN (He et al., 2017) La localizacio´n de los objetos es ma´s precisa, al realizar una
segmentacio´n de los objetos en las ima´genes.
Su tiempo de ejecucio´n es mayor al empleado por el me´todo
de Faster-RCNN, que extiende. Por lo tanto, tampoco puede
ser empleado en aplicaciones que requieren tiempo real.
YOLO (Redmon et al., 2015) La localizacio´n de los objetos es muy eficiente, permitiendo
su uso en aplicaciones en tiempo real.
El me´todo tiene dificultades para detectar correctamente ob-
jetos pequen˜os.
SSD (Liu et al., 2016) El uso de una sola red, hace que la localizacio´n de los objetos
sea ma´s ra´pida que los me´todos Fast-RCNN y Faster-RCNN.
La precisio´n de la deteccio´n de los objetos es menor en com-
paracio´n con los me´todos Fast-RCNN y Faster-RCNN.
da con ventanas deslizantes usando un me´todo conocido como
Bu´squeda Eficiente en Subventanas (ESS, del ingle´s Efficient
Subwindow Search). ESS es un algoritmo de ramificacio´n y po-
da que permite maximizar eficientemente un conjunto de fun-
ciones de clasificacio´n aplicadas sobre todos los posibles sub-
conjuntos de ima´genes en una regio´n dada. Esta estrategia con-
verge a un o´ptimo global siempre y cuando se pueda definir
para la funcio´n de clasificacio´n, una funcio´n que acote el valor
ma´ximo para un conjunto de regiones.
2.2. Estrategias Basadas en Conjuntos de Regiones Candida-
tas
A pesar de las mejoras en la bu´squeda de regiones basadas
en ventana deslizante, es necesario analizar un gran nu´mero de
regiones, incrementadas por la necesidad de analizar mu´ltiples
escalas y considerar diferentes relaciones de aspecto en los ta-
man˜os de los objetos a localizar. Adicionalmente, utilizar clasi-
ficadores ma´s complejos, que permiten mejorar la calidad de las
detecciones, incrementa el tiempo requerido para analizar cada
regio´n de la imagen. En este escenario, surgen los me´todos de
propuesta de regiones candidatas, especializados en generar de
forma ra´pida y eficiente un conjunto de regiones que tienen ma-
yor probabilidad de contener objetos, bajo la hipo´tesis de que
todos los objetos de intere´s en las ima´genes comparten carac-
terı´sticas comunes que los diferencian del fondo de las mismas,
ver Figura 2b. Estos me´todos generan un conjunto de venta-
nas candidatas mucho menor al conjunto generado usando ven-
tanas deslizantes. Generalmente, se utilizan clasificadores ma´s
complejos, en comparacio´n con los que se usan con ventanas
deslizantes, mejorando los tiempos de ejecucio´n sin afectar la
precisio´n en la deteccio´n (Hosang et al., 2016). A continuacio´n
presentamos algunos de los principales me´todos que se utilizan
para generar el conjunto de regiones candidatas.
Objectness. Alexe et al. (2010) presentan este me´todo, que
es uno de los pioneros en la generacio´n de regiones candidatas.
Objectness genera una me´trica que permite determinar si una
regio´n en una imagen contiene o no un objeto, el cual puede
pertenecer a cualquier clase. Para ello se identifica un conjunto
inicial de regiones empleando una medida de la prominencia de
los objetos (salency) en la ventana analizada. Posteriormente,
a cada ventana se le asigna un puntaje, empleando una medida
para cuantificar una serie de condiciones que indican la presen-
cia de un objeto. Dichas condiciones incluyen el ana´lisis dentro
de una regio´n de: (i) el contraste de la informacio´n de color, (ii)
la concentracio´n de la informacio´n de bordes, (iii) el nu´mero de
superpı´xeles (i.e. pequen˜as regiones en una imagen que poseen
un color o textura similar) contenidos completamente en dicha
regio´n.
Selective Search. Uijlings et al. (2013) proponen un me´to-
do donde se agrupan superpı´xeles para generar el conjunto de
regiones candidatas, empleando medidas de similitud para de-
terminar que´ superpı´xeles combinar. Los superpı´xeles del con-
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junto inicial se identifican aplicando un algoritmo de segmenta-
cio´n basado en grafos (Felzenszwalb and Huttenlocher, 2004).
En particular, para combinar los superpı´xeles se consideran
cuatro medidas de similitud basadas en: (i) informacio´n de co-
lor, (ii) informacio´n de textura empleando una versio´n ra´pida
del descriptor SIFT, (iii) taman˜o de las regiones dando prio-
ridad a la combinacio´n temprana de pequen˜as regiones, y (iv)
forma de las regiones, para determinar si una regio´n esta´ con-
tenida en otra y combinarlas con el fin de evitar huecos en las
regiones identificadas.
Edge Boxes. Zitnick and Dollar (2014) desarrollan un
me´todo que inicia la bu´squeda de regiones candidatas siguien-
do una estrategia de ventana deslizante, en la cual se evalu´a una
funcio´n de puntaje basada en la informacio´n de los bordes. Esta
funcio´n calcula la diferencia entre el nu´mero de bordes com-
pletamente contenidos en la regio´n analizada y el nu´mero de
bordes que atraviesan el borde de dicha regio´n. Los bordes se
obtienen empleando el me´todo de deteccio´n de bordes estructu-
rado (Dollar and Zitnick, 2013). El taman˜o de la ventana desli-
zante se determina usando un para´metro α, que corresponde a la
Interseccio´n sobre la Unio´n (IoU, del ingle´s Intersection-over-
Union) de las regiones vecinas. Una vez realizada la bu´squeda
de objetos, se refinan todas las regiones identificadas para me-
jorar su ubicacio´n. Primero, se ordenan las regiones usando los
valores obtenidos con una funcio´n de puntaje, y luego se eli-
minan las regiones cuyo IoU es mayor que un umbral, β, en
comparacio´n con la regio´n con un valor de puntaje mayor (su-
presio´n de valores no ma´ximos).
2.3. Estrategias Basadas en Aprendizaje Profundo
Los descriptores de caracterı´sticas visuales tradicionales co-
mo HOG y Haar, utilizados en los me´todos mencionados ante-
riormente, tienen limitaciones para describir y representar las
caracterı´sticas de las ima´genes naturales (Deng and Yu, 2014).
Sin embargo, los me´todos de aprendizaje profundo (deep lear-
ning) aprenden directamente de los datos (i.e pı´xeles en las
ima´genes) considerando diferentes niveles de abstraccio´n (ver
Figura 2c). En particular, las Redes Neuronales Convoluciona-
les (CNN, del ingle´s Convolutional Neural Network) son un ti-
po de red de aprendizaje profundo especializada en el ana´lisis
de ima´genes, la cual ha mostrado un buen rendimiento en pro-
blemas de reconocimiento, deteccio´n y segmentacio´n de obje-
tos (Krizhevsky et al., 2012; He et al., 2016; Szegedy et al.,
2017). Cuantas ma´s capas de profundidad tenga la red neuro-
nal, mejor sera´ la posibilidad de aprender estructuras ma´s com-
plejas en las ima´genes. Esta abstraccio´n jera´rquica se alcanza
con el apilamiento de capas de funcionamiento sencillo (Lecun
et al., 2015), donde las capas iniciales ayudan a identificar ca-
racterı´sticas de bajo nivel, como esquinas y bordes, mientras
que las capas finales contienen detalles ma´s significativos de
los datos, como un patro´n especı´fico de forma o textura con-
formado por caracterı´sticas de bajo nivel (Deng, 2014). De for-
ma similar a los sistemas de clasificacio´n tradicional, las carac-
terı´sticas se calculan usando un conjunto de filtros de convo-
lucio´n presentes en las capas de la red, y se refinan durante su
entrenamiento, permitiendo predecir una clase para una imagen
dada. El uso de estrategias basadas en aprendizaje profundo se
ha incrementado desde 2012 al igual que el desarrollo de arqui-
tecturas ma´s sofisticadas (Simonyan and Zisserman, 2014; He
et al., 2016). A continuacio´n presentamos las estrategias basa-
das en aprendizaje profundo ma´s usadas para la localizacio´n de
objetos.
RCNN. Girshick et al. (2013) proponen un me´todo de lo-
calizacio´n y deteccio´n de objetos en ima´genes, usando carac-
terı´sticas enriquecidas obtenidas con CNNs. El me´todo pro-
puesto genera inicialmente un conjunto de regiones candidatas
con el me´todo Selective Search. Posteriormente, cada regio´n se
redimensiona a un taman˜o fijo para entrenar una CNN con la ar-
quitectura Alexnet (Krizhevsky et al., 2012). Alexnet extrae las
caracterı´sticas correspondientes a cada una de las regiones can-
didatas las cuales se clasifican para determinar si contienen o´ no
un objeto de intere´s. La localizacio´n de las regiones que contie-
nen objetos se refina usando un modelo de regresio´n lineal que
ajusta las coordenadas del a´rea rectangular identificada. Este
me´todo tiene altos valores de precisio´n. Sin embargo, para su
ejecucio´n se analizan al menos 2000 regiones candidatas por
imagen teniendo un alto coste computacional.
Fast-RCNN. Girshick (2015) desarrollan un me´todo para
crear una versio´n de RCNN ma´s ra´pida y eficiente. El ana´li-
sis de las regiones candidatas no se hace de forma individual,
en su lugar, se comparten los ca´lculos realizados para todo el
conjunto de regiones candidatas. De esta forma, en vez de usar
el clasificador para detectar objetos en cada una de las 2000
regiones candidatas consideradas por imagen, se determina la
presencia de objetos en todas las regiones en una sola iteracio´n
empleando una te´cnica conocida como Conjunto de Regiones
de Intere´s (Region of Interest Pooling). Esta te´cnica comparte
los ca´lculos realizados para cada subregio´n en la imagen anali-
zada, haciendo posible analizar una imagen con una sola itera-
cio´n en lugar de mu´ltiples iteraciones. Las caracterı´sticas para
cada una de las regiones se obtienen del correspondiente mapa
de caracterı´sticas.
En Fast-RCNN, la red CNN y la regresio´n de las regiones
candidatas se entrenan conjuntamente como un solo modelo de
red. Mientras que en RCNN se obtienen tres modelos que se
entrenan de forma independiente (i.e. CNN para la extraccio´n
de caracterı´sticas, SVM para determinar si las regiones contie-
nen o no objetos de intere´s, y un modelo de regresio´n lineal
para refinar la localizacio´n de las regiones que contienen obje-
tos). Adicionalmente, en Fast-RCNN, el clasificador de regio-
nes entrenado con el algoritmo SVM se reemplaza por una capa
adicional en la red CNN que emplea una funcio´n exponencial
normalizada o softmax para la clasificacio´n. Paralelamente a la
capa softmax se emplea una capa encargada de realizar la re-
gresio´n lineal de las coordenadas de las regiones y generar la
localizacio´n final. En resumen, Fast-RCNN se compone de una
sola red y, para cada objeto identificado, permite obtener la ubi-
cacio´n de la regio´n rectangular circunscrita que lo contiene.
Faster-RCNN. Los me´todos RCNN y Fast-RCNN depen-
den de me´todos externos como Selective Search para generar
el conjunto de regiones candidatas inicial a analizar por ima-
gen. Este proceso constituye un cuello de botella que afecta el
tiempo requerido para la deteccio´n de los objetos. Por este mo-
tivo, Ren et al. (2015) proponen el me´todo Faster-RCNN, con
el objetivo de hacer ma´s eficiente y ra´pido el proceso de genera-
cio´n de regiones candidatas. Para ello desarrollan un sistema de
propuesta de regiones candidatas (RPN, en ingle´s Region Pro-
posal System) a partir del mapa de caracterı´sticas generado por
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la red convolucional durante la primera iteracio´n de la detec-
cio´n de objetos. El uso de este sistema evita realizar ca´lculos
adicionales al usar me´todos de generacio´n de regiones candi-
datas. Para manejar las variaciones en aspecto y escala de los
objetos, Faster-RCNN introduce la idea de regiones de taman˜o
prefijado. En cada ubicacio´n se emplean 3 diferentes regiones
de taman˜o prefijado para las escalas 128 × 128, 256 × 256 y
512 × 512 pı´xeles. De forma similar, se consideran las diferen-
cias de taman˜o en el aspecto de los objetos mediante 3 relacio-
nes de aspecto 1 : 1, 2 : 1 y 1 : 2. Ası´, por cada ubicacio´n
se tienen 9 regiones en las cuales RPN predice la probabilidad
de que contengan un objeto o fondo. Cada regio´n se refina me-
diante regresio´n lineal. RPN da como resultado un conjunto de
regiones candidatas y la probabilidad de que contengan un ob-
jeto de intere´s.
YOLO. Redmon et al. (2015) crean un me´todo para la de-
teccio´n de objetos empleando CNNs en tiempo real. YOLO (del
ingle´s You Only Look Once) no emplea regiones candidatas pa-
ra detectar los objetos. En su lugar, utiliza una u´nica CNN para
realizar la localizacio´n de los objetos con regiones rectangula-
res circunscritas y su posterior clasificacio´n. La localizacio´n de
los objetos se aborda como un problema de regresio´n simple,
donde para cada imagen de entrada, se aprenden las probabili-
dades de que contenga una clase con su respectiva ubicacio´n,
representada como coordenadas de una regio´n rectangular. La
imagen se divide en una cuadrı´cula de taman˜o fijo, de M × M
pı´xeles, y para cada cuadrı´cula se predicen un conjunto de re-
giones y la probabilidad de que contengan un objeto determi-
nado o no. Dicho valor de probabilidad refleja la precisio´n de
la localizacio´n de una regio´n que contiene un objeto. Durante
la localizacio´n de objetos, la CNN so´lo requiere ejecutarse una
vez por imagen, haciendo que este proceso se realice en tiempo
real. A diferencia de los me´todos mencionados anteriormente,
como RCNN, YOLO analiza la imagen en una u´nica iteracio´n
empleando informacio´n de contexto que evita la identificacio´n
de regiones con falsos positivos.
SSD. Liu et al. (2016) proponen el me´todo conocido como
SSD (del ingle´s Single Shot Detector), para la deteccio´n de ob-
jetos teniendo un balance entre la precisio´n de los resultados y
el tiempo requerido para obtenerlos. Para ello, a partir de una
imagen, se genera un mapa de caracterı´sticas con una CNN em-
pleando una iteracio´n. Posteriormente, se predicen las regiones
rectangulares y la probabilidad de que contengan objetos, utili-
zando un kernel de convolucio´n de taman˜o 3×3 pı´xeles sobre el
mapa de caracterı´sticas obtenido. De manera similar al me´todo
de Faster-RCNN, SSD emplea diferentes taman˜os predefinidos
para escalas con diferentes taman˜os de aspecto. Dado que cada
capa en la red convolucional realiza ca´lculos a diferentes es-
calas, la red puede predecir regiones rectangulares y detectar
objetos en diferentes escalas.
Mask-RCNN. He et al. (2017) presentan un me´todo que ex-
tiende Faster-RCNN para segmentar los objetos en las ima´ge-
nes en lugar de solo identificar las regiones rectangulares que
los contienen. Mask-RCNN predice la localizacio´n exacta de
cada uno de los pı´xeles en las ima´genes que corresponden a ob-
jetos empleando una ma´scara binaria. La ma´scara corresponde
a una CNN totalmente conectada que a partir de mapas de ca-
racterı´sticas obtenidos con una CNN, genera una matriz binaria,
en la que el valor 1 indica que dicho pı´xel pertenece a un objeto.
Para mejorar la precisio´n, los autores emplean una estrategia de
refinamiento de las posiciones de las regiones identificadas.
3. Software y Conjuntos de Datos
La Tabla 2 presenta algunas de las implementaciones de
software libre ma´s populares de los me´todos de deteccio´n de
regiones descritos anteriormente. Para cada implementacio´n se
indican los autores, el lenguaje de programacio´n utilizado, ası´
como la URL donde esta´ disponible. Adema´s, la Tabla 3 mues-
tra los conjuntos de datos ma´s utilizados en la literatura refe-
rente a este a´mbito de estudio.
4. Aplicaciones
El desarrollo de sistemas automa´ticos que apoyen diferen-
tes tareas es uno de los grandes retos de la computacio´n. En
este contexto esta´n los sistemas de deteccio´n de obsta´culos
en vehı´culos auto´nomos tales como peatones, ciclistas u otros
vehı´culos, los sistemas de apoyo al diagno´stico de enfermeda-
des o los sistemas de inspeccio´n de calidad, entre otros. A con-
tinuacio´n presentamos algunas aplicaciones que hacen uso de
los me´todos revisados en la Seccio´n 2 para localizar objetos en
ima´genes.
4.1. Vehı´culos Auto´nomos
Se espera que en el futuro los vehı´culos auto´nomos contri-
buyan a incrementar la seguridad en las carreteras y ası´ dismi-
nuir el nu´mero de accidentes de tra´fico. Es posible que tambie´n
ayuden a reducir las congestiones de tra´fico y la contaminacio´n
en las ciudades, al mejorar la eficiencia en la conduccio´n y el
uso del combustible. Por todo ello, el desarrollo de tecnologı´as
para vehı´culos auto´nomos es cada vez ma´s importante en la in-
dustria automotriz. Sin embargo, estas tecnologı´as au´n deben
ser perfeccionadas. Las ciudades y autopistas son entornos muy
dina´micos e impredecibles, donde actu´an mu´ltiples actores, co-
mo peatones, animales u otros vehı´culos. En este sentido, es
necesario proveer sistemas robustos a los vehı´culos auto´nomos
que permitan detectar correctamente objetos en tiempo real, pa-
ra analizar su entorno y actuar en consecuencia.
4.1.1. Deteccio´n de Peatones
La deteccio´n de peatones es uno de los problemas ma´s
desafiantes e importantes en el desarrollo de vehı´culos auto´no-
mos, donde se deben considerar diferentes posiciones y vesti-
mentas de los peatones, ası´ como los problemas producidos por
posibles oclusiones, iluminacio´n y fondos variables. La detec-
cio´n de peatones es un problema abierto en visio´n por compu-
tador, con aplicaciones en vehı´culos auto´nomos, vigilancia y
robo´tica.
Los primeros me´todos desarrollados para abordar este pro-
blema fueron VJ y HOG+SVM. Desde entonces, el uso de cla-
sificadores entrenados con el algoritmo de AdaBoost ha sido
clave para la deteccio´n de peatones. En particular, ICF (Dolla´r
et al., 2009), que se basa en VJ, es uno de los me´todos cla´si-
cos ma´s utilizados para la deteccio´n de peatones. Este detector
emplea clasificadores entrenados con AdaBoost y un conjunto
de caracterı´sticas jera´rquicas obtenidas para los distintos cana-
les de la imagen (e.g. en el espacio de color YUV, el descriptor
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Tabla 2: Informacio´n sobre implementaciones de software libre de me´todos de localizacio´n de objetos.
Me´todo Autores Lenguaje de programacio´n URL
VJ Colaboradores en el desarrollo de OpenCV Python, C++ / Librerı´a OpenCV https://docs.opencv.org/2.4/modules/objdetect/
doc/cascade_classification.html
HOG+SVM Colaboradores en el desarrollo de scikit-image Python / Toolbox scikit-image http://scikit-image.org/docs/dev/auto_examples/
features_detection/plot_hog.html
DPM Ross Girshick Matlab https://github.com/rbgirshick/voc-dpm
ESS Christoph Lampert C++ https://github.com/npinto/ESS
Objectness Bogdan Alexe, Thomas Deselaers, Vittorio Ferrari Matlab http://groups.inf.ed.ac.uk/calvin/objectness
Selective Search J.R.R. Uijlings, K.E.A. van de Sande, T. Gevers, A.W.M. Smeul-
ders
Matlab https://www.koen.me/research/selectivesearch
Edge Boxes Piotr Dollar Matlab https://github.com/pdollar/edges
RCNN Ross Girshick, Jeff Donahue, Trevor Darrell and Jitendra Malik Matlab / Framework caffe https://github.com/rbgirshick/rcnn
Fast-RCNN Ross Girshick Python / Framework caffe https://github.com/rbgirshick/fast-rcnn
Faster-RCNN Shaoqing Ren, Kaiming He, Ross Girshick, Jian Sun Matlab / Framework caffe https://github.com/ShaoqingRen/faster_rcnn
Mask-RCNN Divisio´n de Investigacio´n Facebook AI Python / Framework caffe https://github.com/facebookresearch/Detectron
YOLO Joseph Redmon, Santosh Divvala, Ross Girshick, Ali Farhadi Librerı´a OpenCV / CUDA https://github.com/pjreddie/darknet/wiki/YOLO:
-Real-Time-Object-Detection
SSD Wei Liu, Dragomir Anguelov, Dumitru Erhan, Christian Sze-
gedy, Scott Reed, Cheng-Yang Fu, Alexander C. Berg.
Python / Framework caffe https://github.com/weiliu89/caffe/tree/ssd
Tabla 3: Informacio´n sobre conjuntos de datos disponibles para me´todos de localizacio´n de objetos.
Conjunto de datos Clase de Objetos URL
CMU/MIT Rostros http://vasc.ri.cmu.edu/idb/images/face/frontal_images/images.tar
INRIA Personas http://pascal.inrialpes.fr/data/human/INRIAPerson.tar
UIUC Autos http://l2r.cs.uiuc.edu/~cogcomp/Data/Car/CarData.tar.gz
PASCAL VOC 20 clases de objetos de contexto general, en las categorı´as: personas,
vehı´culos, animales y objetos de interiores
http://host.robots.ox.ac.uk/pascal/VOC/index.html
MS COCO 80 clases de objetos de contexto general con bordes definidos (i.e.
vehı´culos) y 91 clases de objetos sin bordes bien definidos (i.e. ce´sped)
http://cocodataset.org
HOG), que han sido calculadas eficientemente mediante el uso
de ima´genes integrales.
Recientemente, dado el e´xito de las estrategias de apren-
dizaje profundo como RCNN para la deteccio´n de objetos en
general, se han desarrollado una serie de me´todos que realizan
el procesamiento en dos etapas. Inicialmente, se detectan re-
giones candidatas, y a continuacio´n se utilizan CNNs para la
extraccio´n de caracterı´sticas y la deteccio´n de los peatones. Los
me´todos SA-FastRCNN (Li et al., 2018) y MS-CNN (Cai et al.,
2016) abordan el problema de deteccio´n de peatones en dife-
rentes escalas usando redes multi-escala que se integran, res-
pectivamente, en los me´todos Fast-RCNN y Faster-RCNN. El
me´todo RPN-BF (Zhang et al., 2016) muestra que la red para
la identificacio´n de regiones candidatas RPN de Faster-RCNN
funciona bien como detector de peatones. Sin embargo, el cla-
sificador empleado en Faster-RCNN no obtiene resultados o´pti-
mos dado que no identifica correctamente peatones en una esca-
la pequen˜a. Por este motivo, RPN-BF emplea mapas de carac-
terı´sticas con mayor resolucio´n y reemplaza el clasificador por
un conjunto de clasificadores potenciados, en este caso, bos-
ted forest. F-DNN (Du et al., 2017) usa una modificacio´n de
Faster-RCNN, en la cual emplea como generador de regiones
candidatas el me´todo SSD y como clasificador una combina-
cio´n en paralelo de mu´ltiples clasificadores de aprendizaje pro-
fundo, entre los que se encuentran RestNet50 (He et al., 2016)
y GoogleNet (Szegedy et al., 2017).
SDS-RCNN (Brazil et al., 2017) emplea RPN para generar
un conjunto de regiones iniciales que se refinan empleando una
red de clasificacio´n binaria. SDS-RCNN integra una capa a la
CNN que codifica los resultados de una segmentacio´n sema´nti-
ca con el fin de mejorar la identificacio´n de regiones con peato-
nes. Finalmente, PCN (Wang et al., 2018) emplea informacio´n
de las partes del cuerpo de los peatones e informacio´n de con-
texto para su deteccio´n. En particular, este me´todo usa una CNN
que consta de dos partes: la primera, modela las partes del cuer-
po empleando un mo´dulo de memoria a corto plazo (LSTM,
del ingle´s Long Short-Term Memory) para integrar informacio´n
sema´ntica; y la segunda, considera mu´ltiples escalas para inte-
grar informacio´n de contexto.
En la primera fila de la Figura 3 se muestra la identificacio´n
de peatones empleando el me´todo Mask-RCNN.
4.1.2. Deteccio´n de Obsta´culos
Los obsta´culos en la vı´a pueden provocar accidentes de
tra´fico y por tanto, tienen un impacto en la seguridad de los
conductores, ası´ como en el tra´fico de vehı´culos. Es fundamen-
tal el desarrollo de sistemas que permitan, en tiempo real, la
correcta deteccio´n de obsta´culos, tanto esta´ticos como en mo-
vimiento, en las vı´as ası´ como en las aceras (e.g. sen˜ales de
construccio´n, animales, nin˜os). Sin embargo, la presencia de
sombras, entornos cambiantes y objetos en movimiento, como
son los vehı´culos adelantando, dificultan esta tarea. Existen va-
rias propuestas que emplean sensores especializados, como Li-
dar (del ingle´s, LIght Detection And Ranging), que tienen como
objetivo la conduccio´n totalmente auto´noma. No obstante, de-
bido al alto coste de estos sistemas y la mejora en la deteccio´n
de objetos mediante visio´n computacional, en la actualidad se
han desarrollado ma´s sistemas para la deteccio´n de objetos en
vehı´culos automa´ticos mediante el ana´lisis de ima´genes basa-
dos en estrategias de ventana deslizante (Shah et al., 2018; Yi
et al., 2018; Sepu´lveda et al., 2017) y de aprendizaje profundo
(Garnett et al., 2017; Levi et al., 2015a).
Shah et al. (2018) proponen una estrategia para la detec-
cio´n de obsta´culos en la vı´a que utiliza una ca´mara de vı´deo
fijada al vehı´culo. El sistema se basa en VJ y emplea una se-
rie de clasificadores en cascada para detectar los obsta´culos en
cada fotograma del vı´deo. Por otra parte, Yi et al. (2018) usan
inicialmente el algoritmo MSER (Donoser and Bischof, 2006)
para identificar un conjunto inicial de regiones con obsta´culos
Chaves et al. / Revista Iberoamericana de Automática e Informática Industrial 15 (2018) 231-242 237
en ima´genes adquiridas con una ca´mara monocular. Estas re-
giones se analizan mediante un conjunto de clasificadores en
cascada para detectar la presencia o no de obsta´culos. Siguien-
do otro enfoque, Garnett et al. (2017) proponen un sistema ba-
sado en SSD con el fin de detectar obsta´culos esta´ticos y en
movimiento. Consideraron como obsta´culos los objetos verti-
cales con taman˜o mayor al bordillo de una acera. Se modifica
la red StixelNet (Levi et al., 2015b), que analiza columnas en
la imagen, para considerar dos casos especı´ficos: (i) obsta´culo
cercanos que se encuentra ocluidos parcialmente. (ii) regiones
que no contienen ningu´n tipo de obsta´culo. Posteriormente, se
aplica SSD para detectar cuatro categorı´as de objetos: bicicle-
tas, vehı´culos, peatones y fondo.
En la segunda y tercera fila de la Figura 3 se ilustra la iden-
tificacio´n de diferentes obsta´culos con el me´todo Mask-RCNN.
4.1.3. Deteccio´n de Vehı´culos en Ima´genes A´reas de Drones
y Avionetas
Los vehı´culos ae´reos no tripulados (UAV, del ingle´s Un-
manned Aerial Vehicles) como los drones y avionetas, tienen
un gran potencial para el transporte o la vigilancia. Los UAV
son porta´tiles, de bajo coste y taman˜o, permitiendo recolectar
datos de forma ra´pida sobre el tra´fico incluso en a´reas de difı´cil
acceso geogra´fico. El ana´lisis de los datos obtenidos permiten
mejorar el tra´fico, ası´ como el monitoreo de emergencia en las
vı´as, que son fundamentales para el desarrollo de sistemas inte-
ligentes de transporte. En particular, uno de los retos en los sis-
temas de monitoreo de tra´fico basados en UAV, es la deteccio´n
de vehı´culos, debido a: las condiciones de iluminacio´n varia-
ble, los movimientos en el fondo causados por el movimiento
del UAV y las distintas condiciones de tra´fico con alta o baja
congestio´n. En la literatura existen varios me´todos basados en
estrategias de ventana deslizante (Xu et al., 2017b, 2016) ası´
como aprendizaje profundo (Zhong et al., 2017; Ammour et al.,
2017; Tang et al., 2017; Xu et al., 2017a; Lee et al., 2017; Coif-
man et al., 2006).
Xu et al. (2017b) adaptan el me´todo de VJ para identifi-
car vehı´culos en ima´genes ae´reas obtenidas con drones del tipo
quadcopter. Dado que VJ es sensible a las rotaciones de los ob-
jetos, no identifica correctamente los vehı´culos en las ima´genes
de UAV bajo rotaciones. Para conseguir invarianza a la rotacio´n,
se realiza un preprocesamiento para corregir la orientacio´n de
las ima´genes, en el cual se mide la orientacio´n de las avenidas
empleando un detector de segmentos, con base en dicha orienta-
cio´n se alinean horizontalmente los vehı´culos y vı´as. Posterior-
mente, se emplea el me´todo de VJ para detectar los vehı´culos.
Adicionalmente, Xu et al. (2016) proponen una estrategia que
combina VJ y HOG+SVM, mejorando el tiempo de ana´lisis de
vehı´culos en vı´deos obtenidos con quadcopter. Inicialmente, se
alinea cada fotograma del vı´deo y a continuacio´n se selecciona
una estrategia (VJ o HOG+SVM) para detectar los vehı´culos.
La seleccio´n se realiza en funcio´n del tiempo empleado por ca-
da estrategia para analizar un fotograma y el nu´mero de vehı´cu-
los detectados. Por otra parte, Ammour et al. (2017) inspirados
por RCNN, emplean el algoritmo de mean-shift para identificar
las regiones candidatas que son posteriormente descritas usan-
do caracterı´sticas de una red pre-entrenada con la arquitectura
VGG16 (Simonyan and Zisserman, 2014). Finalmente, se em-
plea SVM para determinar que´ regiones contienen o no vehı´cu-
los. De forma similar, inspirados por Faster-RCNN, Tang et al.
(2017) proponen el me´todo HRPN, para generar regiones can-
didatas, en el cual se emplean mapas de caracterı´sticas enri-
quecidos con el fin de mejorar la identificacio´n de objetos pe-
quen˜os. Adema´s, como clasificador se utiliza un conjunto de
clasificadores en cascada entrenados con AdaBoost. El me´todo
se evaluo´ con un conjunto de ima´genes a´reas de Munich.
4.2. Diagno´stico Clı´nico Asistido por Computador
El diagno´stico asistido por computador (CAD, del ingle´s
Computer Aided Diagnosis) tiene como fin dar soporte al
diagno´stico realizado por un especialista. Una tarea clave en
este tipo de sistemas es la deteccio´n de lesiones u objetos en
las ima´genes, que es una de las labores que ma´s tiempo y dedi-
cacio´n requiere por parte de los me´dicos especialistas. La tarea
consiste en la localizacio´n e identificacio´n de pequen˜as lesio-
nes o regiones anormales en una imagen, perteneciente a un
o´rgano o tejido, con el fin de determinar si el paciente sufre
de una enfermedad o´ para evaluar la efectividad de un trata-
miento determinado. A diferencia de las estrategias desarrolla-
das para la deteccio´n de objetos en vehı´culos auto´nomos don-
de se analizan ima´genes en entornos naturales, en los sistemas
CAD es necesario considerar las caracterı´sticas de diferentes ti-
pos de ima´genes, adquiridas en condiciones ma´s controladas
y con equipos especializados como por ejemplo: resonancia
magne´tica, tomografı´a axial computarizada, ultrasonido y mi-
croscopı´a (patologı´a), entre otros. Muchos de estos me´todos se
inspiran en estrategias de deteccio´n de objetos con ventana des-
lizante (R˘ı´ha et al., 2013; Tek, 2013; Jung et al., 2013; Dzˇenan
et al., 2014; He et al., 2018), otros en conjuntos de regiones can-
didatas (Cires¸an et al., 2013; Ma et al., 2017), y recientemen-
te, en estrategias de aprendizaje profundo (Jiamin et al., 2017;
Akselrod-Ballin et al., 2016; Kisilev et al., 2016; Sa et al., 2017;
Yang et al., 2017; Heo et al., 2017)
R˘ı´ha et al. (2013) adaptan VJ para detectar el corte trans-
versal de la arteria caro´tida en ima´genes de ultrasonido obte-
nidas en modo B simple y para la descripcio´n de las regiones
emplean las caracterı´sticas de Haar y el coeficiente de Matt-
hews. Adema´s, durante el entrenamiento del detector en cas-
cada se utiliza el algoritmo de AdaBoost con una estrategia
evolutiva. Por otra parte, Sa et al. (2017) comparan el desem-
pen˜o de Faster-RCNN y el me´todo basado en ventana deslizan-
te, HOG+SVM, en la deteccio´n de una regio´n lumbar especı´fica
en ima´genes de Rayos-X. En particular, se aplica Faster-RCNN
con una CNN de arquitectura ZF (Zeiler and Fergus, 2014) pa-
ra la extraccio´n de caracterı´sticas. Los resultados muestran que
Faster-RCNN presenta una mejor precisio´n en la localizacio´n
en comparacio´n con HOG+SVM.
En la primera fila de la Figura 4 se ilustra la identificacio´n
de ve´rtebras en la columna vertebral empleando el me´todo de
Edge Boxes en ima´genes de resonancia magne´tica.
4.3. Inspeccio´n de Calidad
El control de calidad es una de las tareas ma´s importantes
en los procesos de fabricacio´n modernos, que influye en la com-
petitividad de las industrias debido a que cada dı´a se desea au-
mentar la produccio´n manteniendo unos esta´ndares de calidad.
Debemos tener en cuenta el alto coste de la inspeccio´n manual
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(a) Imagen original (b) Localizacio´n manual (c) Localizacio´n con Mask-RCNN
Figura 3: Localizacio´n manual vs los resultados obtenidos con el me´todo Mask-RCNN. (a) Imagen original correspondiente a la identificacio´n de diferentes obsta´cu-
los en vehı´culos autono´mos, tomadas de los conjuntos de datos INRIA y MS COCO. (b) Localizacio´n manual de objetos de intere´s con recta´ngulos amarillos. (c)
Localizacio´n automa´tica de objetos de intere´s usando Mask-RCNN con recta´ngulos y su segmentacio´n.
donde se pueden presentar errores debido a la fatiga visual. Ac-
tualmente, se han desarrollado sistemas de visio´n computacio-
nal que permiten examinar automa´ticamente la apariencia vi-
sual de los productos en las lı´neas de produccio´n. Muchos de
estos sistemas usan estrategias de aprendizaje profundo (Cao
et al., 2018, 2016; Park et al., 2016; Chen et al., 2018; Shi et al.,
2017; Ferguson et al., 2017). Por otra parte, se han desarrollado
sistemas que se enfocan en la monitorizacio´n de las condicio-
nes de las herramientas utilizadas durante la produccio´n, con
el fin de identificar de forma temprana los fallos en el sistema
(Garcı´a-Orda´s et al., 2017; Ferna´ndez-Robles et al., 2017a,b).
Estos sistemas deben ser precisos, robustos y eficientes.
Ferguson et al. (2017) presentan una comparacio´n de cua-
tro estrategias (ventana deslizante, Faster-RCNN, R-FCN (Dai
et al., 2016), SSD) para la deteccio´n de defectos generados du-
rante la fundicio´n de piezas meta´licas que afectan la calidad del
producto final. Esta es una tarea difı´cil debido a la baja ocu-
rrencia de los defectos y la gran variabilidad en la apariencia
de los mismos. La evaluacio´n se realizo´ usando un conjunto de
ima´genes de rayos X, GRIMA (Mery et al., 2015), que permite
un ana´lisis no invasivo de las piezas meta´licas. Las CNNs pa-
ra la extraccio´n de caracterı´sticas de los me´todos Faster-RCNN,
R-FCN, SSD han sido reentrenadas empleando ima´genes de de-
fectos. Los resultados obtenidos indican que Faster-RCNN con
ResNet101 (He et al., 2016) es la ma´s precisa en la localiza-
cio´n de los defectos. Sin embargo, SSD con VGG16 requiere
un menor tiempo de ejecucio´n para analizar las ima´genes.
En la segunda fila de la Figura 4 se ilustran los resultados de
la identificacio´n de placas de corte utilizadas en procesos de fre-
sado con Edge Boxes, mientras que en los artı´culos originales
puede verse la localizacio´n propuesta por los autores median-
te otros me´todos (Garcı´a-Orda´s et al., 2017; Ferna´ndez-Robles
et al., 2017a,b).
4.4. Robo´tica
Una deteccio´n de objetos ra´pida y precisa determina el e´xito
de muchas tareas realizadas por robots, tales como: el recono-
cimiento, el seguimiento y el rescate en diferentes aplicaciones.
En particular, Lee et al. (2015) proponen un sistema basado en
VJ para la deteccio´n de obsta´culos con forma de conos en un
robot mo´vil con ruedas, para decidir la ruta a seguir al despla-
zarse de un punto inicial a otro. Por otra parte, Luo et al. (2017)
presentan un me´todo para la localizacio´n de otros robots de uno
de los equipos participantes en el mundial de fu´tbol de robots.
El me´todo propuesto usa una versio´n reducida de YOLO pa-
ra analizar ima´genes en RGB y de profundidad. Los resultados
obtenidos se refinan con una me´trica basada en el taman˜o de los
robots.
En la tercera fila de la Figura 4 se presenta la identificacio´n
con Edge Boxes de robots utilizados por uno de los equipos
durante el mundial de fu´tbol de robots.
5. Discusio´n, Conclusiones y Lı´neas Futuras
En este trabajo hemos realizado una revisio´n sistema´tica de
ma´s de 50 artı´culos sobre la localizacio´n de objetos de forma
automa´tica en ima´genes digitales. En particular, hemos reco-
pilado me´todos ma´s tradicionales basados en el uso de venta-
nas deslizantes y conjuntos de regiones candidatas junto con
me´todos ma´s recientes basados en redes de aprendizaje profun-
do. Adema´s de explicar brevemente las particularidades de cada
me´todo, se han mostrado las ventajas e inconvenientes que e´stos
presentan ante diversidad de usos.
En te´rminos de coste computacional, las estrategias basadas
en ventanas deslizantes son las ma´s costosas ya que realizan una
bu´squeda exhaustiva de objetos emulando ventanas de taman˜o
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(a) Imagen original (b) Localizacio´n manual (c) Localizacio´n con Edge Boxes
Figura 4: Localizacio´n manual vs los resultados obtenidos con el me´todo Edge Boxes. (a) Imagen original correspondiente a las aplicaciones de: deteccio´n de
ve´rtebras en la columna vertebral en la primera fila, imagen del conjunto de datos de Dzˇenan et al. (2014); deteccio´n de plaquitas de corte en la segunda fila, imagen
del conjunto de datos de Ferna´ndez-Robles et al. (2017b); y deteccio´n de robots en la tercera fila, imagen del conjunto de datos de Luo et al. (2017). (b) Localizacio´n
manual de objetos de intere´s con recta´ngulos amarillos. (c) Localizacio´n semiautoma´tica de objetos de intere´s usando Edge Boxes con recta´ngulos rojos. En cada
caso se generaron 2000 regiones candidatas y se muestran las regiones ma´s similares a las regiones identificadas manualmente.
variable que se desplazan sobre la imagen. Le siguen los me´to-
dos que proponen un conjunto de regiones candidatas, ya que
reducen la bu´squeda a regiones que poseen ciertas caracterı´sti-
cas que determinan que la probabilidad de contener un objeto
sea mayor. Por u´ltimo los me´todos de aprendizaje profundo, si
bien necesitan de redes pre-entrenadas, son muy ra´pidos a la
hora de detectar objetos, llegando incluso a poder utilizarse en
tiempo real.
En cuanto a eficiencia y aplicaciones, se ha puesto de mani-
fiesto que los me´todos basados en aprendizaje profundo son los
que normalmente consiguen los mejores resultados en ima´ge-
nes naturales. Asimismo, pueden conseguir altas tasas de acier-
to en otro tipo de ima´genes mediante un ajuste de la red pre-
entrenada. En cambio, los me´todos basados en ventana desli-
zante no tienen estas limitaciones en cuanto a aplicacio´n y lle-
gan a conseguir buenos resultados para cualquier tipo de ob-
jeto, pero a cambio tienen un alto coste computacional. Los
me´todos que proponen regiones candidatas parten de la idea de
que todos los objetos comparten ciertos rasgos similares, por lo
que podrı´an estar limitados a objetos que tengan regiones ca-
racterı´sticas y fallar en objetos ma´s planos y homoge´neos. La
pe´rdida de precisio´n debido a la generalizacio´n de los objetos
se suele ver compensada con el uso de clasificadores ma´s es-
pecı´ficos.
Junto a la descripcio´n de los algoritmos revisados, hemos
publicado un listado de implementaciones de software libre y
de conjuntos de datos para el ana´lisis de me´todos de localiza-
cio´n. Esto permite disponer de una coleccio´n de me´todos que
pueden ser fa´cilmente evaluados en conjuntos de datos de in-
tere´s para la comunidad cientı´fica y la ra´pida comparacio´n de
los mismos con otros me´todos propuestos.
Por otra parte, se han revisado un conjunto de aplicaciones
especialmente u´tiles en el campo de la automa´tica e informa´ti-
ca industrial, como son la localizacio´n de peatones y obsta´culos
para vehı´culos auto´nomos, la localizacio´n de objetos en ima´ge-
nes ae´reas tomadas desde drones y avionetas, la localizacio´n de
objetos que pueden corresponder con o´rganos o alguna de sus
partes, ayudando al diagno´stico clı´nico asistido por computador
y la localizacio´n de objetos que permitan tanto la inspeccio´n de
calidad mediante control visual como la localizacio´n de piezas
y objetos en robo´tica. Los me´todos tı´picamente empleados para
cada aplicacio´n han sido citados y los artı´culos ma´s relevantes
en la tema´tica han sido comentados.
Creemos que la informacio´n aquı´ presentada, que engloba
las principales te´cnicas, software y conjuntos de datos existen-
tes, y sus aplicaciones a diferentes contextos, puede resultar de
gran utilidad para investigadores que quieran explorar este a´rea
de conocimiento.
En cuanto a lı´neas futuras, aunque recientemente los me´to-
dos de deteccio´n de objetos basados en redes de aprendizaje
profundo hayan conseguido grandes logros en este campo de
investigacio´n, hay au´n varios retos muy interesantes que nece-
sitan ser abordados pro´ximamente. Consideramos que hay cua-
tro lı´neas en las que se debe realizar un esfuerzo en el futuro.
La primera serı´a el entrenamiento de detectores de objetos con
anotacio´n manual limitada. La mayorı´a de los me´todos nece-
sitan gran cantidad de datos anotados por seres humanos para
su entrenamiento. La tarea de anotar es costosa, tediosa, consu-
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me mucho tiempo y adema´s se requiere cierto conocimiento del
problema para poder realizar una anotacio´n de calidad. Dada la
gran diversidad de aplicaciones y casos particulares existentes,
la cantidad de datos a anotar es realmente elevada. Es por ello,
que un reto futuro puede consistir en el desarrollo de me´todos
que no sean completamente supervisados o que no requieran de
una gran cantidad de ima´genes anotadas. La segunda lı´nea co-
rresponderı´a a la deteccio´n de categorı´as de objetos que no se
han presentado como ejemplos en el entrenamiento. Esta lı´nea
esta´ en cierto modo relacionada con la anterior. Como es cos-
toso disponer de un alto nu´mero de ima´genes anotadas, es ne-
cesario crear me´todos que aprendan de conjuntos de ima´genes
que contengan caracterı´sticas comunes de objetos no entrena-
dos. El tercer reto futuro estarı´a en la mejora de la localizacio´n
de objetos que pertenecen a categorı´as con pocos datos o da-
tos ruidosos. Aunque los avances hayan sido importantes, au´n
hay cabida a realizar mejoras en este aspecto. Y, finalmente, la
interpretacio´n visual de alto nivel en base a la deteccio´n. La
deteccio´n puede proporcionar informacio´n relevante para inter-
pretar las escenas en base a la posicio´n relativa de los objetos
en una imagen y ası´ formar frases que describan el contenido
de una imagen. La conexio´n entre el entorno visual y el en-
torno lingu¨ı´stico es una tendencia en investigacio´n debido a sus
mu´ltiples aplicaciones pra´cticas.
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