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DIFFUSION APPROXIMATION FOR FULLY COUPLED
STOCHASTIC DYNAMICAL SYSTEMS
MICHAEL RO¨CKNER AND LONGJIE XIE
Abstract. We consider a Poisson equation in Rd for the elliptic operator corre-
sponding to an ergodic diffusion process. Optimal regularity and smoothness with
respect to the parameter are obtained under mild conditions on the coefficients.
The result is then applied to establish a general diffusion approximation for fully
coupled multi-time-scales stochastic differential equations with only Ho¨lder con-
tinuous coefficients. Four different limit equations as well as rates of convergence
are obtained. Moreover, the convergence is shown to rely only on the regularities
of the coefficients with respect to the slow variable, and does not depend on their
regularities with respect to the fast component.
AMS 2010 Mathematics Subject Classification: 60H10, 60J60, 35B30.
Keywords and Phrases: Poisson equation; multi scale system; averaging prin-
ciple; diffusion approximation; homogenization.
1. Introduction
1.1. Poisson equation in the whole space. The first topic of this paper is to
study the following Poisson equation in Rd1 (d1 > 1):
L0(x, y)u(x, y) = f(x, y), x ∈ R
d1 , (1.1)
where y ∈ Rd2 (d2 > 1) is a parameter, and
L0 := L0(x, y) :=
d1∑
i,j=1
aij(x, y)
∂2
∂xi∂xj
+
d1∑
i=1
bi(x, y)
∂
∂xi
. (1.2)
The Poisson equation is one of the well-known equations in mathematical physics.
When the above equation is formulated on a compact set, the corresponding theory
is well known, see e.g. [21] or [16, Chapter 12]. However, equation (1.1) with a
parameter and in the whole space Rd1 has been studied only relatively recently,
and it turns out to be one of the key tools in the theory of stochastic averaging,
homogenization and other limit theorems in probability theory (see e.g. [18, 23,
40, 41]). This understanding was the reason for a series of papers by Pardoux
and Veretennikov [42, 43, 44], where equation (1.1) was first studied and then used
This work is supported by the DFG through CRC 1283, the Alexander-von-Humboldt founda-
tion, NSFC (No. 11701233, 11931004) and NSF of Jiangsu (BK20170226).
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to establish diffusion approximations for slow-fast stochastic differential equations
(SDEs for short), see also [24, 25, 32, 47, 53] for further generalizations.
Since there is no boundary condition in equation (1.1), the solution u turns out to
be defined up to an additive constant, which is quite natural due to L0(x, y)1 ≡ 0.
To fix this constant, it is convenient to make the following “centering” assumption
on the potential term f :∫
Rd1
f(x, y)µy(dx) = 0, ∀y ∈ Rd2 , (1.3)
where µy(dx) is the (unique) invariant measure of an ergodic Markov process Xyt
(see (1.7) below) with a generator L0(·, y) given y. Such kind of assumption is
analogous to the centering in the standard central limit theorem (CLT for short).
We mention that the main problem addressed in [42, 43, 44] concerning equation
(1.1) is the second order regularity of the solution u with respect to x as well as
the parameter y (which is more difficult !), which would suffice for the application
of Itoˆ formula with some diffusions plugged in for both variables, and [42] used
mainly probability arguments while [43, 44] used essentially results from the partial
differential equations (PDEs for short) theory. Later on, the results of [42, 43, 44]
for the Poisson equation (1.1) have also been adopted to study the CLT, moderate
and large derivations (see e.g. [9, 14, 38, 48]), spectral methods, averaging principle
and homogenization for multi-scale systems (see e.g. [1, 7, 47]) as well as numerical
approximation for time-averaging estimators and the invariant measure of SDEs or
stochastic partial differential equations (SPDEs for short) (see e.g. [8, 25, 37, 39]).
One of our objectives in this paper is to further study the Poisson equation (1.1).
We develop a robust method to study the regularities of the solution u, especially
for the smoothness with respect to the parameter y, which leads to simplifications
and extensions of the existing results. The main result in this direction is given by
Theorem 2.1. Our argument is different from all those works mentioned above,
and the assumptions on the coefficients are weaker. In fact, instead of establishing
differentiablity of the corresponding semigroup with respect to the parameter y, we
shall focus on the optimal regularity of the solution u with respect to the x variable.
Then based on a key observation of a transfer formula, we use an induction argument
to show that smoothness of the solution u with respect to the parameter y follows
directly by the optimal a priori estimate with respect to the x variable, which is much
simpler insofar. In addition, our method has at least three more advantages: first
of all, we obtain any order of differentiablity (which is important for the asymptotic
expansion analysis used in [27, 28]) as well as Ho¨lder continuity (which will play
a crucial role below for us to study diffusion approximations) of the solution with
respect to the parameter y under explicit conditions on the coefficients; secondly,
we provide explicit dependence on the norms of the coefficients a, b as well as the
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potential term f involved, which might be useful for numerical analysis and has been
used essentially in [47] to study the rate of convergence in averaging principle for two-
time-scales SDEs; thirdly, our argument can also be adopted to study equation (1.1)
in Sobolev spaces with certain Lp conditions on the coefficients and the potential
term, thus leading to only weak differentiablity of the solution u with respect to the
parameter. Such problem has been posed in [53] and seems difficult to be handled
by the arguments used in the previous publications. For the sake of simplicity, we
do not deal with this setting in the present article and postpone it to further studies.
1.2. Diffusion approximations. The result of Theorem 2.1 will then be used to
study the asymptotic problem for fully coupled multi-scale stochastic dynamical sys-
tems, which is the second topic of this paper. More precisely, consider the following
in-homogeneous multi-time-scales SDE in Rd1+d2 :

dXεt = α
−2
ε b(X
ε
t , Y
ε
t )dt + β
−1
ε c(X
ε
t , Y
ε
t )dt+ α
−1
ε σ(X
ε
t , Y
ε
t )dW
1
t ,
dY εt = F (t, X
ε
t , Y
ε
t )dt+ γ
−1
ε H(t, X
ε
t , Y
ε
t )dt +G(t, X
ε
t , Y
ε
t )dW
2
t ,
Xε0 = x ∈ R
d1 , Y ε0 = y ∈ R
d2 ,
(1.4)
where the small parameters αε, βε, γε ↓ 0 as ε → 0, and without loss of generality,
we may assume α2ε/βε → 0 as ε → 0. Such model has wide applications in many
real world dynamical systems including planetray motion, climate models (see e.g.
[30, 36]), geophysical fluid flows (see e.g. [19]), intracellular biochemical reactions
(see e.g. [5]), etc. We refer the interested readers to the books [31, 45] for a more
comprehensive overview. Note that we are considering (1.4) in the whole space
and not just on compact sets. Moreover, there exist two time-scales in the fast
component Xεt and even the slow motion Y
ε
t has a fast varying term. Usually, the
underlying system (1.4) is difficult to deal with due to the widely separated time-
scales and the cross interactions of slow and fast modes. Hence a simplified equation
which governs the evolution of the system for small ε is highly desirable. We also
mention that the infinitesimal generator corresponding to (Xεt , Y
ε
t ) has the form
Lε := α
−2
ε L0(x, y) + β
−1
ε L3(t, x, y) + γ
−1
ε L2(t, x, y) + L1(t, x, y),
where L0(x, y) is given by (1.2) with a(x, y) := σσ
∗(x, y)/2, and
L3 := L3(x, y) :=
d1∑
i=1
ci(x, y)
∂
∂xi
,
L2 := L2(t, x, y) :=
d2∑
i=1
H i(t, x, y)
∂
∂yi
,
L1 := L1(t, x, y) :=
d2∑
i,j
Gij(t, x, y)
∂2
∂yi∂yj
+
d2∑
i=1
F i(t, x, y)
∂
∂yi
(1.5)
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with G(t, x, y) = GG∗(t, x, y)/2. Thus the asymptotic behavior of SDE (1.4) as
ε → 0 is also closely related to the limit theorem for solutions of second order
parabolic and elliptic equations with singularly perturbed terms, which has its own
interest in the theory of PDEs, see e.g. [23, 41] and [17, Chapter IV].
When c = H ≡ 0, the celebrated theory of averaging principle asserts that the
slow motion Y εt will convergence in distribution as ε → 0 to the solution Y¯t of the
following reduced equation in Rd2 :
dY¯t = F¯ (t, Y¯t)dt+ G¯(t, Y¯t)dW
2
t , Y¯0 = y, (1.6)
where the new averaged coefficients are given by
F¯ (t, y) :=
∫
Rd1
F (t, x, y)µy(dx) and G¯(t, y) :=
√∫
Rd1
G(t, x, y)G(t, x, y)∗µy(dx),
and for each y ∈ Rd2 , µy(dx) is the unique invariant measure for Xyt which satisfies
the frozen equation
dXyt = b(X
y
t , y)dt+ σ(X
y
t , y)dW
1
t , X
y
0 = x ∈ R
d1 . (1.7)
The corresponding results are also known as the averaging principle of functional
law of large numbers (LLN for short) type and have been intensively studied by the
classical time discretisation method, see e.g. [2, 3, 13, 22, 29, 34, 46, 51], see also
[10, 11, 12, 49] for similar results for SPDEs. Generalization to the general case
that αε = βε = γε was first carried out by Papanicolaou, Stroock and Varadhan [40]
for a compact state space for the fast component and time-independent coefficients,
see also [4] for a similar result in terms of PDEs. It was found that the limit
distribution of the slow component will be obtained in terms of the solution of an
auxiliary Poisson equation. Such result can be regarded as an averaging principle of
functional CLT type and is often called diffusion approximation, which is important
for applications in homogenization. Later a non-compact and homogeneous case
with c ≡ 0 and αε = γε was studied in [42, 43, 44] by using the method of martingale
problem and in [28] by the asymptotic expansion approach, see also [45, Chapter 11].
We also mention that for numerical purposes, the existence of the effective system
(1.6) is not enough, and the rate of convergence of the slow variable to its limit
distribution has to be derived. The main motivation comes from the well-known
Heterogeneous Multi-scale Methods used to approximate the slow component Y εt ,
see e.g. [6, 7, 15, 26]. However, getting error bounds is significantly harder than
just showing convergence, and many of the methods commonly employed to show
distributional convergence only possibly yield a convergence rate after serious added
effort. In this direction, there are many works devoted to study the convergence
rate in the averaging principle of LLN type for SDE (1.4) when c = H ≡ 0, see
e.g. [20, 35, 50, 54] and the references therein. As far as we know, there is still no
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result concerning error bounds for the CLT type convergence of system (1.4) in the
general case.
We will study the asymptotic problem for system (1.4) systematically. The main
result is given by Theorem 2.3. It turns out that, depending on the orders how
αε, βε, γε go to zero, we shall have four different regimes of interactions, which lead
to four different asymptotic behaviors of system (1.4) as ε→ 0, i.e.,

lim
ε→0
αε
γε
= 0 and lim
ε→0
α2ε
βεγε
= 0, Regime 1;
lim
ε→0
αε
γε
= 0 and α2ε = βεγε, Regime 2;
αε = γε and lim
ε→0
αε
βε
= 0, Regime 3;
αε = βε = γε, Regime 4.
(1.8)
If αε and α
2
ε go to zero faster than γε and βεγε respectively (Regime 1), we show
that the limit behavior of system (1.4) coincides with SDE (1.6), i.e., the traditional
case corresponding to c = H ≡ 0; if αε goes to zero faster than γε while α
2
ε and
βεγε are of the same order (Regime 2), then the homogenization effect of term c
will occur in the limit dynamics; whereas if αε and γε are of the same order and
αε goes to zero faster than βε (Regime 3), then the homogenization effect of term
H appears; finally, when all the parameters are of the same order (Regime 4), then
homogenization effects of term c and term H will occur together.
We shall handle Regime 1-4 in a robust and unified way. Our method relies only
on the technique of Poisson equation (1.1), and does not involve extra time discreti-
sation procedure (see e.g. [3, 12, 34, 51]), martingale problem (see [38, 40, 42, 43,
44, 48]) nor asymptotic expansion argument (see [27, 28]) and thus is quite simple.
Moreover, the conditions on the coefficients are weaker (only Ho¨lder continuous)
than the known results in the literature, and rates of convergence are obtained as
easy by-products of our argument, which we believe are rather sharp, see Remark
2.4 and Remark 2.5 for more explanations. We also point out that unlike the
above mentioned results, where the second order regularity of the solution to the
Poisson equation with respect to the parameter is commonly needed in the proof, we
only use its Ho¨lder continuity, which also simplifies the arguments used in [47] and
appear intuitively natural, since the second order derivative of the solution to the
Poisson equation with respect to the parameter does not appear in the final limit
equation. Throughout our proof, two new fluctuation estimates of functional LLN
type in Lemma 4.2 and functional CLT type in Lemma 4.4 will play important roles,
which might be used to study other limit theorems and should be of independent
interest.
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The rest of this paper is organized as follows. In Section 2 we provide the as-
sumptions and state our main results. Section 3 is devoted to the study of Possion
equation (1.1) and we prove Theorem 2.1. In Section 4 we prepare two fluctuation
lemmas, and then we give the proof of Theorem 2.3 in Section 5. Throughout our
paper, we use the following convention: C and c with or without subscripts will
denote positive constants, whose values may change in different places, and whose
dependence on parameters can be traced from the calculations.
Notations: To end this section, we introduce some notations. Let N∗ := {1, 2 · · · }.
Given a function space, the subscript b will stand for boundness, while the subscript
p stands for polynomial growth in x. More precisely, for a function f(t, x, y) ∈
L∞p := L
∞
p (R+ × R
d1+d2), we mean there exist constants C,m > 0 such that
|f(t, x, y)| 6 C(1 + |x|m), ∀t > 0, x ∈ Rd1 , y ∈ Rd2 .
For 0 < δ 6 1, the space Cδ,0p := C
δ,0
p (R
d1+d2) consists of all functions which are
local Ho¨lder continuous and have at most polynomial growth in x uniformly with
respect to y, i.e., there exist constants C,m > 0 such that for any x1, x2 ∈ R
d1 ,
|f(x1, y)− f(x2, y)| 6 C
(
|x1 − x2|
δ ∧ 1
)(
1 + |x1|
m + |x2|
m
)
, ∀y ∈ Rd2 .
We also define a quasi-norm for Cδ,0p by
[f ]Cδ,0p := sup
y∈Rd2
sup
|x1|,|x2|61,|x1−x2|61
|f(x1, y)− f(x2, y)|/|x1 − x2|
δ.
For 0 < ϑ < 1, the space Cδ,ϑp := C
δ,ϑ
p (R
d1+d2) consists of all functions that are
δ-local Ho¨lder continuous with polynomial growth in x and ϑ-Ho¨lder continuous in
y, i.e., there exist constants C,m > 0 such that for any x1, x2 ∈ R
d1 and y1, y2 ∈ R
d2 ,
|f(x1, y1)− f(x2, y2)| 6 C
[(
|x1 − x2|
δ ∧ 1
)
+
(
|y1 − y2|
ϑ ∧ 1
)](
1 + |x1|
m + |x2|
m
)
.
Similarly, we define a quasi-norm for Cδ,ϑp by
[f ]Cδ,ϑp := sup
|y1−y2|61
sup
|x1|,|x2|61,|x1−x2|61
|f(x1, y1)− f(x2, y2)|
|x1 − x2|δ + |y1 − y2|ϑ
.
When δ, γ > 1, we use Cδ,ϑp := C
δ,ϑ
p (R
d1+d2) to denote the space of all functions f
satisfying ∂
[δ]
x ∂
[ϑ]
y f ∈ C
δ−[δ],ϑ−[ϑ]
p . Finally, Cγ,δ,ϑp := C
γ,δ,ϑ
p (R+×R
d1+d2) with 0 < γ 6
1 denotes the space of all functions f such that for every fixed t > 0, f(t, ·, ·) ∈ Cδ,ϑp
and for every (x, y) ∈ Rd1+d2 , f(, ·, x, y) ∈ Cγb (R+), where C
γ
b is the usual bounded
Ho¨lder space.
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2. Assumptions and main results
To state our main results, we first introduce some basic assumptions. Throughout
this paper, we shall always assume the following non-degeneracy conditions on the
diffusion coefficients:
(Aσ): the coefficient a = σσ
∗ is non-degenerate in x uniformly with respect to y,
i.e., there exists λ > 1 such that for any y ∈ Rd2 ,
λ−1|ξ|2 6 |a(x, y)ξ|2 6 λ|ξ|2, ∀ξ ∈ Rd1 .
(AG): the coefficient G = GG
∗ is non-degenerate in y uniformly with respect to
(t, x), i.e., there exists λ > 1 such that for any (t, x) ∈ R+ × R
d1 ,
λ−1|ξ|2 6 |G(t, x, y)ξ|2 6 λ|ξ|2, ∀ξ ∈ Rd2 .
Note that the operator L0 in the Poisson equation (1.1) can be viewed as the
infinitesimal generator of the frozen SDE (1.7). We make the following very weak
recurrence assumption on the drift b to ensure the existence of an invariant measure
µy(dx) for Xyt :
(Ab): lim|x|→∞ supy 〈x, b(x, y)〉 = −∞.
Our main result concerning the Poisson equation (1.1) is as follows.
Theorem 2.1. Let (Aσ) and (Ab) hold. Assume that a, b ∈ C
δ,η
b with 0 < δ 6 1
and η > 0. Then for every function f ∈ Cδ,ηp satisfying (1.3), there exists a unique
solution u ∈ C2+δ,ηp to equation (1.1).
Moreover, there exist constants m > 0 and C0 > 0 depending only on d1, d2 and
‖a‖Cδ,0
b
, ‖b‖Cδ,0
b
, [f ]Cδ,0p such that:
(i) (Case η = 0) for any x ∈ Rd1 and y ∈ Rd2,
|u(x, y)|+ |∇xu(x, y)|+ |∇
2
xu(x, y)| 6 C0(1 + |x|
m), (2.1)
and for any x1, x2 ∈ R
d1,
|∇2xu(x1, y)−∇
2
xu(x2, y)| 6 C0
(
|x1 − x2|
δ ∧ 1
)
(1 + |x1|
m + |x2|
m); (2.2)
(ii) (Case η > 0) for any x ∈ Rd1,
‖u(x, ·)‖Cη
b
6 C0Kη(1 + |x|
m), (2.3)
where Kη > 0 is a constant depending only on ‖a‖Cδ,η
b
, ‖b‖Cδ,η
b
and [f ]Cδ,ηp , which is
defined recursively by (2.4) below.
Remark 2.2. (i) Estimates (2.1) and (2.2) reflect the optimal regularity of the
solution u with respect to the x variable, which are natural because we can get the
two derivatives for free by virtue of the elliptic property of the operator. Note that
we allow the potential term f to have polynomial growth in x. Estimate (2.3) means
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that we need both the coefficients and the right hand side f to be differentiable with
respect to the y variable in order to guarantee the same regularity for u with respect
to y, which is also reasonable and optimal since y is only a parameter in the equation.
Note that only Ho¨lder continuity of the coefficients with respect to the x variable is
needed. The key point of our arguments is that we show that the smoothness of the
solution with respect to the parameter y follows directly from its optimal regularity
with respect to the x variable.
(ii) The positive constant Kη in (2.3) can be given explicitly in terms of ‖a‖Cδ,ηb
, ‖b‖Cδ,ηb
and [f ]Cδ,ηp . In fact, let
κη := ‖a‖Cδ,η
b
+ ‖b‖Cδ,η
b
and K0 := 1.
Then when η is an integer, we have
Kη := [f ]Cδ,ηp +
η∑
ℓ=1
Cℓη · κℓ · Kη−ℓ, (2.4)
while for η ∈ (0,∞\ N∗), we have
Kη = ‖f‖Cδ,ηp +
[η]∑
ℓ=1
Cℓ[η] · κℓ · Kη−ℓ +
[η]∑
ℓ=0
C
[η]−ℓ
[η] · κη−ℓ · Kℓ. (2.5)
This will be useful for numerical purposes to approximate the solution of the Poisson
equation with singular coefficients, see e.g. [47].
Now we turn to the multi-time-scales stochastic dynamical system (1.4). As shown
in [40], the limit behavior for the slow component Y εt will be given in terms of the
solution of an auxiliary Poisson equation involving the drift H . Thus, it is necessary
to make the following assumption:
(AH): the drift H is centered, i.e.,∫
Rd1
H(t, x, y)µy(dx) = 0, ∀(t, y) ∈ R+ × R
d2 , (2.6)
where µy(dx) is the invariant measure for SDE (1.7).
Note that the drift c is not involved in the frozen equation (1.7). We need the
following additional condition for c to ensure the non-explosion of the solution Xεt :
for ε > 0 small enough, it holds that
lim
|x|→∞
sup
y
〈x, b(x, y) + εc(x, y)〉 = −∞. (2.7)
Under (2.6) and according to Theorem 2.1, there exists a unique solution Φ(t, x, y)
to the following Poisson equation in Rd1 :
L0(x, y)Φ(t, x, y) = −H(t, x, y), x ∈ R
d1 , (2.8)
8
where (t, y) ∈ R+×R
d2 are regarded as parameters. We introduce the new averaged
drift coefficients by
Fˆ1(t, y) :=
∫
Rd1
F (t, x, y)µy(dx);
Fˆ2(t, y) :=
∫
Rd1
[
F (t, x, y) + c(x, y) · ∇xΦ(t, x, y)
]
µy(dx);
Fˆ3(t, y) :=
∫
Rd1
[
F (t, x, y) +H(t, x, y) · ∇yΦ(t, x, y)
]
µy(dx);
Fˆ4(t, y) :=
∫
Rd1
[
F (t, x, y) + c(x, y) · ∇xΦ(t, x, y) +H(t, x, y) · ∇yΦ(t, x, y)
]
µy(dx),
which correspond to Regime 1-Regime 4 described in (1.8), and the new diffusion
coefficients are given by
Gˆ1(t, y) = Gˆ2(t, y) :=
√∫
Rd1
GG∗(t, x, y)µy(dx);
Gˆ3(t, y) = Gˆ4(t, y) :=
√∫
Rd1
[
GG∗(t, x, y) +H(t, x, y)Φ∗(t, x, y)
]
µy(dx).
Hence, the precise formulation of the limit equation for SDE (1.4) will be of the
following form: for k = 1, · · · , 4,
dYˆ kt = Fˆk(t, Yˆ
k
t )dt+ Gˆk(t, Yˆ
k
t )dW
2
t , Yˆ
k
0 = y. (2.9)
The second main result of this paper is as follows.
Theorem 2.3. Let (Aσ)-(Ab)-(AG)-(AH)-(2.7) hold, T > 0 and δ ∈ (0, 1].
(i) (Regime 1) If b, σ ∈ Cδ,ϑb , F,H,G ∈ C
ϑ/2,δ,ϑ
p with ϑ ∈ (0, 2], c ∈ L∞p , and assume
further that limε→0 α
ϑ
ε/γε = 0, then for every ϕ ∈ C
2+ϑ
b (R
d2), we have
sup
t∈[0,T ]
∣∣∣E[ϕ(Y εt )]− E[ϕ(Yˆ 1t )]∣∣∣ 6 CT (αϑεγε +
α2ε
γ2ε
+
α2ε
βεγε
)
;
(ii) (Regime 2) if b, σ ∈ Cδ,ϑb , F,H,G ∈ C
ϑ/2,δ,ϑ
p and c ∈ Cδ,ϑp with ϑ ∈ (0, 2], and
assume further that limε→0 α
ϑ
ε/γε = 0, then for every ϕ ∈ C
2+ϑ
b (R
d2), we have
sup
t∈[0,T ]
∣∣∣E[ϕ(Y εt )]− E[ϕ(Yˆ 2t )]∣∣∣ 6 CT (αϑεγε +
α2ε
γ2ε
+
α2ε
βε
)
;
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(iii) (Regime 3) if b, σ ∈ Cδ,1+ϑb , F,G ∈ C
ϑ/2,δ,ϑ
p , H ∈ C
(1+ϑ)/2,δ,1+ϑ
p with ϑ ∈ (0, 1]
and c ∈ L∞p , then for every ϕ ∈ C
2+ϑ
b (R
d2), we have
sup
t∈[0,T ]
∣∣∣E[ϕ(Y εt )]− E[ϕ(Yˆ 3t )]∣∣∣ 6 CT (αϑε + αεβε
)
;
(iv) (Regime 4) if b, σ ∈ Cδ,1+ϑb , F,G ∈ C
ϑ/2,δ,ϑ
p , H ∈ C
(1+ϑ)/2,δ,1+ϑ
p and c ∈ Cδ,ϑp with
ϑ ∈ (0, 1], then for every ϕ ∈ C2+ϑb (R
d2), we have
sup
t∈[0,T ]
∣∣∣E[ϕ(Y εt )]− E[ϕ(Yˆ 4t )]∣∣∣ 6 CT αϑε ,
where for k = 1, · · · , 4, Yˆ kt are the unique weak solutions for SDE (2.9), and CT > 0
is a constant independent of δ, ε.
Remark 2.4. Note that in each case, the convergence rates do not depend on the
index δ. This suggests that the convergence in the averaging principle for system
(1.4) relies only on the regularity of the coefficients with respect to the y (slow)
variable, and does not depend on their regularity with respect to the x (fast) variable.
Let us give more explanations on the convergence rates as well as the assumptions
on the coefficients in the above result, which we think are rather sharp.
Remark 2.5. (i) Note that when c = H ≡ 0, we can take γε = βε ≡ 1. In
this particular case, the above result of Regime 1 simplifies to: if b, σ ∈ Cδ,ϑb and
F,G ∈ C
ϑ/2,δ,ϑ
p with ϑ ∈ (0, 2], then for every ϕ ∈ C
2+ϑ
b (R
d2), we have
sup
t∈[0,T ]
∣∣∣E[ϕ(Y εt )]− E[ϕ(Yˆ 1t )]∣∣∣ 6 CT αϑε .
This is known to be optimal when ϑ = 2. In the general case, the rate of conver-
gence will be dominated by the fast term γ−1ε
∫ t
0
H(s,Xεs , Y
ε
s )ds in the slow equation.
Thus, the extra assumption that limε→0 α
ϑ
ε/γε = 0 in Regime 1-2 with only Ho¨lder
coefficients is necessary and will be automatically satisfied when ϑ > 1. It is also
interesting to note that we may have limε→0 αε/βε = +∞ in these two regimes.
(ii) It will be clear from our proof that the convergence rates of Y εt to Yˆ
k
t (k =
1, · · · , 4) depend only on the regularities of the averaged coefficients in the limit
equations. Thus the regularities of the coefficients in the original equation with
respect to the fast variable do not play any role, which appears to be intuitively
natural. Our assumptions seem to be the weakest in order to get the desired result.
Let us explain this with Regime 4 when the coefficients are time-independent. In
order to get the αϑε -order convergence of Y
ε
t to Yˆ
4
t , we shall need Fˆ4, Gˆ4 ∈ C
ϑ
b .
Thanks to the assumption that b, σ ∈ Cδ,1+ϑb , H ∈ C
δ,1+ϑ
p and Theorem 2.1, we can
get that Φ ∈ C2+δ,1+ϑp , which in turn means that ∇yΦ ∈ C
δ,ϑ
p . This together with the
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assumptions F, c ∈ Cδ,ϑp and Lemma 3.2 yields that Fˆ4 ∈ C
ϑ
b . Similar computations
hold for Gˆ4 as well as Regime 1-Regime 3.
3. Poisson equation in the whole space
This section is devoted to study the Poisson equation (1.1) in the whole space.
Note that formally, the solution u should have the following probability representa-
tion:
u(x, y) =
∫ ∞
0
Ef
(
Xyt (x), y
)
dt, (3.1)
where Xyt (x) is the unique solution for the frozen SDE (1.7). Let pt(x, x
′; y) be the
density function of Xyt (x) (which is also the unique fundamental solution for the
operator L0). For simplify, we denote by Ttf(x, y) the semigroup corresponding to
Xyt (x), i.e.,
Ttf(x, y) := E
(
f(Xyt (x), y
)
=
∫
Rd1
pt(x, x
′; y)f(x′, y)dx′.
Unlike the previous publications, we do not focus on the differentiablity of the
semigroup Ttf with respect to the parameter y. Instead, we shall first prove the
optimal regularity estimates (2.1) and (2.2) for the solution u with respect to the x-
variable, then we use an induction argument to show that the smoothness estimate
(2.3) with respect to the parameter y follows directly. Throughout this section, we
shall always assume that (Aσ)-(Ab) hold.
In order to study the optimal regularity for equation (1.1), let us first collect some
classical results concerning the properties for pt(x, x
′; y).
Lemma 3.1. Assume (Aσ) holds and T > 0. Let a, b ∈ C
δ,0
b with 0 < δ 6 1. Then
for every ℓ = 0, 1, 2 and any 0 < t 6 T , we have
|∇ℓxpt(x, x
′; y)| 6 CT t
−(d+ℓ)/2 exp
(
− c0|x− x
′|2/t
)
, (3.2)
and ∣∣∣∣
∫
Rd1
∇2xpt(x, x
′; y)dx′
∣∣∣∣ 6 CT t−(2−δ)/2, (3.3)
and for every x1, x2 ∈ R
d1,
|∇2xpt(x1, x
′; y)−∇2xpt(x2, x
′; y)| 6 CT
[(
|x1 − x2| ∧ 1
)
t−(d+3)/2+(
|x1 − x2|
δ ∧ 1
)
t−(d+2)/2
](
exp
(
−c0|x1 − x
′|2/t
)
+ exp
(
−c0|x2 − x
′|2/t
))
, (3.4)
where CT , c0 > 0 are constants independent of y.
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If we further assume (Ab) holds, then the limit
p∞(x
′, y) := lim
t→∞
pt(x, x
′; y)
exists, and for every k, j ∈ R+, there exists a constant m > 0 such that for any
t > 1, x, x′ ∈ Rd1 and y ∈ Rd2,
|p∞(x
′, y)| 6
C0
1 + |x′|j
, (3.5)
and
|pt(x, x
′; y)− p∞(x
′, y)| 6 C0
1 + |x|m
(1 + t)k(1 + |x′|j)
. (3.6)
where C0 is a positive constant depending only on λ, d1, d2 and ‖a‖Cδ,0
b
, ‖b‖Cδ,0
b
.
Proof. Estimate (3.2) is well-known, see e.g. [33, Chapter IV, §13, (13.1)], while
estimate (3.3) can be found in [33, Chapter IV, §14, (14.2)]. When |x1 − x2| 6 1,
estimate (3.4) follows by [33, Chapter IV, §13, (13.2)]. While for |x1 − x2| > 1, the
conclusion follows easily by (3.2). Finally, estimates (3.5) and (3.6) were given in
[43, Proposition 3]. 
To shorten the notation, we will write for ℓ ∈ N∗,
∂ℓL0
∂yℓ
(x, y) :=
d1∑
i,j=1
∂ℓya
ij(x, y)
∂2
∂xi∂xj
+
d1∑
i=1
∂ℓyb
i(x, y)
∂
∂xi
.
Given a function h(x, y) on Rd1 × Rd2 , we shall denote by h¯(y) its average with
respect to the measure µy(dx), i.e.,
h¯(y) :=
∫
Rd1
h(x, y)µy(dx). (3.7)
Then it is easy to see that
f(x, y) := h(x, y)− h¯(y) (3.8)
satisfies the centering condition (1.3). The following result will play an important
role in the study of the smoothness of the solution to the Poisson equation with
respect to the parameter y as well as the diffusion approximations for SDE (1.4).
Lemma 3.2. Let (Aσ) and (Ab) hold, a, b ∈ C
δ,η
b with 0 < δ 6 1 and η > 0. Given
a function h ∈ Cδ,ηp , let f be defined by (3.8). Assume that there exists a solution
u ∈ C
2+δ,(η−1)∨0
p to the Poison equation (1.1). Then,
(i) if η ∈ N∗, we have
∂ηy h¯(y) =
∫
Rd1
[
∂ηyh(x, y)−
η∑
ℓ=1
Cℓη ·
∂ℓL0
∂yℓ
(x, y)∂η−ℓy u(x, y)
]
µy(dx); (3.9)
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(ii) if η ∈ (0,∞) \ N∗, we have that for any y1, y2 ∈ R
d2,
∂[η]y h¯(y1)− ∂
[η]
y h¯(y2) =
∫
Rd1
([
∂[η]y h(x, y1)− ∂
[η]
y h(x, y2)
]
−
[η]∑
ℓ=1
Cℓ[η] ·
∂ℓL0
∂yℓ
(x, y2)
[
∂[η]−ℓy u(x, y1)− ∂
[η]−ℓ
y u(x, y2)
]
−
[η]∑
ℓ=1
Cℓ[η]
[∂ℓL0
∂yℓ
(x, y1)−
∂ℓL0
∂yℓ
(x, y2)
]
∂[η]−ℓy u(x, y1)
−
[
L0(x, y1)−L0(x, y2)
]
∂[η]y u(x, y2)
)
µy1(dx).
(3.10)
In particular, we have h¯ ∈ Cηb (R
d2).
Remark 3.3. (i) The above result together with Theorem 2.1 provide a useful tool
to verify the regularity the averaged coefficients, which is a separate problem that
will always encounter in the study of averaging principle, CLT, homogenization and
other limit theorems. Thus, this lemma is of independent interest.
(ii) Note that the left hand sides of the equality (3.9) and (3.10) involve η-order
‘derivatives’ of h¯ with respect to the y-variable, while the right hand sides only involve
at most 0∨ (η−1)-order ‘derivatives’ of the solution u with respect to the parameter
y. Hence these equality can be viewed as two transfer formulas, which transfer the
smoothness with respect to the parameter y to the two derivatives with respect to the
x variable. Let us explain this more clearly when η = 1. In this case, the above
conclusion simplifies to: if we have u ∈ C2+δ,0p , then
∂y
(∫
Rd1
h(x, y)µy(dx)
)
=
∫
Rd1
[
∂yh(x, y)−
∂L0
∂y
(x, y)u(x, y)
]
µy(dx).
In order to derive the differentiablity of h¯(y), the left hand side of the above equality
implies that we need to study the derivative of the invariant measure µy(dx) with
respect to the parameter y, which is usually difficult to obtain. However, the right
hand side of the above equality only needs two derivatives of u with respect to the x
variable (no derivative with respect to the parameter y is involved), which is quite
classical due to the elliptic property of the operator L0.
Proof. We only need to prove the equality (3.9) and (3.10). Then the assertion that
h¯ ∈ Cηb (R
d2) follows directly. In fact, if (3.9) is true for η ∈ N∗, we can derive by
the assumptions a, b ∈ Cδ,ηb , h ∈ C
δ,η
p and u ∈ C
2+δ,(η−1)∨0
p that for some m > 0,
∂ηy h¯(y) 6 C0
∫
Rd1
(1 + |x|m)µy(dx) 6 C1 <∞,
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while if (3.10) is true for η ∈ (0,∞) \ N∗, we can derive that for y1, y2 ∈ R
d2 ,∣∣∂[η]y h¯(y1)− ∂[η]y h¯(y2)∣∣ 6 C2(|y1 − y2|η−[η] ∧ 1)
∫
Rd1
(1 + |x|m)µy1(dx)
6 C3
(
|y1 − y2|
η−[η] ∧ 1
)
.
Below, we divide the proof into two steps.
(i) Let us first prove (3.9) with η = 1. In fact, by the chain rule we can write
∂yh¯(y) = ∂y
(∫
Rd1
h(x, y)µy(dx)
)
=
∫
Rd1
∂yh(x, y)µ
y(dx) +
∫
Rd1
h(x, y)∂yp∞(x, y)dx.
Then we use a formula established in [43, (28)] which yields∫
Rd1
h(x, y)∂yp∞(x, y)dx
= −
∫
Rd1
h(x, y)
(∫ ∞
0
∫
Rd1
p∞(x
′, y)
∂L0
∂y
(x′, y)ps(x
′, x; y)dx′ds
)
dx.
As a result, by (3.1), Fubini’s theorem and the fact that pt(x
′, x; y) is a density
function, we deduce that∫
Rd1
h(x, y)∂yp∞(x, y)dx
= −
∫
Rd1
∂L0
∂y
(x′, y)
(∫ ∞
0
∫
Rd1
ps(x
′, x; y)h(x, y)dxds
)
p∞(x
′, y)dx′
= −
∫
Rd1
∂L0
∂y
(x′, y)
(∫ ∞
0
∫
Rd1
ps(x
′, x; y)f(x, y)dxds
)
p∞(x
′, y)dx′
= −
∫
Rd1
∂L0
∂y
(x′, y)
(∫ ∞
0
Tsf(x
′, y)ds
)
p∞(x
′, y)dx′
= −
∫
Rd1
∂L0
∂y
(x′, y)u(x′, y)µy(dx′),
which in turn implies (3.9) is true for η = 1. The general case that η ∈ N∗ can be
proved by using formula [43, (34)] in stead of [43, (28)] and the induction argument,
we omit the details here.
(ii) Now we prove (3.10) when η ∈ (0, 1). For any y1, y2 ∈ R
d2 , we write
h¯(y1)− h¯(y2) =
∫
Rd1
h(x, y1)µ
y1(dx)−
∫
Rd1
h(x, y2)µ
y2(dx)
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=∫
Rd1
[
h(x, y1)− h(x, y2)
]
µy1(dx) +
∫
Rd1
h(x, y2)
[
µy1(dx)− µy2(dx)
]
.
Then we deduce by [47, Lemma 4.1] (which is similar in spirit of [43, (28)]) and the
same argument as above that∫
Rd1
h(x, y2)
[
µy1(dx)− µy2(dx)
]
= −
∫ ∞
0
∫
Rd1
p∞(x
′; y1)
[
L0(x
′, y1)−L0(x
′, y2)
](∫
Rd1
ps(x
′, x; y2)h(x, y2)dx
)
dx′ds
= −
∫ ∞
0
∫
Rd1
p∞(x
′; y1)
[
L0(x
′, y1)−L0(x
′, y2)
](∫
Rd1
ps(x
′, x; y)f(x, y2)dx
)
dx′ds
= −
∫
Rd1
[
L0(x
′, y1)−L0(x
′, y2)
]
u(x′, y2)µ
y1(dx′),
where in the second equality we also used the fact that pt(x
′, x; y) is a density
function. Thus, (3.10) is true for η ∈ (0, 1). The general case that η ∈ (n, n+1) for
some n ∈ N∗ can be proved by using (3.9) with η = n and the same arguments as
before. The proof is finished. 
Now, we are in the position to give:
Proof of Theorem 2.1. We divide the proof into four steps.
Step 1. In this step we prove estimate (2.1). It suffices to consider the estimate for
the second order derivative ∇2xu. To this end, we rewrite (3.1) as
u(x, y) =
∫ 2
0
Ttf(x, y)dt+
∫ ∞
2
Ttf(x, y)dt =: u1(x, y) + u2(x, y). (3.11)
When 0 < t 6 2, using (3.2) and the fact that pt(x, x
′; y) is a density function, we
deduce
∇2xTtf(x, y) =
∫
Rd1
∇2xpt(x, x
′; y)
[
f(x′, y)− f(x, y)
]
dx′
6 C1[f ]Cδ,0p
∫
Rd1
(
|x− x′|δ ∧ 1
)(
1 + |x|m + |x′|m
)
× t−(d+2)/2 exp
(
− c0|x− x
′|2/t
)
dx′
6 C1[f ]Cδ,0p (1 + |x|
m)
∫
Rd1
t−(d+2−δ)/2 exp
(
− c1|x− x
′|2/t
)
dx′
6 C1[f ]Cδ,0p (1 + |x|
m) · t(δ−2)/2,
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while for t > 2, we have by the semigroup property that
∇2xTtf(x, y) =
∫
Rd1
∫
Rd1
∇2xp1(x, z; y)pt−1(z, x
′; y)dzf(x′, y)dx′
=
∫
Rd1
∫
Rd1
∇2xp1(x, z; y)
[
pt−1(z, x
′; y)− p∞(x
′; y)
]
dzf(x′, y)dx′
6 C2[f ]Cδ,0p
∫
Rd1
∫
Rd1
exp
(
− c0|x− z|
2
)(1 + |z|m)(1 + |x′|m)
(1 + t)k(1 + |x′|j)
dzdx′
6 C2[f ]Cδ,0p
(1 + |x|m)
(1 + t)k
∫
Rd1
(1 + |x′|m)
(1 + |x′|j)
dx′
6 C2[f ]Cδ,0p
(1 + |x|m)
(1 + t)k
,
where in the third inequality we have used (3.6), and we choose j > d1 +m in the
last inequality. Now, taking these two estimates back into (3.11) gives
|∇2xu(x, y)| 6 C3[f ]Cδ,0p (1 + |x|
m)
(∫ 2
0
t(δ−2)/2dt +
∫ ∞
2
1
1 + tk
dt
)
6 C3[f ]Cδ,0p (1 + |x|
m).
Thus estimate (2.1) is true.
Step 2. We proceed to prove estimate (2.2). Note that when |x1 − x2| > 1, the
conclusion follows directly from (2.1). Below, we focus on the case where |x1−x2| <
1. Let x˜ be one of the two points x1 and x2 which is nearer to x
′, and denote by
O the ball with center x˜ and radius 2|x1 − x2|. Without loss of generality, we may
assume that x˜ = x1. We write
∇2xu1(x1, y)−∇
2
xu1(x2, y) =
∫ 2
0
∫
O
∇2xpt(x1, x
′; y)
[
f(x′, y)− f(x1, y)
]
dx′dt
−
∫ 2
0
∫
O
∇2xpt(x2, x
′; y)
[
f(x′, y)− f(x2, y)
]
dx′dt
+
∫ 2
0
∫
Rd1\O
[
∇2xpt(x1, x
′; y)−∇2xpt(x2, x
′; y)
][
f(x′, y)− f(x1, y)
]
dx′dt
+
[
f(x2, y)− f(x1, y)
] ∫ 2
0
∫
Rd1\O
∇2xpt(x2, x
′; y)dx′dt =:
4∑
i=1
Ii.
For the first term, we have by (3.2) that
I1 6 C1[f ]Cδ,0p
∫ 2
0
∫
O
t−(d+2)/2 exp
(
− c0|x1 − x
′|2/t
)
|x′−x1|
δ
(
1 + |x1|
m + |x′|m
)
dx′dt
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6 C1[f ]Cδ,0p (1 + |x1|
m)
∫
O
∫ 2
0
t−(d+2−δ)/2 exp
(
− c1|x1 − x
′|2/t
)
dtdx′
6 C1[f ]Cδ,0p (1 + |x1|
m)
∫
O
|x1 − x
′|−d+δdx′ 6 C1[f ]Cδ,0p |x1 − x2|
δ(1 + |x1|
m).
In completely the same way we get
I2 6 C2[f ]Cδ,0p |x1 − x2|
δ(1 + |x2|
m).
To control the third term, note that for x′ ∈ Rd1 \ O, we have
|x2 − x
′|/2 6 |x1 − x
′| 6 3|x2 − x
′|/2.
As a result, by (3.4) we deduce that
I3 6 C3[f ]Cδ,0p |x1 − x2|
∫ 2
0
∫
Rd1\O
t−(d+3)/2 exp
(
− c0|x1 − x
′|2/t
)
× |x1 − x
′|δ
(
1 + |x1|
m + |x′|m
)
dx′dt
+ C3[f ]Cδ,0p |x1 − x2|
β
∫ 2
0
∫
Rd1\O
t−(d+2)/2 exp
(
− c0|x1 − x
′|2/t
)
× |x1 − x
′|δ
(
1 + |x1|
m + |x′|m
)
dx′dt =: I31 + I32.
We further control I31 by
I31 6 C3[f ]Cδ,0p |x1 − x2|(1 + |x1|
m)
×
∫
Rd1\O
(∫ 2
0
t−(d+3)/2 exp
(
− c1|x1 − x
′|2/t
)
dt
)
|x1 − x
′|δdx′
6 C3[f ]Cδ,0p |x1 − x2|(1 + |x1|
m)
∫
Rd1\O
|x− x′|−d−1+δdx′
6 C3[f ]Cδ,0p |x1 − x2|
δ(1 + |x1|
m),
and it is easy to check that
I32 6 C3[f ]Cδ,0p |x1 − x2|
δ(1 + |x1|
m)
×
∫ 2
0
∫
Rd1
t−(d+2)/2 exp
(
− c2|x1 − x
′|2/t
)
|x1 − x
′|δdx′dt
6 C3[f ]Cδ,0p |x1 − x2|
δ(1 + |x1|
m)
∫ 2
0
tδ/2−1dt 6 C3[f ]Cδ,0p |x1 − x2|
δ(1 + |x1|
m).
Finally, thanks to (3.3), we have
I4 6 C4[f ]Cδ,0p |x1 − x2|
δ(1 + |x1|
m + |x2|
m)
∫ 2
0
tδ/2−1dt
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6 C4[f ]Cδ,0p |x1 − x2|
δ(1 + |x1|
m + |x2|
m).
Combining the above computations, we arrive at
|∇2xu1(x1, y)−∇
2
xu1(x2, y)| 6 C5[f ]Cδ,0p |x1 − x2|
δ(1 + |x1|
m + |x2|
m).
On the other hand, we derive as in Step 1 that for t > 2,
∇2xTtf(x1, y)−∇
2
xTtf(x2, y) =
∫
Rd1
∫
Rd1
[
∇2xp1(x1, z; y)
−∇2xp1(x2, z; y)
]
pt−1(z, x
′; y)dzf(x′, y)dx′
=
∫
Rd1
∫
Rd1
[
∇2xp1(x1, z; y)−∇
2
xp1(x2, z; y)
][
pt−1(z, x
′; y)−p∞(x
′; y)
]
dzf(x′, y)dx′
6 C6[f ]Cδ,0p |x1 − x2|
δ
∫
Rd1
∫
Rd1
exp
(
− c0|x1 − z|
2
)(1 + |z|m)(1 + |x′|m)
(1 + t)k(1 + |x′|j)
dzdx′
6 C6[f ]Cδ,0p |x1 − x2|
δ (1 + |x1|
m)
(1 + t)k
,
which in turn yields
|∇2xu2(x1, y)−∇
2
xu2(x2, y)| 6 C6[f ]Cδ,0p |x1 − x2|
δ
∫ ∞
2
(1 + |x1|
m)
(1 + t)k
dt
6 C6[f ]Cδ,0p |x1 − x2|
δ(1 + |x1|
m).
Now using (3.11) again, we get (2.2).
Step 3. In this step, we prove estimate (2.3) when η ∈ N∗. We shall only focus
on the a priori estimates. Let us first consider the case η = 1. We start form the
equation itself, i.e., u is a classical solution to
L0(x, y)u(x, y) = f(x, y).
Taking partial derivative with respect to the y variable from both sides of the equa-
tion, we get that
L0(x, y)∂yu(x, y) = ∂yf(x, y)−
∂L0
∂y
(x, y)u(x, y). (3.12)
According to (3.9), the right hand side of (3.12) satisfies the centering condition
(1.3), i.e.,∫
Rd1
[
∂yf(x, y)−
∂L0
∂y
(x, y)u(x, y)
]
µy(dx) = ∂y
(∫
Rd1
f(x, y)µy(dx)
)
= 0.
Moreover, by assumption we have that ∂yf ∈ C
δ,0
p . Meanwhile, due to the assump-
tions a, b ∈ Cδ,1b and in view of the a priori estimates (2.1)-(2.2), it is easily checked
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that for any x1, x2 ∈ R
d1 and y ∈ Rd2 , there exists a constant C1 > 0 such that∣∣∣∂L0
∂y
(x1, y)u(x1, y)−
∂L0
∂y
(x2, y)u(x2, y)
∣∣∣
6 C1
(
‖a‖Cδ,1
b
+ ‖b‖Cδ,1
b
)
‖f‖Cδ,0p
(
|x1 − x2|
δ ∧ 1
)
(1 + |x1|
m + |x2|
m).
As a result, we have ∂L0
∂y
u ∈ Cδ,0p with[
∂L0
∂y
u
]
Cδ,0p
6 C1
(
‖a‖Cδ,1
b
+ ‖b‖Cδ,1
b
)
‖f‖Cδ,0p .
Thus, using the conclusions proved in Step 1 for the function ∂yu, we get that
∂yu ∈ C
2+δ,0
p and by the a priori estimate (2.1), we have
|∂yu(x, y)| 6 C2
(
[∂yf ]Cδ,0p +
[
∂L0
∂y
u
]
Cδ,0p
)
(1 + |x|m),
6 C2
(
[f ]Cδ,1p + ‖a‖Cδ,1b
+ ‖b‖Cδ,1
b
)
(1 + |x|m),
which in particular yields (2.3) for η = 1. Suppose that (2.3) holds for some η = n
with constant Kη given by (2.4). By induction we find that for η = n+ 1,
L0(x, y)∂
n+1
y u(x, y) = ∂
n+1
y f(x, y)−
n+1∑
ℓ=1
Cℓn+1 ·
∂ℓL0
∂yℓ
(x, y)∂n+1−ℓy u(x, y).
According to (3.9), the right hand side of the above equality satisfies the centering
condition (1.3), i.e.,∫
Rd1
[
∂n+1y f(x, y)−
n+1∑
ℓ=1
Cℓn+1 ·
∂ℓL0
∂yℓ
(x, y)∂n+1−ℓy u(x, y)
]
µy(dx)
= ∂n+1y
(∫
Rd1
f(x, y)µy(dx)
)
= 0.
It then follows by using (2.1) again for the function ∂n+1y u and the induction as-
sumption that
|∂n+1y u(x, y)| 6 C3
(
[∂n+1y f ]Cδ,0p +
n+1∑
ℓ=1
Cℓn+1 · κℓ
[
∂n+1−ℓy u
]
Cδ,0p
)
(1 + |x|m)
6 C3
(
[f ]Cδ,n+1p +
n+1∑
ℓ=1
Cℓn+1 · κℓ · Kn+1−ℓ
)
(1 + |x|m),
which means (2.3) is true for η = n+ 1.
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Step 4. Finally, we prove (2.3) when η ∈ (0,∞) \N∗. Let us first consider the case
η ∈ (0, 1). By the equation (2.8), we write for any x ∈ Rd1 and y1, y2 ∈ R
d2
L0(x, y1)
[
u(x, y1)− u(x, y2)
]
=
[
f(x, y1)− f(x, y2)
]
+
[
L0(x, y2)−L0(x, y1)
]
u(x, y2). (3.13)
According to (3.10), the right hand side of (3.13) satisfies the centering condition
(1.3), i.e.,∫
Rd1
([
f(x, y1)− f(x, y2)
]
+
[
L0(x, y2)−L0(x, y1)
]
u(x, y2)
)
µy1(dx)
=
∫
Rd1
f(x, y1)µ
y1(dx)−
∫
Rd1
f(x, y2)µ
y2(dx) = 0.
As a result, we can use (2.1) for the function u(x, y1) − u(x, y2) and by the same
argument as above to get that∣∣u(x, y1)− u(x, y2)∣∣ 6 C1(|y1 − y2|η ∧ 1)([f ]Cδ,ηp + ‖a‖Cδ,ηb + ‖b‖Cδ,ηb
)
(1 + |x|m),
which means that u(x, ·) ∈ Cηb and (2.3) is true. Assume that (2.3) holds for some
η ∈ (n, n + 1) with constant Kη given by (2.5). Then for η ∈ (n + 1, n+ 2), by the
conclusion proved in (ii), for any x ∈ Rd1 and y1, y2 ∈ R
d2 we obtain
L0(x, y1)
[
∂n+1y u(x, y1)− ∂
n+1
y u(x, y2)
]
=
[
∂n+1y f(x, y1)− ∂
n+1
y f(x, y2)
]
−
n+1∑
ℓ=1
Cℓn+1 ·
∂ℓL0
∂yℓ
(x, y2)
[
∂n+1−ℓy u(x, y1)− ∂
n+1−ℓ
y u(x, y2)
]
−
n+1∑
ℓ=1
Cℓn+1
[∂ℓL0
∂yℓ
(x, y1)−
∂ℓL0
∂yℓ
(x, y2)
]
∂n+1−ℓy u(x, y1)
−
[
L0(x, y1)−L0(x, y2)
]
∂n+1y u(x, y2). (3.14)
Using (3.10) again we can see that the right hand side of (3.14) satisfies the centering
condition. Consequently, we have∣∣∂n+1y u(x, y1)− ∂n+1y u(x, y2)∣∣ 6 C2(|y1 − y2|η ∧ 1)([f ]Cδ,ηp + κη−n−1[∂n+1y u]Cδ,0p
+
n+1∑
ℓ=1
Cℓn+1 · κℓ[∂
η−ℓ
y u]Cδ,0p +
n+1∑
ℓ=1
Cℓn+1 · κη+ℓ−n−1[∂
n+1−ℓ
y u]Cδ,0p
)
(1 + |x|m)
6 C2
(
|y1 − y2|
η ∧ 1
)(
[f ]Cδ,ηp + κη−n−1Kn+1
+
n+1∑
ℓ=1
Cℓn+1 · κℓKη−ℓ +
n+1∑
ℓ=1
Cℓn+1 · κη+ℓ−n−1Kn+1−ℓ
)
(1 + |x|m)
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= C2Kη
(
|y1 − y2|
η ∧ 1
)
(1 + |x|m),
which means (2.3) is true for η ∈ (n + 1, n+ 2). So, the proof is finished. 
4. Fluctuation estimates
We shall first prepare some results concerning the mollifying approximation of
functions in Subsection 4.1. Then we derive two new fluctuation estimates using
the Poisson equation (1.1): one of functional LLN type in Subsection 4.2 and one
of functional CLT type in Subsection 4.3.
4.1. Mollifying approximation. We need some mollification arguments due to
our low regularity assumptions on the coefficients. To this end, let ρ1 : R → [0, 1]
and ρ2 : R
d2 → [0, 1] be two smooth radial convolution kernel functions such that∫
R
ρ1(r)dr =
∫
Rd2
ρ2(y)dy = 1, and for any k > 1, there exist constants Ck > 0 such
that |∇kρ1(r)| 6 Ckρ1(r) and |∇
kρ2(y)| 6 Ckρ2(y). For every n ∈ N
∗, set
ρn1 (y) := n
2ρ1(n
2r) and ρn2 (y) := n
d2ρ2(ny).
Note that the scaling speed of ρn2 is n, while ρ
n
1 has the speed n
2 in mollifying. Given
a function f(t, x, y), define the mollifying approximations of f in t and y variables
by
fn(t, x, y) := f ∗ ρ
n
2 ∗ ρ
n
1 :=
∫
Rd2+1
f(t− s, x, y − z)ρn2 (z)ρ
n
1 (s)dzds. (4.1)
We have the following easy result.
Lemma 4.1. Let f ∈ C
ϑ/2,δ,ϑ
p with 0 < ϑ 6 2, 0 < δ 6 1, and define fn by (4.1).
Then we have
‖f(·, x, ·)− fn(·, x, ·)‖∞ 6 C0n
−ϑ(1 + |x|m), (4.2)
and
‖∂tfn(·, x, ·)‖∞ + ‖∇
2
yfn(·, x, ·)‖∞ 6 C0n
2−ϑ(1 + |x|m), (4.3)
where C0 > 0 is a constant independent of n.
Proof. We divide the proof into two cases.
(i) (Case 0 < ϑ 6 1). By definition and a change of variable, there exists a constant
m > 0 such that
|f(t, x, y)− fn(t, x, y)| 6
∫
Rd2+1
∣∣f(t, x, y)− f(t− s, x, y − z)∣∣ · ρn2 (z)ρn1 (s)dzds
6 C0
∫
Rd2+1
(
sϑ/2 + |z|ϑ
)
(1 + |x|m)ρn2 (z)ρ
n
1 (s)dzds
6 C0n
−ϑ(1 + |x|m).
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Furthermore,
|∂tfn(t, x, y)| 6
∫
Rd2+1
∣∣f(t− s, x, y − z)− f(t, x, y − z)∣∣ρn2 (z)|∂sρn1 (s)|dzds
6 C0n
2
∫
Rd2+1
sϑ/2(1 + |x|m)ρn2 (z)ρ
n
1 (s)dzds 6 C0n
2−ϑ(1 + |x|m),
and
|∇2yfn(t, x, y)| 6
∫
Rd2+1
∣∣f(t− s, x, y − z)− f(t− s, x, y)∣∣ · |∇2zρn2 (z)|ρn1 (s)dzds
6 C0n
2
∫
Rd2+1
|z|ϑ(1 + |x|m)ρn2 (z)ρ
n
1 (s)dzds 6 C0n
2−ϑ(1 + |x|m).
(ii) (Case 1 < ϑ 6 2). By the symmetric property of ρ1 and ρ2, we can use the
second order difference to deduce that
|f(t, x, y)− fn(t, x, y)| 6
∫
Rd2+1
∣∣f(t− s, x, y − z) + f(t− s, x, y + z)
− 2f(t, x, y)
∣∣ · ρn2 (z)ρn1 (s)dzds
6 C1
∫
Rd2+1
(
sϑ/2 + |z|ϑ
)
(1 + |x|m) · ρn2 (z)ρ
n
1 (s)dzds
6 C1n
−ϑ(1 + |x|m),
and
|∇2yfn(t, x, y)| 6
∫
Rd2+1
∣∣∇yf(t− s, x, y − z)−∇yf(t− s, x, y)∣∣|∇zρn2 (z)|ρn1 (s)dzds
6 C2n
∫
Rd2+1
|z|ϑ−1(1 + |x|m) · ρn2 (z)ρ
n
1 (s)dzds 6 C2n
2−ϑ(1 + |x|m).
The estimate concerning the derivative with respect to the t variable can be proved
similarly. The proof is finished. 
4.2. Fluctuation estimate - LLN type. Given a function h(t, x, y), recall that
f(t, x, y) := h(t, x, y) − h¯(t, y) satisfies the centering condition (1.3), where h¯ is
defined by (3.7). The following result establishes the behavior of the fluctuation
between h(s,Xεs , Y
ε
s ) and h¯(s, Y
ε
s ) over the time interval [0, t], which will play an
important role below.
Lemma 4.2. Let (Aσ), (Ab) and (2.7) hold true. Assume that b, σ ∈ C
δ,ϑ
b with
0 < δ, ϑ 6 2, and c, F,H,G ∈ L∞p . Then for every f ∈ C
ϑ/2,δ,ϑ
p satisfying (1.3), we
have
E
(∫ t
0
f(s,Xεs , Y
ε
s )ds
)
6 Ct
(
αϑε + α
ϑ∧1
ε ·
αε
γε
+
α2ε
βε
)
,
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where Ct > 0 is a constant independent of δ, ε.
Remark 4.3. If 0 < ϑ 6 1, then the fluctuation is controlled by αϑε +
α2ε
βε
; and if
ϑ = 2, the error bound can be controlled by α
2
ε
γε
+ α
2
ε
βε
; while when 1 < ϑ 6 2, the
fluctuation will depend on the balance between αε and γε. In particular, in the case
of Regime 3 and Regime 4, the bound simplifies to αϑ∧1ε .
Proof. Since f satisfies (1.3), by Theorem 2.1 and in view of (3.1), there exists a
unique solution Φf (t, x, y) ∈ C
ϑ/2,2+δ,ϑ
p to the following Poisson equation in Rd1 :
L0(x, y)Φ
f(t, x, y) = −f(t, x, y), (4.4)
where (t, y) ∈ R+×R
d2 are parameters. Let Φfn be the mollifyer of Φ
f defined as in
(4.1). By Itoˆ’s formula, we get
Φfn(t, X
ε
t , Y
ε
t ) = Φ
f
n(0, x, y) +
∫ t
0
(
∂s + β
−1
ε L3 + γ
−1
ε L2 + L1
)
Φfn(s,X
ε
s , Y
ε
s )ds
+
1
α2ε
∫ t
0
L0Φ
f
n(s,X
ε
s , Y
ε
s )ds +
1
αε
M1n(t) +M
2
n(t),
where L3,L2 and L1 are defined by (1.5), and for i = 1, 2, M
i
n(t) are martingales
given by
M1n(t) :=
∫ t
0
∇xΦ
f
n(s,X
ε
s , Y
ε
s )σ(X
ε
s , Y
ε
s )dW
1
s
and
M2n(t) :=
∫ t
0
∇yΦ
f
n(s,X
ε
s , Y
ε
s )G(s,X
ε
s , Y
ε
s )dW
2
s .
This in turn yields that∫ t
0
f(s,Xεs , Y
ε
s )ds = α
2
εΦ
f
n(0, x, y)− α
2
εΦ
f
n(t, X
ε
t , Y
ε
t ) + αεM
1
n(t) + α
2
εM
2
n(t)
+ α2ε
∫ t
0
(
∂s + L1
)
Φfn(s,X
ε
s , Y
ε
s )ds
+
α2ε
γε
∫ t
0
L2Φ
f
n(s,X
ε
s , Y
ε
s )ds+
α2ε
βε
∫ t
0
L3Φ
f
n(s,X
ε
s , Y
ε
s )ds
+
∫ t
0
(
L0Φ
f
n −L0Φ
f
)
(s,Xεs , Y
ε
s )ds. (4.5)
As a result, we have
Q(ε) := E
(∫ t
0
f(s,Xεs , Y
ε
s )ds
)
6 2α2εE‖Φ
f
n(·, X
ε
t , ·)‖∞
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+ α2εE
∣∣∣∣
∫ t
0
(
∂s + L1
)
Φfn(s,X
ε
s , Y
ε
s )ds
∣∣∣∣
+
α2ε
γε
E
∣∣∣∣
∫ t
0
L2Φ
f
n(s,X
ε
s , Y
ε
s )ds
∣∣∣∣+ α2εβεE
∣∣∣∣
∫ t
0
L3Φ
f
n(s,X
ε
s , Y
ε
s )ds
∣∣∣∣
+ E
∣∣∣∣
∫ t
0
(
L0Φ
f
n −L0Φ
f
)
(s,Xεs , Y
ε
s )ds
∣∣∣∣ =:
5∑
i=1
Qi(ε).
Note that the assumptions (Aσ) and (2.7) hold uniformly in y. Hence it follows by
[52, Lemma 1] (see also [43, Lemma 2] or [48]) that for any m > 0 and ε ∈ (0, 1/2),
E|Xεt |
m 6 C0(1 + |x|
m), (4.6)
where C0 is a positive constant independent of ε. Hence, it follows by (2.1) that
there exists a constant C1 > 0 such that
Q1(ε) 6 C1α
2
εE‖Φ
f (·, Xεt , ·)‖∞ 6 C1α
2
εE
(
1 + |Xεt |
m
)
6 C1α
2
ε.
To control the second term, we have by (4.3) and the assumption F,G ∈ L∞p that
‖
(
∂s + L1
)
Φfn(·, x, ·)‖∞ 6 C2
(
1 + |x|m
)
×
(
‖∂sΦ
f
n(·, x, ·)‖∞ +
∑
ℓ=1,2
∥∥∇ℓyΦfn(·, x, ·)∥∥∞
)
6 C2n
2−ϑ(1 + |x|2m).
Consequently, by (4.6)
Q2(ε) 6 C2α
2
εn
2−ϑ
E
(∫ t
0
(
1 + |Xεs |
2m
)
ds
)
6 C2α
2
εn
2−ϑ.
Following the same argument as above, we get that when 0 < ϑ 6 1,
‖L2Φ
f
n(·, x, ·)‖∞ 6 C3‖∇yΦ
f
n(·, x, ·)‖∞(1 + |x|
m) 6 C3n
1−ϑ(1 + |x|2m),
while for 1 < ϑ 6 2, we have
‖L2Φ
f
n(·, x, ·)‖∞ 6 C3‖∇yΦ
f (·, x, ·)‖∞(1 + |x|
m) 6 C3(1 + |x|
2m).
Thus, we get
Q3(ε) 6 C3
α2ε
γε
n1−(ϑ∧1)E
(∫ t
0
(
1 + |Xεs |
m
)
ds
)
6 C3
α2ε
γε
n1−(ϑ∧1).
Meanwhile, since c ∈ L∞p , it follows easily that for some m > 0,
Q4(ε) 6 C4
α2ε
βε
E
(∫ t
0
(
1 + |Xεs |
m
)
ds
)
6 C4
α2ε
βε
.
Finally, since ∇2xΦ
f ∈ C
ϑ/2,δ,ϑ
p and by the fact that
∇2x(Φ
f
n) = (∇
2
xΦ
f ) ∗ ρn1 ∗ ρ
n
2 ,
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we can derive by (4.2) that
Q5(ε) 6 C5
(
‖a‖∞ + ‖b‖∞
)
· E
(∫ t
0
∑
ℓ=1,2
∥∥(∇ℓxΦfn −∇ℓxΦf )(·, Xεs , ·)∥∥∞ds
)
6 C5n
−ϑ
E
(∫ t
0
(
1 + |Xεs |
m
)
ds
)
6 C5n
−ϑ.
Combining the above computations, we arrive at
Q(ε) 6 C6
(
α2ε + α
2
εn
2−ϑ +
α2ε
γε
n1−(ϑ∧1) + n−ϑ +
α2ε
βε
)
.
Taking n = α−1ε , we thus get
Q(ε) 6 C6
(
αϑε +
α
1+(ϑ∧1)
ε
γε
+
α2ε
βε
)
.
The proof is finished. 
4.3. Fluctuation estimate - CLT type. Now, we derive a CLT type fluctuation
estimate for f(s,Xεs , Y
ε
s ) over the time interval [0, t]. This will depend on the orders
how αε, βε, γε go to zero described in Regime 1-Regime 4 of (1.8), and the limit
behavior will involve the solution of the auxiliary Poisson equation.
Recall that Φf is the solution to the Poisson equation (4.4). For simplify, we
denote by
c · ∇xΦf (t, y) :=
∫
Rd1
c(x, y) · ∇xΦ
f (t, x, y)µy(dx),
H · ∇yΦf (t, y) :=
∫
Rd1
H(t, x, y) · ∇yΦ
f (t, x, y)µy(dx).
The following is the main result of this subsection, which will play a crucial role in
the proof of Theorem 2.3.
Lemma 4.4. Let (Aσ), (Ab), (2.7) hold and δ ∈ (0, 1]. For any function f satis-
fying (1.3), we have:
(i) (Regime 1) if b, σ ∈ Cδ,ϑb with ϑ ∈ (0, 2], c ∈ L
∞
p , F,H,G ∈ L
∞
p and f ∈ C
ϑ/2,δ,ϑ
p ,
then
E
(
1
γε
∫ t
0
f(s,Xεs , Y
ε
s )ds
)
6 Ct
(αϑε
γε
+
α2ε
γ2ε
+
α2ε
βεγε
)
;
(ii) (Regime 2) if b, σ ∈ Cδ,ϑb with ϑ ∈ (0, 2], c ∈ C
δ,ϑ
p , F,H,G ∈ L
∞
p and f ∈ C
ϑ/2,δ,ϑ
p ,
then
E
(
1
γε
∫ t
0
f(s,Xεs , Y
ε
s )ds
)
− E
(∫ t
0
c · ∇xΦf (s, Y
ε
s )ds
)
6 Ct
(αϑε
γε
+
α2ε
γ2ε
+
α2ε
βε
)
;
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(iii) (Regime 3) If b, σ ∈ Cδ,1+ϑb with ϑ ∈ (0, 1], c ∈ L
∞
p , F,G ∈ L
∞
p , H ∈ C
ϑ/2,δ,ϑ
p
and f ∈ C
(1+ϑ)/2,δ,1+ϑ
p , then
E
(
1
γε
∫ t
0
f(s,Xεs , Y
ε
s )ds
)
− E
(∫ t
0
H · ∇yΦf (s, Y
ε
s )ds
)
6 Ct
(
αϑε +
αε
βε
)
,
(iv) (Regime 4) If b, σ ∈ Cδ,1+ϑb with ϑ ∈ (0, 1], c ∈ C
δ,ϑ
p , F,G ∈ L
∞
p , H ∈ C
ϑ/2,δ,ϑ
p
and f ∈ C
(1+ϑ)/2,δ,1+ϑ
p , then
E
(
1
γε
∫ t
0
f(s,Xεs , Y
ε
s )ds
)
− E
(∫ t
0
[
c · ∇xΦf +H · ∇yΦf
]
(s, Y εs )ds
)
6 Ctα
ϑ
ε ,
where Ct > 0 is a constant independent on δ, ε.
Proof. As in the proof of Lemma 4.2, by (4.5) we have that
Qˆ(ε) := E
(
1
γε
∫ t
0
f(s,Xεs , Y
ε
s )ds
)
=
α2ε
γε
E
[
Φfn(0, x, y)− Φ
f
n(t, X
ε
t , Y
ε
t )
]
+
α2ε
γε
E
(∫ t
0
(
∂s + L1
)
Φfn(s,X
ε
s , Y
ε
s )ds
)
+
1
γε
E
(∫ t
0
(
L0Φ
f
n −L0Φ
f
)
(s,Xεs , Y
ε
s )ds
)
+
α2ε
γ2ε
E
(∫ t
0
L2Φ
f
n(s,X
ε
s , Y
ε
s )ds
)
+
α2ε
βεγε
E
(∫ t
0
L3Φ
f
n(s,X
ε
s , Y
ε
s )ds
)
=:
5∑
i=1
Qˆi(ε),
where Φfn is the mollifyer of Φ
f defined as in (4.1). Below, we first prove the most
general case (iv), and then provide the proof of the other cases with sight changes.
(iv) (Regime 4) In this case, according to Theorem 2.1, (3.1) and by the assumptions
on b, σ and f , we have Φf ∈ C
(1+ϑ)/2,2+δ,1+ϑ
p with ϑ ∈ (0, 1]. Following exactly the
same arguments as in Lemma 4.2, we get
Qˆ1(ε) 6 C1
α2ε
γε
,
and by (4.3),
Qˆ2(ε) 6 C2
α2ε
γε
n2−(1+ϑ)E
(∫ t
0
(
1 + |Xεs |
2m
)
ds
)
6 C2
α2ε
γε
n1−ϑ.
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Meanwhile, we have by (4.2) that
Qˆ3(ε) 6 C3
1
γε
n−1−ϑE
(∫ t
0
(
1 + |Xεs |
2m
)
ds
)
6 C3
1
γε
n−1−ϑ.
To control the last two terms, recall that we have αε = βε = γε in this case. Thus,
by the definition of L2, we can write
Qˆ4(ε)− E
(∫ t
0
H · ∇yΦf (s, Y
ε
s )ds
)
6 E
(∫ t
0
H(s,Xεs , Y
ε
s ) · ∇yΦ
f
n(s,X
ε
s , Y
ε
s )−H(s,X
ε
s , Y
ε
s ) · ∇yΦ
f (s,Xεs , Y
ε
s )ds
)
+ E
(∫ t
0
H(s,Xεs , Y
ε
s ) · ∇yΦ
f(s,Xεs , Y
ε
s )−H · ∇yΦ
f (s, Y εs )ds
)
=:Qˆ41(ε)+Qˆ42(ε).
Since ∇yΦ
f ∈ C
(1+ϑ)/2,2+δ,ϑ
p and by the fact
∇y(Φ
f
n) = (∇yΦ
f) ∗ ρn1 ∗ ρ
n
2 ,
we can deduce by using (4.2) again that
Qˆ41(ε) 6 C4E
(∫ t
0
∥∥∇yΦfn(·, Xεs , ·)−∇yΦf (·, Xεs , ·)∥∥∞(1 + |Xεs |m)ds
)
6 C4n
−ϑ
E
(∫ t
0
(
1 + |Xεs |
2m
)
ds
)
6 C4n
−ϑ.
On the other hand, by the assumption that H ∈ C
ϑ/2,δ,ϑ
p , it is easy to check that
H ·∇yΦ
f ∈ C
ϑ/2,δ,ϑ
p . Thus H · ∇yΦf ∈ C
ϑ/2,ϑ
b by Lemma 3.2. Note that the function
H(t, x, y) · ∇yΦ
f (t, x, y)−H · ∇yΦf(t, y)
satisfies (1.3). Hence by applying Lemma 4.2 with θ ∈ (0, 1] it follows that
Qˆ42(ε) 6 C4
(
αϑε +
α2ε
βε
)
.
Finally, due to the assumption that c ∈ Cδ,ϑp and by the same idea as above, one
can check that
Qˆ5(ε)− E
(∫ t
0
c · ∇xΦf (s, Y
ε
s )ds
)
6 C5
(
n−1−ϑ + αϑε
)
.
Combining the above computations, we arrive at
Qˆ(ε) 6 C6
(α2ε
γε
n1−ϑ +
1
γε
n−1−ϑ + n−ϑ + αϑε +
α2ε
βε
)
.
Taking n = α−1ε , we get the desired result.
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(iii) (Regime 3) The only difference to (iv) is the last term. Recall that we have
αε = γε in this case. Thus, as above we have
Qˆ1(ε) + Qˆ2(ε) + Qˆ3(ε) + Qˆ4(ε) 6 C1
(
αεn
1−ϑ +
1
αε
n−1−ϑ + n−ϑ + αϑε +
α2ε
βε
)
.
To control Qˆ5(ε), we can simply use the growth condition on c to get
Qˆ5(ε) 6 C2
α2ε
βεγε
E
(∫ t
0
(
1 + |Xεs |
m
)
ds
)
6 C2
αε
βε
.
Consequently, we arrive at
Qˆ(ε) 6 C3
( 1
αε
n−1−ϑ + αεn
1−ϑ + n−ϑ + αϑε +
αε
βε
)
Taking n = α−1ε again, we get the desired result.
(ii) (Regime 2) Now we need to pay attention to the assumption that ϑ ∈ (0, 2].
By Theorem 2.1, (3.1) and the assumptions on b, σ and f , we have Φf ∈ C
ϑ/2,2+δ,ϑ
p .
Arguing as before, we have
Qˆ1(ε) + Qˆ2(ε) + Qˆ3(ε) 6 C1
(α2ε
γε
+
α2ε
γε
n2−ϑ +
1
γε
n−ϑ
)
,
and for Qˆ4(ε), as in the proof of Lemma 4.2, we have
Qˆ4(ε) 6 C2
α2ε
γ2ε
n1−(ϑ∧1)E
(∫ t
0
(
1 + |Xεs |
2m
)
ds
)
6 C2
α2ε
γ2ε
n1−(ϑ∧1).
For the last term, recall that α2ε = βεγε in this case. We use Lemma 4.2 with
ϑ ∈ (0, 2] to deduce that
Qˆ5(ε)− E
(∫ t
0
c · ∇xΦf (s, Y
ε
s )ds
)
6 E
(∫ t
0
c(Xεs , Y
ε
s ) ·
[
∇xΦ
f
n(s,X
ε
s , Y
ε
s )−∇xΦ
f (s,Xεs , Y
ε
s )
]
ds
)
+ E
(∫ t
0
c(Xεs , Y
ε
s ) · ∇xΦ
f(s,Xεs , Y
ε
s )− c · ∇xΦ
f (s, Y εs )ds
)
6 C3
(
n−ϑ + αϑε + α
ϑ∧1
ε ·
αε
γε
+
α2ε
βε
)
.
Consequently, we arrive at
Qˆ(ε) 6 C4
(α2ε
γε
n2−ϑ +
1
γε
n−ϑ +
α2ε
γ2ε
n1−(ϑ∧1) + αϑε + α
ϑ∧1
ε ·
αε
γε
+
α2ε
βε
)
.
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Still, we can take n = α−1ε to get that for ϑ ∈ (0, 1],
Qˆ(ε) 6 C4
(αϑε
γε
+
α1+ϑε
γ2ε
+
α2ε
βε
)
6 C4
(αϑε
γε
+
α2ε
βε
)
.
and for ϑ ∈ (1, 2], we have
Qˆ(ε) 6 C4
(αϑε
γε
+
α2ε
γ2ε
+
α2ε
βε
)
,
which in turn yields the desired result.
(i) (Regime 1) Finally, we can use Lemma 4.2 directly to get that
E
(
1
γε
∫ t
0
f(s,Xεs , Y
ε
s )ds
)
6 C1
(αϑε
γε
+
α
1+(ϑ∧1)
ε
γ2ε
+
α2ε
βεγε
)
6 C1
(αϑε
γε
+
α2ε
γ2ε
+
α2ε
βεγε
)
.
The whole proof is finished. 
5. Diffusion approximations
Recall that Φ(t, x, y) is the solution to Poisson equation (2.8), and the limit ef-
fective system is given by (2.9). For k = 1, · · · , 4, denote by Lˆk the infinitesimal
operator of Yˆ kt , i.e.,
Lˆk :=
d2∑
i,j=1
Gˆijk (t, y)
∂2
∂yi∂yj
+
d2∑
i=1
Fˆ ik(t, y)
∂
∂yi
,
where Gˆk(t, y) := GˆkGˆ
∗
k(t, y)/2. The following properties for the averaged coefficients
follow by Lemma 3.2.
Lemma 5.1. Under the assumptions in Theorem 2.3, for every k = 1, · · · , 4, Gˆk is
non-degenerate in y uniformly with respect to t. Moreover, we have Fˆk, Gˆk ∈ C
ϑ/2,ϑ
b .
Proof. The non-degeneracy of Gˆ1 = Gˆ2 follows directly by (AG) and the definition.
Furthermore, by (3.1) we have∫
Rd1
H(t, x, y)Φ∗(t, x, y)µy(dx) = E
(∫ ∞
0
∫
Rd1
H(t, x, y)H∗(t, Xyt , y)µ
y(dx)dt
)
,
which is non-negative by the homogeneity of Xyt . Thus Gˆ3 = Gˆ4 are also non-
degenerate. Let us prove the regularity for the most general case Fˆ4. The conclusions
for Fˆ2, Fˆ3, Fˆ4 and Gˆk (k = 1, · · · , 4) can be proved by the same argument. In this
case, we have by the assumption that b, σ ∈ Cδ,1+ϑb , H ∈ C
(1+ϑ)/2,δ,1+ϑ
p and Theorem
2.1 that Φ(t, x, y) ∈ C
(1+ϑ)/2,2+δ,1+ϑ
p , which together with the assumptions on F and
c implies that
F (t, x, y) + c(x, y) · ∇xΦ(t, x, y) +H(t, x, y) · ∇yΦ(t, x, y) ∈ C
ϑ/2,δ,ϑ
p .
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Thus the conclusion follows by Lemma 3.2 directly. 
According to the above result, there exists a unique weak solution Yˆ kt for SDE
(2.9) for every k = 1, · · · , 4. To prove the weak convergence of Y εt to Yˆ
k
t , we need
to consider the following Cauchy problem on [0, T ]× Rd2 :{
∂tuk(t, y)− Lˆkuk(t, y) = 0, t ∈ [0, T ),
uk(0, y) = ϕ(y),
(5.1)
where T > 0 and ϕ is a function on Rd2 . As a direct consequence of Lemma 5.1, we
have the following result for the Cauchy problem (5.1), which is well-known in the
theory of PDEs, see e.g. [33, Chapter IV, Section 5].
Lemma 5.2. Assume that ϕ ∈ C2+ϑb . Then for every k = 1, · · · , 4, there exists a
unique solution uk ∈ C
(2+ϑ)/2,2+ϑ
b to equation (5.1) which is given by
uk(t, y) = Eϕ(Yˆ
k
t (y)). (5.2)
Moreover, we also have ∇yuk ∈ C
(1+ϑ)/2,1+ϑ
b and ∇
2
yu ∈ C
ϑ/2,ϑ
b .
Now, we are in the position to give:
Proof of Theorem 2.3. Given T > 0 and ϕ ∈ C2+ϑb , let uk be the unique solution to
equation (5.1). Define
u˜k(t, y) := uk(T − t, y).
Then it is obvious that u˜k(T, y) = uk(0, y) = ϕ(y). As a result, we can deduce by
(5.2) and the Itoˆ’s formula that
Rk(ε) := E[ϕ(Y
ε
T )]− E[ϕ(Yˆ
k
T )] = E[u˜k(T, Y
ε
T )− u˜k(0, y)]
= E
(∫ T
0
(
∂s + L1
)
u˜k(s, Y
ε
s )ds
)
+ E
(
1
γε
∫ T
0
L2u˜k(s, Y
ε
s )ds
)
= E
(∫ T
0
(
L1 − Lˆk
)
u˜k(s, Y
ε
s )ds
)
+
1
γε
E
(∫ T
0
H(s,Xεs , Y
ε
s ) · ∇yu˜k(s, Y
ε
s )ds
)
,
where L2 and L1 are defined by (1.5). Below, we divide the proof into four parts,
which correspond to the four regimes in (1.8).
(i) (Regime 1) In this case, we have(
L1 − Lˆ1
)
u˜1(t, y) =
[
G(t, x, y)− Gˆ1(t, y)
]
· ∇2yu˜1(t, y)
+
[
F (t, x, y)− Fˆ1(t, y)
]
· ∇yu˜1(t, y).
Note that the function
(
L1 − Lˆ1
)
u˜1(t, y) satisfies the centering condition (1.3).
Moreover, by the assumption that F,G ∈ C
ϑ/2,δ,ϑ
p , Lemma 5.1 and Lemma 5.2, we
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have
(
L1−Lˆ1
)
u˜1(t, y) ∈ C
ϑ/2,δ,ϑ
p . Thus, applying Lemma 4.2 with ϑ ∈ (0, 2] we can
get
R11(ε) := E
(∫ T
0
(
L1 − Lˆ1
)
u˜1(s, Y
ε
s )ds
)
6 C1
(
αϑε + α
ϑ∧1
ε ·
αε
γε
+
α2ε
βε
)
.
On the other hand, note that H(t, x, y) · ∇yu˜1(t, y) ∈ C
ϑ/2,δ,ϑ
p also satisfies (1.3).
Hence we have by Lemma 4.4 (i) that
R12(ε) :=
1
γε
E
(∫ T
0
H(s,Xεs , Y
ε
s ) · ∇yu˜1(s, Y
ε
s )ds
)
6 C1
(αϑε
γε
+
α2ε
γ2ε
+
α2ε
βεγε
)
.
Consequently,
R1(ε) = R11(ε) +R12(ε) 6 C1
(αϑε
γε
+
α2ε
γ2ε
+
α2ε
βεγε
)
.
(ii) (Regime 2) In this case, note that
Lˆ2 = Lˆ1 + c · ∇xΦ(t, y) · ∇y.
Thus, we can write
R2(ε) = E
(∫ T
0
(
L1 − Lˆ1
)
u˜2(s, Y
ε
s )ds
)
+
[
1
γε
E
(∫ T
0
H(s,Xεs , Y
ε
s ) · ∇yu˜2(s, Y
ε
s )ds
)
− E
(∫ T
0
c · ∇xΦ(s, Y
ε
s ) · ∇yu˜2(s, Y
ε
s )ds
)]
=: R21(ε) +R22(ε).
Entirely similar as above, we can control the first term by
R21(ε) 6 C2
(
αϑε + α
ϑ∧1
ε ·
αε
γε
+
α2ε
βε
)
.
On the other hand, let Ψ2 be the solution to
L0(x, y)Ψ2(t, x, y) = −H(t, x, y) · ∇yu˜2(t, y) ∈ C
ϑ/2,δ,ϑ
p .
Then, it is easy to see that
Ψ2(t, x, y) = Φ(t, x, y) · ∇yu˜2(t, y),
where Φ satisfies (2.8). Furthermore,∫
Rd1
c(x, y) · ∇xΨ2(t, x, y)µ
y(dx) = c · ∇xΦ(t, y) · ∇yu˜2(t, y).
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Consequently, we can apply Lemma 4.4 (ii) with f = H · ∇yu˜2 to get that
R22(ε) 6 C2
(αϑε
γε
+
α2ε
γ2ε
+
α2ε
βε
)
.
Thus we arrive at
R2(ε) = R21(ε) +R22(ε) 6 C2
(αϑε
γε
+
α2ε
γ2ε
+
α2ε
βε
)
.
(iii) (Regime 3) In this case, we have
Lˆ3 = Lˆ1 +H · ∇yΦ(t, y) · ∇y +H · Φ∗(t, y) · ∇
2
y,
where the extra diffusion coefficient is given by
H · Φ∗(t, y) :=
∫
Rd1
H(t, x, y)Φ∗(t, x, y)µy(dx).
Thus we can write
R3(ε) = E
(∫ T
0
(
L1 − Lˆ1
)
u˜3(s, Y
ε
s )ds
)
+
[
1
γε
E
(∫ T
0
H(s,Xεs , Y
ε
s ) · ∇yu˜3(s, Y
ε
s )ds
)
− E
(∫ T
0
H · ∇yΦ(s, Y
ε
s ) · ∇yu˜3(s, Y
ε
s ) +H · Φ
∗(s, Y εs ) · ∇
2
yu˜3(s, Y
ε
s )ds
)]
=: R31(ε) +R32(ε).
Following the same idea as in (i) and using Lemma 4.2 with ϑ ∈ (0, 1], we can control
the first term by
R31(ε) 6 C3
(
αϑε +
α2ε
βε
)
.
On the other hand, let Ψ3 be the solution to
L0(x, y)Ψ3(t, x, y) = −H(t, x, y) · ∇yu˜3(t, y) ∈ C
(1+ϑ)/2,δ,1+ϑ
p ,
which is given by
Ψ3(t, x, y) = Φ(t, x, y) · ∇yu˜3(t, y).
One can check that∫
Rd1
H(t, x, y) · ∇yΨ3(t, x, y)µ
y(dx)
=
∫
Rd1
H(t, x, y) · ∇yΦ(t, x, y)µ
y(dx) · ∇yu˜3(t, y)
+
∫
Rd1
H(t, x, y) · Φ∗(t, x, y)µy(dx) · ∇2yu˜3(t, y)
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= H · ∇yΦ(t, y) · ∇yu˜3(t, y) +H · Φ∗(t, y) · ∇
2
yu˜3(t, y).
Consequently, by applying Lemma 4.4 (iii) with f = H · ∇yu˜3 we have that
R32(ε) 6 C3
(
αϑε +
αε
βε
)
,
which in turn yields the desired result.
(iv) (Regime 4) Finally, we have
Lˆ4 = Lˆ1 + c · ∇xΦ(t, y) · ∇y +H · ∇yΦ(t, y) · ∇y +H · Φ∗(t, y) · ∇
2
y.
We thus have
R4(ε) = E
(∫ T
0
(
L1 − Lˆ1
)
u˜4(s, Y
ε
s )ds
)
+
[
1
γε
E
(∫ T
0
H(s,Xεs , Y
ε
s ) · ∇yu˜4(s, Y
ε
s )ds
)
− E
(∫ T
0
[
c · ∇xΦ +H · ∇yΦ
]
(s, Y εs ) · ∇yu˜4(s, Y
ε
s )
+H · Φ∗(s, Y εs ) · ∇
2
yu˜4(s, Y
ε
s )ds
)]
=: R41(ε) +R42(ε).
As above, we can control the first term by
R41(ε) 6 C4α
ϑ
ε .
Let Ψ4 be the solution to
L0(x, y)Ψ4(t, x, y) = −H(t, x, y) · ∇yu˜4(t, y) ∈ C
(1+ϑ)/2,δ,1+ϑ
p ,
which is given by
Ψ4(t, x, y) = Φ(t, x, y) · ∇yu˜4(t, y).
One can check that∫
Rd1
c(x, y) · ∇xΨ4(t, x, y)µ
y(dx) +
∫
Rd1
H(t, x, y) · ∇yΨ4(t, x, y)µ
y(dx)
=
[
c · ∇xΦ +H · ∇yΦ
]
(t, y) · ∇yu˜4(t, y) +H · Φ∗(t, y) · ∇
2
yu˜4(t, y).
Consequently, by applying Lemma 4.4 (iv) with f = H · ∇yu˜4 we have that
R42(ε) 6 C4α
ϑ
ε .
The whole proof is finished. 
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