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Abstract—The problem of maintaining connectivity in a 
mobile communication network is considered. The agents 
consist of two classes: one class of agents, which is termed 
primary mission agents, performs surveillance operations that 
may or may not be coordinated efforts. The second class of 
agents, which is termed relay agents, is controlled to maintain 
the connectivity. Two control algorithms are proposed to retain 
the connectivity of the network. Sliding mode observers are 
employed to predict the trajectories of the primary mission 
agents, when only their positions are known from blue force 
messages, and this information is used to construct state 
dependent graphs encapsulating the measure of connectivity. 
An optimal model predictive control is employed to develop the 
control policies for the relay agents to maximize connectivity. 
Also, the hybrid system approach is used to retain the 
connectivity of the communication network. The efficacy of the 
proposed control algorithms is confirmed on a case study of 
Riverine detection and interdiction operation. 
I. INTRODUCTION 
ystems of multiple agents that perform cooperative tasks 
have many military and civilian applications, including 
surveillance, reconnaissance, and sensing have been the 
subject of much recent research (for reviews, see [1-4]). In 
typical scenarios, a group of agents investigates a 
phenomenon of interest, with individual agents performing a 
primary data-gathering task while also meeting other 
requirements for network coordination. In such networks, 
each agent gathers its data and ensures network coordination 
by adapting its movements to meet the system's goal. The 
research has leant heavily on ideas from control, 
optimization, and graph theory [5]–[7] where information 
exchange and cooperation are key elements. 
Similar tasks of creating a communications bridge 
between a mobile agent and a communications base using 
robotic routers were investigated [18], [19]. This paper 
extends that concept in that multiple mobile agents are 
addressed. Obstacles or restricted motion of the mobile 
routers are not considered.  
This paper considers the problem of retaining the 
connectivity in a mobile communication network (MCN) of 
data gathering agents/nodes that may not perform 
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coordinated missions. The task of predicting network 
disruption due to movement of the agents using a phantom 
graph of the future network and preventing the disruption is 
addressed. The motivation case study comes from a scenario 
concerning the collection of security-sensitive data while 
detecting the possible presence of radioactive materials on 
cargo ships entering a major US port. Sensing of short range 
radiological signatures, in limited access environments, is a 
difficult problem. Because most direct radiological 
signatures can often be detected at close range (< 100 m), 
mechanisms to employ autonomous platforms permitting 
close information collection, is desirable. Autonomous 
platforms, capable of relying on minimal data exchange 
between each other and/or support from command resources 
(for instance, Mobile Operation Base (MOB) as in [8]), will 
reduce the limitations introduced by human reaction times. 
The platforms which collect the data are called primary 
mission (PM) agents/nodes, and are commanded and 
controlled directly by the MOB. They usually perform the 
data gathering mission without regard for maintaining the 
connectivity of the MCN. In order to retain MCN 
connectivity, smaller autonomous platforms, called relay 
agents (RA), must situate themselves so that communication 
is preserved. These RAs have no knowledge of the future 
movements of the PMs. An example of this scenario (see 
Fig. 1), a high speed chase of a target vessel by a patrol boat 
(that is treated as PM), is considered as in [8]. The 
communication range for the patrol boat with its mobile 
operations base (MOB) is only 12 nautical miles. The patrol 
boat (PM) with a radiological sensor follows a target vessel 
keeping the needed detection distance of 75 ft.  
 
 
Figure 1  Synergy of extending mesh network by unmanned surface 
vehicles (RAs) during a high-speed riverine chase of the target 
vessel.  
Whenever a patrol boat (PM) is predicted to be beyond the 
communication range with MOB, the RAs are used to 
quickly retain the MCN connectivity and keeping the 
detection process uninterrupted beyond the 12 nautical mile 
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zone. In this paper a graph theoretic viewpoint is taken to 
describe the communication network associated with the 
PMs and RAs. As in [9] the Fiedler eigenvalue 2λ  of the 
Laplacian describing the communication topology is taken 
as the measure of connectivity. 
 The first algorithm is developed for the MCN that consists 
of the predefined number of PMs and RAs, assuming that all 
available RAs are deployed from the very beginning of the 
reconnaissance mission. The connectivity of the MCN is 
maintained by means of corresponding control of RAs, while 
PMs are moving in accordance with the reconnaissance 
mission tasks. It is well-known that the MCN is connected if 
 [9]. The RAs are controlled to maximize  as in 
[10]-[12] taking into account the interaction between PMs 
and RAs, while the control energy is minimized. This 
approach to create the control functions for the RAs may be 
viewed as a form of model predictive control. 
The second algorithm discussed in this paper is based on 
the earlier results proposed in [13], [14]. At the very 
beginning of the reconnaissance mission no RAs are 
employed, and they are added to the MCN as soon as a loss 
of the connectivity is predicted. Therefore, the overall MCN 
dynamics of the PMs and RAs fall into the hybrid system 
description with increasing state order, due to new RAs 
being deployed or withdrawn at certain moments, as 
necessary to maintain the communication connectivity. A 
loss of MCN connectivity is predicted on a given time 
window using a dynamic model of the MCN (based on 
predicted future positions of the PMs obtained from sliding 
mode observers [15], [16]), graph theory [17] (to 
quantitatively describe connectivity) and a newly introduced 
concept of ‘graph connectability’ [14]. At first, the optimal 
locations for the RAs to maintain connectivity at a specific 
instance of time are determined and identified as waypoints 
for RAs. Subsequently, the tracking of the waypoints are 
then attained using LQR or sliding mode principles making 
use of the benefits of the finite time convergence of sliding 
modes and the robustness to external disturbances and model 
uncertainties.  
The efficacy of the proposed two-level control algorithms 
for retaining the connectivity of the MCN is confirmed on a 
case study of Riverine chase operation [8]. 
The structure of the paper is as follows. Section II 
contains the dynamic model of the MCN with PMs that do 
not share state data directly with the RAs. The proposed 
control algorithms for retaining the connectivity in the MCN 
are presented in Sections III and IV. Section V is dedicated 
to a case study, and the conclusions are presented in Section 
VI. 
II. MOBILE COMMUNICATION NETWORK DYNAMIC MODEL 
A. Mathematical model representation 
A two-dimensional plane of a given area represents the 
riverine scenario.  The PMs that track the target watercraft 
have dynamics modeled by 
 qi(t) = APiqi(t) + BPi f i(t)  (2.1) 
where the state, qi (t), of the PMs is driven by the external 
control and disturbances, f i(t) .  The external control and 
disturbance is assumed to not be known by the RAs, but may 
be reconstructed exactly by use of high order sliding mode 
(HOSM) observers and the time dependent position of the 
PM. Note that qi(t), f i(t) ∈\2  have longitude and latitude 
components. The dynamics of the RAs is given by  
 zi(t) = ARizi(t) + BRiui(t)  (2.2) 
In equation (2.2), zi(t) ∈\2 ,i ∈1,...,m , the state of the ith
RA where m  is the number of RAs, is controlled by the 
control input .  The combined system state equation is 
then given by 
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B. Graph theory representation 
The interconnection of agents in the two-dimensional 
plane is modeled as a time dependent undirected graph 
where  is a nonempty set of vertices 
consisting of agents and  is 
the time varying set of edges of  which are the 
communication links between agents. Two distinct nodes 
i, j ∈Gt ,i ≠ j  are said to be connected by an edge if their 
distance in the plane is less than an a priori distance based 
on the communication capabilities of the agents and the type 
of data being transmitted. Since the agents are moving in a 
two-dimensional plane, an edge between the nodes - an 
element of the edge set - can be interpreted as a 
potential function based on the relative distance. When an 
edge exists between agents, the agents are said to be 
adjacent. The set of vertices adjacent to a given vertex is 
called the neighborhood,  of the 
vertex. The graph is considered undirected because the 
existence of an edge between agents means that bidirectional 
communications are insured. The distance between two 
adjacent agents and  is given by  
 qi − qj = rij = rji > 0 (2.4) 
C. Estimation of PM velocity 
The position of the PM is assumed to be known, and the 
velocity of the PM is estimated by a super-twisting observer:  
 
ζ 0i = v0i
v0
i = −1.5Li12 ζ 0i − qij
1
2 sign(ζ0i − qij ) +ζ1i
ζ1i = −1.1Lisign(ζ 0i − qij )
 (2.5) 
Where i = 1,2 and j = 1,...,n , Li  is a Lipchitz constant such 
that Li > max qij (t)  [15]. 
The super-twisting observer in equation (2.5) converges 
to the estimated PM position ζ0i → qij  velocity ζ1i → qij  in 











finite time. The estimated velocity and measured position are 
used to predict the future PM position. 
D. Problem statement 
As described in the Introduction, the objective is to 
preserve communications between the MOB and the PM by 
utilizing the RAs. On a finite time window T, based on the 
sampling time τ, such that { }0 , 0,1,...,kT t t k k Nτ= = + =  
the network is evaluated to determine if any agent will be 
isolated [11]. [13]. [14].  The PM’s predicted location on T  
is computed using the estimated velocity as derived in 
section C above. The predicted PM location and the 
predicted locations of the RAs are evaluated by an MOB 
application [11], [14] using methods described in the sequel.  
If connectivity of the network is predicted to occur on the 
time interval T = tk , the RAs’ new waypoints are computed 
and the RAs are driven to those waypoints before the 
predicted loss of communications occurs. As also stated in 
the Introduction, this paper presents two different methods 
of preserving connectivity of the network: Evolving Control 
Method and Hybrid System Based Method. 
III. MODEL PREDICTIVE ALGORITHM 
The proposed MOB algorithm consists of the following 
components: 
• a module to estimate the unknown inputs to the PM in 
finite time; 
• a module to check the connectivity among the agents at 
regular intervals of time tk ; 
• a module to predict the loss of connectivity and to make 
a decision about deploying new agents if required; 
• an algorithm to create control policies for the RAs to 
ensure connectivity over a short time window 
t0 ,t0 + Nτ⎡⎣ )based on sampling times τ . 
The unknown inputs to the PM are estimated exactly by 
the super-twisting observer as described in section II-C. 
A. Connectivity assessment 
On each time window, a state dependent graph  is 
constructed based on the instantaneous position 
measurements of the agents present at time which become 
the nodes of the graph [11]. Associated with  , a 
state dependent Laplacian matrix 
  (3.1) 
where wij (tk )  is the weight associated with each edge . 
The wij (tk )  are essentially the entries of the state dependent 
adjacency matrix [ ]
tG ij
A  when . The value of the 
wij (tk )  depends on the distance between the i
th and jth  
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where , d * , and R  are the positive scalars and define the 
decay of the proximity strength between agents. The time 
varying proximity distance  
 dij (t) := qi(t) − q j (t) ≥ d*   ∀i ≠ j  (3.3) 
where qi (t) is the position of the ith agent at time t . 
At time , suppose there are n PAs and m RAs in 
the network.  The state dependent graph  consists of 
n+m nodes.  At , ,  and the Laplacian 
matrix  are evaluated. Since the Laplacian matrix 
of a state dependent graph is always symmetric positive 
semi-definite, the eigenvalues of are all non-negative 
[11]. Order the spectrum as  
    (3.4) 
so that  represents the second smallest eigenvalue 
associated with the algebraic connectivity of the graph [11]. 
By its formulation, the term represents a measure of 
how connected the agents are on the two-dimensional plane 
based on the chosen proximity rule. The term 
02
( )Gλ L
becomes zero when becomes disconnected, and the value 
increases when the graph is tightly connected [11]. Provided 
all the agents are connected and there exists at least one 
spanning tree; the rank of the Laplacian of  is n −1. 
B. Control Policy and Agent Deployment decision 
Assuming the PMs and RAs in the field are distributed in 
such a way that the associated graph is connected at time , 
the aim is to develop high level algorithms for devising the 
control policies for the RAs such that the connectivity is 
maintained, at least at the same level, or increased, as time 
evolves. In the MOB application, a finite time horizon T , 
based on a sampling time  is considered
T = tk = t0 + kτ ,k = 0,1,..., N{ } . In discrete time, the 
following simple Euler discretization of the dynamics of the 
PM and RAs in (2.3) are written as: 
 1
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where , , ,Pi Pi Ri Ri iA B A B    are the state-space matrices arising 
from the discretization. The control u(tk ) is the control input 
of the ith RA at time tk . The estimates of the states of the 
PM, , obtained using the proposed sliding mode observers 


















estimates of the unknown control inputs, f i(t0 ), of the PMs 
to predict the position of the PMs on the time window. The 
predicted position of the RAs on the time window are 
computed using the position and velocity of the RAs at the 
start of the time window. Using the model in (3.5) for the 
control input sequences and the initial states at the time 
instant , the states 
 
zi(tk ){ }k=0N  for all the  RAs 
during the immediate finite horizon T  can be computed.  
The objective is to derive an optimal sequence of control 
inputs * 0{ ( )}
i N
k ku t =  for the RAs over the finite horizon T  by 
minimizing a finite time horizon objective 
*{ ( )} 0
* *
0 0 0 0
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In [11] the finite horizon cost function J  is defined as 
  (3.7) 
 whereα1 andα2 are tuning weights. 
C. Connectivity loss prediction and Deployment of RAs 




k ku t =  for i = 1,...,m  and a sequence of predicted 
algebraic connectivity measures from the graph Laplacians
. From these predicted 
 
values, the 
potential loss of connectivity in the future can be predicted 
by the MOB application over the interval T. At this point 
additional RAs could be deployed and the entire procedure is 
repeated but now accounting for the newly introduced RAs 
(with initial conditions starting at a base station).  
 
IV. HYBRID SYSTEM BASED ALGORITHM 
A. Hybrid system representation 
On each timeframe T = tk the network is evaluated as 
described in section II-D.  If a loss of communications is 
predicted, any already dispatched RAs are considered for 
maintaining connectivity. If the already dispatched RAs can 
be repositioned and preserve the connectivity, their new 
waypoints are computed and the RAs are commanded to the 
new waypoints. If these already dispatched RAs are 
insufficient and there are idle RAs available, waypoints for 
the necessary RAs are computed and those previously idle 
RAs are commanded to the waypoints. If previously idle 
RAs are invoked, the dimension of the system state 
represented by equation (2.3) increases. The condition that 
causes this increase in state dimension is, in hybrid system 
theory, called a guard condition. If already dispatched RAs 
are utilized, the dimension of the state remains the same at in 
the next time window, but the control on the right hand side 
of equation (2.3) changes, also representing a guard 
condition.  Figure 2 contains a state transition diagram for 
the hybrid system. The guard conditions, ijG , indicate 
transitions to higher state dimensions or a change in the right 
hand side control. The reset conditions, ijå , indicate 
transitions to lower state dimensions in which an already 
dispatched RA is no longer necessary. 
 
Figure 2. Hybrid dynamical system state transition diagram 
indicating the system state dimension increase or decrease and the 
guard and reset conditions. 
B. Stability of hybrid dynamical system 
Even though the system on each time window may be 
stable, the hybrid system (Figure 2) stability across time 
window transitions must be assured. The assurance of 
system stability across jumps in state is provided by 
Lyapunov theory. Particularly, the theorem presented in [20] 
is used to assess the hybrid system stability in our case. 
Theorem (Theorem 7 [20]) 
Given N dynamical systems , each with 
equilibrium point at the origin, and N candidate Lyapunov 
functions, 1 2,  ,...,  NV V V . 
(1)  If   Vi  decreases when is active and 
(2)   
then the hybrid system is Lyapunov stable. 
C. Connectability theory 
The algorithm for preventing a loss of connectivity in 
this method differs from the Model Predictive Method of 
section III in that it utilizes a new connectability theory, 
which is based on a connectability matrix. The 
connectability matrix is similar to traditional graph theory’s 
adjacency matrix, and is computed as in equation (4.1) [14] 
 C[ ]ij = k = ceil( D⎡⎣ ⎤⎦ij / d
*) if i ≠ j





The d *  term in equation (4.1) is the maximum 
communications distance between agents for the given time 
window. This d *  is dependent on the power of the 
transmitters and the data being transmitted on the time 






window. The bandwidth required to transmit text data is less 
than that to transmit voice or video data. This results in
d* = d | dtext < dvoice < dvideo{ } .  
Equation (4.1) produces a matrix with the following 
properties: 
Property 1. The connectability matrix of an undirected graph 
is symmetric. 
Property 2. The diagonal elements of the connectability 
matrix are zero, and the off diagonal elements are the 
multiples of d* between the ith and jth nodes. 
Property 3. If [ ] 1ijC = , the nodes are connected, otherwise, 
the value of [ ] 1 0ijC − > is the number of additional nodes 
necessary to connect nodes i and j. 
From property 3, a connectability metric can be computed 
to determine if a node is isolated.  This connectability metric 
 ( )
1,
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gives the number of adjacent connected nodes of node i . 
Therefore, if in equation (4.2), then node i is isolated, 
and the off-diagonal elements indicate the k-connectability 
of node i to its nearest neighbors. This means that min
([ ] 1)ijC −  is the least number of additional nodes required to 
connect nodes i and j. 
D. Connectivity assessment and preservation 
On each time window, the connectability matrix and 
metric are computed. If for any i=1,2,…,n the 
number of RAs required to preserve communications is 
determined by the minimum off-diagonal elements of that 
row. The RA waypoints are computed by minimizing the 
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The RAs must be driven to the new waypoints by time , 
where is the time of the predicted isolation, in order to 
preserve communications.  The RAs may be driven to these 
new waypoints using hybrid LQR, sliding mode (SM), or 
HOSM control on the timeframe tk−1 < t ≤ t ∈T . In using 











(ek (t))T Qk (e
k (t)) + ((uk )T Rkuk )t j
t j+1∫ dτ
 (4.4) 
where ek (t) = zk (t) − z k (t j+1) . 
In this case, Pk  satisfies the differential Riccati equation, 
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Solving equation of (4.5) for Pk on each jump of system 
dimension allows the computation of LQ type optimal 
control as uk (t) = −Rk−1(t)BkT (t)Pk (t)zk (t),t ∈[t j ,t j+1] . 
V. CASE STUDY 
A. Riverine hybrid system case 
The riverine operation described in the Introduction is 
used as the case study. The task of maintaining 
communications of the MOB with the patrolling security 
boat, the PM, is studied. The PM detects radiation from the 
target vessel and a high speed chase ensues. The PM chases 
the vessel toward Fort Eustis where it is detained. In Figure 
3, the initial location of the MOB, PM, RAs, and the target 
vessel are shown. As the PM moves to perform surveillance 
on the target vessel, the distance from the MOB is predicted 
to become greater than the 12 mile communications range. 
The RAs are dispatched and moved to the computed 
waypoints before the network connection is lost. As the 
target vessel continues to move further from the MOB all 
RAs are incorporated to preserve communications as shown 
in Figure 4. 
B. Numerical example case 
The scenario considered in this paper for the model 
predictive case concerns a situation involving 3 PMs and 
two RAs over a decomposed region from the spectral 
clustering module. The PMs are shown as ‘x’ on the plots 
while the RAs are shown by the symbol ‘o’. The initial 
conditions are shown in red. In what follows the time step τ 
= 10 and the horizon for the control policy calculations is 50 
units of time (i.e. N = 5). The PMs move from their initial 
conditions to their final ones over a period of 10 units of 
time and then remain at these positions, see in Figure 5. In 
this case the observer module is disabled since the input to 
PM is provided in a deterministic way to demonstrate the 
efficacy of the proposed optimization approach. 
 
 












Figure 4. All RAs engaged 
Now as proposed in control policy generation module, by 
solving an optimization as in (3.6), a set of * 5 0{ ( )}k ku t = is 
obtained. The trajectory profile of the two RAs for a time 
window of 50 units of time is shown in Figure 5. 
 
Figure 5. Uncontrolled and controlled agent position evolution 
It can be seen in Figure 6 that there are only three update 
positions taken by the RAs and then it remains in that 
position. The hatched encirclements of the agents shows the 
R used to generate the proximity relations as defined in 
(3.2). 
 
Figure 6. Scenario 1: inputs to the controlled agents 
VI. CONCLUSIONS 
This paper has considered the problem of maintaining 
connectivity in a network of mobile agents.  The two 
algorithms for preserving network communications were 
presented and found to successfully address the task. The 
PM future positions were estimated with only knowledge of 
the current position at the start of each time window using 
super-twisting observers, and the hybrid system approach of 
predicting node isolation, computing RA waypoints, and 
driving the RAs to the waypoints before communication loss 
has been shown to sufficiently preserve connectivity. 
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