Introduction
Location problems, most of the times, are strategic decisions that are costly to revert and that have consequences in the medium and long term. So, when making a location decision, the Decision Maker should consider not only the present situation, but also the future. According to Erlenkotter (1981) , two main characteristics force the consideration of a dynamic location problem: the assignment costs change signicantly during the planning horizon, and there must be signicant costs for relocating facilities. If the rst characteristic is absent, then the problem can be formulated as the uncapacitated facility location problem (UFLP); if the second characteristic is absent, then a set of disconnected UFLP can be considered (one for each period of the planning horizon). It is not possible, however, to think beyond the present and to consider a planning horizon without realizing that decisions are to be taken in an uncertain environment. In this research report we consider a dynamic location problem where uncertainty is explicitly incorporated, represented by a nite and discrete set of future scenarios. Fixed and assignment costs are scenario dependent, as well as the set of customers and the set of potential locations for facilities. We formulate our problem as an integer linear program, that contains the UFLP and the dynamic uncapacitated facility location (DUFLP) as particular problems. As well known, the UFLP and its generalizations are NP-hard (Cornuejols et al., 1990) . We propose a new primaldual heuristic directly inspired on the approaches developed by Erlenkotter (1978) and Van Roy and Erlenkotter (1982) , designed for the static and dynamic versions of the UFLP, respectively.
Several authors have considered location problems with uncertainty. Louveaux and Peeters (1992) consider a stochastic UFLP in which demands, variable production and transportation costs, and selling prices (incorporated in the model) can be random. The stochastic problem is formulated as a twostage stochastic program with recourse, where the rststage decisions are the location and size of the facilities to be established, and the secondstage decisions are the allocation of the available production to the most protable demands. As opposed to the deterministic case, the choice of both the demands to be served and the size of the facilities to be established also becomes part of the decision process. The authors also propose a heuristic based in Erlenkotter (1978) . Laporte et al. (1994) consider a stochastic Capacitated Facility Location Problem. The problem consists of optimally determining the location and size of facilities given that future customer demand is uncertain. The problem can also be viewed as a twostage stochastic integer program. Serra and Marianov (1998) consider a p-median based model in which travel times between nodes and/or demand at nodes are uncertain. In this paper uncertainty is treated by the scenario approach. Two p-median formulations are presented, the minmax and the regret approaches. The authors propose a heuristic method for both formulations, and a real application to the location of re stations in Barcelona is presented. More recently, Ravi and Sinha (2004) also propose a two-stage stochastic version of the UFLP and an approximation algorithm to solve it. Here, demand and xed costs are both random, and facilities may be opened in either the rst or second stage. Lin (2009) proposes a stochastic version of the singlesource capacitated facility location problem in which the demand is uncertain. The objective function is to minimize the total system costs including xed facility costs and costs of servicing each demand point by its assigned facility. Simultaneously, recognizing that facilities should provide an adequate level of service, the model also incorporates facility service level requirements, being the probability that each open facility can cope with the stochastic demand assigned. The set of demand quantities are assumed to be independent random variables. In a dynamic framework, we refer, for instance, to Jornsten and Bjorndal (1994) , Current et al. (1997) and Romauch and Hartl (2005) . Jornsten and Bjorndal (1994) also consider the DUFLP under uncertainty, where the xed and variable costs are described via a set of scenarios. To solve the dynamic and stochastic program, the authors use the scenario and policy aggregation described by Rockafellar and Wets (1991) . Current et al. (1997) address dynamic location problems in which the total number of facilities to be sited over the planning horizon is uncertain. Two decision criteria are considered: the minimization of the maximum regret and the minimization of expected opportunity loss. Under the decision criteria, each problem locates an initial number of facilities when the total number is unknown. Romauch and Hartl (2005) consider a dynamic facility location problem with uncertain demand, described by scenarios. The problem seeks the optimal decisions for production, inventory and transportation, to serve the costumers during a xed number of periods. It is assumed that the production sites have limited storage capacities. The model is rst solved by dynamic programming and then a heuristic is proposed, the Sample Average Approximation Method (SSA) adapted to the multi-period case. For other references and extensive reviews on location problems under uncertainty we refer to (Louveaux, 1993; Snyder, 2006) .
In the following section the notation used in this research report is introduced and our problem is described. In section 3 the corresponding dual problem is presented and the heuristic is described. Section 4 presents two illustrative examples and nally section 5 includes conclusions and future work directions.
2
Notation and Description of the Problem Consider a planning horizon represented by a discrete set of time periods T = {1, ..., t, ..., T }.
The future will be one of a nite set of possibilities, represented by a discrete set of scenarios S = {1, ..., s, ..., S}, where each scenario characterizes the value of all uncertain elements. Suppose that each s ∈ S will occur with probability p s such that s∈S p s = 1. Let the set of potential facility sites be denoted by J = {1, ..., j, ..., M } and the set of possible costumers locations (or demand points) by I = {1, ..., i, ..., N }. In reality, these sets include all the potential facility locations and all the potential customers for all possible scenarios, despite the fact that for each scenario in particular possibly only a subset of potential locations and a subset of customers is considered. The reason for this is that we consider uncertainty associated not only with the xed and variable costs, but also associated with the existence of customers and the future existence of potential locations. Only at the rst time period are these sets equal for all scenarios (the present situation).
Let us dene δ s it as equal to 1 if customer i exists during period t for scenario s, and 0 otherwise. Then we have to guarantee that all customers such that δ s it = 1 are assigned to an open facility, for all (t, s) ∈ T × S. In terms of costs, the model considers not only xed costs (opening and operating), but also variable costs associated with the assignment of customers to the facilities. For (j, t, s) ∈ J × T × S, let f s jt be the xed cost of establishing (opening) facility j at the beginning of period t plus the operating and subsequent costs in period t, under scenario s; for (i, j, t, s) ∈ I × J × T × S, c s ijt represents the assignment cost of customer i to facility j in period t and under scenario s. If it is not possible to open facility j at the beginning of time period t, under scenario s, then the corresponding xed cost will be considered equal to +∞. We assume that once a facility is opened, it stays open until the end of the planning horizon.
The decisions to be made are where and when to locate new facilities, and how to assign the existing customers over the whole planning horizon and under each scenario. Thus, we dene the following binary decision variables for the problem: x jt equals 1 if facility j is opened at the beginning of period t, and 0 otherwise; y s ijt equals 1 if customer i is assigned to facility j in period t and under scenario s, and 0 otherwise. As a matter of fact, assignment decisions are considered to be taken a period at a time, so they can be changed according to the scenario that came true. Location decisions are hard to revert, so we have to live with the decision taken whatever the scenario that came to occur. Our aim is to make the best location decisions, considering the uncertainty associated with the future. Several dierent objective functions could be considered, but for now we consider the minimization of expected total costs (xed and assignment costs).
We can formulate the problem as follows:
The objective function (2.1) minimizes the expected total costs (xed plus variable costs). Constraints (2.2) require that, under each scenario and in every time period, an existing customer be assigned to exactly one facility. Constraints (2.3) impose that an existing customer can only be assigned to open facilities. A customer can be assigned to dierent facilities at dierent time periods and dierent scenarios. Constraints (2.4) ensure that each facility is opened at most once during the time horizon (located at the same site in all scenarios). Finally, (2.5)(2.6) restrict the decision variables to be binary. Formulation (P) contains the UFLP ( |T | = |S| = 1 ) and the DUFLP ( |T | > 1, |S| = 1 ) as particular problems, and has |J| |T | + |J| |I| |T | |S| binary variables and |I| |T | |S| + |J| |I| |T | |S| + |J| restrictions (not counting the zero-one constraints). Even for moderate dimensions of these sets, (P) becomes a quite large integer linear program.
3
Heuristic Approach
We propose a primal-dual heuristic based on the approaches developed by Erlenkotter (1978) and Van Roy and Erlenkotter (1982) for the static and dynamic versions of the UFLP, respectively. The main idea of the approach is to obtain good solutions from the corresponding dual problem, more precisely from the so-called condensed dual problem. The various procedures are designed to reduce the duality gap between dual and primal function values. The dual ascent procedure constructs a dual solution and an associated set of candidate facility locations. The primal procedure yields a corresponding candidate primal solution. If the dual and primal solutions satisfy all complementary slackness conditions, then the solutions are optimal. If not, the heuristic continues with the adjustment procedures in order to improve these solutions. In order to describe the heuristic, we begin by formulating the dual problem, the condensed dual problem and the complementary slackness conditions between the dual problem and (P).
Dual Problem and Complementary Slackness Conditions
Consider the primal (P). Dening in (2.1) C s ijt = p s c s ijt and F s jt = p s f s jt , and considering dual variables v s it , w s ijt and u j associated with the restrictions (2.2), (2.3) and (2.4), respectively, the dual of (P) is given by:
We may set 12) to obtain the condensed dual problem:
The corresponding slack variables π jt for constraints (3.14) are given by:
Then, the complementary slackness conditions are:
For ease in the exposition, let us reindex, for each scenario s, C s ijt for each (i, t) in nondecreasing order as C s (k) it , for k = 1, 2, ..., k s it , where k s it denotes the number of facility-to-customer links for (i, t) under scenario s. Thus, C
s).
Let I + be the set of pseudo customers (i, t, s) corresponding to the dual variables v s it that the procedure will try to increase. Initially, I + will be equal to all possible combinations (i, t, s) ∈ I × T × S, except those such that δ s it = 0. Later, I + will be set within the respective procedures. We note that a customer without demand does not contribute to the improvement of the dual objective function value and does not also contribute to any violation of the complementary slackness conditions. Thus, these customers are excluded from the ascent procedures.
The steps of the heuristic are as follows:
it , ∀ (i, t, s), and u j = 0, ∀ j.
2. Execute the dual ascent procedure.
3. Execute the primal procedure. If an optimal solution is found, then stop.
4. Execute the primaldual adjustment procedure as the dual objective function value increases.
If an optimal solution is found, then stop.
5. Execute the dual adjustment procedure for u j . If the dual solution is changed, then return to step 3.
Dual Ascent Procedure
This procedure will iteratively increase the values of variables v s it , decreasing the slacks' values accordingly.
In what follows, (i, t, s) q , with q ≤ |I × T × S|, represents a given, but arbitrary, sequence of pseudo customers.
Consider any dual feasible solution {v
it , ∀ (i, t, s), and π jt ≥ 0, ∀ (j, t).
2. (i, t, s) ← (i, t, s) 1 and q ← 1; r = 0.
If (i, t, s) /
∈ I + ∨ δ s it = 0, then go to step 7.
7. If q < |I + |, then q ← q + 1, (i, t, s) ← (i, t, s) q , and return to step 3.
8. If r = 1, then return to step 2, otherwise stop.
Primal Procedure
From the dual ascent procedure results the dual feasible solution {v In order to describe the primal procedure, let us rst dene the following sets:
τ for some τ . The set J * corresponds to all (j, t) such that j can be opened at the beginning of period t without violating (3.17); set J * t corresponds to all j that can be opened up to t; set J + t corresponds to all j that are actually open during t; set J + ⊆ J * corresponds to all j that open at the beginning of t, i.e., J + dictates what facilities are actually opened and when (location decisions).
The facilities that are considered rst are the ones that at a given time t should be assigned to a given customer (i, s), according to conditions (3.19), called essential facilities. Other facilities are only opened if strictly necessary. If a facility j needs to be open at some time period(s) and the rst time period when it needs to be open is t, then it will be opened at the beginning of time period t 2 (j), dened as being the time period closest and less than or equal to t such that the corresponding slack is equal to zero. It should be noted that, as we are dealing with an uncapacitated location problem, there will always be an admissible solution that can be built in this way: we can be sure that there exists at least one facility j such that π j1 is equal to zero (at least one facility can be opened at the beginning of the rst time period). If this was not true, then it would still be possible to improve the dual solution by increasing at least one v s i1 dual variable. The steps of the primal procedure are as follows:
1. Set J + = J + t = ∅, ∀t. Build J * and J * t , ∀t.
For each
5. For each j ∈ J, if u j > 0 and t : (j, t) ∈ J + , then
Assign each (i, t, s) to facility j ∈ J + t with lowest C s ijt .
Step 5 tries to minimize the violation of conditions (3.20). If there is a facility j such that u j > 0 and t x jt = 1, then j has to be opened in some time period. We chose to open the facility at the beginning of time period t such that the total weighted xed open cost is minimized, while respecting conditions (3.17).
PrimalDual Adjustment Procedure
The primaldual adjustment procedure will try to enforce the conditions (3.19) that can still be violated.
Consider the additional sets and denitions:
A best source and a second-best source for (i, t, s) in J + t are denoted by j(i, t, s) and j (i, t, s), respectively: C s ij(i,t,s)t = min
, then a complementary slackness condition (3.19) is violated. In such case, the decrease of the variable v s it causes the increase of at least two slacks π jτ , associated with distinct facilities. Set I + jt corresponds to all variables v s iτ whose value can be increased with the increase of slacks π jτ , τ ≤ t. 9. If v D ≥ v P , or r = r max or q = |I × T × S|, then stop; otherwise q ← q + 1, (i, t, s) ← (i, t, s) q , and return to step 2.
Dual Adjustment Procedure for u j
This procedure will try to increase and/or decrease the values of these dual variables. If u j > 0 and π jt > 0, ∀ t, then u j can be decreased by min t {π jt , u j } units, the dual solution remains feasible, and consequently the dual objective function value increases. On the other hand, if there is a slack π jτ = 0, then it may be worth increasing the value of u j which leads to an increase in the value of slacks π jt , ∀ t. In such cases, u j and slacks π jt are increased by M units, with max{C s ijt } < M < ∞. Such an increase in the slacks' value will possibly allow the increase of dual variables v s it in such a way that this increase will compensate the decrease in the dual objective value (variables u j have a negative coecient in the dual objective function). Even if the dual objective function value does not improve, it will certainly never worsen, and the change in the dual solution can lead to a change in the corresponding primal solution, improving the primal objective function value.
In the following description of the procedure, I + is the input set to the dual ascent procedure that corresponds to variables v s it whose value can be increased. In addition, consider the sets J s * it , ∀(i, t, s), dened in sub-subsection 3.2.3.
4. Set I + = {(i, t, s) ∈ I × T × S : J s * it = {j}} and execute the dual ascent procedure. Set I + = I × T × S and repeat the dual ascent procedure.
7. If j < |J|, then j ← j + 1 and return to step 2, otherwise stop.
Illustrative Examples
We shall illustrate the heuristic by two small examples. Real-world problems are typically much larger and provide more challenging situations. For the sake of simplicity, we consider problems with only two scenarios, both with p 1 = 0.70 and p 2 = 0.30, three time periods (T = 3), three potencial facility locations (M = 3) and four potencial customers (N = 4). In terms of the primal formulations, we are dealing with problems with only 81 decision variables and 99 restrictions.
Example 1
Consider the problem's data in tables 13: possible customers, assignment and xed costs, respectively. We note that at t = 1 (present time) the input data is the same for both scenarios. In table 1 we can see that, under scenario 2, customer 1's demand's should not be considered in period t = 3 nor customer 4's demand's for periods t > 1.
The weighted assignment costs are presented in table 4. The initial dual solution and the initial slacks (derived after the weighting of the xed costs) are shown in tables 5 and 6, respectively. 1  2  3  1  2  3  1  2  3  1 (5,5) (7,7) (10,10) (7,10) (8,9) (13,14) (9,) (8,) (19,) i 2 (10,10) (6,6) (6,6) (11,12) (7,7) (8,11) (12,11) (7,7) (10,13) 3 (6,6) (10,10) (12,12) (7,9) (11,13) (13,13) (7,10) (13,15) (13,14) 4 (4,4) (7,7) (12,12) (6,) (10,) (14,) (7,) (11,) (14,) t 1 2 3 j 1 2 3 1 2 3 1 2 3 1 3.5 4.9 7.0 4.9 5.6 9.1 6.3 5.6 13.3 s = 1 i 2 7.0 4.2 4.2 7.7 4.9 5.6 8.4 4.9 7.0 3 4.2 7.0 8.4 4.9 7.7 9.1 4.9 9.1 9.1 4 2.8 4.9 8.4 4.2 7.0 9.8 4.9 7.7 9.8 1 1.5 2.1 3.0 3.0 2.7 4.2 s = 2 i 2 3.0 1.8 1.8 3.6 2.1 3.3 3.3 2.1 3.9 3 1.8 3.0 3.6 2.7 3.9 3.9 3.0 4.5 4.2 4 1.2 2.1 3.6 Table 4 : Weighted assignment costs, C s ijt . t 1 2 3 1 (3.5, 1.5) (4.9, 2.7) (5.6,) i 2 (4.2, 1.8) (4.9, 2.1) (4.9, 2.1) 3 (4.2, 1.8) (4.9, 2.7) (4.9, 3.0) 4 (2.8, 1.2) (4.2,) (4.9,) The dual ascent procedure tries to increase the variables v s it belonging to I + , following an arbitrary sequence of these variables. We chose to consider the variables ordered by increasing values of t, s and i, respectively. We show below some of the rst steps of the algorithm. The algorithm proceeds to (t, s) = (1, 2), increasing v 2 11 to 2.1 and v 2 31 to 1.9. Afterwards, for t = 2 and s = 1, v 1 12 is blocked by π 11 = 0; for i = 2: min With sets J * = {(1, 1), (2, 1)}, J * t = {1, 2}, ∀t, the primal procedure advances with sets J + = J * and J + t = J * t , ∀ t. In fact, facilities 1 and 2 are both essencial for some customers at t = 1. For instance, v
, which means that the optimal solution has been found (illustrated in gure 1). Despite the simplicity of this example, some of the inherent features of a nondeterministic and dynamic problem can be observed. t 1 2 3 1 (4.9, 2.1) (4.9, 3.0) (6.3,) i 2 (6, 1.8) (5.6, 3.3) (7.0, 3.3) 3 (7, 1.9) (4.9, 2.7) (4.9, 3.0) 4 (4.9, 1.2) (4.2,) (4.9,) 
Example 2
Consider the problem's data in tables 911. As in the previous example, at t = 1 the input data is the same for both scenarios. The weighted assignment costs are presented in table 12. The initial dual solution and the initial slacks are shown in tables 13 and 14, respectively. t 1 2 3 1 (1,1) (1,0) (1,0) i 2 (1,1) (1,1) (1,1) 3 (1,1) (1,1) (1,1) 4 (1,1) (1,0) (1,0) t 1 2 3 j 1 2 3 1 2 3 1 2 3 1 3.5 5.6 7.0 4.9 6.3 7.7 6.3 8.4 8.4 s = 1 i 2 5.6 3.5 4.2 7.7 4.2 4.9 9.1 4.9 7.0 3 4.2 3.5 4.9 4.9 4.2 5.6 4.9 6.3 5.6 4 2.8 4.2 5.6 4.2 4.9 6.3 4.9 5.6 6.3 1 1.5 2.4 3.0 s = 2 i 2 2.4 1.5 1.8 2.4 2.1 2.7 3.9 2.4 3.6 3 1.8 1.5 2.1 2.1 2.4 3.6 2.4 2.4 3.9 4 1.2 1.8 2.4 Table 12 : Weighted assignment costs, C s ijt . t 1 2 3 1 (3.5, 1.5) (4.9,) (6.3,) i 2 (3.5, 1.5) (4.2, 2.1) (4.9, 2.4) 3 (3.5, 1.5) (4.2, 2.1) (4.9, 2.4) 4 (2.8, 1.2) (4.2,) (4.9,) After the dual ascent procedure, we obtain the dual solution and associated slacks shown in tables 15 and 16, respectively. At the end of this procedure u j = 0, ∀j. We can see that all dual variables belonging to I + were increased, except the one corresponding to the pseudo customer (i, t, s) = (3, 3, 2). The corresponding dual objective function value is equal to v + D = 94.4. With sets J * = {(1, 1), (2, 1)}, J * t = {1, 2}, ∀t, the primal procedure advances with sets J + = J * and J + t = J * t , ∀ t. Facilities 1 and 2 are both essential at t = 3, then t 1 (1) = t 1 (2) = 3 and t 2 (1) = t 2 (2) = 1. The primal objective function value equals v + P = 98.5 > v + D , so the heuristic continues to the primal-dual adjustment procedure. t 1 2 3 1 (7, 3) (6.3,) (8.4,) i 2 (5.6, 2.4) (7.7, 2.4) (8.1, 3.6) 3 (4.9, 1.8) (4.9, 2.4) (5.6, 2.4) 4 (5.6, 1.8) (4.9,) (5.6,) The previous result means that at least one of the conditions (3.19) is violated. For instance, v 1+ 11 > C 1 1j1 , for j = 1, 2, thus |J 1+ 11 | = 2. The best source and the second-best source for pseudo costumer (i, t, s) = (1, 1, 1) are, respectively, j(1, 1, 1) = 1 and j (1, 1, 1) = 2. In addition, I i 2 (5.6, 2.4) (7.7, 2.4) (9.2, 3.9) 3 (4.9, 1.8) (4.9, 2.4) (6.3, 2.4) 4 (5.6, 1.8) (4.9,) (5.6,) Table 17 : Dual solution after the dual ascent procedures within the primal-dual adjustment procedure. t 1 2 3 1 0.6 10.6 +∞ j 2 0.0 8.7 14.5 3 5 8.3 11.8 Table 18 : Slacks after the dual ascent procedures within the primal-dual adjustment procedure.
From the primal procedure results J * = J + = {(2, 1)}, and J + t = {2}, ∀t, then v P = 95.1 = v D , which means that the heuristic found the optimal solution.
Conclusions and Future Work
We propose a primal-dual heuristic approach for a simple dynamic facility location problem with uncertainty. From the tests done so far, the heuristic is capable of calculating the optimal solution most of the time. Nevertheless, more computational tests need to be done not only to assess the heuristic's ability to calculate the optimal solution, but also to compare its behavior with the behavior of a general solver (namely in what concerns computational times). In situations where it is not possible to nd the optimal solution, it is possible to consider both local search procedures and also the use of this heuristic within a branch and bound procedure (similar to Dias et al. (2007) ). We also intend to incorporate into our model the possibility of closing existing facilities during the planning horizon. As time goes by, the uncertainty associated with future time periods that become the present disappears, so this dynamic model should be applied considering a rolling time window.
