We consider the family of Gibbs distributions, which are probability distributions over a discrete space Ω given by µ 
Introduction
Given a real-valued function H(·) over some finite set Ω, the Gibbs distribution is defined as the family of distributions {µ Ω β } over Ω parameterized by β, where
These distributions frequently occur in physics, where the parameter −β corresponds to the inverse temperature, the function H(x) is called the Hamiltonian of the system, and the normalizing constant Z(β) = x∈Ω e βH(x) is called the partition function. They also occur in a number of applications of computer science, particularly sampling and counting algorithms. In this paper we consider a restricted form of the Gibbs distributions, where H(Ω) takes on integer values in the range H def = {0, 1, . . . , n} for some known integer n. If we set c k = |{x ∈ Ω : H(x) = k}|, then the partition function can be written as
The basic problem we consider is how to estimate various parameters of the Gibbs distribution, given access to an oracle which can return a sample from the distribution for any chosen parameter β ∈ [β min , β max ]. Here the Gibbs distribution may be available as some physical process, in which case the oracle is an experimental run, or it may be available as some computational subroutine. Specifically, we seek to estimate the following parameters: 1 1. The ratio Q = Z(βmax) Z(β min ) and its logarithm q = log Q.
The coefficients c k (suitably normalized)
For many application to physics and computer science, the parameters q and c k are correlated with underlying problem parameters. For instance, [6] describes how, given some graph G, one can carefully craft a Gibbs distribution for which the parameter q is a pointwise evaluation of the reliability polynomial of G. Similarly, the parameters c k are correlated with counts of certain types of connected subgraphs of G. A number of other problems where the value q is useful are discussed in [13] .
One special case of the Gibbs distribution is worth further mention, as it appears in a number of important combinatorial applications: the situation where the coefficients c 0 , . . . , c k are known the be log-concave, that is, they satisfy the bound c 2 k ≥ c k−1 c k+1 for k = 1, . . . , n − 1. We refer to this as the log-concave setting, and a number of results will be specialized for this case. We refer to the situation where coefficients c k are not restricted to be log-concave as the general setting.
Before we state our results, let us state some basic definitions and background assumptions. In this paper the "sample complexity" means the number of calls to the sampling oracle. We always assume for brevity that ε < ε max , n ≥ 2, q ≥ q min for some constant q min > 1, ε max > 0. (We can always increase n by adding dummy coefficients. The algorithms also apply even when q ∈ (0, q min ), but the upper bound on sample complexity will be at most that of the case q = q min ).
For any k ∈ H and β ∈ [β min , β max ], we define
The vector µ β ∈ [0, 1] H is a distribution over H.
Our contribution
We study two computational problems. The first is to estimate the partition function Z(β): Problem P ratio : Given values ε, γ > 0 and interval [β min , β max ], compute valueQ > 0 such that P Q /Q ∈ [e −ε , e ε ] ≥ 1 − γ. Algorithms for P ratio with steadily improving expected sample complexities have been proposed by several authors. For constant γ, these complexities are as follows: O ε (q 2 log 2 n) (Bezáková et al. [3] ), O(q log 5 (nq)ε −2 ) (Štefankovič et al. [14] ), O(q log n · [log q + log log n + ε −2 ]) (Huber [9] ), and O(q log n · ε −2 ) (Kolmogorov [13] ). Note that using the standard "median amplification" technique, the success probability can be boosted to 1− γ by repeating the algorithm Θ(log 1 γ ) times. We improve on these results as follows.
Theorem 1.
There is an algorithm to solve P ratio with expected sample complexity O min q log n log + n log q where Γ = Θ(log n) in the general setting and Γ = Θ (1) in the log-concave setting.
Note that [13] also derived a lower bound for a generalization of P ratio . 1 We adapt and strengthen this construction to show a lower bound of Ω min{q,n 2 } log 1 γ ε 2
, even in the log-concave setting. Thus our algorithm in optimal up to logarithmic factors. The second problem we consider is to estimate the coefficients of the Gibbs function. For this we need some preliminary definitions. Given a parameter µ * , let us define 2 For a set K ⊆ H, we say that non-negative vectorĉ ∈ [0, ∞) H is an (ε, K)-estimate of vector c if two conditions hold: (i)ĉ k > 0 for all k ∈ K; (ii) for all pairs k, ℓ ∈ H with c k > 0, c ℓ > 0, we havê
We can now state the problem P µ * coef : Problem P µ * coef : Given values ε, γ, µ * > 0 and interval [β min , β max ] compute values {ĉ k } k∈H such that P[ĉ is an (ε, H * )-estimate of c] ≥ 1 − γ.
To our knowledge, problem P µ * coef has not been studied yet in its general form. We prove the following result. We also show a lower bound for this problem of Ω for the log-concave setting. In the general case, this matches our algorithm up to logarithmic factors in n and q. In the log-concave case, there is an additional additive discrepancy between the upper and lower bounds of orderÕ(n/ǫ 2 ) in the regime when 1/µ * +q = o(n).
As two concrete applications of our sampling algorithm, we obtain faster algorithms to approximate the number of connected subgraphs and number of matchings in a given graph. ). In particular, if G has minimum degree at least |V |/2, then there is an FPRAS for the sequence M i running in timeÕ(|V | 7 /ǫ 2 ).
Notably, Theorem 4 improves by a factor of |V | compared to the FPRAS given in [11] . While other FPRAS algorithms for counting connected subgraphs have been proposed by [7, 2] , the runtime appears to be very large (and not specifically stated in those works); thus Theorem 3 appears to be the first potentially practical algorithm for this problem.
Overview
The two most important parameters for integer-valued Gibbs distributions are n, the support of the distribution, and q, which measures how "diverse" the distribution is as β varies. There have been a number of previous algorithms whose runtime is primarily determined by q. We will extend and improve these, but we also develop a series of new algorithms whose runtime is primarily determined by n (with only a small logarithmic dependence on q).
We first describe in Section 2 some preliminary material on the behavior of the Gibbs function, as well as some elementary concentration bounds on binomial random variables.
In Section 3, we provide an overview of our algorithms. These use a number of subroutines and data structures, so we just describe these algorithms at a high level. Most of the remainder of the paper is devoted to fleshing out the different parts of these procedures.
The most important data structures used in these algorithms are the schedule and the representative set. We provide an algorithm to find the schedule in Section 4. This algorithm itself has many subroutines, and this is the most technically involved section in the paper. We provide an algorithm to find the representative set in Section 5.
In Section 6, we describe applications to two long-studied estimation problems in graph theory: counting the number of matchings or connected subgraphs of a given graph G. In both of these problems, the relevant Gibbs distribution is log-concave; we state a general result on how to obtain an approximate counting algorithm in such a setting. We use this to transfer known Gibbs sampling algorithms into FPRAS algorithms for the corresponding counting problems.
In Section 7, we show lower bounds on the sample complexity of algorithms which have oracle access to a Gibbs distribution. These are not computational bounds and do not require any complexitytheoretic assumptions. We show that, as a function of n, q, µ * , ε, and γ, the algorithms we develop are nearly optimal, both in the general and log-concave cases.
Computational extensions
For the most part, we focus on the sample complexity, i.e. the number of calls to the Gibbs distribution oracle. There are two mild extensions of this framework worth further discussion.
Computational complexity.
The oracle may actually be provided as a randomized sampling algorithm. This is the situation, for example, in our applications to counting connected subgraphs and matchings. In this case we also need to bound our algorithm's computational complexity. In all the algorithms we develop, the time complexity can easily be seen to be a small linear factor times the query complexity. Thus, all our sampling procedures translate directly into efficient sampling algorithms. We will not comment explicitly on time complexity henceforth. Approximate sampling oracles. Many applications have only approximate sampling oraclesμ β , that are close to µ β in terms of the variation distance || · || T V defined via 
where T is the sample complexity of the corresponding algorithm. In particular, we have the following result; for completeness, we give a proof in Appendix A.
Theorem 5. Suppose that algorithm A makes in expectation at most T calls to the (exact) sampling oracle and satisfies P[output of A satisfies C] ≥ 1 − γ for some condition C and value γ > 0. LetÃ be the algorithm obtained from A by replacing calls k ∼ µ β with calls k ∼μ β whereμ β is a distribution over H satisfying ||μ β − µ β || T V ≤ γ/T . Then P output ofÃ satisfies C ≥ 1 − 2γ.
For a number of applications, the cost of the approximate sampling oracle is polylogarithmic in the value δ. In such cases, we can use the following crude estimate: Corollary 6. There is an absolute constant C > 0 for which the following holds. Suppose that the sampling oracleμ β has variation distance δ ≤ ( 1 µ * + min{n, q} + 1 ε + log nq γ ) −C with respect to the exact sampling oracle. Then Theorems 1, 2 remain valid for oracleμ β oracle as they do for an exact sampling oracle.
2 Preliminaries
In this section we state several technical results that we will need later. For two real numbers x, y we say that x is an ε-estimate of y if | log x − log y| ≤ ε.
Proof. (a) It is known [15, Proposition 3.1] that log Z(β) is a convex function of β. Therefore, function log µ β (k) = log c k + βk − log Z(β) is concave. (b) The claim follows immediately from the following equations:
We can obtain an unbiased estimatorμ β of vector µ β ∈ [0, 1] H for any given value β ∈ [β min , β max ] by taking N ≥ 1 independent samples from µ β (·) and computing the empirical frequencies. We use notationμ β ← Sample(β; N ) for this process. To analyze it, we will use some standard concentration bounds for the binomial distribution which we derive in Appendix B.
Then with probability at least 1 − γ we havê
Observation 9. If (3) holds, and either p ≥ p • orp ≥ p • , thenp is an ε-estimate of p.
Proof. If p ≥ e −ε p • , then this is immediate from (3). Otherwise, if p < e −ε p • , then (3) imply that p < p • , which contradicts the hypothesis.
We use the notationμ β ← Sample(β; ε, γ, p • ) as shorthand forμ β ← Sample(β; R(ε, γ, p • )). Most of our algorithms have the following structure: we executeμ β ← Sample(β; ε, γ, p • ) for various choices of β, ε, γ, p • , and make certain decisions or estimates based on valuesμ β (k). The algorithms succeed as long asμ β (k) does not deviate much from its true value µ β (k), in line with the conditions given above. When we executeμ β ← Sample(β; ε, γ, p • ), we say that this well-estimates some value k if condition (3) holds for p = µ β (k) andp =μ β (k); otherwise it mis-estimates k. This condition depends on the parameters ε, p • and not solely on the values ofμ β (k), µ β (k). Regardless of the true value of µ β (k), Lemma 8 ensures that the any given index k is mis-estimated with probability at most γ.
We will also need the following result, which we show in Appendix C.
Lemma 10. Let a 1 , . . . , a m be a non-negative log-concave sequence satisfying
Note that without the log-concavity assumption we would have a 1 + . . . + a m ≤ m k=1 1 k ≤ 1+ log m (by a well-known inequality for the harmonic series). Motivated by these facts, we define the following parameter which we use throughout the paper: Γ = 1 + log n in the general setting e in the log-concave setting 5 
Overview of the algorithms
We begin by describing our algorithm to solve the problem P ratio . In fact, in order to solve P µ * coef later, we will need to solve a more general "batched" version of this problem. Specifically, we are given a set B ⊆ [β min , β max ], and we need to estimate the value Q α := Z(α)/Z(β min ) for all α ∈ B. The problem P ratio is a special case with B = {β max }.
Let us introduce some terminology to explain the key data structure used in the algorithm here.
• A weighted interval is a tuple σ = ([σ − , σ + ], σ weight ) where σ − , σ + ∈ H def = H ∪ {−∞, +∞}, σ − ≤ σ + and σ weight ∈ (0, 1]. We denote Ends(σ) = {σ − , σ + } ∩ H and size(σ) = |[σ − , σ + ] ∩ H|.
• An extended weighted interval is a tuple (β, σ) where β ∈ [β min , β max ] and σ is a weighted interval.
The tuple is called proper if µ β (k) ≥ σ weight for all k ∈ Ends(σ).
• Consider a sequence I = ((β 0 , σ 0 ), . . . , (β t , σ t )) of distinct extended weighted intervals. We will sometimes view it as a set and write (β, σ) ∈ I. We denote Ends(I) = (β,σ)∈I Ends(σ) and
• Sequence I of the above form will be called a schedule if it satisfies two conditions:
Here t = |I| − 1 ≤ n + 1. We say that I is proper if all tuples (β, σ) ∈ I are proper.
The algorithm for P ratio will be based on the following key result.
Theorem 11. There exists a randomized algorithm that for a given value γ ∈ (0, 1) produces a schedule I such that InvWeight(I) ≤ c(n+1)Γ and P[I is proper ] ≥ 1−γ, where c > 4 is an arbitrary constant. This algorithm has expected sample complexity O(nΓ(log 2 n + log 1 γ ) + n log q).
We prove this later in Section 4, but for now let us describe the main way to use it. By using telescoping products, we obtain the following expression for each i ∈ {0, . . . , t}:
where
Now, given set B ⊆ [β min , β max ] and a schedule I, let us consider the following algorithm to "weakly" solve the batched P ratio problem (we will explain more explicitly the guarantees it provides):
Note that
. Using standard techniques (e.g. cf. [9] ), we can show the following (see Appendix D.1).
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Theorem 12. If I is proper, then for every α ∈ B, the estimateQ α provided by Algorithm 1 satisfies
We may use a technique known as median amplification to increase the success probability to 1 − γ, for any desired parameter γ. To do so, we first apply Theorem 11 with parameter γ/2 to generate a schedule I. We then execute N = Θ(log |B| γ ) independent repetitions of Algorithm 1 with this schedule I, obtaining estimatesQ α . A standard analysis shows that for each α it then holds that P Q α /Q α ∈ [e −ε , e ε ] > 1 − γ |B| . We summarize this procedure in the following result.
Corollary 13.
There is an algorithm which takes as input a set B ⊆ [β min , β max ], and parameters γ, ε ∈ (0, 1), and returns estimatesQ = {Q α } α∈B such that, with probability at least 1 − γ, we havê
Recall that an alternative algorithm for P ratio with expected sample complexity O q log n log 1 γ ε 2 was proposed in [9, 13] . As we discuss in Appendix E, this algorithm can be adapted to batched P ratio with expected sample complexity O (|B|+q log n) log
The parameter q is not known, but we can still combine these algorithms using a technique known as dovetailing. Let us consider running the two algorithm simultaneously in parallel with error parameter γ/2; as soon as either algorithm terminates, we output its answer. This solves the problem with probability at least 1 − γ, for, by the union bound, with probability at least 1 − γ/2 − γ/2, both of the two algorithms will (eventually) return a correct answer. The expected runtime of this procedure is at most twice the expected runtime of either algorithm individually. This gives the following result: Corollary 14. There is an algorithm BatchedPratio(B, γ, ε) which takes as input a set B ⊆ [β min , β max ], and parameters γ, ε ∈ (0, 1), and returns estimatesQ = {Q α } α∈B such that, with probability at least 1 − γ, we haveQ α /Q α ∈ [e −ε , e ε ] for all α ∈ B. The expected sample complexity is
In particular, with B = {β max }, this gives Theorem 1.
3.1 Solving P µ * coef in the general setting
We next turn to proving Theorem 2. Although our definition of an (ε, K)-estimate does not require any condition on individual entries ofĉ k , the algorithms will yield a specific normalization which we refer to as a lower-normalized (ε, K)-estimate of c. Namely, the estimateĉ satisfies that (i)ĉ k > 0 for all k ∈ K; (ii) for all k ∈ H withĉ k > 0 the valueĉ k is an ε/2-estimate of the valuec k = c k Z(β min ) . It is immediate that this is also an (ε, K)-estimate of c.
The key data structure for this problem is a representative set R, which is a subset of the interval [β min , β max ]. It is called proper with respect to parameter ζ ≥ 1 if every k ∈ H satisfies
In Section 5, we will discuss the algorithm FindRepresentatives to find a proper representative set. We summarize it as follows:
Theorem 15. The procedure R ← FindRepresentatives(γ) can be implemented to have the following properties:
(a) The expected sample complexity is O(min{ √ q log n, n} log nq γ ). (b) The representative set R is proper for parameter ζ = 256 with probability at least 1 − γ/n. (c) |R| ≤ n + 1 with probability one, and |R| ≤ O( √ q log n) with probability at least 1 − γ/n (and
Note that procedure FindRepresentatives does not itself depend upon parameter µ * . This leads to a simple algorithm for P µ * coef :
We can calculate the expected sample complexity of Algorithm 2 line by line:
With Γ = Θ(log n), we get the expected sample complexity stated in Theorem 2 by considering separately the cases where q log n < n 2 and q log n ≥ n 2 . In Appendix D.2 we show that this algorithm does indeed solve P 3.2 Solving P µ * coef in the log-concave setting
In the log-concave setting, there is an alternative algorithm for P µ * coef which is more efficient than Algorithm 2 in most cases:
Algorithm 3: Solving P µ * coef in the log-concave setting. Input: parameters ε, γ, µ * > 0 1 compute schedule I = ((β 0 , σ 0 ), . . . , (β t , σ t )) using the alg. from Theorem 11 with parameter 
Let us compute the complexity of Algorithm 3. Lines 1 and 2 have expected sample complexity of respectively O(n(log 2 n + log q + log . Overall, we get a total sample complexity of
We can separate this into two cases depending on which of q log n or n 2 is larger; in the latter case, the n log q term becomes negligible. This gives the second two terms in the complexity stated in Theorem 2. The first term in the complexity bound is simply copied from the general-case algorithm (which still applies to the log-concave setting). By dovetailing this algorithm with Algorithm 2, we obtain the second part of Theorem 2.
Computing a schedule: Proof of Theorem 11
We now describe the main algorithm to generate a schedule. Let us fix constants τ ∈ (0, 1 2 ), λ ∈ (0, 1), and denote φ = τ λ 3 /Γ. Thus, φ = Θ( 1 log n ) in the general setting and φ = Θ(1) in the log-concave setting.
The algorithm will maintain a sequence J = ((β 0 , σ 0 ), . . . , (β t , σ t )) of extended weighted intervals satisfying the following invariants:
For a sequence J we define
will be called a pre-schedule. In order to get a proper schedule, our algorithm will also seek to maintain two further invariants. We say that interval (β, σ) is extremal if it satisfies the following conditions:
We say that (β, σ) is left-extremal if it satisfies (4a) and right-extremal if it satisfies (4b). With this notation, we can state the additional invariants (I5), (I6) we hope to maintain.
Note that these conditions (I5), (I6) are defined in terms of the probability function µ, so they cannot be checked directly -only indirectly by sampling. We say that interval (β, σ) is conformant if it obeys all the conditions (I4) -(I6), i.e. it is proper, extremal, and satisfies σ weight ≥ φ size(σ) . We will later show how to convert a pre-schedule satisfying conditions (I1)-(I6) into a proper schedule.
It is convenient to denote
be the set of maximal discrete intervals in Gaps(J ). Note that Gaps(J ) = Θ∈GapIntervals(J ) Θ. The following fact can be deduced from (I2): for any θ ∈ Gaps(J ) there exists unique index k ∈ [t] such that σ
We will use subroutines with the following specifications (complete details will be provided later):
given β ∈ [β min , β max ] and subsets H − , H + ⊆ H with max H − < min H + , it must return weighted interval σ such that σ − ∈ H − , σ + ∈ H + , and σ weight ≥ φ size(σ) . Ideally, the interval σ should also be proper and extremal. (The parameters (i ⋆ , ω ⋆ ) ∈ (H ∪ {NULL}) × [0, 1] are used in special cases to enforce consistency with the intervals at the margins).
•
(Here,γ is the requested failure probability.)
The subroutine BinarySearch will also be used later, in our algorithm for FindRepresentatives.
Generating a pre-schedule
We can now formulate the first part of the algorithm which generates a proper pre-schedule.
Algorithm 4:
Computing pre-schedule.
10 return J Using specifications of the subroutines, one can check that the algorithm indeed preserves invariants (I1)-(I4) and produces a pre-schedule upon termination. Furthermore, the loop in lines 4 -9 is executed at most |L| = n times, and thus the algorithm makes at most n + 2 calls to FindInterval and at most n calls to BinarySearch.
To describe the two subroutines, we need introduce a few definitions. We say that the call β ← BinarySearch(β left , β right , θ,γ) is good if its result satisfies β ∈ Λ τ (β left , β right , θ) where
is said to be good if the interval (β, σ) is proper and extremal.
By continuity, it is obvious that Λ τ (β left , β right , θ) = ∅, and so it possible for BinarySearch to have a good output -the challenge is to find one. By contrast, if we execute FindInterval with arbitrary inputs it is very likely that no good output exists. However, the overall structure of Algorithm 4 has been carefully designed so that, as long as invariants (I1)-(I6) have been satisfied so far and calls to BinarySearch have been good, then the output of FindInterval will be good with high probability. More specifically, let us say that a call to FindInterval at line 8 is valid if β ∈ Λ τ (β left , right, θ), interval (β left , σ left ) is conformant, and interval (β right , σ right ) is conformant. We also say that the calls to FindInterval at line 1 and 2 are valid.
Let us fix some constant κ ∈ (0, 1). The following result summarizes FindInterval and BinarySearch. This theorem will be proved later in Sections 4.3 and 4.4. 
Proof. (a)
If all calls to BinarySearch and FindInterval are good, then the resulting pre-schedule J maintains properties (I5) and (I6). In particular, due to property (I5), it is proper. Since BinarySearch or FindInterval fail with probability at most κ 2n and κ 2(n+2) respectively, a simple union bound shows that properties (I5) and (I6) are maintained with probability at least 1 − κ.
By Theorem 18(b), and bearing mind that κ = O(1), the subroutines BinarySearch have expected sample complexity O(n log(nq)). Let us show that subroutines FindInterval have sample complexity O(nΓ log 2 n).
. By Theorem 18(a), the i th iteration of FindInterval has sample complexity O(Γ|H i | log n). We will show next that i |H i | = O(n log n). This will yield the claim about the complexity.
For
In the former case tuple (β left , σ left ) at the i th iteration would "prevent" going beyond σ + left < θ i < k at the j th iteration, and in the latter case we would have θ j > h
2 |Θ i | (since after the i th iteration integers θ i ± 1 2 are added to J ∪ and θ i is a median of Θ i ). We can now conclude that |I − (k)| ≤ ⌊log 2 |L|⌋ + 1 = O(log n). In a similar way we can prove that |I + (k)| = O(log n) where
Converting the pre-schedule to a schedule
Having formed a pre-schedule, we next need to convert it to a proper schedule. We will use a subroutine FinalizeSchedule(J ,γ) for this. Notably, this procedure FinalizeSchedule also validates its input: it is allowed to output an error code ⊥, and in particular even if J is not proper, it should still be unlikely that FinalizeSchedule returns a non-proper schedule -it should output ⊥ in this case. To complete the proof, we prove Theorem 18(a) (i.e. the implementation of FindInterval) in Section 4.3, Theorem 18(b) (i.e. the implementation of BinarySearch) in Section 4.4, and Theorem 20 (analyzing Algorithm 5) in Section 4.5. Assuming these results for the moment, we can combine all our algorithmic results to show Theorem 11.
Proof of Theorem 11. Proposition 19 and Theorem 20 show that each iteration of Algorithm 5 terminates with probability at least (1 − κ)(1 − γ/4) ≥ Ω(1). Therefore, the expected number of runs is O(1). Each call to FinalizeSchedule has sample complexity O(nΓ log n γ ). Each iteration of Algorithm 4 has sample complexity O(n log q + nΓ log n). Thus, the overall expected sample complexity of Algorithm 5 is O(nΓ log n γ + n log q + nΓ log 2 n).
By Theorem 20(a), we have
The term e ν τ λ 3 gets arbitrarily close to 2 for constants ν, λ, τ sufficiently close to 0, 1, 1 2 respectively. Finally, let us show that the output I of Algorithm 5 is a proper schedule with probability at least 1 − γ. LetÎ denote the value obtained at line 5 of any given iteration. Since the iterations of Algorithm 5 are independent, the distribution of I is the same as the distribution ofÎ, conditioned onÎ = ⊥. Thus P[ I is an improper schedule] = P Î is an improper schedule |Î = ⊥ .
By Theorem 20(b), the probability thatÎ is an improper schedule is at most γ/4, even conditional on any fixed value for the pre-schedule J . By Proposition 19(b), in any given iteration the pre-schedule J is proper with probability at least κ = 1/2; in such case, by Theorem 20(b), we haveÎ = ⊥ with probability at least 1 − γ ≥ 1/2. Overall, we have P Î = ⊥ ≥ 1/4. We therefore have P Î is an improper schedule |Î = ⊥ ≤ P Î is an improper schedule
To describe the algorithm, let us define h − = min H − ∈ H∪{−∞}, a − = max H − +1, a + = min H + −1, and
(Without such bias this factor would become worse and worse as the algorithm progresses, and we would need many more samples to make sure that it does not grow too much). Next, we proceed with the formal algorithm analysis. The sample complexity is O(SΓ log n) (bearing in mind that λ is a constant and γ ≥ 1 poly(n) ). Because of the check at line 6, this always returns an interval satisfying size(σ)σ weight ≥ φ. The non-trivial thing to check is that if the call it valid, it returns an extremal proper interval with probability at least 1 − γ.
For the remainder of this section, let us therefore suppose that the call is valid. So either we are executing FindInterval at line 1 or 2 in Algorithm 4, or β ∈ Λ τ (β left , β right , θ), and intervals (β left , σ left ) and (β right , σ right ) are both conformant. When FindInterval is executed at line 1 or 2, we say that the execution of FindInterval is degenerate. The behavior of FindInterval in the degenerate case is quite similar to the non-degenerate case, but simpler.
Let us first state a useful formula.
Lemma 21. There holds
Proof. We only show (5a); the proof of (5b) is analogous. We assume that h − ≥ 1 and the call is non-degenerate, otherwise the claim is vacuous. Now consider i ∈ {0, . . . , h − − 1} and
Since i < h − and β ≥ β left , Proposition 7(a) gives
Combined with Eq. (6), this yields
We need another existential result on some values of µ β . Note that this is the only place in the analysis that we need to distinguish between the general setting (where φ = Θ(1/ log n)) and the log-concave setting (where φ = Θ(1)).
Lemma 22. In either the general or log-concave settings, the following holds:
Proof. The two claims are completely analogous, so we only prove (a). Denote A = {0, . . . , a − −1} ⊆ H (recall that a − − 1 ∈ H). We make the following claim:
Indeed, denote
. Also, we have
. Now consider two possible cases. 13
• Log-concave setting (with Γ = e). If coefficients c k are log-concave then so is the sequence
• General setting (with Γ = 1 + log n). We have a − i=1 b i ≤ 1 + log a − by the well-known inequality for the harmonic series. It remains to observe the following:
From now on we assume that (a) is false, i.e.
If the execution is degenerate, then a − = n + 1 and
which is a contradiction since µ β (H) = 1. Now suppose that the execution is non-degenerate. We claim that the following holds:
Indeed, we already know that a stronger inequality
Using our bound on µ β (h − ), we now get the desired claim:
On the other hand, condition H − = {i ⋆ } means that β > β left . We assumed that β ∈ Λ τ (β left , β right , θ), and therefore µ β ([0, θ] ∩ H) ≥ τ . This is a contradiction, since [0, θ] ∩ H = A.
We are now ready to show that FindInterval is good with probability at least 1 − γ. We have already assumed that the call is valid; let us also suppose that line 1 well-estimates every k ∈ [h − , h + ]∩H. By construction, this holds with probability at least 1 − γ. We will show that under this condition, the output is extremal and proper. We denote p • = φ/S to be the parameter used at line 1. Throughout, we let k, ℓ be the parameters selected at line 3.
Proof. We only prove (a); the case (b) is completely analogous. By Lemma 22, there exists
. Therefore
Proposition 24. FindInterval does not reach line 6; i.e. the interval σ determined at line 4 has size(σ) · σ weight ≥ φ.
Proof. We need to show that size(σ)α(k) ≥ φ and size(σ)α(ℓ) ≥ φ, since σ weight = min{α(k), α(ℓ)}. Let us prove the first inequality; the second one is completely analogous. Two cases are possible:
By Proposition 23, this is at least φ as desired.
• We now know that FindInterval returns interval σ = ([k, ℓ], min{α(k), α(ℓ)}).
Proposition 25. Interval σ is proper.
Proof. Let us define µ β (−∞) = µ β (+∞) = +∞. We need to show that min{µ β (k), µ β (ℓ)} ≥ min{α(k), α(ℓ)}. We will show that µ β (k) ≥ α(k); the case for ℓ is completely analogous. We can assume that k = −∞, otherwise the claim is trivial.
First suppose that H − = {i ⋆ }, and so the call to FindInterval is non-degenerate. Then
. By definition, this is always at least α(k).
Proposition 26. Interval σ is extremal.
Proof. We only verify that the interval is left-extremal; the proof of right-extremality is completely analogous. We can assume that k ≥ 1, otherwise there is nothing to show. Let us denote ℓ + = max([σ − , σ + ] ∩ H) + 1 ≥ a − , so that size(σ) = ℓ + − k. We thus need to prove that
Two cases are possible. Case 1: k = h − . Then Eq. (5a) with j = ℓ + gives Eq. (9). Case 2: k > h − . We must have H − = {i ⋆ } since k, h − ∈ H − . For i ∈ {h − , . . . , k} define
We can show that the RHS here is at least p • . For, by Proposition 23, we have (a − − k)α(k) ≥ φ and so
Since line 1 well-estimates i, this in turn implies that
We also have ℓ + ≥ a − . Combining all these bounds, we have shown that
For i ∈ {h − + 1, . . . , k − 1}, we have ρ i = λ 3/2 , and so Eq. (11) shows that µ β (i) ≤
, which establishes Eq. (9). For i = h − , we have ρ i = λ 1/2 and so Eq. (11) shows
which again establishes Eq. (9). Now consider i ∈ {0, . . . , h − − 1}. Eq. (5a) with j = ℓ + gives
Combined with Eq. (12), this immediately establishes Eq. (9).
Proof of Theorem 18(b): Procedure
In this section we will use the following notation:
It will be easy to verify that BinarySearch succeeds with probability one if µ β (H − ) = 0 or µ β (H + ) = 0. Hence we assume for the remainder of this section that p(β) ∈ (0, 1) for all values β ∈ R. Before we begin our algorithm analysis, we record a few elementary properties about these parameters.
Lemma 27. p(β) is a strictly increasing function of β.
Proof. For any β ∈ R and δ > 0 we have Z − (β + δ) < Z − (β) · e δθ and Z + (β + δ) > Z + (β) · e δθ , and thus
. Therefore,
is a strictly decreasing function of β, and accordingly p(β) is a strictly increasing function of β.
Since p(β) is an increasing function, it has an inverse p −1 . We use this to define parameter β crit :
Proposition 28. There holds β right − β crit ≤ q + 1.
Proof. Let β 1 = β right − q − 1 and p 1 = p(β 1 ). If β 1 ≤ β left , then β right − β left ≤ q + 1 and we are done. Otherwise, we can write
where the second inequality holds since min H + ≥ 1. Now since β 1 ≥ β left ≥ β min , there holds
This implies that log p 1 ≤ −1, which in turn implies that
The starting point for our algorithm is a sampling procedure of Karp & Kleinberg [12] for noisy binary search. We summarize their algorithm as follows:
Theorem 29 ( [12] ). Suppose we have oracle access to draws from Bernoulli random variables X 1 , . . . , X N , wherein each X i has mean x i , and we know 0 ≤ x 1 ≤ x 2 ≤ · · · ≤ x N ≤ 1 but the values x 1 , . . . , x N are unknown. Let us also write x 0 = 0, x N +1 = 1.
Then there is a sampling procedure which takes as input two parameters α, ∆ ∈ (0, 1), and uses O( log N ∆ 2 ) oracle queries to the variables X i in expectation. With probability at least 3/4, it returns an index v ∈ {0, . . . , N } such that
Theorem 29 is used to search a discrete set. By quantization, we can adapt it to weakly solve BinarySearch; we will afterward describe the limitations of this preliminary algorithm and how to get the full result.
Theorem 30. Let τ ′ ∈ (0, 1/2) be an arbitrary constant. There is a sampling procedure with the following properties:
then with probability at least 3/4 the outputβ satisfiesβ ∈ Λ τ ′ . (iii) The expected sample complexity is O(log(n(1
Proof. Let us define parameters
. Note that we simulate access to a Bernoulli variable X i with rate x i = p(u i ) by drawing k ∼ µ u i and checking if k < θ.
Our algorithm is to apply Theorem 29 with respect to the variables X 1 , . . . , X N and with parameters α = 1/2, ∆ = To show property (ii), suppose that v satisfies [x v , x v+1 ] ∩ [1/2 − ∆, 1/2 + ∆] = ∅, which occurs with probability at least 3/4; we will show that thenβ ∈ Λ τ ′ as desired. There are a number of cases.
• Suppose that 1 ≤ v ≤ N − 1. Then we need to show that τ ′ ≤ p(β) ≤ 1 − τ ′ . We will show only the inequality p(β) ≥ τ ′ ; the complementary inequality is completely analogous.
Choose arbitrary x ∈ [x v , x v+1 ] such that x ≥ 1/2 − ∆ (this exists because of our hypothesis that the algorithm of Theorem 29 returned a good answer). We write
Otherwise, suppose that u >β. Since max H − ≤ θ − and max H + ≤ n, we can then write
and since u ≥β = (u v + u v+1 )/2, this implies thatβ ≥ u − δ/2. So we have shown that
This in turn implies that p(β) ≥ τ ′ as desired.
• Suppose that v = 0 and p(β left ) ≤ 1/2. Again, we need to show that
So we only need to show the lower bound p(β) ≥ τ ′ .
As
Theorem 30 does not directly solve BinarySearch on its own, for two reasons. First, the success probability is only a constant 3/4, not the desired value 1 − γ. Second, the runtime depends on the size β ′ right − β ′ left , which may be unbounded. We use an exponential back-off strategy to address both of these issues simultaneously.
Let us choose arbitrary constant τ ′ ∈ (τ, 1/2). We formulate the final algorithm:
Procedure BinarySearch(β left , β right , θ, γ).
let β be the output of the alg. of Theorem 30 with
Note that the loop in line 2 runs indefinitely, starting at index value i = i 0 .
Proposition 31. The expected sample complexity of BinarySearch is O(log nq γ ).
Proof. We claim that the expected sample complexity of iteration i (if it is reached) is O(2 i ). Indeed, the complexities at lines 4 and 5 are respectively O(log(n(β right − β ′ i )) + 1) ≤ O(log(n2 2 i )) = O(2 i + log n) and O(log(2 i−i 0 +2 /γ)) ≤ O(i + log 1 γ ), which together give O(2 i + log n γ ). By observing that 2 i ≥ 2 i• ≥ log 2 n γ we get the desired claim. Let s be the minimal integer such that β right − 2 2 s ≤ β crit . By Proposition 28, we have s ≤ log 2 log 2 (q + 1). Let t = max{i 0 , s}.
We first consider the sample complexity due to iterations i = i 0 , i 0 + 1, . . . , t. In each such iteration i, the expected sample complexity is O(2 i ). Summing over i = i 0 , . . . , t, the overall expected sample complexity is O(2 t ).
We next claim that in each iteration i > t, there is a probability of at least 9/16 that the algorithm BinarySearch terminates. Indeed, since i ≥ s, we have β ′ i ≤ β crit , and thus by Theorem 30 there is a probability of at least 3/4 that the resulting value β is in Λ τ ′ . In such a case, if line 5 wellestimates the sets H + and H − , then the algorithm will return value β and terminate. This occurs with probability at least 1 − 2 · γ/2 1+2 ≥ 3/4. Overall, the probability of termination at this iteration is at 3/4 × 3/4 = 9/16. This in turn implies that the probability that BinarySearch reaches iteration i = t + 1 + j is at most (7/16) j . If it does reach this iteration, the expected sample complexity is O(2 i ) = O(2 t+j ). Thus, the overall expected sample complexity due to iteration i = t + 1 + j is O((7/16) j 2 t+j ).
So the expected sample complexity due to iterations i > t is at most
Proposition 31 implies, in particular, that BinarySearch terminates with probability 1.
Proposition 32. If BinarySearch returns value β then
Proof. By construction, line 5 at iteration i well-estimates H − and H + with probability at least 1 − γ/2 i−i 0 +1 . Thus, sets H − and H + are well-estimated at all iterations with probability at least 1 − i≥i 0 γ/2 i−i 0 +1 = 1 − γ. It remains to observe that if such event happens and BinarySearch returns value β then β ∈ Λ τ .
Proof of Theorem 20: Procedure FinalizeSchedule(J , γ)
In this section we assume that J is a minimal pre-schedule of the form J = ((β 0 , σ 0 ) , . . . , (β t , σ t )), which satisfies conditions (I1) -(I4). Such a minimal pre-schedule J has the following properties:
for each i ∈ {1, . . . , t − 1} (otherwise (β i , σ i ) could have been removed from J ). Thus, J is similar to a schedule, except that the intervals may cross each other. Since J is minimal, each k ∈ H is covered in at most two intervals. So t i=0 size(σ i ) ≤ 2(n + 1). By (I4), we have
for each interval in J , and thus
The next algorithm shows how to uncross a minimal proper pre-schedule J to obtain a proper schedule I with InvWeight(I) ≤ e ν InvWeight(J ), for an arbitrary constant ν > 0. , σ 0 ) , . . . , (β t , σ t )). We need to argue that the output is good with high probability. Let us suppose that each iteration i of line 1 well-estimates σ
. Since we use error parameter γ 4(t+1) , this has probability at least 1 − γ. We show that, under this condition, we output either a proper schedule or ⊥; furthermore, if J is proper, then we output a proper schedule I.
We first claim that the schedule I at line 6 is proper. We need to show that the updated values σ i satisfy µ β i (σ − i ) ≥ e −ν σ weight for i ≥ 1 and µ β i (σ + i ) ≥ e −ν σ weight for i ≤ t − 1. These are exactly analogous, so we just show the former one. To see this, note that in iteration i − 1, we update σ
. Since line 1 well-estimates k, this implies that µ β i (k) ≥ e −ν σ weight i as required. Next, we argue that if J is proper then we do not output ⊥. Suppose we do so at iteration i, and
. Since line 1 well-estimates k, ℓ this implies thatμ
. Since we reached line 5, this implies that we must have hadμ β i+1 (ℓ) < e −ν/2 σ weight i+1
5 Proof of Theorem 15: Procedure FindRepresentatives
We now describe the algorithm FindRepresentatives. This algorithm uses the subroutine BinarySearch; for it, we fix the constant value τ = 1/4 throughout. In analyzing this, we let α t , i t , j t denote the values of those variables at iteration t. We let T be the stopping time, i.e. the final iteration count t. We write R for the final set returned by this procedure, and we also set r = min{ √ q log n, n} throughout. Finally, we write Z t = Z(α t ) for t = 1, . . . , T . Note that |R| = T . Also, we have i t+1 < j t ≤ i t , and thus T ≤ n + 1. Let us first show how parts (b) and (c) of Theorem 15 imply part (a). The expected sample complexity of each iteration t of this algorithm is O(log nq γ ). Note that this expectation holds even conditioned on the entire past history, i.e., on all the randomness at iterations 1, . . . , t − 1.
Because of this, the overall expected sample complexity is E[T ] × O(log nq γ ). The bound on E[|R|] implies that E[T ] = O(r), which yields the claimed sample complexity.
We now turn to proving Theorem 15(b) and (c). To do so, we will assume that each execution of BinarySearch is good and each iteration of line 5 well-estimates every interval {0, . . . , k}. By the specification of these subroutines, this has probability at least 1 − γ n . We then argue that the resulting value R satisfies the required conditions, namely that R is proper with respect to constant ζ = 256 and that |R| ≤ T ≤ O( √ q log n). For the remainder of this section, we assume without further comment that these conditions all hold.
Proposition 33. For any k ∈ H there exists α ∈ R such that
In particular, R is proper with respect to constant parameter ζ = 256.
Proof. Let β = arg max β∈[β min ,βmax] µ β (k). Due to the termination condition of FindRepresentatives, there are two possibilities: either there is some iteration t with j t ≤ k ≤ i t , or k < j T and α T = β min . Let us first consider the former case, and write α = α t , i = i t , j = j t . First, suppose that β > α. In this case, α = β max , and so since the call to BinarySearch at line 3 is good, we have µ α ([i + 1, n]) ≥ τ = 1/4. Since k ≤ i, we have:
If β = α then the condition obviously holds. Otherwise, suppose that β < α. In this case, α = β min , and so since the call to BinarySearch at line 3 is good, we have 
Finally, suppose that k < j T and α T = β min < β. Let us set i = i T . Since α T = β max and the call to BinarySearch at line 3 is good, it holds that µ α T ([i + 1, n]) ≥ τ = 1/4. We then compute:
This proves Theorem 15(b). We will next bound T .
Proposition 34. For t = 1, . . . , T − 1 we have α t > α t+1
Proof. First, note that α t = β min , as otherwise the algorithm would have terminated at iteration t.
If α t+1 = β min , the claim therefore follows immediately. Otherwise, suppose that α t+1 < β min . Since BinarySearch is good it then holds that µ α t+1 ([0, i t+1 ]) ≥ 1/4. On the other hand, since line 4 wellestimate every interval, we must have µ αt ([0,
. By Lemma 27, this implies that α t > α t+1 strictly.
Proposition 35. For t = 1, . . . , T − 2 we have the bounds:
Proof. Because the algorithm terminates whenever α t = β min , we know that α t > β min for t < T . 
We can estimate:
c k e α t+1 k ≥ 8e
the last inequality here comes from the fact that j t+1 is the least element of V t+1 and that α t > α t+1 . Alternatively, we can estimate: (14) where again the last inequality comes from the fact that i t is the largest element of V t and that α t > α t+1 .
Putting these two inequalities together, we conclude that 8e (αt−α t+1 )j t+1 ≤ 4e (αt−α t+1 )it , which implies that (α t − α t+1 )(i t − j t+1 ) ≥ log 2 ≥ 1/2. Substituting this bound into Eq. (13) we get for t = 1, . . . , T − 2:
We can use this to estimate q in terms of T .
Proposition 36. We have T ≤ O(q) and T ≤ O(
√ q log n).
Proof. Since β max ≥ α 1 > α 2 > · · · > α T ≥ β min , we can compute:
This immediately shows that T ≤ O(q). If q ≤ log n, this in turn shows that T ≤ O( √ q log n) and we are done. So, let us suppose that q > log n. For notational convenience, let us suppose that T is even (the case that T is odd is nearly the same), and define L = {2, 4, 6, . . . , T − 2}. We can lower-bound the sum here by
For ℓ ∈ L, let us set z ℓ = log(
). We note that j 1 ≤ n and j T −1 > i T ≥ 0, so we can compute:
and so ℓ∈L z ℓ ≤ log n. We can also compute:
The function f (z) = 1 e z −1 is decreasing concave-up, and so by Jensen's inequality we have:
Now recall that we have assumed that q > log n. If T ≤ 6 + 2 log n, then this shows that T ≤ O( √ q log n) and we are done. Otherwise, for T ≥ 6 + 2 log n, we have e log n (T −2)/2 − 1 ≤ e log n (T −2)/2 , and therefore
which further implies that q ≥ Ω(T 2 / log n), i.e. that T ≤ O( √ q log n) as desired.
Applications
There is a pervasive close connection between sampling and counting algorithms. Consider the following scenario: we have a collection of objects of various sizes, and we would like to estimate the number C i of objects of size i. If we can sample from the Gibbs distribution on these objects (weighted by their size), then our algorithm allows us to convert this sampling procedure into a counting procedure.
In an number of combinatorial applications, we further know that the counts C i are log-concave; for example, the matchings in a graph [8] , or the number of independent sets in a matroid [1] . One main motivation for our focus on the case of log-concave coefficients is indeed to handle these combinatorial situations. In the context of log-concave coefficients, there are natural choices for certain parameters for our algorithm which lead to particularly clean bounds: 
To show this for k > i, we use the fact the sequence b j is non-decreasing to compute:
A similar calculation applies for k < i. Since µ β (k) ∝ c k e αk , Eq. (15) shows that µ log b i (i) ≥ We next turn to part (b). To begin, we can lower-bound Z(β min ) as
To upper-bound Z(β max ), we observe that for every k ≤ n, we have c n e nβmax c k e kβmax = c n e nbn c k e kbn × e (βmax−bn)(n−k)
By Eq. (15), we have cne nbn c k e kbn ≥ 1 and by hypothesis we have β max ≥ b n . Therefore, c n e nβmax ≥ c k e kβmax for every k ≤ n, and so we bound Z(β max ) as
βmaxk ≤ nc n e βmaxn ≤ e F n (n + 1)c n Thus we estimate Q as:
The sequence b ℓ is non-decreasing, so c n−1 /c 0 telescopes as: ≤ nF . With this value of q and µ * , we get the stated sample complexity.
Counting connected subgraphs
Consider a connected graph G = (V, E). For each i = |V | − 1, . . . , |E| let N i denote the number of connected subgraphs of G with i edges; these quantities are essentially the coefficients of the reliability polynomial for G.
In [7] , Guo & Jerrum described an algorithm to sample a connected subgraph G ′ = (V, E ′ ) with probability proportional to f ∈E ′ (1 − p(f )) f ∈E−E ′ p(f ), for some weighting function p : E → [0, 1]. This has a probabilistic interpretation, wherein each edge f fails independently with probability p(f ), and we wish to condition on the resulting subgraph remaining connected. Here E − E ′ is the set of failed edges. If we set p(f ) = 1 1+e β for all edges f , then the resulting distribution on connected subgraphs is a Gibbs distribution, with rate β and with coefficient sequence given by c i = N |E|−i .
The runtime of this algorithm was subsequently improved by [6] , which we rephrase in our notation as follows:
Theorem 38 ( [6] , Corollary 10). There is an algorithm to sample from the Gibbs distribution with coefficients c i = N |E|−i for any value of β > 0; the expected runtime is O(|E| + |E||V |e β ).
The sequence N i here counts the number of independent sets in the co-graphic matroid. By the result of [1] , this implies that sequence N i (and hence the coefficient sequence c i ) is log-concave.
Proof of Theorem 3. Observe that N |E| = 1, and so if we can estimate the coefficients c i , then this immediately allows us to estimate N i as well. The number of coefficients in the Gibbs distribution is n = |E| − |V | + 1.
In order to apply Theorem 37, we need to bound the quantities c n−1 /c n and c 1 /c 0 . These are both at most |E|, since to enumerate a connected graph with |V | edges we may select a spanning tree and any other edge in the graph, and to enumerate a graph with |E| − 1 edges we simply select an edge of G to delete. Therefore, we set β max = log |E|. This gives F = log |E|, and by Theorem 38 the cost of each call to the sampling oracle is O(|E| 2 |V |).
So Theorem 37 shows that we need to take O(n log |E| log 2 n log n γ /ε 2 ) samples. It is traditional in analyzing FPRAS to take γ = O(1), and since n = |E| we overall O(|E| log 3 |E|/ε 2 ) samples.
The work [7] sketches an FPRAS for this problem as well; the precise complexity is unspecified and appears to be much larger than Theorem 3. We also note that Anari et al. [2] provide a general FPRAS for counting the number of independent sets in arbitrary matroids, which would include the number of connected subgraphs. This uses a very different sampling method, which is not based on the Gibbs distribution. They also do not provide concrete complexity estimates for their algorithm.
Counting matchings
Consider a graph G = (V, E) with |V | = 2v nodes which has a perfect matching. For i = 0, . . . , n = v, let M i denote the number of i-edge matchings. Since G has a perfect matching these are all non-zero. As originally shown in [8] , the sequence M i is log-concave.
In [10] , Jerrum & Sinclair described an algorithm based on Markov Chain Monte Carlo to approximate the Gibbs distribution on matchings. They improved their analysis further in [11] . To rephrase their result in our terminology: Theorem 39 ( [11] ). There is an algorithm to approximately sample from the Gibbs distribution with coefficients c i = M i for any value of β > 0; the expected runtime isÕ(|E||V | 2 (1 + e β ) log 1 δ ) to get within a total variation distance of δ.
There remains one complication to applying Theorem 37: for general graphs, the ratio between the number of perfect and near-perfect matchings, i.e. the ratio M v−1 /M v , could be exponential in n. This would cause the parameter F to be too large in applying Theorem 37. This is the reason for our assumption of a known bound on the ratio M v−1 /M v . With this stipulation, we prove Theorem 4:
Proof of Theorem 4. Let us first show the general result in terms of parameter f . Observe that M 0 = 1, and so if we can estimate the coefficients c i , then this immediately allows us to estimate M i as well. The number of coefficients in the Gibbs distribution is given by n = |V |/2 = v.
We first determine the sample complexity needed when applying Theorem 37. To do so, we need to bound the quantities c n−1 /c n and c 1 /c 0 . The first is bounded by f by assumption, and the latter is clearly bounded by |E|. Therefore, we set β max = log f , and F ≤ max{log |E|, log f }. So Theorem 37 shows that we need O(nF log n log n γ /ε 2 ) samples. By Corollary 6, we must take δ = poly(1/n, 1/f, ε, γ) to ensure that the sampling oracle is sufficiently close to the Gibbs distribution. It is traditional in analyzing FPRAS algorithms to take γ = O(1). With these choices, Theorem 39 requires O(|E||V | 2 f polylog(|V |, f, 1/ε)) time per sample. Overall, our FPRAS has runtime ofÕ(|E||V | 3 f /ε 2 ).
To show the second result, [10] showed that if the graph has minimum degree at least |V |/2, then M v > 0 and
7 Lower bound on sample complexity
In [13] , Kolmogorov showed lower bounds on the sample complexity of a generalization of P ratio . In this section, we adapt this construction to show lower bounds on the problems P ratio and P µ * coef for a wider variety of parameters. Note that our lower bound for P µ * coef applies to obtaining any (ε, H * )-estimate of c, not just a lower-normalized estimate as is provided by our algorithm.
The main strategy of [13] is based on an "indistinguishability" lemma. Here, a target distribution c (0) (a coefficient vector) is surrounded by an envelope of alternate probability distributions c (1) , . . . , c (d) , which all use the same ground set H = {0, . . . , n} and the same values β min , β max . The lemma establishes a lower bound on the samples needed to distinguish between Gibbs distributions with these different coefficients.
Let us define µ β (k | c (r) ) to be the Gibbs distributions with parameter β under the coefficient vectors c (r) . We also define q (r) to be the corresponding value of q for distribution c (r) . For some parameter µ * (which will common to all distributions c (0) , . . . , c (d) ), we likewise define H * (r) to the set H * with respect to distribution c (r) .
For any k ∈ H, let us define
and let us define the key parameter
Lemma 40 ( [13] ). Let A be a randomized algorithm which generates a set of queries β 1 , . . . , β T ∈ [β min , β max ] and receives values K 1 , . . . , K T , wherein each K i is drawn from distribution µ β i . At some point the procedure stops and either outputs either TRUE or FALSE. The queries β i may be adaptive and may be randomized, and the stopping time T may also be randomized. Suppose that, with probability at least 1 − γ algorithm A outputs TRUE on input c (0) , whereas with probability at least 1 − γ it outputs FALSE on inputs c (1) , . . . , c (d) , for some parameter γ < 1/4.
Then the expected sample complexity of A on instance c (0) is Ω(
This lemma implies lower bounds on the sampling problems P ratio and P ) on problem instance c (0) . Note that i, j may depend on the value r.
Proof. (a) Whenever P ratio succeeds on problem instance c (0) , the estimateq is within ±ε of q (0) . Whenever P ratio succeeds on problem instance c (r) , the estimateq is within ±ε of q (r) , and consequently it is not within ±ε of q (0) . Thus, solving P ratio allows us to distinguish c (0) from c (1) , . . . , c (d) .
(b) Let us run P µ * coef , obtaining estimateĉ. If there exists any pair i, j ∈ H * (0) such that either
(0) j )| > ε then we output FALSE; otherwise we output TRUE. When run on problem instance c (0) , it holds with probability at least 1 − γ that the vectorĉ is an (ε, H * (0) ) estimate of c. In this case, by definition, this procedure will output TRUE.
When run on problem instance c (r) , again with probability at least 1−γ the vectorĉ is an (ε, H * (r) ) estimate of c. In this case, let i, j be the pair guaranteed by the hypothesis. By definition, in this case we eitherĉ i = 0,ĉ j = 0, or the valueĉ i /ĉ j is an ε-estimate of the true value c j . In all three of these cases, the procedure will output false.
Thus, solving P µ * coef allows us to distinguish c (0) from c (1) , . . . , c (d) . By constructing appropriate problem instances and applying Corollary 41, we will show the following lower bounds on the sampling problems:
Theorem 42. Let n ≥ 2, ε < ε max , γ < γ max , q ≥ q min , µ * ≤ µ * ,max , where µ * ,max , ε max , γ max , q min are some universal constants.
(a) Any algorithm to solve P ratio on log-concave problem instances with these parameters must have expected sample complexity
(b) Any algorithm to solve P µ * coef on log-concave problem instances with these parameters must have expected sample complexity
(c) Any problem to solve P µ * coef on general problem instances with these parameters must have expected sample complexity
7.1 Bounds for P µ * coef in terms of µ * in the log-concave setting
The construction here is very simple: we set β min = 0, and n = 1. We have three choices for the coefficients, namely c
0 = 2µ * e 3ε . In all three cases, we set c
We can also add dummy extra coefficients c i = 0 for i = 2, . . . , n. Note that c (0) has log-concave coefficients.
Since Z(β max ) is a continuous function of β max with Z(+∞) = +∞, we can ensure that this problem instance has the desired value of q by setting β max sufficiently large.
This allows us to show one of the lower bounds of Theorem 42:
Proposition 43. Under the conditions of Theorem 42, any procedure to solve P µ * coef for log-concave problem instances must have expected sample complexity Ω(
Proof. We will show this using Corollary 41 with parameters i = 0, j = 1. It is clear that | log(c
j )| > 2ε, and that 0, 1 ∈ H * (0) with respect to parameter µ * . We need to compute the parameter ∆. We begin by computing Z(β | c (r) ) as:
and thus, after some algebraic simplifications, we get
Simple calculus shows that this is a decreasing function of β for β ≥ 0. So its maximum value in the interval [β min , β max ] occurs at β = 0 and ∆ = log U 0 (k) = log (2µ * e −3ε + 1)(2µ * e 3ε + 1) (2µ * + 1) 2 = log 1 + 2µ * (e 3ε + e −3ε − 2)
By Corollary 41, solving P µ * coef on problem instance c (0) requires expected sample complexity of Ω(
7.2 Bounds for P µ * coef in terms of µ * in the general setting
In this construction, let us set a parameter t (which we will determine later). We set c n are set to zero.
We will define d = 2t related problem instances; for each index i = 0, . . . , t − 1, we construct a problem instance where we set c
2i+1 e ν , and all other coefficients agree with c (0) ; we also create a problem instance where we set c
2i+1 e −ν , and all other coefficients agree with c (0) . We select β min = 0; the parameter β max will be specified later.
Proof. Given value β ∈ [β min , β max ], let us compute U β (k) as:
Let us define S i = 2 −i−i 2 e (2i+1)β and S = t−1
i=0 Z i , where we define Z i = 2 −i 2 e (2i)β + 2 −(i+1) 2 e (2i+1)β . Thus in order to show Eq. (16), it suffices to show that S i ≤ O(Z i ) for all i = 0, . . . , t − 1. For this, we compute:
Thus, we have shown Eq. (16), and as ν ≤ O(1) this shows that
Proposition 45. Given some parameter ν ≤ ν max , where ν max is a sufficiently small constant, it is possible to select the parameter t ≥ Ω(min{n, √ q}) so that the problem instance c (0) has the required values of q and n and so that {0, 1, 3, 5, . . . , 2t − 1} ⊆ H * (0) .
Proof. We will set β max ≥ t log 2, for some parameter t to be chosen. By taking t ≤ n/2, we ensure that the coefficients are in the range {0, . . . , n}. We need to select β max , t to ensure that problem instance has q = q • , where q • > q min is some given target value. When β max = t log 2, the problem instance c (0) has
Simple calculus shows that these summands are increasing at a super-constant rate, and thus the sums can be bounded by their value at maximum index,
So q ≤ t 2 log 2 + O(1). This implies that, by selecting t ≤ a √ q • for some sufficiently small constant a, we can ensure that q ≤ q • for β max = t log 2. By continuity, this in turn implies that we get q = q • for some choice β max ≥ t log 2. Suppose now we have fixed such t and β max . Let us show that a given coefficient 2k + 1 is in H * (0) . To witness this, take β = k log 2 ∈ [0, β max ]. For this, we have:
It is easy to see that in the first sum, the summands of the first sum decay at rate at least 1/2 away from the peak value i = k, while the in the second sum the summands decay at rate least 1/4 from their peak values at i = k, k − 1. So Z(β | c (0) ) ≤ 3 × 2 k 2 + 8µ * × 8 3 2 k 2 , which is smaller than 2 k 2 +2 for µ * sufficiently small. So we get
A similar analysis with β = 0 shows that 0 ∈ H * (0) as well.
Proposition 46. Under the conditions of Theorem 42, any procedure to solve P µ * coef for general problem instances must have expected sample complexity Ω(
Proof. Construct the problem instance with t = Ω(min{ √ q, n}) which has the desired parameters n, q and where we set ν = 3ε, for ε ≤ ε max sufficiently small. Consider some r ∈ {1, . . . , d}. For this instance, we have | log(c 7.3 Bounds for P ratio and P µ * coef in terms of n, q in the log-concave setting
For this case, we adapt a construction of [13] , with some slightly modified parameters and definitions. This construction will be based on Lemma 40 with d = 2. To simplify the notation, we write c, c − , c + instead of c (0) , c (1) , c (2) . The vectors c − , c + will be derived from c by setting
for some parameter ν > 0. We define the values c 0 , . . . , c n to be the coefficients of the polynomial g(x) = n−1 k=0 (e k + x); equivalently, we have Z(β | c) = n−1 k=0 (e k + e β ) for all values β. Since this polynomial g(x) is real-rooted, the coefficients c 0 , . . . , c n are log-concave [4] .
There is another way to interpret the coefficients c i which is useful for us. Consider independent random variables X 0 , . . . , X n−1 , wherein X i is Bernoulli-p i for p i = e β e i +e β . Then µ β is the probability distribution on random variable X = X 0 + · · · + X n−1 . In particular, coefficient c k is a scaled version of the probability µ 0 (k), which in turn is the probability that X = k at β = 0.
We will fix β min = 0. By a simple continuity argument, it is possible to select value β max ≥ 0 to ensure that the problem instance c has any desired value of q > 0. Let us fix such β max . Because it recurs frequently in our calculations, we define ψ = min{n, β max }. Also, we define
We recall a result of [13] calculating various parameters of the problem instances c, c − , c + .
Lemma 47 ( [13] ). Suppose that ν ≤ ν max for some constant ν max . Define the parameters κ, ρ by
Then the problem instances c − , c + , c have their corresponding values q − , q + bounded by
Furthermore, the triple of problem instances c, c − , c + has ∆ ≤ O(κν 2 ).
We next estimate some parameters of these problem instances.
Proposition 48. For q min sufficiently large, we have q ≤ O(β max ψ) and ψ ≥ Ω(min{ √ q, n}).
Proof. We compute q as:
log( e k + e βmax e k + 1 )
For k ≤ β max , note that
is a decreasing function of k, hence it can be upper bounded by its limit as k → −∞, namely e βmax . The total number of such summands is at most min{n, β max } = ψ, hence all such terms contribute a total of O(β max ψ).
For k ≥ β max , we upper bound the term by e k +e βmax e k = 1 + e βmax−k . The total contribution of these terms is then at most k≥βmax log(1 + e βmax−k ) ≤ k≥βmax e βmax−k ≤ O(1).
In total, we have shown that q ≤ O(β max ψ + 1). For q min sufficiently large, this implies that q ≤ O(β max ψ). For the bound on ψ, observe that if β max ≥ n, then obviously ψ = n ≥ Ω(min{ √ q, n}).
Otherwise, we have shown that q ≤ O(β 2 max ) = O(ψ 2 ).
Proposition 49. For q min sufficiently large, we have
Proof. Differentiating the function z, we have z ′ (β) = n k=0 e β e k +e β . So z ′ (0) =
, which is easily seen to be constant.
Likewise, we have z ′ (β max ) = k e βmax e k +e βmax . For 1 ≤ k ≤ β max , simple calculations show that the summand is Θ(1). The total number of such terms is at min{n, β max }, up to some additive constant of value at most 1. Hence the number of such terms is Θ(ψ), and the total contribution of all terms with k ≤ β max is Θ(ψ). The contribution of all terms with k > β max is given by k>βmax e βmax e k +e βmax − 1 e k +1
≤ k>βmax e βmax−k ≤ O(1), which for q min sufficiently large is at most 1/2 the value of the terms with k ≤ β max .
Finally, we calculate κ. Differentiating twice, we have z ′′ (β) = By Proposition 48, we have β max ≥ Ω(q/ψ) ≥ Ω(q min ). So for q min sufficiently large, the bounds on z ′ (β max ) and z ′ (0) establish that ρ = Θ(ψ).
We can now prove Theorem 42 part (a) and (b).
Proposition 50. Under the conditions of Theorem 42, any algorithm to solve P ratio on log-concave problem instances with given values n, q must have expected sample complexity Ω(
Proof. Let us set ν = 3ε/ρ. Then by Lemma 47, the values q, q − , q + are separated by at least ρν − κν 2 = 3ε − 3κε 2 /ρ 2 . By selecting q min sufficiently large, we can ensure that β max ≥ C for any constant C. Since ρ = Θ(ψ) ≥ Ω(1) and κ ≤ 4, this in turn ensures that the term 3κε 2 /ρ 2 is below ε as long as ε max is sufficiently small. Overall, the separation between q, q − , q + is at least 2ε. By Lemma 47, these problem instances have ∆ = O(κν 2 ) = O(κε 2 /ρ 2 ). By Propositions 49 and 48, this is O(ε 2 / min{q, n 2 }). Therefore, by Corollary 41, the expected sample complexity of P ratio on c is Ω(
).
Proposition 51. Under the conditions of Theorem 42, any algorithm to solve P µ * coef on log-concave problem instances with given parameters n, q must have expected sample complexity Ω(
Proof. Let us first show that there is some value L = Θ(ψ) such that µ βmax (L) ≥ Ω(1). To show this, we first compute the mean of the random variable X:
e βmax e βmax + e k It is straightforward to check that for k ≤ β max , the summand is of order Θ(1) while for k > β max the summands converge exponentially to zero, and hence E[X] = Θ(ψ).
We likewise compute the variance of X. Since variables X 0 , . . . , X k are independent, we have
e βmax e k e βmax + e k Calculations similar to Proposition 49 show that this is O(1). By Chebyshev's inequality, there is constant probability that X is within O(1) of its mean value, and so there is some value L = Θ(ψ) such that P[X = L] ≥ Ω(1). Equivalently, this value has µ βmax (L) ≥ Ω(1).
Similarly, we calculate µ
. Routine calculations show that this is Ω(1).
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Now let us set ν = 3ε/L to construct the problem instances c + , c − . We will now apply Corollary 41; for either of the problem instances c − , c + , let us set i = 0, j = L. We have shown that i, j ∈ H * with respect to problem instance c, for some sufficiently small constant µ * .
Next, we observe that | log(c i /c j ) − log(c 
A Proof of Theorem 5 (correctness with approximate oracles)
One can construct a coupling between µ β andμ β such that samples k ∼ µ β and k ∼μ β are identical with probability at least 1 − ||μ β − µ β || T V ≥ 1 − γ T . Assume that the k th call to µ β in A is coupled with the k th call toμβ inÃ when β =β. We say that the k th call is good if the produced samples are identical. Note, P[k th call is good | all previous calls were good] ≥ 1 − 
We can now write P output ofÃ satisfies C ≥ P[output of A satisfies C ∧ all calls are good] ≥ 1−2γ where the last inequality is by the union bound (recall that P[output of A satisfies C] ≥ 1 − γ).
B Proof of Lemma 8 (properties of the binomial distribution)
We first consider the case where p ≥ e −ε p • . For this, we use two variants of the Chernoff bound for binomials:
Setting x = (e ε − 1)p and x = (1 − e −ε ) respectively, these give us the bounds
These terms are both below γ/2 as long as N ≥ (N, z) . We need to show that f (p) ≤ γ for p < e −ε p • . Clearly, f (z) is a non-decreasing function of z. Also f (e −ε p • ) ≤ γ/2, as shown previously. The claim follows.
C Proof of Lemma 10
Let X ⊆ R m be the set of vectors (a 1 , . . . , a m ) satisfying preconditions of the lemma. Since X is compact, we may pick vector (a 1 , . . . , a m ) ∈ X maximizing a 1 + . . . + a m . Clearly, the vector is strictly positive, and a k = 1 k for at least one k ∈ [m] (otherwise we would have (λa 1 , . . . , λa m ) ∈ X for some λ > 1). Furthermore, we can assume that k ≥ 2 (if k = 1 is the only index k with a k = 1 k then we would have (a 1 , λa 2 , . . . , λ m−1 a m ) ∈ X for some λ > 1). Denote x i = log a i ≤ log 1 i , then x 1 , . . . , x m is a discrete concave sequence. Let us define c = log
and
Since y k = x k = log 1 k , we get y k−1 = log 1 k−1 ≥ x k−1 and y k+1 = log 1 k+1 ≥ x k+1 (assuming that k + 1 ≤ m). Note that y i is linear on i ∈ {1, . . . , k} and on i ∈ {k, . . . , m}, so from concavity we obtain that x i ≤ y i for i = 1, . . . , m. We can thus write 
The claim will now follow from the result below. . Then f (x) < e for all x ≥ 2. Proof. It is clear that lim x→∞ f (x) = e, so it suffices to show that f (x) is non-decreasing for x ≥ 2. The derivative of f (x) is given by Proposition 54. The following holds for each index i ∈ {0, . . . , t}: (a)μ β i (k) is an ε/4-estimate of µ β i (k) with a probability of at least 1/16 for each k ∈ Ends(σ i ); (b)Q β i is an ε/2-estimate of Q β i with a probability of at least 1/8.
Proof. Part (a) follows directly from Lemma 8 and properness of I, so we focus on part (b). Denote λ = . By Lemma 8, Proposition 54 and the union bound, the following events hold with probability at least 1 − 1/16 − 1/8 − 1/16 = 3/4: (1)μ β i (k) is an ε/4-estimate of µ β i (k); (2)Q β i is an ε/2-estimate of Q β i ; (3) line 6 well-estimates k. We show next that these events and properness of I imply that Q α is an ε-estimate of Q α .
Observe that µ β i (k) ≥ ω and µ β i+1 (k) ≥ ω, where ω = min{σ
}. By the log-concavity of function µ β as a function of β (Proposition 7(a)), this implies that µ α (k) ≥ ω as well. Sinceμ α well-estimates k, this implies thatμ α (k) is an ε/4-estimate of µ α (k).
Since Q α = µ β i (k) µα (k)e (α−β i )k Q β i , these facts together imply thatQ α is an ε-estimate of Q α .
D.2 Proof of Theorem 16 (correctness of Algorithm 2)
Let us suppose that R is proper, the call at line 2 estimates every Q α correctly for α ∈ R, and line 4 well-estimates every k ∈ H. Since |R| ≤ n + 1 with probability one, this overall has probability at least 1 − γ. We then show that the resulting valuesĉ k are lower-normalized (ε, H * )-estimates of c. First, supposeĉ k is set to a non-zero value at line 5. Soμ α (k) ≥ e −ε/4 µ * /ζ, and soμ α (k) is an ε/4-estimate of µ α (k). Also,Q α is an ε/4-estimate of Q α . Sincec k = Q α e −αk µ α (k), this implies that c k is an ε/2-estimate ofc k . Next, consider k ∈ H * . Since R is proper, there is α ∈ R with µ α (k) ≥ µ * /ζ. This value of α haŝ µ α (k) ≥ e −ε/4 µ * /ζ, and so line 5 setsĉ k to a non-zero value (if it was not already set in an earlier iteration).
D.3 Proof of Theorem 17 (correctness of Algorithm 3)
We assume here that we are in the log-concave setting. We will need the following result. . If (β, σ) ∈ I and k ∈ [σ − , σ + ] ∩ H * * then µ β (k) ≥ σ weight . Proof. Three cases are possible.
• σ − , σ + ∈ H. Then µ β (k) ≥ min{µ β (σ − ), µ β (σ + )} ≥ σ weight where the first inequality follows from log-concavity of the coefficients and the second inequality holds since I is proper.
• (β, σ) = (β 0 , σ 0 ). Suppose the claim is false: µ β (k) < σ weight . Denote H − = [0, k − 1] ∩ H and H + = [k, n]∩H. We have µ β (k) < σ weight ≤ µ β (σ + ), so by log-concavity µ β (ℓ) ≤ µ β (k) < σ weight for all ℓ ∈ H − . Therefore, µ β (H − ) < |H − | · σ weight = k · σ weight ≤ σ + · σ weight .
Since k ∈ H * * , there exists k * ≤ k such that k * ∈ H * . So let β * be chosen such that µ β * (k * ) ≥ µ * . As observed in the previous paragraph, we have µ β (k * ) ≤ µ β (k) < σ weight . Also note that β * ≥ β = β min . By Proposition 7, for each ℓ ∈ H + with c ℓ > 0 we have • (β, σ) = (β t , σ t ). This case is completely analogous to the previous one.
Proof of Theorem 17. By construction, the schedule I in line 1 is proper with probability at least 1−γ/3. By the specification of BatchedPratio the valueQ β i is an ε/4-estimate of Q β i with probability at least 1 − γ/3. With probability at least 1 − γ/3, every iteration of line 4 well-estimates every value ℓ ∈ H. Let us assume that all these events occur, which has overall probability at least 1 − γ, and then show that the resulting valuesĉ satisfy the required property. Consider k ∈ H * * and corresponding tuple (β, σ) chosen at line 6 with k ∈ [σ − , σ + ]. From Lemma 55 we get µ β (k) ≥ σ weight . Sinceμ β well-estimates k with respect to parameters ε/4, σ weight , we get thatμ β (k) ≥ e −ε/4 µ β (k) ≥ e −ε/4 σ weight , and soĉ k > 0.
Ifĉ k > 0 for index k, thenμ β (k) ≥ e −ε/4 σ weight for some tuple (β, σ), soμ β (k) is an ε/4-estimate of µ β (k). SinceQ β is an ε/4-estimate of Q β , this implies thatĉ k is an ε/2-estimate ofc k .
E Alternate algorithms for P ratio
As mentioned in the introduction, an alternative algorithm for problem P ratio with expected sample complexity O q log n log 1 γ ε 2 was proposed in [9, 13] . We begin by reviewing this algorithm and showing how to extend it to solve the batched P ratio problem.
Let us define a cooling schedule to be a sequence α = (α 0 , α 1 , . . . , α ℓ ) with β min = α 0 < . . . < α ℓ = β max . We define the length of α as |α| = ℓ + 1. We also define κ(α) = where z(β) = log Z(β). Note that z(·) is an increasing convex function, and therefore κ(α) ≥ 0. The algorithms in [9, 13] first compute a cooling schedule α with small values of |α| and κ(α). The following result of [13] 
