Estudio de estabilidad de técnicas de filtrado en imágenes de la base de datos mini-MIAS by Parcero Iglesias, Estíbaliz et al.
  
 
Abstract— El estudio de técnicas de filtrado aplicado a 
imágenes médicas es de especial relevancia ya que puede ser 
determinante frente a un diagnóstico preciso. Este trabajo tiene 
como objetivo estudiar la estabilidad del filtro Fuzzy Peer 
Group Averaging cuando se aplica a imágenes mamográficas 
de distinta naturaleza en relación al tipo de tejido, anormalidad 
encontrada y diagnóstico. Los resultados muestran que el filtro 
resulta eficaz ya que obtiene un valor de PSNR de 27 
comparando la imagen filtrada con la original, y un valor de 17 
al comparar la imagen filtrada con la contaminada con ruido. 
También muestran que el filtro se comporta adecuadamente 
sean cuales sean las características de la imagen. 
 
I. INTRODUCCIÓN 
Durante los últimos años se han realizado una gran 
cantidad de estudios a fin de establecer filtros de calidad que 
reconstruyan imágenes con todo tipo de ruido (impulsivo, 
gausiano o speckle) [1-11]. Esto es especialmente importante 
en el área de la imagen médica, donde un diagnóstico puede 
depender de la calidad de dicha imagen. En un estudio 
paralelo se ha comprobado la eficacia de filtros fuzzy [12-13] 
en una imagen mamográfica de la base de datos mini-
MIAS[14]. 
Ahora bien, se desconoce si existe una correlación entre el 
tipo de tejido presente en la mama, o su diagnóstico y la 
eficacia del filtro aplicado, que en nuestro caso se trata del 
filtro Fuzzy Peer Group Averaging [12].  
El objetivo del presente estudio es establecer si existe o no 
dicha relación, y si es así, cuantificarla. Para ello, se 
realizará una reconstrucción de cada una de las imágenes de 
la base de datos a la que habremos introducido una 
combinación de ruido impulsivo y gausiano. Para cuantificar 
la eficacia de la reconstrucción se utilizará como medida de 
calidad el valor de PSNR (Peak Signal to Noise Ratio) para 
cada una de las reconstrucciones y se compararán los 
resultados obtenidos. 
En la sección II se explica el filtro utilizado y la base de 
datos analizada. Los resultados del experimento realizado se 
presentan en la sección III y, por último, las conclusiones en 
la sección IV. 
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II. MATERIALES Y MÉTODOS 
A. Filtro Fuzzy Peer Group Averaging (FPGA) 
Este filtro se ejecuta en dos fases, (i) detección y 
reducción de ruido impulsivo, y (ii) suavizado de ruido 
gausiano. En ambas fases se utiliza el fuzzy peer group de un 
pixel central    en una ventana W de dimensiones      
[12] y se usa una métrica fuzzy. 
La definición del fuzzy peer group se basa en la 
ordenación de los pixeles vecinos al pixel central xo según su 
similitud.  
Siendo   una medida de similitud entre dos vectores de la 
imagen los vectores xi   W se ordenan en orden decreciente  
según su similitud al pixel central xo, obteniendo el conjunto 
W' = { x(o), x(1) , … , x(n
2
-1) } de manera que   (xo, x(o))      
(xo, x(1))   …     (xo, x(n
2
-1)), donde xo = x(o). El peer group  
  
   de m + 1 miembros asociado con el pixel xo es el 
conjunto: 
 
  
   = { x(o), x(1) , … , x(m) } (5) 
 
En [8], se propone el método que determina el mejor 
número  ̂ de miembros de un peer group. El fuzzy peer 
group de un pixel central xo en la ventana W se define como 
como el conjunto fuzzy     
   definido en el conjunto { x(o), 
x(1) , … ,    ̂  } y dado por la función de pertenencia 
   
      (xo, x(i)). Entonces el mejor número de miembros 
 ̂ de   
   se define como el valor de       
             que maximiza la certeza de la siguiente 
regla fuzzy. 
Regla Fuzzy 1: Determina la certeza de que m sea el 
mejor número de miembros para   
   
SI "xm es similar a xo" y la similitud acumulada para x(m)  
es grande ENTONCES “la certeza de que m sea el mejor 
número de miembros es alta”. 
CFR1(m) denota la certeza de la Regla  Fuzzy 1 para m. 
Luego, CFR1(m) se calcula para cada      y el valor que 
maximiza la certeza se selecciona como el mayor número  ̂ 
de miembros de   
  , es decir,  ̂                   . 
La certeza de “xm es similar a xo” la proporciona la 
función de pertenencia     determinada por la medida de 
similitud 
 
   (    )    (       )          
    (6) 
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La similitud acumulada para xm denominada  
  (    ) se 
define   
 
   (    )   ∑ (       )
   
   
              (7) 
 
Por lo tanto, la certeza de “   (    ) es grande” se define 
por la función de pertenencia     expresada 
 
   (    )   
    (    )      
  (    )    
    
       
 
               
(8) 
 
Y la función para calcular      es 
 
           
  (    )  
  (    ). 
 
La función fuzzy de similitud,  , utilizada es  
 
 (     )    
‖     ‖
                  (9) 
 
donde ||.|| denota la norma euclídea  y    es un parámetro de 
entrada con un valor en el intervalo [0, 1] que se debe 
acomodar a las características de la imagen tratada [15].La 
función   toma valores en el intervalo [0, 1] y satisface 
           si y sólo si      . 
Una regla distinta es utilizada para detectar ruido 
impulsivo. 
Regla Fuzzy 2: Determina la certeza de que el pixel x0 esté 
libre de ruido impulsivo 
SI la "similitud acumulada    (   ̂ ) es grande" y "   ̂  es 
similar a   " ENTONCES "   está libre de ruido 
impulsivo". 
La certeza de la Regla Fuzzy 2, denominada CFR2, la 
certeza de “   (   ̂ ) es grande” viene determinada por 
   , (definida en (8)) y la certeza de “   ̂  es similar a   ” es 
dada por     mediante (6).  
Finalmente            
  (   ̂ )  
  (   ̂ ). Esta 
certeza ya ha sido calculada ya que                 ̂ . Si 
la certeza de la Regla Fuzzy 2,      satisface  
 
              (10) 
 
Entonces    está libre de ruido impulsivo, si no    
contiene ruido y se reemplaza con el valor        [16].    
es el segundo parámetro de entrada discutido en [15]. 
B. Base de datos miniMIAS 
La base de datos mini-MIAS consiste en una colección 
normalizada de 322 imágenes de mamografías (en blanco y 
negro), 161 derechas y 161 izquierdas.  
Cada una de las imágenes está clasificada según el tipo de 
tejido dominante (graso, graso-glandular o glandular denso) 
y el diagnóstico: a) calcificación, b) masa bien definida o 
circunscrita, c) masa espigada, d) otras, masas mal definidas, 
e) distorsión estructural, f) asimetría, o g) normal. 
 
III. EXPERIMENTO Y RESULTADOS 
Nuestro experimento consiste en el uso del filtro indicado 
sobre una base de datos de imágenes mamográficas 
denominada mini-MIAS. Como se ha indicado 
anteriormente, esta base de datos está compuesta por 322 
mamografías correspondientes a 161 pacientes. Cada una de 
estas imágenes está clasificada según el tipo de tejido de la 
mama, el tipo de anomalía encontrada si existe y en el caso 
de que se haya encontrado una masa, si es benigna o 
maligna.  
El objetivo del trabajo es establecer si existe o no 
correlación entre la eficacia del filtro y el diagnóstico 
asociado a la imagen filtrada. La eficacia del filtro se 
establecerá mediante la medida PSNR, que será mejor 
cuanto mayor sea. 
Para este estudio se ha contado con todas las imágenes de 
la base de datos. Estas imágenes han sido recortadas (para 
minimizar los cálculos al área relevante) y corrompidas con 
ruido (impulsivo=0.10 y gausiano=0.01). Para ello se ha 
creado una función que genera una colección de imágenes 
que consistirá en 322 pares de imágenes originales e 
imágenes contaminadas. 
Una vez obtenida la colección se aplica el filtro sobre las 
imágenes contaminadas obteniendo una imagen filtrada 
(figura 1) que se puede comparar con la original a fin de 
obtener nuestra medida de calidad (PSNR). 
          
   
a 
b 
c 
Figura 1 a) Imagen original, b) Imagen contaminada, c) Imagen filtrada 
 
Como salida de la función de filtrado obtenemos entre 
otras medidas el PSNR, que servirá en nuestra evaluación 
para comparar la eficacia del filtro en cada una de las 
imágenes. 
  
Por otra parte se realiza una carga de los datos de 
clasificación de las mamografías en una matriz numérica que 
indicará si posee o no la característica de entre las explicadas 
en la sección II. 
Una vez obtenemos todos los datos, tanto los de eficacia 
del filtrado (valores PSRN por cada par original-filtrada), 
como los datos de clasificación de las mamografías, 
procedemos al análisis de éstos. Para ello mostraremos 
histogramas de frecuencia para valores de PSNR en función 
del tipo de tejido (figura 2), en función de la masa (existente 
o no; figura 3) y en función del diagnóstico (maligno o 
benigno; figura 4). 
 
Figura 2. Histograma de los valores PSNR entre imagen original y filtrada 
para cada tipo de tejido: F (graso), G (graso-glandular), D (glandular-denso) 
Tal y como se observa en la figura 2 los valores de PSNR 
siguen una distribución aproximadamente normal, siendo los 
valores para las imágenes de tejido graso ligeramente 
superiores.  
 
Figura 3. Histograma de los valores PSNR entre imagen original y filtrada 
para cada tipo de anormalidad: NORM (normal), CALC (calcificación), 
CIRC (bien definida o circunscrita), SPIC (masa espigada), MISC (otras 
masas mal definidas, ARCH (distorsión estructural), ASYM (asimetría). 
Como podemos ver en la figura 3, el histograma según tipo 
de anormalidad, existe una diferencia de altura acusada entre 
las masas normales y el resto, debido a que no han sido 
normalizados los valores en función de la frecuencia de 
aparición. La distribución de nuevo parece seguir una 
distribución normal, aunque se disponen de pocos datos para 
los casos no normales. 
De nuevo, en el histograma según diagnóstico (figura 4), la 
distribución es normal. El valor medio de PSNR en todos los 
casos es 27. 
 
Figura 4. Histograma de los valores PSNR entre imagen original y filtrada 
para cada tipo de diagnóstico: B (benigno), M (maligno).  
De manera paralela se ha realizado el mismo estudio 
histográfico expuesto, esta vez comparando la imagen filtrada 
con la contaminada a fin de comprobar si, efectivamente, la 
imagen filtrada se parece más a la original que a la ruidosa. 
Los resultados obtenidos son comparables en cuestión de 
distribución y el PSNR obtenido como media se sitúa en 
torno a 17, lo que nos confirma que la imagen resultante es 
adecuada y el filtro puede considerarse eficaz. 
IV. CONCLUSIONES 
Es este estudio hemos presentado los resultados, en 
términos del PSNR obtenido, de filtrado de imágenes según 
tipo de tejido, anormalidad y diagnóstico.  
Se ha demostrado que el filtro funciona correctamente ya 
que los valores del PSRN que comparan imagen original y 
filtrada son mejores que los valores para la imagen ruidosa y 
filtrada.  
Se ha comprobado que no existe correlación entre el 
diagnóstico de la mamografía y el funcionamiento del filtro, 
incluyendo en este diagnóstico el en tipo de tejido, el tipo de 
masa y la benignidad o malignidad de la masa, ya que la 
distintas distribuciones se centran en el mismo valor de 
PSNR. 
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