In this paper we present a nonparametric Bayesian approach for £tting unsmooth or highly oscillating functions in regression models with binary responses. The approach extends previous work by Lang et al. (2002) for Gaussian responses. Nonlinear functions are modelled by £rst or second order random walk priors with locally varying variances or smoothing parameters. Estimation is fully Bayesian and uses latent utility representations of binary regression models for ef£cient block sampling from the full conditionals of nonlinear functions.
Introduction
Nonparametric methods for £tting smooth curves, such as kernel, local or spline regression, are now widely available and accepted. However, these methods can have bad performance when estimating unsmooth functions which have jumps, edges, or which are highly oscillating. Two prominent approaches in nonparametric regression with Gaussian responses that adapt to such spatial heterogeneity are local regression with variable bandwidth (Fan and Gijbels, 1995) or wavelet shrinkage regression (Donoho and Johnstone, 1994) . Currently, these methods are restricted to continuous responses and there is a clear lack of methodology and experience for non-Gaussian responses. In this paper we present a nonparametric fully Bayesian method for £tting unsmooth and highly oscillating functions in regression models with binary responses. The approach extends recent work by Lang et al. (2002) for Gaussian responses. Our approach uses a two-stage prior for the unknown regression function. The £rst stage are £rst or second order random walk models as proposed in Fahrmeir and Lang (2001a) and Fahrmeir and Lang (2001b) . The second stage consists of analogous smoothness priors for varying variances of the random walk model errors used in the £rst stage leading to locally adaptive dependent variances. The varying variances in our method correspond to variable smoothing parameters and make the prior more ¤exible for modelling functions with differing curvature. We compare our approach with random walk priors with a global variance as well as locally adaptive independent variances. The latter has been already used e.g. by Knorr-Held (1999) in the context of dynamic models. Bayesian inference is based on latent utility representations of binary regression models, see Albert and Chib (1993) for probit models and Holmes and Held (2003) for logit models. The advantage of augmenting the data by latent utilities is that the full conditionals of unknown parameters are Gaussian and ef£cient MCMC sampling schemes developed for Gaussian responses can be exploited. The rest of this paper is organized as follows: Section 2 describes our Bayesian model for locally adaptive function estimation and gives details about Bayesian inference. Section 3 illustrates the performance of our approach by selected results from an extensive simulation study. In Section 4 the practicability is
whose in¤uence is assumed to be possibly nonlinear, and a vector of categorical covariates
. Then, we replace the simple linear predictor (1) by the semiparametric additive predictor
where we assume possibly nonlinear effects e U V § ! ! ! § e W for the continuous covariates. In this paper, the primary focus is on modelling functions with discontinuities or differing curvature. We will discuss appropriate prior speci£cations for functions of this kind in the next section. For Bayesian inference, it is quite useful to express binary regression models in terms of latent utilities, see e.g. Fahrmeir and Tutz (2001) 
conditional on some variances E ¥
. Depending on the distributional choice for the P ¥
we get different models. The assumption
in a further stage of the hierarchy.
Random walks with locally adaptive variances
For unsmooth or highly oscillating functions, as primarily considered in this paper, the assumption of a global variance or smoothing parameter is not appropriate. We illustrate the dif£culties with a simulated data set taken from our simulation study in Section 3. . The underlying "true" function is a variant of the so called Doppler function and is visualized in Figure 6 (h) (dashed line), see Section 3.2. Figure 6 (h) displays function estimates and pointwise credible intervals based on a RW2 with global variance. From left to right the curvature of the function decreases. The global variance is, however, not able to adapt to the changing curvature and yields too wiggled estimates in the less curved parts in the right. If the variance is allowed to adapt appropriately to the decreasing curvature, i.e. it is allowed to decrease as well, the £t improves considerably, see Figure 6 (j). To overcome the dif£culties we therefore replace the global variance j by locally adaptive variances j # z . In the following we will discuss approaches with both stochastic dependent and independent j # z
. We start with the stochastic dependent variant.
Locally adaptive dependent variances
Following Lang et al. (2002) 
. For the parameters
The function e is displayed in Figure 2 (h) (dashed line) and is a variant of the so called Blocks function with three discontinuities. Figures 2 (h) and (i) compare the £ts obtained with £rst order random walks and a global variance and locally adaptive independent variances. Clearly, the jumps are much better detected with locally adaptive variances as they are allowed to increase at the discontinuities and decrease thereafter. Note that the £t based on locally dependent variances in 2 Figure (j) also improves the adaption to the jumps but to a lesser extent as the independent variances. The reason is that the stochastic dependent variances cannot adapt with the same speed as stochastic independent variances. All £ts are comparatively rough, which is, however, not a particular feature of random walk models and in fact caused by the weak information contained in the data. Note that other well known smoothing techniques, e.g. LOESS in Figure  2 (k), yield £ts that are even more jagged. The best result in this respect is again obtained by the random walk with locally adaptive independent variances. Of course, for increasing sample size the resulting £ts are getting smoother, see Section 3 for more details.
Matrix notation
For describing MCMC inference in the next section some matrix notation will be useful. The predictor (2) can be written in matrix notation as
. The entry The joint distribution of~j is easily computed as the product of conditional densities de£ned by (5) and can be written in the general form
Copyright line will be provided by the publisher where
for a RW2, i.e. the prior for~j is improper (the posterior, however, is proper, see Speckman and Sun (2003) ). We £nally note, that the prior for the variance parameters ¾ u j of locally dependent variances can be written as
where the penalty matrix is given by
. This is in complete analogy to the prior (11) for j .
Additional prior assumptions
We complete our model with a few additional prior assumptions:
1. Priors for the £xed effects parameters Q are assumed to be independent and diffuse, i.e.
2. For given covariates and parameters observations £ ¦ ¥ are conditionally independent.
3. Priors for the function evaluations~j ,
, and £xed effects are mutually independent.
Bayesian inference via MCMC
For binary regression models useful and ef£cient sampling schemes can be developed on the basis of the latent variables representation with Gaussian errors de£ned in (3) and (4). Bayesian inference is based on the posterior augmented by the latent variables
introduced in (3) and (4). The general form of the posterior is given by
is one if we obtain
and for
Drawing random numbers from a truncated normal distribution poses no further problems, see e.g. Robert (1995) for an algorithm. 
Logit models
For binary logit models, sampling becomes more complicated and less ef£cient. The main difference to the probit case is that sampling the additional variance parameters E ¥ is computationally intensive. Holmes and Held (2003) propose to update r ¥ and E ¥ jointly. More speci£cally, the full conditional of
and updated parameters are then obtained by £rst drawing from the marginal distribution
. The marginal densities of the r P ¥ V are truncated logistic distributions while
is not of standard form. Detailed algorithms for sampling from both distributions can be found in Holmes and Held (2003) , Appendix A3 and A4. This updating scheme is considerably slower than the scheme for probit models. The main reason is that drawing random numbers from
is based on rejection sampling and therefore time consuming. From a computational point of view we therefore prefer probit models because updates of the full conditionals of the latent utilities are faster. 
t-distributed errors
If a t-distribution is assumed for the errors, the full conditionals for ¥ are inverse gamma distributions,
Hence, the latent utilities r ¥
and variances E ¥ can be updated by £rst drawing from the full conditional of the r P ¥ given in (13) and (14) followed by updating E ¥ by drawing from (15).
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Updating the vectors of function evaluations~j
The advantage of augmenting the posterior by the latent variables is that the full conditionals for the vector of function evaluations~j become (multivariate) Gaussian, allowing the usage of the sampling schemes developed for Gaussian responses in Lang et al. (2002) with only minor changes. The precision matrix î j and the mean ï 2 j of the Gaussian full conditional are given by
where
is the part of the predictor associated with all remaining effects in the model.
Updating the variance parameters

Î j
The updating scheme for Î j depends on the assumption about the variances of the random walk priors~j .
ë
Random walk with a global variance
The full conditional for the global variance j is an inverse gamma distribution, i.e
and
determined by (5). Hence, updating of j can be done by a simple Gibbs step. Having sampled j we set
and recompute the penalty matrix
Random walk with locally adaptive dependent variances
It turns out, that updating of the variance parameters vector ¾ j in one step is not feasible because of too small acceptance rates. Therefore, the parameter vector ¾ j must be further divided into smaller blocks
, usually of size 10-20. The full conditionals for the variance parameters
are not in closed form. We use an MH-algorithm with conditional prior proposals of Knorr-Held (1999) for drawing from the full conditionals
. MH steps consist of drawing a proposal
and accepting it with probability
The conditional distributions
are Gaussian, de£ned by the random walk priors (5). The conditional prior distribution of
given the rest is a multivariate Gaussian distribution. Its mean and covariance matrix can be written in terms of the precision matrix
denote the sub-matrix of are given by
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respectively. Details about ef£cient computation of the mean ý ô w õ and the choice of the block size
can be found in Fahrmeir and Lang (2001a) .
The full conditionals for the variance parameters Â j are inverse gamma distributions given by
can be done by simple Gibbs steps.
Random walk with locally adaptive independent variances
If we assume locally independent variances
, the sampling schemes facilitate considerably. Updating of the variance parameters is straightforward because the full conditionals for
are inverse Gamma distributions with
For the full conditional of j given by
Thus, updating of Q is done by Gibbs steps.
We £nally summarize the resulting sampling scheme:
Summary of sampling scheme by £rst drawing
, see Holmes and Held (2003) (20) and (21) and accept them with probability (19). Compute
Locally adaptive independent variances: Update
by drawing from (22). Update j by sampling from (23). Compute
4. For j=1,. . . ,p recompute the penalty matrices
Updating is done by sampling from the Gaussian distribution with parameters given in (24).
Simulation studies
To illustrate the performance of our locally adaptive approaches we carried out two simulation studies for binomial probit models with different settings for the true regression function. Binomial response vectors
were generated by assuming
. To assess the dependence of results on the number of observations we used 2 characterized by differing curvature and medium spatial variability taken from Ruppert and Carroll (2000) was used. For each of the two situations we generated 250 replications and applied the three approaches with global variances, locally dependent and independent variances described in Section 2 to each replication. For comparison with standard software, we additionally applied the penalized spline approach by Wood (2000) implemented in the R package MGCV (Wood, 2001) and LOESS (Loader, 1999) implemented in S-plus. A similar simulation study based on logit models rather than probit models shows virtually identical results. Therefore, and to keep the paper in reasonable length, results for logit models are not presented.
In the following, we present in Subsection 3.1 results for the step function and in Subsection 3.2 results for the function with differing curvature. In some cases, particulary for the second function, the difference between t and t is quite small. If this is the case, the presentation of results is restricted to 2 and t .
Regression function with discontinuities
Facing a regression function with discontinuities, the best results for all approaches were usually obtained by using a RW1 prior for the regression function e and, in case of the approach with locally dependent variances, a RW1 prior for the variance function ½ . We therefore restrict the presentation to these cases Copyright line will be provided by the publisher and denote them in the following with RW1 (global approach), TRW1 (locally independent variances) and RW1VRW1 (locally dependent variances). The by far best results in terms of bias and MSE are obtained with locally adaptive independent variances (TRW1). Satisfactory results are also obtained with the approach RW1VRW1. As could have been expected, LOESS and MGCV perform worst because these approaches are not designed for estimating functions with discontinuities. 
Even for
, for both approaches with adaptive variances the coverage rates are closer to the nominal level than for the approach with a global variance. The approach TRW1 reveals a dramatic improvement of coverage rates at the jumps compared to RW1 and RW1VRW1. Around the jumps, the coverage rates of LOESS and MGCV are far below the nominal level.
Regression function with differing curvature
In contrast to a regression function with discontinuities, the best results for all approaches were usually obtained by using a RW2 prior for the regression function e and, in case of the approach with locally dependent variances, a RW1 prior for the variance function ½ . We therefore restrict the presentation to these cases and denote them in the following with RW2 (global approach), TRW2 (locally independent variances) and RW2VRW1 (locally dependent variances). ë Not surprisingly, the approach RW2VRW1 with locally dependent variances clearly outperforms the global approach RW2 and the locally independent approach TRW2. Most striking is the severe bias for 2 obtained with TRW2 at the local minima and maxima of the curve. A possible explanation might be that the approach with local independent variances is too ¤exible in situations where the true probabilities of success are close to one or zero (as is the case at the minima and maxima of the curve). As could have been expected, LOESS and MGCV are more competitive for smooth functions with differing curvature than for functions with discontinuities. However, our approach RW2VRW1 still outperforms both standard methods. 
Application to forest health data
In this section we demonstrate the practicability of our methods by an application to forest health data. We analyze the in¤uence of calendar time, age, canopy density Figure 11 . A detailed data description can be found in Göttlein and Pruscha (1996) . We used a binary probit model with predictor is the canopy density at the stand in percent (0%,10%,20%,. . . ,100%). Preliminary examination of the data reveal that the effect of canopy density is linear. Therefore ì 6 is included as a usual linear effect with a diffuse prior for the regression coef£cient. Although this is only a demonstrating example, it is important to consider possible spatial heterogeneity of the data for a realistic modelling approach which captures the most important features of the data. For that reason we included a spatial effect
. We assigned a Markov random £eld prior (Besag et al., 1991) , with the neighborhood km, see also Fahrmeir and Lang (2001b) . Thus, our model is an example for a regression model with geoadditive predictor (Kammann and Wand, 2003) and demonstrates one of the main advantages of Bayesian inference for semiparametric regression based on MCMC simulation: models can be easily extended to more complex formulations. As a starting point we used random walk priors with global variances. We tested all four combinations of £rst and second order random walks for e U and e . In terms of the DIC (Spiegelhalter et al., 2002) , the combinations RW1,RW1 and RW1,RW2 performed best, see Table 1 . Figure 9 Figure  11 . We see that trees recover after the bad years around 1986, but after 1992 health status declines to a lower level again. As we might have expected, younger trees are in healthier state than the older ones. Note also, that the incorporation of the spatial effect into the model is quite important since the estimated effect suggests considerable spatial heterogeneity. Starting from the four models with global variances, experiments with our spatially adaptive random walk priors gave evidence for a jump of the age effect around age 20 and hints for a smoothly varying variance of Year Age (d) for the combination RW1VRW1,TRW2. The respective panels (e) and (f) display the estimated locally varying variance functions. Results for the spatial effect remain almost unchanged compared to our basis models and are therefore not replicated. As could have been expected, the estimated jump for the age effect is steeper with a £rst order random walk rather than a second order random walk for e .
Conclusions
This paper presents a practical approach for £tting highly oscillating or unsmooth functions in binary regression models. The simulation study in Section 3 suggests that for highly oscillating functions the approach with locally dependent variances performs superior to locally independent variances and simple random walk models with a global variance. For jump functions results are superior with locally independent variances. It has also been shown that standard methods like LOESS or MGCV are not capable of handling features like jumps or differing curvature appropriately. We see the following directions for future research: ë Other response distributions Our approach can be extended to models with multicategorical responses by using similar latent utility representations as for binary responses, see Fahrmeir and Lang (2001b) and Holmes and Held (2003) . For general responses from an exponential family sampling schemes based on latent utilities are no longer available. A possible approach could be based on variants of iteratively weighted least squares proposals for the nonlinear functions e ! j as proposed for generalized linear models by Gamerman (1997) and for semiparametric regression by Brezger and Lang (2003) . 
Model choice
Another aspect for future research concerns model choice. The introduction of locally adaptive function estimates considerably complicates model choice, because one has to decide not only whether a covariate should be included into the model or not, but also how the covariate effect should be modelled. In our application we used the DIC as a goodness of £t measure. The drawback of model choice via the DIC is that only a limited number of models can be tested. For the future, we plan to develop Bayesian inference techniques that allow estimation and model choice (to some extent) simultaneously. ) in local approach with RW1VRW1 for calendar year and TRW2 for age effect. (e)-(f) Posterior median estimates for variance functions in local approach. . Black spots indicate a positive, white spots a negative and grey spots a non-signi£cant effect.
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