Abstract-Differential Evolution (DE) is
I. INTRODUCTION

E
VOLUTIONARY Algorithms (EAs, including genetic algorithms, evolution strategies, evolutionary programming, and genetic programming) have received much attention regarding their potential as global optimization techniques [1] , both in single and in multi-objective optimization. Inspired by the natural evolution and survival of the fittest, EAs utilize a collective learning process of a population of individuals. Descendants of individuals are generated using randomized operations such as mutation and recombination. Mutation corresponds to an erroneous self-replication of individuals, while recombination exchanges information between two or more existing individuals. According to a fitness measure, the selection process favors better individuals to reproduce more often than those that are relatively worse.
Differential Evolution (DE) [2] is a simple yet powerful population-based, direct search algorithm with the generationand-test feature for global optimization problems using real- W. Gong and Z. Cai are with the School of Computer Science, China University of Geoscience, Wuhan P.R. China (e-mail: cug11100304@yahoo.com.cn; zhcai@cug.edu.cn).
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valued parameters. DE uses the distance and direction information from the current population to guide the further search. It won the third place at the first International Contest on Evolutionary Computation on a real-valued function testsuite [3] . Among DE's advantages are its simple structure, ease of use, speed and robustness. Price and Storn [2] gave the working principle of DE with single scheme. Later on, they suggested ten different schemes of DE [3] , [4] . However, DE has been shown to have certain weaknesses, especially if the global optimum should be located using a limited number of fitness function evaluations (NFFEs). In addition, DE is good at exploring the search space and locating the region of global minimum, but it is slow at exploitation of the solution [5] .
Biogeography-Based Optimization (BBO), proposed by Simon [6] , is a new global optimization algorithm based on the biogeography theory, which is the study of the geographical distribution of biological organisms. Similar to GAs, BBO is a population-based, stochastic global optimizer. In the original BBO algorithm, each solution of the population is a vector of integers. BBO adopts the migration operator to share information between solutions. This feature is similar to other biology-based algorithms, such as GAs and PSO. It makes BBO applicable to many of the same types of problems that GAs and PSO are used for. However, BBO also has several unique features compared with biology-based algorithms. For example, it maintains its set of solutions from one iteration to the next one [6] . Simon compared BBO with seven stateof-the-art EAs over 14 benchmark functions and a real-world sensor selection problem. The results demonstrated the good performance of BBO. With the migration operator, BBO has a good exploitation ability.
Hybridization of EAs is getting more and more popular due to their capabilities in handling several real world problems [7] . In order to balance the exploration and the exploitation of DE, in this paper, we propose a hybrid DE with BBO, referred to as DE/BBO, for the global numerical optimization problems. In DE/BBO, a hybrid migration operator is proposed, which combines the exploration of DE with the exploitation of BBO effectively. Experiments have been conducted on 23 benchmark functions chosen from the literature. In addition, five performance criteria are employed to fairly compare our approach with other algorithms. Furthermore, the influence of the population size, dimensionality, different mutation schemes, and the self-adaptive control parameters of DE are also investigated.
The rest of this paper is organized as follows. Section II briefly describes function optimization problem, the DE algorithm, and the BBO algorithm. In Section III, some related work of DE are presented. Our proposed approach is presented in detail in Section IV. In Section V, we verify our approach through 23 benchmark functions. Moreover, the experimental results are compared with several other approaches. The last section, Section VI, is devoted to conclusions and future work.
II. PRELIMINARY
A. Problem definition
Global numerical optimization problems are frequently arisen in almost every field of engineering design, applied sciences, molecular biology and other scientific applications. Without loss of generality, the global minimization problem can be formalized as a pair (S, f ) , where S ⊆ R D is a bounded set on R D and f : S → R is a D-dimensional realvalued function. The problem is to find a point X * ∈ S such that f (X * ) is the global minimum on S [8] . More specifically, it is required to find an X * ∈ S such that
where f does not need to be continuous but it must be bounded. In this work, we only consider the unconstrained function optimization. In global numerical optimization problems, the major challenge is that an algorithm may be trapped in the local optima of the objective function. This issue is particularly challenging when the dimension is high. Recently, using the Evolutionary Computation (EC) [1] to solve the global optimization has been very active, producing different kinds of EC for optimization in the continuous domain, such as genetic algorithms [9] , evolution strategy [10] , evolutionary programming [8] , particle swarm optimization [11] , immune clonal algorithm [12] , differential evolution [2] , etc.
B. Differential evolution
The DE algorithm [2] is a simple EA that creates new candidate solutions by combining the parent individual and several other individuals of the same population. A candidate replaces the parent only if it has better fitness. This is a rather greedy selection scheme that often outperforms traditional EAs. Among DE's advantages are its simple structure, ease of use, speed and robustness. Due to these advantages, it has many real-world applications, such as data mining [13] , [14] , pattern recognition, digital filter design, neural network training, etc. [4] , [15] , [16] . Most recently, DE has also been used for the global permutation-based combinatorial optimization problems [17] .
The pseudo-code of the original DE algorithm is shown in Algorithm 1. Where D is the number of decision variables. N P is the size of the parent population P . F is the mutation scaling factor. CR is the probability of crossover operator. X i (j) is the j-th variable of the solution X i . U i is the offspring. rndint(1, D) is a uniformly distributed random integer number between 1 and n. And rndreal j [0, 1) is a uniformly distributed random real number in [0, 1). Many schemes of creation of a candidate are possible. We use the DE/rand/1/bin scheme (see lines 6 -13 of Algorithm 1) described in Algorithm 1 (more details on DE/rand/1/bin and other DE schemes can be found in [3] and [4] ).
Algorithm 1
The DE algorithm with DE/rand/1/bin scheme 1: Generate the initial population P 2: Evaluate the fitness for each individual in P 3: while The halting criterion is not satisfied do 4: for i = 1 to N P do 5: Select uniform randomly r1 = r2 = r3 = i 6:
for j = 1 to D do 8: if rndrealj[0, 1) > CR or j == j rand then 9: Ui(j) = Xr 1 (j) + F × Xr 2 (j) − Xr 3 (j) 10: else 11: Ui(j) = Xi(j) 12: end if 13: end for 14: end for 15: for i = 1 to N P do 16: Evaluate the offspring Ui
17:
if Ui is better than Pi then 18 :
end if 20: end for 21 : end while From Algorithm 1, we can see that there are only three control parameters in this algorithm. These are N P , F and CR. As for the terminal conditions, one can either fix the maximum NFFEs Max NFFEs or the precision of a desired solution VTR (value to reach).
Algorithm 2 Habitat migration
1: for i = 1 to N P do 2: Select Xi with probability ∝ λi 3: if rndreal(0, 1) < λi then 4: for j = 1 to N P do 5: Select Xj with probability ∝ µj 6: if rndreal(0, 1) < µj then 7: Randomly select a variable σ from Xj
8:
Replace the corresponding variable in Xi with σ 9: end if 10: end for 11: end if 12 : end for C. Biogeography-based optimization BBO [6] is a new population-based, biogeography inspired global optimization algorithm. In BBO, each individual is considered as a "habitat" with a habitat suitability index (HSI), which is similar to the fitness of EAs, to measure the individual. A good solution is analogous to an island with a high HSI, and a poor solution indicates an island with a low HSI. High HSI solutions tend to share their features with low HSI solutions. Low HSI solutions accept a lot of new features from high HSI solutions.
In BBO, each individual has its own immigration rate λ and emigration rate µ. A good solution has higher µ and lower λ, vice versa. The immigration rate and the emigration rate are functions of the number of species in the habitat. They can be calculated as follows
where I is the maximum possible immigration rate; E is the maximum possible emigration rate; k is the number of species of the k-th individual; and n is the maximum number of species. Note that Eqns. 2 and 3 are just one method for calculating λ and µ. There are other different options to assign them based on different specie models [6] . Suppose that we have a global optimization problem and a population of candidate individuals. The individual is represented by a D-dimensional vector. The population consists of N P = n parameter vectors. In BBO, there are two main operators, the migration and the mutation. One option for implementing the migration operator can be described in Algorithm 2 1 . Where rndreal(0, 1) is a uniformly distributed random real number in (0, 1) and X i (j) is the j-th SIV of the solution X i . With the migration operator, BBO can share the information among solutions. Especially, poor solutions tend to accept more useful information from good solutions. This makes BBO be good at exploiting the information of the current population. More details about the two operators can be found in [6] and in the Matlab code [18] .
III. RELATED WORK TO DE
Some previous researches pointed out that there are three main drawbacks of the original DE algorithm. First, the parameters of DE are problem dependent and the choice of them is often critical for the performance of DE [19] , [20] . Second, choosing the best among different mutation schemes available for DE is also not easy for a specific problem [27] , [28] . Third, DE is good at exploring the search space and locating the region of global minimum, but it is slow at exploitation of the solution [5] . Due to these drawbacks, many researchers are now working on the improvement of DE, and many variants are presented.
Adapting the DE's control parameters is one possible improvement. Liu and Lampinen [20] proposed a Fuzzy Adaptive DE (FADE), which employs fuzzy logic controllers to adapt the mutation and crossover control parameters. Brest et al. [21] proposed self-adapting control parameter settings. Their proposed approach encodes the F and CR parameters into the chromosome and uses a self-adaptive control mechanism to change them. Salman et al. [22] proposed a self-adaptive DE (SDE) algorithm that eliminates the need for manual tuning of control parameters. In SDE, the mutation weighting factor F is self-adapted by a mutation strategy similar to the mutation operator of DE. Nobakhti and Wang [23] proposed a Randomized Adaptive Differential Evolution (RADE) method, where a simple randomized self-adaptive scheme was proposed for the mutation weighting factor F . Das et al. [24] [26] proposed an improved DE method, where the population size is gradually reduced. They concluded that their approach improved efficiency and robustness of DE.
Qin and Suganthan [27] proposed a self-adaptive DE algorithm. The aim of their work was to allow DE to switch between two schemes: "DE/rand/1/bin" and "DE/best/2/bin" and also to adapt the F and CR values. The approach performed well on several benchmark problems. Recently, Qin et al. [28] extent their previous work [27] . In their SaDE, four schemes were adopted. And different CR values were also used for different mutation schemes. Their proposed algorithm outperformed the original DE and some other compared adaptive/self-adaptive DE variants [28] .
Hybridization with other different algorithms is another direction for the improvement of DE. Fan and Lampinen [29] proposed a new version of DE that uses an additional mutation operation called trigonometric mutation operation. They showed that the modified DE algorithm can outperform the classic DE algorithm for some benchmarks and real-world problems. Sun et al. [30] proposed a new hybrid algorithm based on a combination of DE with Estimation of Distribution Algorithm (EDA). This technique uses a probability model to determine promising regions in order to focus the search process on those areas. Gong et al. [31] employed the two level orthogonal crossover to improve the performance of DE. They showed that the proposed approach performs better than the classical DE in terms of the quality, speed, and stability of the final solutions. Noman and Iba [32] proposed fittest individual refinement, a crossover-based local search (LS) method DE to solve the high dimensional problems. Based on their previous work [32] , they incorporated LS into the classical DE in [5] . They presented a LS technique to solve this problem by adaptively adjusting the length of the search, using a hillclimbing heuristic. Through the experiments, they showed that the proposed new version of DE performs better, or at least comparably, to classic DE algorithm. Kaelo and Ali [33] adopted the attraction-repulsion concept of electromagnetismlike algorithm to boost the mutation operation of the original DE. Yang et al. [34] proposed a neighborhood search based DE algorithm. Experimental results showed that DE with neighborhood search has significant advantages over other existing algorithms on a broad range of different benchmark functions [34] . Wang et al. [35] proposed a dynamic clustering-based DE for global optimization, where a hierarchical clustering method is dynamically incorporated in DE. Experiments on 28 benchmark problems, including 13 high dimensional functions, showed that the new method is able to find near optimal solutions efficiently [35] . Rahnamayan et al. [36] proposed a novel initialization approach which employs opposition-based learning to generate initial population. Through a comprehensive set of benchmark functions they showed that replacing the random initialization with the opposition-based population initialization in DE can accelerate convergence speed.
IV. OUR APPROACH: DE/BBO
As mentioned above, DE is good at exploring the search space and locating the region of global minimum. However, it is slow at exploitation of the solution [5] . On the other hand, BBO has a good exploitation for global optimization [6] . Based on these considerations, in order to balance the exploration and the exploitation of DE, in this work, we propose a hybrid DE approach, called DE/BBO, which combines the exploration of DE with the exploitation of BBO effectively. Our proposed DE/BBO approach is described as follows.
A. Hybrid migration operator
The main operator of DE/BBO is the hybrid migration operator, which hybridizes the DE operator with the migration operator of BBO, described in Algorithm 3. From Algorithm 3 we can see that the offspring U i is possibly constituted by three components: the DE mutant, the migration of other solutions, and its corresponding parent X i . The core idea of the proposed hybrid migration operator is based on two considerations. On the one hand, good solutions would be less destroyed, while poor solutions can accept a lot of new features from good solutions. In this sense, the current population can be exploited sufficiently. On the other hand, the mutation operator of DE is able to explore the new search space. From the analysis, it can be seen that the hybrid migration operator can balance the exploration and the exploitation effectively. It is worth pointing out that in Algorithm 3 the "DE/rand/1" mutation operator is illustrated, however, other mutation operators of DE can also be used in our proposed hybrid migration operator. And the influence of different mutation schemes will be discussed in Section V-F.
Algorithm 3 Hybrid migration operator of DE/BBO
1: for i = 1 to N P do 2: Select uniform randomly r1 = r2 = r3 = i 3:
for j = 1 to D do 5: if rndreal(0, 1) < λi then 6: if rndrealj [0, 1) > CR or j == j rand then 7:
else 9: Select X k with probability ∝ µ k 10:
end if 12: else 13: Ui(j) = Xi(j) 14: end if 15: end for 16 : end for
B. Boundary constraints
In order to keep the solution of bound-constrained problems feasible, those trial parameters that violate boundary constraints should be reflected back from the bound by the amount of violation. In this work, the following repair rule is applied
where
C. Main procedure of DE/BBO
By incorporating the above-mentioned hybrid migration operator into DE, the DE/BBO approach is developed and shown in Algorithm 4. Compared with the original DE algorithm described in Algorithm 1, our approach needs only a small extra computational cost in sorting the population and calculating the migration rates. In addition, the structure of our proposed DE/BBO is also very simple. Moreover, DE/BBO is able to explore the new search space with the mutation operator of DE and to exploit the population information with the migration operator of BBO. This feature overcomes the lack of exploitation of the original DE algorithm.
Algorithm 4
The main procedure of DE/BBO 1: Generate the initial population P 2: Evaluate the fitness for each individual in P 3: while The halting criterion is not satisfied do 4: For each individual, map the fitness to the number of species 5: Calculate the immigration rate λi and the emigration rate µi for each individual Xi Modify the population with the hybrid migration operator shown in Algorithm 3 7: for i = 1 to N P do 8: Evaluate the offspring Ui if Ui is better than Pi then 10:
end if 12: end for 13 : end while
V. EXPERIMENTAL RESULTS
In order to verity the performance of DE/BBO, twentythree benchmark functions are chosen from [8] . Since we do not make any modification of these functions, they are only briefly described in Table I . A more detailed description of these functions can be found in [8] , where the functions were divided into three categories: unimodal functions, multimodal functions with many local minima, and multimodal functions with a few local minima.
Functions f01 -f13 are high-dimensional and scalable problems. Functions f01 -f05 are unimodal. Function f06 is the step function, which has one minimum and is discontinuous. Function f07 is a noisy quartic function, where random [0,1) is a uniformly distributed random variable in [0,1). Functions f08 -f13 are multimodal functions where the number of local minima increases exponentially with the problem dimension. They appear to be the most difficult class of problems for many optimization algorithms. Functions f14 -f23 are lowdimensional functions that have only a few local minima. 
A. Experimental setup
For DE/BBO, we have chosen a reasonable set of value and have not made any effort in finding the best parameter settings. For all experiments, we use the following parameters unless a change is mentioned.
• Population size: N P = 100 [5] , [8] , [21] , [36] ;
• Habitat modification probability = 1 [6] ; • Scaling factor: F = rndreal 0.1, 1.0 [4] , [16] ; • Crossover probability: CR = 0.9 [2] , [20] , [25] , [36] ;
• DE mutation scheme: DE/rand/1/bin [2] , [5] , [20] , [25] , [36] ; • Value to reach: VTR = 10 −8 [37] , except for f07 of VTR = 10 −2 ;
• Maximum Number of Fitness Function Evaluations (Max NFFEs): For f01, f06, f10, f12, and f13, Max NFFEs = 150000; for f03 -f05, Max NFFEs = 500000; for f02 and f11, Max NFFEs = 200000; For f07 -f09, Max NFFEs = 300000; for f14, f16 -f19, f21, and f22, Max NFFEs = 10000; for f15, Max NFFEs = 40000; and for f20, Max NFFEs = 20000. Moreover, in our experiments, each function is optimized over 50 independent runs. We also use the same set of initial random populations to evaluate different algorithms in a similar way done in [5] . All the algorithms are implemented in standard C++. The source code can be obtained from the first author upon request.
B. Performance Criteria
Five performance criteria are selected from the literature [36] , [37] to evaluate the performance of the algorithms. These criteria are described as follows.
• Error [37] : The error of a solution X is defined as
, where X * is the global optimum of the function. The minimum error is recorded when the Max NFFEs is reached in 50 runs. Also the average and standard deviation of the error values are calculated.
• NFFEs [37] : The number of fitness function evaluations (NFFEs) is also recorded when the VTR is reached. The average and standard deviation of the NFFEs values are calculated.
• Number of successful runs (SR) [37] : The number of successful runs is recorded when the VTR is reached before the max NFFEs condition terminates the trial.
• Convergence graphs [37] : The convergence graphs show the mean error performance of the total runs, in the respective experiments.
• Acceleration rate (AR) [36] , where AR > 1 indicates DE/BBO is faster than its competitor.
C. General performance of DE/BBO
In order to show the superiority of our proposed DE/BBO approach, we compare it with the original DE algorithm and the BBO algorithm. The parameters used for DE/BBO and DE are the same as described in Section V-A. The parameters of BBO are set as in [6] , and the mutation operator with m max = 0.005 is also used in our experiments. All functions are conducted for 50 independent runs. 2 The paired t-test determines whether two paired sets differ from each other in a significant way under the assumptions that the paired differences are independent and identically normally distributed [38] .
with many local minima (f08 -f13), DE/BBO can obtain the V T R = 10 −8 over all 50 runs within the Max NFFEs. However, DE may trap into the local minima for five out of six functions. This indicates that our approach has the ability to escape from poor local optima and locate a good nearglobal optimum. Apparently, from Table III it can be seen that DE/BBO requires less NFFEs to reach the VTR than DE on 18 functions. DE is faster than DE/BBO on the rest 5 functions. Additionally, for the majority of the test functions DE/BBO converges faster than DE as shown in Figure 1 . Tables II , III and Figure 1 , it is obvious that DE/BBO performs significantly better than BBO consistently with respect to all five criteria for all test functions. By carefully looking at Figure 1 , we can see that in the beginning of the evolutionary process BBO converges faster than DE/BBO while DE/BBO is able to improve its solution steadily for a long run. The reason might be that BBO has a good exploitation but lacks the exploration. However, for DE/BBO with the hybrid migration operator, it can balance the exploration and the exploitation effectively.
When compared with BBO: From
In general, the performance of DE/BBO is highly competitive with DE, especially for the high-dimensional problems.
Moreover, DE/BBO is significantly better than BBO for all problems. Since for the majority of the low-dimensional functions (f14 -f23), both DE/BBO and DE have no significant difference, we will not use these functions in the following experiments. In addition, we also don't compare the algorithms with BBO in the following experiments.
D. Influence of population size
The choice of the best population size of DE is always critical for different problems [19] , [25] , [26] . Increasing the population size will increase the diversity of possible movements, promoting the exploration of the search space. However, the probability to find the correct search direction decreases considerably [39] . The influence of population size is investigated in this section. For both DE/BBO and DE, all the parameter settings are the same as mentioned in Section V-A, only except for N P = 50, N P = 150, and N P = 200.
The results for different population size are shown in Figure 2 we can see that DE/BBO can obtain higher convergence speed to different population size for the majority of functions compared with DE. In general, the overall performance of DE/BBO is better than DE to different population size. DE/BBO exhibits higher overall successful runs, higher convergence velocity, and more robustness than DE.
E. Effect of dimensionality
In order to investigate the influence of the problem dimension on the performance of DE/BBO, we carry out a scalability study comparing with the original DE algorithm for the scalable functions in the test suit. For functions f01 -f13, D = 10, 50, 100, and 200. The results are recorded in Table V after D × 10000 NFFEs, and some representative convergence graphs are shown in Figure 3 . From Table V we can see that the overall SR is decreasing for both DE/BBO and DE, since increasing the problem dimension leads to the algorithms sometimes unable to solve the problem before reaching the Max NFFEs. However, similarly to D = 30, on the majority of functions, DE/BBO outperforms DE at every dimension. By carefully looking at the results, we can recognize that for f05 DE is better than DE/BBO at D = 10 and D = 30, however, DE is outperformed by DE/BBO at higher dimension (D = 50, 100, and 200). So, from the experimental results of this section, we can conclude that the hybrid migration operator has the ability to accelerate DE in general, especially the improvements are more significant at higher dimensionality.
F. Influence of different mutation schemes
There are ten mutation schemes proposed in the original DE [3] , [4] . Actually, choosing the best among different mutation schemes available for DE is also not easy for a specific problem [27] , [28] . In this section, we perform additional experiment to compare the performance of DE/BBO with that of DE to different schemes. Four schemes, namely, DE/best/1/bin, DE/rand/2/bin, DE/rand-to-best/1/bin, and DE/best/2/bin are chosen in these experiments. All remaining parameters are the same as mentioned in Section V-A. Table VI gives the results of DE/BBO and DE for the four schemes. Based on the t-test, the results can be summarized as "w/t/l", which means that DE/BBO wins in w functions, ties in t functions, and loses in l functions, compared with DE. From Table VI, for DE/best/1/bin, DE/rand/2/bin, DE/rand-tobest/1/bin, and DE/best/2/bin, they are 12/1/0, 9/2/2, 8/3/2, and 10/2/1, respectively. The results indicate that DE/BBO is able to obtain greater robustness than DE to different mutation schemes on the majority of functions.
G. Influence of self-adaptive parameter control
As mentioned above, the choice of the control parameters F and CR is sensitive for different problems [19] . Researchers have proposed the adaptive parameter control of DE, such as [20] , [21] , and so on. In order to show that DE/BBO can also improve the self-adaptive DE, in this section, we adopt the self-adaptive parameter control proposed in [21] to replace F = rndreal(0.1, 1.0) and CR = 0.9 in the previous experiments. All other parameter settings are kept unchanged. The results for the self-adaptive DE (SADE) and self-adaptive DE/BBO (SADE/BBO) are given in Table VII. According to Table VII, we can see that: first, for the Error values, both SADE/BBO and SADE can obtain the global optimum on five functions (f02, f06, f08, f09, and f11) over 50 runs. SADE/BBO is significantly better than SADE on five functions. SADE outperforms SADE/BBO on two functions (f03 and f05). Second, with respect to the NFFEs, it is obvious that SADE/BBO is significantly better than SADE on 11 functions. And the AR values are larger than 1 for these functions, it means that SADE/BBO is faster than SADE. For functions f03 and f05, SADE/BBO fails to solve the two functions over all 50 runs. Overall, integration of the hybrid migration operator can improve the performance of SADE.
H. Comparison with other DE hybrids
In this section, we make a comparison with other DE hybrids. Since there are many variants of DE, we only compare our approach with DEahcSPX proposed in [5] , ODE proposed in [36] , and DE/EDA proposed in [30] .
1) Comparison with DEahcSPX and ODE:
Firstly, we compare our approach with DEahcSPX and ODE. In DEahcSPX, a crossover-based adaptive local search operation to accelerate the original DE. The authors concluded that DEahcSPX outperforms the original DE in items of convergence rate in all experimental studies. In ODE, the opposition-based learning is used for the population initialization and generation jumping. In this section, we compare our proposed CDE with the original DE, DEahcSPX and ODE. All the parameter settings are the same as mentioned in Section V-A. For DEahcSPX, the number of parents in SPX sets to be n p = 3 [5] . For ODE, the jump rate J r = 0.3 [36] . The results are given in Table VIII . The selected representative convergence graphs are shown in Figure 4 .
It can be seen that, from Table VIII, DE/BBO is significantly better than DEahcSPX on 8 functions while it is outperformed by DEahcSPX on two functions (f03 and f05). For the rest three functions, there are no significant difference between DE/BBO and DEachSPX. However, for f12 and f13, DE/BBO can obtain the near-global optimum over all 50 runs while 1.98E+01 ± 9.76E+00 (0) 3.27E-05 ± 3.17E-05 (0) ‡ f04 2.33E-13 ± 1.02E-13 (50) 4.74E+00 ± 3.21E+00 (0) † 6.53E-10 ± 2.04E-10 (50) 2.61E+00 ± 1. DEahcSPX traps into the local minima on one run, respectively. In addition, Figure 4 shows that DE/BBO converges faster than DEahcSPX on the major functions.
With respect to ODE, the t-test is 9/2/2 in Table VIII . It means that DE/BBO significantly outperforms ODE on 9 out of 13 functions. ODE is significantly better than DE/BBO on two functions (f03 and f07). For f01 and f10, there are no significant difference between DE/BBO and ODE, however, DE/BBO is slightly better than ODE. Moreover, on the majority of functions, DE/BBO exhibits higher convergence rate than ODE.
2) Comparison with DE/EDA: Secondly, the comparison between DE/BBO and DE/EDA is conducted in this section. The reason is that DE/BBO is similar to DE/EDA, i.e., both algorithms combine DE with another global optimization algorithm to improve the performance of DE. DE/EDA combines global information extracted by EDA with differential information obtained by DE to create promising solutions [30] . DE/BBO integrates the migration operator of BBO into DE to balance the exploration and the exploitation. In original DE/EDA algorithm 3 , the DE mutation scheme is described as 3 The source code of DE/EDA is available online at: http://cswww.essex.ac.uk/staff/qzhang/IntrotoResearch/HybridEDA.htm follows
where X i is the target vector of DE. In order to make a fair comparison, all compared algorithms (DE, DE/BBO, and DE/EDA) adopt the mutation scheme shown in Eqn. 5 to replace the DE/rand/1/bin scheme. All other parameters are the same as mentioned in Section V-A. The results are presented in Table IX . And the selected representative convergence graphs are shown in Figure 5 . Figure 5 shows that DE/BBO converges faster than DE/EDA on the major functions.
I. Discussions
The DE algorithm is a fast, robust, and simple global optimization algorithm. However, it may lack the exploitation. BBO is novel optimization algorithm for global optimization. BBO has a good exploitation with the migration operator. Therefore, in this work, we hybridize DE with BBO and propose a hybrid migration operator to generate the promis- 1.46E+00 ± 1.01E+00 (0) 1.14E+01 ± 3.05E+00 (0) † 6.58E+00 ± 1.65E+00 (0) † f05 2.08E+01 ± 7.69E+00 (0) 3.53E+01 ± 2.64E+01 (0) † 1.97E+01 ± 1.72E+01 (0) f06 0.00E+00 ± 0.00E+00 (50) 2.00E-02 ± 1.41E-01 (49) 0.00E+00 ± 0.00E+00 (50) f07
1.09E-03 ± 3.31E-04 (50) 1.04E-02 ± 3.70E-03 (23) † 3.10E-03 ± 1.31E-03 (50) † f08 0.00E+00 ± 0.00E+00 (50) 6.53E+03 ± 4.96E+02 (0) † 7.81E+03 ± 2.77E+02 (0) † f09 4.57E-12 ± 2.91E-11 (50) 2.48E+01 ± 2.32E+01 (0) † 7.72E+00 ± 2.52E+00 (0) † f10 4.07E-15 ± 5.02E-16 (50) 1.09E+00 ± 7.27E-01 (0) † 1.26E+00 ± 6.31E-01 (7) † f11 0.00E+00 ± 0.00E+00 (50) 1.28E-02 ± 1.70E-02 (24) † 1.67E-02 ± 1.91E-02 (16) † f12
1.57E-32 ± 0.00E+00 (50) 3.73E-02 ± 9.54E-02 (31) † 3.73E-02 ± 9.07E-02 (38) † f13
1.35E-32 ± 0.00E+00 (50) 1.18E+02 ± 7.77E+02 (0) 6.53E-01 ± 4.17E+00 (39) †, ‡ The value of t with 49 degrees of freedom is significant at α = 0.05 by two-tailed test. ‡ means that the corresponding algorithm is better than our proposed DE/BBO method. ing candidate solution. And then, the DE/BBO algorithm is proposed based on the hybrid migration operator. From the experimental results we can summarize that Tables VI and IX, we can see that DE/BBO is better than DE for DE/best/1/bin and scheme described in Eqn. 5. So, we can expect that the strategy adaptation as proposed in [28] may be used to make DE/BBO more robust.
VI. CONCLUSIONS AND FUTURE WORK
In order to balance the exploration and the exploitation of DE, in this paper, we propose a hybrid DE approach, called DE/BBO, which combines the exploration of DE with the exploitation of BBO. In DE/BBO, a new hybrid migration operator is proposed to generate the promising solutions. Since the hybrid migration operator has a good trade-off between the exploration and the exploitation, it makes our proposed DE/BBO approach be very effective and efficient. To verify the performance of DE/BBO, 23 benchmark functions chosen from literature are employed. Experimental results demonstrate the good performance of our approach. Compared with BBO, DE, DEahcSPX, ODE, and DE/EDA, the results show that DE/BBO is superior to or at least highly competitive with them. Moreover, the influence of the population size, dimensionality, different mutation schemes, and the selfadaptive control parameters of DE/BBO and DE are also investigated. And the results confirm that DE/BBO exhibits a higher convergence rate and greater robustness compared with DE. In this work, we only consider the unconstrained function optimization. Our future work consists on adding the diversity rules into DE/BBO for constrained optimization problems.
