The existence, uniqueness, and instability of spherically symmetric solutions of a system of reaction—Diffusion equations  by Klaasen, Gene A & Troy, William C
JOURNAL OF DIFFERENTIAL EQUATIONS 52, 91-l 15 (1984) 
The Existence, Uniqueness, and Instability of 
Spherically Symmetric Solutions of a 
System of Reaction-Diffusion Equations 
GENE A. KLAASEN* 
Department qf Mathematics, University of Tennessee, Knoxville, Tennessee 37916 
AND 
WILLIAM C.TROY+ 
Department of Mathematics, University of Pittsburgh, Pittsburgh, Pennsylvania 15260 
Received September 23, 1980; revised October 26, 1981 
The system &/at -Ax + F(x, y), +/at = G(x, y) is investigated, where x and y 
are scalar functions of time (t > 0), and n space variables (r,,..., &,), 
dx 5 ,Yy=, a’x/#, and F and G are nonlinear functions. Under certain hypotheses 
on P and G it is proved that there exists a unique spherically symmetric solution 
(x(r), y(r)), where r = (r: + ... + Ci)‘“, which is bounded for r > 0 and satisfies 
40) > %I, Y(O) > YLl, x’(0) = 0, y’(0) = 0, and x’ < 0, y’ > 0, Vr > 0. Thus, 
(x(r),y(r)) represents a time independent equilibrium solution of the system. 
Further, the linearization of the system restricted to spherically symmetric 
solutions, around (x(r), y(r)), has a unique positive eigenvalue. This is in contrast 
to the case n = I (i.e., one space dimension) in which zero is an eigenvalue. The 
uniqueness of the positive eigenvalue is used in the proof that the spherically 
symmetric solution described is unique. 
1. INTRODUCTION 
In this paper we investigate the existence, uniqueness, and stability 
properties of spherically symmetric solutions of a system of equations of the 
form 
ax 
z = Ax + F(x, Y), (1.1) 
aY 
z = G(x, Y). (1.2) 
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Here x and y are scalar functions of time t, and n space variables l, ,..., <,,; 
Ax = Cr=, a’x/ar, and F and G are nonlinear functions of x and y. Models 
of the form (1. 1 ), (1.2) arise in biology, neurophysiology, and chemistry. For 
example, the Fitzhugh-Nagumo [4, 51 nerve conduction equations and the 
Field-Noyes [ 1 ] model of the Belousov-Zhabotinskii reactions both are of 
the form given in Eqs. (l.l), (1.2). 
Jones [3] has recently analyzed the scalar equation 
$ = Ax +f(x), (1.3) 
with the assumptions 
(Hl) f : IR -+ iR is smooth, f(0) =f(l) = 0, and there is a unique a 
between 0 and 1 such that f(a) = 0. Furthermore, f’(0) < 0, f’( 1) < 0, and 
J-2-w h > 0. 
(H2) f”@) < 0 for all /3 E [a, 11. 
A spherically symmetric solution of Eq. (1.3) is a solution of the form 
x=x(r), where r = (c$ + ... + <i)“‘. Thus, Eq. (1.3) becomes 
xr, + (n - 1) 
~ x’ +f(x) = 0. 
r (l-4) 
The boundary conditions associated with a bounded spherically symmetric 
solution are given by 
0 < x(0) < 1, x’(0) = 0, x(m) = 0. (1.5) 
Under hypothesis (HI) Jones [ 31 proves that the problem (1.4), (1.5) has a 
solution which we denote by X(r). In order to investigate the linear stability 
of z(r) he linearizes Eq. (1.4) around X(r) and investigates the system 
x” + (n - 1) -x’ +f’(X) x = Lx. 
r (1.6) 
The solution x(r) is said to be linearly unstable if there exists L with 
Re(L) > 0 for which (1.6) admits a solution X(r) bounded on [0, co). Under 
hypothesis (H2) Jones proves that there is a unique il > 0 for which Eq. (1.6) 
has a bounded solution. Thus the solution X(r) is linearly unstable. Further, 
hypothesis (H2) allows him to prove that the solution f(r) of the problem 
(1.4), (1.5) is the unique one for which 0 < x < 1 and x’ < 0 b’r > 0. 
In this paper we extend the results of Jones to the system (1.1) (1.2). We 
make several reasonable assumptions on the functions F and G and prove 
that Eqs. (l.l), (1.2) have a unique spherically symmetric solution which is 
linearly unstable. 
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In Section 2 we state our assumptions on F and G and make several 
preliminary mathematical comments necessary for the statement of our main 
results. Section 3 contains the statement and a discussion of our main results 
together with an outline of their proofs. The proofs appear in Section 4. In 
Appendix A we show that over an appropriate range of parameters the 
Fitzhugh-Nagumo nerve conduction equations and the Field-Noyes model 
of the Belousov-Zhabotinskii reaction fall within the class of equations 
which we are considering. Neither of these models satisfy hypothesis (H2) of 
Jones. 
2. MATHEMATICAL. PRELIMINARIES 
We investigate Eqs. (l.l), (1.2) for the existence of solutions of the form 
(X(T), y(r)), where r = (rf + ... + <z)“‘. Then Eqs. (l.l), (1.2) become 
XN + (n - 1) ---x’+F(x,y)=O, 
r 
We assume 
G(x, y) = 0. (2.2) 
(i) F(x, y), G(x, y) are C’ functions on an open rectangle (X,, X2) X 
(Y,, Y2). Also, G, < 0 and 1 + F,,G,/(G:) > 0 on (X,,X,) X (Y,, Y2). 
(ii) There exist (a,P) c (X, ,X2) and a function k E C’((a,p)) such 
that G(x. y) = 0 e y = k(x) Vx E (a, /I). 
Substituting 4’ = k(x) into Eq. (2.1) we obtain 
xI, + (n - 1) ___ x’ +f(x) = 0, 
r (2.3) 
where 
S(x) = F(x, k(x)), x E (a, P). (2.4) 
Assumption (ii) and the first part of (i) are standard and are useful in 
proving the existence and uniqueness of solutions of the initial value problem 
for Eq. (2.3). The second part of (i) is a technical assumption satisfied by 
both the Fitzhugh-Nagumo and Field-Noyes models. It is used to show that 
the function b(r, 1) (see Section 4) is monotone increasing, which in turn is 
crucial in the proof that there is a unique positive eigenvalue of the linear 
stability problem. 
(iii) f depends continuously on a parameter a (which we suppress 
throughout for ease of notation) and there exist numbers a* and 6 > 0, such 
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that for each a E (a* - 6, LZ*] there are exactly three values x,(a), 
x,(a), x&z) satisfying (x < x,,(u) < xl(u) < x2(u) < p, Vu E [a* - 6, a*]; 
f(Xj(Q)) = 0 (i = 0, 1, 2); andf’(x;)<O, i=O,2;f’(x,(a))>O andf’<O, 
vx E (X*(Q), PI* 
(iv) ~~$f(,~) & > 0, Vu E (a* - 6, a*) and ~$$f(,~) dp = 0. 
Assumption (iii) states that f is dependent on the parameter a and that if a is 
close to a critical value a* then f has three distinct zeros. These zeros 
represent constant solutions of Eq. (2.3). The derivative conditions given in 
the last line of (iii) guarantee that two of the constant solutions are stable 
and one unstable. Assumption (iv) is an integral condition which appears to 
be well known to the neurophysiologists but whose physical significance is 
not entirely clear. As shown in the Appendix both the Fitzhugh-Nagumo 
and the Field-Noyes models satisfy (iii) and (iv). 
Since f’(x,) > 0 and f’(x,) < 0 then it is reasonable to make the final 
assumption 
(v) for each a E (a * - 6, a*] there is a unique x* =x*(a), x,(a) < 
x*(a) < x2(u), such thatf’(x*(a)) = 0 andf”(x*(u)) < 0. 
This last assumption makes the analysis simpler. 
The main difference between our assumptions and those of Jones [3] is 
that we omit his (H2) and repalce it with the integral condition in (iv). 
Assumptions (iv), (v) occur more naturally in the applications than does his 
(H2). (See, e.g., Appendix A.) 
3. STATEMENT OF MAIN RESULTS 
We assume throughout that n > 1 and consider the problem 
,-,I + cn - l) 2’ +f(@ = 0 , r (3.1) 
x, < X(0) < xq, X’(0) = 0, Y(cQ) =xg, (3.2) 
where f, x,,, x2 satisfy assumptions (i)-(iv). Recall the definitions of a* and 
6 given in Section 2. Then we state 
THEOREM 1. For each a E (a* - 6, a*) the problem (3.1), (3.2) has a 
solution T(r) which satisfies 
x0 < X(r) < x2, X’(r) < 0, Vr > 0. (3.3) 
Further, if 6 > 0 is sufficiently small then the solution of (3.1~(3.3) is 
unique. 
REACTION-DIFFUSION EQUATIONS 95 
Having found the solution X(T) of the problem (3.1) (3.2), we observe that 
the pair (X(T), y(r)), where y(r) = k@(r)), solves the problem 
XI, + (n- 1) ---x’+F(x,y)=O, 
r (3.4) 
G(x, Y) = 0, (3.5) 
xg < x(O) < x*9 x’(0) = 0, x(00)=x0. (3.6) 
Next, to determine the linear stability properties of the solution we 
linearize Eqs. (3.4), (3.5) around (X(Y), u(v)) and obtain the linear system 
x/f + (n - 1) 
----x’+F,(x,~)x+$F,(~,,)y=~x, 
r 
G,(f, y) x + G,(f, J) y = Ay. (3.8) 
The solution (X,,?) is said to be linearly unstable if there exists a A with 
Re(A) > 0 and a solution of Eq. (3.7), (3.8) which is bounded for r > 0. We 
now state 
THEOREM 2. If 6 > 0 is sufficiently small then there exist a unique A> 0 
and a corresponding solution of Eqs. (3.7), (3.8) which is boundedfor r > 0. 
In fact, 1 > 0. 
Comments. It is interesting to note that if n = 1 then 1 = 0 is an eigen- 
value for the problem (3.7), (3.8) with corresponding eigenfunction (x, y) = 
(X’, 2”). However, for the case n > 1 we observe in Theorem 2 that this is 
not the case. 
In Section 4 we give the proofs of our main theorems. First, we follow 
Jones [3] and use a “backwards shooting” argument to prove the existence 
of a spherically symmetric solution of the problem (3.1), (3.2). Next, we 
prove that the solution is linearly unstable. That is, we investigate Eqs. (3.7), 
(3.8) and prove that there is at least one nonnegative eigenvalue and 
corresponding eigenfunction solution. We then prove Lemmas l-4 which are 
technical lemmas necessary for the proof that there is exactly one 
nonnegative eigenvalue and that is positive. Finally, we prove that the 
solution of (3.1), (3.2) is unique. The proof uses Lemmas l-4, as well as 
Lemmas 5-10. 
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4. PROOFS 
A. Proof of Theorem I 
A spherically symmetric solution of (l.l), (1.2) is a solution of the form 
x = x(r), y = y(r), (r = (cf + . f. + <i) l’*) of 
x,I + (n - 1) ---x’+F(x,y)=O, 
r (4.1) 
G(x, Y) = 0, (4.2) 
such that x’(0) = y’(O) = 0, x(03) = x0, y(co) = y, = k(x,). As shown in 
Section 2 this is equivalent to solving the problem 
x” + (n - 1) -xx’ +f(x) = 0, 
r 
where x’(0) = 0, x(03) = x0. In system form this becomes 
x’=y, 
y’ = _ (n - 1) --yY -f(x>~ 
x(03)=x0, y(0) = 0. 
(4.3) 
(4.4 ) 
Let p = r/(r + 1). Then (4.3) can be rewritten as the system 
y’ = - (n - 1x1 -PI y -f(x) > 
P 
p’ = (1 -p)‘. (4.7) 
Since the solution (x, y,p) which we seek must satisfy (x(r),y(r), p(r)) + 
(x0, 0, 1) as r -+ 03, we examine the stable manifold of the system (4.5~(4.7) 
at (x0, 0, 1). Let A be the Jacobian matrix for the linearized system 
associated with (4.5)-(4.7) evaluated at (x0, 0, i). Then 
and its eigenvaiues A satisfy -1’ -f’ (x,) ;1 = 0 or II = i &‘(x,). The 
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eigenvector (2, Y; p?) associated with the negative eigenvalue -dm is 
determined by 
or I;= -v”m, i= 0 and, hence, v/x’= - 2dm < 0. Moreover, 
since x E x,,, y = 0, p = r/(r + 1) satisfies (4.5k(4.7), we conclude that this 
system has a Cl-local center-stable manifold at (x,,, 0, 1) which we denote 
by W, and which is tangent to the vector span of (0, 0, -1) and 
(1, - dm, 0) at (x,, 0, 1). The phase portrait (Fig. 1) of solutions in 
the section p = 1 can be determined by examining the system 
x’ =y, (4.8) 
Y’ = -“t-(x>, (4.9) 
whose solutions (x, y) satisfy (see Fig. 1) 




H(X.Y) ’ 0 
1 n H(x.v):O 
i(O) x,(a) 
.I\\:i': 
FIG. I. The solid curves represent H = constant. The dotted curve denotes the spherically 
symmetric solution (X(r),J(r)) which must remain between the two curves H(x,y) I 0 and 
H(s,y) = H(x,, 0) for all r > 0. 
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The “fish” H(x, y) E 0 is a portion of the stable manifold in the plane p = 1. 
Let 7’(r) be the solution operator of (4.5~(4.7) for each r; that is, 
T(r)@, 9, p^) = (x(r), y(r), p(r)), where (x, y, p) is the solution of (4.5k(4.7) 
which satisfies (x(O), y(O), p(O)) = ($9, 6). Let IV” = UrgO T(r) I+‘$ and 
W = ((2, V; pj)] the solution (x(r), y(r), p(r)) + (x,, 0, 1) as r+ a and (x(O), 
y(O), p(O)) = (2, y, p?)}. Then WCS c W since T(r) v,& c W. 
To further discuss the local center-stable manifold at (x,, 0, 1) we make 
an appropriate affme change of coordinates to transform Eqs. (4.5~(4.7) 
into an equation of the form 
Y’ = DY + g(y), (4.11) 
where Y = (Y,,Y,,Y,)~, 
A, 0 0 
D= 0 A, 0 
t i 0 0 0 
with 4 > 0, A2 < 0, and g’(O)=O. Let Co= {(Y,,Y~,Y~)I Iv,1 > I(Y~,Y~)IJ 
and for any yER3 set C,=y+C,. Throughout the following lemma we 
adopt the notation that 4(r) and v(r) are solutions of (4.11) with 4(O) = y 
and ~(0) = z. Finally, let n,(y) = y, , where y = (y, , y,, y3)T. 
PROPOSITION 1 (Jones [3, p. 271. There exists a neighborhood U of 
(0, 0,O) so that ify, z E U and z E C, then In,(t,v(r) - #(r))i is bounded away 
from zero as long as w(r) and $(r) are in U. 
No confusion should arise if we let wi, also denote the C’ local center- 
stable manifold associated with Eq. (4.11) at (0, 0,O) whose tangent space is 
generated by (0, 1,0) and (0, 0, 1). Let ?V” and W denote sets associated 
with Eq. (4.11) similar to their characterizations for Eqs. (4.5)-(4.7). 
COROLLARY. If t@(r) is a solution of (4.11) such that q?(r) E U for all 
r > 0 and d(r) + 0 and r -+ 00 then G(r) E vi, for all r > 0. 
ProoJ We assume, for the sake of contradiction that the corollary is 
false. Since G(r) -+ 0 as r -+ co there exist r,, > 0 and y E vt, such that 
v(r,) E C,. Let v(r) = $(r + rO) and Q(0) = y then Proposition 1 implies that 
I G&9 - 4Wl is b oun e d d away from zero, which contradicts v/(r) + 0 as 
r -+ co. Thus, $(r) E v& for all r > 0. 
Also as a result of this corollary we see that W = JV”. The existence of a 
spherically symmetric solution is established by showing that there exists a 
point (x, y, p) E IV” such that x > x0, y = 0, p = 0. 
First, examining the Hamiltonian H of (4.10) along solutions of (4.5)-- 
(4.7), we observe that H(x, y) = -((n - l)(l -p)/p) y2 and so if 0 < p < 1 
and y # 0 then ti < 0 and solutions of (4.5t(4.7) cross the solution curves 
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of (4.8) (4.9) with decreasing energy. If (x, y, p) is any solution on w” with 
0 < p < 1 then fi(x(r), y(r)) < 0 except when y(r) = 0, and H(x(r), v(r)) * 
Wx(co >, Y(co >> = fai > 0) = 0 as r + co, hence, H(x(r), y(r)) > 0 for all 
0 < r < co and (x(r), y(r)) remains outside the “fish” of Fig. 1. 
The observations made above are crucial to the proofs of Theorems 1 and 
2. The remainder of the proof of the existence of a solution of the problem 
(4.3), (4.4) follows exactly as that given by Jones [3, pp. 13-171 and 
therefore the details are omitted. The uniqueness of the solution is proved 
following the proof of Theorem 2. 
B. Proof of Theorem 2 
We seek a bounded (for r > 0) solution (x(r), y(r)) of 
X,,+ (a- 1) - - - - ~ x’ + Fx(x, y) x + F,(x, y) y = Ax, 
r 
(4.12) 
G,(X, j) x + G,>(f, 71 Y = LY, (4.13) 
for some A > 0 such that x’(0) = 0, y’(O) = 0. Solving (4.13) for y and 
substituting into (4.12), we obtain the equations 
xu + (n - 1) -x’ + 
r I 
F,(X,j)- Fy&ygy) -A] x=0 (4.14) 
Y ’ 
and 
- G.&f, J? x 
‘= G,(&J+~ 
(4.15) 
Thus, it suffices to prove the existence of a bounded solution x(r) of (4.14) 
such that x’(0) = 0. Writing (4.14) as a system we obtain 
x’ =y, (4.16) 
y’=-(n--)y+ A-F I FYGX x. 
r i 
.‘: G,-A 1 
(4.17) 
Define the function 
The following properties of b(r, A) shall be used in the ensuing analysis: 
(Pl) b(cQ, 0) = -f’(x,) > 0, 
(P2) (f3b/f%)(r, A) > 0, Vr > 0, 2 > 0, 
(P3) @!@A)(co, A) > 0, VA > 0. 
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Properties (Pl) (P2) follow from hypothesis (i) and (iii); (PI j(P3) imply 
that b(co, A) > 0 for all 1 > 0. Since b(co, 0) > 0 it is easy to see that a 
bounded solution of Eqs. (4.16), (4.17) goes to the origin as r --f co. Thus, we 
consider the stable manifold of (4.16), (4.17) at r = co and (x, y) = (0.0). Its 
linearized system is 





which has eigenvalues ,B = f ,/m. The eigenvector (a,$) associated 
with the negative eigenvalue - dm satisfies the matrix equation 
equivalently, v’-) 2 = -9. We choose 2 > 0, y^ < 0. 
Zy2 < arc tan($/Z) < 0 for all A > 0. Let d,(r) = arc tan(y(r)/x(r)), 
Then 
where 
(x(r), y(r)) is a solution of (4.16), (4.17). Then oA satisfies the equation 
*, = _ (n - 1) ~ sin(d) cos(8) + A -F, + FJ,Gx 
r (G, -A> 
cos2(8) - sin2(0). 
(4.20) 
The solution of Eqs. (4.16), (4.17) which we seek must satisfy (x(co), 
y(co)) = (0,O) and y(0) = 0. It is not difficult to show that if Eqs. (4.16), 
(4.17) have a bounded solution then the associated solution O,(r) of Eq. 
(4.20) must satisfy 
oA(co) = S, = arctan(--5). (4.21) 
Next we need to determine 0,(O). From (4.20) we observe that 0’ = -1 
whenever 0 = (n/2) + kn (k an integer). Let a E (0,7c/2) be fixed. Then Eq. 
(4.20) implies that there exists r. > 0 such that if 0 < r < r,, and B = a + kz 
(k an integer) then 8’ < 0, while if 8 = ~1 + (n/2) + kn then 8’ > 0. Therefore, 
liml,O+ 0,(r) exists and is finite. If e,(O) # mn for some integer m then a 
contradiction is easily arrived at by observing, from (4.20), that 8: becomes 
unbounded as r + 0 + . Therefore, 
e,(o) = m71 (m an integer). (4.22) 
Next, let g,(r)(mod(n)) denote the unique solution of Eq. (4.20) which 
satisfies (4.21). We determine those values I and m such that condition 
(4.22) is satisfied. 
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First, suppose that m < 0. Then 0,(O) < --71. If 0,(r) satisfies (4.21) then 
@,l(r*) = 442) f or some first r* > 0. Thus, &(rA) > 0. However, it is clear 
from Eq. (4.20) that 19i(r,) = -1 < 0, a contradiction. Therefore m > 0. 
Second, suppose that (Li, mi) (i = 1, 2) satisfy condition (4.22) with 
~,~0,~,~0,andm,<m,.Weclaimthat~,>~,.Ifnot,and;l,~~~,then 
19,~ > 8-32 and 8,,(r) - 8,*(r) > 0 for r % 1. However, m, < m, * e,,(r) - 
f&,(r) < O- for 0 < r < 1. Therefore, there exists R > 0 such that 
B,,(R) - eA2(R) = 0 and GA,(R) - &JR) > 0. If t?,,(R) is not an odd multiple 
of 7r/2 then the monotonicity of b(r, A) implies that JAI(R) - ii,(R) = 
(W, 2,) - WC&)) cos2@‘,,W> < 0, which is a contradiction. If 8,,(R) is 
an odd multiple of 7r/2 then it follows that 81,(R) - &,(R) = oil(R) - 
@*(R) = 0. However, from Eq. (4.20) it follows that f?;‘,(R) - &i(R) < 0, a 
contradiction, If 1, =-A2 then the uniqueness of solutions satisfying (4.21) 
implies that 0,,(r) = e,,(r) tlr > 0 hence m, = m,, a contradiction. Thus, we 
conclude that m, < m2 implies 1, < A,, This in turn implies that the set of /I 
for which (4.22) holds is bounded above. 
Following Jones [ 31, we separate the remainder of the proof of Theorem 2 
into three parts, namely, 
(i) for a given m > 0 there is at most one L satisfying (4.22), 
(ii) there exists 1 > 0 such that 8,(O) = 0 (i.e., m = 0), 
(iii) 0 < e,(O) < 71. 
From (ii) we see that there exists A,, > 0 for which a solution of (4.20) exists 
which satisfies GAO(O) = 0. Since A1 < L, implies m, < 0 then there is no 
eigenvalue greater than A,,.- Suppose there is an eigenvalue A, E (0, lo). A 
comparison of eAi(r) with 6’,(r) rules this out. Therefore, the uniqueness of a 
positive eigenvalue is assured. 
The proofs of (i), (ii), and the first part of (iii), i.e., g,,(O) > 0, are identical 
to those given by Jones [3, pp. 20-221. However, the proof that 6&O) < rc, 
and also the uniqueness of solutions, relies heavily on assumption (iv) 
together with a few of the details of the proof of (ii). Thus, for the sake of 
simplicity and completeness, we omit the details of the proof of (i) and 
include the proof of (ii). 
To prove part (ii), observe that for L > 0 sufficiently large b(r, A) > 1 for 
all r > 0. Also, -7~12 < gA < 0 > -n/4 < fiA/2 < 0 and hence tan2(8,/2) < 1. 
Thus, if 8 = 8,/2 and L > 0 is sufficiently large then 
et =- (‘- ‘) 
~sinec0se+b(r,I)c0s2e-sin’e>b(r,L)cos’e-sin28 
r 
= c0s2 8[b(r, 1) - tan’ ej > 0. 
Hence, for large II > 0, 8,(r) < 8,/2 < 0 for all r > 0. 
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Next, consider the A = 0 case. Let e= arctan@“/?). Then 8 satisfies the 
equation 




-,,,_(n-l)x’-(n-l)x”+b(r x 0)X/ 
r2 9 r 
we see from Eq. (4.24) that for r sufftciently large 2” > 0 and from Eq. 
(4.25) that 2”’ < 0. Hence, (9(r), X”(r)) + (0,O) as r + co-and by-analyzing 
the stable manifold of (4.24) at (0,O) we conclude that 19(co) = 0,. On the 
other hand, since KJ’ < 0 for r > 0 and X’(0) z 0 then it follows from Eq. 
(4.24) that f” ( 0 for small r > 0. Therefore, B(r) E c,O, 77/2] for sufficiently 
small r > 0. It easily follows from Eq. (4.23) that B can_oscillate finitely 
often as r-+0+. Therefore, g(O) exists and satisfies 0 < e(O) < n/2. Since 
@co) = B,(co), for r > 0 sufficiently large -7r/2 < 8(r), g,,(r) < 0, and by the 
mean _value theo_rem,-(fir,(r) - g(r))’ = [-((n Z 1)/r) cos’ 0 + (-1 z bCr, 0)) 
2 sin 0 cos @] x (0, - B)(r) --((n - 1)/r*) cos2 e(r),:: whe5e -r/2 - 0, 0 < 0. 
Hence, [-((r~ - 1)/r) cos* e + (-1 - b(r, 0) 2 sin 8 cos 81 > 0 as long as 
&Jr) < g(r), e;(r) ( 8’(r). Thus, we concl_ude that for r > 0 sufficiently large, 
B,(r) > c(r). By a comparison-argumezt 0,(r) > e(r) for all r > 0 and, hence, 
8,(O) > 0(O) > 0. Suppose e,(O) = B(0) = 0. Then, as before, (e,(r) - 
B(r))’ < 0 for r > 0 sufficiently small and, hence, we have a contradiction. 
Thus, e,(O) > 0. 
Thus, it follows from a straightforward shooting argument (Jones [3, 
p. 231) that there exists a 1 > 0 such that e,(O) = 0. This finishes the proof 
of part (ii) and the proof that 0 < d,,(O) in part (iii). 
Completion of proof of (iii). In the previous subsection we showed that 
8,(O) > 0. Thus, it remains to prove that e,(O) < II. We do this using a 
sequence of four auxiliary lemmas. Basically, these lemmas show that if a is 
close to a * then go(r) cannot exceed the slope of the curve H(x, v) = 0. 
Let x3(a) be defined by ~~~l$(u) du = 0. Then the “fish” of Fig. 1 crosses 
the x axis at (x,(a), 0) (see Fig. 1). 
LEMMA 1. Let (2(r), y(r)) denote a solution of the problem (4.3), (4.4). 
Then lima+o*,o<a* H@(r), y(r)) = 0 uniformly for r E [0, ~0). 
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Proof. From assumptions (iii) and (iv) it follows that xJa*) < ~,(a*) < 
~~(a*) = ~~(a*). Also, since H@(r), j(r)) > 0 for all r > 0 then x1(a) < 
X(0) < x*(a) for all a E (a* - 6, a*). These observations lead to the 
conclusion that lima+a*,a<a* H(.C(O),y(O)) = 0. Thus, since dH/dr = 
-((n - l)/r)(y(r))2 then the proof of the lemma easily follows. 
For our next lemma recall that x*(u) denotes the unique local maximum 
value off between x,(u) and x*(a). 
LEMMA 2. For each a E (a* - 6, a*) let R, = R,(u) > 0 satisfy 
Z(R,(a)) = x*(u). Then lima,,,,,,O, R,(u) = +oo. 
Proof. The value R,(u) is well defined since X(0) > x*, x(00) = x0 < x*, 
and X’(r) < 0, Vr > 0. If the lemma is false then there is an increasing 
sequence (uiJiEN with lim,+,, a, = a*, and a value M, > 0 such that for each 
i E N, 
R”(ui) < Ml * (4.26) 
Define 0(x, a) = -(-2 J‘;,f@) dp)“* for x E [x,,(u), x3(u)] and a* - 6 < 
a<a*. Then H(x, 0) = 0, Vx E Ix,(u), x3(u)]. Further, uX(x, a) < 0, 
Vx E (x,, x,), uJx,(u), a) = 0, and (J,~(x, a) > 0, Vx E (x,, x3(a)). From 
assumption (v) it follows that 
-%(a) < Xl&> < x*(a) < x&> <x,(a), (4.27) 
Vu E ]a* - 6, a*] and 6 > 0 sufficiently small. Therefore, since a(x, a) is 
continuous on the set [x0(u), x3(u)] x [a * - 6, a* ] then it follows from the 
observations made above that for 6 > 0 sufficiently small there exists m < 0 
independent of u such that 
0(x, a) -c m, V(x, a) E [(x()(u) + x”(a))/2, x*1 x ia* - 6, u*1. (4.28) 
Since (f(r),J(r)) cannot intersect the curve H(x, y) = 0 in the region x > x,,, 
y < 0 then it follows from (4.28) that 
J(r) c m, (4.29) 
for r > R,(u) as long as X(r) > x,. Similarly, there exists M < m independent 
of a such that 
J(r) > M, (4.30) 
for r > R,(u) as long as X(r) > xi . Let R , = R ,(a) > R,(u) denote the unique 
value of r such that 
X(R,)=x,. (4.31) 
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Let E = x*(a) -x,(a) and integrate (4.30). Then 
R ,(a,) - R,(Ui) > --E/M > 0, (4.32) 
for all sufficiently large i. Since (d/h) H(T(r),J(r)) = -((n - l)/r)y*(r) then 
(4.29) implies that 
$ (Y(r), p(r)) < - (n - 1) m2 , 
r 
(4.33) 
for all r E [R,(a,), Rl(ai)]. Integrating (4.33) from r = R, to r = R,! = 
R,(u,) - E/M, we obtain 
ff(z(R!), Y(R f)) - ff(z(R,(ui)), YCR,(ui))) 
<-(n- l)m*ln(l-e/(M,M))<O, 
(4.34) 
for all i. However, since R,(u,) ( M, for all i it follows from Lemma 1 that 
limi,* H(Z(R,(ui)), y(R,(ui))) = 0. Therefore, H(f(R j), j(R;)) < 0 for i 
sufficiently large, a contradiction since ($9) cannot intersect the curve 
H(x,y)=O for r>O. 
In the next two technical lemmas our goal is to show that if a is 
sufficiently close to a* then g,,(r) is close to the slope of the curve 
H(x,y) = 0 whenever x,(u) <Z(r) <x*(u). Thus, for such values of r it 
follows that 8,,(r) < 7r/2. Appropriate comparison arguments then let us 
extend this inequality to all nonnegative r. 
First, we need some notation. Define the function f* -~(x)I,=~, . Let 
(x, y, p) denote the unique solution of the problem 
x’ =y, 
Y’ = -f* (x)3 
P’ = (1 -P>‘, 
(4.35) 
where 
x(0) = x*(u*), 
y(O) =~*(a) ES - (-2 j;O;I*‘&(s) ds) I’*, p(O) = 1. (4.36) 
Further, for each a E (a * - 6, a*) we let (.VO, Y-,) denote a solution of (4.3), 
(4.4). Recall from assumptions (iii) and (iv) that 
Xl(U) < x*(a) < x*(a), VUE (a* -&a”], 
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for small 6 > 0. Next, since the solution of (4.35), (4.36) satisfies x’ < 0, 
V’u > 0 then there is a unique value R r > 0 such that x(R f) = ~,(a*). 
Finally, since 0,(O) > 0 and X’ < 0 for all Y > 0 then it follows from Eq. 
(4.20) and assumptions (iii), (iv) that there is a unique value r(u) > 0 such 
that B,(R,(u) + r(u)) = 0 for each a E (a* - 6, a*). We now state 
LEMMA 3. lima,,,.,<O. Y(U)= RT. Also, 
,‘iy* CW + Ma)) -x(r), Y& + R,(a)) -y(r)) = (O,O) 
O<lz‘ 
uniformly for r E [0, R r 1. 
Proof: Define 2,(r) = X,(r + R,(u)) and ja(r) =jO(r + R,(u)), and let 
FJr) solve the equation p^L = (1 - p^,)’ with b,(O) = R,(u)/( 1 + R,(u)). Then 
(~?~,y^,, 6,) solves the initial value problem 
(4.37) 
where 
a,(o) =X*(u), y^,(O) = y,(R *(a>>, p^,(O) =P(R*(a)) (4.38) 
and 
p,(r) = (n- 1) 
r+R*(u)’ 
Vr>O. (4.39) 
Recall that x,(u) < X,(O) < x*(u), Y-,(O) = 0, and that the solution @Jr), 
jJr)) lies between the curves H(x, y) = 0 and H(x, y) = H(x,(u), 0) for all 
r > R,(a). As shown in Lemma 1 these curves converge to each other as 
a + a*. This, and assumption (v) imply that 
From these observations, a comparison of (4.37) with (4.36), and continuity 
of solutions with respect to initial conditions and parameters, it follows that 
J\y* CW-> - x(r), 3,(r) -y(r)> = (O,O) 
O<O' 
(4.40) 
uniformly for r E [O, R,*]. The second part of the lemma is now complete. It 
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remains to be shown that limo,,, n<o* r(u) = R :. Let E be chosen such that 
O<~<R~.Sincey’<Oforr<R~,andy’>Oforr>R~then 
Y(R: -&I >vtR?Y and Y@: + &I> Y(R,*). (4.4 1) 
Further, since &(r), ~7Jr)) lies between the curves H(x, y) E 0 and H(x, y) E 
H(x,, 0) for all r > R,(a) then it follows that 
lim &(R&) + rt~)>7.FQtRo@> + r(a)>> = (x~@*>,Y*~, Il-+ll* (4.42) 
a<a 
where y* = -(- [C&(U) Q) “* From (4.4Ok(4.42) it then follows that . 
y,tR 1* + E + R,(a)) > y,tR,@) + r(a)>, (4.43) 
y,tR,* - E + R,(a)) > y,tR&) + r(a)>, (4.44) 
for a* - a > 0 suffkiently small. Since Y, has only one minimum value then 
we conclude that 
R ;” - F + R,(u) + r(u) < R :: + F + R,(O), 
ifu*- a > 0 is small. The lemma now follows. 
LEMMA 4. &JR,(u)) < 42 if u* - a > 0 is sufficiently small. 
ProoJ: Let B,(r) = t!?,Jr + R,(u)) for all r > 0. Then e,(r) satisfies 
19: =p,(r) cos(8,) sin(8,) -f’&(r)) cos’(t9,) - sin*(iY,), (4.45) 
Q&(4) = 0, (4.46) 
where p,(r), r(u), and a,(r) are as in the proof of Lemma 3. Next, we let 4(r) 
solve the problem 
4’ = --f&(x(r)) cos*($) - sin’(#), (4.47) 
WF> = 0, (4.48) 
where x(r), RT, and f* are as defined following the proof of Lemma 2. We 
note that 4(r) is the slope of the curve H(x, y) = 0 evaluated at the point 
(x(r), y(r)). Therefore, 
Vr E (0, R:). (4.49) 
Thus, from Lemma 3, (4.45~(4.49) and continuity of solutions with respect 
to initial conditions and parameters we conclude that 8,(r) - #(r) -+ 0 as 
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a + a* uniformly for r E [O, R T]. Thus, the lemma follows for a sufficiently 
close to a*. 
We are now prepared to complete the proof that e,(O) < z Define 
v,(r) = arctan(xi(r)/(,C,(r) -x,(a))). 
Then v(r) satisfies 
y’ = - (n - ‘) sin(w) cos(yl) -f’(x? 
r a 
) cos*(w) 
- sin’(v) + g&J, (4.50) 
where 
g(x) = (x - Xl>U’(TJ(% -x,) --f(%))* (4.5 1) 
From assumptions (iii), (iv) it follows that 
k!(X) <0, vx E Ix*(a), x2@>]. (4.52) 
Next, we set d = B,(r) - IZ and note that e(r) also satisfies Eq. (4.20). Using 
(4.47)-(4.49), we may compare 6(r) with v(r) and easily show that 
B(r) < v(r), Vr E 10, Ro(u)]. Therefore, e,,(r) < n/2, Vr E 10, R,(O)] and the 
proof is complete. 
Uniqueness 
We now complete the proof that the problem (4.3~(4.4) has a unique 
solution satisfying x0 < x(0) < x2, and x’ < 0, Vr > 0. For the sake of 
notation we replace B,(r) with 0(r), where e,(r) corresponds to a solution 
(x(r), y(r)) of (4.3), (4.4) and 0,(r) solves (4.20) for d = 0, with 8,(00) = jO. 
We first prove six technical lemmas necessary for the completion of the 
proof of uniqueness. 
LEMMA 5. Let (x(r), y(r)) shut? (4.3), (4.4) with x(O) E (x3, x2), 
y(O) = 0, and y(r) < 0, Vr > 0. Then 0(O) = 742. 
Proof. From the proof of Theorem 2 it follows that 0 < 8(O) < TL. 
Suppose, for the sake of contradiction, that 8(O) = 7 E (0, x/2). Recall that 
B(r) satisfies 
H’=- (n- 1) . --y- sm(8) cos(8) -f/(x(r)) cos2(B) - sin2(6). (4.53) 
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Since x(r) E (x0, x2), Vr > 0, and f’(x) is bounded Vx E [x0, x2] then there 
exists I? > 0 such that 
8,(-w) 
7 sln(rl) Wrlh 
Vr E (0, A). Integrating (4.54) from r/2 to r, where r E (0, k) is arbitrarily 
chosen, we obtain 
B(r) - @(r/2) < - (n- 1) ___ sin(q) cos(n) In (2) < 0, 2 
Vi2 E (0, I?). However, this leads to a contradiction since lim,,, B(r) = 
lim,,, 8(r/2). We reach a similar contradiction if we assume that e(O) E 
(n/2, n). Similar arguments eliminate the possibility that 0 oscillates as r + 0. 
This completes the proof of Lemma 5. 
LEMMA 6. Let (x(r), y(r)) satisfy the hypotheses of Lemma 5. Then there 
is a value I? > 0 such that 0(r) > n/4, Vr E [0, R]. 
Proof: From Lemma 5 we conclude that there exists l? > 0 such that 
8(E) > 7r/4, and further, 
(n - 1) f’(x) -----L<O, 
2 
VrE (O,E), VXE [xo,xz]. (4.55) 
r 
Suppose that there is a positive value ?E (0, I?) such that 0(3 = z/4. Then 
eyq > 0. (4.56) 
However, from (4.53) and (4.55) we obtain e’(?) < 0, contradicting (4.56), 
and completing the proof of the lemma. 
LEMMA 7. Let (x(r), y(r)), (Z(r), g(r)) satisfy the hypotheses of Lemma 5 
with x(0) < Z(0). Then 2’ > x’ for r > 0 sufficiently small. 
Proof. Define I(r) = Z(r) - x(r), Vr > 0. Then I(r) > 0 for all small r > 0. 
Suppose that f’(r) < 0, Vr E (0, i), for some i > 0. Then there is a positive 
sequence (riJieN with limi,oo ri = 0 and such that for each i, 
I”(r,) < 0. (4.57) 
Hmever, since f ‘(x) < 0, Vx E (x,, xJ, and x3 < x < 1 < x2 for small r > 0 
then from Eq. (4.1) we obtain, for large i, 
[“(yi) = _ (n - ‘) 
___ l’(ri) -f G(ri)> +f (X(ri)) > 0, 
‘i 
(4.58) 
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contradicting (4.57). Therefore, there exists R > 0 such that I’(R) > 0 and 
x3 < X(Y) < f(r) < x2, VrE lO,R]. (4.59) 
If there is a first positive R, < R for which I’(R,) = 0 then I”(R,) > 0 and 
1’ < 0 on an interval to the left of R r . However, since I’ cannot be negative 
for all r E (0, R ,) then there is a first positive R, < R , for which I’(R 2) = 0, 
and therefore. 
I”(R J < 0. (4.60) 
Again, since x3 < x(R,) < .C(R,) < x2 it follows as (4.58) that I”(R,) > 0, 
contradicting (4.60). Therefore, 1’ > 0, Vr E (0, R2], and the lemma is 
proved. Recall the definition of W and let w,= ((X’,F,,E 
WIF=r/(r+ 1)). 
LEMMA 8. W0n((~,y)~x3<x~x2,y=0} isfinite. 
Proof. First, we suppose that there exists an interval [a, b] c (x,, x1) 
such that a ( b and [a, b] x {0} G W,,. Let (x,(r), y,(r)), (xb(r), y,(r)) denote 
solutions of Eq. (4.1) with x,(O) = a, x,,(O) = b, y,(O) = 0, yb(0) = 0. Let 0,, 
8, denote the corresponding solutions of Eq. (4.53). From Lemmas 5 and 7 
it follows that there is a value R > 0 such that for each r E (0, RI. 
x,(r) < xdr) and y,(r) < Y&9, (4.61) 
and 
B,(r) > 7d4 and 0,(r) > 7114. (4.62) 
Let I-, denote the continuous arc of W, leading from (x,(R),y,(R)) to 
(xb(R), yb(R)). Then it follows from (4.62) that there is a decreasing 
sequence (RiJicN with lim,,, R, = 0 and corresponding solutions (xi(r), 
yi(r)), 6’,(r) of Eqs. (4.3) and (4.53), respectively, such that 
6) (Xi(RiXY~(Ri>> E fRiT Vi E NT 
(ii) limi,,(xi(Ri>~yi(Ri))= (6 0) E [a, b] X (O}, 
(iii) O,(Ri) > 0, Vi E N, 
(iv) limi,, Bi(Ri) = 0. 
Since (xi@ 1, Y,(R)) E r,, Vi E N then, by considering subsequences if 
necessary, we may assume since r, is bounded that lim,,,(x,(R),y,(R)) = 
(x0, y”) E r, . Let (x(r), y(r)), and correspondingly, 0(r), denote the solutions 
of (4.3) and (4.53), respectively, such that (x(R), y(R)) = (x0, y”). From 
Lemmas 5 and 7 and the uniqueness of solutions, it follows that lim,,,(x(r), 
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y(r)) E la, b] x {O), and lim,+,,+ 6’(r) = 7c/2. Therefore, 19(g) > 7r/4 for some 
small i > 0. Thus, it follows that ei@) > x/4 for all large i. But then 
Lemma 6 implies that 19~ > z/4, Vr E [0, I?], for all large i, contradicting (iv) 
above. If wow~d)b=o~ x E (x3,x2)1 is infinite then 
W,, n ((x,y) 1 y = 0, x E (x3, x1)} has an accumuhtion point (a^, 0) E 
[x3, x2] X {O}. This case can be eliminated using the same arguments as 
above and we omit the details. 
LEMMA 9. Let (x(r), y(r)), (Z(r),j(r)) denote solutions of (4.3), (4.4). 
For each R > 0 let T, denote the continuous arc of W, leading from 
(x(R), y(R)) to (2(R), j(R)). rf there exists R > 0 such that y(r) < 0 and 
$(r)<O, VrE(O,R] then TR5{(x,y)]x>0 and y(O) and for each 
solution (Z(r), y’(r)) with (x’(R), F(R)) E TR then F(r) < 0, Vr E (0, R]. 
Proof An analysis of the stable manifold close to the steady state 
solution (x, x’, p) = (0, 0, 1) that T, E {(x, y) 1 x > 0, y < 0) for all large 
R > 0. If Tr intersects the region y > 0, for some r > 0, then there is a value 
? > 0 such that Tr c {(x, y) / y < O}, Vr > r^ while T; is tangent to the line 
y = 0 at a point x0. If x0 < x0 then the solution passing through (x0, 0) at 
r = r^ must satisfy x’ < 0 for all r > r^ and therefore (x0, 0) @ Wi. Similarly, 
we may eliminate the possibility that x0 > x2. Therefore, since W; cannot 
intersect the curve H(x, y) = 0 then it follows that x3 < x0 < x2. Since T; is 
tangent to the line y = 0 at x = x0 then the solutions (Z(r), j(r)) and 0(r) of 
(4.2) and (4.53), respectively, with (x’(t), y(?)) = (x0, 0) must satisfy 
e(f) = 0 (4.63) 
and 
2’ < 0, 3’ < 0, VrE (L: r^+ F), (4.46) 
for some E > 0. Setting g(r) = arctan(P/l’), we conclude from (4.64) that 
f!?(t) > 0. However, in the discussion following (4.25) we proved that 
g(i) < B(F), a contradiction of (4.63). 
LEMMA 10. If (x(r), y(r)) is a solution of (4.3) then y(r) cannot have a 
relative minimum in the set x > x,, y < 0. 
Proof: In the set x > xx, y < 0 it follows from Eq. (4. I) and assumption 
(iii) that y” < 0 whenever y’ = 0. Thus, y cannot have a relative minimum. 
Completion of the Proof of Uniqueness 
Suppose, for the sake of contradiction, that the problem (4.3), (4.4) has 
two solutions (x(r), y(r)) and (2(r), G(r)) with xj < x(0) < z?(O) < x1 such 
that y < 0, y^ < 0, Vr > 0. Let e(r), 0(r) be the corresponding solutions of Eq. 
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(4.53). Lemma 5 implies that f?(r)+ 7c/2 and d(r) -+ 7r/2 as r -+ O+. Recall 
that TR denotes the continuous arc of W, leading from (x(R),@)) to (Z(R), 
j(R)). Continuity implies that for R > 0 sufficiently small there exists a 
connected arc C, 5 TR, with (x(R), y(R)) E C,, such that if (x*(r),~*(r)), 
and B*(r) are solutions of Eqs. (4.3) and (4.53), respectively, with (x*(R), 
y*(R)) E C, then 
8*(R) > 7r/4, x(R) < x*(R), 10) <Y*(R). (4.65) 
We wish to show that (4.65) is preserved for all r E (0, R). Lemma 6 implies 
that 0*(r) > 7c/4 for Y < R as long as x > x* and y <y*. If there exists 
R,E(O,R) such that y(R,)=y*(R,) and x(r)<x*(r), VrE [R,,R] then 
8*(R,) < 0, a contradiction. Suppose that there exists R, E (0, R) such that 
x(R) =x*(R) and y(r) <y*(r), Vr E [R,, R]. Then y*(R,) > y(R,) and from 
Eq. (4.3) and assumptions (iii) we conclude that (y *)’ (R,) < y’(R,) < 0. It 
then easily follows from (4.3) and assumption (iii) that y* > y, Vr E (0, R,), 
hence, x*(O) <x(O) and y*(O) = 0. This contradicts the fact that W, does 
not intersect the line y = 0 in the interval x3 < x < x(O). 
Since C, is a continuous connected arc then it follows from Eq. (4.3) and 
assumptions (ii) and (iii) that lim ,+o+(x*(r),y*(r)) = (x(O), 0). Similarly, 
there exists a connected arc CR c TR, with (Z(R), g(R)) E C, such that if a 
solution (X(r), p(r)) of Eq. (4.3) satisfies (,?(R),J(R)) E C.R then lim,,,,(X(r), 
j(r))= (.C(O),O). Define the set 
A = ((q,p) E TR 1 the solution (x*(r),y*(r)) of Eq. (4.3) with 
(x*(R),.v*(R))= (q,p)satisfies jiy+(x(r),y*(r))= (x(0),0)}. 
Then our previous discussion shows that A # 0 and A # T,. We need to 
show that A is relatively open in T,. Let (x*,y*) E A and let 
( (x:,Y:)}~~~ 5 T, converge to (x*, y*). If (x”(r), y:(r)) is the solution with 
(x,*(R), y,*(R)) = (xT,yT), and Q:(r) the associated solution of Eq. (4.53), 
then for large i it follows from continuity that @T(R) > 7c/4. It now follows as 
above that lim ,+,,+(xt(r),yT(r)) = (x(O), 0), hence, A is relatively open. Next 
we show that A is relatively closed. Let ((~~,y~)}~,~, Al A approach (x*,y*) 
as i+ co. Suppose that (x*,y*)& A. Consider the solution (x*(r),y*(r)) 
with (x*(R),y*(R)) = (x*,y*) an corresponding solution d*(r) of (4.53). d 
If (y*)’ = 0 for some Z? E (0, R ] then (y*)” < 0 and it follows that y:’ has 
a zero at some Ri E (0, R) for large i. But then (4.3) and assumption (iii) 
imply that vi”’ > 0, Vr E (0, Ri) and lim,,,,y,?(r) < 0, a contradiction. 
Therefore, y * ’ < 0, Vr f (0, R] and it follows that lim,,,, y*(r) = 0, and 
x(0) < x*(O) G.?(O). If x(0) # x*(O) then x*(O) =2(O) and there exists 
R, E (0, R) such that x*(R) > x(0). But xl(r) < x(O), Vi and Vr E (0, R]. 
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Therefore, x7@,) -+ x*(R) as i + co, a contradiction. Our conclusion is that 
(x*, y*) E A, hence, A is relatively open ans closed in TR. Since T, is 
connected, this is a contradiction. This completes the proof of uniqueness. 
APPENDIX A 
A. 1. The Fitzhugh-Nagumo Equations 
The Fitzhugh-Nagumo [5 J model consists of the system 
au a2v ~=,yz+m-w, 
3W 
- = &(V - yw), 
at 
(5.1) 
where E > 0, y > 0, g(v) = v(v - a)( 1 - v), a E (0, 1). Equations (5.1) were 
developed as a simplification of the Hodgkin-Huxley nerve conduction 
equations with u playing the role of transmembrane potential and w 
representing the recovery variable. Due to its simplicity the equations have 
served as a prototype of reaction-diffusion mechanisms, in general. A 
summary of recent results obtained for (5.1) may be found in 141. If we 
extend (5.1) to n space dimensions then we obtain 
; = Au + g(v) - w, 
CYW 
~ = &(V - yw), 
at 
(5.2) 
where Au = Cj”=i ~3’v/a~~. Assuming that (5.2) has a solution (v, w) = (v(r), 
w(r)), where r = ({f + 1.. + (:)I” we obtain the system 
v,, + (a- 1) ___ v + g(v) - w = 0, 
r (5.3) 
u-yw=o. (5.4) 
We solve (5.4) for w as a function of v and then (5.3) must become 
v” + tn - l) v +f(v) = 0, 
r (5.5) 
where .f(u) = v(u - a)( 1 - v) - (v/y). The equation S(v) = 0 has three roots, 
v,, = o, V] = (a + 1 + ((a + I)‘) - 4(a + 1/~))~“)/2, and v2 = (a + 1 - 
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((a + 1)2 - 4(a + I/Y))“~)/~. The physically reasonable range of values of a 
is 0 ( a ( t. It is easy to show that for each a E (0, i) there exists r(u) > 0 
(with lim a+,,2 y(u) = co) such that 
v( 1 - u)(u - 0) - -!- 
Y(U) 
dv = 0, 
while for each a E (0, f) and y E (0, y(u)), 
Thus, if we let u* E (0, f) then 
v(1 - v)(u - a) --Y- 
Y(a*) 
dv > 0, Vu E (0, a”). 
It is clear that hypotheses (i)-(v) are satisfied for this system. 
A.2. The Field-Noyes Model 
The Field-Noyes [ 1 ] model of the Belousov-Zhabotinskii reaction in a 




- L (-y - xy +fz) = G(x, y, z,f), 
at-s 
(5.7) 
where 0 < e < 1, s = 77.27, q = 8.375 x 10P6, and xa[HBrO,], ycr[Br], 
za[Ce(IV)]. Extending (5.6~(5.8) to n space dimensions, we obtain 
at = Ax + F(x, Y>, 
z = G(x, Y, z,f)> 
aZ - = &(X - z), 
at 
(5.11) 
where Ax G x1=, a’x/&$. There is a unique rest state (of Eqs. (5.9F(5.11)) 
which lies in the region x > 0, y > 0, z > 0 and which is given by 
x0 = 1 -f-q + ((1 -f - q)2 + 4q(l +f>>“‘)/2q, zo =x0, y, =fx,/(l -x0). 
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If we set E = 0 and z = x,(f), its rest state, then Eqs. (5.9)-(5.11) become 
z = fix + q-5 Y), (5.12) 
3Y 
z = G(x, Y, xo J-1. (5.13) 
Spherically symmetric solution of (5.12), (5.13) satisfy 
x” + (n - 1) -x’+F(x,y)=O, 
r 
W, Y, x,, J-1 = 0. 
(5.14) 
(5.15) 
Solving (5.15) For y as a function of x it follows that 
G(x,y,x,,f)=O~~=~= fxo - k(x). (5.16) 
Also, from (5.6) it follows that 
F(x, y) = 0 0 y = q;2A-xx z h(x). (5.17) 
Thus, substituting y = k(x) into (5.15) we obtain 




Z(x) E (1 - x)&(x) - h(x)). (5.19) 
We define a = 1 and p = l/q. 
Field and Troy [2] have proved that there is an interval dfi ,f,) c (1, 03) 
such that if f~ df, ,f2] then the equation f(x) = 0 has three roots x,(f), 
x,(f), x2(f) satisfying Z(xi) = 0 (i = 0, 1,2), /‘(x0) < 0, I’(x,) < 0, 
1 < x,(f) < x,(f) < xZ(f) < l/q. Further 
I 
X2(f) 







I(u) dp = 0. 
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For the Field-Noyes model the parameter f corresponds to the parameter 
a in the statement of Theorems 1 and 2. Also fi plays the role of a*. The 
first part of assumption (i) is obviously satisfied by F and G as defined in 
Eqs. (5.6), (5.7) with (X1,X,) = (1, l/q) and (Y,, Y,) = (0, co). We now 
discuss the second part of (i). We need to show that Fy Gx > 0. From Eqs. 
(5.6k(5.7) it follows that 
F, G, = (1 - x)(-y/s) > 0, 
for (x,y) E (1, l/q) x (0, co). We have chosen (X,, X,) x (Y,, Yz) = 
(13 l/q) x (09 OS since this rectangle is invariant for the systems (5.6t(5.8) ) 
and (5.9~(5.11). It is easily verified that Eqs. (5.9~(5.11) also satisfy 
assumptions (iit( 
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