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Optical probing of anisotropic heat transport in the quantum spin ladder Ca 9 
Introduction
One of the main problems in microelectronics is overheating. Microprocessors or Central Processing Units can produce heat fluxes as high as 2.5 MW m 2 [1] . Furthermore, due to miniaturization, the power production per unit area in computer systems increases up to 28% annually [2] , and there is no sign of breaking this trend. Therefore, there is an increasing need for advanced cooling techniques, such as heat channelling [3, 4] , i.e. ideally onedimensional conduction of heat away from sensitive components. Up to now, conventional solutions have employed micro tube arrays drilled in the heat sink and micro pumps to convey and control the flow of a suitable cooling fluid. This method, albeit being quite flexible, requires a rather elaborate manufacturing process in order to be both efficient and miniaturizable. For this reason, one would like to employ a bulk material with an inherently anisotropic, quasi one-dimensional heat conductivity. Moreover, a low (i.e. insulator like) electric conductivity would be desirable to allow an intimate contact with microelectronic compounds, while avoiding issues of current leakage and short circuits.
A class of materials that fulfills these conditions are the socalled low-dimensional quantum magnets (Sr, Ca, La) 14 Cu 24 O 41 [5] [6] [7] [8] [9] [10] [11] [12] , a family of copper oxide one-dimensional antiferromagnets that shows an important magnetic contribution to the heat conduction. In this class of cuprates, the copper oxygen layers are formed by the in plane stacking of two types of Cu-O linear structures (parallel to the crystal c-axis), which, considering the Cu spin structure and weak interaction between neighbouring structures, can be regarded as good realizations of the 1D spin chain and the quasi-1D spin ladder models. Since in the chain structure the copper atoms have vanishing spin, they do not contribute to heat transport. On the other side, in the Cu 2 O 3 two-leg ladders the Cu 3d 9 ions have spins s = 1/2 and are antiferromagnetically coupled via Cu-O-Cu superexchange interactions. The heat transport by the gapped spin excitations (magnons) is responsible for an anomalous anisotropic contribution to the heat conductivity along the caxis; it dwarfs, even at room temperature, the isotropic lattice conductivity which remains dominant in the directions perpendicular to the c-axis. Along the c-axis a high variety between static and dynamic measurements is expected to be seen when going to timescales smaller than the thermalization time between magnons and phonons [13] . The compound with the highest anisotropy in thermal conductivity at room temperature, and therefore the most promising for applications, is the spin ladder Ca 9 La 5 Cu 24 O 41 [6] . From neutron scattering and optical experiments a spin gap as large as 35 meV between the singlet ground state and the triplet excited state was found [14] [15] [16] . Such a high gap value, together with a large mean free path makes the magnon thermal conductivity (j k ) peak at high temperature, leading to a high thermal conductivity parallel to the spin structure at room temperature; j k is 95 W m À1 K À1 , i.e. a value comparable to that of nickel [6] . The ratio between the thermal conductivity j k (parallel to the c-axis) and j \ (perpendicular to the c-axis) is as high as 40 at room temperature. Since the cuprate compounds are Mott insulators they provide an escape route from the apparent paradox of having both a high thermal conductivity and an electrically insulating behavior in a metal oxide. Also, doping with switchable magnetic defects potentially makes tuning of the thermal conductivity possible.
In order to investigate the application of low-dimensional quantum magnets to thermal management of microelectronics, the experimental method employed should reproduce the thermal footprint of actual miniaturized electronic devices. Also, the ensuing thermal evolution has to be probed in a time-resolved fashion in order to measure the spatial and temporal thermal response of the device. The standard four-probe steady state method employed so far [17] for studying bulk heat conductivity in the compounds investigated here requires a uniform, constant heat current to allow reliable measurements and has certain limitations concerning sample size and shape. In the work described here the front surface of the sample is heated optically, using a laser pulse, or electrically, using deposited gold strips. The laser pulse is used to create a hot spot at the sample surface, while the gold strip on top of the sample resembles a microelectronic device consisting of a heat producing structure with a cooling substrate attached. Time-resolved fluorescent microthermal imaging (FMI) [18] [19] [20] is used to probe the time-and position-resolved temperature profile by detecting variations in the fluorescence intensity of a thin rare-earth chelate layer deposited onto the sample [21] . Distinctive advantages of this non-conventional optical technique arise when compared to the steady state method, such as the possibility to vary the heating volume and power and the short measurement time, combined with a broad applicability, ranging from thin films to the observation of heat transport patterns on real micro-chips and small electronic devices [19, 20] .
Experimental procedure

Sample preparation
The design and dimensions of the cross structure on the acplane of a Ca 9 La 5 Cu 24 O 41 crystal, as well as the direction of the strips with respect to the crystal axis, are shown in Fig. 1 . The Ca 9 La 5 Cu 24 O 41 single crystal was grown by the travelling solvent floating zone method [22] . A thin platelet with the b-axis out of plane was cut from the crystal rod, giving a crystal surface parallel to the c-axis (magnon plus phonon transport) and the a-axis (only phonon transport). The surface was machine polished by SiC paper (5 lm grains) and subsequently by a cloth with 1 lm diamond suspension. The surface roughness was measured by a confocal microscope. By careful polishing, the surface RMS roughness was brought down to 20 nm. The gold structure was deposited by DC magnetron sputtering of Au thin films through a shadow mask on the polished ac-plane of the sample. The shadow mask is made out of hard, electroformed, sulphamate nickel. It is 50 lm thick and thinned to 5 lm thickness around the apertures in order to avoid problems during metal deposition associated with the mean free path of the metal ions, which has to be large enough for the ions to be able to pass across the entire thickness of the mask. A shadow mask was used in order to avoid the chemical treatment of the surface used in photolithography. Gold was chosen for the fabrication of the cross since it is not susceptible to oxidation. Because of its poor adhesion to oxides, a thin pre-layer of chromium was used as an adhesion promoter. The width of the strips was designed to be 10-12 lm, which was optimal for the 10 times magnification
Subscripts k parallel to the surface \ perpendicular to the surface m first measurement after heating pulse objective of the microscope. The typical resistance between two end points of the cross was 100 X. Fig. 2 shows a 3D profile of a deposited chromium/gold part of the cross structure, showing well-defined lines. The inset shows a stereomicroscope photo of the sample. The red circle indicates the part of the sample whose profile is shown. The thickness of the deposited chromium and gold cross is $30 nm and $100 nm, respectively, and its width, measured by an optical profiler and a scanning electron microscope (SEM), was $12 lm. The metal lines were inspected for defects using both an optical microscope and an optical profilometer. After the deposition of the metal line, wire leads were connected to the pads. Wire bonding, a technique used during packaging of microelectronic devices, could not be employed due to the very thin metal layers ($130 nm) that prevent wire bonder's adhesion. Instead, silver paste was used to connect 25 lm gold wires to the sample pads. The sample was mounted on a dual-in-line ceramic package, as shown in Fig. 3 .
Experimental setup
Following the procedure proposed by Kolodner and Tyson [20] , a solution of 3 wt.% deuterated poly (methyl methacrylate) (dPMMA) and 2 wt.% rare-earth chelate europium thenoyltrifluoroacetonate (EuTTA, Acros Organics) in chlorobenzene was prepared and spincoated onto the samples, resulting in a thin ($400 nm) layer of EuTTA/dPMMA on the back side of the platelets. An optical excitation of TTA molecules in a wide band around 345 nm results in intersystem crossing and energy transfer to the Eu 3+ ions, populating the f and d levels. Finally, the Eu 3+ ions emit at several wavelengths corresponding to transitions from their f and d levels, which is strongest at 612 nm (Eu 3+ 5d level) [23] . The overall quantum efficiency of the EuTTA layer photoluminescence decreases monotonically with temperature in the interval from 273 to 330 K, as a result of thermal activation of non-radiative decay processes from the emitting Eu 3+ 5d level (612 nm) to the Eu 3+ 7f manifold [24] . The efficiency decrease in this temperature range was found to be around 4.4% K À1 . This is approximately twice larger than that of a EuTTA/non-deuterated-PMMA layer.
The experimental setup is shown in Fig. 4 . For detecting temperature differences, the EuTTA layer fluorescence intensity was imaged before and after the electrical or optical heating pulse. From the relative difference in intensity between the two images the spatially resolved temperature difference was obtained. In the optical heating experiment, a focused 488 nm Argon-ion CW laser beam (spot size $40 lm FWHM, power $20 mW) heated a small volume of the sample at a position were no gold was deposited. The EuTTA/dPMMA layer is transparent for this wavelength. An acousto-optical modulator (AOM) was used to produce the desired pulse duration. In the electrical heating experiment, the two perpendicular gold strips forming a cross structure were Joule heated, one at a time. All measurements were done at room temperature. For both heating methods, the area around the heat pulse was illuminated by a defocused, 370, pulsed laser beam (the second harmonic of a Ti:Sapphire laser, repetition rate 80 MHz, power on the sample $1.5 mW) to excite the EuTTA/dPMMA layer. Pulse trains with the desired duration were produced by a second AOM. The photoluminescence was collected by an objective, notchfiltered from heating/excitation radiation, and imaged onto a Peltier-cooled CCD-camera. The magnification of the objective was 10 times, which for the present system corresponded to a resolution of 1.6 lm per CCD pixel. The measurements were performed in a pump-probe fashion. The sample was heated either by a 20 ls laser pulse or by a 50 ls voltage pulse (V $ 10 V). After the heating was switched off, the surface was imaged with different delays between heating and imaging laser, with integration time 20 or 30 ls. For every delay between pump and probe 400 measurements were accumulated. The synchronisation between the two AOM's and the processing of the images from the CCDcamera was automated. The smallest time-resolution achieved is 20 ls, enabling us to follow the time-evolution of the anisotropic heat diffusion at the surface in different directions. From that, the diffusion constant along different directions can be determined by fitting the data with the heat equation as is described in the following section.
Diffusion model
The observed temperature dynamics can be described by the anisotropic three-dimensional heat diffusion equation 
where T is the temperature, S is a source term depending on time t and position r, and D is the (diagonal) diffusivity tensor. Eq. (1) has been integrated numerically using both ad hoc written software and the commercially available software package TransAT developed by ASCOMP GmbH [25] , and the thermal parameters data of Ca9La5-Cu24O41 [6, 8, 9] .
However, Eq. (1) can be simplified by noting that the diffusion dynamics along the z axis can be factorized out and ignored, since it does not couple with the diffusion parallel to the surface. Moreover, if the temperature dependence of the thermal parameters (thermal conductivity and specific heat) in Eq. (1) can be neglected, then the anisotropic heat diffusion equation at the surface reduces to [26] :
Here D m ¼ jm qcp is the diffusion constant in the m = x, y direction, c p is the molar heat capacity and q is the molar density. Eq. (2) can be solved analytically through the Green's function formalism. With open boundary conditions, the in plane Green's function of the problem results in a product of two Gaussians:
As said, the diffusion along the z direction (perpendicular to the surface) is neglected, since it does not influence the evolution of the profile width in the (x, y) plane (parallel to the surface). To find the solution for the experimental conditions used in this work, the Green's function has to be convolved with the initial conditions induced by the joule and the optical heating profiles, respectively:
(i) For the Joule heating experiment, a temperature profile coinciding with the heated gold strip, rectangular in section and 10 lm wide along one direction, and of infinite length along the perpendicular direction, heated with a constant power in time for 50 ls.
(ii) For the optical heating, a two-dimensional Gaussian with full width half maximum 40 lm in space, with constant power in time for 20 ls.
Both heating methods produce temperature profiles that after the excitation quickly converge to a Gaussian shape. Therefore, a Gaussian-shaped initial temperature profile has been used in both cases as initial conditions. By performing the convolution we obtain
Here DT 0 is the maximum of the t = 0 temperature profile. For the Joule heating experiment, there is no temperature gradient in the direction parallel to the strip. Therefore only one direction is considered. From Eq. (4) the Gaussian width (or the full width at half maximum FWHM = 2.355r) can be extracted:
Following a standard approach, the introduced timeshift t 0,m (representing the time at which the heating pulse is applied) is not treated as an independent fitting parameter, but is a direct function of the diffusivity and the value of the first data point collected after the heating pulse has vanished. By applying Eq. (5) to this data point we get:
where t m is the time at which the first measurement after the heat pulse is performed (in our case 20 or 30 ls), r tm is the measured standard deviation at t = t m . In this treatment, the value of t 0,m depends on the diffusion constant along that specific direction. Eq. (5) can be used to directly extract the thermal conductivity from the best fit to the standard deviation evolution in time.
As mentioned, this model can be applied only if the temperature dependence of the thermal constants of the problem can be safely ignored. This seems to be a reasonable assumption, since under the present experimental conditions the maximum temperature rise induced in the material by either the laser or the Joule heating is evaluated to be DT 0 = 45 K. Considering the temperature before the excitation to be T 0 = 300 K, DT 0 induces an initial 15% thermal conductivity decrease and a 5% specific heat increase, and therefore a 20% decrease of the diffusivity. After the heating pulse has vanished, the temperature and the thermal parameter values relax back to their pristine values as DT / t À1 (see Eq. (4)). This assures that the maximum effect on the evolution of temperature profile widths would be less than 5% for most of the pump probe delays time considered here, i.e. well within the experimental uncertainties of the technique. This is also confirmed by comparing the solution to the one dimensional thermal diffusion model, where the thermal parameters have been fixed at their room temperature values, and a numerical solution of Eq. (1), where the full temperature dependence of the thermal parameters as reported in literature [6, 8] is taken into account. Therefore, this simpler, analytical model will be used to fit and interpret the experimental results.
Results
Optical heating
In Fig. 5 the time evolution of the heat spread from a hot spot, created by a laser pulse, along the surface of the spin ladder compound Ca 9 La 5 Cu 24 O 41 is shown for 4 different delay times between pump and probe beam. The left column shows the data, while the right column shows a 2-dimensional Gaussian fit to the data. Not all delay times are shown. In total, 10 delay times were measured, ranging from 0 to 180 ls, in steps of 20 ls. The temperature data are normalized in order to enhance the contrast at later times. The maximum temperature increase reached is 35 K. Fig. 6 shows the width of the fitted Gaussian as a function of delay time, extracted from the temperature profile parallel and perpendicular to the ladder. Fitting by the Gaussian one-dimensional model (Eq. (5)) is shown. The first datapoint is not considered in the fit because it is measured during the heating pulse. The thermal conductivities found are j k = 39 ± 3 W m À1 K À1 and j \ = 2.6 ± 0.5 W m À1 K À1 . temperature profiles, averaged over the y-direction, are presented in Fig. 8 for diffusion parallel and perpendicular to the ladder direction. A simulation using TransAT software for this evolution is shown for the direction parallel to the ladders in Fig. 9 . The initial conditions are a temperature of 300 K everywhere. The domain is 5 Â 5 Â 1 mm, and the minimum cell size is 0.6 lm (ladder direction) by 12 lm (perpendicular to ladder direction) by 0.6 lm (out of plane direction). In total, there are 265 Â 100 Â 60 cells. Time steps are 0.05 ms during heating and 0.01 ms after that. The thermal conductivity used parallel to the ladders is 34.5 W m À1 K À1 and perpendicular to the ladders 2.5 W m À1 K À1 . It is seen that the simulation reproduces the data quite well. From the time evolution data, the full width half maximum (FWHM) is extracted as a function of delay time, as shown in Fig. 10 . This is fitted with the Gaussian one-dimensional model (Eq. (5)). The first datapoint is not considered in the fit, because it is measured during heating. The fitted thermal conductivities are j k =34.5 ± 3 W m À1 K À1 and j \ =2.3 ± 0.5 W m À1 K À1 , respectively. In order to test the influence of surface roughness, the optical heating experiment was repeated on another sample from the same batch which was polished down to a surface roughness of about 1lm. For this sample, the thermal conductivity parallel to the ladders was about 40% lower than the value measured on the 20 nm RMS surface roughness, while perpendicular to the ladder it was about 60% lower, showing the role of surface scattering as a bottleneck for thermal diffusion at the surface. A possible explanation for the difference in measurements along surfaces with different roughness is the introduction of structural strain and/or static defects at the surface by polishing [29] .
Gold strip heating
Discussion
The thermal conductivity of the Ca 9 La 5 Cu 24 O 41 single crystal extracted from the present dynamic microthermal imaging experiment along the ladder is about 60% lower than the bulk value measured in a steady state experiment, which is 85 W m À1 K
À1
for a crystal from the same rod. However, for different dynamic bulk experiments, a similar reduced value of j k has been reported; the dynamic methods used being the 3x method [27] and the fluorescent flash method [28, 21] , which give a thermal conductivity between 40% and 60% lower than the static value. Since both surface and bulk measurements give comparable results, surface effects (defects or conduction by surface modes) cannot be invoked to explain the discrepancies observed, at least in the 20 nm RMS roughness samples. These findings might be explained, presently at a qualitative level only, by considering: (i) that along the ladder direction heat is carried by interacting magnons and phonons (ii) that in all the experiments considered heat is injected through the phonons subsystem only; moreover the different thermometric methods used are all mainly sensible to the phonon temperature only. Therefore, the magnon contribution to the thermal conductivity is detected only if, during diffusion, phonons manage to thermally equilibrate -at least partially -with the magnetic subsystem. Therefore, the contribution to the total, measured thermal conductivity is maximum (vanishing) when the thermalization time is much shorter (longer) than the diffusion times considered. This model has been already proposed to explain, albeit in a quantitative fashion, the extreme variations in thermal conductivity found in some bulk antiferromagnetic materials [13] . Here, the diffusion dynamics considered takes place within few hundreds of microseconds; in this interpretative framework, this seems to hint to a rather long magnon-phonon thermalization time, in the order of few hundreds of microseconds. These findings, if confirmed, would allow comparison to a numerical simulation using TransAT software is shown, which is performed using a thermal conductivity parallel to the ladders of 34.5 W m À1 K
.
to have access to the magnon-phonon thermalization dynamics by means of time resolved thermal transport measurements. It has been pointed out that low dimensional quantum magnets can be promising candidates to improve the heat management in microelectronics, due to their electrically insulating behavior and highly anisotropic thermal conduction as measured by steady state methods [8] . If heat is applied by means of short (i.e. tens of microsecond) pulses, however, the thermal conductivity is measured to be between 40% and 60% lower than under steady state conditions. Therefore, if a high value of the thermal conductivity is the main criterion, the magnetic (i.e. highly anisotropic) heat transport channel is best effective for slowly varying heat sources. However, if a large anisotropy is the most critical parameter, then this material suits application as a directional heat transport channel for quickly varying heat sources as well, the dynamic anisotropy still being around 15.
Conclusion
In conclusion, a time-resolved thermal imaging technique has been used to monitor heat diffusion along the surface in different directions in the spin ladder material Ca 9 La 5 Cu 24 O 41 . This material shows a highly anisotropic bulk thermal conductivity due to large uni-directional magnetic heat transport along the ladder structure. The thermal conductivity is measured using optical heating as well as using electrical heating. The results of both methods are in good agreement; 37 ± 3 W m À1 K À1 for the fast direction parallel to the ladders and 2.5 ± 0.5 W m À1 K À1 for the slow direction perpendicular to the ladders, respectively. The thermal conductivities in the fast and slow direction, measured in a dynamic way, are in agreement with other dynamic measurements in the bulk material. However, in the fast direction the dynamic thermal conductivity is about 60% lower than the steady state value. The highly anisotropic heat transport properties of this material, both in the bulk and along the surface, can potentially be applied in directional cooling of microelectronics. 
