Abstract: Early prediction of student performance helps to take action for better achievements of students. To achieve the better education standard, several attempts have been made to predict the performance of the student, but the prediction accuracy is not acceptable. To accomplish the enhanced prediction, neural network (NN) based method is proposed. In this paper, an approach to predict student academic performance in college education based on Lion-Wolf artificial neural network is proposed. Lion algorithm and Grey Wolf optimizer is integrated to develop a Lion-wolf training algorithm to find the optimal weight for every neuron in NN. The proposed prediction model is validated based on Mean Squared Error (MSE) & Root Mean Square Error (RMSE) with the existing NN based prediction model. The experimental results show that performance of proposed prediction model is improved compared to existing prediction model with MSE of 5.25 and RMSE of 2.3.
Introduction
The knowledge obtained through the application of Educational Data Mining (EDM) [2] [3] [4] [5] can be used for various things such as offer suggestions to academic planners in higher education institutes to enhance their decision-making process, take actions for underperforming students [6] [7] . Because of benefit provided to learners i.e. students, EDM has emerged as a state of art research area in recent years [2] [3] [4] [5] . Student performance prediction model is one of the oldest and significant applications provided by EDM. Performance prediction model relies on different factors [8] . Many of factors are considered for EDM. Some of them are society factors, school factors, college factors, individual factor, family factors and so on. However, the factors considered of prediction are not consistent [9] .For effective prediction of student performance model, all factors related to the student must be included [15] . In early years, Statistical Package for Social Sciences has been used for student performance prediction. Artificial Neural Networkbased prediction model came into the picture recently [10] [11] [12] . The NN-based (Neural Network), performance prediction models are considered as demographic background inputs to the model. NN based methods are developed to increase the prediction accuracy compared to the regressionbased prediction model.
The accuracy of NN-based modeling depends on training algorithm. Training algorithm in NN is considered as crucial since they will provide the right output for input based on neuron weight. And so, optimal weight selection for the training of NN is considered as an optimization problem. Many of Metaheuristic Optimization algorithms have been adapted for training ANN such as Genetic Algorithm, Cuckoo search, Firefly [13, 14] , etc. Even though they provide better output for corresponding input in prediction models, the accuracy is not adequate. The better accuracy can be obtained by the optimization algorithm with fast convergence, minimal complexity, speedy solution attainment, etc. The main objective of this paper is to predict one to eight-semester performances of college students. By predicting the semester performance of students in college education, the students with fewer semester marks can be taken with extra care providing or guiding the student for a better and safe future. For prediction with better accuracy, a new optimization algorithm based training algorithm has been developed in this paper.
The main contribution of this paper is given as follows:
Lion-Wolf training algorithm: Lion-Wolf Optimization algorithm is the main contribution of this work for optimal weight update in training algorithm of Neural Network for prediction of student semester marks in college education. LionWolf algorithm is the integration of Lion Optimization algorithm and Grey Wolf optimizer.
The organization of this paper is as follows; motivation for the research is provided in section 2 briefing literature and challenges. In section 3, proposed student performance prediction model is explained with neat block diagrams. The proposed Lion-Wolf training algorithm for NN is deliberated in section 4. The results and discussion of proposed student performance prediction model is presented in section 5. Finally, section 6 concludes the paper.
Motivation
In this section, the motivation for the research on student performance prediction model using the artificial neural network is presented.
Literature Survey
In this section, the literature of existing research papers related to student performance prediction model is discussed. Cristoba Romero et al. [21] have demonstrated a prediction model. The purpose of the prediction model was to predict the final performance of first-year students based on their participation in online discussion forums. They have used multiple linear regression models and SVM classifier for prediction. They found that data collected for prediction was limited so that generalization of prediction approach is not possible. Since the prediction is made based on clustering approach; it is tedious and time-consuming. S.B. Kotsiantis presented another regression method based prediction model in [2] . The purpose of prediction model was to predict student's marks in the distant learning system. The prediction performance was better compared to conventional regression method, but wide-ranging conclusions seemed to be a problem.
Other than regression model which uses clustering phenomena for performance prediction, Classifier and NN-based prediction model came into existence. BehrouzMinaei-Bidgoli et al. [3] have developed a prediction model based on multiple classifiers. The purpose of prediction model was student classification based on grade. The prediction performance was better compared to other classifier based approaches since multiple classifiers are combined. And also genetic algorithm was applied to weighting feature vectors aiding in enhanced prediction. Accuracy in the prediction of about 94% was obtained, but complexity in a combination of multiple classifiers such as Quadratic Bayesian classifier, 1-nearest neighbour (1-NN), k-nearest neighbour (k-NN), Parzen-window, multi-layer perceptron (MLP), and Decision Tree is not tolerable. The performance of multi-classifier approach decreases with increase in attribute selected for prediction.
Annika Wolff et al. [4] have applied decision tree classifier and SVM method for prediction of student performance. The purpose of prediction model was to identify the student who will benefit the tutor interventions. The decision classifier and SVM are integrated in a way for prediction with features as assessment scores. The attribute selection based on demographic, assessment data is indistinct aiding as a great compromise, but the complexity in prediction was not acceptable because of combined action of SVM and Decision tree classifiers. Another method incorporating decision tree classifier and naïve Bayes classifier was presented by Camilo.E. Lopez G et al. [5] . The purpose of prediction model was to predict low-performance students in first-year enrolments. The model used two classifier techniques, one for better understanding and other to quality assess the predicted data. They have obtained the prediction with accuracy ranging from 50-57%. The performance of enrolment based prediction approach decreases, when the enrollment data collected exceeds.
Also, Ernesto Pathros Ibarra García et al. [6] have also focused on a prediction based on classifiers. The purpose of prediction model was to predict first-year student performance. They have used Naïve Bayes classifier for classification. And they attained the prediction with 70% classification accuracy. But the factor considered for prediction was limited.
Problem Definition
The problem formulation for student performance prediction model is reflected below. The utmost intention of the proposed student 

(1) where, N represent the number of data samples collected. From the collected data, the best features for the prediction are selected based on entropy measures. The entropy value for feature set is calculated and the feature factors with minimal entropy measure are selected as best feature. The best feature selected for prediction is given as,
where, M represents the best feature selected. The feature sets are given as input to the neural network to predict the semester performance. In a neural network, optimal weight for prediction is selected using proposed Lion-Wolf training algorithm. The solution vector representing the optimal weight of neuron in NN is given by,
The output of the proposed NN based prediction model is given by SEM1, SEM2, SEM3, SEM4, SEM5, SEM6, SEM7 and SEM8 are the marks of students in each semester.
Proposed Student Performance Prediction Model
In this section, detailed description about the proposed student performance prediction model is discussed. The overall block diagram of proposed prediction model is given in figure 1.
Data Collection
Data collection is the initial step in proposed prediction model. Data related to influential student factors such as individuality, environment, schooling, and family are collected.
For data collection, the questionnaire is initially prepared and distributed among the students and answers are collected. The students for data collection are selected from the different living areas such as village, town, city and metropolitan. Students are questioned with prepared questioned based on considered influencing factors related to family, schooling, family and environment. The answers to concerned questions are collected in excel sheet. In addition, academics of students on the topic of HSC and SSLC score are collected from mark sheets provided to college during admission. Based on necessity, parents are also questioned for data collection. Upon data collection, based on the requirement of NN, the collected data's are grouped into the input and the output variables. The input variables are selected based on four varying factors connected to the student. The input variables are collected based on a questionnaire, from student application cards, academic records, etc. These collected factors are transformed into a format suitable for network analysis. The output variables represent the performance of a student. The output variables are semester marks of conforming students. Based on collected input, the semester performance of the student in college is predicted using which the performance of underperforming students can be further improved. Assume that Xi represents data collected from students Ss .
Data selection
Data selection is the second step in proposed student performance prediction model. Data selection is the fundamental block of the prediction model since the complexity in prediction is avoided by selection of relevant features from bulk data sets. In data selection, best feature for prediction is selected based on entropy function. Best feature signifies unique feature for semester performance prediction in our approach. The data selection on application of entropy measures is discussed below; a) Entropy Function:
Entropy is a measure of information obtained when the outcome is observed [16] . Entropy is a measure of uncertainty of a random variable [17] . In this prediction model, certain feature or factors of respective students are selected based on entropy measure. Entropy value of each factor associated with students is calculated with respective to actual class values. The Shannon entropy [18] function is given by;
where, p is probability value. Here, entropy measure is calculated as attribute vs. class function. The attribute represents the feature factor of students and class represents a number of target output i.e. semester marks. For each of feature factors, entropy values are calculated and it can be described by;
where, Pi q is the probability of getting q th value from feature set. Xf is unique features selected. For all feature, entropy measure is calculated. Based on calculated measure values, feature factors with minimal entropy value are selected as the best feature for prediction of semester performance.
Prediction
The selected features Xf are given to neural network as input. In the neural network, based on given input semester marks of concerned students are predicted. The prediction of semester marks of concerned students is made based on ground truth values of collected student data. NN is a supervised predictor, based on provided knowledge, the semester marks of students are predicted by influencing factors. The predicted outputs of neural network are given by SEM 1, SEM 2, SEM 3, SEM 4, SEM 5, SEM 6, SEM 7 and SEM 8.
Design of Neural Network
The Artificial neural network designed for prediction of semester marks of college students is discussed in this section. ANN is models based on biological neural networks. It is one of noteworthy intelligent machine learning technique [19] . In this paper, data selected from collected data of students are used to predict semester performance of students.
Architecture
The architecture of proposed NN for student performance prediction model is presented in this section. In NN, neurons are organized into a sequence of layers. The NN consist of three types of layers; input layers, output layers, and hidden layers. The input layer is not a logical layer it only passes input and has neither input weights nor any activation functions. The NN used in our prediction model is feed forward network which activates the output function from the input layer to output layer. The Network architecture of proposed NN for semester mark prediction is shown in figure 2 . In figure 2 , n, h and m denotes the number of input neuron, hidden neuron and output neuron in input, hidden and output layer respectively. Wpr is input weight, and Wpr is hidden weight matrices in networks. XF is input factors selected for a neural network which is passed on to the input layer. A is input vector of the network, H is output vector of hidden layer and B is output vector of the network. θ is a bias of hidden and output layers. Determination of a number of neurons and number of layers in a neural network is the initial step. It is considered important because if smaller the neurons and layers in the network, the processing ability of network are low. Similarly, if a number of neurons and layers is large, training time of network slow down. Either increase or decrease in neuron and layer affects network performance. In the proposed prediction approach, the number of hidden layers and number of neurons is adjusted and selected based on experimentation i.e. network with better prediction.
The information flows only in forward direction, the output of hidden neuron can be described by; (14) Where, n denotes the number of inputs to network, m denotes the number of FNN outputs, C is target value, and B is the actual response of NN. In proposed student performance prediction model, NN predicts the semester performance of student, so output of NN is represented by; 
Training algorithm
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Lion-Wolf Optimization algorithm
In this section, proposed Lion-Wolf optimization algorithm for neural network training is deliberated. Lion-Wolf optimization algorithm is developed by integrating Grey Wolf optimizer [20] and Lion optimization algorithm [1] . The proposed optimization algorithm is majorly based on grey wolf optimizer, but the position update of grey wolf optimizer is hybridized with lion optimization algorithm increasing convergence rate and avoiding the local optimal problem. Grey wolf optimizer is a metaheuristic optimization algorithm which is based on leadership behaviors of grey wolf [20] . The hunting behavior of the grey wolf is used for optimization. The concept of prey hunting is extended in search space for best solution attainment which is nothing but the prey.
a) Solution Encoding
In proposed Lion-Wolf optimization algorithm, the solution is grey wolf population. The possible solution is represented in solution encoding. The grey wolf population represents vectors of neuron weight for training. The length of solution i.e. number of grey wolfs population is equal to a number of weights required in training of NN. Let W be grey wolf population, and o be the number of grey wolfs. (17) Where, n is a number of input, m is a number of output, C is the desired response value of NN and B is the actual response of NN for considered solution vector. For all solution in grey wolf population, MSE is calculated and solution with best fitness i.e. which has response equal to that of desired response is chosen optimal weight.
c) Lion-Wolf training algorithm
The steps involved in proposed Lion-Wolf optimization algorithm is discussed below;
Each solution in grey wolf population represents solution vector containing weights for the training of algorithm. Optimal weight for training which produces target output of NN is intended. Optimization using Lion-Wolf Optimization algorithm selects the optimal weight. The position and solution update of Lion-Wolf optimization algorithm updates solution vector over consecutive iterations.
Step (19) Where, r1 and r2 are random vectors in the interval [0, 1] . In addition, a number of iterations (Nmax) for optimization is also initialized.
Step 2. Population Initialization
Primarily, the grey wolf population is initialized randomly. The grey wolf population is represented by;
where, U represents the size of the population.
Step 3. Fitness Calculation
For each of search agents in grey wolf population, fitness is calculated using the fitness equation given in fitness evaluation section. Based on the fitness values, the first three best solutions are considered as;
; ; (21) Where, alpha, beta and dela wolfs are the top three grey wolfs sorted according to the fitness function.
Step 4. Lion Fusion
To further reduce the local optimal problem in grey wolf optimizer, fertility evaluation of lion optimization algorithm is fused with GWO. 
Omega search agents in grey wolf population are position updated based on the position of search agents alpha, beta, and gamma. The position updation formula proposed in this optimization algorithm is given by;
Where, 
Where, D is based on encircling behavior of grey wolf and it is given by; 
Results and discussion
The result and discussion of proposed student performance prediction model is discussed in this section.
a) Experimental Setup
The experimentation of proposed student performance prediction model predicting student semester marks in college is performed in a personal computer with the following specification; i) Windows 8 Operating System ii) Intel Core i-3 processor iii) 2GB Physical memory. The software tool used for implementation of proposed student performance prediction model is Weka in Java.
b) Performance Measures
The performance measures considered for performance evaluation are Mean Squared Error and Root Mean Squared Error.
c) Comparative Methods
The performance validation of proposed student performance prediction model is compared to existing ANN based student performance prediction model using optimization algorithms such as genetic algorithm, Grey Wolf optimizer, and Lion Optimization algorithm as training algorithm.
Performance Evaluation
The performance evaluation of proposed student performance prediction model is presented in this section. The performance of proposed NN in student performance prediction model is validated over comparative method using MSE and RMSE measure. i) Analysis based on varying percentage of training data Figure 3 depicts analysis based on varying percentage of training data. The analysis curve is a plot between the percentage of training data and MSE &RMSE as depicted in figure 3a and 3b respectively. The experimentation for varying percentage of training data is performed with 30 features and one hidden layer. With 60%of training data to the network, existing GA, GWO, and LION attained MSE value of 9.125, 9.575, and 9.125 respectively, whereas the proposed LION-WOLF attained the MSE value of 8.625 which is lower compared to the existing system. Lower the MSE value better the performance of NN in the prediction of student performance. With the increase in the percentage of training data, the MSE value of comparative system decreases. However, MSE value of proposed LION-WOLF is lower than all other comparative systems at 70%, 80% and 90% of training data. Moreover, with 60% of training data, RMSE value attained by GA, GWO and LION is 3, 3.1 and 3.02 respectively, whereas the RMSE value attained by proposed LION-WOLF is 2.9 which is lower than RMSE value of existing systems. Similarly, for 70% of training data, existing GA, GWO and LION achieved RMSE value of 2.9 respectively which is greater than RMSE value 2.6 attained by LION-WOLF. The best case MSE value of 5.25 is attained by proposed LION-WOLF with 90% of training data and best case RMSE value of 2.3 is attained by proposed LION-WOLF with 90% of training data. From the analysis, it is clear that proposed LION-WOLF perform well for a different percentage of training data, thereby abetting in enhanced performance prediction of students. From the figure 3, the proposed Lion-wolf outperformed the existing methods by showing the minimum MSE and RMSE. The reason for improvement happened for the lower percentage of training data and also higher percentage. This performance is achieved due to the better convergence of the Lion-wolf algorithm by finding the training weights shortly. The inclusion of Lion based weight update finds the training weights accurately so that the training required for the neural network requires less time and thereby improve the result.
ii) Analysis based on varying hidden layers
The experimentation for analysis over varying the hidden layers in the network is performed with 60% of training data and 30 features. Figure 4 represents analysis for varying number of hidden layers. The evaluation based on MSE measure is depicted in figure 4a , and RMSE measure is depicted in figure 4b . At the same instance, proposed LION-WOLF achieved the MSE value of 8.625 which is lower than the value attained by existing systems. With 3 hidden layers in NN, the MSE value of 8.125 is attained by proposed LION-WOLF, whereas the existing GA, GWO and LION reached MSE value of 8.875, 9.125 and 8.75 respectively. The best case MSE value of 8.125 is attained by proposed LION-WOLF with hidden layer size 3 and 4 respectively. The worst case MSE value of 9.575 is attained by GWO with hidden layer size 1 and 2 respectively. Consequently, in NN with one hidden layer, the existing GA, GWO and LION achieved the RMSE value of 3, 3.1 and 3 respectively, whereas proposed LION-WOLF attained RMSE value of 2.9 which is lower than the value reached by existing systems. Similarly, with a hidden layer of size 2, the proposed LION-WOLF attained RMSE value of 2.9, but existing GA, GWO and Lion attained the RMSE value of 3, 3.1 and 3 respectively. The best case RMSE value of 2.8 is achieved by proposed LION-WOLF in NN with 3 and 4 hidden layers respectively GWO achieves the worst case RMSE value of 3.1 with 1 and 2 hidden layers. From the analysis, it is clear that proposed LION-WOLF perform well with the decrease in a number of hidden layers. However it is better compared to existing systems. When the performance is analyzed through the hidden layers, the proposed Lion-Wolf shows the better performance for lower and higher hidden layers. This performance improvement happened due to the useful finding of the training weights by the proposed training algorithm. The fusion of Lion formula into the grey wolf optimization improves the convergence and thereby the training error was reduced. The better performance in training by the proposed algorithm shows the good performance in the semester mark prediction.
Conclusion
This research work presented in this paper was an attempt to predict the semester performance of college students using learning capability of artificial neural network. The proposed prediction model was developed based on some input variables related to individual, schooling, environmental and family factors of students in which best factor for prediction is selected using entropy function. The selected features were given to Lion-Wolf NN for prediction of semester marks. Lion-Wolf Optimization algorithm was proposed for the training of neural network for optimal weight selection. The experimentation of proposed student performance prediction model was validated over existing training algorithm. The prediction results show that potential efficacy of proposed Lion-Wolf NN as a prediction tool was superior compared to existing ANN based student performance prediction model with minimal MSE of 5.25 and minimal RMSE of 2.3. In future, the training of neural network can be improved by including various objective functions instead of a mean square error.
