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I. INTRODUCTION
The goal of acoustic travel-time tomography is to reconstruct physical properties of the medium given the coordinates of speakers and microphones and the travel times of sound impulses propagating through the medium. In tomography of the atmosphere, the medium properties of interest are the temperature and wind velocity fields within an area (two-dimensional problem) [1] [2] [3] [4] [5] [6] or volume (three-dimensional problem). 7, 8 Mathematically, this problem belongs to the class of ill-posed problems; namely, the solution may not be unique for a given set of data. For example, some wind velocity fields with non-zero divergence (i.e., with volume sources or sinks) may not affect travel times along the sound propagation paths. [9] [10] [11] [12] Moreover, there may exist temperature and wind velocity fluctuations that are too small to be resolved, given the spatial sampling of the available paths. Such fields are undetectable by travel-time tomography without supplementary data and are not considered in this paper.
The need to properly estimate and eliminate systematic errors is encountered in many disciplines. Estimation algorithms can be grouped into two categories: (1) algorithms for the estimation and prediction of the systematic errors owing to incompleteness of the numerical model of a physical phenomena being modeled [13] [14] [15] [16] and (2) statistical algorithms for the systematic errors in the measured data. 17, 18 The focus of this paper is on the second category, when reconstruction of the atmospheric fields is done using travel-time tomography.
In acoustic tomography experiments, the transducers' coordinates and the travel times of sound propagation between speakers and microphones should be measured accurately. The travel-time measurements include assessment of the time delays in electronic circuits and mechanical hardware (e.g., drivers and microphones) of a tomography array. References 4 and 5 already discussed the effect of random errors in the travel times on the tomographic reconstruction. The present paper considers systematic errors in the travel times that may be significantly larger than random errors and, thus, can significantly affect the quality of the reconstruction of temperature and wind velocity fields.
Several factors can contribute to the systematic errors in the travel-time measurements of acoustic tomography of the atmosphere. First, the systematic errors are caused by the errors in measurements of the time delays of signal propagation in hardware and electronic circuits of the tomography array and errors in synchronization of the transmitted and recorded signals. For example, if synchronization is done using the computer operating system, the corresponding systematic error can be of order 1 ms. Second, the errors in transducers coordinates can be as large as 30 cm. These errors are equivalent to the systematic errors in the travel times of 0.9 ms. Third, loudspeakers which are used in acoustic tomography are extended sources. To simplify a tomography experiment with many speakers and microphones (or if a tomography array needs to be assembled quickly), a) Author to whom correspondence should be addressed. Electronic mail:
sergey.n.vecherin@usace.army.mil this fact can be ignored in the mathematical formulation and loudspeakers can be considered as point sources. This approximation can result in the systematic errors of the coordinates of the effective point sources of order 1 m, which is equivalent to 3 ms. Finally, there might be other sources of systematic errors which are difficult to identify but which can be as large as those mentioned above. The systematic errors might slowly change in time because of changing conditions in electronic circuits, mechanical hardware, and the positions of transducers. The importance of error analysis in tomography problems is well understood and the assessments of their influence on the reconstructions are available. 2, 13, [19] [20] [21] The current paper is focused on the techniques to mitigate these errors, which despite all efforts for their elimination are still present in the data. The paper describes two algorithms for an explicit assessment of the systematic errors from the corrupted travel-time measurements and discusses the effect of these systematic errors on the quality of the reconstruction. First, the algorithms are tested on numerically simulated temperature and wind velocity fields using large eddy simulation (LES). 22 Then, by applying the algorithms to experimental data obtained at the Boulder Atmospheric Observatory (BAO), 23 the paper shows how the algorithms can improve tomographic reconstructions.
II. PROBLEM STATEMENT
The basic equation for the reconstruction of temperature and wind velocity fields can be found, for example, in Refs. 4 and 7. In particular, the two-dimensional, linearized problem is described by the following equation:
where t tr i is the travel time along the ith sound propagation path; i ¼ 1, 2,…, I; t is the time at which the measurement was performed; L i is the length of the ith path; c 0 is the spatial mean sound speed in the motionless medium; u 0 and v 0 are the x and y Cartesian components of the spatial mean two-dimensional wind velocity; u i is the angle between the positive direction of the x axis and the direction of the ith path; and e i represents the random errors in measurements of the travel times. In Eq. (1), F accounts for travel-time contributions caused by fluctuations of the temperature T(r, t) and wind velocity [u(r, t), v(r, t)] in the tomographic area relative to T 0 and c 0 , respectively, 
where r ¼ (x, y) is the two-dimensional space vector, the integration is implemented along the ray path, and T 0 is the spatial mean temperature related to c 0 by a formula c 2 0 ¼ cR a T 0 with c % 1.40 being the ratio of the specific heats and R a % 287.058 J/(kg K) being the specific gas constant for dry air. The formulation given by Eqs. (1) and (2) assumes straight-line sound propagation, which is valid if the vertical gradients of temperature and wind magnitude are small, so that the rays belong to a single plane, and the total wind fields and temperature fluctuations much smaller than the mean sound speed and mean temperature, respectively: T av ffi T th ð1 þ 0:511qÞ, where q is the specific humidity of air. As discussed in Refs. 9-12, for a unique reconstruction of u(r, t), and v(r, t), we shall assume that their sources and sinks are negligible at each time t, that is @uðr; tÞ=@x þ @vðr; tÞ=@y % 0. The actual assumption employed in LES is @uðr; tÞ=@x þ @vðr; tÞ=@y þ @wðr; tÞ=@z ¼ 0, as valid for an incompressible, three-dimensional fluid. The analysis of the LES fields used in this paper corroborated validity of the small two-dimensional divergence assumption. The reconstruction of the temperature and wind velocity fields can be implemented in two stages, as proposed in Ref. 4 . First, the mean values of the sound speed and wind velocity components are reconstructed via the least-squares fit using Eq. (1) with the F(t) term omitted. This reconstruction will be called "Algorithm 1" in this paper. Estimation of the variance of the reconstruction errors due to measurement errors e i is implemented by a standard error estimation technique 25 that assumes independence of the measurement errors, both in repeated measurements for the same sound path and between any two paths. Then, the F(t) term is calculated using Eq. (1), which enters as the input data in the left-hand side of Eq. (2) for the reconstruction of the temperature and wind velocity fluctuations using the timedependent stochastic inversion (TDSI) algorithm. [4] [5] [6] [7] The advantage of TDSI, compared to other inverse techniques, is that it uses data measured multiple times to reconstruct the fluctuations at one particular time (effectively increasing the amount of data), incorporating known spatial-temporal correlations of the fluctuations into the reconstruction.
The problem with Algorithm 1 is that the travel times t tr i
can be corrupted by the systematic errors d i which are constant or slowly changing in time and might be different for each path i. There are two principal distinctions between systematic and random errors. First, systematic errors are constant (or vary slowly) from one measurement to another while random errors are independent and have zero mathematical expectation. Second, their magnitudes might be larger than that of e i . As demonstrated in Sec. IV, large systematic errors in the travel times make the reconstruction of temperature and wind velocity impossible. The goal of this paper is to investigate whether these systematic errors in the travel times can be explicitly estimated from the measurements and, consequently, eliminated from the data.
III. METHOD
Our procedure for estimating systematic errors assumes that these errors are constant in a series of repeated measurements of the travel times during some time interval Dt. It is assumed that systematic errors with a weak trend can also be treated this way, if they are nearly constant during the interval of data measurements Dt, which was equal to 10 s in the outdoor and numerical experiments. Let d i be a systematic error in the ith ray. Then, Eq. (1) can be recast as
Unlike Eq. (1), the mean values c 0 , u 0 , and v 0 , as well as the errors d i , are considered as constants during the time interval
Dt for which Eq. (3) is applied. This does not introduce any additional errors or inconsistencies in the reconstruction algorithm outlined above. The only difference is that the mean values c 0 , u 0 , and v 0 are now not instantaneous spatial mean values but the spatial-temporal mean values over the tomographic area defined by the tomographic setup and over the time interval Dt. This, of course, changes the estimation of F(t) and, consequently, the reconstructed temperature and wind velocity fluctuations. As before, the reconstruction of these mean values is implemented by neglecting the fluctuation term F(t) in Eq. (3). However, unlike the original Algorithm 1, the mean values are estimated simultaneously with the unknown systematic errors d i , using the leastsquares fit. Such an idea was exploited in underwater acoustic tomography in a variety of reconstruction techniques. [26] [27] [28] This reconstruction will be referred to as "Algorithm 2." Note that one needs to use data from several measurements to make the problem over determined. Indeed, a set of traveltime measurements implemented at some time t 1 2 Dt has I data and I þ 3 unknowns (c 0 , u 0 , v 0 , and all d i 's). Using data from another consecutive measurement at t 2 2 Dt, one has 2I data and still I þ 3 unknowns. Thus, for I > 3, one should use at least two data sets acquired at two different times. To increase the robustness and reduce the errors of the estimation, more data can be used. The reconstruction of the fluctuations is then performed by the TDSI algorithm, as before. In the next section, the proposed method is studied in numerical experiments with simulated temperature and wind velocity fields.
IV. NUMERICAL STUDY
For this study, atmospheric temperature and wind velocity fields were created using LES 22 that represents realistic atmospheric fields. In LES, the Navier-Stokes equations are solved numerically for relatively large spatial scales (in our case, larger than 4 m), while the fields at smaller scales are parameterized depending on the regime of the atmosphere and ground conditions. In the present study, a twodimensional slice (at a height of 13.75 m) of the fields corresponding to a typical unstable atmosphere over a homogeneous ground was used. The frozen turbulence hypothesis 29, 30 was used to create temporal evolution of turbulence from the two-dimensional slice of the LES fields. According to this hypothesis, turbulence translates, without distortion, at a constant advection velocity. In our numerical simulations, the advection velocity was set to have Cartesian components of (4, 4) m/s. These time-dependent fields allowed us to calculate travel times t tr i for different times t simulating physical measurements. A realization of the temperature and wind velocity fields to be reconstructed and the tomographic setup are shown in Fig. 1 . Black streamlines with arrows in Fig.  1(a) indicate the direction of wind. Figures 1(b) and 1(c) depict the components of the wind velocity, u 0 þ u and v 0 þ v, respectively. Figure 1(d) shows the tomographic setup consisting of five microphones and three speakers. This figure is a view from above on the BAO acoustic tomography array. For a single scan, the setup provides 15 travel times corresponding to 15 rays. The travel times t tr i corresponding to the fields in Fig. 1 are shown in Fig. 2(a) versus the index i of a particular path. In the numerical simulations, the contributions to the travel times due to fluctuations [i.e., the term F in Eqs. (1)- (3)] were on the order of 64 ms. To be able to reconstruct the fluctuations, we need the accuracy of their measurements to be less than 10%. That is, a threshold of 0.4 ms was imposed as the acceptable error magnitude in travel times. Since the experimental setup at BAO was supposed to provide this accuracy, this value is also a threshold for deciding whether systematic errors are present in the data. The following cases are considered to investigate whether large but constant systematic errors can be effectively estimated and eliminated from the data.
A. Case 1
There are no systematic errors in the data. This case illustrates the situation when the data processing algorithm assumes the presence of the systematic errors, the leastsquares fit is based on Eq. (3), but there are no systematic errors in reality. As shown in Fig. 2(b) , the least-squares fit (Algorithm 2) yields artifact systematic errors (circles) ranging from À0.20 ms to 0.23 ms. For this estimate, travel times from five consecutive scans were used, providing 75 data points. As one can see in Table I , despite spurious reconstructed systematic errors, the reconstruction of the mean fields is accurate, as good as by the original Algorithm 1 designed for no systematic error reconstruction. Both algorithms yield close values and comparable estimated errors of the reconstruction.
B. Case 2
There is a systematic error in a single ray. For this case, a constant systematic error of 10 ms was added to the travel time of the sound impulse propagating along the third path, i ¼ 3, which introduces a 5% error in the travel time. Note Figure 3 (a) depicts the actual systematic errors (asterisks) and the estimated systematic errors obtained with Algorithm 2 (circles), assuming that the errors exist for each ray. As one can see from Fig. 3(a) , this algorithm does not provide a reliable estimate. Namely, the systematic error in a single ray causes spurious reconstructed systematic errors in all rays. Although the third (true) error is the largest, 7.2 ms, this is not a good estimation of the actual 10 ms error; their discrepancy is significantly larger than the imposed threshold of 0.4 ms. Additionally, the other errors are not of negligible magnitudes, ranging from À3.2 ms to 1.0 ms. Moreover, the mean field reconstructions by both algorithms become inaccurate; see "Algorithm 1" and "Algorithm 2" in Table II . The discrepancy between the actual and reconstructed mean fields is as large as 2.7 C, 1.1 m/s, and 2.6 m/s for Algorithm 1 and 3.6 C, 1.2 m/s, and 3.0 m/s for Algorithm 2. Note that the estimated reconstruction errors in the Algorithm 1 have increased by 1 order of magnitude in comparison with case 1 when the travel times were error free. Therefore, such large estimated errors can serve as indicators of the presence of systematic errors in the data.
To mitigate these problems, we propose a refined reconstruction, referred to as "Algorithm 3" hereafter. The idea is to use the results of the Algorithm 2 to determine which paths actually have the errors. Judging from Fig. 3(a) , the largest estimated error occurs in the third path. Now, the leastsquares estimation can be repeated analogously to Algorithm 2 with systematic errors, appearing in Eq. (3), but only a single systematic error is accounted for in the third path. The systematic errors of a reconstruction refined in this manner are shown in Fig. 3(a) by squares, and the reconstructed mean fields are shown in Table II . The refined reconstruction yields significantly better results. First, the estimated error in the third ray is 10.2 ms, which is very close to the actual value of 10 ms, with the discrepancy below the 0.4 ms threshold. Second, the mean field values are significantly better than in the two previous algorithms. The differences between the actual and reconstructed fields are small: 0.14 C, 0.1 m/s, and 0.1 m/s. The estimated reconstruction errors have also decreased as compared to the original reconstruction by Algorithm 1. To validate the refined reconstruction approach (Algorithm 3), let us consider the following case.
C. Case 3
There are distinct systematic errors in two rays. The systematic errors of 10 and 15 ms were added to the third and ninth rays, respectively, which corresponds to the 5.0% and 6.5% relative errors in the third and ninth travel times. Figure  3 TABLE II. Mean field reconstructions with a single systematic error. "Algorithm 1" and "Algorithm 2" refer to the algorithms, without systematic errors and assuming systematic errors in all paths, respectively. "Algorithm 3" refers to the refined estimation algorithm, assuming a systematic error in ray 3. squares) systematic errors. As in Fig. 3(a) , the circles stand for Algorithm 2 (the two largest estimates indicating the path indices with the systematic errors); and the squares depict the refined reconstruction of the systematic errors. Similarly to case 2, the refined reconstruction yields very accurate estimations: 10.2 ms for the actual 10 ms in the third travel time, and 15.0 ms for the actual 15 ms in the ninth travel time. The reconstruction of the mean fields by the three algorithms is summarized in Table III estimates. In contrast, Algorithm 3 yields not only the correct systematic errors but also accurate reconstructions of the mean fields (see Table III ). Moreover, the reconstruction of the fluctuations and, thus, complete fields (Fig. 4 ) from these distorted data using the refined mean field reconstruction is also very good despite mismatched eddy distributions of the temperature field: Comparison of Fig. 1 and Fig 
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D. Case 4
There are systematic errors in all rays. For this case, systematic errors randomly distributed in the range [À5, 5] ms were added to all travel times, introducing relative errors in the travel times ranging from 0.2% to 4%. Note that Algorithm 3, in this case, coincides with Algorithm 2. The actual and reconstructed systematic errors are shown in Fig.  5(a) . None of the errors are reconstructed accurately enough resulting in a spurious reconstruction of the mean fields; see Table IV , rows "Alg. 1, large errors" and "Alg. 2, large errors." These results can be summarized as follows: If all input data to a reconstruction algorithm have large unknown systematic errors, as in the considered case 4, the correct reconstruction is impossible. However, if systematic errors are of small magnitude, this somewhat improves the situation. Figure 5 (b) shows actual and reconstructed systematic errors when the actual ones are in the range [À1, 1] ms (relative errors in the travel times do not exceed 1.2%). In this case, the reconstruction of the mean fields becomes better, as one can see in Table IV , "Alg. 1, small errors" and "Alg. 2, small errors" rows. Note that Algorithm 2 yields slightly better estimations than the original Algorithm 1.
From the considered cases, we conclude that systematic errors in several, but not all, travel times can be successfully detected and eliminated by the refined reconstruction technique, Algorithm 3. Large estimated errors in the mean field reconstructions obtained by the original Algorithm 1 indicate possible presence of systematic errors in the data. If systematic errors are present in all data, their accurate estimation and mean field reconstruction are, generally, impossible. However, for small systematic errors, Algorithm 2 may provide better reconstruction of the mean fields than the original Algorithm 1.
Algorithms 1, 2, and 3 were also used in numerical analysis of the systematic errors for other LES fields corresponding to different snapshots of an unstable atmosphere, a very unstable atmosphere, and a neutral atmosphere. The results supported the tendencies described above. For example, Table V shows the mean field reconstructions for all cases studied above for very unstable LES, depicted in Figs. 6(a), 6(b), and 6(c). One can observe the same features as for the unstable LES: For errors in a single path and two paths, Algorithm 3 outperforms both Algorithm 1 and Algorithm 2. If large (65 ms) errors are present in all paths, then all algorithms fail to reconstruct the fields. However, if the errors are small (61 ms), the reconstruction converges to the actual fields, and Algorithm 2 slightly outperforms Algorithm 1.
These features are also clearly seen in Fig. 6 . Figures  6(d), 6 (e), and 6(f) depict failed reconstructions of temperature Fig. 6(d) , is also significantly distorted. In contrast, using travel times obtained with Algorithm 3, the reconstructions become relatively accurate, see Figs. 6(g), 6(h), and 6(i). The magnitudes of all fields are slightly underestimated, but the main features of the actual fields are captured correctly. For example, in Fig. 6(g) , the locations and shapes of the two eddies are correctly estimated with respect to the actual temperature field shown in Fig. 6(a) . The similarity of the wind velocity components is less obvious, but the locations of "fast" and "slow" eddies and their orientation are captured with the discrepancy in the wind velocity magnitude of approximately 0.3-0.4 m/s.
V. EXPERIMENTAL DATA
We now apply results from the previous section to experimental data obtained at the BAO. The experiment was conducted on 9 July 2008, 21:32 UTC at the BAO. Eight bend-over towers with three speakers and five microphones were located at a height of 9 m, at positions shown in Fig. 1(d) . The systematic errors in the travel times during this experiment might have been caused by errors in time delays estimates and transducers' coordinates that were not measured at the time of the experiment. (Such measurements are costly, are time consuming, and are done at the BAO tomography array only from time to time). Furthermore, after a previous experiment, the towers of the BAO array were bent over and then elevated again so that the measured transducer's coordinates might not exactly coincide with those during the experiment. Thus, the experiment on 9 July 2008 presents a good opportunity to study the reconstruction of temperature and wind velocity fields in the presence of possible systematic errors in the travel times. Table VI shows the mean field reconstructions by Algorithm 1 and Algorithm 3. Figures 7(a) , 7(c), and 7(e) depict the full reconstructed temperature and wind velocity component fields, respectively. As one can see, the reconstruction by the original algorithm looks unrealistic. First, the ranges of variations are [23.0, 25.6] C for the temperature field and [À4.0, 2.5] m/s and [À2.60, 1.55] m/s for the wind velocity components, which seem implausibly large for the 80 m by 80 m tomography area. Second, the wind flow depicted by black lines in Fig. 7(a) is dramatically curled, which also appears unrealistic. This is reminiscent of Figs. 4(a), 4(c), and 4(e), indicating possible presence of the systematic errors in the measured travel times. Figure 8 presents an analysis of systematic errors. The assessment of systematic errors assuming that they are present along all paths (Algorithm 2) are shown in Fig. 8(a) . A more detailed analysis reveals that only six errors, corresponding to paths 5, 8, 10, 11, 12, and 15, have relatively large magnitudes, larger than 0.4 ms. Following the numerical case studies, the refined reconstruction by Algorithm 3 was implemented for more accurate systematic error assessments in these paths, whereas the systematic errors along other ray paths were set to zeros. The systematic errors for this reconstruction are shown in Fig. 8(b) . The mean field reconstruction by Algorithm 3 is shown in Table VI, m/s and [À1.78, À0.55] m/s for the wind velocity components, which is more realistic. Also, the reconstructed air flow becomes more realistic; see Fig. 7 
(d).
Other acoustic tomography experiments at the BAO conducted at different meteo conditions (day, night, and distinct dates) were also processed. The results obtained were similar to those presented above, namely, the expected errors decreased using Algorithms 2 and 3, and the reconstructed fields had plausible ranges of variability. 
VI. SUMMARY AND CONCLUSIONS
Systematic errors in measured travel times can significantly distort tomographic reconstructions. This paper studied two algorithms aimed at assessing systematic errors present in the data. Simultaneous reconstruction of the fields and systematic errors, as considered previously in underwater acoustic tomography, [26] [27] [28] was performed. The numerical study suggests that it can be done successfully only if the systematic errors are present in a few, but not all, of the measured travel times. If all travel times are corrupted, a good reconstruction is generally impossible unless the systematic errors in travel times are small, on the order of 1% relative to travel times in the considered experiments. Based on these observations, we proposed the algorithm for refining reconstructions. The initial systematic error estimates obtained with Algorithm 2 are used to indicate the path indices where the systematic errors are likely to be present. Then, using this information, systematic errors, as large as 6%, as considered in case 3 of the numerical study, and TABLE VI. Mean field reconstructions for experimental data. "Algorithm 1" and "Algorithm 3" refer to the algorithms without systematic errors and the refined reconstruction, respectively. mean fields can be estimated more accurately by setting the remaining errors to zero (Algorithm 3). The developed algorithms were studied numerically on several LES data sets corresponding to very unstable, unstable, and neutral atmosphere, and then applied to experimental data acquired at different conditions (day and night), although typical results and observed trends pertinent to two numerical and outdoor data sets were reported in the paper. The results obtained showed that expected errors decrease remarkably in the numerical and outdoor experiments and the reconstructions became more plausible, in the meaningful physical ranges for a given stability regime in the atmosphere.
As the suggested algorithms for assessment and elimination of systematic errors are general, they can be applied for other outdoor 31 and indoor 32 acoustic tomography arrays. However, particular results of this approach might depend on the geometry of the transducers' locations in a tomography array. Therefore, further studies are necessary to assess effects for different arrays, their geometry and sizes, and fraction of the error-free measurements for successful application of the considered algorithms.
