INTRODUCTION
The wind is a renewable energy source whose role is very important for the sustainability of renewable energy in the world [1] . Turbine efficiency is one of the main factors to sustain renewable energy. In general, there are already parameter settings in wind turbines so that the power produced is optimal, including variable-speed variable-pitch [2] . Another thing is by regulating the movement of the yaw turbine [3] , this rectification can be done by the method of fixed, passive and active yaw.
Active control of axis movement yaw in wind turbines has been discussed by several previous studies [4] , [5] achieving desired stability and accuracy. Some motion control approaches adapt various control methods such as Fuzzy Logic [4] , and Fuzzy-PID [5] . The direction of the wind in an area can create a very random pattern of direction [6] so that it can endanger the turbines.
Artificial intelligence, one of which is artificial neural networks (ANN) can be trained by feeding training data to produce predictions and understand complex patterns in a system. The use of artificial intelligence to predict wind speed and direction can reduce the tendency of wind direction changes that are too volatile over a short period of time, on the other hand this solution can also reduce the components needed by wind turbines namely Anemometer and Wind vane, which are not effective when used on medium and small turbines. Figure 1 describes the system of research to be conducted. The system consists of several parts, namely sensors, slaves to collect sensor data, the controller as the main controller to separate the data to compute predictions and run the control algorithm yaw, the drive circuit and the driving motor is summarized in a mechanism yaw turbine.
II. SYSTEM DESIGN AND METHODOLOGY

Fig. 1. Overview of System Design
A more detailed explanation of the system is in Figure 2 where each part is described in the workflow, the sensor system consists of several sensor elements including anemometer, wind vane, BME280, and RTC modules for time interruptions, then these values stored by the slave in micro sd which then the data will be used to train the ANN, the ANN model that meets the criteria is then stored in the main controller and will run predictions at intervals of one minute, or when given by the slave, the value is parsed then normalized and entered into the ANN model, the value that comes out must be denormalized so that the value is the same as the value before normalization and then a calculation is made to move the yaw. Figure 3 explains the process of training and making artificial neural networks (ANN) to produce predictive results that are close to the actual value. The first step is to collect sensor parameters data related to the wind direction with a certain time period, then the data is fed to the ANN that has been designed, then ANN will be tested using existing data and see errors that occur between the predicted results and the actual results, if the results if error is as minimum as possible then the trained ANN model is stored in the controller. In this design, the type of ANN that is used is Multilayer Perceptron (MLP) because the data to be predicted has a high level of non-linearity, if it is Single Layer Perceptron it is not possible to get such output. Based on reference [12] stated that the number of nodes in the hidden layer with forwarding approach method is two nodes and rules of thumb method instructs the number of nodes to be between the number of nodes input and number of output nodes, therefore the number of nodes in the hidden layer is two. The other parameters used to construct ANN are in Table 1 .
Design of ANN Algorithm
The sigmoid activation function is used because the sigmoid function output and the input range is between 0 to 1. Therefore, this is mainly used for models where we have to predict probabilities as outputs. Because the probability of everything only exists between a range of 0 and 1, sigmoid is the right choice. The error-index used to indicate the parameters of network success in predicting wind direction is the Mean Absolute Error (MAE), MAE measures the average magnitude of errors in a series of estimates, without considering the direction. MAE measures accuracy for continuous variables. The MAE is averaged above the verification sample of the absolute value of the difference between estimates and observations accordingly. MAE is a linear score which means that all individual differences are given the same weighted average. MAE is used in error calculations because of the value of the predicted results because the resulting value is a linear score. MAE is expressed with mathematical equations as follows.
Where. y j = value of predicted data 
Design of Yaw Control Algorithm
The working principle is explained in Figure 2 .5, starting with the reading of several sensors, namely humidity, pressure, and time later the data fed to the controller, the system in the controller will predict wind direction based on sensor input data and ANN models that have been trained before, after getting wind direction relative to the north pole direction of the earth then do the calculation of the number of pulses needed by the movers to go to the destination based on position the direction of the turbine at the time of prediction, after that the controller will send a signal to the driver and the results will be evaluated and if an error occurs then the compensation process will be carried out. 
Yaw Error Effect on Absorbing Wind Energy
Reference [28] states that the error yaw of ± 20 degrees is the greatest error tolerance is applied on wind turbines in the industry, Figure 2 .6 shows that the value of error yaw of the population of fewer than 20 degrees results in the best condition to absorb wind energy. 
III. TESTING RESULT
Parameter data are taken based on reference [13] that the parameters in Table 1 and Table 2 can be used to predict wind direction. The first dataset to be analyzed is derived from data acquisition sensor with a time interval of data retrieval for one minute for approximately one day, with a total of 1079 data and six parameters measured while data from NOAA has an interval of three hours with data retrieval for one year totaling 2205 data. Figure 7 shows the value of the relationship between parameters, the value is obtained by calculating the value of each parameter with other parameters using the Pearson coefficient which is expressed by.
Where:
The value of r is in the range 1 to -1 and y is the target parameter, and x is the variable parameter.
So that in Figure 8 shows that bright colors have a high correlation and dark colors have a high correlation also only in the opposite gradient
Analysis of Artificial Neural Networks
After the data preparation is done then the training process or training in ANN with the data that has been prepared, the parameters used in training ANN are as follows Table 4 . Batch values determine how much data input has entered before the weight value is updated. The results of the training plot show the value achieved by the data acquisition results is better with MAE = 0.0482 in training and 0.227 invalidations compared to using data from NOAA which has MAE = 0.2028 in training and 0.259 invalidations, this shows that the value data collection intervals affect the learning model carried out ANN. A comparison of the number of epochs used can be seen in Table 5 which shows that the value of epochs 60 has an optimum performance where the model does not show underfitting or overfitting. Predictive value compared with existing data values but has never been seen by an ANN so this value represents a case where the value which is predicted to be unprecedented, the validation data uses thirty percent of the overall data. The results of the graph in Figure 10 shows the predicted value approaching the target value at power fluctuations that are not high, when faced with data that rises rapidly or falls rapidly then the model has difficulty predicting the value that should be, Figure b indicates that high fluctuation values cannot be followed by the ANN model even though it has a tendency towards the expected target. The value MAE for the model with data acquisition is 9,924 while for NOAA data is 9,566.
Control Analysis Yaw
Motor Stepper testing is done by entering the value input using the serial monitor on the Arduino IDE. The input value is the number of steps desired on the motor to spin. Then the value is converted to units of degrees. The degree conversion is calculated to determine the number of steps that must be applied to the motor because stepper is used has a resolution of 1.8⁰. The step count is then converted to data type integer because the number of steps must be a non-decimal number. The test results of motor movement stepper can be seen in Table 6 Due to the results of predictions that sometimes show errors that are higher than the tolerance value (20 degrees) then it is decided to keep using the wind vane as a compensation for the inaccuracy of the predicted results, then the predictive value is used as the main reference in the control process, the value is combined with the previous position value and averaged with the equation.
= arctan ( , )
(
Where.
So we get the data in Table 7 . Table 7 shows that the predicted results are unlikely to change in a short time span while the position wind vane changed dramatically in a short period of time, by averaging the value of the old position, the predicted results and the value of the wind vane the optimal position value is achieved with the use of yaw movements to a minimum, with the average delta showing a small value for optimal control.
The process of processing sensor data certainly requires time and the process of movement of the yaw also takes time, therefore in this analysis, the processing time test is performed on the system shown in Table 8 . The experimental results in Table 8 show that the average time of processing data on the system is 0.4179 seconds, this shows that the data processing time is fast categorized based on the time interval of one-minute changes.
Further yaw movement time compared to the calculation of time should be, the formula for the speed of movement of the yaw can be expressed with.
= (6)
= angular velocity in (degrees / seconds) f = seconds / step v = step / degrees with. f = 0.01 seconds v = 0.05625 step / degree Then the value with an angular velocity of yaw 5.62 degrees/second is tested with the results in Table 9 . From the results of Table 9 , it is found that the average value of the time difference in the actual calculation and testing is 0.456 seconds with an angular velocity of 5.62 degrees/second. Load on yaw is calculated from the maximum force that can be held by the yaw turbine before, this analysis does not include the maximum wind speed value that can be held. For the calculation of the maximum force expressed with the following equation.
= sin (7)
Where r = Arm length (m) F = force acting on the propeller (N) = Angle deviation in yaw (degrees) If the stepping motor torque resistance value is 1.3 Nm and arm length is 13 cm, the maximum force that can occur in the blades is 10 N with a maximum angle deviation of 90 degrees.
After controlling the turbine yaw, rotor rotation data and wind speed are taken at the same time, controlling the yaw used is controlling hybrid (wind vane and prediction) and wind vane, with the results in Table 10 . Table 11 shows that the ratio value of the hybrid method is lower compared to using wind vane, but the value is very much influenced by the state of the wind at that time, so that deeper research is needed to see the effect of the two control methods on rotor speed. From the test results in Table 11 and Table 12 it is found that the rotor rotation value affects the wind speed value, and the longer the value of the ratio test it was found that the two different controls tend to go to the same value with the need for further analysis of the value of the long trial time.
IV. CONCLUSION
Based on the testing and analysis conducted, it can be concluded that. The artificial neural network that is built can predict the direction of the wind coming with a mean absolute error of 0.482 at one-minute data intervals in the training process, and 9,924 for testing results, while for data with three-hour intervals obtained the value of mean absolute error of 0.228 on a 9.566 in the training process and testing process. The yaw movement can be reduced using hybrid method and still resulting in a no-rpm loss. The yaw turbine movement obtained an average of 7 percent movement error against the setpoint to be achieved.
V. SUGGESTIONS
In this study the ANN that was built still produces a fairly high error, this is because the input parameters used are low, and the sensor used to acquire data is not a sensor commonly used in industry so the data obtained is not too accurate and precise, therefore it is recommended to use a sensor that has been tested with a variety of data collection time intervals and the number of input parameters that are reproduced.
