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1 Introduction
1.1 Preview
The central result of this paper is a combinatorial characterization of equiv-
alence classes of Pin− structures on a compact triangulated1 n-manifold M ,
possibly with boundary, as certain Z/4-valued ‘quadratic functions’ Q de-
fined on relative (n−1)-cocycles Zn−1(M,∂M ;Z/2). The function Q should
satisfy two conditions involving the ∪i products of Steenrod. Specifically,
we will prove the following.
CLAIM 1.1(P): Equivalence classes of Pin− structures on Mn are in canon-
ical bijective correspondence with functions
Q : Zn−1(M,∂M ;Z/2) → Z/4
that satisfy
Q(p+ q) = Q(p) +Q(q) + 2
∫
[M,∂M ]
p ∪n−2 q ∈ Z/4
1Throughout the paper, all manifolds are compact. By a triangulation, we mean an
ordered simplicial structure. See §1.3 for details. A Pin− structure for us means the Wu
class v2(M) is killed.
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and
Q(dc) = 2
∫
[M,∂M ]
Sq2c = 2
∫
[M,∂M ]
c ∪n−4 c+ c ∪n−3 dc ∈ Z/4.
We will refer to such Q as quadratic functions on M . The integrals take
values in Z/2, and the 2 in front of the integrals refers to the inclusion
Z/2→ Z/4. In §2.1 we will verify that the formula for Q(dc) depends only
on dc, not on c. We will also see that the two conditions on Q are consistent
for sums dc+ dc′.
When does such a quadratic Q exist? Taking c = 0 in the second condi-
tion, we see Q(0) = 0. Then taking dc = 0, that is, c ∈ Zn−2(M,∂M ;Z/2),
we see
0 = Q(0) = 2
∫
[M,∂M ]
c ∪n−4 c = 2〈Sq
2c, [M,∂M ]〉.
Thus M must satisfy v2(M) = 0, which is the condition that M admits
Pin− structures and which we now assume.
The characteristic class v2(M) coincides with w2 of the stable normal
bundle of M , which also coincides with w2 +w
2
1 of the tangent bundle. We
have no reason to get involved with the discussion of Pin+ structures, which
exist when w2 of the tangent bundle vanishes. Therefore, from here on we
will simply refer to a Pin− structure as a Pin structure.
If Mn is oriented, we will see that the values of such Q must lie in
2(Z/2) ⊂ Z/4. An oriented Pin manifold is a Spin manifold. In that case
we can restate the Claim in a slightly neater form.
CLAIM 1.1(S): Equivalence classes of Spin structures on an oriented mani-
fold Mn are in canonical bijective correspondence with functions
Q : Zn−1(M,∂M ;Z/2) → Z/2
that satisfy
Q(p+ q) = Q(p) +Q(q) +
∫
[M,∂M ]
p ∪n−2 q ∈ Z/2
and
Q(dc) =
∫
[M,∂M ]
Sq2c =
∫
[M,∂M ]
c ∪n−4 c+ c ∪n−3 dc ∈ Z/2.
3
Actually, the terminology of Spin and Pin structures is not so appro-
priate, since smoothness has nothing to do with these quadratic functions.
Manifold can mean PL manifold, or a more general space like a triangulated
homology manifold or a Poincare duality space. Any structure where killing
v2 makes sense is suitable, but we will continue to use the Spin and Pin
terminology.
If v2(M) = 0 then one can construct quadratic functions onM as follows.
We assume for now the details to be checked in §2.1 concerning the consis-
tency of the definition of quadratic functions. Use the second condition to
define Q(dc). If {pj} are cocycles representing a basis ofH
n−1(M,∂M ;Z/2),
then the values Q(pj) will determine all Q(p), using the quadratic condi-
tion. Taking p = q and using the fact that p ∪n−2 p = Sq
1p, we see that
M orientable actually forces 0 = Q(2p) = 2Q(p). The Q(pj) can then be
assigned arbitrarily in 2(Z/2) ⊂ Z/4. In the general Pin case, one can
still assign the values Q(pj) ∈ Z/4 arbitrarily, subject to the constraint
2Q(pj) = 2
∫
[M,∂M ] Sq
1pj ∈ Z/4. We will omit the easy but somewhat te-
dious verification that the construction here does define quadratic functions
on Zn−1(M,∂M ;Z/2).
A second Q′ differs from Q by a linear function Hn−1(M,∂M ;Z/2) →
Z/2. This means Q′(p) = Q(p)+ 2〈pa, [M,∂M ]〉, for some a ∈ H1(M ;Z/2).
The arguments here show that the existence and enumeration of quadratic
functions of cocycles on M does not depend on the choice of simplicial
structure. Note that if Q is a quadratic function then so is −Q. In fact
−Q(p) = Q(p) + 2Q(p) = Q(p) + 2
∫
[M,∂M ]
Sq1p = Q(p) + 2〈pv1, [M,∂M ]〉,
where v1 = w1 is the first Wu class and Stiefel-Whitney class of M .
If σ∗ denotes the cochains that are vector space duals of single (n − 2)-
simplices σ inM−∂M , then given the first quadratic condition onQ, the sec-
ond (somewhat mysterious) condition on Q(dc) is equivalent2 to Q(dσ∗) = 0,
all σ. The proof that Q(dσ∗) = 0 requires looking at the definition of the
n-cochains σ∗∪n−4σ
∗ and σ∗∪n−3dσ
∗ as a sum of products of evaluations of
σ∗ and dσ∗ on faces of an n-simplex. In fact, both these ∪i products vanish
on all n-simplices, so the integrals certainly vanish.
2This is an observation of some importance.
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For closed surfaces, that is, n = 2 and ∂M = ∅, the Claims 1.1(P)
and 1.1(S) are well-known, [4]. In that dimension the second condition
just reduces to Q(dc) = 0 and the first condition then says Q is a Z/4-
valued quadratic refinement of the (non-singular) cup product pairing on
H1(M ;Z/2). If n > 2 then Q is only defined on cocycles, not on coho-
mology classes, since possibly Q(p + dc) 6= Q(p). In all cases except closed
surfaces there is no reason the pairing
∫
[M,∂M ] p ∪n−2 q should have any
non-degenerate properties.
We will eventually prove that if M is given a Pin structure then a
canonical such Q exists. Equivalence classes of Pin structures are always
a torsor of H1(M ;Z/2). Thus, the canonical bijective correspondence part
of Claim 1.1(P) amounts to showing that changing the Pin structure on
M by a cohomology class changes the canonical quadratic function by the
same class. Our proof clarifies this point in some detail. Because Q and
−Q are different in the general Pin case, the canonical quadratic function
is not quite as well-defined as in the Spin case. It is necessary to first make
a normalizing choice with RP 2, that is, declare which quadratic function
will be assigned to which Pin structure. But after that choice, there is a
canonical quadratic function on any Pin manifold, with or without boundary.
It turns out that a proof of Claim 1.1(S) for Spin manifolds can be given
that is quite a bit more direct than the only proof we could come up with
for general Pin manifolds. This direct proof in the Spin case is essentially
due to Kapustin, [3]. We will explain briefly in the next few paragraphs the
difference between the Spin and Pin cases.
In our two papers [1] and [2] studying the Pontrjagin dual of the (re-
duced) Spin bordism functor Ω˜spinn (X) in dimensions n = 3 and n = 4, an
important ingredient was describing a certain functorial subgroup of these
Pontrjagin duals. This subgroup is actually well-understood in all dimen-
sions. For a simplicial complex X, a group Gn(X) is constructed from
certain cocyles and cochains, along with an isomorphism3
Gn(X) ≃ Hom(Ω˜
spin
n (X)/Image(Ω˜
spin
n (X
n−2)), R/Z), (1.1)
where Xn−2 is the n− 2 skeleton of X. In fact, our work on the Pontrjagin
dual of Spin bordism began after the physicist Anton Kapustin asked us if
3 We identify R/Z with the unit circle S1 via complex exponentiation e2piit. For our
purposes, R/Z is advantageous for the values of characters as it allows for simultaneous
additive notation for cochain groups with values in Z,Z/n, and R/Z.
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we could extend his understanding of this subgroup to the full Pontrjagin
dual in dimensions 3 and 4. The physics paper [3] contains, among many
other things, discussions essentially amounting to a combinatorial descrip-
tion of Gn(X) and the map (1.1) to the Pontrjagin dual of Spin bordism.
Some of the steps in the construction of this map amount to a definition
of a canonical quadratic function for closed Spin n-manifolds. The proof
that the map is an isomorphism to the indicated subgroup of the Pontrjagin
dual of Spin bordism required a second definition of the Kapustin quadratic
function on Spin manifolds.
We included the details of the combinatorial description of Gn(X), along
with the connections with quadratic functions and Spin structures on closed
manifolds, in the Appendix §10.3 of our 4D paper [2]. We reproduce those
details in this paper, but we do more.
First, it is quite easy to extend that basic discussion to Spin manifolds
with boundary (M,∂M). We also extend the discussion to Pin manifolds,
with or without boundary. In particular, for a Pin manifold we define a
function Q : Zn−1(M,∂M ;Z/2) → Z/4, using an analogue of the second
construction for Spin manifolds. But we cannot directly prove our function
Q is quadratic, because the first Kapustin construction does not seem to
have an analogue for Pin manifolds. Therefore, we need to use some tricky
stable homotopy theory to incorporate our function Q as part of a Pin bor-
dism analogue of the isomorphism (1.1) for all spaces X. In fact, we extend
(1.1) to pairs (X,Y ). Specializing to a Pin manifold X = Mn, the identity
relative bordism element Id : (Mn, ∂Mn) → (Mn, ∂Mn) defines by duality
a linear function from the Pin version of Gn(M
n, ∂Mn) to R/Z. But a lin-
ear function on Gn(M
n, ∂Mn) turns out to be essentially the same thing as
a quadratic function on Mn, so we conclude our function Q is necessarily
quadratic.
The stable homotopy theory needed to carry out this strategy is the
identification of classifying spaces for the functors on the right side of the
map (1.1), in both the Spin and Pin cases. We construct these classifying
spaces as simplicial sets that are two stage Postnikov towers En, which to-
gether form a spectrum as n changes. To relate these spaces for different n,
we exploit a cochain suspension operation s introduced in §4, that we also
used in our paper [2] for somewhat similar purposes. The crucial property of
s is the formula (4.1) of §4, expressing a commutativity of s and ∪i products.
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We also use the cochain suspension operation s to directly explain how
quadratic functions on M explicitly determine quadratic functions on ∂M ,
and also on codimension 0 submanifolds of M . Obviously, a classical Pin
structure on M determines a Pin structure on ∂M , so it is good to under-
stand this in the language of the quadratic functions. We give several other
examples of direct manipulations of quadratic functions that correspond to
equivalent manipulations with Pin structures.
One can find in the literature various discussions of combinatorial equiv-
alents to Spin structures and maybe Pin structures, especially in low di-
mensions. We find our discussion of Pin structures rather clean. Given a
simplicial structure, a quadratic function is one thing, not an equivalence
class of things. However, there is a price. The description is in terms of
the somewhat mysterious ∪i cochain products of Steenrod. In theory, one
could translate everything we say into a more geometric discussion of ma-
nipulations with numbers assigned to 1-dimensional graphs in n-manifolds,
dual to n − 1 cocycles and coboundaries. For example, a 1-cycle dual to
dσ∗, where σ is an n− 2 simplex, is a little circle link of σ passing through
the n-simplices that have σ as a face. This circle trivially bounds a framed
disk, which explains why Q(dσ∗) = 0 is reasonable. Locally Pin structures
are pretty simple, it is fitting them together globally that is tricky. Part of
the physics paper [3] looks at such geometric constructions in the Spin case
to some extent. But the translation is not easy. It is better to accept the
multivariable ∪i cochain operations as an important ingredient of nature to
be exploited. After all, the revered Steenrod squares themselves are defined
as ∪i products at the cocycle level, but generally are treated as black boxes
with certain amazing properties. If one looks into the actual cochain formu-
las for Steenrod squares, they are pretty complicated.
1.2 Organization of the Sections of the Paper
We conclude this introductory Chapter in the next section with a few re-
marks about ordered simplicial complexes and cochain operations. In the
first few sections of Chapter 2 we give a direct proof of the main Claim 1.1(S)
for Spin manifolds, by explicitly constructing canonical quadratic functions.
In §2.5 we define a canonical function for a Pin manifold, but we cannot yet
prove much about it, especially that it is quadratic.
In Chapter 3 we construct functorial groups Gspinn (X,Y ) and G
pin
n (X,Y )
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for all simplicial pairs (X,Y ) from cochains and cocycles. When (X,Y ) =
(Mn, ∂Mn) is an n-manifold, it is trivial that certain elements in the lin-
ear Pontrjagin dual of the group Gspinn (M,∂M) correspond to Z/2-valued
quadratic functions on M , and elements in the dual of Gpinn (M,∂M) cor-
respond to Z/4-valued quadratic functions on M . This is stated formally
in §3.3. Then in §3.4 we show using singular complexes that the functors
Gn(X,Y ) are homotopy functors.
In Chapter 4 we introduce a natural cochain suspension operation
s : Ck(X)→ Ck+1(ΣX).
This is a classical construction, but we clarify and emphasize how s com-
mutes with the cochain ∪i operations, a property that has perhaps been
somewhat overlooked.
In Chapter 5 we review some elementary simplicial theory of Postnikov
towers. This includes a brief discussion of 2-stage Postnikov tower simpli-
cial H-spaces. Then we explain how the cochain suspension operation s
of Chapter 4 has a more homotopy theoretic interpretation that relates a
Postnikov tower to its loop space. One motivation for this is that the homo-
topy theory adds some clarity to our later discussion in Chapter 7 that uses
cochain suspension to relate quadratic functions on manifolds to quadratic
functions on their boundaries and on codimension zero submanifolds.
In Chapter 6 we define and study the 2-stage Postnikov towers Espinn and
Epinn that classify the homotopy functors G
spin
n (X) and G
pin
n (X) of Chapter
3. These towers are simplicial H-spaces. But the tricky thing is that we
know in advance that these spaces also represent the Pontrjagin duals of the
quotients of Spin and Pin bordism occurring on the right in the map (1.1).
Therefore, the groups Gspinn (X) and G
pin
n (X) are also naturally isomorphic
to these Pontrjagin duals, by an essentially unique isomorphism. In the Spin
case, we can directly define the map (1.1) and prove it is a group isomor-
phism. In the Pin case, we only know there is an isomorphism, but we know
just enough about it to conclude that the isomorphism must be essentially
given by the would-be quadratic function Q defined in §2.5, and therefore
that function is necessarily quadratic. The details of the proof of the main
result, Claim 1.1(P), concerning quadratic functions and Pin structures are
given in §§6.4-6.7.
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Finally in Chapter 7 we give some direct manipulations relating quadratic
functions defined using cocycles on manifolds and their boundaries, on man-
ifolds and codimension zero submanifolds, and on a pair of manifolds with
a map between them. All these manipulations are formulated in elementary
terms using the cocycle suspension operation s of Chapter 4, but are some-
what clarified by the simplicial homotopy theory of Chapter 5. In §7.3 we
also discuss some specific facts about quadratic functions in low dimensions.
Relations between quadratic functions and Pin structures are well-known
in dimension 2. See for example [4] for an elaborate discussion. In fact, in
that dimension, quadratic functions are actually defined and studied rather
geometrically on cohomology groups, not on cocycle groups. Our discussion
provides some additional simplicial and homotopy theoretic perspective even
in dimension 2.
1.3 Ordered Simplicial Complexes
Throughout we will work with simplicial sets and with spaces that are or-
dered simplicial complexes, that is, the vertices are partially ordered so that
the vertices of each simplex are totally ordered. Maps will be (weakly) order
preserving simplicial maps. Given any simplicial complex X, one can always
just totally order the vertices. Given any simplicial map f : Y → X with a
(partial) vertex order onX, one can easily partially order the vertices of Y so
that the map is order preserving. For example, totally order the vertices in
f−1(v), for each vertex v ∈ X, and then arrange that if v < w in X then the
vertices in f−1(v) precede the vertices in f−1(w). It is an important point
that the barycentric subdivision of a simplicial complex has a canonical ver-
tex ordering, where each barycentric vertex is assigned the dimension of its
underlying simplex. The barycentric subdivision of any simplicial map is al-
ways order preserving for the canonical barycentric orderings. Moreover, if
a complex is given any vertex ordering, there is a canonical order preserving
simplicial map homotopic to the identity from the barycentric subdivision
to the complex. One maps each barycentric vertex to the maximum vertex
of its underlying simplex.
Thus, from now on, simplicial complex will always mean ordered simpli-
cial complex and simplicial map will always mean ordered simplicial map. A
simplicial complex determines a simplicial set with q-cells named by weakly
increasing vertex strings (v0v1...vq) that span a simplex. Above the dimen-
sion of the complex, these are all degenerate.
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Historically, simplicial complexes and more general cell complexes were
viewed as convenient ways to break spaces up into simple pieces, which are
glued together following certain rules. But even defining homology, with
anything other than Z/2 coefficients, required more structure on the pieces,
for example orientations. To properly understand the full structure of co-
homology, including cup products and cohomology operations, even more is
required, for example a diagonal approximation, which can be obtained from
a vertex ordering. Topological and homotopy invariance was non-trivial, and
more or less required properties of barycentric subdivisions. Still, it seemed
to be the case that the simplicial structures with vertex orderings were just
a means to an end. One had to explain why various functors did not depend
on these choices.
The introduction of the singular complex in topology magically took
care of many combinatorial issues, including topologically invariant defini-
tions of homology groups, cohomology rings, and cohomology operations.
But barycentric subdivisions still played a role, for example in the proof of
the excision axiom, and in a sort of a hidden way in the theory of abstract
Kan simplicial sets. If one believes that the study of finer and finer arbitrary
triangulations of spaces is necessary for an understanding of physics, then
one is sort of stuck with the view that combinatorial structures are only a
means to an end. But it seems like a possible alternative is that simplicial
structures, enhanced with canonical vertex orderings related to dimensions
of things associated to vertices, is the end. Then one could regard vertex
orderings as a blessing, not a nuisance. Multivariable cochain operations
that exploit the vertex ordering are themselves important, not just their
cohomological shadows.
We work with normalized cochain complexes, consisting of cochains that
vanish on degenerate simplices. Thus cochain and cocycle always means
normalized cochain and cocycle. If a simplicial complex X is fixed or un-
derstood, we will write C∗(F ), Z∗(F ),H∗(F ) to indicate cochains, cocycles,
and cohomology of X with coefficients in an abelian group F .
Ordered simplicial structures allow one to define cup products and higher
cupi products in various cochain complexes. We use the standard formulas
of Steenrod for the cupi products, and we make use of standard properties
of these products, especially the coboundary formula. For integral cochains
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X,Y of degrees |X|, |Y | that formula is:
d(X ∪i Y ) =
(−1)i
(
dX ∪i Y + (−1)
|X|X ∪i dY −X ∪i−1 Y − (−1)
i+|X||Y |Y ∪i−1 X
)
.
The k-invariants and product formulas and relations between cochain tuples
that we encounter in simple Postnikov towers are expressed in terms of ∪i
operations.
For Z/2 cochains c, we repeatedly encounter the cochain definition of
the Steenrod square operations. That definition is, for a cochain c of degree
k,
Sqic = c ∪k−i c+ c ∪k−i+1 dc.
If dc = 0, this is the standard formula for Sqi on cocycles. The cochain
formula has the nice property Sqi(dc) = dSqi(c). The shorthand notation
Sqic doesn’t help with actual computation, but it makes expressions of many
of our formulas and proofs of statements about those formulas more efficient.
For example, the coboundary formula leads to the following useful non-
linearity relation for Z/2 cochains c, c′ of degree k.
Sq2(c′ + c) = Sq2c′ + Sq2c+ dc′ ∪k dc+ d(c
′ ∪k−1 c+ dc
′ ∪k c). (1.2)
If c′ is a cocycle (1.2) simplifies to
Sq2(c′ + c) = Sq2c′ + Sq2c+ d(c′ ∪k−1 c). (1.3)
2 Quadratic Functions
2.1 Alternate Definition of Quadratic Functions
Fix a compact n-manifold (M,∂M), with a simplicial structure. The bound-
ary can be empty. For later use, we assume the boundary is a full subcomplex
and we assume the ordered simplicial structure on M has the property that
for each simplex that intersects the boundary, the boundary vertices precede
the non-boundary vertices. This can always be accomplished by passing
to one barycentric subdivision and taking the canonical ordered structure.
We have defined Z/4-valued quadratic functions in the Preview section 1.1.
However, for some purposes it will be more natural to view the values in R/Z.
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By a quadratic function on M we mean a function
Q : Zn−1(M,∂M ;Z/2) → R/Z
that satisfies
Q(p+ q) = Q(p) +Q(q) + (1/2)
∫
[M,∂M ]
p ∪n−2 q
and
Q(dc) = (1/2)
∫
[M,∂M ]
Sq2c = (1/2)
∫
[M,∂M ]
c ∪n−4 c+ c ∪n−3 dc.
The (1/2) means the inclusion Z/2 ⊂ R/Z. Note the pairing
∫
[M,∂M ] p∪n−2q
is symmetric because of the coboundary formula for cocycles d(p ∪n−1 q) =
p∪n−2 q+q∪n−2p. Taking p = q and using the fact that p∪n−2p = Sq
1p, we
see thatM orientable actually forces 0 = Q(2p) = 2Q(p). In the general Pin
case, we see that 0 = Q(2p) = 2Q(p)+ (1/2)
∫
[M,∂M ] Sq
1p, hence 0 = 4Q(p)
is forced.
We already know that the existence of a quadratic function requires
v2(M) = 0, which we will assume throughout. In §1.1, just after the state-
ment of Claim 1.1(P), we made some other elementary assertions about
the definition of quadratic functions, but we postponed the proofs. We
want to check that the formula for Q(dc) depends only on dc. If x ∈
Zn−2(M,∂M ;Z/2) is a relative cocycle then from Equation (1.3)
Sq2(x+ c) = Sq2x+ Sq2c+ d(x ∪n−3 c).
But
∫
[M,∂M ] Sq
2x = 0 since v2(M) = 0 and
∫
[M,∂M ] d(x ∪n−3 c) = 0 by
Stokes Theorem, since x and c vanish on ∂M . Thus
∫
[M,∂M ] Sq
2(x + c) =∫
[M,∂M ] Sq
2c. Similarly, Equation (1.3) implies immediately by Stokes The-
orem that the two formulas for Q(dc + dc′) given by the two conditions on
Q also coincide.
Following the statement of Claim 1.1(S) in §1.1 we gave a construction of
quadratic functions, which is now valid since the details of the consistency
of the definition of quadratic functions have been established. We want
to use that construction to relate quadratic functions on a triangulated n-
manifoldM with a vertex partial ordering to quadratic functions on the first
barycentric subdivision M ′, with its standard vertex partial order. The key
12
is the observation made in §1.3 that there is a canonical order preserving
simplicial map b : M ′ → M homotopic to the identity. The map assigns to
each vertex v ∈ M ′ the maximum vertex of the simplex of M containing
v as its barycenter. Any map in the ordered simplicial category induces a
map of cochain complexes that commutes with ∪i products. In our case,
b∗ : C∗(M ;Z/2)→ C∗(M ′;Z/2) induces a cohomology isomorphism. There-
fore, cocycles {pj} onM defining a cohomology basis in dimension n−1 yield
by pull-back a cohomology basis {p′j} onM
′. Examining the construction of
quadratic functions back in §1.1, we see that setting Q′(p′j) = Q(pj) ∈ R/Z
establishes the following.
RESULT 2.1: The canonical ordered simplicial map b : M ′ → M deter-
mines a bijective correspondence between quadratic functions on M ′ and
M , by means of compositions
Q = Q′b∗ : Zn−1(M,∂M ;Z/2)→ Zn−1(M ′, ∂M ′;Z/2)→ R/Z.
Of course this result also explains why there is a canonical correspondence
between quadratic functions on M with two different vertex orders. They
share the same M ′. In §3.4 we will explain using a different method how
there is a canonical bijective correspondence between quadratic functions on
M with any two simplicial structures.
2.2 A Construction for Spin Manifolds
It is obvious that a quadratic function on a disconnected manifold is simply a
sum of quadratic functions on the separate components, so we might as well
assume that we begin with a connected Spin manifold Mn. For simplicity,
we begin with the closed case, and we assume Mn is a Spin boundary. We
will construct a canonical quadratic function Q on Mn, following a method
of Kapustin, [3].
Step 1: From the Atiyah-Hirzebruch spectral sequence, the reduced n-
dimensional Spin bordism of the Eilenberg-MacLane space K(Z/2, n − 1)
vanishes. Thus, given p ∈ Zn−1(M ;Z/2) we can find a Spin manifold W
with ∂W = M , and a cocycle p˜ ∈ Zn−1(W ;Z/2) that restricts to p on the
boundary. We will define
Q(p) = (1/2)
∫
[W,∂W ]
Sq2p˜ ∈ R/Z.
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Step 2: We need to prove that Q(p) is well-defined. First, if p˜ is replaced
by p˜+ x˜, where x˜ ∈ Zn−1(W,M ;Z/2), then
Sq2(p˜+ x˜) = Sq2p˜+ Sq2x˜+ d(p˜ ∪n−2 x˜).
But W is a Spin manifold and x˜ is a relative cocycle, so
∫
[W,∂W ] Sq
2x˜ = 0.
Also, the restriction of p˜ ∪n−2 x˜ to ∂W = M vanishes. Thus by Stokes
Theorem the integrals over W of Sq2p˜ and Sq2(p˜ + x˜) coincide.
Next, if we replace W, p˜ by another Spin manifold choice W ′, p˜′ with
boundaryM,p, then we can form a closed Spin manifold and a cocycle Wˆ , pˆ,
by gluing W and −W ′ together along M . Since any n-simplex of Wˆ lies ei-
ther inW orW ′, we see that 0 =
∫
Wˆ Sq
2pˆ =
∫
[W,∂W ] Sq
2p˜+
∫
[W ′,∂W ′] Sq
2p˜′.
Step 3: We need to prove that Q is quadratic. If c ∈ Cn−2(M ;Z/2)
then we can lift c to a cochain c˜ on any Spin manifold W with boundary
M . Then dc˜ lifts dc and
Q(dc) = (1/2)
∫
[W,∂W ]
Sq2dc˜ = (1/2)
∫
[W,∂W ]
dSq2c˜ = (1/2)
∫
M
Sq2c.
This verifies the second defining condition for a quadratic function.
To verify the quadratic property for a sum p + q, we use the fact that
the reduced Spin bordism of K(Z, 2, n− 1)×K(Z/2, n− 1) vanishes. Then
we can choose one Spin manifold W with ∂W =M , and lifts of both n− 1
cocycles p, q to cocycles p˜, q˜ on W˜ . Then from Equation (1.3), Sq2(p˜+ q˜) =
Sq2p˜ + Sq2q˜ + d(p˜ ∪n−2 q˜). Integrating over W and using Stokes Theorem
again gives the desired result
Q(p+ q) = Q(p) +Q(q) + (1/2)
∫
M
p ∪n−2 q.
We need to extend the construction above to Spin manifolds with boundary
(M,∂M), and to closed Spin manifolds M that are not Spin boundaries.
In both cases, we form the closed Spin boundary DM = M ∪∂M −M . If
∂M = ∅ then DM is just two copies of M with opposite orientations. We
can use the same vertex order on simplices of −M that are used on the
corresponding simplices of M . Cocycles p ∈ Zn−1(M,∂M ;Z/2) extend by 0
on −M to cocycles p+ ∈ Zn−1(DM ;Z/2). We then apply the construction
above for closed manifolds to get a quadratic function Q+ on DM and define
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Q(p) = Q+(p+). The steps showing that Q+ is quadratic can be copied to
prove that Q : Zn−1(M,∂M ;Z/2)→ R/Z is also quadratic.
2.3 A Second Construction for Spin Manifolds
Given a Spin manifold (Mn, ∂Mn) we will give an alternate construction
of the canonical quadratic function Q : Zn−1(M,∂M ;Z/2) → R/Z, at least
after possibly subdividing the simplicial structure on M . We rely on the
Result 2.1 that quadratic functions on M and on any iterated barycentric
subdivision M ′ correspond canonically. So if we subdivide M and define a
quadratic function Q′ on M ′, by Result 2.1 Q′ will correspond to exactly
one quadratic function Q on the original simplicial structure on M . The
key now is that every cohomology class p ∈ Hn−1(M,∂M ;Z/2) has the form
p = u∗(z) for some map u : (M,∂M)→ (Sn−1, v0), where z is a fundamental
cocycle on Sn−1 = ∂∆n that takes value 1 on the face opposite the first
vertex, v0, of the simplex ∆
n, and takes value 0 on other faces. After possibly
subdividingM , we can assume u is a simplicial map (M,∂M)→ (Sn−1, v0),
with cocycle p = u∗(z) + dc for some c ∈ Cn−2(M,∂M). By transversality,
Z = u−1(pt) ⊂ M − ∂M is a framed, hence Spin, 1-manifold in M , where
pt is the barycenter of the face of ∆n opposite v0. As such, Z represents
an element [Z] ∈ Ωspin1 (pt) = Z/2. We can also directly interpret [Z] as the
(relative) Spin bordism class of u : (M,∂M) → (Sn−1, v0). We then define
Q(u∗(z)) = (1/2)[Z] ∈ R/Z and, necessarily,
Q(p) = (1/2)[Z] + (1/2)
∫
[M,∂M ]
Sq2c+ p ∪n−2 dc.
If we subdivideM enough times, we can assume a finite set of cocycles pj rep-
resenting a basis of Hn−1(M,∂M ;Z/2) have the geometric form u∗j(z). Then
the canonical quadratic function is determined by Q(pj) = (1/2)[Zj ] ∈ R/Z,
along with the two defining conditions for a quadratic function.
In ([1], §6.3) we gave an argument that the two formulas forQ(p) coincide
for n = 3. Here is an easier argument for n > 3, which we are reproducing
from ([2], §10.3). A little computation shows we may as well assume p =
u∗(z) for a simplicial map u : M → Sn−1, whereM is a closed Spin boundary.
The reduced n-dimensional Spin bordism of Σn−3CP (2) vanishes, so we
can choose a simplicial structure on Σn−3CP (2) which contains Sn−1 as a
subcomplex, and, after possibly subdividing, extend u to a simplicial map
u˜ : (W,M)→ (Σn−3CP (2), Sn−1),
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whereW is a Spin manifold with ∂W =M . Then u˜∗(z˜) = p˜ ∈ Zn−1(W ;Z/2)
restricts to p on M , where z˜ is a cocycle representing the generator of
Hn−1(Σn−3CP 2;Z/2).
The cocycle Sq2z˜ = z˜∪n−3 z˜ is a relative cocycle for (Σ
n−3CP (2), Sn−1) that
represents a generator of Hn+1(Σn−3CP (2), Sn−1;Z/2) = Z/2. This is the
key. On the one hand, the integral of this cocycle pulled back to W in the
top dimension coincides with
∫
[W,∂W ] Sq
2p˜. On the other hand, this integral
is exactly the obstruction to deforming u˜ : (W,M)→ (Σn−3CP (2), Sn−1) rel
M to a map W → Sn−1, and this obstruction is the Spin bordism class of
u : M → Sn−1. Thus the two formulas for Q(p) coincide.
For the most part in this section, we have in mind that the cocycles p
represent non-trivial cohomology classes. But the results apply to any co-
cycle. For example, if we look at the link of an n − 2 simplex σ in M , we
see a small framed circle Z dual to dσ∗ bounding a framed disk, hence the
link inherits the trivial Spin structure from M . This ‘explains’ the formula
Q(dσ∗) = 0 that we asserted back in §1.1 was equivalent to the defining
formula for Q(dc) for all coboundaries. One obtains all dc by adding various
dσ∗.
2.4 Change of Spin Structure on a Manifold
Suppose a ∈ Z1(M ;Z/2) and suppose Ma denotes the new Spin structure
on M obtained by the action of H1(M ;Z/2) on Spin structures by classical
mechanisms. We want to prove the new canonical quadratic function Qa on
Zn−1(M,∂M ;Z/2) is given by
Qa(p) = Q(p) + (1/2)〈ap, [M,∂M ]〉.
To study Qa − Q, without loss of generality we can use Result 2.1 and
subdivide and assume p = u∗z, where u : (M,∂M)→ (∂∆n, v0) is simplicial
and z is a fundamental cocycle on the sphere non-zero only on the face
opposite v0. Then p ∈ Z
n−1(M,∂M ;Z/2) is dual to a framed 1-manifold
Z = u−1(pt) ⊂ M , where pt is the barycenter of the face opposite v0. The
two Spin structuresM andMa induce Spin structures [Z] and [Za]. From our
discussion of the quadratic functions defined on Zn−1(M,∂M ;Z/2) above,
Qa(p) − Q(p) will be the difference [Za] − [Z]. A Spin structure on M
can be interpreted as a choice of trivialization of the bundle τM + 1 on a
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neighborhood of a dual 2-skeleton of M . Here τM is the tangent bundle of
M . Changing the Spin structure onM by the cohomology class of a changes
the trivialization of the restriction of τM + 1 to Z by the homotopy class of
a map
Z →M −M (n−3)
a
−→ RPn → SO(n+ 1).
As a homology class in Z/2 = H1(RP
n;Z/2), this class coincides with the
number 〈a, [Z]〉 = 〈ap, [M,∂M ]〉. This proves
Qa(p) = Q(p) + (1/2)〈ap, [M,∂M ]〉.
Thus, as the Spin structure on M varies, we see a bijective correspondence
between Spin structures on M and quadratic functions Q. We have proved
the following result, which is just a restatement of Claim 1.1(S).
RESULT: Fix a compact oriented simplicial n-manifold M . Equivalence
classes of Spin structures on Mn are in canonical bijective correspondence
with functions
Q : Zn−1(M,∂M ;Z/2) → R/Z
that satisfy 2Q(p) = 0, along with
Q(p+ q) = Q(p) +Q(q) + (1/2)
∫
[M,∂M ]
p ∪n−2 q
and
Q(dc) = (1/2)
∫
[M,∂M ]
Sq2c = (1/2)
∫
[M,∂M ]
c ∪n−4 c+ c ∪n−3 dc.
2.5 A Construction for Pin Manifolds
Now let (Mn, ∂Mn) be a (compact) Pin manifold. We want to at least indi-
cate the definition of a canonical quadratic functionQ : Zn−1(M,∂M ;Z/2) →
R/Z. Consider p ∈ Zn−1(M,∂M ;Z/2). Elementary obstruction theory im-
plies that there is a map u : (M,∂M)→ (Σn−2RP 2, v) with u∗(z) = p, where
v is a base point and z is a cocycle generating Hn−1(Σn−2RP 2;Z/2). After
possible subdivision, we can assume u is simplicial and u∗(z) = p + dc, for
some cochain c ∈ Cn−2(M,∂M ;Z/2).
Let E2 ⊂M − ∂M be a transverse inverse image under u of the framed
submanifold RP 2 ⊂ Σn−2RP 2. Then E2 is a closed Pin surface, which
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is a Pin boundary4 with a map E2 → RP 2. It is fairly well-known that
Pin structures on a surface E2 correspond canonically to quadratic func-
tions q : H1(E2;Z/2) → Z/4 refining the cup product pairing, [4]. Also,
the reduced Pin bordism of RP 2 is isomorphic to Z/4, (this will be proved
in §6), and the Pin bordism class of a map u : E2 → RP 2 is the value
q(u∗(x)) ∈ Z/4, where x ∈ H1(RP 2;Z/2) is the generator.
Now, back to our map u : (M,∂M) → (Σn−2RP 2, v). The canonical
quadratic function on M will be defined by Q(u∗(z)) = (1/4)[E2 → RP 2] ∈
(1/4)Ω˜Pin2 (RP
2) ⊂ R/Z. Then, with p = u∗(z) + dc, we (necessarily) define
Q(p) = (1/4)[E2 → RP 2] + (1/2)
∫
[M,∂M ]
Sq2c+ p ∪n−2 dc ∈ R/Z.
We do not have a direct proof that Q is a quadratic function in the Pin case.
The difference between the Spin and Pin cases is that we do not have an
analogue of the Kapustin method for defining Q. The reduced Pin bordism
of K(Z/2, n − 1) does not vanish. Even if an n − 1 cocycle p on Mn does
extend to a cocycle on a Pin manifold W bounding M , it is unclear how
to useW to define a value Q(p) ∈ R/Z, which must have order 4 if Sq1p 6= 0.
We will therefore develop a more indirect homotopy theoretic method
that works in both the Spin and Pin cases. The idea is to translate quadratic
functions onMn to linear characters on groups Gn(M
n, ∂Mn) that are Pon-
trjagin duals of quotients of Spin or Pin bordism. Then, by duality, the
identity bordism element Id : (Mn, ∂Mn)→ (Mn, ∂Mn) will automatically
define a linear function Gn(M
n, ∂Mn)) → R/Z, which is equivalent to a
quadratic function on Mn. We can prove in the Pin case that this quadratic
function is indeed given by the formula for Q(p) just above.
3 The Groups Gspinn (X) and G
pin
n (X)
3.1 Definition of Gspinn (X)
Fix a simplicial complex or simplicial set X. Begin with pairs
Cspinn (X) = {(w, p) ∈ C
n(R/Z)× Cn−1(Z/2)| dp = 0, dw = (1/2)Sq2p},
4If ΣX = C+X ∪X C
−X is expressed as a union of two cones, and if f : (M,∂M) →
(ΣX, v−) is a map transverse to X where v− is the lower cone vertex, then N = f
−1(X)
is the boundary of f−1(C+X) ⊂M . Iterate to understand maps to higher suspensions.
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where (1/2) means the coefficient morphism Z/2→ R/Z. Define a product
by
(w, p)(v, q) = (w + v + (1/2)p ∪n−2 q, p+ q).
The product is associative, has an identity element (0, 0), and the inverse
of (w, p) is (−w + (1/2)Sq1p, p). Thus we have a group. The product is
not commutative, since in general p ∪n−2 q 6= q ∪n−2 p. However, we can
understand all commutators from the formula
(w, p)(v, q) = (v, q)(w, p)(d((1/2)p ∪n−1 q), 0).
We will divide this group of pairs (w, p) by the subgroup consisting of ele-
ments (df + (1/2)Sq2c, dc). This is a subgroup because of the relation (1.2)
from §1.3,
Sq2(c′ + c) = Sq2c′ + Sq2c+ dc′ ∪n−2 dc+ d(c
′ ∪n−3 c+ dc
′ ∪n−2 c).
Since the subgroup of elements (df, 0) already contains all commutators, the
quotient group
Gspinn (X) = C
spin
n (X)/{(df + (1/2)Sq
2c, dc)}
is an abelian group. Since Sq1p is the reduction of an integral torsion class,
the R/Z cocycle (1/2)Sq1p is a coboundary. Thus after dividing by rela-
tions, the inverse of (w, p) ∈ Gspinn (X) is given simply by (−w, p)
Directly from the definitions it is easy to see that the maps on the cochain
level w 7→ (w, 0) and (w, p) 7→ p induce a short exact sequence
0→ QHn(X;R/Z)→ Gspinn (X)→ SH
n−1(X;Z/2)→ 0, (3.1)
where
QHn(X;R/Z) = Hn(X;R/Z) / Image(Hn−2(X;Z/2)
(1/2)Sq2
−−−−−→ Hn(X;R/Z))
and
SHn−1(X;Z/2) = Kernel(Hn−1(X;Z/2)
(1/2)Sq2
−−−−−→ Hn+1(X;R/Z)).
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3.2 Definition of Gpinn (X)
Next we turn to the Pin version. Begin with pairs
Cpinn (X) = {(w, p) ∈ C
n(Z/2)× Cn−1(Z/2)| dp = 0, dw = Sq2p}.
Define a product by
(w, p)(v, q) = (w + v + p ∪n−2 q, p+ q).
The product is associative, has an identity element (0, 0), and the inverse of
(w, p) is (−w + Sq1p, p). Thus we have a group. The product is not com-
mutative, since in general p∪n−2 q 6= q ∪n−2 p. However, we can understand
all commutators from the formula
(w, p)(v, q) = (d(p ∪n−1 q), 0)(v, q)(w, p).
We will divide this group of pairs (w, p) by the subgroup consisting of ele-
ments (df +Sq2c, dc). Just as in the Spin case, this is a subgroup because of
the relation (1.2) from §1.3. Since the subgroup of elements (df, 0) already
contains all commutators, the quotient group
Gpinn (X) = C
pin
n (X)/{(df + Sq
2c, dc)}
is an abelian group.
Directly from the definitions it is easy to see, as in the Spin case, that
the maps on the cochain level w 7→ (w, 0) and (w, p) 7→ p induce a short
exact sequence
0→ QHn(X;Z/2) → Gpinn (X)→ SH
n−1(X;Z/2)→ 0, (3.2)
where
QHn(X;Z/2) = Hn(X;Z/2) / Image(Hn−2(X;Z/2)
Sq2
−−→ Hn(X;Z/2))
and
SHn−1(X;Z/2) = Kernel(Hn−1(X;Z/2)
Sq2
−−→ Hn+1(X;Z/2)).
In both the Spin and Pin versions, the cochain and cocycle definitions of
the groups G make sense for pairs (X,Y ) of simplicial sets, as well as for
single spaces X. It is obvious from the product formulas that the map on
cochain representatives (w, p) 7→ ((1/2)w, p) induces a group homomorphism
Gpinn (X,Y )→ G
spin
n (X,Y ).
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3.3 Homotopy Invariance of Gspinn (X) and G
pin
n (X)
The groups Gspinn (X) and G
pin
n (X) obviously define contravariant functors
on the (ordered) simplicial category. Moreover, the exact sequences (3.1)
and (3.2) are functorial invariants. Suppose f : X → Y is a simplicial map
inducing isomorphisms in cohomology with Z/2 and R/Z coefficients. Since
the induced cohomology maps commute with Sq2, we see from the exact
sequences (3.1) and (3.2) that the induced maps f∗ : Gspinn (Y ) → G
spin
n (X)
and f∗ : Gpinn (Y )→ G
pin
n (X) are isomorphisms. The same statements apply
to maps between pairs of spaces.
In particular, the remarks in the above paragraph apply to homotopy
equivalences. For example, if I ×X is given a simplicial structure, restrict-
ing to simplicial structures X0 and X1 on the ends {0} × X and {1} × X
respectively, then the inclusions Xi → I ×X, i = 0, 1, induce isomorphisms
between all Gn groups. This is one way to express the result that the Gn
groups do not depend on the simplicial structure on a space. But we want
to free these isomorphisms from choices of simplicial structures on I ×X.
We can make the invariance more precise by exploiting the singular com-
plex S(X). Given any simplicial structure on a space X, there is a canonical
simplicial map X → S(X), which induces an isomorphism in cohomology
groups, and hence also in the Gn groups. Now the projection of topological
spaces I ×X → X is not necessarily a simplicial map, but it does induce a
simplicial map S(I ×X) → S(X). We can compose this last map with the
simplicial inclusions Xi → I × X → S(I ×X), i = 0, 1. The conclusion is
that not only are the groups Gn(X0) and Gn(X1) isomorphic, but they are
both canonically identified with Gn(S(X)), in both the Spin and Pin cases.
As an additional consequence of bringing in the singular complexes of X
and I ×X, we can conclude that if f0 : X0 → Y0 and f1 : X1 → Y1 are topo-
logically homotopic simplicial maps between simplicial structures on X and
simplicial structures on Y , then the induced maps f∗i : Gn(Yi)→ Gn(Xi) for
i = 0, 1 coincide, when these Gn groups are identified with Gn groups of the
singular complexes of X and Y respectively.
The paragraphs above establish in a strong way that the groupsGspinn (X)
and Gpinn (X) are homotopy functors. This will become more transparent in
Chapter 6, where we will prove that the groups can be described as homotopy
classes of maps from X to spaces Espinn and E
pin
n , respectively.
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3.4 Quadratic Functions as Linear Functions Gn(M
n)→ R/Z
We now take X to be a compact simplicial n-manifold Mn, possibly with
boundary. For dimensional reasons, Sq2p = 0 and dw = 0, so in the Gn
groups we are beginning with all pairs (w, p) of relative cocycles of the rel-
evant degrees in both the Spin and Pin cases. The class p is always a Z/2
cocycle and w is an R/Z cocycle in the Spin case, and a Z/2 cocycle in the
Pin case. Moreover, we have the factorization (w, p) = (w, 0)(0, p) in the Gn
groups.
We will also assume v2(M) = 0, and we will assume, without really
losing any generality, that M is connected. The short exact sequences (3.2)
and (3.1) simplify to
0→ Hn(M,∂M ;Z/2) → Gpinn (M,∂M)→ H
n−1(M,∂M ;Z/2) → 0
in the Pin case, and to
0→ Hn(M,∂M ;R/Z)→ Gspinn (M,∂M)→ H
n−1(M,∂M ;Z/2) → 0
in the Spin case. The group homomorphismGpinn (M,∂M)→ G
spin
n (M,∂M),
defined by (w, p) 7→ ((1/2)w, p), induces a map from the first short exact
sequence to the second. We have Hn(M,∂M ;Z/2) = Z/2 and we have
Hn(M,∂M ;R/Z) = 0 unless M is orientable, in which case it is isomorphic
to R/Z. In that case there are two (continuous) isomorphisms, defined by
integrating over the relative fundamental class, with a choice of orientation.
First consider the Spin case. From the product formula (w, p)(v, q) =
(w+ v+(1/2)p∪n−2 q, p+ q) and the factorization (w, p) = (w, 0)(0, p), the
following claim is obvious.
CLAIM 3.1: If M is oriented there is a canonical bijective correspondence
between quadratic functions Q : Zn−1(M,∂M ;Z2) → R/Z and linear func-
tions L : Gspinn (M,∂M) → R/Z satisfying L(w, 0) =
∫
[M,∂M ] w. The corre-
spondence is given by Q↔ LQ, where LQ(w, p) = Q(p) +
∫
[M,∂M ] w.
For an arbitrary manifold, the Pin case is equally obvious from the prod-
uct formula (w, p)(v, q) = (w + v + p ∪n−2 q, p + q) and the factorization
(w, p) = (w, 0)(0, p).
22
CLAIM 3.2: For any manifold, there is a canonical bijective correspondence
between quadratic functions Q : Zn−1(M,∂M ;Z2) → R/Z and linear func-
tions L : Gpinn (M,∂M) → R/Z satisfying L(w, 0) = (1/2)
∫
[M,∂M ] w. The
correspondence is given byQ↔ LQ, where LQ(w, p) = Q(p)+(1/2)
∫
[M,∂M ] w.
We remind again that in the Spin case the quadratic functions have val-
ues in Z/2 ⊂ R/Z, and in the general Pin case the quadratic functions have
values in Z/4 ⊂ R/Z.
In the previous section we have explained how as the ordered simplicial
structure onM changes, all the groupsGn(M,∂M) are canonically identified
with one another, in both the Spin and Pin cases. Therefore when we define
‘canonical’ quadratic functions, via certain linear functions on Gn(M,∂M),
it will be implicit that we are defining the same quadratic function for all
simplicial structures, when the Gn groups are identified.
In the next three chapters, we will explain how the groups Gspinn (X) and
Gpinn (X) are related to Pontrjagin duals of Spin and Pin bordism groups
of X. Then, regarding an identity map Id : (M,∂M) → (M,∂M) as a
Spin or Pin bordism element, we get by duality canonical linear functions
Gn(M,∂M)→ R/Z from a Spin or a Pin structure on a manifoldM
n. Thus,
from the Claims 3.1 and 3.2, we get quadratic functions from Spin or Pin
structures. In the Spin case, all this will just amount to a reformulation
of the proof of main theorem Claim 1.1(S) given in Chapter 2. But in the
Pin case, we obtain in this rather roundabout way the only proof of Claim
1.1(P) that we know.
4 Suspension of Cochains
4.1 Suspension of Cochains
We regard the suspension ΣX of a space to be the obvious union of two
cones C+X and C−X. Given a triangulation of X with vertex order, we
label the new upper cone vertex +∞ and the new lower cone vertex −∞.
That is, the cone vertices only occur as the last or first vertex of simplices
in the suspension. But we won’t use the lower cone vertex. Given a cochain
c ∈ Cn(X), with any coefficients, we define s(c) ∈ Cn+1(ΣX) as follows.
On any simplex in the lower cone C−X, the value of s(c) will be 0. On
a simplex of form (012...n∞) in the upper cone C+X, the value will be
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s(c)(01...n∞) = c(01...n).
The ‘cone vertex last’ convention results in the easily proved formula
sd = ds. That is, s is a map of cochain complexes
s : C∗(X)→ C∗+1(ΣX,C−X).
The cochain suspension map s induces suspension isomorphisms on coho-
mology with any coefficients H˜∗(X) ≃ H∗+1(ΣX,C−X) ≃ H∗+1(ΣX).
4.2 Commutativity of Suspension and ∪i Products
The suspension s has some very nice properties relating ∪i products in X
and ΣX. First, we point out that with the given ordered triangulation of
ΣX, all ordinary cup products sx ∪0 sy are 0. The reason is, an ordered
simplex can have at most one vertex +∞, so a proper ‘first face’ will always
lie in C−X. On the other hand, the following remarkable formula holds for
all i ≥ 0:
s(x ∪i y) = (−1)
deg(x)+i+1sx ∪i+1 sy. (4.1)
We believe this is an important formula. It is not easy to prove. Obviously it
implies that Steenrod square operations commute with suspension, not just
on cohomology and cocycles, but actually on all cochains. The cochain ∪i
operations generalize to other multi-variable cochain operations and there
should be useful extensions of this suspension formula to these other oper-
ations.5
In the next Chapter we will interpret the cochain suspension map s not
just as an operation on cochains, but as providing actual simplicial maps
between certain Postnikov towers. For this, we need the commutativity for-
mula (4.1).
5In hindsight, we believe using the lower cone C−(X) to define a suspension s with
ds = −sd is a more natural choice. But then in order to get the cleanest formulas relating
s and cupi products it is necessary to use alternatives to the historical definitions of cupi
products, including ordinary cup product. But it is hard to overturn historical conventions!
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5 Simplicial Models for Postnikov Towers
5.1 Basic Models
In this section, we briefly recall some classical algebraic topology concerning
the simplicial theory of Postnikov towers. By introducing this rather gen-
erally here, the special cases that we need below for our study of quadratic
functions and Pin and Spin structures are easily seen to fit into a general
framework.
Suppose A1 is an abelian group. A simplicial set model for an Eilenberg-
MacLane space E1 = K(A1, n1) has as the q-simplices the set of A1-valued
normalized n1-cocycles on the standard q-simplex ∆
q, with the standard face
and degeneracy operations. Note K(A1, n1) has a tautological fundamen-
tal cocycle a ∈ Zn1(K(A1, n1);A1). Also, K(A1, n1) is a simplicial abelian
group. If X is a simplicial complex, or if X is a simplicial set, then a sim-
plicial map X → E1 is exactly an A1-valued n1-cocycle, say a, on X. Maps
a0 and a1 are homotopic if there is a cocycle aˆ on I ×X that restricts to ai
on {i} ×X, for i = 0, 1. The null-homotopic maps are those that extend to
a simplicial map CX → E1, where CX is the cone on X. This is equivalent
to saying a = dp for some n1− 1 cochain p on X. Thus homotopy classes of
simplicial maps [X,E1] = H
n1(X;A1).
Next, we discuss 2-stage Postnikov towers
E2 = K(A1, n1)⋉k(a) K(A2, n2).
The notation is meant to indicate a principal fibration over the first Eilenberg-
MacLane space with fiber the second Eilenberg-MacLane space. The term
k(a) is a cocycle representing the cohomology k-invariant of the fibration
k(a) ∈ Hn2+1(K(A1, n1);A2).
In practice, k(a) is a natural cochain level version of a cohomology opera-
tion. The q-cells of E2 are given by pairs (p, a), where a is an A1-cocycle
on ∆q and p is an A2-cochain on ∆
q with dp = k(a). Then a simplicial
map X → E2 is given by a pair of cochains (p, a) on X, with appropriate
coefficients and dimensions, with da = 0 and dp = k(a). Maps (p0, a0) and
(p1, a1) are homotopic if there is a pair of cochains (pˆ, aˆ) on I × X with
daˆ = 0 and dpˆ = k(aˆ) that restricts to (pi, ai) on {i} ×X, for i = 0, 1.
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We can continue and define 3-stage Postnikov towers
E3 = K(A1, n1)⋉k(a) K(A2, n2)⋉k(p,a) K(A3, n3).
Thus E3 is a principal fibration over E2, with an Eilenberg-MacLane space
fiber and k-invariant determined by a natural cocycle k(p, a) ∈ Zn3+1(E2;A3).
More precisely, k(p, a) is a natural cochain that is a cocycle if da = 0 and
dp = k(a). Simplicial maps X → E3 are given by triples of cochains (w, p, a)
on X, with appropriate coefficients and dimensions, with da = 0, dp = k(a),
and dw = k(p, a). Homotopic triples are defined just as in the 2-stage case.
Cohomology groups of Eilenberg-MacLane spaces are known, and we
also have explicit cocycle formulas representing cohomology classes. Thus,
simplicial descriptions of 2-stage Postnikov towers E2 are quite explicit. But
the catch is at the next stage. The cohomology groups of E2 are generally
obscure. Even if the cohomology is known in some sense, cocycle formulas
for the cohomology classes may be intractable.
5.2 H-spaces
A Postnikov tower represents an abelian group valued homotopy functor if it
is a simplicial H-space, that is, there is a homotopy associative and commu-
tative simplicial product E×E → E, with a simplicial homotopy inverse. In
the 3-stage case, this means a product of triples (w, p, a)(v, q, b) = (u, r, c),
with appropriate properties. In the case of an H-space, the null-homotopic
triples determine all relations between triples because of the group structure.
A 3-stage simplicial Postnikov tower H-space representing the Pontrjagin
dual of reduced 4-dimensional Spin bordism was studied extensively in our
paper [2].
In this paper, we only work with 2-stage towers E = K(A1, n1) ⋉k(a)
K(A2, n2), with A1 = Z/2 and A2 = R/Z or Z/2. A simplicial product
E × E → E will be given by a formula (p, a)(q, b) = (p+ q + u(a, b), a + b),
where du = k(a+ b)−k(a)−k(b). In our case, u(a, b) will be bilinear, hence
the product is associative on the level of maps, not just homotopy classes
of maps. However, u(a, b) is not symmetric, so the simplicial product itself
is not commutative. Instead, we will have u(a, b) − u(b, a) = dc(a, b). Then
(p, a)(q, b) = (q, b)(p, a)(dc(a, b), 0), which implies homotopy commutativity
since (dc, 0) is null-homotopic.
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5.3 Loop Spaces
Given a Postnikov tower E, its loop space should also be a Postnikov
tower, with the degrees of the Eilenberg-MacLane spaces shifted down by
one. This is neatly explained using the cochain suspension operation s
of §4. Specifically, among the q + 1 cells of K(A,n + 1), which, recall,
are the A-valued (n + 1)-cocycles on ∆q+1 = C+(∆q), there are the co-
cycles sz, where z is an n-cocycle on ∆q. These cocycles sz vanish on
the (n + 1)-simplices of ∆q ⊂ C+(∆q). Thus s can be viewed as a map
S : C+(K(A,n))→ K(A,n+1), which maps all cells in the base K(A,n) to
the basepoint, the cocycle that is identically zero.
The key idea is that the expectation K(A,n) ∼ ΩK(A,n + 1) should
be realized as the topological adjoint of a map S : C+(K(A,n))/K(A,n)→
K(A,n+1). But this is exactly what the cochain operation s of §4 does, as
explained in the previous paragraph. Moreover, the map S is a simplicial
map, hence induces a map of cochain complexes S∗ from m+1-cochains on
K(A,n+1) to m+1-cochains on C+K(A,n) that vanish on K(A,n). This
last is isomorphic, under s, to the m-cochains on K(A,n). To help follow
this discussion, denote the fundamental cocycle of K(A,n+1) by α and the
fundamental class of K(A,n) by a. Then S∗(α) = sa.
Now we can associate to a two stage Postnikov system
E = K(A1, n1)⋉k(α) K(A2, n2),
another two stage Postnikov system
E˜ = K(A1, n1 − 1)⋉k(a) K(A2, n2 − 1),
where the cohomology operation k(a) is defined by
sk(a) = S∗(k(α)) = kS∗(α) = k(sa).
Moreover, there is a canonical simplicial map S : C+E˜ → E that maps the
cone on a q-cell (p, a) of E˜ to the (q + 1)-cell (sp, sa) of E, and maps cells
of E˜ to the basepoint. The main point here is that dp = k(a) implies
d(sp) = s(dp) = sk(a) = k(sa). A topological adjoint of this map S defines
a homotopy equivalence E˜ → ΩE.
Next, suppose E is an H-space, with a simplicial product. Then E˜ inher-
its two homotopy products, one from the loop functor applied to the product
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on E and the other because E˜ is a loop space. A standard argument proves
these two H-space structures on E˜ are equivalent up to homotopy.
Suppose the simplicial product on E is given by
(ρ, α)(φ, β) = (ρ+ φ+ µ(ρ, φ), α + β).
Then the simplicial product on E˜ can be given by
(p, a)(q, b) = (p + q + u(a, b), a + b),
where the cochain operation u(a, b) is defined by su(a, b) = µ(sa, sb). The
map S : C+E˜/E˜ → E can be interpreted as a functorial correspondence from
simplicial maps {X, E˜} to simplicial maps {C+X/X,E}. At the cochain
level, this map is defined by s(p, a) = (sp, sa), and at the cochain level the
map commutes with products.
These ideas suggest the following perhaps useful definition of a simplicial
2-stage Postnikov spectrum. This will mean a sequence of simplicial H-space
Postnikov towers Ej = K(A1, n1 + j) ⋉kj(aj) K(A2, n2 + j), together with
simplicial maps S : C+Ej/Ej → Ej+1 that preserve the simplicial products
in the sense above, and whose topological adjoints give homotopy equiva-
lences Ej → ΩEj+1. Moreover, on cells one should have SC(p, a) = (sp, sa),
where C means cone on a cell of Ej. The definition, including the key role
played by the cochain suspension map s, should extend to 3-stage Postnikov
spectra and beyond.
6 The Classifying Spaces for Gspinn (X) and G
pin
n (X)
6.1 A Simplicial 2-Stage Postnikov Spectrum Espin
Consider the two stage Postnikov tower
Espinn = K(Z/2, n − 1) ⋉(1/2)Sq2p K(R/Z, n).
Here, p is the fundamental Z/2 cocycle of degree n− 1 and Sq2p = p∪n−3 p
is the standard cocycle representative of the cohomology operation Sq2 in
this dimension. The (1/2) means the coefficient morphism Z/2 → R/Z.
We will define a homotopy commutative H-space structure on Espinn and
it will be immediate that there is an isomorphism Gspinn (X) = [X,E
spin
n ],
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where Gspinn (X) is the group constructed in §3.1. The space E
spin
n represents
the Pontrjagin dual of a quotient of reduced n-dimensional Spin bordism.
Specifically, there is a natural isomorphism
Gspinn (X) = [X,E
spin
n ] ≃ Hom(Ω˜
spin
n (X)/Image Ω˜
spin
n (X
(n−2)), R/Z)
where X(n−2) denotes the n− 2 skeleton of X. We will explain this isomor-
phism in the next section.
Elements of [X,Espinn ] are represented by pairs (w, p) with dp = 0 and
dw = (1/2)p ∪n−3 p. The product will be given by
(w, p)(v, q) = (w + v + (1/2)p ∪n−2 q, p+ q).
We have here a special case of the simplicial H-space discussion of §5.2.
Note
d(p ∪n−2 q) = p ∪n−3 q + q ∪n−3 p = Sq
2(p+ q)− Sq2(p)− Sq2(q).
The product is strictly associative, but not strictly commutative.
The null-homotopic pairs turn out to be (df + (1/2)Sq2c, dc). We are
then exactly in the situation describing the group Gspinn (X) studied in §3. In
particular, the product is homotopy commutative and the inverse of (w, p) is
(−w, p). Thus pairs modulo all null-homotopic pairs form an abelian group
[X,Espinn ], and this group is exactly the group G
spin
n (X) studied in §3.1
As mentioned, the arguments above can be interpreted as proving that
Espinn is a simplicial H-space, as discussed in §5.2. Moreover, there is a
homotopy equivalence Espinn−1 → ΩE
spin
n , as discussed in §5.3. Specifically,
there is a functorial group isomorphism [X,Espinn−1 ] → [C
+X/X,Espinn ] de-
fined by s(w, p) = (sw, sp). The key point here is the property s(p∪n−3 q) =
sp ∪n−2 sq of the cochain suspension map given in Equation (4.1) in §4.2.
Thus, the 2-stage Postnikov towers Espinn form a simplicial 2-stage Postnikov
spectrum Espin.
6.2 The Relation Between Espin and Spin Bordism
We want to construct a natural isomorphism
Gspinn (X)→ Hom(Ω˜
spin
n (X)/Image(Ω˜
spin
n (X
n−2)), R/Z).
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There is more than one way to do this. The entire discussion below applies
to pairs (X,Y ) and relative bordism elements, but for simplicity we treat
the case of a single space X. First, we can directly evaluate a pair (w, p) on
a reduced Spin bordism class f : Mn → X. A formula is
〈(w, p), [M
f
−→ X]〉 =
∫
[M ]
f∗w + Q(f∗p) ∈ R/Z, (6.1)
where Q is the canonical quadratic function on the Spin manifold Mn stud-
ied in Chapter 2. We gave two definitions of Q in Chapter 2. The arguments
in Chapter 2 proving that the first (Kapustin) definition of Q is well-defined
and quadratic translate rather easily to proving that this evaluation map is a
well-defined group homomorphism. The image homomorphisms on bordism
obviously vanish on Ω˜spinn (X(n−2)), since there are no non-zero normalized
cochains of degree n− 1 and n on the n− 2 skeleton of X.
The second (Spin 1-manifold) definition of Q is better suited for prov-
ing the evaluation map is an isomorphism. This uses a filtration argument,
more or less identical to the filtration argument given in ([1], §6.3) in the
case n = 3, which we will sketch three paragraphs below.
A completely different approach to an evaluation isomorphism, which
will be discussed at the end of this section, is to use the fact that one knows
in advance that the spectrum Espin that classifies the functors Gspinn (X) is
the same as the spectrum that classifies the right hand bordism side of the
desired isomorphism. So, from stable homotopy theory, there is a natural
group isomorphism, with certain properties that we will make explicit. But
for now we continue studying the direct evaluation map (6.1).
From the relations on representative pairs (w, p) ∈ Gspinn (X), we saw in
§3.1 that there is a short exact sequence
0→ QHn(X;R/Z)→ Gspinn (X)→ SH
n−1(X;Z/2)→ 0, (6.2)
where
QHn(X;R/Z) = Hn(X;R/Z) / Image(Hn−2(X;Z/2)
(1/2)Sq2
−−−−−→ Hn(X;R/Z))
and
SHn−1(X;Z/2) = Kernel(Hn−1(X;Z/2)
(1/2)Sq2
−−−−−→ Hn+1(X;R/Z)).
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On the Spin bordism side, there is a short exact sequence obtained as
the Pontrjagin dual of the bordism sequence
0→ Im(Ω˜spinn (X
n−1))/Im(Ω˜spinn (X
n−2))→ Ω˜spinn (X)/Im(Ω˜
spin
n (X
n−2))
(6.3)
→ Ω˜spinn (X)/Im(Ω˜
spin
n (X
n−1))→ 0.
The sequence (6.2) will map to the Pontrjagin dual of the sequence (6.3),
which will have arrow directions reversed, with the evaluation map in the
center. From the Atiyah-Hirzebruch spectral sequence, the groups on the
ends in the dual of (6.3) are also QHn(X;R/Z) and SHn−1(X;Z/2). The
second definition of Q can be used to show that the diagram of maps of
short exact sequences commutes. A Five Lemma argument completes the
proof that the evaluation is an isomorphism.
Since both the theory represented by the spectrum Espin and the Pontr-
jagin dual of Spin bordism are cohomology theories, we want our evaluation
comparison of the two theories to commute with the suspension isomor-
phisms in the two theories. This is indeed the case and is explained by the
cochain suspension map s and transversality for bordism. In the diagram
below, the vertical arrows are the evaluation homomorphisms. The top ar-
row is cochain suspension s(w, p) = (sw, sp), with the homotopy theoretic
interpretation of §5.3. Here we write ΣX instead of C+X/X.
[X,En−1]
s
−→ [ΣX,En]
↓ e ↓ e
Hom(Ω˜spinn−1(X), R/Z)
σ∗
−→ Hom(Ω˜spinn (ΣX), R/Z)
(6.4)
The bottom arrow is the Pontrjagin dual of the geometric suspension
isomorphism in bordism, σ : Ω˜spinn (ΣX) → Ω˜
spin
n−1(X). Given f : M
n → ΣX,
transversality produces a collared submanifold (−1, 1)×N ⊂M and a map,
(−1, 1) ×Nn−1 → (−1, 1) ×X ⊂ ΣX.
Then σ(f) = f |0×N → 0×X. We need an orientation and Spin structure on
N . The choice that makes the diagram commute isN = (−1)n∂(M+), where
M+ = f−1(C+X) ⊂M and ∂M+ is oriented with the outward (downward
pointing) normal first.6 To prove the commutativity of the diagram, it is
6If we had used the lower cone C−X to define cochain suspension in §4.1, we would
need no sign if we take N = ∂M− oriented with the upward pointing normal first.
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easiest to use the Spin 1-manifold version of the evaluation homomorphisms.
The sign N = (−1)n∂(M+) in the orientation of N is needed to get Stokes
Theorem to work out,
∫
[M+] sw =
∫
[N ] w, as part of the proof of commuta-
tivity of Diagram (6.4).
It is important to know that the natural evaluation isomorphism just
defined is essentially unique. This follows from the following result.
CLAIM 6.1: The functor Gspinn (X) admits no natural automorphisms
other than the identity map and the inverse map of abelian groups.
To prove this, consider a natural automorphism (w, p) 7→ (w′, p′). Then
we must have p′ = p + dc, since there are no natural automorphisms of
SHn−1(Z;Z/2) other than the identity. So after multiplying by a relation
((1/2)Sq2c, dc) we can assume p = p′. Then dw = dw′ = (1/2)Sq2p. Thus,
2w, 2w′ and w−w′ are cocycles. In the universal example, both 2w and 2w′
represent generators of a (continuous) cohomology group isomorphic to Z.
It follows that up to coboundaries w and w′ are either equal or negatives.
This proves the Claim.
One then sees that the only other formula for a natural evaluation iso-
morphism would be to put a −1 in front of the
∫
[M ] f
∗w part of the evalu-
ation formula (6.1), since Gspinn (X) admits no natural automorphisms other
than ±Id.
We will now sketch a second discussion of the comparison of Gspinn (X)
with the Pontrjagin dual of Spin bordism of X. This second approach is
the only one we understand in the Pin case. The Postnikov tower of the
spectrum MSpin begins with a K(Z, 0), then a K(Z/2, 1) with non-zero
k-invariant Sq2ι0. By consideration of the Atiyah-Hirzebruch spectral se-
quence for the Pontrjagin dual cohomology theory, there is only one possi-
bility for the classifying space of
Hom(Ω˜spinn (X)/Im(Ω˜
spin
n (X
n−2)),R/Z),
and that is the 2-stage tower Espinn we have been studying. More precisely,
the spectrum Espin, as n varies. Therefore, we know in advance that there
is a diagram of evaluation isomorphisms from sequence (6.2) to the dual of
sequence (6.3), and this diagram of isomorphisms is functorial in X. We
also know in advance that we will have commutative suspension diagrams
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of homomorphisms (6.4), as n varies, and these are also functorial in X.
Now let’s fix (X,Y ) = (Mn, ∂Mn), a Spin manifold with boundary, and
f = Id : (M,∂M) → (M,∂M). As mentioned earlier, all the discussion
above about evaluation maps applies to pairs (X,Y ). By duality, there will
be an associated evaluation map Gspinn (M,∂M) → R/Z. The group theory
in §3 implies the evaluation must have the form
〈(w, p), [(M,∂M)
Id
−→ (M,∂M)]〉 = I(w) + Q(p) ∈ R/Z,
where I is linear and Q is quadratic. From the map between diagram (6.2)
and the dual of (6.3), we also know that I(w) = ±
∫
[M,∂M ] w. Finally, given
u : (Mn, ∂Mn)→ (Sn−1, pt) with p = u∗(z), the commutativity of the eval-
uation isomorphisms with u∗ : Z/2 = Gspinn (Sn−1, pt) → Gspin(Mn, ∂Mn)
implies that Q(p) must be the Spin bordism class of u.
From the suspension diagrams (6.4), or more directly, the bordism class
of u is the same as the Spin bordism class [Z], where the 1-manifold Z =
u−1(pt) ⊂M is framed inM , hence has a Spin structure. This is exactly the
second definition of the canonical quadratic functionQ : Zn−1(M,∂M ;Z/2) →
Z/2 ⊂ R/Z on a Spin manifold given in §2.3.
What we have proved at the end of this section is that the canonical
quadratic function Q on a Spin manifold constructed in §2.2 and §2.3 coin-
cides with a canonical function Q that is necessarily quadratic, which arises
from some stable homotopy theory and Pontrjagin duality. In particular, in
§2.3 we only knew that the second definition of Q was quadratic because we
could identify it with the first (Kapustin) definition in §2.2. But the proof
here goes the other way. We construct a function that must be quadratic,
then we identify it with the second construction in §2.3. We will now turn to
Pin bordism, and prove by exploiting similar stable homotopy theory that
the function Q for Pin manifolds constructed in §2.5 is necessarily quadratic.
6.3 A Simplicial 2-Stage Postnikov Spectrum Epin
Consider the two stage Postnikov tower
Epinn = K(Z/2, n − 1)⋉Sq2p K(Z/2, n).
Here, p is the fundamental Z/2 cocycle of degree n− 1 and Sq2p = p∪n−3 p
is the standard cocycle representative of the cohomology operation Sq2 in
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this dimension. The space Epinn represents the Pontrjagin dual of a quo-
tient of reduced n-dimensional Pin bordism. Specifically, there is a natural
isomorphism
Gpinn (X) = [X,E
pin
n ] ≃ Hom(Ω˜
pin
n (X)/Image Ω˜
pin
n (X
(n−2)), R/Z)
where X(n−2) denotes the n− 2 skeleton of X. We will explain this isomor-
phism in the next section.
Elements of [X,Epinn ] are represented by pairs (w, p) with dp = 0 and
dw = p ∪n−3 p. The product will be given by
(w, p)(v, q) = (w + v + p ∪n−2 q, p+ q).
The null-homotopic pairs turn out to be (df +Sq2c, dc). We now can follow
exactly the discussion in §6.1 about the spaces Espinn . It is only necessary
to remove some (1/2)’s in front of cochains, since here we have only Z/2
cochains, not R/Z cochains. Thus pairs modulo all null-homotopic pairs
form an abelian group, and this group is exactly the group Gpinn (X) =
[X,Epinn ] studied in §3.2.
The arguments above can be interpreted as proving that Epinn is a simpli-
cial H-space, as discussed in §5.2. Moreover, there is a homotopy equivalence
Epinn−1 → ΩE
pin
n , as discussed in §5.3. Specifically, there is a functorial group
isomorphism [X,Epinn−1] → [C
+X/X,Epinn ] defined by s(w, p) = (sw, sp).
The key point here is the property s(p ∪n−3 q) = sp ∪n−2 sq of the cochain
suspension map given in Equation (4.1) in §4.2. Thus, the 2-stage Postnikov
towers Epinn form a simplicial 2-stage Postnikov spectrum Epin.
6.4 The Relation Between Epin and Pin Bordism
The Postnikov tower spectrum constructed in the previous section classifies
the cohomology theory Pontrjagin dual to Ω˜pinn (X)/Im(Ω˜
pin
n (Xn−2)), as n
varies. This follows by considering the Atiyah-Hirzebruch spectral sequence
for Pin bordism and its Pontrjagin dual, because the 0th and 1st Pin bordism
groups are both Z/2, and the first k-invariant of MPin is non-trivial.
The discussion in this section applies to pairs (X,Y ) of spaces, but to
keep notation simpler we focus on the absolute case. From the relations on
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representative pairs (w, p) ∈ Gpinn (X), we saw in §3.2 that there is a short
exact sequence
0→ QHn(X;Z/2) → Gpinn (X)→ SH
n−1(X;Z/2)→ 0, (6.5)
where
QHn(X;Z/2) = Hn(X;Z/2) / Image(Hn−2(X;Z/2)
Sq2
−−→ Hn(X;Z/2))
and
SHn−1(X;Z/2) = Kernel(Hn−1(X;Z/2)
Sq2
−−→ Hn+1(X;Z/2)).
On the Pin bordism side, there is a short exact sequence obtained as the
Pontrjagin dual of the bordism sequence
0→ Im(Ω˜pinn (X
n−1))/Im(Ω˜pinn (X
n−2))→ Ω˜pinn (X)/Im(Ω˜
pin
n (X
n−2))
(6.6)
→ Ω˜pinn (X)/Im(Ω˜
pin
n (X
n−1))→ 0.
Because the classifying spaces are the same, the sequence (6.5) will map
naturally to the Pontrjagin dual of the sequence (6.6), which will have ar-
row directions reversed, with a group isomorphism in the center. From the
Atiyah-Hirzebruch spectral sequence, the groups on the ends in the dual of
(6.6) are also QHn(X;Z/2) and SHn−1(X;Z/2).
Since both the theory represented by the spectrum Epin and the Pon-
trjagin dual of Pin bordism are cohomology theories, a natural evaluation
isomorphism of the two theories will commute with the suspension isomor-
phisms in the two theories. That is, we will have a commutative diagram
(6.7), where the vertical arrows are evaluation homomorphisms. The top
arrow is cochain suspension s(w, p) = (sw, sp), with the homotopy theoretic
interpretation of §3.3. Here we write ΣX instead of C+X/X.
[X,En]
s
−→ [ΣX,En+1]
↓ e ↓ e
Hom(Ω˜pinn (X), R/Z)
σ∗
−→ Hom(Ω˜pinn+1(ΣX), R/Z)
(6.7)
The bottom arrow is the Pontrjagin dual of the geometric suspension
isomorphism in bordism, σ : Ω˜pinn+1(ΣX)→ Ω˜
pin
n (X). Given f : Mn+1 → ΣX,
transversality produces a collared submanifold (−1, 1)×Nn ⊂M and a map,
(−1, 1) ×Nn → (−1, 1) ×X ⊂ ΣX.
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Then σ(f) = f |0×N → 0×X. The manifold N has a Pin structure because
it is framed in M .
It is important to know that the natural evaluation isomorphism
Gpinn (X) = [X,E
pin
n ] ≃ Hom(Ω˜
pin
n (X)/Image Ω˜
pin
n (X
(n−2)) R/Z)
is essentially unique. This follows from the following result.
CLAIM 6.2: The functor Gpinn (X) admits no natural automorphisms
other than the identity map and the inverse map of abelian groups.
The proof is somewhat similar to the proof of Claim 6.1. Express an
automorphism as (w, p) 7→ (w′, p′). Multiplying by a relation (Sq2c, dc), we
can assume p′ = p. Now dw = dw′ = Sq2p. The only non-zero element in
Hn(Epinn ;Z/2) is the class of Sq1p. Therefore w′ − w is cohomologous to
either 0 or to Sq1p. In the first case (w′, p) = (w, p) in Gpinn (X). In the
second case (w′, p) = (w + Sq1p, p) = (w, p)−1 in Gpinn (X).
6.5 The Pin Bordism of RP 2 and Other Surfaces
We will now insert a computation of the reduced Pin bordism group Ω˜pin2 (RP
2),
or more precisely its Pontrjagin dual. For X = RP 2 the short exact sequence
(6.5) simplifies to
0→ H2(RP 2;Z/2) = Z/2→ Gpin2 (RP
2)→ Z/2 = H1(RP 2;Z/2)→ 0.
Pairs (w, x) representing elements of Gpin2 (RP
2), are given by arbitrary co-
cycles, since dw = Sq2x = 0. The product is given by (w, x)(v, y) =
(w + v + xy, x + y). In particular (0, x)2 = (x2, 0), so the extension is
non-trivial and Gpin2 (RP
2) ≃ Z/4.
If (E2, ∂E2) is a connected surface, we have the exact sequence
0→ H2(E2, ∂E2;Z/2) = Z/2→ Gpin2 (E
2, ∂E2)→ H1(E2, ∂E2;Z/2)→ 0.
The product formula inGpin2 (E
2, ∂E2) is still (w, x)(v, y) = (w+v+xy, x+y).
Then Gpin2 (E
2, ∂E2) is a direct sum of Z/2’s and Z/4’s, with the number of
Z/4’s coinciding with the rank of the map x2 : H1(E2, ∂E2;Z/2)→ Z/2.
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We need a couple of other old facts. The Pin bordism group Ωpin2 (pt) is
isomorphic to Z/8. This was established in the 1960’s by Adams spectral
sequence arguments. RP 2, with either Pin structure, is a generator. In this
Pin bordism group, the ‘negative’ of RP 2 with one Pin structure is RP 2 with
the other Pin structure7. In particular, the identity maps Id : RP 2 → RP 2,
with the two different Pin structures on the domain, are not Pin bordant.
Let K2 denote the Mobius band, which we regard as an obvious subset
of RP 2. The computation Gpin(K2, ∂K2) ≃ Z/4 is the same as the compu-
tation for RP 2. Obviously there are two isomorphisms to Z/4, but fixing
one is a somewhat delicate matter, as is fixing the evaluation isomorphism
e : Gpin2 (RP
2) ≃ Hom(Ω˜pin2 (RP
2), R/Z),
or the equivalent evaluation for (K2, ∂K2). Which Pin structure should be
considered preferred on RP 2 and K2? Classically, a Pin structure on Mn
can be interpreted as a Spin structure on the bundle τM+det(τM ), where τM
is the tangent bundle. For a surface this is equivalent to a homotopy class
of trivializations of τM + det(τM ). As a choice of preferred Pin structure on
RP 2 and K2, we will view τRP 2 +det(τRP 2) as an open submanifold of RP
3,
and give RP 3 a Spin structure as the boundary of the tangent disk bundle
of S2 with its complex orientation. This is the same as the Spin structure
given by the Lie group framing of RP 3 = SO(3).
One advantage of K2 over RP 2 is that RP 2 is not a boundary, so
the identity map is not a reduced bordism element. We avoid fixing this
by working with K2 and relative bordism. As the preferred generator
(+1) ∈ Ω˜pin2 (K
2, ∂K2) ≃ Z/4 we will take Id : (K2, ∂K2) → (K2, ∂K2),
where the domain K2 is given the Pin structure described above. The iden-
tity map with the other Pin strucuture on the domain K2 necessarily gives
the other generator of Z/4. This follows from the comment above that the
two Pin structures on RP 2 are not Pin cobordant.
Now here are some useful facts that we will need in §6.7 when we con-
sider the effect of change of Pin structure on canonical quadratic functions.
Suppose A2 = I×S1 is the annulus and suppose u : (A2, ∂A2)→ (K2, ∂K2)
is a map of interval bundles over S1. Then a fiber I maps to a fiber, so
the induced maps on both relative H1 with Z/2 coefficients and relative H
1
7In general for a closed Pin surface L2 the negative in the Pin bordism group is  L2
with its Pin structure twisted by w1(L) ∈ H
1(L;Z/2).
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with Z/2 coefficients are isomorphisms. Put another way, the induced map
u∗ : Z/4 = Gpin2 (K
2, ∂K2) → Gpin(A2, ∂A2) = Z/2 ⊕ Z/2 is non-zero. In
fact, the map is projection onto the Z/2 direct summand spanned by (0, x).
There are two Pin structures on the annulus, which correspond by eval-
uation to the two (linear) maps Gpin(A2, ∂A2) → Z/2 that factor through
H1(A2, ∂A2;Z/2). Therefore, given u : (A2, ∂A2) → (K2, ∂K2) as in the
above paragraph, then with the non-trivial Pin structure on A2 any such
map u represents 2 ∈ Z/4 in the Pin bordism group of (K2, ∂K2). With the
trivial Pin structure on A2, the map represents 0 in Pin bordism.
Similarly, suppose u : (K2, ∂K2)→ (K2, ∂K2) is a map of interval bun-
dles over S1, which necessarily has odd degree on the core circles. Then
the induced map u∗ from Gpin2 (K
2, ∂K2) = Z/4 to itself is the identity map.
This holds because the generator (0, x) ∈ Gpin2 (K
2, ∂K2) pulls back to itself.
We conclude that with the preferred Pin structure on the domain K2, any
such map u represents +1 ∈ Z/4 in the Pin bordism group of (K2, ∂K2), and
with the opposite Pin structure on the domain K2, such a map represents
−1 ∈ Z/4.
6.6 The Canonical Quadratic Function on Pin Manifolds
Now let’s fix (Mn, ∂Mn) with a Pin structure, and consider Id : (M,∂M)→
(M,∂M) as a relative Pin bordism element. By duality, there will be an
associated evaluation map Gpinn (M,∂M) → R/Z. The group theory in §3
implies that an evaluation must have the form
〈(w, p), [(M,∂M)
Id
−→ (M,∂M)]〉 = I(w) + Q(p) ∈ R/Z,
where I is linear and Q is quadratic. From the map between diagram (6.5)
and the dual of diagram (6.6), we know that I(w) = (1/2)
∫
[M,∂M ] w. In the
Spin case, the sign ambiguity of the corresponding evaluation map implicit
in Claim 6.1 was pinned down by the choice that (w, 0) should evaluate as∫
[M,∂M ] w ∈ R/Z. In the Pin case, the integral has order 2, so the sign am-
biguity implicit in Claim 6.2 must be resolved by explaining how to choose
Q(p) ∈ Z/4 ⊂ R/Z.
The universal sign ambiguity is pinned down by the decisions made for
M = RP 2 or K2. In those cases there are obviously two quadratic functions
q(x) = ±1 ∈ Z/4, where (0, x) generates Gpin2 . With the preferred Pin
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structure on RP 2 and K2 defined in the previous section, we will choose as
the preferred quadratic function q(x) = +1. This is the same as choosing
the evaluation map for RP 2 to satisfy
〈(0, x), [RP 2
Id
−→ RP 2]〉 = +1/4 ∈ R/Z,
where the domain RP 2 is given the preferred Pin structure.
We first discuss the canonical quadratic function on surfaces, beginning
with closed surfaces. Recall in dimension two that quadratic functions are
defined on cohomology groups. Given any p ∈ H1(E2;Z/2), there will be
maps u : E2 → RP 2 with u∗(x) = p. Then the map u∗ : Gpin2 (RP
2) →
Gpin2 (E
2) with u∗(0, x) = (0, p) will commute with the natural evaluation
maps to the duals of Pin bordism. That is, there is a commutative diagram
Gpin2 (E
2)
u∗
←− Gpin2 (RP
2)
↓ ev ↓ ev
Hom(Ω˜pin2 (E
2), R/Z)
Du∗←−− Hom(Ω˜pin2 (RP
2), R/Z)
↓ ev(E2) ↓ ev(RP 2)
R/Z = R/Z
(6.8)
We then see the following key fact. Given our normalization conventions,
the Pin bordism class [u : E2 → RP 2] ∈ Z/4 ⊂ R/Z coincides with the value
of the canonical quadratic function Q(p) = Q(u∗x) ∈ Z/4 ⊂ R/Z.
The case of Pin surfaces with boundary is essentially identical to the
above, exploiting maps u : (E2, ∂E2) → (K2, ∂K2), with u∗(x) = p. The
Pin bordism class of u coincides with the value of the quadratic function
Q(p) = Q(u∗x). Both take well-defined values in Z/4, given the normaliza-
tion conventions for K2.
In higher dimensions, suppose given u : (Mn, ∂Mn) → (Σn−2RP 2, pt),
with p = u∗(σn−2x) where x ∈ Z1(RP 2;Z/2) is non-zero in cohomology. The
commutativity of the natural evaluation maps with u∗ : Gpinn (Σn−2RP 2, pt)→
Gpinn (Mn, ∂Mn), and the commutativity of suspension diagrams (6.7), imply
that Q(p) ∈ Z/4 ⊂ R/Z must be the Pin bordism class of u, which is the
same as the reduced Pin bordism class [u : E2 → RP 2] ∈ Z/4 where the Pin
surface E2 ⊂M is the framed inverse image of RP 2 in M under the map u.
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This proves that our formula for Q(p) back in §2.5, namely
Q(p) = (1/4)[u : E2 → RP 2] ∈ R/Z
in the case that p = u∗(σn−2x)), does indeed define8 a quadratic function
Zn−1(M,∂M ;Z/2) → R/Z. This is the quadratic function that we will
declare to be the canonical quadratic function on a Pin manifold Mn. Of
course it is only really canonical as a Z/4 ⊂ R/Z valued function after we
make the normalization choices described above for RP 2 and K2.
We make a few last comments about the definition of the canonical
quadratic function. Historically, and in great detail in reference [4], the
canonical Z/4-valued quadratic function on a surface was defined by inter-
preting a Pin structure as a trivialization of the bundle τE + det(τE), then
counting ‘right hand twists’ of a band around a circle in E. The count is in
(1/2)Z/2Z ≃ Z/4. We have not needed to identify our canonical quadratic
function with that one. But they are the same. Resolution of the sign am-
biguity occurs as the decision to count right hand twists, rather than left
hand twists. Also, one must decide at some point which is the ‘true’ Pin
RP 2, to settle the ambiguity q(x) = ±1. Proof that in the surface case the
twist counting yields quadratic functions defined on cohomology and refin-
ing the cup product pairing is done geometrically, since the cup product can
be viewed as self-intersection, which can be understood. Not so much with
the higher cup products in our n-dimensional quadratic functions defined
on cocycles.
On a simplicial n-manifold Mn, one can draw curves Z dual to an n−1-
cocycle p by putting points on n − 1 simplices on which p evaluates non-
trivially and connecting with arcs in n simplices. Identify the normal bun-
dles around component circles of Z, and use a Pin structure to make a twist
count of some kind in framed 3 dimensional tubes around these circles. The
catch is, what does quadratic mean, as a function of p, and how do you
prove it? Curves for different cocycles p, q get close together when p and q
both evaluate non-trivially on the same n−1 simplex, or even on faces of the
same n-simplex, and this is exactly when p+ q gets interesting. Our notion
of quadratic function is defined in terms of the black box ∪n−2 operation.
The cochain formulas are very complicated. We see no way to handle this
in a direct geometric manner. Therefore, we use the method of Chapter 2,
8Recall that the general cocycle p′ = p+ dc, where p is of this special form. Then the
quadratic properties of Q give the formula for Q(p+ dc).
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or the even more abstract method of Chapter 6, to get quadratic functions,
which we know must be identical to some twist count construction.
6.7 Change of Pin Structure on a Manifold
In order to complete the proof of our original Claim 1.1 in the Pin case, we
need to understand how the canonical quadratic function Q on M is related
to the canonical quadratic function on Ma if the classical Pin structure on
M is changed to Ma, by the action of a ∈ H
1(M ;Z/2) on Pin structures.
The result we want is that the canonical quadratic function on Ma is in-
deed Qa(p) = Q(p) + 2〈ap, [M,∂M ]〉. Note that with p = u
∗(σn−2x) we
have 〈ap, [M,∂M ]〉 = 〈i∗(a)u∗(x), [E2]〉, where i : E2 ⊂ M is framed by the
map u : M → Σn−2RP 2. Thus we are reduced to the following question
about surfaces and a reduced Pin bordism element u : E2 → RP 2, with
u∗(x) = p ∈ H1(E2;Z/2). How does the Pin bordism class of u change if
the Pin structure on Σ is changed by a ∈ H1(E2;Z/2)? The result we want
is that it changes by 2〈ap, [E2]〉 ∈ Z/4.
First, we have the Mobius strip K2 ⊂ RP 2 and we make u transverse to
the non-trivial circle in RP 2, so that its inverse image is a union of circles,
with a tubular neighborhood E0 mapping to K
2. We then replace u with
u0 : (E0, ∂E0) → (K
2, ∂K2). Then E0 is a union of annuli and Mobius
strips, with Pin structures from E, whose core circles map to the core circle
in K2 with even or odd degrees, respectively. Which elements in the Pin
bordism of (K2, ∂K2), which we have identified with Z/4, do these annuli
and Mobius strips represent? The answer was given in the final three para-
graphs of §6.5. A Mobius strip mapping with odd degree to K2 represents
±1 ∈ Z/4, where the sign compares the Pin structure on the Mobius strip
in E0 with the chosen preferred Pin structure on K
2. An annulus mapping
with even degree to K2 represents 2 ∈ Z/4 if the Pin structure on the an-
nulus in E0 is non-trivial, and represents 0 ∈ Z/4 if the Pin structure from
E0 is trivial.
OK. Now we are ready to see what happens to u : (E0, ∂E0)→ (K
2, ∂K2)
if we change the Pin structure on E0 by a ∈ H
1(E0;Z/2). We inter-
pret the Pin structure change as twisting the normal framings of circles
Z in τE + det(τE) by the number 〈a, [Z]〉 ∈ Z/2. This coincides with
〈apz, [E0, ∂E0]〉 ∈ Z/2 if pz ∈ H
1(E0, ∂E0;Z/2) is dual to [Z]. Reviewing the
discussion in the paragraph above, this gives exactly what we want. Given
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any p = u∗(x) ∈ H1(E0, ∂E0;Z/2), where u : (E0, ∂E0) → (K
2, ∂K2), the
dual of p is a union of circles, with neighborhoods mapping to K2. The anal-
ysis above shows that the relative Pin bordism class represented by a neigh-
borhood of one circle Z changes by 2〈a, [Z]〉 ∈ Z/4. So the global change on
(E0, ∂E0)→ (K2, ∂K2) is exactly the sum of these, or 2〈ap, [E0, ∂E0]〉.
7 Some Manipulations with Quadratic Functions
In this Chapter we make several direct constructions with quadratic func-
tions. Some of these are analogues of obvious constructions with classical
Pin structures. For example, a Pin structure on a manifold induces a Pin
structure on its boundary and on codimension zero submanifolds. Also,
there is an obvious notion of cobordism between Pin manifolds. But here
we want to make these constructions directly with quadratic functions, with-
out reference to the main Claim 1.1(P), or its proof in the Chapters above.
Other constructions in this section are perhaps not so familiar with classical
Pin structures.
7.1 Quadratic Functions on Boundaries
Here is how we construct quadratic functions on boundaries. We are as-
suming that on each simplex of M the vertices on ∂M precede the vertices
not on ∂M . We then have a collapse map in the ordered simplicial category
t : (M,∂M) → (C+∂M, ∂M), extending the identity on ∂M and mapping
all other vertices of M to the cone point. Note t is an isomorphism on each
n-simplex of M that meets the boundary in an (n − 1)-simplex, and maps
all other n-simplices degenerately.
We then have cochain maps
t∗s : Zn−2(∂M ;Z/2)→ Zn−1(C+∂M, ∂M ;Z/2)→ Zn−1(M,∂M ;Z/2),
where s is the cochain suspension studied in §4.1. For a cocycle w ∈
Zj(∂M ;Z/2) of any degree, it is useful to observe t∗s(w) = dwˆ, where
wˆ ∈ Cj(M ;Z/2) extends w by 0 on all simplices not in ∂M . So t∗sw is an
explicit relative cocycle representative for δw ∈ Hj+1(M,∂M ;Z/2). Thus
for any u ∈ Cn−1(∂M ;Z/2) = Zn−1(∂M ;Z/2) we have∫
[M,∂M ]
t∗su =
∫
[C+M,∂M ]
su =
∫
∂M
u.
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We now compose with a quadratic function Q on (M,∂M),
∂Q = Q ◦ t∗s : Zn−2(∂M ;Z/2) → Zn−1(M,∂M ;Z/2)→ Z/2.
We claim ∂Q is a quadratic function on ∂M . First,
∂Q(p+ q) = ∂Q(p) + ∂Q(q) +
∫
[C+∂M,∂M ]
sp ∪n−2 sq.
But sp ∪n−2 sq = s(p ∪n−3 q), by property (4.1) of the cochain suspension
s in §4.2. The integral term then equals
∫
∂M p ∪n−3 q. Secondly, if c ∈
Cn−3(∂M ;Z/2) then
∂Q(dc) = Q(dt∗(sc)) =
∫
[M,∂M ]
Sq2(t∗sc) =
∫
[C+∂M,∂M ]
Sq2sc.
Again, by properties of s, the integral equals
∫
∂M Sq
2c. This completes the
proof that ∂Q is a quadratic function on ∂M .
Our proof of Claim 1.1(P) constructed a canonical quadratic function
on a Pin manifold, using classical facts about Pin structures. So there is a
canonical quadratic function on both a Pin manifold M and on its bound-
ary ∂M . If one examines the proof of Claim 1.1(P), it can be seen that the
canonical quadratic functions constructed on M and ∂M are indeed related
by the cochain suspension boundary construction on quadratic functions
given here.
Although our construction of boundary quadratic functions uses only
direct operations with cochains, one can look at it from a more homotopy
theoretic viewpoint. The map M/∂M → C+∂M/∂M and the construction
in §5.3 yields a composition
[∂M,En−1]→ [C
+∂M/∂M,En]→ [M/∂M,En].
A quadratic function on M is named by a homomorphism [M/∂M,En] →
R/Z. Apply the functor Hom(∗,R/Z) to the above composition and follow
a quadratic function on M . At the other end, one gets a homomorphism
[∂M,En−1]→ R/Z, which is equivalent to a quadratic function on ∂M .
43
7.2 Some Functorial Properties
Next we point out some direct manipulations that amount to certain functo-
rial properties of quadratic functions. The motivation for this is to indicate
how one can develop some self contained theory of pairs (M,Q) consisting
of manifolds with a quadratic function. For example, if f : (M ′, ∂M ′) →
(M,∂M) is an order preserving simplicial map between manifolds of the
same dimension such that Hn(M,∂M ;Z/2) → Hn(M ′, ∂M ′;Z/2) is surjec-
tive, and if Q′ is a quadratic function on M ′ then it is obvious that the
composition
Q = Q′f∗ : Zn−1(M,∂M ;Z/2) → Zn−1(M ′, ∂M ′;Z/2)→ Z/2
is a quadratic function on M . This is a push-forward construction.
A specific example is provided by the canonical order preserving map
M ′ → M , where M ′ is the barycentric subdivision of M , with its natural
ordered structure. But also in this case, since this map induces a homology
isomorphism, a quadratic function Q on M induces a quadratic function Q′
on M ′. The reason is, any Q′ is determined by the values of Q′ on cocy-
cles {p′j} representing a homology basis of H
n−1(M ′, ∂M ′;Z/2), and such
cocycles can be taken to be the image of cocycles {pj} on (M,∂M). Then
set Q′(p′j) = Q(pj). This is a pull-back construction. The two constructions
Q↔ Q′ are clearly inverses of each other. In fact, these remarks show that
any order preserving simplicial map between two n-manifolds inducing a
cohomology isomorphism with Z/2 coefficients in degrees n − 2, n − 1, and
n will induce a bijection between quadratic functions on the two manifolds.
7.3 Low Dimensions
It is amusing to look at low dimensions. Logically speaking, when n = 0
the Claim 1.1(P) asserts every 0-manifold admits a unique Pin structure.
When n = 1, the Claim asserts that Pin structures correspond bijectively
with linear functions H0(M,∂M ;Z/2) = H0(M ′;Z/2) → Z/2, where M ′
is the union of the closed components of M . (Such linear functions indeed
correspond canonically with elements of H1(M ;Z/2).) In particular, when
M = S1 there is a canonical trivial ‘quadratic function’ and a canonical
non-trivial ‘quadratic function’, meaning the zero and the non-zero homo-
morphisms H0(S1,Z/2)→ Z/2.
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When n = 2 and ∂M = ∅, Claim 1.1(P) is well-known, [4], and as-
serts that there is a canonical correspondence between Pin structures and
quadratic functions q : H1(M2;Z/2) → Z/4 refining the cup product pair-
ing. If ∂M 6= ∅, the analysis gets a bit tricky. Pin structures still correspond
canonically to quadratic refinements of the cup product pairing for the pair
(M,∂M), but the cup product pairing can be degenerate. The restriction of
quadratic functions induced by inclusions ∂M2 ⊂M2 whenM2 is connected
reveals that the number of non-trivial homomorphisms induced on boundary
circles must be even. This will be explained in the next paragraph. Thus
only the trivial structure on S1 bounds.
We will look at specific examples of restricting quadratic functions to
boundaries and other submanifolds. We first examine the above bound-
ary construction when M2 is a connected 2-manifold. Consider a cocycle
x0 ∈ Z
0(∂M ;Z/2) that is identically 1 on vertices of one component Z0 of
∂M and identically 0 on other components. If Q is a quadratic function on
(M,∂M), then ∂Q(x0) = 1 or 0 records whether the induced structure on
Z0 is the non-trivial or the trivial structure (in our sense). Let x be the sum
of these x0 over the non-trivial components, and let y be the sum over the
trivial components. Then t∗sx + t∗sy = dc, where c ∈ C0(M,∂M ;Z/2) is
the relative cocycle that is 1 on all vertices of M not in ∂M . Then, because
of the low dimension, 0 = Q(dc) = ∂Q(x)+∂Q(y). By definition, ∂Q(y) is a
sum of 0’s. Therefore, ∂Q(x) = 0, which says that the number of non-trivial
boundary components must be even. It is not hard to construct a quadratic
function on [0, 1]×S1 with boundary two copies of S1 with non-trivial struc-
ture.
We next look at the boundary construction when M3 is a connected
3-manifold. Then ∂Q is a quadratic function on H1(∂M ;Z/2). Half the ele-
ments of this group are represented by cocycles x = i∗z with z ∈ Z1(M ;Z/2).
Then c = xˆ+ z ∈ C1(M,∂M ;Z/2), where xˆ extends x by 0, and dc = dxˆ =
t∗sx. Then Sq2c = cdc = cdxˆ, hence ∂Q(x) = Q(dc) =
∫
[M,∂M ] cdxˆ. But
one sees that cdxˆ is 0 on all 3-simplices since c is 0 on all 1-simplices in
∂M and dxˆ is 0 on all 2-simplices disjoint from ∂M . Thus ∂Q vanishes on
a Lagrangian subspace of H1(∂M ;Z/2), which, of course, implies its Arf
invariant is 0.
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7.4 Codimension Zero Submanifolds
In addition to restricting quadratic function to boundaries, we can also re-
strict to codimension 0 submanifolds V . First assume M is closed and
V ⊂ M . Cocycles x ∈ Zn−1(V, ∂V ;Z/2) can be extended by 0 to cocycles
x˜ ∈ Zn−1(M ;Z/2). We then define QV (x) = Q(x˜). The desired two condi-
tions are easy to check.
If ∂M 6= ∅ and if V ⊂ M is neatly embedded, with ∂V = ∂0V ∪ ∂1V ,
where ∂0V = ∂V ∩ ∂M , then again we can extend relative cocycles x on
(V, ∂V ) by 0 to relative cocycles x˜ on (M,∂M), and define QV (x) = Q(x˜).
Iterated boundary and codimension 0 constructions are consistent under the
various inclusions, ∂0V ⊂ ∂V ⊂ V ⊂M and ∂0V ⊂ ∂M ⊂M .
Another aspect of the boundary construction and the codimension 0 con-
struction is that if V ′ ⊂M is the complementary codimension 0 submanifold
to V ⊂ M , then we have ∂1V = ∂1V
′ and ∂0V ∪ ∂0V
′ = ∂M . We can re-
strict a quadratic function on M to both V and V ′. Then further restrict to
∂V ′ ⊃ ∂1V
′ and ∂V ⊃ ∂1V . In the oriented setting, the orientations on ∂1V
and ∂1V
′ are opposite, but it turns out the two induced quadratic functions
are the same. This is a fairly tricky computation.
7.5 Cobordism and Homotopy
Since we can restrict quadratic functions to boundaries it is easy to define
the notion of a cobordism (W,Q) between (Mi, Qi), i = 0, 1, where the Mi
are closed manifolds with quadratic functions Qi. Cobordism of quadratic
functions makes sense in both the oriented and the unoriented cases. In
fact, since we can also restrict quadratic functions to codimension 0 sub-
manifolds, we can define relative cobordisms (W,Q) between (Mi, Qi) when
the boundaries of the Mi need not be empty. The construction will be in
terms of the usual notion of a relative cobordism (W,∂W ) between manifolds
with boundary, together with a quadratic function Q on W that restricts
appropriately to a given quadratic function on the codimension 0 submani-
fold M0 ⊔M1 ⊂ ∂W .
One can also go back and forth between quadratic functions on M and
quadratic functions on the specific (relative, if ∂M 6= ∅) cobordism I ×M .
Starting with a quadratic function Q̂ on I ×M , restrict to the boundary
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and obtain quadratic functions Qi on Mi = {i} × M . Conversely, start-
ing with a quadratic function Q0 on M0 exploit the homology isomorphism
with a dimension shift induced by cochain suspension s0 at the 0 end. Set
Q̂0(s0(x)) = Q0(x) on representatives of a cohomology basis. This extends
to a quadratic function Q̂0 on I ×M that restricts to the original quadratic
function Q0 on M0. One sees that the two constructions Q̂ ↔ Q0 are bi-
jective correspondences and inverses, since H1(I ×M,Z/2) ≃ H1(M ;Z/2).
Now restrict Q̂0 to M1. Call this restriction Q1. Go the other way. Extend
Q1 to Q̂1, using cochain suspension s1 at the 1 end. Since the restrictions
of Q̂0 and Q̂1 agree on M1, they must be identical. You are back where you
started, Q̂1 = Q̂0. This seems quite difficult to see directly unless the or-
dered simplicial structure on I×M is very simple, something like a product
triangulation extending the same simplicial structure on the two ends.
It is now pretty easy to ‘free’ the notion of quadratic function from a
choice of ordered simplicial structure onM , and to formulate a kind of func-
torial homotopy invariance. There are a couple of ways to do this. One can
exploit iterated barycentric subdivisions, and declare quadratic functions
Q0 and Q1 on two ordered simplicial structures M0 and M1 on the same
manifold M to be equivalent if there is some ordered structure on M and
order preserving maps fi : (M,∂M)→ (Mi, ∂Mi) homotopic to the identity
so that the pull-backs to M of the two quadratic functions Qi are identi-
cal. Or, perhaps more directly, just take arbitrary quadratic functions on
ordered triangulations of I × M and declare the restrictions to the ends
to be equivalent. Related statements are that the push-forward correspon-
dences for two odd degree topologically homotopic ordered simplicial maps
f0, f1 : (M
′, ∂M ′) → (M,∂M) are identical, and similarly for the two pull-
back correspondences when defined.
One can iterate the constructions with boundaries of n-manifolds and
codimension 0 submanifolds to deal with some embedded submanifolds of
lower dimensions. For example, by means of such iterations one can see that
if ∆n−1×Z ⊂Mn− ∂Mn is a framed circle in an oriented manifold dual in
a suitable sense to a cocycle p ∈ Zn−1(M,∂M ;Z/2) then Q(p) = [Z] ∈ Z/2,
where Q is a quadratic function on M and [Z] records whether the struc-
ture on Z (in our sense) induced by iteration is trivial or non-trivial. In the
proof of the Claim 1.1 in the Spin case, we encountered the classical notion
of Spin structure on a 1-manifold and that proof certainly shows that the
two notions of Spin structure on a circle coincide. A somewhat more elab-
orate discussion like this would apply to a framed surface in an arbitrary
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manifold with a quadratic function.
An interesting point is that one can define a bordism-like homology the-
ory in both the oriented and non-oriented cases, by looking at bordism
classes of maps (M,∂M ;Q) → (X,Y ), where M is a manifold with a
quadratic function Q. The constructions in this Chapter yield proofs of
the various homology theory axioms, namely homotopy functor, long exact
sequence, excision. After the fact, one knows that these homology theo-
ries, combined with M smooth, must coincide with Spin and Pin bordism.
Nonetheless, because the constructions are directly combinatorial in terms
of simplicial structure, and we can cut a manifold into pieces and look at
quadratic functions on the pieces, it seems like there is some connection here
with extended TQFT theories.
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