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I. 1. ABSTRACT
Multi-agent systems are often limited in terms of persistence
and scalability. This issue is more prevalent for applications in
which agent states changes frequently. This makes the existing
methods less usable as they increase the agent’s complexity
and are less scalable. This research study has presented a
novel in-memory agent persistence framework. Two prototypes
have been implemented, one using the proposed solution and
the other using an established agent persistency environment.
Experimental results confirm that the proposed framework is
more scalable than existing approaches whilst providing a
similar level of persistency. These findings will help future
real-time multiagent systems to become scalable and persistent
in a dynamic cloud environment.
Index Terms—multi-agent systems, cloud, jade, agents, Pre-
sistent, Scalable
II. 2. INTRODUCTION
In this modern era Multi-agent systems are being used in
many areas including aircraft maintenance, electronic book
buying, network security, military logistic planning and main-
taining adhoc networks. Organizations are transferring their
large-scale systems to agent-based architectures like in tele-
health care [1] [2], fault diagnosis in the provision of an in-
ternet business [3] and many others [4] [5] [6].As Multi-agent
system does not suffer with; resource limitations, critical fail-
ures or single point of failure, resource allocation deadlocks or
bottlenecks and improves computational efficiency, reliability,
flexibility, robustness and performance efficiency of the overall
system [7] . Although there are many advantages of multi-
agent system there are several challenges distributed global
environment. One of the vital issue which multi-agent system
faces is a persistency [8] [9] [10] [11] of an agent because
agents tend to run in memory and exists in a range of complex
states. An environmental state of an agent is central to the
autonomy of the system and therefore difficulties occur if an
agent unexpectedly dies for some reason. When one dies all in-
memory state information is lost. Especially in the scenario of
those smartphones and computer applications in which agents
are performing tasks on user’s behalf and are communicating
with each other. Such systems are mapping single user to
personalized agent. When agent dies unexpectedly it results
in a loss of important data of user and connection of a user
with other users.
There are several approaches which are used by Java Per-
sistence API [12], [13], [14], Serialization mechanism [13]
, DBMS [14] and JADE Persistence Services [15]. Java
persistency framework did improve the flexibility and stability
of an agent-based system however it increases the complexity
of agents whose state changes in real-time. In the case when
a certain object of agent is persisted in the database using
composite keys, there is an increase in complexity to persist
and find the object. Increase in artifact size, framework com-
plexity, memory for a single agent results in frequent failures,
especially in the scenario when the agent state is updated
frequently. There is also a chance of Virtual Machine instance
failure which will further increase the recovery time of the
agent placed on a single instance due to VM churn time.
The serialization mechanism is appropriate for short term
storage of arbitrary objects. It is mostly used to persist the
session information. However, when the data persistence is for
a longer period or the state of the object frequently updates, the
serialization cannot update the state of the agent to the session
database in real-time. Moreover, when there is a change in
any data structure of the agent, the serialized object cannot be
deserialized even when you know the session id.
Existing Jade persistence addon uses Java persistence API
and relational DB and inherits their disadvantages for real-time
multi-agent applications. The usability is further decreased
in the cloud environment when persisting object state on
an instance increasing the recovery time in case of VM
failure. In order to address these issues we have purposed a
novel approach. Our framework is based on real-time two-
way communication in a similar manner to that of human
interaction. Each agent has a mirror agent which duplicates
its internal state. They communicate with each other in order
to maintain up to date state information. If one of the agents
should crash or die then the other agent takes its place and will
recreate the agent that died. This makes the platform far more
stable as mirror agents reside in a different physical location.
We have evaluated our approach by comparing it with widely
used Jade persistency framework [15].
III. 3. BACKGROUND
In Multi-agent system agents will have many states. Such
states can be captured either in system level or application
level. The capturing of state at the system level will result in
a very generic and concrete solution but it is really tough and
it would need some comprehensive coding in the Java virtual
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machine (in case of JADE) or agent development framework.
Another way of capturing and persisting agent states is at
the application level where the states of system are captured
at run-time. Multi-agent systems have agents which collab-
oratively work to complete certain tasks which mean they
share their some states with other agent in multi-agent system;
this sharing creates collaboration between agents which can
be said multi-agent environment. This sharing requires the
classification of states with respect to responsibilities of agent.
Bracciali et al [16] proposed a model to classify states
of agents of multi-agent systems. The model obtains the all
possible states in multi-agent systems and broadly categorizes
them in two sets, Environmental states and Agent states.
Environmental states are states of agents which are shared
with other agent in multi-agent systems while Agent states
specifically belong to that agent itself only. The model for
modeling the agent state should be generic so in this paper
agent is consider as black box which means states are model
regardless of working of agent.The actions of agents are being
observed to capture states and these actions also change the
states of agent. These actions of certain agents are observed by
other agents who in response take a specific course of action.
Each agent maintains its mental state containing its beliefs,
desires and what it intends to do.
Further, in the proposed model there are fully transparent
Multi-agent system and partially transparent multi-agent sys-
tems. In transparent Multi-agent systems each agent knows
the mental state of all other agents in system while in partial
Multi-agent systems each agent has certain limited visibility
of mental state of other agent [17]. The work is significantly
useful for classifying agent states. Although this process is
very complicated, this increases the complexity of Multi-agent
systems. Using this approach as ads on or frameworks will
result in increasing complexity of systems. Similar approach
with some modification can work notable well.
However, the classification of states of agents in Multi-
agent systems reduces the complexity of overall systems but
complexity of internal states of each agent should also be
determined. The state of each individual agent can change
frequently as the environment around them is continually
evolving. If a database is used to store state information then it
can become a serious bottleneck in terms of performance and
scalability. This in turn reduces the scalability of the system
and also makes it more prone to reliability issues. When an
agent dies unexpectedly then the time required to recreate
an Agent is critical. This is because agent will continue to
receive action messages. There are several techniques which
are presented as a solution of this problem but all of them have
some shortcomings. Approaches which are currently being
used in order to address this problem include: Java Persistence
API, Serialization mechanism, DBMS and JADE Persistence
Services. These persistence frameworks are discussed in detail
below along with their shortcomings.
The Java persistence API [12] is a framework for developing
business logic of enterprise application that edges the speed,
security, and reliability of server-side technology. Caire et
al [18] developed agent based mobile application for hybrid
networks which are combination of several networks including
GPRS, UMTS and WLan. They implemented an application in
J2ME and used JADE as the agent development framework.
They intensively checked scalability and stability of the ap-
plication. They deployed application on network of wireless
devices. In order to check scalability, interoperability and fault
tolerance, the information in MTP table, Container tables and
Global Agent Descriptor Table are evaluated. In terms of
persistency they preferred the Hibernate framework [19] which
provides object relational mapping (ORM). Hibernate has been
proven to be able to successfully provide flexible and stable
persistency because of its having support for the object query
language. [20]
The Java persistency framework improved the flexibility and
stability of an agent-based system. However, its scalability was
not satisfactory for agents who frequently change their state
and thereby send huge numbers of requests to the persistency
framework. Hibernate has the capability to perform secure
and structural transactions but its performance degrades as the
burden on it increases. It was added as add-on in the JADE
platform for providing application level persistency but the
developers have described that there is still need to improve
this add-on for highly scalable agent based systems [21].
Serialization is another way being used for persisting agent’s
states in MAS. Serialization is a mechanism for representing
an object in the form of bytes which contain information about
the object and the type of data that is stored. Wong et al [20]
designed a Java based infrastructure for the development of a
network and mobile agent based application named Concordia.
Concordia is middleware infrastructure which is capable of
accessing information from wireless and wired devices that
are connected to a network. This framework has many parts
which allow agent administration, communication, migration
etc.
Along with them, there is component for agentpersistence
which allows the system to recover an agent’s state when
it dies. In this infrastructure they used Java object serializa-
tion [22] . Serialization is usually preferred for persisting an
object for short periods of time and in cases where object data
does not change frequently because changes in class format
of an object makes it hard to desterilize the Java object. In
contrast agent states can change rapidly so serialization is not
really appropriate for addressing persistency problems.
Database [14] is widely used technique for persisting agent
states. States can be stored in a database which then allows
them to be fetched, updated and deleted. Databases provide
a very structural way for these operations. If we consider the
use of databases for persistency in a MAS there is a significant
level of complexity. Each agent has its own internal state which
may or may not be different from the other agents in the en-
vironment. In a database schema these states will be attributes
of table and agent states possibly change on changing the
responsibilities of agent. Such responsibilities will increase or
decrease numbers of states which will eventually change the
schema of database which results in broken keys and records.
This will actually increase the complexity for database because
this cannot achieve using simple design. This complexity
will increase with the passage of time and consequences in
crashes and instability. Hence this change in responsibilities
results in change of attributes of table and that continuous
updating of attributes will make database inconsistence and
generate errors. Another reason for not selecting databases
as a persistency mechanism for multi-agent systems is their
response times. Databases are used for storing data and their
performance is hardware depended. Consider the case of a
Multi-agent system which could have several thousands of
agents distributed across a network. The agents in multi-agent
system in some cases frequently change its states results in a
massive amount of requests to the database. This response time
of database can increase by enhancing hardware resources but
it will be very costly.
JADE persistency services [15] (JPS) has core module for
providing persistency services known as JADE object manager.
It is responsible for managing and persisting Java object using
object oriented JADE database. The JPS are available as add-
on of JADE which is not complete so it is not feasible for
using in large applications. It does not support system level
persistence yet, it is an add-on which eventually saves agent
states in Database using an object relational model [23]. So
far it does not support system level persistence and also
application level persistency is not fully implemented and need
some concrete implementation of some modules. It does not
provide sufficient support so as to be used in enterprise multi-
agent systems. The feedback of persistence services are not
satisfactory and review of different forum showed that using
persistency services is not a better choice.
In above methods, agent persistency is provided but the
approaches are not really at all efficient and work is therefore
required to improve on scalability. These techniques had such
shortcomings because of complex internal states of agents.
For example in the Concordia infrastructure [20], serialization
was used. Serialization is not ideal for large objects and does
not perform well in terms of object access and transaction
control (especially in the case of concurrent access.) Using
a DBMS to store the states of agents persistently may limit
the scalability of the system. In large-scale systems where
agents rapidly update their states, they may need to frequently
access a database server which can result in a server becoming
overloaded.
IV. 4. MULTI-AGENT PERSISTENCY FRAMEWORK
The architecture of proposed approach included many
agents. These agents and their states were classified in different
groups. The agents were classified with respect to their respon-
sibilities in multi-agent systems. The states of these agents
were grouped in contrast of their scope. Scope was visibility
of an agent states to other agent in multi-agent systems.
Several agents worked together to run complete architecture
of proposed approach. These agents were discussed below
including their responsibility and location in architecture of
proposed approach. The next section contains their working
and how all of them collaborate to run the system. In proposed
multi-agent architecture these agents are named as; working
agents, clone agents, Local monitoring agents and Remote
monitoring agents. This classification of states and agents
actually defined the rules of overall system such as visibility
rules for agent’s states, placement of agents in framework and
responsibilities of each agent.
In our proposed framework the internals of multi-agent
systems were divided into environmental and local states.
Environmental states involved information within a multi-
agent system that was accessible by all agents. These states
represented the current status of multi-agent system and might
include blackboards and other data structures. Local states
belong to an agent’s internal structure. These states may or
may not be visible to other agents in system. The majority
of local states remained private and these states were not
shared with other agents. In a few relatively rare cases some
states might be shared with monitoring agents. Both states
were saved in serializable and encapsulated objects which had
methods through which they could be accessed and managed.
These objects were serialized so that they could be trans-
ferred as the content of ACL message. A serialized object held
environmental state information and was associated with the
Monitoring agent. Another group of objects was used to store
the internal states of each agent.
Working agents in multi-agent systems had certain respon-
sibilities that contributed in accomplishing overall objective
of system. These were autonomous agents that performed
their tasks independently and shared their information with
other agent using communication. Their tasks were divided
among agents depending upon requirements of system. Each
agent in system could have different task or set of agents was
assigned single task, so multi-agent systems had agents with
different internal states. In this paper these agents were putted
in one category although they had different internals. Because
approach was proposed to restore these agents when they died
so these were most crucial part of multi-agent systems.
The clone agents were mirror agents of their respective
worker agents. Each worker agent had its clone which kept
internal states of respective agent. Clone agent did not have its
own internal states; it kept synchronized states of its working
agent. The worker agent and its clone agent could be in same
platform or in different platform. In proposed approach we
resided clone agents in different platform so that each platform
could send and receive request of other platform such as client
server architecture. This was helpful to analyze performance of
communication between clone agent and its worker agent. The
in-depth scenario of their communication and re-creation of
these agents including clone and worker agent was discussed
later in this section.
Local monitoring agent controls and supervises worker
agents. These agents may be one or more than one, depending
on number of working agent in platform. These agents were
responsible for creating died agents and managing working
agents and allowed agents to communicate with agent in
other platform. When agent died local monitoring agent was
responsible to create agent with synchronized states. The
synchronized states were provided by respective clone agent
of died agent. These agents also managed the environmental
states of multi-agent systems and other information including
memory, CPU utilization, and platform information. Platform
information included different addresses of platform, number
of container and agents in these containers. Remote monitoring
Agent resided on platform having clone agents. These agents
created clone on request of worker agent. Remote Monitoring
agent may be one or more than one depending on scalability
of multi-agent systems. Like local monitoring agent it collects
information from its platform and share with other platform.
Just logical divisions of states of multi-agent systems were
not enough to manage such unstructured data. These states
were associated with concern agents, therefore local states
were assigned to its respective agent and environmental states
were given to monitoring agents using an object encapsulation.
These states were encapsulated in object which was serialize-
able having methods to access and manage the states. The
ACL message only allowed serialized object as content to
transfer it between agents. Serialized object which contained
either environmental or local state could be sent to any other
agent in ACL message. Object having environmental states
information was associated with monitoring agents and all
agents can updates and change these states. On the other
hand local states were not shared with even monitoring agent.
These states were associated with agent and other group who
had responsibility to manage them. Working agent shared
these states to its clone agent which was used by them to
recreate agent when the agent dies. Considering the case where
clone died; the clone recreated using synchronized states of
respective working agent.
Another challenge in proposed approach is to move agent
from one platform to another. Although JADE gives support
for moving agents from between platforms but does not
transfer agent with its states information. An agent has code
and states where code is actually behavior of agent and states
are information of agent. These states show current internal
state of agent and it uses these states for decision-making.
Secure migration of agents is more challenging with code
and states information. Migrating agents with code and states
information could result in more content on a channel which
will eventually result in latency and delay. The proposed
approach for migrating agents from one platform to other is
very effective because it is communication based and agents
are good at learning from environment via communication.
Also, FIPA specification contains interaction protocols, content
language representation, blocking and unblocking communi-
cation support which improves the communication capabilities
of agents. Ametller et al have presented a design and imple-
mentation which is capable of allowing agent migration over
FIPA ACL messages [24].
In the system there were a minimum of two JADE plat-
forms; one was running on the local machine whilst the other
was deployed in the cloud (in our prototype system this was
the Amazon EC2 cloud [25] .) The local monitoring agent
and remote monitoring agents led local and remote platforms
respectively. The number of monitoring agents could be scaled
to match the size of platform in which they were operating.
The overview of proposed approach is shown in Figure 1.
Fig. 1. Architecture diagram Proposed Approach
Initially both local and remote monitoring agents shared
their AID’s with each other. The AID is a unique agent
identifier containing the agent name and its addresses. Agents
running in the local machine got a remote monitoring agent
AID from the local monitoring agent and sent requests for
clone agent creation (clones act as mirrors of their respective
working agents.) This is carried out via an ACL message
which contained serialized local state objects. The remote
monitoring agent created the requested clone with the initial
states that were provided. The clone and working agent then
began direct communication with each other. The working
agent sent a stream of state updates to its clone. This is a
similar mechanism that humans might use in an organization
when they cc a colleague into an e-mail thread so that they
were aware of what is happening and can take over if the need
arises.
V. 5. EVALUATION AND RESULTS
In order to evaluate the performance of the proposed ap-
proach, we have compared it with state-of-the-art Jade persis-
tence framework. This framework was found to be the latest
approach and considered to be the most stable and efficient.
Also, it was available as plugin in JADE platform with good
support which made implementation less challenging. These
prototypes were implemented with same functionality and
techniques to ensure a fair comparison.
An agent-based auction simulation system was selected as
a good use-case for evaluating the system. This was because
it is a real-time problem which has quite a high level of
communication and in which internal agent states were likely
to be frequently updated. Using this prototype we evaluated
the core features of our system in a real- world Multi-
agent environment. We wanted to compare our framework
against the state-of-the-art system. We therefore built the
auction simulation system using both our approach and the
well-known JADE persistency framework. Both systems were
then evaluated qualitatively and quantitatively. The qualita-
tive evaluation included the testing of prototype functionality
and quantitative evaluation was measurement of performance.
Quantitative evaluation was performing using a number of
metrics including: response time, CPU and memory usage and
agent recreation time.
A. 5.1. Experimental Setup
In this section we have done the comparative study of
prototypes of simulating auction system. The auction modules
of prototypes were deployed on local machine whilst persisting
modules were placed on an Amazon EC2 micro instance.
The persisting module in proposed technique was a Multi-
agent system. This system was developed using the JADE
framework. A platform deployed on local machine was called
the local platform while a platform which was deployed on
Amazon Ec2 instance was called Remote Monitoring platform.
Each platform had only monitoring agent known as local mon-
itoring agent and remote monitoring agent. The working agents
were placed in local platform and clone agents were on remote
platform. These two platforms were running independent of
each other and they communicated using ACL messages.
Each working agent created by a system maintained its local
state while the monitoring objects managed the environmental
states.
MTP URL was used to access remote platform and agent
name helped to deliver a message to particular agent. The
working agent then sends a message to create a clone agent.
After the clone agent was created it sends the acknowledge-
ment message to its working agent. Then after each bid,
working agent sent its latest local states to its clone agent. This
way clones stored the local states of their respective working
agents.
Prototype developed using JPF has a platform which ran on
a local machine. It has monitoring agent named as Main agent.
This agent kept track of all working agent and environmental
states. It manages the auction system by maintaining data
structure. It had list of all working agent and notify agents
to bid in queue. The working agents register themselves with
main agent by sending their states. The system is capable
of persisting states of agent and recreating agent when dies.
Whenever any agent would die, main agent will fetch it states
from database and recreate it with updating states. The detailed
flow of prototype is shown in Figure 2.
Before quantitative evaluation, the prototypes were deployed
and tested qualitatively. This testing included the functionality
Fig. 2. Architecture of JPA
testing of different modules and features by running several
test cases. This testing ensured that prototype were ready for
evaluation process. In order to evaluate the performance of
the prototype certain parameters have been identified. These
parameters include memory usage, CPU usage and response
time of the system. The detailed hardware specifications are
listed below.
The local machine used for deploying and evaluating proto-
types was HP 630 laptop. The technical specification of laptop
is listed in Table 1.
TABLE I
SPECIFICATION OF LOCAL MACHINE
Processor Intel Core i5-2430M
RAM 2GB DDR3
Operating System Window 8, 32bit
The persistence units of both prototypes were deployed on
T2 micro instance. This is a general purpose instance, which
is suitable for workloads such as web server or IDE. The
specifications of the T2 micro instance, are listed in the Table
2.
TABLE II
SPECIFICATIONS OF AMAZON INSTANCE
Processor Intel Xeon Processors
Processor speed 2.5GHz to 3.3 GHz
CPU Credit/ hour 6
RAM 1 GB
Operating System Linux
Storage EBS
An experiment was setup to get results of both types
of evaluations. The qualitative results were obtained using
constant number of agents, they were ten and for quantitative
evaluation the number of agents was increased to measure
scalability of framework. Response time is the length of time
taken by an agent to register with the monitoring agent, save its
states and become part of the auction system. CPU usage and
memory usage are the overall levels that were consumed by the
systems. The time between an agent dying and its recreation
is called the agent recreation time. A gradually increasing
set of tests were carried out with complexity being added by
expanding the number of bidding agents in the system.
B. 5.2. Qualitative Results
Qualitative results mainly concern with functionality and
quality of the prototypes. This testing was performed to test
working of core modules of both persistency frameworks.
Although the prototypes were simulating auction system but
using different persistency approaches. It was important to
make sure that key features of prototypes were working. We
have got qualitative results to ensure that both prototypes
are performing same functionalities. The prototypes can fairly
compare if and only if they are doing same functionalities.
The qualitative results of proposed approach were gotten
comprehensively. There were several features of prototypes
and most of them are similar. We have implemented both
prototypes using same logic but steps involved in persistency
frameworks were different. The purpose of prototype devel-
oping using proposed approach was to store agent states and
recreate them with latest states when they crash. The testing
of key functions of proposed approach were; launching both
platform and sync monitoring agents, adding bidders on user
input, inter-platform communication, clone creation, working
agents states synchronization with its clone agent, working
agents recreation with latest states when single or several
agents crash, Clone agents recreation when single or several
clone agents crash and recreating monitoring agents. Each
test case is executed several times for accuracy. In case of
any unexpected results or failure in any test case, it was
debugged and particular reason of this failure was identified
and removed.
The qualitative results of prototype developed using Jade
persistence framework are presented in order to analyze the
working of its modules. The core objectives of both prototypes
are similar but uses different approaches which consequences
in different test cases. The number of test cases could be
different for each prototype, because procedure of persisting
agent states and recreating crashed agent are different. The key
functionality of this prototype are launching JADE platform
with working agents locally, adding bidders on user input,
communication with Main Agent, agents connectivity with
Database, and working Agents recreation with updating states
when single or several agents crash.
C. 5.3. Quanitative Results
The response time of systems includes the time period, an
agent took to; register itself with monitoring agent, persisting
its state and take part in auction system. Considering the
proposed approach, the response time of agent include; agent
registration with monitoring agent, requesting remote platform
for its clone and working agent synchronization with its
clone agent. Similarly response time in prototype with Jade
persistence framework is time it took to register with main
agent, store its states in Database and ready to take part in
auction system.
The graph in Figure 3 shows the database powered JADE
persistency framework has a much slower response time
than our system. This is because our system depends on
agent communication and networks are generally pretty fast.
Databases are much slower in terms of reading and writing
which accounts for the big differences in performance between
the two systems. As the numbers of agents were increased in
our system the response time only increased slightly. This is
because each agent in the system has its clone on the cloud.
The agent and its clone directly communicate with each other
thus minimizing the response time. For similar reasons the
agent recreation time is reduced.
Fig. 3. Comparison of Response Time
The response time of the proposed approach remains below
0.6 second for a thousand users. In contrast the response time
of the JADE persistence framework increased to forty five
seconds. The growth rate of response time of the proposed
approach is shown in Figure 4 to clearly show the patterns in
response time. The increase in response time is linear but it
is a very slight increase. This slight increase in response time
shows the improvement in the performance of the proposed
approach. The approach is therefore considered as a good
choice for systems where agents’ states frequently change.
D. 5.4. CPU and Memory Usage:
Agent recreation time is one of the most vital features of
prototype. The agents can crash while performing their tasks.
Both prototypes are able to recover them with synchronized
states. It is important to analyses the performance of our
system with JPF. To compare the agent recreation time of
the prototypes, we had crashed agents during their execution.
Fig. 4. Response Time Growth
Different numbers of agents were killed to analyze the perfor-
mance of prototypes and evaluated net effect on the end results.
For example the bidder wins the auction should remain same
either agents were killed or not. The killed agents should be
recreated by monitoring agent with synchronized states so that
it can adjust in the environment.
Figure 5 shows a graph which compares the lengths of
time both systems took to recreate agents. Several agents were
killed in each system in order to gather results regarding this.
It was established that the recreation time of both systems
does not change rapidly as the number of agents increase.
Our approach was however found to be much quicker in
recreating agents. This is important because it reduces the
risk of failures cascading throughout the system and means
that it can recover quickly from the errors that occur. All of
this makes our approach more stable and performant than the
original database driven framework.
The overall CPU and memory analysis showed that pro-
posed approach considerably efficient in CPU performance.
Their usage patterns are used to compare the performance
analysis of both prototypes. Their analysis will help us to
understand the performance of both prototypes. The prototype
is only considered to be useful when it can execute and
deploy on reasonable computational resources. If prototypes
demand for more computational and hardware resources, this
would reduce the utilitarian aspects of the system. The new
persistence approach should be resource effective as well. The
Multi-agent systems can vary in number of agents; they can
contain few agents or one enormous. The Multi-agent systems
containing fewer agents would prefer to use less hardware
resources. Similarly, multi-agent systems having enormous
number of agents need resource effective approach to run
smoothly.
Our system uses more memory than the database driven
framework as can be observed in Figure 6. This is because the
Fig. 5. Comparison of agent recreation time
local monitoring agent’s clones reside on the local machine
and the agents running on it also consume memory. Our
framework uses more memory as compared to JPF because
in our solution we are persisting states in memory and are not
that limiting in terms of scalability. This is the case because
machines often have large amounts of available memory
especially in the cloud where instances are available with many
gigabytes of ram. This shows that the difference in memory
usage is relatively small even when 1000 agents are running.
The system launch time for the JADE persistency frame-
work based auction system (including database initialization
and agent registration) is around four minutes. On increasing
the number of agents the system quickly crashes. The launch
time for our system was around two and half minutes. This
can however be improved by increasing the number of remote
monitoring agents and distributing tasks between them more
efficiently. In each test case the final result of the auction
process was the same for both systems. This confirms that the
systems are able to persistently manage the internal states of
agents when they die. It also confirms that our approach pro-
vides a similar level of persistency to the original framework.
Overall it can be seen that our approach significantly out-
performs the previous state of the art persistency framework.
Whilst some might argue that a database driven approach is
more robust or permanent, the associated overheads and their
impact on scalability and run-time error handling seems to
make an in memory cloud based approach quite appealing.
Making use of cloud resources can significantly enhance the
scalability of the framework.
Fig. 6. Comparison of Memory Usage
VI. 6. CONCLUSION AND FUTURE WORK
In this paper we have proposed a novel approach of per-
sistency for multi-agent systems. Our approach involves in
memory mirroring of the internal states of agents using cloned
agents in the cloud. Communication between regular agents
and their cloud based clones used to synchronize the internal
states of both agents. When either agent or its clone dies then
the remaining agent takes over the role in the system whilst
the agent is recreated. After an agent has been recreated a
hand over process ensures that it has the correct internal state.
We have thoroughly evaluated our framework against the
state-of-the-art JADE persistency service. This was carried out
using a simulated auction as a use-case during experimenta-
tion. The results confirm the general performance benefits of
our approach. Such benefits will enable our framework to scale
better in complex environments. In the future we will explore
the development of a procedure which can automatically adapt
legacy MAS systems to make use of our proposed framework.
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