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Abstract 
The continuous-time closed-form algorithms to sinusoidal input changes are proposed 
and presented for single-input, single-output (SISO) Hammerstein and Wiener systems with 
the first-order, second-order, and second-order plus lead dynamics. By simulation on 
theoretical Hammerstein and Wiener systems, the predicted responses agree exactly with the 
true process values. They depend on only the most recent input change. The algorithms to 
SISO Hammerstein and Wiener systems can be conveniently extended to the multiple-input, 
multiple-output (MIMO) systems as shown by the two-input, two-output examples and 
demonstrated by the simulated seven-input, five-output continuous stirred tank reactor 
(CSTR). The predictions and the simulated theoretical responses agree exactly and the 
predicted multiple CSTR outputs are close to the true process outputs. The proposed 
algorithms can predict the responses closer to the true values when comparing with the piece-
wise step input approximation of the sinusoidal input changes on a simulated MIMO CSTR. 
In addition, as the noisy process input could be decomposed as summation of sinusoidal 
signals imposed on a step input change; the proposed algorithms can be employed to predict 
outputs for the noisy process inputs once the decomposition is done and the predicted noisy 
process outputs are shown to be close to the true ones, and are much better than the 
predictions based on the perfect filtering of the input signals. 
The estimating equations based on the moment method are proposed for the Wiener 
dynamic process with stochastically correlated process input disturbances or noises and they 
work well for the parameter estimation. No one has ever proposed such method before. This 
approach has led to stable and robust estimators that have reasonable estimation errors and 
there is no need to measure the input disturbances or noises, or to calculate the time 
derivative of the observed output variable. Only the original process output observations 
over time are needed. The original model can be shifted to an approximate model under 
some conditions. This approximation is acceptable based on some analysis and derivation. 
The estimating equation methodology was shown to work well for the approximate model, 
while other existing methods do not work at all. 
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Chapter 1. Introduction and Literature Review 
1.1 General background and organization 
In industry, it is desired to have safe operation of processes with chemical processes, 
such as chemical reactors, distillation columns, or heat exchangers, while meeting specified 
production rates and product quality. Process control is the key to achieving these objectives 
for chemical processes, which by nature are usually dynamic and nonlinear. A process 
control system is in charge of monitoring the process output, and implementing input 
changes based on the current conditions (Ogunnaike and Ray, 1994). In order to set up an 
effective control scheme, we first need to understand the behavior of the process. A process 
model is a good way to describe the real process. The model allows us to carry out an 
efficient process analysis and to predict how the process responds for certain type of input 
change. This is crucial in model-based control, especially in model predictive control. 
Model predictive control (MPC) is a class of computer control schemes that utilize a 
dynamic model and available measurements to explicitly calculate and predict the future 
outputs and also control these output responses as close as possible to the desired responses 
(Ogunnaike and Ray, 1994). In the late 1970s, MPC schemes began to be applied to 
chemical engineering processes, including distillation columns and batch processes. Earliest 
MPC applications were in oil and paper industries. For a nonlinear multi-variable process 
with constraints and complicated dynamics, MPC would have more advantages, though it can 
be challenging to get an accurate predictive model for the process. Process output prediction 
by using some appropriate model is one of the four basic elements of MPC schemes. It is 
obvious that having an appropriate model is critical in MPC. 
Many predictive control schemes have been proposed based on the direct use of nonlinear 
models. Although a lot of efforts have been put on nonlinear MPC and many papers have 
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been published, the nonlinear MPC is basically still an academic concept rather than a 
practical control strategy (Lee, 2000). Nonlinear model development, state estimation, and 
rapid, reliable solution of the control algorithm were said to be the three most significant 
difficulties in nonlinear MPC applications. 
This research concentrates on continuous-time modeling and prediction of nonlinear 
dynamic systems. Two important block-oriented models, the Hammerstein and Wiener 
models, which can approximate the nonlinear dynamic systems efficiently, are chosen 
particularly. The continuous-time prediction algorithms for these two models with different 
dynamic characteristics under sinusoidal input sequences are derived and proved to be able to 
predict the process responses exactly for theoretical Hammerstein and Wiener systems. 
These algorithms do not depend on all past input changes, but only the most recent input 
change. This makes the prediction feasible. These algorithms are then extended to multiple-
input, multiple-output (MIMO) systems and applied on a simulated MIMO continuous stirred 
tank reactor (CSTR), which has been identified as a nonlinear Wiener system. The proposed 
continuous-time algorithm for sinusoidal input sequences is compared with the piece-wise 
step input approximation. Also, noting that the noisy process input can be decomposed as 
summation of sinusoidal sequences, the proposed algorithms can be employed to predict the 
outputs for noisy input signals. These algorithms are critical when designing the nonlinear 
model predictive controller. The dynamics investigated in this work includes the first order, 
the second order and the second order plus lead (single zero, two poles) dynamics, the three 
typical candidates for the process dynamics. These dynamic models and their corresponding 
models with time delay can approximate the dynamics of most real systems adequately. 
Noting that the error term has to be treated as stochastically continuous in time when the 
continuous-time method is used, this work then considers the parameter estimation of the 
continuous-time block-oriented Wiener system with stochastic input errors, where the 
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stochastic differential equation plays a critical role. Two different models, the original one 
and the approximate one, are considered. The corresponding estimating equations are 
established for each model to estimate the dynamic parameter of the system and covariance 
structure parameters of the input errors. Simulations are carried out to test the proposed 
estimating equations and some suggestions are made for the estimation procedures. 
Comparisons with the methods proposed by other researchers are also done based on the 
second approach with the approximate model. 
This dissertation first reviewed the literatures on block-oriented models, particularly the 
Hammerstein and Wiener models, including their application and parameter identification in 
nonlinear systems modeling. The progress of the continuous-time approach made by Dr. 
Rollins' group is then reviewed in details. The Hammerstein and the Wiener Block-oriented 
Exact Solution Techniques (H-BEST and W-BEST) are introduced, as well as the 
continuous-time classical, restricted and unrestricted algorithms for the step input change 
sequences. Some considerations of the statistical experimental design when implementing 
the BEST technique are also summarized. Then, in Chapters 2 and 3, the closed-form 
compact algorithms are developed and simulation studies are carried out for the single-input, 
single-output (SISO) Hammerstein and Wiener systems with first order, second order 
dynamics, and second order plus lead dynamics when they are forced by sinusoidal input 
changes. These algorithms are verified by simulation on theoretical Hammerstein and 
Wiener systems, and they can be extended to MIMO systems as demonstrated in Chapter 2 
on two-input, two-output theoretical systems. Application of the proposed algorithms to a 
simulated CSTR in Chapter 3 further illustrates the ability of the algorithms. Chapter 4 and 5 
presents the parameter estimation of the Wiener system with the stochastic input errors by 
using estimating equations, but with two different modeling approaches. Chapter 6 gives the 
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general conclusions of this work and presents future works. The mathematical derivations of 
the closed-form compact algorithms provided in Chapters 2 and 3 are given in the Appendix. 
1.2 The nonlinear system and model building 
Most physical processes in reality behave nonlinearly to some extent. Examples of such 
processes are: higher-order reaction, distillation, pH neutralization, heat exchange, and 
incomplete mixing. Since many processes exhibit only mildly nonlinear dynamic behavior, 
linear models, which are simple and convenient, can be employed to approximate them 
reasonably. Also with effective regulatory control, deviations from steady state will be small. 
Thus it is often reasonable to treat such systems as approximately linear. However, this is 
not adequate for systems that have strong nonlinear behavior or that deviate significantly 
from normal operating conditions. For these systems, nonlinear models, which can 
incorporate the complex dynamics, nonlinearity and interactions, should be adopted though 
they are less simple. During the past decade, more and more researchers have been working 
on developing nonlinear models instead of approximate linear models. This is motivated by 
the need for improving the product quality and reducing the energy and material 
consumption. 
As the heart of MPC, a proper model is needed to ensure accurate prediction. The model 
should match the requirements of control — harmonious in structure and complexity, and 
approximate the true process closely. It can be challenging to determine the model for a 
process, especially a nonlinear process. Basically, there are two approaches to build the 
model. The first approach is to set up physical models for each operation unit based on some 
simplified assumptions. The first-principles, including the fundamental laws of mass, 
energy, momentum, and the dynamic behavior of the system etc. have to be well known. 
And a combination of these models gives an overall model that describes the whole process. 
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This model might not be able to represent the process well due to limited knowledge of the 
physical systems. Furthermore, such a model often employs many differential and algebraic 
equations, which complicate the model and limit its usefulness in control. 
The second approach, which is called system identification, is to build an empirical 
model from the input and output data gathered from experiments on the process. The 
principles or internal mechanism in the process can be unknown. The process is treated as a 
"black box." After selecting a model structure, the model parameters are estimated based on 
the input and output data. The model obtained needs to be checked to ensure its validity. This 
requires extensive measurements of process behavior though no detailed process knowledge 
is required. Such approaches as Nonlinear Auto-Regressive Moving Average with 
eXogeneous inputs (N ARM AX) (Holcomb et al., 1995), Artificial Neural Network (ANN) 
(Normandin et al., 1994), and Volterra series (Pearson, et al., 1996) belong to the class of 
empirical modeling. They usually have no physical meaning related to the real processes, and 
are all discrete-time models. 
Rollins et al. (1998) proposed a semi-empirical modeling technique lying between the 
extremes of theoretical and empirical modeling, which was originally called "SET." It can 
be considered as "gray-box" modeling. The input/output data are used to determine the 
parameters in the model that is phenomenologically based. These parameters have some 
physical meaning. The advantages of SET were demonstrated on a simulated highly 
nonlinear single-input, single-output (SISO) CSTR. The development of a SET model 
needed only few input changes with outputs measured off-line. SET does not require the on­
line output data and can handle mild extrapolation beyond the conditions used in fitting the 
model. SET also worked well for cases with large time delay and substantial noise. Later, 
this algorithm was enhanced and the model was identified as a Hammerstein model (Rollins 
et al., 2003). The Wiener model, which is highly related to the Hammerstein model, was also 
6 
investigated (Bhandari and Rollins, 2003). These block-oriented modeling methodologies 
belong to the semi-empirical approach. 
1.3 Block-oriented nonlinear model structures 
The block-oriented models are series or parallel combinations of linear dynamics blocks 
and static nonlinear mappings. The block-oriented models and the structure identification for 
nonlinear dynamic systems based on input/output data were reviewed by Billings (1980) and 
Haber and Unbehauen (1990) in details. Later, Chen (1995) gave a review on modeling and 
identification of parallel nonlinear systems of the block-structured network models. Here, 
some basic types of block-oriented model structures that could be used for the nonlinear 
dynamic processes are introduced. 
1.3.1 The Hammerstein model 
Narendra and Gallman (1966) were the researchers who dealt with the Hammerstein 
model at early time. A Hammerstein system consists of a static nonlinear mapping or gain 
followed by a linear dynamic block, as shown in Figure 1.1, where u(t) is the input vector, 
v(t) is intermediate vector, which is usually not measurable, andy(t) is the output vector. 
f(u(t)) is the nonlinear static gain functions and g(t) is the block transform function for the 
linear dynamics. Note that, v(t) =f(u(t)) and each element ofy(t) can be obtained by 
employing yt(t) = gt{t . 
The Hammerstein model has a simple structure with relatively few parameters, and is one 
of the simplest and most popular block-oriented nonlinear models. It has been shown to 
represent many processes with nonlinear characteristics well. Much work has been done to 
investigate the applications of this model. Many chemical processes, such as distillation 
column (Eskinat et al., 1991), polymerization process (Su and McAvoy, 1993), and pH 
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neutralization process (Zhu and Seborg, 1994), and bioreactors (Jyothi and Chidambaram, 
2000, 2001), have been modeled as a Hammerstein system efficiently. The Hammerstein 
model is also popular for modeling biological phenomena, such as lung mechanics and 
electrically stimulated muscle. The big advantages of the Hammerstein model include its 
simple structure and its efficient parameterization. However, almost all of the work involves 
use of discrete-time models (Eskinat et al., 1991; Su and McAvoy, 1993; Zhu and Seborg, 
1994; Doyle et al., 2002; etc.) except for Greblicki (2000) and Rollins et al. (2003), who 
employed a continuous-time approach. The method proposed by Greblicki (2000) was 
nonparametric and the dynamic block was identified using impulse responses methods. The 
approach of Rollins et al., which is parametric, will be introduced in details in Section 1.4. 
u{t) /(«(0) 
v(f) 
s{t) •KO 
Static 
Nonlinear 
Map 
Linear 
Dynamics 
Figure 1.1. A general Hammerstein model structure. Here, u(t), v(t) and y(t) are all vectors, 
and f(u(t)) and g(t) could be several different nonlinear mappings and linear dynamic 
relations respectively. 
Either parametric or nonparametric method can be applied to identify the two subsystems 
of the Hammerstein model, the static nonlinearity and the linear dynamics. Typically, the 
static nonlinear part is approximated by a polynomial function, and the linear dynamics is 
fitted by methods such as ARMAX model (Eskinat et al., 1991), neural network dynamic 
model (Su and McAvoy, 1993), and continuous model (Rollins et al., 2003). A polynomial is 
chosen to approximate the static nonlinear part because "it is simple and satisfies the 
condition for control by means of its roots" (Norquay et al., 1999a). However, this is not 
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always a good choice, especially when the process is highly nonlinear. Eskinat et al. (1991) 
concluded that a low-order (e.g. n<A) polynomial was not adequate for a high-purity 
distillation column process when modeled by a Hammerstein model. This is partially 
because polynomials cannot present the saturated behavior of the ultimate limits of product 
purity. Norquay et al. (1999a) suggested a piecewise polynomial approximation such as 
cubic splines. 
Pearson and Ogunnaike (1997) pointed out that using nonparametric estimation for the 
nonlinearity could make it possible to see whether the Hammerstein model is adequate for a 
high-purity distillation column process, which is one advantage of nonparametric approaches. 
Several other identification methods for the Hammerstein model have been proposed (Al-
Duwaish and Karim, 1997; Bai, 1998; Zhu, 1999; etc.). More recently, Jyothi and 
Chidambaram (2000, 2001) used the Hammerstein model to represent bioreactors with 
multiple inputs and incorporated it in feed forward control after identifying the model. 
Pearson and Pottmann (2000a, 2000b) gave a gray-box identification approach to three 
classes of block-oriented models, including the Hammerstein, Wiener and feedback block-
oriented models and then they used a distillation column as an example to illustrate their 
approach. Various identification methods proposed for Hammerstein model with nonlinear 
biological systems were reviewed by Hunter and Korenberg (1985). 
1.3.2 The Wiener model 
The Wiener model has the same two elements as the Hammerstein model, but in the 
reverse order. As shown in Figure 1.2, in the Wiener model structure, the input vector u(t) 
goes through the linear dynamics block to get the intermediate vector v(t), and then v(t) is 
transformed by the static nonlinear functions f(v(t)) to get the output vector y(t). Again, v(t) 
is not observable. Mathematically, each element of v(t) is vrft) = J ^  u( (£ ) • gt (t - £) • d.% and 
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the output y(t) =f(v(t)). 
Wiener models, though simple, can be employed to model some nonlinear chemical 
processes, such as pH neutralization and high purity distillation. It seems that almost all the 
papers (Greblicki, 1992, 1997; Wigren, 1993; Kalafatis et al., 1995; Huang et al., 1998; etc.) 
about the Wiener model use a discrete-time approach except for Greblicki (1999) and 
Bhandari and Rollins (2003). Greblicki (1999) used the nonparametric kernel regression 
method to estimate the nonlinear part and a correlation method to estimate the impulse 
response of the linear dynamics. These methods are quite different from that proposed by 
Bhandari and Rollins (2003), which is parametric and will be introduced later in Section 1.4. 
"(0 sit) 
v ( t )  
y ( f )  
Linear 
Dynamics 
Static 
Nonlinear 
Map 
Figure 1.2. A general Wiener model structure. Here, u(t), v(t) and y(t) are all vectors, and 
g(t) and f(v(t)) could be several different linear dynamic relations and nonlinear mappings 
respectively. 
The discrete-time approaches have been widely investigated. Kalafatis et al. (1995) used 
a frequency sampling filter (FSF) model to describe the linear dynamics and a simple least-
squares algorithm to estimate the parameters of the linear system and the inverse static 
nonlinearity at the same time when they identified the Wiener model structure for a pH 
process by taking advantage of the invertibility of the static nonlinear part. They clarified 
that the Wiener model could be used to model a pH process only under certain conditions 
depending on the ratio of control reagent flow rate to feed rate and on the dynamic behavior 
of the pH probe. The advantage of their approach is that the estimate of the pH titration 
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curve can be obtained in significantly less time. However, this method requires that the 
inverse of the static nonlinear part be expressed as a power series, which could be difficult 
and may restrict its usefulness. 
A piecewise linear model for the static part and a linear transfer function model for the 
dynamics were used in the method proposed by Wigren (1993). He used a recursive 
prediction error method for parameter estimation. He set the gain of the static part to a 
predetermined value to solve the redundancy in gains, but this made the identification of 
static part complicated. 
In the approach of Greblicki (1992,1997), a nonlinear kernel regression estimator was 
employed for both the nonlinear static part and the linear dynamics. This kernel approach had 
no constraints on the functional form of the nonlinearity, except that the function has to be 
invertible. It is hard to apply this approach to multiple-input, single-output (MISO) systems 
and processes with unknown dead time. 
Huang et al. (1998) used a relay feedback test to identify model structure. They then 
employed simple transfer functions, for example, first or second order plus dead time to 
represent the linear dynamics, and an invertible algebraic function defined on an operation 
domain to represent the static nonlinear part. Identification of the Wiener model was done in 
two steps. They did not consider dynamics higher than second order because of the limitation 
of this proposed method and also because higher order dynamics are seldom used for control. 
They gave some simulation results to show the ability of this method. 
Various nonlinear parameterized black-box and gray-box structures can be chosen in the 
method proposed by Ikonen and Najim (2001). A finite step response and a transfer function 
with a feedback polynomial were used to represent the linear dynamics and these two were 
compared. A pneumatic valve model, a distillation column model, and a pilot pump-valve 
system were used to illustrate the ability of this approach. 
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There are some problems in various discrete-time approaches as pointed out by Ikonen 
and Najim (2001). Above all, there are always a large number of parameters in the model 
and parameter redundancy exists in gains of dynamic and static parts. Whether the inverse of 
the nonlinear part can be obtained is a key in achieving the control objective. Since the 
inverse of the nonlinear static part may not exist, there are only restricted forms that can be 
used to approximate the nonlinear part. In addition, usually complicated two-step 
identification is needed. 
1.3.3 Other related model structures 
A. The sandwich and reversed-sandwich models 
The sandwich model (LNL) and reversed-sandwich model (NLN) are shown in Figure 
1.3, where the notations are the same as those in Figures 1.1 and 1.2. Here "N" denotes the 
static nonlinearity and "L" denotes the linear dynamics, and these notations were introduced 
by Chen (1995) in his review on block-oriented nonlinear models. These two models are in 
fact general forms of Hammerstein (NL) and Wiener (LN) models. 
a) 
u{t) 
b) 
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Figure 1.3. a) Sandwich model structure; b) reversed-sandwich model structure. 
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An LNL model with two linear subsystems and a quadratic polynomial was proposed by 
Emerson et al. (1992) to examine the relationship between luminance inputs and neural 
impulse outputs. French et al. (1993) considered using an NLN model to refine their 
Hammerstein model for the fly photoreceptor response to wide range light stimuli. Actually, 
an LNLN structure proposed by Segal and Outerbridge (1982) generalized both the LNL and 
NLN model structures. They proposed LNLN model as an alternative of the Wiener model 
for the response of the primary afferent neurons in the semicircular canal in bullfrog to large-
amplitude sinusoidal and triangular motion. 
Figure 1.4. «-channel Uryson model structure. 
B. The Uryson model and projection-pursuit model 
The Uryson model and the projection-pursuit model are also members of the general 
class of block-oriented nonlinear models, corresponding to the Hammerstein and the Wiener 
model respectively. The Uryson model consists of n Hammerstein models in parallel, as 
shown in Figure 1.4. The notations are the same as before. The projection-pursuit model, 
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which is named from the statistical regression literature by Fan and Gijbels (1996), consists 
of n parallel Wiener models (Billings, 1980; Doyle et al. 2002) and can be obtained by 
replacing the Hammerstein models in Figure 1.4 with Wiener models. Both Uryson and 
projection-pursuit models have only one common input u(t). 
1.3.4 MPC with Hammerstein and Wiener models 
Many efforts have been put in designing the MPC scheme with Hammerstein and Wiener 
models. Fruzzetti et al. (1997) proposed a nonlinear MPC scheme with the Hammerstein 
model and demonstrated the scheme on a pH neutralization process and a binary distillation 
column. Patwardhan et al. (1998) presented a method for a nonlinear MPC scheme using 
partial-least-squares (PLS) based on Hammerstein and Wiener structures and demonstrated 
the scheme on a simulated pH-level control of an acid-base neutralization process. Norquay 
et al. applied Wiener model predictive control to a pH neutralization process (1998, 1999a) 
and also to an industrial C2-splitter (1999b). Jeong et al. (2001) incorporated the Wiener 
model into MPC of a continuous methyl methacrylate polymerization reactor. Bloemen et al. 
(2001) also proposed an MPC scheme with the Wiener model for dual composition control of 
a distillation column. However, as said before, all these are still academic concepts. 
1.4 The continuous-time parametric approach 
In this section, the development of the continuous-time parametric approach made by Dr. 
Rollins's group on Hammerstein and Wiener models will be reviewed particularly. First, the 
Hammerstein and the Wiener Block-oriented Exact Solution Techniques (H-BEST and W-
BEST) (Rollins et al., 2003; Bhandari and Rollins, 2003) are introduced, and then the 
continuous-time classical, restricted and unrestricted algorithms for the step input change 
sequences (Chin et al., 2004) are presented. As Chen and Rollins (2000) have shown, the 
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discrete-time models can have critical drawbacks when sampling is infrequent, non-constant, 
or not online, while the continuous-time methods, like H-BEST and W-BEST, do not suffer 
from these limitations. All the discussion below assumes that the model structure is known 
so that we can concentrate on the model parameter identification and process prediction. 
1.4.1 H-BEST 
Rollins et al. (1998) proposed a continuous-time dynamic modeling method for the non­
linear process behavior based on intuition. In their approach, called the Semi-Empirical 
Technique (SET), they presented the first explicit continuous-time predictive algorithm of the 
output for a simulated SISO CSTR with step input changes. This methodology is based on 
an underlying Hammerstein structure. The predictive equations for the outputs are written as 
a combination of linear dynamics with nonlinear steady-state gains. Rietz and Rollins (1998) 
showed that this method was accurate for modeling both open- and closed-loop SISO 
processes and also for a real process operated by a distributed control system. Rollins et al. 
(1999) also applied this method to more complex SISO processes, including a second order 
response with underdamped and inverse response behavior, and the method gave accurate 
prediction. Walker (1999) used this method to model a surrogate human's thermoregulatory 
response to changes in the ambient conditions successfully. Further, Rollins and Bhandari 
(2000) showed that the method worked well without using past response data. Loveland 
(2002) applied this methodology to real industrial data for the first time, and demonstrated its 
ability to handle system nonlinearity. In addition, Rollins et al. (2003) demonstrated its 
ability of accurately modeling a nonlinear MIMO system on a household dryer, and it was 
also demonstrated that this method had the ability to address interactions between inputs. 
Until then, the methodology had been demonstrated on both real and simulated processes. 
This methodology for system identification and prediction is named as H-BEST and is 
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presented on a SISO Hammerstein system as below (Rollins et al., 2003). 
Consider a Hammerstein system with a second-order overdamp plus lead dynamic system 
described by Eqs. 1.1, and nonlinear static mapping shown by Eq. 1.2. 
V(0= ft) = AM1 ( t ) +  f î 2 U 2 { t )+  { t )u 2 { t )+  ( ^ )  +  P 5 U 2 { t )  
Taking the Laplace transform of Eq. 1.1 gives 
M + i 
( l . i )  
(1.2) 
(1.3) 
r ( s )  t x T 2 S 2  + ( t j  +T 2 )S+1  
where ,  F (s) = S 7 ^)] = y(t) - e~ s t d t ,  F( . s )  = S?[v(r)] = j ™ v(t)-e~s'dt, and inputs Uj(t) and 
outputs y(t) are both deviation variables as defined as in Figure 1.1. It is assumed that the 
system is at steady state at t = 0 with ut (o) = 0, i - 1,2. 
For a single step input change at t  =  0, the solution is given by Rollins et al. (2003) as 
y(t) = f(u(t = 0);p)-g(t;T) for f >0 (1.4) 
where f t )  can be any nonlinear function of u( t ) ,  /? is the parameter vector for the 
static nonlinear mapping, and the linear dynamics is described by g(t; T), defined by Eq. 1.5. 
g(w) = 2r' G(s)-~ 
S 
(1.5) 
where ST1 is the inverse Laplace transform operator. 
For a series of step input changes, given by Eq. 1.6 
0  < t<t x  
"(0 = 
M(0) 
u( t x )  
u ( t 2 )  t 2 <t<t z  
t ]  < t  < t 2  
(1.6) 
u{ t t )  
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the algorithm developed (Rollins et al., 2003) is 
f ( u ( t  =  0 ) ;p ) -g ( t ;T )  
yih )+[/"(«(' = h ) ; 0)- y{h )]•<£(*-^;t) 
y ( t )  =  \ y{ t 2) + \ f { u { t  =  t 2)>P)-y (h  
o  < t < t x  
t x  < t  < t 2  
t 2  < t < t z  (1.7) 
A*i-1 )+M"(' = ti)>0)- yfa-1 )] • g(* 
This algorithm gives an exact mathematical solution to a theoretical Hammerstein 
process as shown by Rollins et al. (2003). For a real process, the coefficient vector ft can be 
determined by the steady state data and the dynamic parameter vector r can be determined by 
the dynamic data after step changes. It is clear that the model identification relies heavily on 
data. This necessitates statistical consideration of experimental designs that will give reliable 
data and ensure accurate parameter estimation, which will be discussed later. 
To apply the H-BEST to a real system, firstly one needs to obtain the model of the 
process, which includes specifying the model forms for f(u(t); ft) and g(t; r), and obtaining 
parameter estimates for these functions. Steps to identify the process described by Rollins et 
al. (2003) are as follows: 
1. Determine the statistical experimental design to be used. 
2. Run the experimental design as a series of step tests, allowing steady state to occur 
after each change and collecting the data dynamically over time. 
3. Use the steady-state data to determine the ultimate response function, f(Au(t); ft), 
where Au(t) = u(t) - uss is a deviation variable. 
4. Use the dynamic data to determine the dynamic response function, g(t; T) for each 
output. 
The predictions can be obtained by incorporating f(u(t); ft) and g(t;i) functions into the 
algorithm given by Eq. 1.7. They also demonstrated that this technique was successfully 
applied to a theoretical Hammerstein process and a household dryer. 
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Hulting et al. (2002a) applied H-BEST in modeling the human thermoregulatory system 
with three inputs and two outputs. For this MIMO system, they concluded that H-BEST 
could accurately predict the responses of skin temperature and sweat rate for changes in the 
environment with changes in ambient temperature, relative humidity, and wind speed. They 
also indicated that this methodology was able to make full use of statistical design of 
experiments (SDOE) for optimal data collection and accurate parameter estimation. 
Bhandari and Rollins (2004) applied the continuous-time nonlinear modeling technique, 
H-BEST, to the high purity distillation column investigated by Eskinat et al. (1991) and 
compared the continuous-time H-BEST to the discrete-time approach of Eskinat. H-BEST 
gave more accurate predictions than Eskinat's model when comparing the sum of squared 
prediction error. 
1.4.2 W-BEST 
W-BEST was first proposed by Bhandari and Rollins (2003). They showed that W-
BEST is an exact solution for a theoretical Wiener model and applied W-BEST to a 
simulated CSTR to show its predictive ability. The W-BEST algorithm is given below 
(Bhandari and Rollins, 2003). 
For changes in the input vector i f x l ( t ) ,  a general, unrestricted solution to the Wiener 
system can be written as 
>;/(0=//(V/(0;^). z = l 9 (1.8) 
where f{vj( t ) )  can be any nonlinear function of v^it) 's, v,(f) is apxl vector with the rth 
element equal to vjr(t) and >9is the parameter vector for the static nonlinear mapping. 
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Uj(s)= ST {Uj(t )} and G(s)  is the linear dynamic transfer function in Laplace domain. With 
the restriction that the process response reaches steady state between input changes, they 
obtained the exact solution that depends only on recent input changes for a series of step 
input changes occurring at times tk, tk+i, etc.. The solution to the Wiener system is 
vij (0 = vij (tk )+[u J (tk  ) - vg (tk )] •• g y (t - tk  ; r ) (1.10) 
where 
gff((;T)=2'-jGi,($)-4 (1.11) 
T is a vector of continuous-time dynamic parameters. This solution is called the W-BEST 
solution. The procedure to apply W-BEST is as follows: 
1. Determine the statistical experimental design to be used. 
2. Run the experimental design as a series of step tests, allowing steady state to occur 
after each change while collecting the data dynamically over time. 
3. Use the steady-state data to determine the ultimate response function, f(Vi(t); ft), by 
noting that Vy(t) - u/t) at steady state. 
4. Use the dynamic data to determine the dynamic response function, g(t; T) for each 
output by trial and error. 
The predictions of process outputs can then be obtained by incorporating/^and 
g(t;i) functions into the W-BEST algorithm given in Eq. 1.10. 
Bhandari and Rollins (2003) applied the W-BEST algorithm to a theoretical Wiener 
system and a simulated seven-input, five-output CSTR to demonstrate the ability of the W-
BEST modeling methodology. A second-order plus dead time with lead dynamics was 
employed to model the CSTR process dynamics. They used an arbitrary step input sequence 
to test the obtained model. It was shown that the W-BEST prediction is adequate for the 
output responses of the CSTR. W-BEST is able to identify the nonlinear static gain functions 
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of the intermediate variables efficiently from the ultimate response modeling, which is a 
challenge when modeling a Wiener system. 
1.4.3 The classical, restricted and unrestricted algorithms 
Later on, the algorithms for the MIMO Wiener processes were further investigated by 
Chin et al. (2004). They defined the classical, restricted and unrestricted algorithm for a 
MIMO Wiener system clearly for the first time. For a step input change sequence shown in 
Eq. 1.12, 
Uq — 0 0<t<t x  
u(t )  = 
ux tx < t < t2 
u 2  t 2 <t<t 3  (1.12) 
UK *K-1 < t 
where u k  = \ i X k ,u 2 k , . . . ,u p  ,  u j > k  is the value of the y'th input in the Mi interval, and 
j = 1,2,...,/? ; k = 1,2,...,K, the classical algorithm is given by Eq. 1.13. 
K , , 
vy(0 = Z(M7,/ -uj,i-\ygij{t-ti-\)-S{t-tl_x) (1.13) /=l 
where, S(t - tt_x ) is the shifted unit step function and gi/t) is defined as before in Eq. 1.11. 
This algorithm depends on all previous input changes. It is hard to use this algorithm in 
practice without a fading memory treatment to reduce the dependence on the number of past 
inputs. Still, there are lots of parameters involved. 
The W-BEST algorithm (Bhandari and Rollins, 2003), shown in Eq. 1.10, was classified 
as the restricted algorithm. It depends on only the most recent input change, uj k+i, and is 
defined as "compact." It is useful when predicting output responses for Wiener process. 
However, it has the requirement that the process has to reach its steady state between step 
input changes. The accuracy of the algorithm is not satisfactory when the process does not 
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meet this requirement. 
To overcome this limitation, an unrestricted algorithm was proposed by Chin et al. 
(2004). Assume that the linear dynamic function is with n poles and m zeros and can be 
written as 
C = ViAS) = bij,mSm +bij,m-\sm * + - + bij,\S + 1 ^ ^ 
J  Uj(s)  a i j n s n  + a i j n _ x s n  '+. . .  + a i j X s  +1 
With step input changes given in Eq. 1.12, the proposed unrestricted W-BEST algorithm in 
the interval tk<t<tk+] is 
= + (1.15) 
1=1 
where, v^r\tk) is the rth derivative of vy at time tk. Totally (n+2) dynamic functions gyik, k 
= 1,2, ...,n+2, are defined (See the paper for details.). This algorithm only requires the two 
most recent input changes, and thus is "compact." In addition, it is not restricted by the time 
between step input changes and the process does not have to reach its steady state when the 
next step input change is made. The performance of the algorithm was evaluated on the 
simulated seven-input, five-output CSTR with comparison with the classical and restricted 
algorithms. Also the unrestricted algorithm was evaluated under added noise on the true 
output at each sampling time. Its accuracy is similar to the classic algorithm, and better than 
the restricted algorithm. Since it only requires a few previous input changes, it is much 
attractive than the classical algorithm. The challenge in using the unrestricted algorithm lies 
in the computation of the derivatives. 
All these algorithms focus on the step input changes. Other types of input changes, such 
as sinusoidal, or ramp change, are usually approximated as piece-wise step input changes. 
However, this approximation is not adequate especially when the process requires high 
accuracy. Thus, to set up algorithms for other types input changes besides step input change 
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are also necessary and crucial. 
1.4.4 Statistical design of experiments (SDOE) in parameter estimation 
Though the Hammerstein and Wiener models have been widely discussed as reviewed, 
statistical design of experiments (SDOE) is not always considered and implemented in 
parameter identification of nonlinear systems. 
One of the differences between linear models and nonlinear models is that the nonlinear 
model is amplitude-dependent, which means that, if the output is y(t) with respect to input 
u(t), the output corresponding to input Au(t) will not be Ay(t) for any constant A ^1 for a 
nonlinear model, and the response could be quite different from Ay(t). Usually, a pseudo­
random sequence (PRS) or a pseudo-random binary sequence (PRBS) is used to excite the 
system to obtain the dynamic and steady state data for the process identification. PRBS 
works well for the linear system without interactions, but is not able to provide enough 
information in estimating parameters for a nonlinear system since there are only two levels 
(Pearson and Ogunnaike, 1997). When a PRBS is used in S ISO Hammerstein model 
identification, the intermediate output v(t) generated by the static nonlinear mapping is either 
binary or constant, which is not a good choice for getting information about nonlinearity. 
Although PRS works in estimation of nonlinear effects as it has multiple levels, it is not able 
to address the interactions and is likely to partially confound significant effects. Thus, it is 
clear that the shape of the input sequence is very important for identifying the nonlinear 
model. Specifying the input sequences over the range of interest is crucial so that 
extrapolation from the model can be avoided. So are the sequence length and distribution of 
the input sequence. As pointed out by Pearson and Ogunnaike (1997), advantage should be 
taken to choose the input sequence whenever it is possible, because "the difference in models 
obtained with 'good' input sequence and 'poor' input sequence maybe great." 
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Some ideas of experimental design have been applied to linear system identification 
(Ljung, 1987). However, it is difficult to use the criteria, such as AIC, for nonlinear 
modeling because the likelihood usually cannot be computed explicitly or is very difficult to 
calculate for discrete models. Pajunen (1984) proposed a two-pass algorithm for a Wiener 
model based on this idea, in which a low-amplitude input sequence was used to excite the 
system to identify the linear dynamics and then a high-amplitude input sequence was used to 
get information about the nonlinear static part. Pearson and Ogunnaike (1997) proposed 
some general guidelines for input sequence design. They suggested that a "multiple step 
model identification algorithm" with several different amplitudes be used at each step. 
Rollins et al. (2002) compared two design methods, SDOE and PRS, in identifying a 
theoretical SISO Hammerstein system by using a quantitative measure — efficiency based on 
D-optimality. For each design, there are three input levels. For the PRS, they considered the 
sequences of different orders generated by difference equations. They found that the 
efficiencies for the PRS designs were between 6%-15% when estimating all parameters and 
5%-10% when estimating the steady-state parameters. They ascribed this low efficiency to 
the rapid changes in the PRS, which would not allow the system to reach steady state so that 
sufficient information for steady state responses could not be obtained. On the other hand, 
enough time was given for runs in SDOE to go to steady state. In order to make sure this is 
the reason, they compared experiments with different time intervals between step changes. 
The fact that D-optimal efficiency decreased to around 60% when the response reached 86% 
of its steady state or ultimate gain did support their conclusion. 
Furthermore, Pacheco et al. (2002) extended this work to cases with multiple inputs using 
the quantitative efficiency still based on D-optimality. They compared full factorial design 
and PRS for a Hammerstein system with first order dynamics and two inputs, each with three 
levels. The efficiency of PRS was around 10% compared to a full factorial design when 
23 
estimating all the parameters. Then they compared Box-Behnken design and PRS for a five-
input Hammerstein system. The efficiency of PRS designs was between 8.6%-8.8% as 
compared to Box-Behnken design when estimating all the parameters. They concluded that 
the duration of each run in the experiments could be reduced to 3t, where t is the time 
constant of the process with first-order dynamics, and enough information needed to estimate 
the model parameters could still be obtained. 
Hulting et al. (2002b) considered different experimental designs in identifying the H-
BEST parameters for a simulated human thermoregulatory system. They tried to find a 
practical and optimal experimental design for modeling the skin temperature and sweat rate 
for changes in the environment. D-optimal design and Box-Behnken design with three input 
variables: ambient temperature, relative humidity, and wind speed were considered. H-BEST 
predicted the responses closely. The D-optimal design was found to be the design with a 
small number of experimental trials and also with the experiment length as short as possible. 
It can also maintain the experiments as informative as possible for estimating the parameters 
based on the D-optimal criterion, which minimizes the volume of the confidence region of 
the parameter estimates. The D-optimal design had only half as many experimental trials as 
the Box-Behnken design. 
Rollins et al. (2003) used a central composite design when they investigated a household 
dryer, a practical MIMO system. They considered four factors, each with five levels. This 
design allowed them to include interactions and nonlinear effects in the model. Even though 
only a few of the interactions were significant, it serves as an example that H-BEST has the 
ability to take advantage of SDOE and address interactions and nonlinearity. 
In short, the H-BEST and W-BEST techniques have the ability to make full use of 
SDOE, especially for a MIMO system. SDOE is able to give high quality information to 
ensure accurate parameter estimation in the process identification. 
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Chapter 2. Block-Oriented Continuous-Time Modeling for Nonlinear Systems 
Under Sinusoidal Inputs 
2.1 Introduction 
Many physical processes are nonlinear and dynamic in nature. Few of those nonlinear 
dynamic problems can be solved analytically because usually there is no closed-form 
algorithm for the nonlinear descriptive equations and the rigorous analytical techniques to 
analyze nonlinear processes are usually thought to have limited practical applications. 
Instead, numerical analysis and discrete modeling are widely used because data are sampled 
at discrete times and stored in computer databases. The variables are assumed to remain 
fixed at their sampled values between one sample instant and the next, though variables in 
most physical processes are continuously changing. Thus, information between the sampling 
time points is missing in discrete sampling. Furthermore, in DTM, the sampling conditions, 
such as sampling time and sampling frequency, play an important role in prediction. In 
systems engineering, CTM has seen limited applications even though it has the advantage of 
prediction at any time, and not just at discrete times. Other advantages of CTM over DTM 
include fewer model coefficients and parameters with physical meaning. With DTM, the 
continuous process input has to be approximated as piece-wise step changes. For a 
continuous model, it is possible to have a compact closed-form algorithm (Rollins et al., 
2003), which does not require iterative calculation. Another advantage of CTM is the ability 
to apply analytical treatment when require such as in D-optimal experimental design (Rollins 
et al., 2004). Also, CTM identification can be easier than DTM identification due to fewer 
parameters and a clearer analytical algorithm form. In addition, when the error term of a 
model is considered to be stochastically continuous and must be treated as such, DTM is not 
appropriate to use and CTM has to be employed. 
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Hammerstein and Wiener models are two simple and popular block-oriented model 
structures with relatively few dynamic model parameters. Due to their simple structures and 
efficient parameterization, the Hammerstein and Wiener models have many applications in 
practice and are becoming more popular. For example, the Hammerstein and Wiener models 
have been shown to represent many nonlinear chemical processes very well, such as pH 
neutralizations, distillation columns, and continuous-stirred tank reactors (CSTR). Much 
work has been done to investigate the extent of the applications of this model. Almost all of 
the work involves use of discrete-time models (Eskinat et al., 1991; Su and McAvoy, 1993; 
Wigren, 1993; Zhu and Seborg, 1994; Kalafatis et al, 1995; Huang et al., 1998; Ikonen and 
Najim, 2001; Doyle et al, 2002). Noted exceptions include Greblicki (Greblicki, 1992; 1997; 
2000), Rollins et al. (2003), and Bhandari and Rollins (2003a and 2003b). Greblicki 
introduced a nonparametric continuous-time approach with the dynamic block identified by 
impulse response methods, and our research group has proposed parametric continuous-time 
Hammerstein and Wiener modeling methods. 
The closed-form algorithms for step input changes for Hammerstein and Wiener systems 
with various dynamics have been determined by Rollins et al. (2003) and Bhandari and 
Rollins (2003b) in a compact form, referred to as H-BEST and W-BEST, respectively, and 
demonstrate exact agreement with true Hammerstein or Wiener systems. H-BEST was 
applied to a household dryer (Rollins et al., 2003) and a distillation column (Bhandari and 
Rollins, 2003a). Application of W-BEST includes a CSTR (Bhandari and Rollins, 2003b). 
In all the studies involving H-BEST and W-BEST techniques, only step input changes 
were considered. Under real conditions, input changes are often gradual or periodical (Seborg 
et al., 1989), which can be described as a ramp or a sinusoidal function, respectively, in some 
cases. For example, any device operating by AC current can potentially induce periodic 
variability into the process. Also, cooling water temperatures can fluctuate with ambient 
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conditions and exhibit day-to-night-to-day fluctuations. These cyclic process changes can 
often be approximated as sinusoidal functions. For these kinds of periodical changes, it is 
important to have a high sampling frequency to obtain adequate information for the system 
and to avoid aliasing. However, sufficiently frequent sampling is not always possible or not 
always available, especially for some variables such as concentration measurements of 
distillation columns. Of course, the periodical input changes can be approximated as piece-
wise step changes. Either DTM or the current H-BEST methodology could then be 
employed. However, these approaches may perform unacceptably with inadequate sampling. 
Note that noisy measurements can often be described as summations of sinusoidal waves 
with an additive noise term (Hajjari, and Eloutassi, 1999). Once the spectral decomposition 
is done and the amplitudes and frequencies of the sinusoidal waves are identified, the 
proposed algorithm can be employed to obtain the process outputs efficiently for even noisy 
input signals. 
However, to our knowledge, no closed-form algorithm has been presented for 
Hammerstein and Wiener systems under the sinusoidal input sequences. Kalafatis et al. 
(1995) made use of sinusoidal inputs to excite a pH process, which was modeled as a Wiener 
system; however, they used a frequency sampling filter (FSF) method for the linear dynamics 
of a Wiener model with periodical excitation of the system, which is quite different from the 
approach proposed here. 
Rollins et al. (2003) presented a non-compact algorithm without restriction and a compact 
algorithm for piece-wise step input sequences. This paper extends their work to a compact 
CTM algorithm for sinusoidal input changes in Hammerstein and Wiener modeling. The 
compact, closed-form algorithms given by process analysis, along with some simulation 
results are presented for Hammerstein and Wiener systems with first- and second-order 
process dynamics when they are excited by different sinusoidal input changes. Our proposed 
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algorithms can be exploited for creating a methodology for block-oriented predictive 
modeling. 
After briefly describing the Hammerstein and Wiener systems in Section 2.2, Section 2.3 
presents general algorithms to the Hammerstein and Wiener systems when the inputs follow 
sinusoidal functions. The algorithms are presented for single-input, single-output (SISO) 
systems, which hold analogously for multiple-input, multiple-output (MIMO) systems. This 
section also includes an extension to systems with time delay. Two sinusoidal input 
sequence cases are considered for each model. Applications to theoretical Hammerstein or 
Wiener systems are also presented to verify the closed-form compact algorithms. In Section 
2.4, the algorithms are applied to a MIMO system. Section 2.5 gives the concluding remarks 
of the proposed method. 
2.2 The Hammerstein and Wiener systems 
a) 
/("(0) v(f) g(t )  
b) 
-  y ( t )  U t )  
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Nonlinear 
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Nonlinear 
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Figure 2.1. a) General Hammerstein model structure and b) General Wiener model structure. 
A Hammerstein system (Narendra, and Gallman, 1966) consists of a static nonlinear 
mapping or gain followed by a linear dynamic block, as shown in Figure 2.1a, where u(t) is 
the input vector, v(t) is the intermediate vector, which is not measurable, and y(t) is the 
output vector; f(u(t)) represents the nonlinear static gain functions, and g(t) describes the 
linear dynamic block. Note that v(t) =f(u(t)) and each element ofy(t) can be obtained by 
convolution of v(t) and g(t). For simplicity, it is assumed that all these variables are 
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deviations variables. u(t), v(t), and y(t) are all vectors, and f(u(t)) and g(t) could be several 
different nonlinear mappings and linear dynamic relations, respectively. 
A Wiener system consists of the same two blocks but in a reverse order, which is a 
dynamic block followed by a static nonlinear mapping or gain, as shown in Figure 2.1b. 
Each element of v (t) can be obtained by convolution of u (t) and g (t) and y(t) =f(v (t)). 
2.3 Hammerstein and Wiener algorithms 
In this section, we present closed-form, compact algorithms for the Hammerstein and 
Wiener systems with first- and second-order dynamics for specific forms, without loss of 
generality, of sinusoidal input sequences. The algorithms are in closed-form and only 
depend on the most recent input changes (i.e. are compact). Once the changing point is 
identified, and the information on amplitude, frequency, phase angle, and the step change is 
obtained, the outputs can be predicted by employing the results in this section. In this 
section, all processes are initially at steady state and only deviation variables from this steady 
state are used. 
2.3.1 The Hammerstein system with first-order dynamics 
The following algorithms are based on a SISO Hammerstein system with first-order 
dynamics, as described by (2.1) and (2.2) below: 
where g(t) is its corresponding function in the time domain with a unit step forcing function. 
Here, r is the time constant. 
r  + = =  
(2.1) 
giving the transfer function in the Laplace domain as: 
(2.2) 
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Case I. The sinusoidal input change introduced to the Hammerstein system is imposed on 
the step input changes and can be described mathematically as: 
u(t) = b n +A n  sm(w, (t -  t n _ x  )) for t n _ x  <t<t n  (2.3) 
For the nonlinear polynomial static mapping relationship shown in (2.4), the algorithm for 
the Hammerstein system, for the interval tn_x < t < tn, is given by (2.5) to (2.8). 
f (u( t ) )  = a x u(t )  + a 2 u 2 ( t ) ,  (2.4) 
( i x 
V ^ J 
~~
a 2^n K-\  ' ^ œ n ' T) + y(tn-l ) '6 (< 
where g0(f;r), g s ( f ,co , r ) ,  and  gc(t;a>,r) are defined as: 
g0(t;T)=l-e~" t l x  
g s  ( t ;  a , t )  = j—— \coT-e "r - cot • cos(<o t) + sin(® f)] 
1 + \cot) 
g c ( t ;œ, r) = — 1  [-e~'/r + cox • sin(®t) + cos(®/)] 
1 + {(Ot)  
(2.5) 
(2.6) 
(2.7) 
(2.8) 
y-predicted 
100  ^ 200 100  ^ 200 300 
Figure 2.2. a) Simulated outputs (y-true) and predicted outputs (y-predicted) on a theoretical 
Hammerstein process for Case I when forced by b) sinusoidal input change sequence (u) with 
different coj, bj, and Aj values. 
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The simulation is done for quadratic nonlinear static mapping on a theoretical Hammerstein 
process. The dataset of y-true is simulated from a Hammerstein process that can be 
described as follows: 
As shown in Figure 2.2, the predicted outputs based on the provided formula and the true 
process values show perfect agreement for the arbitrary input sequence given in Figure 2.2b. 
Case II. The sinusoidal input change with changing phase described by (2.9) is introduced 
to the Hammerstein system: 
For different polynomial static mapping relationships, the algorithms in the interval 
tn_x<t<tn for the Hammerstein system are given below. In (A), the summation is up to an 
even order, while it is up to an odd order in (B). The same Hammerstein process is employed 
here but with a different input sequence. The simulation results are shown in Figure 2.3 for 
quadratic nonlinear static mapping on a true Hammerstein model. As shown, the predicted 
outputs and the true process values overlap exactly. 
dt 
u( t )  = sin(to„ ( t  -  t n _ x  )  + <f> n )  for t n _ x  <f  <f ,  (2.9) 
2m 
(A) /(w(f))=Ëa,w'(f), (2.10) 
v=i w y ^ 
+ îâë-[î(-ir 12y • M(2*-1 )*)•*.(/-;(2*-lK,r) 
7=1 ^ L t=l V J J 
+ sin((2* -1) (j)n ) •• gc (t - tn_x ; (2k -1) an, r ))] 
(2.11) 
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(B) /(11(f)) = (2.12) 
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4=1 
, i7go(^-Vi ;^ )  
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+ 
2; 
£2"-
m-1 / 
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2j y 
U-^  
(cos((2£ -1 )</>„)• g s{t- tn-1 ; (2t r) 
+ sin((2£ -1 )</>„)• gc{t- tn_x;(lk -l)®n,r))] 
(cos(2k( / )n) -g c (t- tn_x;2kan,r) - sin(2^„)• gs (t - tn_x;2kan,r))] 
(2.13) 
y-predicted 
y-true 
0 100 time 200 300 0 100 6m 200 300 
Figure 2.3. a) Simulated outputs (y-true) and predicted outputs (y-predicted) by (2.11) on a 
theoretical Hammerstein model described above for Case II (A) with b) the input sequence 
(u); the coj varies from 0.4 to 1.5, and 0j varies arbitrarily. 
2.3.2 The Hammerstein system with 2nd-order dynamics 
The following results are for a SISO Hammerstein system with second-order dynamics as 
described in (2.14) and (2.15): 
r i r 2 d  ^+ ( f ,  + r 2 ) - + y ( f )= v W=/MO)  
^ ^ 
with the transfer function in the Laplace domain as: 
(2.14) 
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Case I. The sequence with sinusoidal input changes imposed on the step input changes 
described in (2.3) is introduced to the above Hammerstein system. For the quadratic 
nonlinear static mapping relationship given in (2.4), the algorithm for the Hammerstein 
s y s t e m  a r e  w r i t t e n  i n  ( 2 . 1 6 )  t o  ( 2 . 2 1 )  f o r  t h e  t i m e  i n t e r v a l  <  t  <  t n :  
( 1 ) 
V ^ J 
- 4,4/ . gz, (f - 2*" ' r, » ) + A-1 )' &02TJ + )/' (f,_, )- g,2 ( f  -  ^  )  
(2.16) 
where: 
glS 
' 
2 (?i -r2)(l + «2r12) (r2 -r^l + ®2r22) 
+ 
(l - co2 txt2 )sin(o) t ) - cd(t1 + r2 ) • cos (co t) 
(L + CO2T\ J(L + (02TJ ) 
(2.17) 
8lC 
' 
U 2 (ri -T2\i + co2T2) (T2 -TjXl + CO2T2) 
+ 
(l - o)2T]T2)cos(a> t)- + r 2  ) • sin(o t  )  
(l + co2r2 |l + co2t2J 
(2.18) 
g 2 0 ( t ;T l ,T 2 )  = l+ T' e"'/r' T-l—e-"^ (2.19) 
t2 r, r2 Tj 
= (2.20) 
(221) 
T \  ~ T 2  
The simulation results are shown in Figure 2.4 for quadratic static mappings on a 
theoretical Hammerstein model. The dataset of y-true is simulated from a nonlinear process 
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that can be described as follows: 
v( t )  = \ .0-u( t )  + 2t i -u 2 { t )  and 15.0^-^y^ + 8.0-^^ + y{t )  = v( t )  with y(6) = 0, /(o)= 0 
As shown by Figure 2.4, the predicted process outputs and the simulated process values 
have exact agreement for nonlinear static mappings. In this example, the nonlinear 
Hammerstein system enlarges the oscillation considerably and shows larger deviations from 
the steady state than the input variable. Even though the behavior of the nonlinear system is 
highly complex, exact prediction is obtained from the proposed algorithm. 
y-predicted 
dm: 200 dm, 200 
Figure 2.4. a) Simulated outputs (y-true) and predicted outputs (y-predicted) by (2.16) on a 
theoretical Hammerstein process described above with ti = 5.0, %2 = 3.0, ai = 1.0, a% = 2.0 for 
b) a sinusoidal input sequence with ©j varying from 0.4 to 3.0. 
Case II. The sinusoidal input change with changing phase as described by (2.9) is 
introduced to the Hammerstein system. The algorithm for the Hammerstein system can be 
wri t ten  as  (2 .22)  for  the  s ta t ic  mapping given in  (2 .4 )  in  the  t ime interval  t n _ 1  < t  < t n  .  
The same Hammerstein process described for Case I is used in this case but with a 
sinusoidal input sequence with phase changes. The simulation results are shown in Figure 
2.5 for nonlinear (quadratic) static mappings on a true Hammerstein model. As before, the 
predicted response and the true response agree exactly. 
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X0=^2^/ 'g2o(f-^-i;ri,T2)+*i4,COS&, g2X^-^-i;^^1^2) 
+ sin 2^ . g2, (f - ;2o«, T), T; ) 
+ 0,4 sin ^  . gz, (f - ; ^ , T;, T; )- ^  ^ 2^/ cos % - (^ - f«_i ;2^, ^ , T; ) 
+ y( (n-1 )•  S02{t -K-\^ i , r 2 )  +  y'(t„_ 1 )-gn(t- tn_ 1 •,tx,t2) 
(2.22) 
a) 4.4 b) 2.5 
y-predicted 
-0.5 -
tore tore 300 
Figure 2.5. a) Simulated outputs (y-true) and predicted outputs (y-predicted) by (2.22) on a 
theoretical Hammerstein process described above for Case II with ti=5.0, T2=3.0, ai=1.0, 
a2=2.0 and b) input sequence u with ©j, A,, and <j>; varying arbitrarily. 
2.3.3 The Wiener system with first-order dynamics 
The following algorithms are for a SISO Wiener system with first-order dynamics, as 
described by (2.23) and (2.24) below: 
dv(t) 
dt 
+ v(f) = u(t) (2.23) 
which gives the transfer function in the Laplace domain as: 
g(*)=$) = 777T <2'24) 
g(t) is its corresponding function in the time domain. And y(t) - f{v{t)) gives the nonlinear 
static mapping, which can be any nonlinear relation. 
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Case I. When the sinusoidal input change described by (2.3) is introduced into the Wiener 
system, the algorithm for the interval tn_x <t <tn is given by (2.25): 
v(f) = 6, : r) + 4, ' 2, (' - ',-1 ; w,, %") + (2 25) 
where g0(t;r), and gs(t;a>,r) are defined as before. 
a) 26 -
22 -
18 -
10 - I 
6 J 
2 T 
-2 4-
0 
Figure 2.6. a) Simulated outputs (y-true) and predicted outputs (y-predicted) on a theoretical 
Wiener process for Case I when forced by b) a sinusoidal input change sequence (u) with 
different C0j, bj, and Aj values. 
The simulation is done for quadratic nonlinear static mapping on a theoretical Wiener 
process as shown in Figure 2.6. The dataset of y-true is simulated from a Wiener process 
that can be described as follows: 
5.0 + v(t) = u(t) with v(o) = 0 and y(t) = 1.0- v(t) + 2.0 • v2 (/) 
As shown by Figure 2.6a, the predicted outputs and the true process show perfect agreement 
for the arbitrary input sequence given in Figure 2.6b. 
Case II. The same Wiener process as given in the previous subsection is employed here but 
with a different input sequence. More specifically, the sinusoidal input change with 
changing phase described by (2.7) is considered here. The algorithms in the interval 
y-predicted 
y-true 
200 
b) 5 
300 0 100,. tore 200 300 
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t n _ x  <t <t n  for the Wiener system are given below: 
XO = 4 smk) g,(f -f,_i;^,r)+^ cos(^) g,(^ -^,-1 ;<%,,?)+ )' e (2.26) 
The simulation results are shown in Figure 2.7 for quadratic static mapping on a true 
Wiener system. The predicted outputs and the process values overlap exactly. 
y-predicted 
y-true 
I* Are %X> 300 100 61= 200 300 
Figure 2.7. a) Simulated outputs (y-true) and predicted outputs (y-predicted) by (2.26) on a 
true Wiener model described above for Case II; b) the input sequence (u) has coj varying from 
0.4 to 1.5, and varying arbitrarily. 
2.3.4 The Wiener system with 2nd-order dynamics 
The results in this section are based on a SISO Wiener system with second-order dynamics as 
described by (2.27) and (2.28): 
^2-^-^ + 0", +T 2 ) -^à  + v( t )  = u{t )  
at at 
with the transfer function in the Laplace domain as: 
rW 1 
(2.27) 
U(s)  ( t,  s + lXr 2  s + l )  (2.28) 
Case I. The sinusoidal input change sequences described in (2.3) is introduced to the Wiener 
system with second-order dynamics. The algorithm for the Wiener system is written in 
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(2.29) below for the time interval t n _ x  < t  < t n  :  
+ v{t„-1 )• g02 {t - tn-1 ;*1,r2 ) + V'(tn-1 )'• «"12 (' - ^ -1 
The simulation results are shown in Figure 2.8 for quadratic static mappings on a true 
Wiener model. The dataset of y-true is simulated from a nonlinear process that can be 
described as follows: 
15.0-^j^ + 8.0^^ + v( t )  = u( t )  with v(o)= 0,v'(0) = 0 and y( t )  =1.0-v( t )  + 2.0• v2(t) 
As seen from this figure, the predicted process outputs and the simulated process values 
have exact agreement for the nonlinear static mappings. In this example, the output 
sometimes shows much larger deviations from the initial steady state than the input. 
0 100 tire 200 3a 0 100 tirœ 200 300 
Figure 2.8. a) Simulated outputs (y-true) and predicted outputs (y-predicted) by (2.29) on a 
true Wiener process described above for Case I with ti = 5.0, ~ 3.0, a, = 1.0, a% = 2.0, and 
b) the input sequence (u) has C0j varying from 0.4 to 3.0, Aj, and bj varying arbitrarily. 
Case II. The sinusoidal input change with changing phase as described by (2.7) is 
introduced to the Wiener system. The algorithm for the Wiener system can be written as 
(2 .17)  in  the  t ime interval  t n _ x  < t  < t n  .  
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4)=  A COS ^  -  f n-1  ;  )  +  ^  s in  ^  g2c^-^- i ;^ ,n ,^ )  
+ v(f„_, ) • S 0 2  (t - *n- i  ;r,,r2) + v' {tn_x )-gn{t- tn_x ; t x , t 2 )  
(2.30) 
The same Wiener process described for Case I is used in this case but with a sinusoidal input 
sequence with phase changes. The simulation results are shown in Figure 2.9 for nonlinear 
(quadratic) static mappings on a true Wiener model. As previously, the predicted response 
and the true response agree exactly. 
a) l 
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y-true 
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0 100 time 200 300 100 tin* 200 300 
Figure 2.9. a) Simulated outputs (y-true) and predicted outputs (y-predicted) by (2.30) on a 
theoretical Wiener process described above for Case II with ti=5.0, T2=3.0, ai=1.0, ai=2.0 for 
b) a sinusoidal input sequence with ©j, Aj, and 4>, varying arbitrarily. 
2.3.5 Systems with time delay 
Often a high order system can be approximated by lower order dynamics (either first-order or 
second-order) with dead time (Seborg et al, 1989). Thus, algorithms for a system with time 
delay can be useful and are therefore, needed in practice. 
Once the dead time 6 for a process is identified, it can be used with our proposed 
algorithms with the following modification: for each time interval, replacing t in the formulas 
for the system without time delay (as given in the previous sections) with (t-6) gives the 
formulas for the system with time delay. 
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2.4 Applications 
Though the algorithms provided in the previous section are all for SISO Hammerstein and 
Wiener systems, it is not difficult to apply them to the MIMO systems as shown below. 
2.4.1 Application to MIMO Hammerstein system 
To illustrate this application, suppose that a process is modeled by a two-input, two-
output (TITO) Hammerstein system (see Figure 2.10) and the simulation results and 
predicted outputs are presented in this section. 
Second Order 
Dynamics 
Figure 2.10. A TITO Hammerstein system. 
The nonlinear static mapping function with the interaction term can be written as: 
v(f) = f(ul(t),u2(t)) = ai -uXt)+a2 •u12(t)+a3 •u1(t)+a4 •u22(t)+as -ux{t)-u2{t) (2.31) 
where v(t) goes through first-order dynamics to give yx it) and through second-order 
dynamics to give y2 (t). The coefficient matrix is arbitrarily chosen as [l 1 -1 -1 l]. 
Arbitrary sinusoidal sequences are introduced into this TITO Hammerstein system. The 
corresponding outputs for first- and second-order dynamics are plotted in Figure 2.11. The 
predicted responses and the true process responses overlap exactly, as shown. The system 
with second-order dynamics has a less oscillatory response than that with first-order 
dynamics, which confirms the frequency analysis results. 
First Order 
Dvnamics 
Static 
Nonlinear 
Map 
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Figure 2.11. The predicted TITO Hammerstein process outputs (yl-predicted and y2-
predicted) and the corresponding theoretical outputs (yl-true and y2-true) for first- and 
second-order dynamics, respectively, agree exactly. 
2.4.2 Application to MIMO Wiener system 
Assume that a process can be modeled by a TITO Wiener system (see Figure 2.12) and 
sinusoidal input changes are introduced into it. Furthermore, assume that this process can be 
represented by the following TITO Wiener system theoretically as shown in Figure 2.12. 
One input  w,  ( f )  fol lows the f i rs t  order  dynamics to  give v,  ( t )  and the other  input  u 2  ( t )  
follows the second order dynamics to give v2 (t). Thus, the final responses are obtained by 
the following nonlinear static function (2.32) and (2.33) with the interaction term. 
First Order 
Dynamics 
Second Order Different Static 
Dynamics Nonlinear Mapping 
Figure 2.12. A TITO Wiener system. 
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yl (0 = /l (V1 (0>V2 W) = «11 • V1 (0+ «12 • v/W+^13 • V2 (0+ «14 • V 2 2  M+«15 ' V1 (0' V2 (0 (2 32) 
3^2 (') = A (V1 ('X V2 W) = «21 -VlW+«22 -Vl2(')+«23 '^W+«24 ^2^)+«25 (233) 
where au = 1, ai 2  = 1, a 1 3  = -1, a m = -1, and aj 5  = 1; a 2 i  = -1, a22 = 1, a23 = 1, a24 = 0, and 
ajj = -1 are chosen arbitrarily. 
The process outputs with different static mappings after the sinusoidal input change 
sequences with arbitrary amplitudes and frequencies are introduced into the TITO Wiener 
system are shown in Figure 2.13. As shown, the predicted outputs by the closed-form 
compact algorithm agree with the true Wiener system outputs exactly. Since each input has 
its own dynamic block, to include more inputs is straightforward once the dynamic relations, 
static nonlinear mapping, and the corresponding parameters are identified. 
8 7 
yl-true 
yl-predicted 
5 6 
3 
1 4 % 1 
3 
2 
0 
•5 
•7 •2 
0 100 200 300 
time 
Figure 2.13. The predicted TITO Wiener process outputs (yl-predicted and y2-predicted) 
and the corresponding theoretical outputs (yl-true and y2-true) for different static mappings 
agree exactly. 
2.5 Concluding remarks 
The process dynamics analysis of the nonlinear systems under sinusoidal input changes is 
performed for first-order and second-order overdamped dynamics of block-oriented 
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Hammerstein and Wiener systems. The closed-form compact algorithms for sinusoidal input 
changes considering the amplitude, frequency and phase changes are provided. By 
simulation on theoretical Hammerstein and Wiener systems, the predicted responses by these 
algorithms demonstrate exact agreement with the true process responses. Only the previous 
input information, the output response, and its derivative (for the second-order dynamics) at 
the time of change are needed for the algorithm. The single-input, single-output (SISO) 
algorithms can be applied to multiple -input, multiple-output (MIMO) systems as 
demonstrated in the two-input, two-output (TITO) example. The predictions and the 
simulated theoretical system responses agree exactly in all cases. 
The proposed first-order and second-order overdamped algorithms, and their extensions 
to the dynamics with dead time, can cover a wide range of dynamic processes that can be 
modeled as Hammerstein and Wiener systems. As pointed out by Hajjari and Eloutassi 
(1999), noisy measurements can be described as summations of sinusoidal waves with an 
additive noise term. Once the sine wave parameters for the input sequence and the model 
parameters are estimated, the closed-form compact algorithms provided in this work can be 
applied to obtain the system outputs. See Hajjari and Eloutassi (1999) for a method to obtain 
periodic functions from noisy signal in practice. 
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Chapter 3. Compact Continuous-Time Modeling for Nonlinear Systems 
With More Complicated Dynamics Under Sinusoidal Forcing inputs 
3.1 Introduction 
Most real physical processes behave nonlinearly to some extent. Examples of such 
chemical processes include: higher-order reaction, distillation, pH neutralization, heat 
exchange, and incomplete mixing that follows a power law. Since many processes exhibit 
only mildly nonlinear dynamic behavior over limited ranges, linear models, which are simple 
and convenient, can usually approximate them reasonably. Thus, with effective regulatory 
control where deviations from steady state are small, it is often reasonable to treat such 
systems as approximately linear. However, this is not adequate for systems that have strong 
nonlinear behavior and deviate significantly from normal operating conditions. For these 
systems, nonlinear models, which are more realistic and accurate, though less simple, should 
be adopted. During the past decade, more and more researchers have been working on 
developing nonlinear models instead of approximate linear models. This is motivated by the 
need for improving the product quality and reducing energy and material consumption. The 
model should match the requirements of control — harmonious in structure and complexity, 
and approximate the true process closely as pointed out by Pearson and Ogunnaike (1997). 
Empirical model building from the input and output data gathered from experiments on 
the process, is one approach to model the process. The principles or internal mechanism of 
the process can be unknown and the process is treated as a "black box." After selecting a 
model structure, for example, Artificial Neural Network (ANN) (Normandin et al., 1994), or 
multiple linear regression. Model parameters are estimated based on the experimental input 
and output data. Hence, for empirical model building, extensive measurements of process 
behavior are required although detailed process knowledge is not required. 
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Hammerstein and Wiener models belong to the class of block-oriented models, which are 
series or parallel combinations of linear dynamics blocks and static nonlinear mappings. A 
Hammerstein model consists of a static nonlinear mapping or gain followed by a linear 
dynamic block. The input vector u(t) goes through the nonlinear static mapping block and 
gives an unobservable intermediate vector v(t). Then v(t) goes through the linear dynamic 
block to give the output vector, y(t) with f(u(t)) and g(t) denoting the nonlinear static gain 
vector and the linear dynamic vector respectively, v(t) = f(u(t)) and each element of y(t) is 
yi(t) = Jo Vj (4) • g; (t - <ff) • d£. The Wiener model has the same two type of blocks as the 
Hammerstein model, but in the reverse order. In the Wiener model structure, the input vector 
u(t) is transformed by the linear dynamic block to get v(t), and then v(t) goes through the 
static nonlinear block to produce y(t). Mathematically, each element of v(t) is Vj(t) = 
fjuj(^)-gi(t-^)-d£ andy(t) = f(v(t)). 
The Hammerstein and Wiener models have simple structures are among most popular 
block-oriented nonlinear model structures. They can represent many processes with 
nonlinear characteristics adequately. They have been employed to model nonlinear chemical 
processes, including pH neutralization (Zhu and Seborg, 1994; Kalafatis et al., 1995; 
Norquay et al. 1999a,b;), high purity distillation (Eskinat et al., 1991) and polymerization 
process (Su and McAvoy, 1993). Due to their simple structures and efficient 
parameterization, the Hammerstein and Wiener models have many applications in practice 
and are increasing in popularity. Most modeling problem have involved the use of discrete-
time methods (Doyle et al., 2002; etc., Greblicki, 1992, 1997; Wigren, 1993; etc.); exception 
include Greblicki (1999, 2000), Rollins at al. (2003), and Bhandari and Rollins (2003a), who 
employed continuous-time approaches. The method proposed by Greblicki (2000) was 
nonparametric and the dynamic block was identified using impulse response methods. 
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However, this article concentrated on the parametric continuous-time approaches proposed 
by Rollins and coworkers, called the block-oriented exact solution technique (H-BEST and 
W-BEST) for the Hammerstein and Wiener models respectively. 
Discrete-time data are often obtained by observing a continuous-time process at a discrete 
sequence of times. Thus, discrete modeling with numerical analysis is widely used. The 
variables are assumed to remain fixed between one sample instant and the next, though 
variables in most physical processes are continuously changing, which means the information 
in between is missing. Furthermore, in discrete-time method (DTM), the sampling 
conditions, such as sampling time and frequency, play an important role in prediction. It is 
then nature to model the underlying process as a continuous-time process even though the 
observations are made at discrete times. The advantage of the continuous-time model (CTM) 
is obvious when the sampling times are irregular. However, in system engineering, CTM has 
seen limited applications even though it has the advantage of prediction at any time. Other 
advantages of CTM over DTM include fewer coefficients and parameters with physical 
meaning. For a continuous model, it is possible to have a compact closed-form algorithm 
(Rollins et al. 2003), which does not require iterative calculations. As shown by Rollins et al. 
(Rollins et al. 2002b), statistical experimental design, such as a D-optimal design, can be 
carried out with an analytical algorithm. Also, CTM identification is often more convenient 
than DTM identification due to fewer parameters and a clear analytical algorithm form. 
The H-BEST (Rollins et al., 2003) and W-BEST techniques (Bhandari and Rollins, 
2003a) give the compact closed-form algorithms to the non-linear Hammerstein and Wiener 
block-oriented systems when they are excited by a sequence of step input changes. These 
techniques have been successfully applied to a household dryer (Rollins et al., 2003), a 
simulated continuous stirred tank reactor (CSTR) (Bhandari and Rollins, 2003a) and a 
distillation column (Bhandari and Rollins, 2003b). All these processes are multiple-input, 
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multiple-output (MIMO) nonlinear systems. The household dryer and distillation column 
processes were identified as Hammerstein systems, while the CSTR was identified as a 
Wiener system. It has been demonstrated that the block-oriented exact algorithm technique 
(BEST) can predict the process responses closely to the true process outputs based on the 
experimental and simulated processes. Comparisons with the corresponding discrete time 
models were carried out for both the CSTR and distillation column processes to demonstrate 
the advantage of the BEST techniques (Bhandari and Rollins, 2003a,b). 
The algorithms provided by BEST technique are compact since they do not depend on all 
past input changes, but only a few recent input changes. With the compact algorithm, the 
response can be predicted without much previous output and input information except a few 
recent ones under the dynamics conditions. Based on the closed-form compact algorithm, it 
is possible to get the D-optimal design for identifying the parameters. 
The BEST methods, including H-BEST and W-BEST, were extended to the sinusoidal 
input changes for the first-order and second-order dynamics and the algorithms for various 
input sequences and nonlinear static mapping have been shown to be the exact closed-form 
compact algorithms to the true Hammerstein and Wiener processes, and they were applied to 
two-input, two-output Hammerstein and Wiener systems, as an example of MIMO system 
and predict the outputs successfully (Zhai et al., 2004). This work extends the BEST 
techniques further to Hammerstein or Wiener systems with more complicated dynamics, 
second order plus lead (two poles, one zero) when the systems are subjected to the sinusoidal 
input changes. The closed-form compact algorithms are provided in Section 3.3. A MIMO 
CSTR is simulated by programming in C and this process was identified to be a MIMO 
Wiener system with second order plus lead dynamics by Bhandari and Rollins (2003a). It is 
assumed that the periodical input sequences or noisy step input changes are introduced into 
the CSTR. By adopting the dynamic parameters and the static mapping coefficients 
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identified by the BEST technique for this seven-input, five-output system, the prediction 
based on the proposed algorithms for the sinusoidal input change in this work is done and the 
methodology is then evaluated in Section 3.4. Conclusions are drawn in Section 3.5. 
3.2 Problem statement 
Periodic phenomena, either forced or natural, exist in many engineering applications. For 
example, the natural cycle of the upstream processes or environmental influences cause the 
periodical fluctuations. Sometimes, forced periodic operations are introduced to a system to 
improve selectivity and yield. But the drawback is also obvious. These periodically time-
varying (PTV) systems are nonstationary and are thus hard to control, and the operation is 
more complicated (Pan and Lee, 2003). Analysis, control, and the system identification of a 
PTV system are interesting topics in the control area. Systems with sinusoidal changes are 
one special type of the PTV system. Periodic ARMA models and some other discrete time 
methods were used in modeling the PTV systems (Pan and Lee, 2003). 
For such periodical changes, it is important to have a high sampling frequency to get the 
adequate information of the system to avoid aliasing. However, sufficiently frequent 
sampling is not always possible or available, especially for some variables, such as 
concentration of the distillation column. Of course, the periodical input changes can be 
approximated as piece-wise step changes. Either the discrete time method or the H-BEST 
methodology could be employed then. But these are not always accurate enough, and the 
predictions are available only at a discrete time points if the discrete time method is used. 
This problem can be partially solved by the continuous-time dynamic modeling method 
based on understanding of dynamic behavior and the nonlinearity of the system. Thus, there 
is a need for finding compact closed-form algorithm to sinusoidal input changes for a system 
that can be presented by a block-oriented model. 
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Meanwhile, a stationary time series can be decomposed into a sum of sinusoidal 
components with uncorrected random coefficients with frequencies co e [o, n].  
X(t) = cos( c0j t )+ Bj sin( coj t )  ), 0 <col <...<cok <tv (3.1) 
7=1 
where, A/, By, A*, Bk are uncorrelated random variables with i?(yf/)= 0, and 
Var{Aj ) = Var(Bj )=cr2 ,  j  = 1 ,...,&. In general, infinitely many sinusoids rather than a finite 
number should be included in the above equation. However, once the sinusoids with large 
amplitudes and major frequencies are included, this approximation works reasonable well for 
a stationary time series (Brockwell and Davis, 2002). Therefore, the sum of sinusoidal 
components can be employed to approximate a noisy step input changes after the spectral 
decomposition. Actually, Hajjari and Eloutassi (1999) proposed a method to obtain periodic 
components from noisy signal in practice. 
The results from the process analysis will help us understand the process thoroughly. 
They can be employed to improve nonlinear modeling and predictive control, and to 
optimize the experimental design. Model predictive control (MPC) can be a promising way 
to control the PTV system efficiently and a good prediction model is the basis or core of 
MPC. The proposed algorithms can also be utilized for quantitatively comparing the 
information content of competing experimental designs using an optimality criterion. With 
the analytical closed-form algorithm to the process output, it is possible to calculate the 
derivation matrix, which determines the information content. 
3.3 The algorithms to the Hammerstein and Wiener systems 
In this section, the closed-form compact algorithms obtained based on the process 
analysis and the simulation results are presented for the Hammerstein and Wiener systems 
with second-order plus lead (SOPL) dynamics when they are excited by sinusoidal input 
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changes with phase changes, imposed on the step functions. Note that u, v and y are all 
deviation variables. Algorithms for systems with time delay are given in Section 3.3.3. 
Though only algorithms to a single-input, single-output (SISO) case are presented, it is 
straightforward to extend them to MIMO Hammerstein or Wiener systems. Applications to 
the true Hammerstein and Wiener systems are presented to show how the closed-form 
compact algorithms perform in predicting the process responses to the true Hammerstein and 
Wiener systems. Later on, the algorithms are applied to a MIMO simulated CSTR to 
demonstrate its ability to predict the outputs. The systems are subjected to the following 
input changes sequence. 
u{t)-
0  t<0 
bx + Ax sin(<y/ + <f> x )  0<t<t x  
b 2  + A 2  sin(to2{t- t x )+(j) 2 )  t x  < t  < t 2  (3.2) 
A + 4 sink +A ) '.-i < ' ^ f, 
For each time interval, the deviation of the input from the steady state is composed of a 
different step component and a sinusoidal component with different amplitude, frequency, 
and phase. 
3.3.1 The Hammerstein system with SOPL dynamics 
A SISO Hammerstein system with the SOPL dynamics can be described by (3.3) or (3.4): 
v^+ i T '+ t l ) '^+ y i , ) = t - lF+ v ( < )  ( 3 ' 3 )  
with initial condition y{O) = 0 and y'{O) - 0, which means the output is at its steady state. 
Here, v(t) - f (u( t ) )  is the static nonlinear mapping, ti and %% are the time constants, and xa is 
the time constant for the lead term. The corresponding transfer function in Laplace domain 
for (3.3) is 
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G(s)=S)=( r , sI"i)(^+ i ) '  < 1 4 >  
It is assumed that the system is at the steady state at t - 0 with w(o) = 0 . Note that (3.3) 
includes the effect of input dynamics. The sinusoidal input change given by (3.2) is 
introduced to the above Hammerstein system. 
For the nonlinear static mapping relations f{u( t ) )  given by (3.5), the algorithms can be 
written as (3.6) shown below. The functions used in expressing the algorithm are given in 
(3.7) to (3.11). 
For f (u( t ) )  = a lu(t)  + a 2u 2 ( t ) ,  (3.5) 
y( t )  = (a 1b i+a 2b 2  +a 2A i 2  /2)-g 2 0 ( t - rl;r2) 
+ (a, A, + 2a2biAi ) • (cos fa - 0)ira sin fa ) • g2s (t - f,_, ;  co i  , t x , t 2 )  
+ («i4 + 2a1biAi ) • (sin (j)i + coiva cos fa)-g2c(t - ^ ^ 
+ a2 A2 / 2 • (sin 2fa + 2coira cos 2fa ) • g2s (t - fw ;2©f 
+ / 2 - (2a),T, sin 2^, - cos 2^, ) - g;, (f - ^  ;2o,. ,r,,rj 
+ y{t h  1 )•  g02{t  -h-1 vh,T 2 )  + y ( fM ) -g l 2 ( t - ; r , , r 2 )  for  * w  < t  < t .  
where i = , the functions g20(/;rpr2), go2(cr,,r2), g12(?;r|(r2) g2j(?;&>,r1,r2), and 
g 2 c ( t \a) ,T l ,T 2 ), are defined as follows. 
g2l : 0 ( t ;T x ,T 2 )  = l  + —^—e~"T x  —e~'/rz (3.7) 
r2_ r i  r2 ~ r i  
coz2e </r ' &>r2e </r2 / \ Cv t 1 c
(l-<y2r,r2) sin^^-^r, +r2) cos(®f) 
(l + <y2r,)(l + ty2r22 ) 
(3.8) 
+ 
g2c( t ,C° ,Ti'^2) (Tl -r2)(l + ®2r2)+ (r2 -r,)(l + <y2r2 ) 
(l-co2r1z-2) cos(<yf)+<y(r, +r2) sin(<yt) 
(l + ®2r2)(l + <y2T2) 
(3.9) 
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gm{t;v x ,v 2 )  = — r,e 
,/Vx 
-r2e "Xl 
8n( t '>h>T 2 )  = -
h ~T2 
r ,T 2e "T '  - r xr 2e "T 2  
rx  -r2  
(3.10) 
(3.11) 
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Figure 3.1. Simulated sinusoidal input (u), output (y) and predicted output by (3.6) on a true 
Hammerstein system described above with ^ = 0, ai = 1.0, a% = 2.0, ii = 5.0, tz = 3.0, xa = 
2.0, co, varying from 0.4 to 3.0, and b, and Aj values varying arbitrarily. 
The simulation results are shown in Figure 3.1 for nonlinear static mapping on a true 
Hammerstein process with SOPL dynamics. It is clear that the predicted outputs by (3.6) and 
the process outputs have almost exact agreement for quadratic static mapping when there was 
no phase change considered. The behavior of the nonlinear Hammerstein system shows large 
deviations from the steady state comparing with the input change. The nonlinear 
Hammerstein system enlarges the deviation considerably in this example. 
Figure 3.2 is for a true Hammerstein model with quadratic nonlinear static mapping 
considering only the phase change but not any step input changes. Again, the predicted 
response and the true response overlap. The agreement is nearly perfect. 
These two figures confirm that the algorithm are valid for true Hammerstein systems with 
SOPL dynamics. 
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Figure 3.2. Simulated sinusoidal input (u), output (y) and predicted output by (3.6) on a true 
Hammerstein system described above with b, = 0, a% = 1.0, a% = 2.0, xi = 5.0, Ta = 3.0, xa = 
2.0, toj varying from 0.4 to 1.5, and (|)j and Aj values varying arbitrarily. 
3.3.2 The Wiener system with SOPL dynamics 
A SISO Wiener system with the SOPL dynamics can be described by 
hT2^-jpr + (h +r2)-^ + v(;) = ra-^ + «(*) (3.12) 
at at at 
with y( t )  = f(v( t ) ) .  xi and x% are the time constants; xa is the time constant for the lead term. 
Or, in Laplace domain, the dynamic block can be written as 
G(*) = S) = (r,s + 1) £, + !)• (3'13) 
The sinusoidal input change given in (3.2) is introduced to the above Wiener system. The 
algorithm to v(t) is 
v(f) = gzo(^ -4-1 ;Ti,) + 4(cos# -sin^).f 1,?2) 
+ A, (sin fa + o)iTa cos fa ) • g 2c(t- f M ; , r2 ) (3.14) 
+ v(ti-1 ) • g 02 (t - ti-i ;^^2)+v' (h-i )-gn(t- tt-i ^1^2) for <t<t, 
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where i = 1and the definitions of those g functions are the same as (3.7) to (3.11). 
Therefore, the final process output y(t) can be obtained by plug v(t) into the f(v(t)) function, 
which can be any nonlinear function. 
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The simulation results are shown in Figure 3.3 for quadratic nonlinear static mapping on a 
true Wiener system without considering the phase changes. The predicted output and the 
process true output overlap for this Wiener system. The Hammerstein and the Wiener 
system behave quite differently sometimes though the parameters are all set to be exactly the 
same as seen in Figures 3.1 and 3.3. The inverse response can be seen for the Wiener 
system. Again, the case where the phase changes are considered only is shown in Figure 3.4. 
The agreement between the predicted output based on the algorithm and the true outputs 
confirms that the algorithm is exact to the nonlinear Wiener system. 
3.3.3 System with time delay 
Usually the higher order dynamic system can be approximated as lower order dynamics 
(either first order or second order) with dead time (Ogunnaike and Ray, 1994). Therefore, 
the algorithm to the system with time delay is valuable in practice, especially in the chemical 
engineering industry. After modeling the process as Hammerstein or Wiener system having 
lower order dynamics with time delay, and identifying the process parameters, including the 
dead time 0 of the process, the algorithm to the system with time delay can be applied. For 
time interval (0, 0] or 0 < t < 0, there is no deviation in the output or response yet; thus, the 
algorithm gives the output which is zero. For each of the rest of time intervals, the algorithm 
can be obtained by replacing t by (t-9) in the formulas for the system without time delay 
given in the previous sections. For example, the algorithm to the Wiener system with the 
second order plus lead dynamics becomes 
0 for 0 <t <6 
b i  -g ioi t -ô-  U-1 ; *1 » *2 ) + 4 (cos fa  -  Û) iT a  sin fa  )•  g  2 s  {t-0-  f,_i ; ,T l tT2  )  
"(0 = 1 + Ai(sin+ G>i*a cosfa)-g2c{t~0-U-1 ;.*!,r2) (3.15) 
+ v(f,_i ) -go2( t~0- U-1 ; r i , r2)+v'  (f,_i  ) -gX 2{t-e-  ; r , , r2)  
for t (_ x  +6 <t  <t (+9 
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where i = 1 . and final output y(t) can be obtained based on the nonlinear static mapping 
relationship /(v(?)). 
3.4 Case study: The simulated CSTR 
This section presents the simulation and prediction results when applying the closed-form 
compact algorithms obtained in Section 3 to a simulated CSTR introduced by Bhandari and 
Rollins (2003a). This CSTR will be used to demonstrate and evaluate the ability of the 
algorithm to handle nonlinear behavior of a physical system. 
The mathematical model of the simulated CSTR is first presented. The jacketed CSTR 
schematic is shown in Figure 3.5. The valve on the outlet stream makes the system self-
regulating. This is a multiple input system. The concentrations, temperature, flow rates of 
the reactants are all subjected to changes due to the operation of the environments since the 
system is never completely isolated. 
The seven inputs and five outputs considered in this CSTR process are given below. 
Input variables: feed flow rate of A and B, qAf and qer, inlet concentration of A and B, Caf 
and Cgf, inlet temperature of A and B, TAÎ and TBf, flow rate of coolant, qc. 
Output variables: concentrations of A, B and C in the product flow, denoted as CA, CB, and 
Cc, tank temperature Tt and coolant temperature Tc. 
Table 3.1 gives notation and values for the steady state conditions, initial conditions and 
parameters values for the non-isothermal jacketed CSTR. 
The second-order reaction taking place in the jacketed CSTR is an irreversible 
exothermic reaction and can be described by 
A + B-^C 
The reactants A and B enter the jacketed CSTR and form C. The reaction rate is given by 
(3.16) below. Note that the rate constant, k, has Arrhenius temperature dependence. 
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Figure 3.5. Schematic of the jacketed continuous stirred tank reactor (CSTR). 
The process model consists of the overall mass balance, the component mole balance, the 
energy balance on the tank contents, and the jacketed contents. It is assumed that the 
contents of the reactor and the jacket are perfectly mixed and there are no heat losses. The 
feed and product streams, as well as the tank contents, have the same density and heat 
capacity, which do not change with the stream compositions. The tank volume is changing 
since the level of the tank h is changing. 
The physical models for the CSTR system are 
dh _ qA f  +qB f  -1  _ <lAf  |  iBf  C v  •  f  i f )  jpgh 
dt A A A A V g 
dC 
\  (?,/ 'c,/ - ( l„ +?J'C,)-Ve""-C,.C B 
(3.17) 
(3.18) 
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Table 3.1. Nomenclature and the parameter values for the CSTR. 
Variable Symbol Value (unit) 
Steadv State values: 
Concentration of A CA 0.4670 (mol l"1) 
Concentration of B Cb 0.1593 (mol l"1) 
Concentration of C Cc 0.5587 (mol V1) 
Tank Temperature Tt 3944 (K) 
Coolant temperature Tc 372.11 (K) 
Liquid level h 0.5704 (m) 
Initial conditions: 
Coolant inlet temperature Tcf 350.0 (K) 
Reactant A inlet temperature TAf 350.0 (K) 
Reactant B inlet temperature TBf 350.0 (K) 
Reactant A inlet concentration CAf 1.6 (mol l"1) 
Reactant B inlet concentration Csf 2.0 (mol V1) 
Coolant flowrate q= 150.0 (lmin"1) 
Reactant A Feed flowrate qAf 125.0 (lmin1) 
Reactant B Feed flowrate qef 70.0 (1 min"1) 
Parameter values: 
Heat of reaction 
-AH 1.1x10s (cal mol"1) 
Heat transfer characteristics h'A' 7.0x105 (cal min"1 K"1) 
Exponential factor E/R 9.98x10^ (K) 
Pre-exponential factor k0 7.5x10" (min"1) 
Specific heats of tank content and coolant Cp and Cpc 1.0 (cal g"1 K"1) 
Density of tank content and coolant p and pc î .oxio3  (g r1)  
Tank area A 0.33 (m2) 
Tank volume V 200.0 (1) 
Coolant volume Vc 50.0 (1) 
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dC, 1 
^ ~ y {9 Bf ' CV )' Cfl ) k0 • e RT • CA • CB 
dCc _ - (g^  
-h'A' ^ 
J _e1cPcCpt 
v y 
(r,-rj 
dTt _ g ^  • Tg + g Bj • Tgf {(] Y ^ ( -  Af  I ) -  k ,  e  R T -CA -C 
dt 
+ 
Qc Pc •CPc 
V •p CP 
V 
( -AM' X 
P-C, 
1 -e 9cPccpi k-r,)  
(3.19) 
(3.20) 
(3 21) 
(3.22) 
It was assumed that either a Hammerstein or a Wiener model could approximate this 
reactor system. The system parameters were identified by using the H-BEST and W-BEST 
techniques based on the training sequence designed by statistical design of experiments 
(SDOE) and were tested for some testing sequence. The nonlinear static gain and dynamic 
model parameters in the Hammerstein or Wiener model were identified as described in 
Bhandari and Rollins (2003a) by exciting the CSTR with sequence step changes of the seven 
inputs. The training phase showed that the prediction based on the Wiener model is more 
reasonable when comparing with the true process responses. Then, the Wiener model and its 
parameters identified by W-BEST were employed to model the CSTR process. 
Totally there are 35 different dynamic blocks, and for each output variable, there are 36 
coefficients to describe the quadratic nonlinear static gain, including the two factor 
interactions. The Wiener block diagram of this MIMO reactor system is shown in Figure 3.6. 
In this figure, gt j and vi j stand for the dynamic block transfer function and the intermediate 
output for ith output variable andy'th input variable, i - 1,2,...,5, and j = 1,2,...,7. 
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Figure 3.8. The concentrations of the reactants A and B, and the product C in the outflow. 
"TRUE" denotes the simulated true process responses, while "PM" denotes the responses 
predicted by the closed-form compact algorithms proposed in this work, and "W-BEST" 
denotes the piece-wise step input approximation based on W-BEST algorithm. 
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Figure 3.9. The tank temperature and coolant outflow temperature of the CSTR. Notations 
are the same as those used in Figure 3.8. 
3.4.1 Comparison study 
The sinusoidal input changes shown in Figure 3.7 are introduced into the CSTR system. 
These changes are all sinusoidal changes imposed on the step changes, following the form of 
6,. + A, sin(ty,. (t - ti{ )). The bu wand At for each input variable are chosen arbitrarily. For 
each time interval, these values keep the same for each input variable. 
The process true responses and the predicted ones by employing the algorithms proposed 
in this work are shown in Figures 3.8 and 3.9 for each of the five outputs. At the same time, 
the input sequences were approximateded by piece-wise step input changes, which was how 
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the discrete-time method would treat the inputs, and then the W-BEST algorithm was applied 
for each step change. The sampling interval was set to be 2.0 time unit (minitue here), which 
was very fast sampling especially for the concentration. The outputs based on these two 
prediction methods were denoted as "PM" and "W-BEST" respectively. As can be seen 
clearly in Figures 3.8 and 3.9, the closed-form compact algorithms for the Wiener system 
with the SOPL dynamics when it was excited by the sinusoidal input changes can predict the 
process responses closely to the simulated true process responses. However, the predictions 
based on piece-wise step approximation also followed the simulated true process responses 
closely. It is hard to compare by just looking at the figures. 
In order to evaluate the agreement between the simulated true responses and the predicted 
ones, and compare the proposed method with the piece-wise step approximation quantitively, 
the following two creteria are used. 
A. Sum of squared prediction errors (SSPE) 
SSPE = "£(y , -y , )  (3.23) 
i=\ 
where, N is the total number of equally spaced sampling points used over the testing interval, 
yi is the true response and j>; is the predicted response. 
B. Average relative error (ARE) 
1 N 
ARE = —V 
Ntt  
(3.24) 
yt 
Table 3.2 listed the calculated SSPE and ARE values for the five outputs of the CSTR 
system based on the algorithm proposed in this work (PM), which belongs to the continuous 
time method, and those based on the approximation of the sinusoidal as the piece-wise step 
changing and the W-BEST algorithm, which can be looked as the pseudo discrete time 
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method (W-BEST). The relative SSPE and ARE values are also provided based on those 
with PM. 
Table 3.2. The comparison of prediction based on the proposed algorithm with the simulated 
CSTR and the other prediction method described above. 
A) SSPE comparison 
Absolute SSPE values Relative SSPE values 
Output PM W-BEST PM W-BEST 
CA 0.1051 0.8373 1.000 7.964 
Cb 0.1107 0.1957 1.000 1.767 
Cc 0.09910 0.3310 1.000 3.340 
T, 903.460 6368.665 1.000 7.049 
Tc 209.294 1335.62 1.000 6.382 
B) ARE comparison 
Absolute ARE values Relative ARE values 
Output PM W-BEST PM W-BEST 
CA 0.00988 0.01597 1.000 1.168 
Cb 0.0267 0.03119 1.000 1.167 
Cc 0.00763 0.01073 1.000 1.407 
Tt 0.000871 0.001558 1.000 1.788 
Tc 0.000478 0.000803 1.000 1.680 
The SSPE values are not large considering the magnitude of the variables and the ARE 
values are all less than 3% for the five output variables for the proposed method. These 
results indeicate that the predictions agree well with the simulated true process responses and 
the proposed algorithm can predict the process outputs efficiently. To approximate the 
sinusoidal input as a sequence of piece-wise step input changes often gives larger SSPE and 
ARE values than the proposed method. As have been pointed out, the sampling frequency 
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2.0 time unit is actually small for many physical processes. In spite of that, it still cannot 
beat the proposed method in prediction. 
The deviation of the prediction was partially due to the fact that the CSTR is just 
approximated by a Wiener model reasonably. It is not a true Wiener system. The prediction 
error is actuallypartially due to the model error. 
3.4.2 The noisy process input case 
When a step input change is introduced into a system, it is physically difficult to keep the 
level of each step change at constant. It is often not a perfect step change due to disturbances 
and some other reasons. Therefore, the input signal is actually noisy around the nominal step 
input change value. It is not possible to predict the system outputs stisfactorily if the 
sampling frequence is not very high. Even with a high sampling frequence, the system 
ouputs are hard to predict because the process input is randomly changing as shown in the 
Figures 3.10 and 3.11. One way to deal with such kind of signal is to filter it first. After 
filtering, the true input lever can be identified and the prediction with the step input change 
can be carried out. The control action can be taken based on the predictions. However, a 
filter is an additional dynamic block basically and causees a phase lag. Also, it is not 
necessarily true that good predictions can be provided after filtering the input signals. 
As we mentioned before, a stationary time series can be decomposed into a sum of 
sinusoidal components with uncorrected random coefficients with frequencies. Once the 
sine wave parameters for the input sequences are estimated by the spectral decomposition, 
the closed-form compact algorithms provided in this work can be applied to predict the 
system outputs after the dynamic and static nonlinear parameters are identified. This might 
provide a good way to treat the noisy signals. 
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Figure 3.10. The noisy deviations of the inflow flow rates of reactants A and B, and the flow 
rate of coolant to the CSTR. 
Each of the noisy input variables, shown in Figures 3.10 and 3.11, was actually composed 
of eight sinusoidal signals with different uncorrelated frequencies, and amplitudes. These 
signals looked stable and it was reasonable to employ the sum of sine waves to approximate 
the step input change sequencies with noises. 
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Figure 3.11. The noisy deviations of the reactants A and B inflow concentrations and inflow 
temperatures to the CSTR. 
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Figure 3.12. The simulated concentrations of reactants and product in the outflow of the 
CSTR, denoted as 'TRUE', their corresponding predicted values based on the proposed 
method after the noisy input modeled, denoted as 'PM', and the predicted outputs with 
perfect filtered inputs, denoted as 'PFI'. 
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Figure 3.13. The simulated temperatures of the jacket (Tc) and the outflow (Tt) of the 
CSTR, denoted as 'TRUE', their corresponding predicted values based on the proposed 
method after the noisy input modeled, denoted as 'PM', and the predicted outputs with 
perfect filtered inputs, denoted as 'PFI'. 
In practice, it is hard to predict the system outputs with such kind of noisy input signals. 
By noting the facts that the noisy signal can be decomposed into a sum of sinusoidal 
components with uncorrelated random coefficients and frequencies, and the linear dynamics 
is linear, the proposed algorithms for the Wiener systems with the sinusoidal input 
sequencies can be employed. As shown in Figures 3.12 and 3.13, the predicted outputs were 
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all close to the simulated true outputs. As mentioned before, this CSTR is not truly a Wiener 
system, but can be approximated by a Wiener model reasonably. Therefore, the algorithms 
for the Wiener system can not predict the outputs exactly, and the deviations from the true 
outputs are due to the lack of fit of the Wiener model. 
The perfect filtered inputs are assumed available and the outputs based on perfect filtered 
inputs are also predicted by W-BEST, which were denoted as 'PFI'. Those outputs go to 
steady states soon after changing points and keep at those states then. 
Table 3.3. The evaluation of the proposed algorithm prediction for the noisy deviations of the 
inputs to the simulated CSTR. 
A) SSPE comparison 
Absolute SSPE values Relative SSPE values 
Output Proposed Perfect Filtered Proposed Perfect Filtered 
Method Inputs Method Inputs 
CA 0.003945 0.006559 1.000 1.663 
Cb 0.004005 0.005121 1.000 1.279 
Cc 0.004062 0.005895 1.000 1.451 
Tt 28.7271 57.5142 1.000 2.002 
Tc 6.6268 13.2972 1.000 2.007 
B) ARE comparison 
Output 
Absolute ARE values Relative ARE values 
Proposed Perfect Filtered Proposed Perfect Filtered 
Method Inputs Method Inputs 
cA 0.003038 0.003913 1.000 1.288 
CB 0.00942 0.01064 1.000 1.130 
Cc 0.002598 0.003202 1.000 1.232 
T, 0.000304 0.000416 1.000 1.367 
Tc 0.000158 0.000216 1.000 1.366 
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The SSPE and ARE values of these predictions are shown in Table 3.3. It is clear that the 
SSPE and the average relative errors values for PM are smaller than those of PFI, therefore a 
better prediction is provided by PM. The average relative errors are all less than 1.5%, which 
is acceptable in industry. These tell us that the predictions were close to the true values 
satisfactorily. The prediction with PFI cannot catch the noisy character of the process, while 
the prediction with PM does. The deviations of the predictions with PM are mostly caused 
by the lack of fit when employing the Wiener model to approximate the CSTR. 
The piece-wise step approximation will give larger deviations from the true process 
outputs for noisy input signals shown in Figure 3.11 and 12 because the signals have lots of 
spikes and things will get worse if the spikes happen to be sample to represent the input 
changes. 
3.5 Conclusions 
The closed-form compact algorithms to the Hammerstein and Wiener systems with 
second order plus lead dynamics developed in this work are the exact algorithms to the 
systems when they are excited by the sinusoidal input changes. These algorithms are in the 
compact form. Therefore, the prediction of the system response does not depend on all past 
input changes, but only a few recent input changes are needed. The algorithms are given for 
the SISO Hammerstein and Wiener systems, but it is straightforward to extend and apply 
them to the MIMO systems. The proposed algorithms predict the outputs almost exactly for 
the true Hammerstein and Wiener systems. It is demonstrated on a seven-input, five-output 
simulated CSTR, which can be approximated by a Wiener model reasonably, that the 
developed algorithms had the ability to predict the multiple outputs closely and they 
performed better than the piece-wise approximation. These algorithms can also be employed 
to predict the process outputs when the input deviations are noisy step changes after the 
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spectral decomposition of the noisy input signals. The predictions with noisy input modeled 
are better than those with the inputs filtered first. Even with the perfect filtering of the input 
signals, the predictions have higher SSPE and ARE values. Therefore, it would be better to 
decompose the noisy input signals and employ the proposed algorithm for sinusoidal inputs 
than to filter the noisy inputs. 
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Chapter 4. Parameter Estimation of the Continuous-Time Block-Oriented Wiener 
Dynamic System With Stochastic Input Noises 
4.1 Introduction 
Many physical dynamic systems can be approximated by mathematical models. Most of 
these systems, in nature, are nonlinear, dynamic, stochastic, and time-varying. The block-
oriented model, such as the Wiener dynamic process model, is one type of the mathematical 
model that is widely used in chemical engineering to model physical processes. The Wiener 
dynamic model basically consists of two blocks, the linear dynamic block and the non-linear 
static mapping block in sequence. With a simple structure, the Wiener dynamic model can 
approximate the real processes well (Kalafatis et al., 1995; Huang et al., 1998; Bhandari & 
Rollins, 2003; etc.). It can also be used to model multiple-inputs, multiple-outputs processes. 
More explanation about the Wiener dynamic model will be provided in Section 4.2. 
When dealing with the block-oriented dynamic models, either the continuous-time 
method or the discrete-time method can be employed. Most processes encountered in the 
physical world are continuous in time. It is intuitive to treat the models continuously. 
Nevertheless, with the development of the computer technology, the discrete-time method 
started to dominate the modeling and the control areas in recent decades. However, 
discretization can only approximate a continuous-time model and the sampling rate directly 
affects the model identification and parameter estimation for the discrete-time method. This 
work considers the continuous-time Wiener dynamic model. When the continuous-time 
method is used, the error term for a model has to be assumed to be stochastically continuous 
in time, but not discrete time series. 
Once the model structure is chosen, not much can be done with the model error. The 
model usually involves several parameters, which govern the behavior of the model and are 
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to be estimated based on some experimental data or so called training data. Estimating these 
parameters accurately and precisely is critical in the whole model building procedure. 
Otherwise, the prediction and model predictive control of the system could fail. First of all, 
it is important to obtain reliable input and output data, where there often exist noises and 
errors, such as random process disturbances caused by the previous procedure or 
environment as well as the measurement errors. Such noises and errors, if not appropriately 
accounted for, prevent efficient estimation of the parameters. The measurement errors can be 
reasonably assumed to be white noises, and their effect on the parameter estimation can be 
recovered when there are reasonably enough data points. However, this is not the case for 
the random process disturbances, which can be highly correlated. For continuous-time 
modeling, these noises, which are continuous in time, cannot be described by any discrete-
time stochastic processes, such as the ARMA models. 
Most existing works in the literature used the discrete-time method and considered only 
the input and output measurement errors. These errors were assumed to be additive to the 
deterministic part of the process inputs or outputs when the input-output data pairs were 
simulated and collected and the estimation was then carried out (Nordsjo, 1997; Nordsjo & 
Wigren, 2002; Schoukens et al., 2003). For the block-oriented Wiener dynamic system, 
Hagenblad (1999) and Gomez and Baeyen (2004) added measurement errors to the 
intermediate output variable, which is unobservable. Vandersteen et al. (1997) and Bai 
(2003) considered both the input and output measurement errors in the Wiener dynamic 
model. Both errors were treated as white noises independent of the signals and did not go 
through the dynamic process at all. However, a process is usually related to the environment, 
and the input variables are often the outputs of the previous processes and are thus are with 
various correlated random disturbances and noisy signals. Input disturbance can also be 
introduced by the inaccuracy of valve and electronic noise. So, the input variable along with 
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correlated disturbance or noise are sent to the next process or block directly, which may 
eventually lead to large variation of the output variables. Furthermore, correlated input 
disturbance can be enlarged or diminished during the process and often cause complicated 
correlated output noises, which make it more difficult to estimate the process parameters. So 
far, little work has been done in the literature to address the estimation problem for this case, 
especially in the context of process control. In this work, correlated continuous-time input 
disturbances are imposed on the nominal input variables and then go through the continuous-
time process. The estimation method for such input-output data pairs will be presented. 
Accurate predictions are critical in the model predictive control (MPC) where reliable 
estimation of parameters is a premise. It is critical to identify appropriate parameter 
estimation methods when the stochastic input noises are considered in the continuous-time 
Wiener dynamic system. Such estimates of the dynamic and covariance parameters may also 
provide information on whether the input variable (or sometimes actually the output of 
previous process) is in control or not. In this chapter, some concepts used in this work are 
introduced in Sections 4.2 and 4.3, including the continuous-time block-oriented Wiener 
dynamic model and stochastic processes. Section 4.4 states the estimation problem and 
Section 4.5 presents the approach to simulate the Wiener dynamic process with stochastic 
input noise, and demonstrates the sensitivity of the process to the correlated input noise. 
Section 4.6 proposes a new method to estimate the model parameters when stochastic input 
noises are considered for the continuous-time block-oriented Wiener dynamic process with 
first order dynamics. The method is based on estimating equations and is applied to such a 
simulated process with the stochastic input noises. The estimates based on the proposed 
method are compared to the true values and the conclusions are drawn in Section 4.7. Some 
future work is also listed in Section 4.7. 
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4.2 Continuous-time block-oriented Wiener dynamic models 
The continuous-time block-oriented Wiener dynamic model is what this work is based 
on. Block-oriented models are series or parallel combinations of linear dynamics blocks and 
static nonlinear mappings. A Wiener dynamic model consists of a linear dynamic block 
followed by a static nonlinear mapping or gain block, as depicted in Figure 4.1. The 
intermediate vector v(t), which is not observable, is the convolution of the input vector u(t) 
and the linear dynamic block transform function g(t). The output variable is y(t) =f(v(t)), 
where f(v(t)) represents the nonlinear static gain functions. Notations in bold mean vectors. 
«(0 g{t)  
v( t )  /#)) y( { )  
Linear 
Dynamics 
Static 
Nonlinear 
Map 
Figure 4.1. A Wiener dynamic model structure. 
The Wiener dynamic model has a simple structure with relatively few parameters, 
making this model one of the simplest and most popular block-oriented, nonlinear models. 
Due to its simple structure and efficient parameterization, the Wiener dynamic model has 
many applications in practice and is becoming more popular. It can represent the nonlinear 
dynamics well. For example, the Wiener dynamic model has been shown to represent many 
nonlinear, chemical processes effectively, such as pH neutralizations, distillation columns, 
and continuous-stirred tank reactors (CSTR) (Greblicki, 1992, 1997; Wigren, 1993; Kalafatis 
et al., 1995; Huang et al., 1998; Bhandari & Rollins, 2003; etc.). Much work has been done 
to investigate the extent of the applications of this model. Almost all of the work involves 
the use of the discrete-time method except for Greblicki (1992, 1997) and Bhandari & 
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Rollins (2003). Greblicki (1992, 1997) introduced a nonparametric continuous-time 
approach with the dynamic block identified by impulse response methods, and Bhandari & 
Rollins (2003) proposed the continuous-time Wiener modeling method, which was named 
Wiener Block-oriented Exact Solution Technique (W-BEST). 
The discrete-time modeling (DTM) dominates the system engineering literature in the 
applications of block-oriented modeling because of the discrete environment of computer-
based process control systems and because the sampling is usually discrete (Henson and 
Seborg, 1997). Furthermore, DTM is easier to obtain because all input changes can be 
approximated by piecewise step input sequences. Nonetheless, DTM has (potentially) two 
critical drawbacks relative to continuous-time modeling (CTM). DTM requires constant and 
frequent sampling, and may not be as accurate as CTM since, at best, DTM can only 
approximate continuous-time processes. In system engineering, CTM has seen limited 
applications even though it has the advantage of prediction at any time. Other advantages of 
CTM over DTM include fewer coefficients and parameters but with physical meaning. For a 
continuous-time model, it is possible to have a compact closed-form algorithm (Rollins et al., 
2003; Bhandari & Rollins, 2003), which does not require iterative calculations. As shown by 
Rollins and Bhandari (2004), statistical experimental design can be carried out with an 
analytical algorithm. Also, CTM identification is often easier than DTM identification due to 
fewer parameters and a clear analytical algorithm form. 
After deciding to employ the continuous-time Wiener dynamic model to approximate a 
real process, the next task is to estimate the nonlinear static mapping relation and the 
dynamic parameters. This is done in two stages as described by Bhandari & Rollins (2003) 
as W-BEST. Following a statistical experimental design of the sequence of step input 
changes, the training data are collected after each step change of the inputs with different 
amplitudes is introduced to the dynamic system of interest. Note that u(t) « v(t) as 
88 
t>5r  after each step input change. The input-output data pairs after the system reaches its 
steady state provide the nonlinear static mapping information, while those at the transition 
state after each step input change contain more dynamic information. Therefore, the 
nonlinear static parameters can be obtained by using the data after steady states are reached 
for step input changes. Then, the order of the dynamic relation and its corresponding 
parameters can be estimated based on the transition data by using some general estimation 
methods, such as nonlinear regression. 
In this work, we concentrate on a theoretical single-input, single-output (SISO) Wiener 
process with first order dynamics. It is assumed that the nonlinear static mapping 
relationship has been identified and is invertible, so that the intermediate output v(t) can be 
obtained. This is not a problem with W-BEST technique due to the two-stage model 
identification procedure, and the invertibility is feasible for a SISO Wiener process especially 
with the low parameterization. We focus on the dynamic block with stochastic input noises 
and estimate the dynamic parameter and the covariance structure of the input noises. The 
estimation method is demonstrated on a SISO Wiener process with first order dynamics. The 
estimation in the multiple-input, multiple-output case can be accomplished similarly, but the 
procedure can be much more complicated and will not be discussed here. 
4.3 Stochastic processes 
Some basic concepts of the stochastic processes are introduced in this section. Random 
variables are usually used to describe random phenomena. The characteristic of a random 
phenomenon can be described through the probability distribution of a random variable. 
However, in engineering and the physical sciences, many random phenomena are related to 
time; for example, the reaction rate of certain batch reactor is fast at the beginning and gets 
slower and slower over time. In these cases, it is necessary to consider a family of random 
89 
variables that is a function of time. A stochastic process is thus defined (Ochi, 1990). A 
family of random variables x(t), where Z is a parameter belonging to an index set T, is called a 
s tochast ic  process  or  a  random process ,  and is  denoted as  {x( t ) , t  e  T}.  
Every time a random phenomenon is recorded over time, it is a different path. Consider a 
set  of  n records  of  a  random phenomenon varying over  t ime,  denoted as  l x( t ) ,  2 x( t ) , . . . ,  
nx(t). At a specific time t\, we have a set of random variables consisting of n elements, 
{), 2x(tx ),•••, "x(f, )}. At time we have another set of random variables consisting of 
n elements, {Xx(tt ), 2x(tj ),•••, "x{ti )}, i = 1,2, • • •. The collection of n records simultaneously 
observed at a specified time is called an ensemble. The mean value function of a random 
process x(t), E[x(t) ], is the expect value of x(t) at time t. The covariance function of a 
random process x(t) is defined as 
Cov x ( t x  , t 2 )= Cov[x( t x ),x(f2)] = £[(x(f,)-E[x( t x )] ) (x( t 2 ) -E[x{t 2 )])] (4.1) 
Note that both the expectation and covariance of the stochastic process are functions of time. 
At different time points, the mean value can be quite different, so can the autocovariance 
function. If the mean value function £[x(z) ] is constant independent of t, and its covariance 
function Cov[x(t),x(t + z) ] depends only on r, which is the distance between the two time 
points, for all t, a stochastic process is said to be weakly stationary. It is assumed that the 
input stochastic processes discussed in this work are all weakly stationary. However, this is 
not necessarily the case for the output stochastic processes. 
A stochastic process x(t) is said to be a Gaussian process if for any given k>l and t},..., 
tk, the random vector ( x(ti), ..., x(tk) ) is jointly normally distributed. This is a common and 
reasonable assumption for many stochastic processes in reality and it is employed in this 
work for the input noises. 
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These concepts will be used later when simulating the process of interest and discussing 
the parameter estimation methods. 
4.4 The estimation problem 
In practice, step input changes with different amplitudes are designed statistically in order 
to identify the static and dynamic parameters for the Wiener dynamic system as described in 
the W-BEST technique. It is physically difficult to keep the level of each step change at 
constant as designed. A step input change in reality may be described as the nominal input 
variable with a random disturbance or noise term, as shown in (4.2). 
u(t )=Tj( t )+ e( t )  (4.2) 
where rj(t) is the nominal value of the input variable, which is deterministic, and e(t) is a 
random disturbance or noise, which is assumed to be stochastically correlated. 
Thus, the dynamics equation for a single-input, single-output (SISO) Wiener dynamic 
process with first order dynamics becomes 
+ = = ^ + f ^  (4-3) 
where, r is the time constant, which is always positive, and the initial condition is at the 
steady state, v(o) =0 at t - 0. The final Wiener dynamic process output can be obtained by 
some nonlinear static mapping, for example, 
y i t )  =  /(v(0) = aiv (0 +a2vl (0 (4.4) 
Here input u(t), intermediate output v(t) and output y(t) are all in terms of the deviation 
variables. The process outputs can have various properties when the random disturbance or 
noise term e(t) has different covariance structures. For some specific cases, analytical 
solutions can be obtained. Assume that s(t) is a weakly stationary Gaussian process with 
E[ f(f) ] = 0 and Cov[ s{tx),£,(^)]= cr£2 , (4.5) 
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where a > 0 is a constant and at2 is the variance of s(t). This kind of covariance structure is 
common, where the covariance between the two points decreases as the interval between 
those two time points increases. Therefore, this disturbance has the property to be nearly 
uncorrected at different time points ti and % that have a large distance, and to be more 
correlated in a small neighborhood. The speed of the correlation change depends on the 
parameter a. When a is large, the covariance decreases fast as the time interval increases. 
This assumption as to the structure of e(t) is reasonable and acceptable though it is strong. 
Equation (4.3) is a stochastic differential equation (SDE) and its analytical solution can 
be written as (Sobczyk, 1991) 
v( t )  = v 0 e~ a l  +ae~ a t  e(s)ds  + r i ( f ){ l -e~ a t \  where a = 1/r. (4.6) 
The first two moments of the stochastic process v(f) are 
E[v{t ) )=v a e« +rt ( t ) ( \ -e")  (4.7) 
Cov, = a
2 a 2 
a 2  -a 2  
a 
+ 1 + a 
a 
Q-ai.h+h) g~at\-ctt2 _ (4.8) 
Var v ( t )  = a
2  ( j  2  
a 2  -a 2  
1 - -  +  
1 + «  
- 2  at 
- 2e 
-(a+a)l (4.9) 
where r - t x - t 2 .  Note that all of these moments depend on time t .  The output of this 
specific process is not weakly stationary any more. The correlation of outputs between two 
different time points is remarkable when the distance is not large for some parameter setting. 
As t x , t 2  —> °o, the stationary solution can be reached, and the corresponding first two 
moments of the process v(f) become 
lim £[v(f)] —> r j  where r j  = lim r / ( t )  (4.10) 
Cov v ( t l , t 2 )~ >  e  
a 2  -a 2  
f-»co 
-a\r\ CC -a\r\ 
e 1 1 e 1 1 
a 
— Varv{t) —-
a - a  
a e a'T' - a e °'r' 
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with t x , t 2  -> oo and \ t x  - t 2  | = r fixed (4.11) 
TZ / x a G f Var v  ( t )  —> as f —> oo 
a + a 
(4.12) 
These moments become less complicated and the process v(t) becomes weakly stationary. 
Basically, the moment structures of the outputs are determined by the input covariance 
structure and the dynamic process. These moment properties of the outputs will be employed 
later in the parameter estimation, including that for the dynamic parameter a, and the 
covariance parameters a and oE. 
Here, we concentrated on the block described by (4.3), where the input disturbances or 
noises have the moment structure described in (4.5). Only the outputs need to be observed, 
but not the input disturbances or noises. In other words, this is an estimation problem with 
unobserved disturbances in the control area. The simulation of the Wiener dynamic process 
will be performed first to generate the output data, and some simulated outputs will be 
presented, which provide information about the process more directly. Note that the SDE in 
(4.3) cannot be solved by the general numerical method for the ordinary differential 
equations (ODE). The numerical method for the SDE is different. The dynamic parameter a, 
and the covariance parameters a and <js are of interest and the method to estimate these three 
parameters will be presented in Section 4.6. 
4.5 Simulation of Wiener dynamic processes with Gaussian input noises 
It is intuitive to simulate an noise process e( t )  with specified covariance structure first and 
then introduce it into the SDE in (4.3) to obtain the process v(t). In order to simulate a 
Gaussian process with a specified covariance function directly, the following algorithm from 
Ripley (1987) is used. The Fourier transform and inverse Fourier transform are employed in 
the algorithm. 
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Algorithm: (Ripley, 1987) 
With the specified covariance function C ( T ) = Cov(t,t + T ) for a stationary Gaussian 
process, the values of function c(rô) are calculated first for r = 0, 1, N/2-1 for some 
even N, where r is an index; N is the total number of data points simulated, and it has to be a 
power of 2; ô is the lag distance. The complete set of covariance function values 
c0,cx,--cN_x are given by 
kr# if0<r<#/2 
c = <  .  (4.13) 
' |c*_r if#/2 + 13r<# 
Denote the Fourier transform of cr as cs and form cs based on the formulas 
JV-1 
cs - ^ ie2'7r'l'r'slNcr, where i is the imaginary unit and s = 0,1,..., TV -1, and then get 
r=0 
(j)s = . For each simulation of Gaussian process x(o),..., X( (N -1) S ), it is also needed 
to  g en e ra t e  t he  fo l l owing  r andom samp le s  U ( )  ~  N orm ( 0 , N ) ,  U ] , . . . , U n / 2  ~  Norm ( 0 , N / 2 ) ,  
V X , . . . ,V N / 2 _ X  ~ Norm(0,  N /  2) ,  and le t  U N _ r -U r  for  r  = 1,  N /2 -1  ,  V 0  = V N / 2  = 0 ,  
VN_r = -Vr for r = 1, N/2-1 , where Norm denotes the normal distribution. Then, for 
j -1, 2,..., N-l, the Gaussian process ^f(o),...,A'((//-l)j ) can be obtained by doing 
the following inverse Fourier transform: 
= {e- 2 """ ' - (U,+iV r )^ r }  (4.14) 
N r=0 
This algorithm generates a stationary Gaussian process in {0, 1, N -I } with 
specified covariance structure, and can be used to generate the input noises in this work. 
Different seeds will give different stochastic processes with approximately the same moment 
structure. Once this is done, which gives a continuous path of the input noises with the 
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specified moment structure; the solution in (4.6) can be used. After calculating the 
integrat ion,  the  in termediate  process  v( t )  can be  obta ined,  so  can the  f inal  output  y( t ) .  
The first two moments of the numerically simulated stochastic processes are calculated 
and compared to the theoretical moments to make sure nothing goes wrong with the 
simulation. Note that the moments have to be calculated with at least several ensembles of 
records. The more the simulated ensembles are included in the calculation, the closer the 
calculated moments are to the theoretical values. 
As an example, consider a S ISO Wiener dynamic system with first order dynamics, 
where time constant is x-5.0, and linear static mapping block, where the final output y(t) is 
proportional to the intermediate output v(t) with a/ = 1.0 and ci2 = 0.0 in (4.4). 
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Figure 4.2. The simulated output of the Wiener dynamic system with first order dynamics 
when the stochastic noises are imposed on the step input change with sampling frequency as 
0.1 time unit. 
One record of the outputs y(t) of this Wiener dynamic system is shown in Figure 4.2 
based on simulation for one step input change. The output deviates considerably from the 
theoretical deterministic output when the noises follow the specification in (4.5) with a( = 0.1 
95 
and 0.2, which is 1% and 2% of the step input change i](t) = 10, for a = 0.5. Though 1-2% 
deviation is not large in many cases in the chemical industry, the simulated responses of the 
Wiener dynamic systems can vary from the deterministic one considerably. The outputs 
sometimes drift away, and come back to the deterministic values slowly. It is noticeable that 
this output stochastic process is not weakly stationary. The mean value function and 
autocovariance functions both depend on time t. More critically, the outputs in a near 
neighborhood are highly correlated. Therefore, the usual approach for the parameter 
estimation, such as nonlinear regression methods, is not applicable to this kind of data 
because of the existence of high correlation. The first stage of the parameter identification in 
W-BEST is still applicable in this case since what needed in this stage is the average values 
of the several output data points after the process goes to the steady state for each step input 
change. These average values can be looked as independent of each other if there is long 
enough time for the process to go to the steady state and the correlation between points that 
are far away from each other can be neglected. However, this is not the case for the dynamic 
parameter identification. In W-BEST, the dynamic parameter is estimated by employing the 
nonlinear regression or linear regression after the data transformation. These methods 
assume that the response variables are independent of each other and the errors are 
independent and identically distributed. This is not true for the process outputs when 
considering the input stochastic noises. It is necessary to propose a parameter estimation 
method that is applicable to the highly correlated stochastic process data, such as the input-
output data collected from a process with input stochastic noises. An estimation method, 
which does not depend on the independence and constant variances assumptions, will be 
proposed in Section 4.6. The dynamic parameter is critical in model prediction, while the 
information of the input noise, including the variance and correlation parameters, can help 
the engineer to determine if the system input is still in control and if any action should be 
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taken on the input to keep the system under control. Again, the focus is put on the linear 
dynamic block and it is assumed that the static mapping relationship is invertible so that the 
intermediate output v(t) can be obtained given that the final output y(t) is observed and the 
static mapping relationship has been identified. 
4.6 The proposed parameter estimation method 
So far, little work has been done on this estimation problem under the Wiener dynamic 
process with the Gaussian input noise in the literature found, though an approximate model 
was discussed in some papers that will be discussed in next chapter. The parameters, 
including one dynamic parameter and two covariance structure parameters, need to be 
estimated efficiently. From now on, we use a2 to stand for cr62. 
The method proposed in this work is very intuitive. The original SDE was treated as it is. 
The idea of the proposed method is to make use of the estimating functions based on the first 
two moments of the output process as described below. 
Analytically, the solution to the SDE, + av( t )  = as( t )+ arj ( t )  with v(o) = v0 is 
dt 
v( t )  = v 0 e~ a t  + a e~" '  ^e" s  s(s)ds  + 77(f) (l - e~at ) as given in (4.6). In practice, v(t) is 
available once the output data are collected and the nonlinear static mapping relationship is 
determined, which is assumed to be invertible. The mean of v(t) at each time point is 
changing with time as mentioned before and it is not weakly stationary. Based on the 
discretely-available v(f,) values over the time scale, the following estimating equation was 
established 
12, M<,' )= S£,(v„ e-- +r,(4-e~"i )). (4.15) 
where i denotes the number of observations in one path, i = 1,2,..., N, and N is the total 
number of sampled observations for each path; k denotes the number of paths, and 
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k = 1,2,..., Atom/, Nsiml is the total number of the sampled paths. For each path, one 
estimating equation can be set up. 
This means that the sample average of the discretely observed outputs of one path is 
supposed to approximate its expected theoretical one as the sample size increases, though 
these values are changing over time. Since a e'at is a random term and has an 
expectation zero, it does not show up in the right hand side of (4.15). This equation does not 
contain the covariance parameters so that it can be used for estimating the dynamic parameter 
a even when the covariance parameters a and a are unknown. 
The covariance of the output variable at two different time points is changing with time 
as well as the distance between the two time points. Thus, it does not make sense to calculate 
the covariance for a particular lag distance since the covariance value also depends on the 
specific time point. Nevertheless, this idea can still be employed to set up the other two 
estimating equations as follows to estimate the covariance parameters a and a. 
Zm v-<Nsiml ^N-d 
f «2 <7= 
e-«M -ELe-*\4 + i+® 
a \ a 
e ~à (f i+d + t i  )  _  e -"H+d- a t i  _ e ~ a t i+d-" t i  
• / 
(4.16) 
u,„,x»T'i£r'(M<«)-vo -*(<)(1-1(4-^  )) 
Zp ^-1 Nsiml -^N-d d=m+\ 2-ik=\ A-ij=l a <J 
' J  a \ a 
î (ti+d +ti ) _ p~à ti+d ~a h _ p~a {i+d ~<* h 
(4.17) 
where d is the distance between two time points and other notations are the same as before. 
These two equations make use of the idea that the covariance structure of the available 
stochastic process is supposed to approximate the theoretical one and the summation of the 
covariance based on the observed process should approximate the summation of the 
theoretical ones. Note that p is not supposed to be very large since the covariance for large 
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distance away time points gets very small and the estimation using such small covariance is 
not reliable. 
The above set of nonlinear equations looks hard to solve. Noting that o2 appears once 
only in the left hand side of both (4.16) and (4.17), after dividing (4.16) by (4.17), a2 is 
canceled out. Thus, what left is an equation with only one parameter a and this makes the 
root finding procedure more stable. After estimating parameter a, the parameter a2 can be 
obtained by employing the estimating equations based on the variance also. 
(4.18) -2 2 
ZN à (7 i= 
a 2  -â 2  
1 _ ^ +  l  +  ^ L - z a ' ,  _ 2 g - ( a + a ) ' ,  
â V â J 
The proposed method only rely on the stochastic process v(t) and it is not necessary to 
estimate the derivatives of v(t). The results will be presented in the next section. 
4.7 Results and conclusions 
4.7.1 Simulation results 
A single-input, single-output Wiener dynamic process with first order dynamics and with 
stochastic input noise with specified covariance structure is simulated by the approach 
discussed in Section 4.5. The mean and variance at each time point, as well as the covariance 
values of the simulated process are calculated and compared with the theoretical ones. In 
these simulations, the sampling instance is 0.1 time unit, and the sampling frequency is fixed. 
The good agreement between the simulated output moments and the theoretical ones ensures 
that there is no obvious deviation of the simulation except those caused by the numerical 
rounding. 
The proposed estimating equations are applied to the stochastic processes in three stages. 
The parameter a is estimated first, then a, and finally <r. All the parameters are estimated 
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successfully by the proposed method and the estimates are listed below in Table 4.1. The 
estimation of the parameters a and a as proposed in this work has to be done with several 
sample paths since the covariance of the stochastic process has to be calculated based on 
several sample paths. Thus, ten or more sample paths, as a group, are sampled in order to get 
one set of the estimated covariance parameters. More than one group of such simulated paths 
are sampled to get the variances of the estimated parameters and their confidence intervals 
(C.I.) as the variance and C.I. are good indicators of the reliability of the estimator. Since the 
estimator based on the estimating equation is approximately normally distributed, the 95% 
C.I. of 6 can be approximated by 6 ± 1.96 x s.e{ô) (s.e. stands for standard error.) Here, the 
dynamic parameter is estimated for each sampled path; the covariance parameters are 
estimated based on groups of 10 sampled paths. Each of the simulated paths has 1000 
sampled observations. Totally 500 estimates are obtained for each parameter. 
The proposed estimating equation method works well for estimating all three parameters. 
The estimated parameters are all close to the true values as shown in Table 4.1. The 
proposed method never failed to converge for all these simulations. Thus we can say it is 
robust and stable. The proposed method does not require the observations of input noises or 
the derivatives of the outputs. It only requires the output process itself. 
Table 4.1. The parameter estimates based on the proposed method. 
Dynamic 
parameter a 
Covariance 
parameter a 
Covariance 
parameter a 
True value 0.20 
0.214 
0.0616 
0.60 0.50 
Mean of the estimates 0.635 0.495 
Standard error 
of the estimates 
Approximate 95% 
confidence interval 
(0.0932,0.335) (0.358,0.912) (0.438,0.552) 
0.141 0.0293 
For the proposed method, it was also checked how many data points are necessary for the 
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dynamic parameter estimation and the results are shown in Table 4.2. All the estimated 
values are close to the true value a = 0.2. It is more proper to check how long the data should 
be collected over time while keeping the time constant value in mind. It turned out that the 
dynamic parameter could be estimated pretty close to the true value with limited sampled 
points as small as 100 (sampling instant 0.1 time unit). Since the estimators are 
asymptotically normally distributed and the estimates are independent of each other, t-test is 
approximately all right to use here. None of these estimates are significantly different from 
the true value 0.2 based on the f-test. However, too much steady state information is 
probably contained in the collected data if the sampling interval is too long comparing to the 
time constant as we can see that the variance of the estimate increased when the number of 
observations increased. The underlying reason is that the data points are all from a process 
with stochastic noises. We would suggest collecting data for around two to four times of the 
time constants. We probably will have an idea on how large the time constant is after 
estimating the dynamic parameter based on the first sampled process. 
Table 4.2. The estimates for dynamic parameter a based on different number of observations 
(all are from the beginning, based on 1000 simulated sample paths; true value is a = 0.2). 
Number of 
observations 
100 200 400 600 800 
Sampling interval 10 20 40 60 80 
time units 
Mean of â 0.1999 0.2001 0.2024 0.2056 0.2086 
Standard error of â 0.01390 0.01716 0.02718 0.03621 0.04591 
Approximate (0.1726, (0.1664, (0.1491, (0.1346, (0.1186, 
95% C. I. 0.2272) 0.2337) 0.2556) 0.2766) 0.2986) 
It is obvious that the more the sampled paths are included in the estimation procedure, the 
closer the estimates are to the true values (a = 0.6, a = 0.5); the smaller the variances of the 
estimates, the shorter the approximate 95% confidence intervals as shown in Table 4.3. 
None of the above estimates are significantly different from their corresponding true values. 
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Note that the variances of the estimates were calculated from 500 estimates each, which 
means that there are different numbers of total paths. It is not surprising that the more paths 
(data) are collected, the more precise the estimates are, because more information has been 
captured. 
Table 4.3. The estimates for the covariance parameter based on the proposed method (True 
values are a - 0.6 and a = 0.5). 
Number of sample paths for 
estimating each a and a 
10 15 20 
Mean of â 0.635 0.610 0.617 
Standard error of â 0.141 0.102 0.0909 
Approximate 95% C. I. (0.358,0.912) (0.409, 0.811) (0.439, 0.795) 
Mean of â 0.496 0.491 0.493 
Standard error of â 0.0293 0.0220 0.0188 
Approximate 95% C. I. (0.439, 0.553) (0.448, 0.534) (0.456, 0.530) 
With the same number of available paths, the estimates, their corresponding variances 
and 95% confidence intervals are listed in Table 4.4 a, b and c for three different total 
numbers of simulated paths, 60, 600 and 6000, considering different number of paths as a 
group to estimate the covariance parameters. In Tables a, b and c, it is clear that the 
approximate 95% confidence intervals become shorter and more centered at the true values 
as the number of sample paths for estimating each a and a increased from 5 to 10 and 15. 
However, to increase the group size from 15 to 20 does not make much improvement. Thus, 
we would suggest employing 10 to 15 sampled paths when estimating the covariance 
parameters. 
It is a little bit tricky when dealing with the estimating equations for a and a. The starting 
point is important when solving those equations since they are nonlinear. The choice ofp 
and m values is also critical. Several differentp and m values were tried in estimating 
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Table 4.4. The Investigation of group size for estimating the covariance parameters (True 
values are a = 0.6 and a = 0.5). 
a. Total number of simulated paths is 60. 
Number of sample paths for 
estimating each a and o 
5 10 15 20 
Mean of â 0.650 0.577 0.667 0.575 
Standard error of â 0.242 0.167 0.112 0.0782 
Approximate 95% C. I. (0.176, 
1.124) 
(0.250, 
0.904) 
(0.448, 
0.886) 
(0.422, 
0.728) 
Mean of â 0.499 0.504 0.500 0.491 
Standard error of a 0.0455 0.0459 0.00752 0.0138 
Approximate 95% C. I. (0.410, 
0.588) 
(0.413, 
0.594) 
(0.485, 
0.514) 
(0.464, 
0.518) 
b. Total number of simulated paths is 600. 
Number of sample paths for 
estimating each a and a 
5 10 15 20 
Mean of â 0.701 0.604 0.590 0.616 
Standard error of â 0.281 0.155 0.101 0.110 
Approximate 95% C. I. (0.150, 
1.252) 
(0.301, 
0.907) 
(0.391, 
0.789) 
(0.401, 
0.831) 
Mean of ô 0.511 0.491 0.490 0.497 
Standard error of â 0.0640 0.0346 0.0212 0.0206 
Approximate 95% C. I. (0.385, 
0.636) 
(0.423, 
0.559) 
(0.448, 
0.531) 
(0.457, 
0.538) 
c. Total number of simulated paths is 6000. 
Number of sample paths for 
estimating each a and a 
5 10 15 20 
Mean of â 0.673 0.624 0.605 0.617 
Standard error of â 0.241 0.135 0.0315 0.0891 
Approximate 95% C. I. (0.201, 
1.145) 
(0.360, 
0.888) 
(0.543, 
0.667) 
(0.442, 
0.792) 
Mean of â 0.501 0.496 0.491 0.493 
Standard error of â 0.0544 0.0308 0.0215 0.0194 
Approximate 95% C. I. (0.394, 
0.608) 
(0.436, 
0.556) 
(0.449, 
0.533) 
(0.455, 
0.531) 
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Equations (4.16) and (4.17) for the estimating of ct They gave slightly different estimates if 
p and m values are reasonably chosen. The values of m cannot be too large since the 
estimated covariance is not reliable when the distance between the two points gets large. 
Very large m values were tried, say m=N = 1000, but the estimators turned out to be much 
worse than those with reasonable m values, say m = 50. 
The estimator for a  is robust to the change of estimating equations (choice of p  and m )  
and the estimated a. This was always seen in the simulation and estimation. 
4.7.2 Conclusions 
This work focused on the single-input, single-output (SISO) Wiener dynamic process 
with first order dynamics. As shown in the work, for such a process, the correlated input 
noises can cause significant drifts in the output variables, and more critically, those outputs 
over time are highly correlated. The linear or nonlinear regression methods, which are 
applicable only to the independent observations, are not valid here any more. It is 
worthwhile to propose a new methodology for the model parameter estimation in such cases 
and investigate its efficiency. 
To my best knowledge, no one has considered the continuous-time modeling of the 
process with stochastic input noise under the framework of control, and no one has ever 
proposed the estimating equation method for such kind of problem. With the assumptions 
that the nonlinear static mapping relationship has been identified and is invertible, and that 
the input disturbance has the specified covariance structures, the estimating equations are 
established based on the moment method and work well for the simulated Wiener dynamic 
process. This approach has led to stable and robust estimators that have reasonable 
estimation errors. The estimation of the dynamic parameter does not require many observed 
output data points and the estimate is close to the true value. For the covariance parameters, 
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a couple of sampled processes are needed in order to use the proposed estimation method. 
The more observed process paths, the more reliable the estimates can be obtained. 
The most important advantage of this approach is that there is no need to measure the 
input noises or calculate the time derivative of the observed output variable, where the later 
one is hard to obtain accurately for the stochastic process with noise. Only the original 
process output observations are needed over time. The input disturbances or noises are 
always unobservable in practice. It is more feasible to work with a method that makes use of 
just the observed values and avoids the derivative calculation of a process with stochastic 
noises, where the noise accentuation problem has to be faced. 
For estimating equations, stability and independence are two important requirements. 
The proposed method gives stable estimates according to our simulation. It never failed for 
thousands of simulations. Also, it is pretty robust, especially for estimating the dynamic 
parameter and the variance of the input noise. The dynamic parameter can be estimated 
satisfactorily without any problem with just one sampled path. Recall that the estimation is 
done in three stages. The variance, which is estimated last, can still be estimated 
satisfactorily even when the estimates of the previous two parameters are a little bit away 
from the true values. Though we did not work on the proof of the efficiency and the 
condition checks of the proposed methods; the proposed method has been shown to be a new 
and efficient application to the Wiener dynamic system with stochastic input noises. 
This work considered the S ISO Wiener dynamic process only and the dynamics is limited 
to be first order. The case would be much more complicated for processes with second order 
or higher order dynamics because of the complexity of the higher order stochastic differential 
equations. The situation for multiple-input, multiple -output (MIMO) process with more than 
one input variable having the stochastic input noises imposed on them, especially when the 
interactions of the variables exist is complicated too. As have been pointed out, the nonlinear 
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static mapping is assumed to be invertible in this work, so that the intermediate output, or the 
output of the dynamic block, can be obtained from the S ISO Wiener dynamic process final 
output after the nonlinear static mapping relation has been identified. However, in the 
MIMO case, it is highly possible that we cannot obtain the intermediate output v(t) especially 
when interactions exist. Or in other words, the "invertible" assumption of the nonlinear static 
mapping is usually not satisfied for MIMO Wiener dynamic process. More work has to be 
done in that case. 
Work on the Hammerstein process is also necessary since the Hammerstein model can 
approximate some physical processes better than the Wiener dynamic model, where the 
Hammerstein model is very similar to the Wiener dynamic model except that the order of the 
two blocks is reversed. 
The same investigation is necessary to be done on a physical process, such as the CSTR, 
in order to see the effects of noisy inputs on the parameter estimation and further predictions. 
However, this physical process has to be able to be approximated by a Wiener dynamic 
process with first order dynamics reasonably. Otherwise, the proposed estimating equations 
cannot be applied. The real data are not yet available to the researchers. So, what has been 
done was to test the proposed method on the simulated theoretical Wiener dynamic process. 
Another limitation is that the input noise is assumed to have the specified correlation 
structure given in (4.5). Though this correlation structure is common and acceptable, it is a 
strong assumption. However, the estimating equation approach is a general method that 
could be employed for other type of input noise correlation structure once the analytical 
solutions are available. Different estimating equations have to be established. 
To be incorporated into the W-BEST technique, where the sequence step input changes 
are designed, more work has to be done because only one step input change is considered in 
this work. We understand that there is a gap between this theoretical work and the practice. 
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Chapter 5. Parameter Estimation of the Continuous-Time Block-Oriented Wiener 
Dynamic System With Stochastic Input Noises—A Second Approach 
5.1 Introduction 
In Chapter 4, a parameter estimation problem was considered for the continuous-time 
Wiener dynamic system with stochastic input noises. It is assumed that the nonlinear static 
relationship has been identified and is invertible. With the observed process output only, all 
the parameters were estimated successfully by using the estimating equations established. In 
this chapter, we will re-consider this problem, but with a second approach. All the related 
concepts have been explained in Chapter 4. 
The dynamic block model that was focused on in Chapter 4 is first order and could be 
described mathematically as 
^^ - + av(t) = aij(t)+as(t) (5.1) 
dt 
where Tj ( t )  is the nominal value of the input variable, which is deterministic, and s(t) is a 
random noise, which is assumed to be a weakly stationary Gaussian process with 
E[  e ( t )  ]  -  0 and e ^^ ^. (5.2) 
The v(t) is the intermediate output of the Wiener dynamic process, and can be obtained by 
inversing the nonlinear static mapping relationship once the final process outputs y(t) are 
observed and the nonlinear static mapping relationship is identified. Here, a is the dynamic 
parameter, which is the inverse of the time constant r, or a = 1/r , and a2 and a are 
covariance parameters, where o2 is the variance of the input noise and a determines the speed 
by which the correlation between two time points decreases. 
In Chapter 4, the above stochastic differential equation was treated as it is. A set of 
estimating equations based on the moment structure was established and it has been shown 
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by simulation that the dynamic and covariance parameters can be estimated efficiently. As 
have been mentioned, so far little work has been done on this estimation problem for the 
above model in the literature. However, Bellach (1983) considered an approximate model 
instead of the above one and presented the corresponding estimation methods. This provides 
a second approach to solve the estimation problem — making use of an approximate model 
to estimate the dynamic and covariance parameters. By shifting the original stochastic 
problem to the approximate model with a standard Wiener stochastic process, one can make 
use of the well-known properties of the standard Wiener stochastic process, whose parameter 
estimation problem has been widely investigated. It is also interested to see how the 
estimating equation approach works in this case. Comparisons of the estimating equation 
approach with other researcher's methods are also of interest. 
5.2 The approximate model for the estimation problem 
Bellach (1983) worked on a stochastic process with the same moment structure of the 
input noise as in this work. The process she considered was as follows, where the coefficient 
for a third variable X(t) was also unknown and of interest. 
It is obvious that our model is a special case of this model. The difference is that there is a 
third variable X(t) with an unknown coefficient in her model. However, she considered an 
approximate model instead of the original one described in (5.3) and (5.4) when she proposed 
her estimation method. The model she considered was 
=  a  y ( , )  +  b  X( t )  +  s i t )  with Y (o) = 0, 
dt 
(5.3) 
where £[£•(?)] = 0, and E\e ( t x ) , e ( t 2 ) ]  =  & e7''1 '2' (5.4) 
^0 = aY( t )  +  b  X{ t )  +  e ( t )  with 7(o) = 0 
dt 
de{ t )  =  p  e ( t )d t  +  c  dW( t )  
(5.5) 
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and she stated that this model could approximate the original one as c and p went to infinity 
and - c/p converged to a constant. Here, {W(t), t e [ 0, T]} is a standard Wiener stochastic 
process, which is also called the Brownian motion process. It has the following properties: 
W(0) = 0 with probability 1; E[W(t)] = 0 for all t\ W(t) has stationary independent increment; 
every independent increment is normally distributed. The covariance function of a Brownian 
m o t i o n  p r o c e s s  i s  Cov w ( / ,  , t 2 )~  m i n ( ^ , t 2 ) .  
In order to understand this approximation, it is worth to take a look at the following 
stochastic differential equation (SDE) first, which is also called diffusion process, Omstein-
Uhlenbeck process, or Ito equation, 
ds{ t )  =  p  s ( t )d t  +  c  dW( t ) ,  e (o )  =  e 0 ,  p  <0 ,  c>0  (5.6) 
where {W(t ) ,  t  e [ 0, r]} is a standard Wiener stochastic process. Its analytical solution is 
(Sobczyk, 1991) 
c(f)= e" +ce" (5.7) 
The corresponding mean value function and covariance functions are 
= (5-8) 
(5.10) 
Lp 
where x  =  t 2 - t x .  Note that the e ( t )  process is not weakly stationary. 
The stationary solution to e ( t )  as t {  -> °o and t 2  —» °o (with r fixed) has the following 
moments 
£[£(*)] = 0 and Cov £ ( t l , t 2 )=  Cov e ( x )  =  ~—e p ^ .  (5.11) 
2p 
I l l  
When -p and c tend to be large in such a way that -p/c converges to a constant, the process 
{e(t), t e [ 0, T]} tends to be a weakly stationary Gaussian process and has the moment 
structure described above in (5.4). Therefore, it is reasonable that Bellach (1983) stated that 
the above approximation was appropriate under these conditions. 
By following this approximation, we consider the model described by the following two 
equations (5.12) and (5.13) instead of our original model described in (5.1) and (5.2), 
dv ( t )  
dt 
+  a  v ( t )  =  a  r j ( t )+  a  s { t ) ,  with v(o) = v0 (5.12) 
and de ( t )  =  - a  s ( t )d t  +  a - \ j 2a  dW{ t ) (5.13) 
where a ,  a ,  and a  are unknown parameters, and a  >0 ,  a  >  0,  cr  >  0. The stochastic process 
{v(f), t g [O, T]} thus can be simulated based on this approximation. 
It is still necessary to make sure that this approximation would give the appropriate final 
output process when the process e(t) under (5.13) was introduced into (5.12). The moment 
structure of the output process v(t) under the approximate model is derived and listed below: 
-a  t  £[v(f)]=v0 e + rj 
Cov^Wz) 
(5.14) 
a2 a2 
a2 -a2 
. ^Q-o lh -h l  | 2a  
a  a -a  
h~a h _|_ e~a h~a h ) 
a  a  
r -a (h+h)  C l ip  +  &)  -a ( t i+ t 2  
a  (a -a )  a -a  
Var v ( t )  =  a
2 a2 
a 2  -a 2  
a 4a 1 " , — „-(«+<*)' a + a 2 at ayu-ru) 2at  1 1 e e — —, re 
\a + a) 
a  a -a  a -a  (a -a )  
(5.15) 
(5.16) 
The mean value function of the process v(t) is exactly the same as that for the original 
model, while the covariance structure looks quite different from that for the original model as 
given in Chapter 4. However, the stationary covariance structures are the same when ?/ and 
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t2 go to large values. Based on these evaluations, this approximation of the original model is 
employed in this work. 
5.3 The process simulation 
Simulation is a good way to check if the approximation is appropriate. However, the 
attention has to be paid to the Wiener stochastic process simulation and to the stochastic 
integral when simulating the stochastic process e(t) based on (5.7) due to the special 
properties of the standard Wiener stochastic process. Note that it is not correct to calculate 
the integration term in (5.7) using the numerical method for regular Riemann integration. 
The stochastic integral is different from Riemann integration. 
According to the algorithms for numerical simulation of SDE by Higham (2001), a scalar 
standard Wiener stochastic process over [0, T] can be simulated as follows. 
Set At  =  T /N  for some positive integer N,  and let Wj  denote w{t j  ) with t j  =  j  A t ,  
where j  = 1,2, • • •, N . Generate random variable dWj , which is of the form ^[At Norm( 0, l) 
independently. Norm( 0, l) denotes the standard normal distribution with zero mean and 
variance one. Note that W(0) = 0 as given in the definition. Then, Wj = Whl + dWj gives the 
discretized Brownian path. 
As to the stochastic integral, let h(t)dw(t) denote the integration of function h with 
respect to the Brownian motion. As mentioned before, the numerical values cannot be 
calculated directly based on the dW} values. It can be approximated as 
(the It0 integral) or +//+' (w(tj+ï)-w(tj)) (the 
v ) 
Stratonovich integral). The stochastic process e(t) can be obtained by simulating the 
Brownian path first and then doing the stochastic integral. 
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The stochastic process e(t) can also be obtained by using the Euler-Maruyama method 
(Higham, 2001). For example, a one-dimension SDE 
^W = /(%(f))^ + g(%(f))^0, %(o)=%„, 0<^<T 
can be written in its integral form as 
Xi t )  =  X 0  + £ f ( x ( s )  )  d s  +  £  g(z( s )  )  dW(s ) , 0 <t<T (5.17) 
Letting Àt  =  T / N  for some positive number N, tj - jAt, and X} = X(jAt), the Euler-
Maruyama method then gives 
= /(*>, )t* + g(x i-x)(w(t I)-w(t1_ l)), j = \,2,-,N. (5.18) 
In this work, for the SDE shown in (5.13), the stochastic process e(t) can be simulated by 
making use of the Euler-Maruyama method as shown below 
s  j  =  £ y _ ,  -  a  £j_ x  At  +  a  ( w( t y  )  -  )  ) ,  j  =  1,2 , - - - , N .  (5.19) 
After that, the stochastic process v(t) can then be obtained based on the explicit solution to 
(5.12), which is 
v(f) = Voe"" +*e"" j/" + . (5.20) 
Since the stochastic process e(t) is continuous in time, unlike dWj, it is not necessary to worry 
about the integration with the process eft). This numerical integration can be done as the 
regular Riemann integral. 
Both simulation approaches are employed as well as all available numerical methods. The 
simulated processes with the same seed based on these methods all agree with each other. 
The first two moments of each simulated process are computed and compared to the 
theoretical ones to make sure the moment structure is correct. Thus, the simulated output 
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process v(t) is available. The estimation is based on these process outputs only; no stochastic 
input noises are needed. 
5.4 The parameter estimation method 
Only limited literature has been found on the estimation of the three parameters for the 
approximate model. Some papers (Bellach, 1983; Chen and Kozin, 1991) concentrated on 
estimating the dynamic parameter a, which is certainly of interest to engineers. Each method 
has its own assumptions and some of them are very strict. However, these papers did not 
consider the estimation of the covariance structure parameters. On the other hand, many 
papers (e.g., Pedersen, 1995; Sorensen, 1997) considered the estimation of the covariance 
parameters based on the diffusion type process (5.6). These methods could be used after 
some preliminary estimation though they were not specifically for the approximate model. 
That is one advantage to shift the original SDE to the Wiener stochastic process and consider 
the approximate model instead of the original one. These methods will be reviewed in this 
section first and the proposed method will then be presented. The proposed method and 
other methods will all be employed to estimate the parameters for the Wiener dynamic 
process later and the results will be presented in Section 5.5. 
5.4.1 Dynamic parameter estimation — A review 
To the best of my knowledge, Bellach (1983) is the only one who worked on a stochastic 
model with the same input noise moment structure as in this work and her model was listed 
in (5.3) and (5.4). The difference between her model and the one in this work is that there is 
a third variable X(t) in her model and the coefficient for X(t) is unknown and also of interest. 
Her objective was to estimate the parameters a and b at the same time. She considered the 
model in (5.5) instead of the original one in (5.3) and (5.4), where c and p went to infinity 
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and - c jp  converged to a constant. Based on this approximation, Bellach (1983) mentioned 
the least squares estimator (LSE) of the coefficients a and b, which had nothing to do with 
the covariance parameters. Also, note that X(t) is assumed to be a differentiate real function 
and its derivatives are measurable and bounded over [ 0, T ]. The LSE she provided was 
I y  i t )  j </>-(/) [° U(<). dt dt 
\t>T, f f l-(') j» U(/), (7(0 x(l))dt 
(5.21) 
However, the LSE is biased for T -» oo as the author pointed out. Then she constructed an 
instrumental variable estimator, which was 
Z t i r x  mm 
0  £  R x R  dt 
I 
r(<)V(<) 
0 1 A '( z)J dt dt 
[o,r] / \\ r ^ (#) x<t))* (5.22) 
The predicted process Y( t )  was employed instead of the observed Y( t ) .  The idea here was 
still to minimize the error term. The estimator (5.22) is not straightforward to apply in 
practice since the predicted process Y(t) is generally not available and have to be estimated 
after estimating the unknown parameters, though this estimator was proved to be consistent 
asymptotically. An iterative algorithm is necessary to make use of this estimation method. 
In our case, where there is no such third variable as X(t), the LSE according to Bellach is 
simplified to be 
£  v( t )dv ( t )  
a(r): (5.23) 
i  vi t ) 2  d t  
This estimation method will be employed in this work to compare with the proposed method. 
116 
Chen and Kozin (1991) presented a strong consistent estimator to the »th order physical 
excitation system by using a generalization of a lemma on the law of large numbers for 
stochastic integral proved by Khazminskii when they considered a general system 
ds t  =B s t d t  +  dW t  
where H was an unknown parameter; Q was a known function of Yt, which could be 
nonlinear; Yt was assumed to be observable; st was generated by a linear diffusion type 
differential equation. When Q(Yt ) = aYt, this system becomes the Bellach's model in (5.3) 
and (5.4) without the third variable X(t). However, Chen and Kozin did not relate this 
equation set back to one single SDE with specified input moment structure as described in 
(5.1) and (5.2). 
For the system described in (5.24), if the partial derivative of Q(Yt) with respect to Y, 
existed, and Yt was a stationary ergodic process, the following estimator 
was proved to be a strong consistent estimator of H in one dimensional case. Also, Chen and 
Kozin stated that the estimator proposed by Bellach was only weakly consistent. 
For the dynamic block in the Wiener dynamic system described by (5.1) and (5.2), and 
approximated by (5.12) and (5.13), according to Chen and Kozin's method, the estimator of 
the dynamic parameter a is 
(5.24) 
H = (5.25) 
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a = - (5.26) 
This estimator requires the iterative estimation of the covariance parameter a and the 
dynamic parameter a. However, as shown in (5.14) to (5.16), the mean value function, and 
variance and covariance functions of the output process for the Wiener dynamic process with 
stochastic input noises are all changing with time. Thus, the output stochastic process is not 
stationary and not ergodic. Hence, this estimator is not applicable to the approximate model 
in this work because the assumptions are not valid. This method was tested with the Wiener 
dynamic process data, by assuming that the parameter a is known exactly, to decide if it is 
reliable to use and if it is necessary to do any further iterative estimation. 
5.4.2 Covariance parameter estimation — A review 
The estimation of the covariance structure parameters, a and a, based on the diffusion 
process (Ornstein-Uhlenbeck process) has been widely investigated and the estimation 
methods provided by the literatures can be employed in this work. These covariance 
parameter estimation methods were almost completely separated from the estimation of 
dynamic parameter a except that the stochastic input noise process has to be computed with 
the estimated dynamic parameter â as shown below: 
Once the process e(t) is computed based on the available process v(t), it is possible to use the 
estimation methods for the diffusion process to get estimates of a and a for the Wiener 
dynamic process. 
è ( t )= \ .d^à+ v ( t ) -n ( t )  
a at 
(5.27) 
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In practice, it is difficult to have continuous observations of a stochastic process over a 
given time period. Usually, only discretely observed data are available. For the diffusion 
process, many parameter estimation methods have been reviewed by Rao (1999) in details 
for discretely observed data. Here, two of the papers are reviewed particularly, and their 
methods will be employed to compare with the proposed method described later. 
For a general diffusion process that can be written as 
dX(t) = 0 X(t)dt + (/> dW(t), X(o) = X0 ,  where 6 e R and <j>> 0, (5.28) 
Sorensen (1997) provided the following estimators for the discretely observed X t: 
zTJx, e.) 
g = and  ^= 
A + Ô A2 +-Ô2  A3 
(5.29) 
^ 1 provided that Qn  = —™—1 — > — and A is the sample interval length. 
The maximum likelihood estimators for a diffusion process shown in (5.28) were given 
by Pedersen (1995) as follows 
'EL,*.A ^ , 1 0 - — log 
A 
and (j) -2(9 
«(l-exp(2 A^)) X,„K, y 
and they were proved to be consistent estimators (Pedersen, 1995). The approximate log-
likelihood estimator 6 and the quadratic variation-like estimator (j)2, which are inconsistent, 
were also provided by Pederson (1995) as follows 
0 =-
A 
- x j - (5.31) 
nt\ ' 
-i y 
Although these methods are all for the diffusion process, they can also be employed in 
this work once the noise process s(t) can be computed for the approximate model shown in 
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(5.12) and (5.13). Note that (5.13) and (5.28) are identical by setting X t  = s{ t ) ,  0  =-a ,  and 
(f> = crV2« . Therefore, the estimation methods of Sorensen and Pedersen can be applied to 
the approximate model. 
5.4.3 The proposed parameter estimation method 
The proposed method is based on estimating equations. The basic idea is that the first 
two moments of the observed outputs are supposed to approximate the theoretical ones. 
Based on the discretely available stochastic process v(f, ) over the time scale, and the 
theoretical moments of the process, the estimating equations can be applied to the 
approximate model. Therefore, the estimating equation for the dynamic parameter a is: 
))• (5-32) 
The equations for estimating covariance parameters a and a can be written as: 
-*«(1-^- » 
Em r-imirn; ri/V-d u V, -a\l,.^-t,\ CC -ok.W.I .  2Of d=1 Z_i;=1 â 2  -a 2  g Ti•+</ '/I | j 
(5.33) 
a  a - a  
â  +  (X cc {â  +  a )  -a{ t M +t t )  
K  Z X  / A  v 
a - a  a  [ a - a )  
e-"\tl+d-t,\ _SLe-à\'M-t,\ I (c~Stn-d-att +e-a'i+d-àt, \ 
~  a - a  
"2 „ 2 
Nsiml^-^N-d CI (Jc Zp ^^Nsiml ^N-  u d  =  m +  \  6  iJk=\  *  a2 - a2 
+ a  „-a ( t , + d +t , )  oc(à + a) ^ s ( t ! + i +t , )  
â ( â - a )  
a 
- e ™ v,+" "" 7 f e 
â - a  
(5.34) 
where i denotes the number of observations of the stochastic process v(t) in one path, 
i -1,2,..., N, and # is the total number of sampled observations for each path; k denotes the 
number of paths, and k = 1,2,..., Nsiml, where Nsiml is the total number of the sampled paths; 
d is the distance between two time points over the sampling interval. 
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These estimating equations are different from those provided in Chapter 4 since the 
second moments of the outputs for the approximate and original models are different. 
Equation (5.32) can be solved first to obtain the estimate of a. Equations (5.33) and (5.34) 
are coupled, but some manipulation can be taken to simplify the root-finding procedure and 
make the procedure more stable. Canceling out a2 by dividing (5.33) by (5.34), we can find 
the estimate for a first. After this, the following estimating equation, which is more reliable, 
can be employed to estimate a, where â and â are estimated values from the precious steps. 
A  2  2  /  A  .  A  A  A  A  /  A  A  \  \  ^ 5 . 3 5 ^  
a  a e  (  a  ,  4a  _ ( £ + â ) t  a  +  a  _ 2 ( $ <  a(a  +  a )  _ U t  v  > 
= > i e v ' e 7 r- e Z j / _ 1  A  2  A  2  A A A  A  A  A  /  A  A  X  
'~
l a -a y a a-a a-a a (a-a) 
The reviewed methods, as well as the proposed method in this work, are applied to the 
Wiener dynamic process simulated under the approximate model. The estimation results are 
given in the next section. 
5.5 Results and conclusions 
5.5.1 The estimation results 
A Wiener dynamic process with the first order dynamic parameter r = 5.0 (a = 0.2) and 
covariance parameters a = 0.6 and a = 0.5 was simulated by the approach discussed in 
Section 5.3. (It is not reasonable to have very large a and a values in practice, especially 
when considering the physical meaning of those parameters. Thus, a. = 0.6 and a = 0.5 are 
chosen as an example. ) Stochastic processes were simulated and the mean and variance at 
each time point, as well as the covariance values of the simulated processes, were calculated 
and compared with the theoretical ones. In these simulations, the sampling instance was 0.1 
time unit, and the sampling frequency is fixed. The good agreement between the simulated 
output moments and the theoretical ones ensured that there was no obvious deviation of the 
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simulation except for that caused by the numerical rounding. 
Table 5.1. The parameter estimates for approximate model with different methods. 
Dynamic parameter a (True value is a = 0.2) 
The proposed method Bellach's method Chen and Kozin's method 
Mean of â 
Standard error 
of â 
Approximate 
95% C. I. 
0.212 
0.0569 
(0.100, 0.323) 
0.00107 
0.000373 
-0.00519 
0.00173 
(3.39e-4, 1.80e-3) (-8.57e-3, -1.81e-3) 
Covariance parameter a (True value is a = 0.6) 
The proposed Sorensen's Pedersen's MLE Pedersen's Quasi-
method method method MLE method 
Mean of â 0.628 -0.235 -0.235 -0.232 
Standard error 0.166 0.0171 0.0171 0.0167 
of â 
Approximate (0.303, 0.953) (-0.268, -0.202) (-0.268, -0.202) (-0.265,-0.199) 
95% C. I. 
Covariance parameter a (True value is a = 0.5) 
The proposed Sorensen's Pedersen's MLE Pedersen's Quasi-
method method method MLE method 
Mean of ô 0.490 0.470 1.798 1.777 
Standard error 0.0324 0.0316 0.110 0.108 
of â 
Approximate (0.426, 0.554) (0.408, 0.532) (1.581,2.014) (1.566,1.988) 
95% C. I. 
Only one observed output process or sampled path is needed to estimate the dynamic 
parameter for all these methods. As to this point, it is the same for the Sorensen and 
Pedersen's estimation methods for a and a. However, the estimation of the parameters a and 
a proposed in this work has to be done with several sample paths since the covariance of the 
stochastic process has to be calculated based on several sample paths. Thus, ten sample 
paths, as a group, were sampled in order to get one set of the estimated covariance 
parameters. More than one group of such simulated paths were sampled to get the variances 
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of the estimated parameters and their confidence intervals (C.I.) since the variance and C.I. 
are good indicators of the reliability of the estimator. Since the estimator based on the 
estimating equations is approximately normally distributed, the 95% C.I. of 6 can be 
approximated by 6 ± 1.96 x s.e.[ê) (s.e. stands for standard error). The estimates were 
obtained for the simulated Wiener dynamic process. Each of the simulated paths had 1000 
sampled observations. For other researcher's methods, one set of dynamic or covariance 
parameters can be obtained from just one sampled path; while for the proposed method, 
again, the dynamic parameter was estimated for each sampled path; the covariance 
parameters were estimated based on groups of 10 sampled paths. Totally 500 estimates were 
obtained for each parameter and each method. 
Then, the proposed estimating equations were applied to the stochastic processes in three 
stages. All the parameters were estimated successfully by the proposed method and the 
estimates were listed in Table 5.1. With the same data processes, the methods proposed by 
other researchers were also applied for parameter estimation. It is clear that the proposed 
estimating equation method works well for all three parameters, and the estimates are all 
close to the true value. The methods proposed by other researchers did not work here. 
The reason why Chen and Kozin's method did not work is that the process v(t) of the 
Wiener dynamic process is not stationary or ergodic, and some of the assumptions under 
which their estimator was derived and proved do not hold here. 
Bellach's method also did not work. One of the possible reasons was that her method 
required the value of the time derivative of the stochastic process, which was very difficult to 
estimate due to the variation of the process caused by the stochastic input noise. Our tests 
showed that Bellach's method worked well for the approximate model once the true values of 
the derivatives of the process generated in the simulation were employed. The confidence 
interval of the estimated a was 0.1994± 1.96*0.0095, which was (0.181, 0.218), for just 500 
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simulated processes and it was very accurate. 
The same thing happened to the Sorensen's and Pedersen's methods. They worked well 
with the approximate model once the derivatives of the output variable could be obtained 
exactly. However, it is very difficult to know the time derivatives of the stochastic process 
exactly and directly in reality. 
The proposed estimating equation method never failed to converge for all these of 
simulations. Thus we can say it is robust and stable. The estimates are all close to the 
corresponding true values satisfactorily. None of them is significantly different from the true 
value by Mest based on 500 estimates for each parameter. Considering that the derivative of 
the output process is not available in practice and difficult to estimate, those methods in the 
literature are basically not applicable. The proposed method does not require the derivatives 
of the outputs processes and it worked well for the simulated data. Also it can be applied in 
the real world since it only requires the output variable itself. 
Again, when establishing the estimating equations for a and a, the choice of p and m 
values is critical. The values of m cannot be too large since the estimated covariance is not 
reliable when the distance between the two points gets large. Therefore, m value has to be 
chosen reasonably, say m = 50 in our example. The estimator for o is robust to the change of 
estimating equations (choice of p and m) and the estimated a. This was always seen in the 
simulation and estimation. 
5.5.2 Conclusions 
This work considered the parameter estimation problem of the continuous-time single-
input, single-output Wiener dynamic process with stochastic input noises. We limited our 
model with first order dynamics and specific correlation structures of the stochastic input 
noises. It is also assumed that the nonlinear static relationship has been identified and is 
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invertible. The original model can be shifted to an approximate model under some 
conditions. This approximation is acceptable based on some analysis and derivation. The 
estimating equation methodology was shown to work well for the approximate model, while 
other existing methods do not work at all. All the estimates based on the estimating 
equations are close to the corresponding true values. The proposed estimating equation 
method gives stable estimates according to our simulation. It never failed for thousands of 
simulations. Also, it is pretty robust, especially for estimating the dynamic parameter and the 
variance of the input noises. The dynamic parameter can be estimated satisfactorily with just 
one sampled path. Recall that the estimation is done in three stages. The variance, which is 
estimated last, can still be estimated satisfactorily even when the estimates of the previous 
two parameters are a little bit away from the true values. Though we did not work on the 
proof of the efficiency and the condition checks of the proposed methods, the proposed 
method has been shown to be a new and efficient application to the Wiener dynamic system 
with stochastic input noises. 
The most critical advantage of the estimating equation approach is that it is not necessary 
to compute the time derivative of the observed process, which is hard to obtain accurately for 
the stochastic process with noises. Only the original process observations are needed over 
time. It is more practical to work with a method that makes use of just the observed values 
and avoids the derivative calculation of a process with stochastic noises, where the noise 
accentuation problem has to be faced. The failure of other researcher's methods was 
ascribed to the inaccurate computation of the time derivatives of the stochastic output process 
based on the tests done. Difficulty in computing the time derivatives of the output process 
accurately is truly an obstacle to use those methods. 
Till now, it has been shown that the estimating equation method works for either the 
original or the approximate model, and it is powerful. The estimates are all close to the true 
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values with these two approaches. 
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Chapter 6. General Conclusions and Future Work 
6.1 General conclusions 
The process dynamics analysis of the Hammerstein and Wiener systems when excited by 
sinusoidal input changes is done for the first-order, second-order overdamped, and second-
order overdamped plus lead dynamics. The continuous-time closed-form algorithms to 
sinusoidal input changes are proposed and presented on single-input, single-output (SISO) 
Hammerstein and Wiener systems. By simulation on theoretical Hammerstein and Wiener 
systems, the predicted responses by these algorithms agree exactly with the true process 
responses. Only the most recent input change information and the output, and its derivative 
(for the second order dynamics) at the changing point are needed for the prediction. This is 
the property we call "compact." The algorithms to SISO Hammerstein and Wiener systems 
can be conveniently extended to the multiple-input, multiple-output (MIMO) systems as 
shown by the two-input, two-output examples and demonstrated by the simulated seven-
input, five-output continuous stirred tank reactor (CSTR). The predictions and the simulated 
theoretical system responses agree exactly and the predicted multiple CSTR outputs are close 
to the true process outputs. 
Comparison with the piece-wise step input approximation of the sinusoidal input changes 
are done on a simulated MIMO CSTR and it is shown that the continuous-time algorithms 
proposed in this work give smaller sum of squared prediction error. In addition, noting that 
the noisy process input could be decomposed as the summation of sinusoidal signals imposed 
on a step input change; the proposed algorithms can be employed to predict the process 
outputs for the noisy process inputs once the decomposition is done. The simulation work on 
the simulated CSTR has shown that the predicted noisy process outputs are close to the true 
ones, and are much better than the predictions based on the perfect filtering of the input 
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signals. 
The system cannot reach its steady state once sinusoidal input changes are introduced. 
This is quite different from what happens to the step input changes, where the steady state 
can always be obtained by giving enough time. Thus, there are no ultimate gain value and no 
steady state for the sinusoidal input change. Correspondingly, the closed-form algorithms to 
sinusoidal input changes are quite different from that for the step input changes. 
First order, second order overdamped, second order overdamped plus lead, and their 
corresponding dynamics plus dead time can model most process dynamics adequately. Also, 
the Hammerstein and Wiener models are popular and efficient in modeling nonlinear 
processes. The proposed closed-form compact algorithms can be used to predict the process 
responses in many cases. 
For the Wiener dynamic process, process disturbances and noises, which are usually 
correlated, generally could cause significant drifts from the deterministic values of the output 
variables, and more critically, those outputs over time are highly correlated. The linear or 
nonlinear regression methods, which are applicable only to the independent observations, are 
not valid here for the parameter estimation any more. The estimating equations based on the 
moment method are proposed in this work and they work well for the simulated Wiener 
dynamic process with stochastic input noises. No one has ever proposed the estimating 
equation method for such kind of problem before to my best knowledge. This approach has 
led to stable and robust estimators that have reasonable estimation errors. The estimation of 
the dynamic parameter does not require many observed output data and the estimate is close 
to the true value. For the covariance parameters, a couple of sampled processes are needed to 
use the proposed estimation method. The more observed process paths included, the more 
reliable the estimates can be obtained. 
The original model for the Wiener dynamic process with stochastic input noises can be 
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shifted to an approximate model under some conditions. This approximation is acceptable 
based on the analysis and derivation. The estimating equation methodology was shown to 
work well for the approximate model, while other existing methods do not work at all. 
The most important advantage of the estimating equation approach is that there is no need 
to measure the input disturbances or noises, or to calculate the time derivative of the 
observed output variable, which is hard to obtain accurately for the stochastic process with 
noise. Only the original process output observations over time are needed. It is more 
feasible to work with a method that makes use of just the observed values and avoids the 
derivative calculation of a process with stochastic noises, where the noise accentuation 
problem has to be faced. 
6.2 Future work 
Application to the soil dynamics and earthquake engineering or physical processes 
The proposed algorithms were applied to a simulated CSTR only. It is highly possible 
that there may be more problems involved, such as lack of fit of the Hammerstein or Wiener 
model and the uncertainty of the parameter estimation when these algorithms are used for a 
real physical system. It is valuable to apply the proposed algorithms to some physical 
processes and see how it works. 
If we can approximate the soil dynamics by the Hammerstein or Wiener model or some 
other block-oriented models introduced in the literature review, the stochastic estimation of 
the nonlinear response of structures, such as earth dam and concrete building, to strong 
earthquake spectrum can be obtained. The ground excitation spectrum can be approximated 
by the high frequency sinusoidal input changes and the process is nonlinear. The algorithms 
derived in Chapters 2 and 3 are applicable. Also, the details of the ground excitation are 
random and no confidence can be achieved from the results of a single deterministic dynamic 
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analysis. It is reasonable to include a stochastic model in modeling the ground motion. The 
efficient parameterization and continuous-time prediction of the proposed algorithms would 
be preferred for the soil-structure interaction analysis. 
Parameter estimation with complicated Wiener dynamic models 
This work considered the SISO Wiener dynamic process only and the dynamics is limited 
to be first order. The case would be complicated for processes with second order or higher 
order dynamics because of the complexity of the higher order stochastic differential 
equations. 
The situation is much more complicated for the MIMO process with more than one input 
variables having the stochastic input noises imposed on them, especially when the 
interactions of the variables exist. As have been pointed out, the nonlinear static mapping is 
assumed to be invertible in this work, so that the intermediate output, or the output of the 
dynamic block, can be obtained from the SISO Wiener dynamic process final output after the 
nonlinear static mapping relation has been identified. However, in the MIMO case, it is 
highly possible that we can not obtain the intermediate output v(t) when interactions exist. 
Or in other words, the "invertible" assumption of the nonlinear static mapping is usually not 
satisfied for MIMO Wiener dynamic process. More work has to be done for this case. 
Work on the Hammerstein process is also necessary since the Hammerstein model can 
approximate some physical nonlinear processes better than the Wiener dynamic model. 
The same investigation is necessary to be done on a physical process, such as the CSTR, 
in order to see the effects of noisy inputs on the parameter estimation and further predictions. 
However, this physical process has to be able to be approximated by a Wiener dynamic 
process with first order dynamics reasonably. Otherwise, the proposed estimating equations 
cannot be applied. The real data are not yet available to the researchers. So, what has been 
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done was to test the proposed method on the simulated theoretical Wiener dynamic process. 
Another limitation of this work is that the input noise is assumed to have the specified 
correlation structure given in (4.5). Though this correlation structure is common and 
acceptable, it is a strong assumption. However, the estimating equation approach is a general 
method that could be employed for other type of input noise correlation structure once the 
analytical solutions to the corresponding differential equations are available. Different 
estimating equations have to be established. 
To be incorporated into the W-BEST technique, where the sequence step input changes 
are designed, more work has to be done because only one step input change is considered in 
this work. We understand that there is a gap between this theoretical work and the practice. 
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Appendix. Mathematical Derivation of the Closed-form Compact Algorithms to 
Hammerstein and Wiener Systems 
The closed-form compact solutions to the Hammerstein and Wiener processes with 
various dynamics, including first order, second order overdamped, and second order 
overdamped plus lead, when they are excited by the sinusoidal input changes, have been 
presented in Chapters 2 and 3. The applications to theoretical Hammerstein and Wiener 
systems and simulated CSTR have demonstrated that the solutions are exact for the 
theoretical systems and predict the process responses well. This appendix will provide the 
mathematical derivations of the closed-form compact solutions in details. The derivations are 
based on the Laplace transforms and inverse Laplace transforms. The derivations are given 
for the Hammerstein and Wiener systems with first order, and second order overdamped 
dynamics, separately considering the following two types of input changes. 
Case I. u(t) -
Case II. u(t) = 
0 
6, + Aj sin(®/) 
b2  + A2  sin(<y2  (t  -  tx  )) 
b n + A n  sin(®„ (/-?„_,)) 
0 
A l  sin (to/ + </>,) 
A2 sin(©2(f-fj)+02) 
An s i n M-'«- l )+<0 
t <  o 
0 < t < tx  
tx  <t <t2  
f 30 
0 <t<tx  
t\  ^1 — ^2 
(A.1) 
(A.2) 
where, At is the amplitude, <», is the frequency, b t  is the step input change imposed on the 
sinusoidal change, fa is the phase angle. For the different dynamics introduced in the 
following sections, u(t) and y(t) are process input and output respectively and they are both 
deviation variables. It is assumed that the initial conditions for all cases at time zero is zero, 
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unless otherwise stated. But the initial conditions at other changing points except time zero 
are not necessarily zero depending on the specific time that the change is made. v(t) denotes 
the intermediate variable for either Hammerstein or Wiener system, which is unknown in 
physical process. 
I. The Hammerstein system with first order dynamics 
Mathematically, this system can be written as: 
where v(f) = gives the nonlinear static mapping relationship, t is the time constant, 
a. Case I 
The sinusoidal input u(t) -  b t  + A t  sin(&>.(t  -1._j )) starts at the changing point . The initial 
condition for the output at the changing point can be written as 
at 
(A.3) 
(A.4) 
where ' 1 , is a unit step function. 
and v(f)= jo, •[b i+A i  sin(©,.(* -/M))]+ a2  \b i+A i  sin(to ,.(z-rM))]2}-5(r-^M) 
= {aA + aibi2  + aiAi2  /2)+ (aA + 2a2b iA i  )sin(to, .  (t -  )) (A.5) 
for /(«(?))= axu(t)+ a2u2(t).  Simple linear relationship f(u(t)) = a1u(t) is a special 
situation of this one with a2  = 0 .  
The solution for the interval th l  < t < co is given by Eqs. A.6 to A.9, 
133 
( i X 
y(t) = \a,b i+a2b2  + -a2A t 2  • g0(t  -t i_x-,v) + {axA i  + 2a1b iA i\  g,(f-fM ; to„r)  
^ ^ ^ (A.6) 
~^aiA2  'gA* -h-\;2^,r) + yit^)• e ( <  ' '~ l ) / r  
where 
g,kr) = l-e^ (A.7) 
g s  (f ,  to,t)  = — 1 [tor • e'"T  - tor • cos(to t)  + sin(to?)] (A.8) 
1 + (to f ) 
gc(f;to,r) =— 1 [-e~'/r + tor • sin(to t)  + cos(to f)] (A.9) 
1 + (to t)  
Since the Laplace transform is defined on the interval (0,oo), firstly, the following shift is 
introduced. Define m = t - , which means t = m + f,_, and m e (O, oo) for t e (zM, oo), then 
the dynamic equation becomes 
T  dy( m + ) + y( M  + t._x  ) = v(m + ) (A. 10) 
dm 
Let x(m) = y(m + th l  ). Then 
x 
dm 
+ x(w) = v(m + )= jti, • \bi + 4- sin(tofw)]+ a2 • [6, + sin(to,m)]2 }-5(o) 
(A. 11) 
with x(0) = y{t t_x  )• 5(o) as initial condition. 
Taking the Laplace transform of Eq. A. 11 gives 
r[a - %(s) - x(0)] + = F(^) (A. 12) 
where 
X(s) = 3?{x(m)}= JQ  x(rn)-e~ s mdm, (A. 13) 
V(s) = {axb i  +a2b2  +a2A2/l)-- + (a iA i  +2a2b iA i)-——'—j—* —-—- (A. 14) 
s s +to, 2 s  +4to. 
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Rearranging terms in Eq.A.12 gives 
a t( s)=ZM+ i^(o) (A. 15) 
rs + 1 rs+1 
Taking the inverse Laplace transform of Eq. A. 15 after plugging Eq.A.14 into Eq. A. 15 gives 
x(m) = 2? 1  (a + a2b2  + a1A l 2  
k 4+2^6,4).  
<y, 
s(r S + l) 
1 
s 2  + CO: 2  r^  + l  
(A. 16) 
+ 3T -1 a2A i  1 
2 s2 +4<»,2 rs + 1 
(0). 
TS + l 
With the definitions of g0  (t; z),  g s  (t; a>, r), and gc  (t; co, t) , we have 
x(m)=(a1bi+a2b2 + a2A2 /l)-g 0 (m; t) + (a1Ai + 2a2biAi ) • gs (m; ai, r) 
• gc  (m;2<y,, t) + x(o) • e" m !  T (A.17) 
As defined before, x(m) -  y(m + so, we can rewrite Eq. A.17 as, 
y(m + t^) = (a,bi+a2b2 + a2A2 /a)- g0 (m; r) + (a, A( + 2a26;4 ) • gs (m; <y,., r) 
- g, (m##,, r)+x(0) - e - m i x  
(A. 18) 
Plugging the relation that m. + f,_, = t  and m = t-  into Eq. A. 18, we finally obtain 
y(t)=(a1b i+a2b2  + a2A2  /l)-g0(t-t l_ l\v) + {axA i  + 2a1b iA i)-g s{t ~ 
- ^ 24' ' gc ;2(W,, r)+Xf,_, ) -
Eq. A. 19 gives the solution to the Hammerstein system with first order dynamics and 
quadratic nonlinear static mapping for input sequence Case I. 
b. Case II 
The sinusoidal input starting at changing point fw is given by u(t) = A i  sin(<y,.(t  -t i_x)+(f) i).  
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The initial condition for the output at the changing time point fis the same as Eq. A.4 and 
v ( ^ -  k  •  4  s i n ( w , ( t  ~ t i - \ ) + < / > i ) + a 2  •  (4 sin(to,( t  - ) + ( / ) , ) ) ' )  # - )  
= k42/2 + "i4 cosk)sin(<»,• (z1 - f,._, )) + a,4 sin(^.)cos(to,(? - )) 2Q) 
- a242/2- (c°s(2^. )cos(2o(. (z - ))-sin(2^,. )sin(2to,(z - fw )))]• S(t - ?M ) 
for quadratic nonlinear mapping f {u( t ) )  =  a ] u( t )+  a 2 u 2 ( t ) .  
The solution for the time points between the interval tM < t < oo is given by Eq. A.21 
^(0=a 2  /2 • go  (*  -  h-x  ; 0+«i Icos h-Ss i* -h- \  ;» r)+ s i n  $ • ^  ; <y„. **)] 
-  a 2 12 • [cos(2# ) -gX t ~h- i  ;2to;,r)- sin(2$.)-g,(?-fw;2to,,r)] + y( t M  ) •  ) z r  
(A.21) 
Similarly, define m = t -  ,  which means t  =  m +  /w and m e (0, oo) for t  e (fM, oo). Then 
the dynamic equation Eq. A. 3 turns out to be 
? d y ( m  +  t i -^  +  y(m +  / M  )  =  v(m + )  
dm 
Let x(m)  =  y(m +  ). Then 
(A.22) 
+ jc(m) = v(m + ) = (a, • 4 sin (m,, m + ^.)+a2 • (4 sin (to;/M + (f>i ))2 )-5"(o) 
dm 
with x(o) = ^(^M)- 5(o) as initial condition. 
Taking the Laplace transform of Eq. A.23 gives 
r[s -%(s)- x(o)] + %(^) = F(s) 
where X(s) was defined previously in Eq. A. 13 and 
(A.23) 
(A.24) 
V ( s )  =  "lA' 1 + a,4 cosfe.) 2  + a,A,  sin(j),) j' + to. 2 s  
2  /  
2 2 J + to; 
a24 cos w 
V 5 + 4 to; 
• sin (2^; ) ^C0' 
S2  +4to;2  i y 
(A.25) 
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Rearranging terms in Eq. A.24 as before, taking the inverse Laplace transform after plugging 
Eq. A.25 into it gives 
c(m) = Sf a 2 Aj  1 
2 s(r s  +1) ~h e a lA i  cos(fa 
®/ 1 
f2+to,2  TS + 1 
H~ = a lA i  sin 
1 
i 2 +a> 2  rs  + 1 
cos (2»s,)-
a-, A, 
— sin(2^)- 2 ft»,. 1 
+ 4<y, rs + 1 
+ c 
2 5 
T  "" 
2 + 4to,2 rs + 1 
(A.26) 
c(0). 
T 5 + 1 
With the definitions of g0  (t; r),  g s  (t; co, t ) , and gc  (t; co, r) , we have 
x(m) = g0{m;r)+ axA t  - [cos fa • g^m;^,r) + sinfa • gc(m;con ,r)] 
a0A; 
(A.27) 
— • [cos(2^,. ) - gc  (m;lœ, , t)- sin(2^. ) • gs (m\2coi ,r)]+Jc(o)-e • m i x  
Since x(m) = y(m + and m = t-  th l , we finally get 
yit) = -g0(t- t,_x  ;r) + a,4 • [cos fa • g 5{t- ; œ,, r ) •+ sin fa • gc(t- fM :  ^  » T)l  
• [cos(2$ ) •• gc  (t  - ;2w,, r) - sin(2$. )-g s( t~ h-x \1 ( Di  > r)l + X',-, ) 'e  (A-2 8) 
z 
This gives the solution to the Hammerstein system with first order dynamics and quadratic 
nonlinear mapping for input sequence Case II. 
II. The Wiener system with first order dynamics 
This Wiener system can be written as 
T + v(f) = u( t )  
^ ^  
with v(^,,_, =v(W­
(A.29) 
(A.30) 
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and y{t) = f{v(t)) (A.31) 
where /(v(/)) can be any nonlinear static mapping relationship, r is the time constant, 
a. Case I 
The sinusoidal input starting at any given changing point can be written as 
u(t) = [b; + A ;  sin(<y; (t  -  ))] • S(t  -  ). The initial condition for the intermediate output 
v(t) at the time of input change t (_x  is given in Eq. A.30. 
The solution to v(t) for the interval < t < oo is given by the following: 
We use the same time shift to Eq. A.29 as that for the Hammerstein system with first order 
dynamics in order to use the Laplace transform more conveniently. Let m-t- , which 
v(f) = 6, • go(' -*i-1 ;T) + 4 •£,('-h-x\0) i ,r)+ v{t t_x)• ) z r  
where g0{t\r), and gs{t\co,r) are defined in Eqs. A.7 and A.8. 
(A.32) 
means that t  -  m + and m G (O, oo) for F E , oo). Then the dynamic equation becomes 
dv(m + t,_.) z \  z \  
t — — + v(m + + Z,._, )  
dm 
(A.33) 
Let x(m) = v{m + tt_x ). Then 
dm 
(A.34) 
with x(o) = v(zw)- ^ (o) as initial condition. 
Taking the Laplace transform of Eq. A.34 gives 
r[s -%(&)- %(o)] + A"(s) = U(s) (A.35) 
where 
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X(s) = 3? {x(w)}= |o  x(m)-e s mdm 
U{s) = b r-
(A.36) 
(A.37) 
Rearranging terms in Eq.A.35 gives 
A-(J)=iÉl + £^) (A.38) 
Ts+l rs+1 
Taking the inverse Laplace transform of Eq. A.38 after plugging Eq. A.37 into Eq. A.38 
gives 
x(m) = S 1  —î— 
s rs + l_ 4 
a>i  1 
s2+co i 2  rs + 1 
With the definitions of g0{f,r) and we have 
+ x(o)^ (A.39) 
x(m) = b i  -g0(m;r) + A, • g s  (m; co i , r) + x(o) • e"m/r 
As defined, x(m) = v(m + f,_, ), and x(o) = v{tt_, ) • 5(o). Thus, 
v(m + ) = b r  g0(m;r)+ 4 • g s(m;co i ,r)•+ )• e~m/r 
Since m = t-  , the solution in the time domain can thus be written as 
(A.40) 
(A.41) 
v(f) = hi  • go(t -  ti-1 ;z) + 4 '/-i v(z,_, )• e~{t~'^)/r (A.42) 
This gives the solution to of this Wiener system with first order dynamics and quadratic 
nonlinear static mapping for input sequence Case I. Then, the response y(t) can be obtained 
by following different nonlinear static mapping relationships. 
b. Case II 
The sinusoidal input starting at changing point £w can be written as 
u { t )  =  4  s i n ( & > ( . ( t  - )  +  < f > i ) - S ( t  -  f  M )  
= Ut cos(& )sin(a, (t - )) + A, sin(^, )cos(w, (t  -  Z,_, ))] -S(t- ) (A.43) 
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The initial condition for the intermediate output at the time of input change can be 
written as Eq. A.30. The solution to v(t) for the interval < t < oo is given by Eq. A.44, 
v(t) = A i  sin (j>. •gc(t-t i_x-,a) i ,T)+A i  cost/> i  -g s(t-; co t , r)+ v(/M ) • e~('~'-l)/r (A.44) 
where gs (t; co, r) and gc (t; co, t) were defined by Eqs. A.8 and A.9. 
The same time shift is applied to the dynamic equation as that for the Wiener system with 
first order dynamics Case I. Let m=t- f._,. Then the dynamic equation becomes 
dv(m +1,, ) / x z x 
t  — — + v(m + t t_x  ) = u\m + th l  ) 
dm 
Let x{m) = v(m + t t_x  ). Then 
x + x(m) = u(m + tj_x  ) = [b i  + A t  sin(û>;w)] • 5(o) 
dm 
with x(o) = v(/w)-5(0) as initial condition. 
Taking the Laplace transform of Eq. A.46 gives 
r[s • %(f) - x(o)] + ^ (5) = U(s) 
where X(s) was defined as before and 
(A.45) 
(A.46) 
(A.47) 
U(s) = A i  cos(^,. ) CO; 
S2 +CO:2 
+ A i  sin(^. ) 
S2 +CO:2 
(A.48) 
Plugging Eq. A.48 into Eq. A.47, rearranging terms in Eq. A.47, and taking the inverse 
Laplace transform gives 
v( t )  — S  4c°s(^)- mi 
+ C0, Î5 + 1 
+ , AiSaai^ i ) -—-
1 
2 + CO,2 W + L 
x(0) g-""/" 
(A.49) 
With the definitions of g s(t;co,r), and gc{f,co,r) in Eqs. A.8 and A.9, we have 
x{m) = At • [cos fa • g s(m;co i ,r)+ sin^. • gc(m;con,r)\ + x(0)-e'mlT (A.50) 
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As defined, x(m) = v(m + ?M ), and realizing that %(o) = v(fM )• S(o), we have 
v(m + t i_ ])=A i-[cos <j> t  • g s(m; co^r) + sin  ^  • gc(m;con ,T)]+v(t i_ l)-e'm ' r  (A.51) 
Since m = t -  , the solution in the time domain can thus be rewritten as, 
v(/) = 4 • [cos fa • g s  (t  - ;®,,r)+sin fa •gc(t- fw ;<y„,r)] + v(fM ) • ) (A.52) 
This gives the solution to v(t) of this Wiener system when the phase, amplitude and 
frequency of the input sequence all change at each changing point. Then, the response y(t) 
can be obtained by following different nonlinear static mapping relationships. 
III. The Hammerstein system with second-order overdamped dynamics 
This Hammerstein system can be written as 
h*2^r + (h + T 2)-~^ + y( t) = X t) (A-53) 
where v ( t )  =  f (u ( t ) )  can be any nonlinear static mapping relationship. T\  and are the time 
constants. 
a. Case I 
The sinusoidal input starting at any changing point can be written as 
u{t) = [bt + 4 sin(&», (t - tt_j ))]• S{t -1._j ). The initial conditions for the output at the time of 
input change is ,_ r = y(tM )-S(t- ) and _y'(^, )-S(t- ). For the case 
f(u(t)) = axu{t) + a2u2  (f), we have 
v ( f)=k '  ( b i  +  4 sin(to« (Z - h- \  ) ) )+ a 2  •  ( b i  +  A i  S m (®,  ( t  -  *t-X  ) ) ) 2  ) •  S (*  -  *i-X )  
= {a.b; + a2b2 +a2A,2  /l)+(a lA i  +2a2b iA i)sin(co i(t-t^)) ( A  ^  
- a2A212 • cos(2ft>, (/ - ))}• S(t -  ) 
The solution in the interval < t  < oo is given by Eqs. A.54 to A.59. 
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( 1 ) 
y( t ) =  axb i  +a2b j 2  + — a2A2  •g2 a{f-t i_x\r l ir2) 
v £ ) 
+ {AxA i  + 2a2b iA i)-g2 s (T — t t_x ,<w(-,Tx,T2) — — A2A t  • g 2C{T — t i_x ,2 ( O I , T X , T 2 )  (A.54) 
+>4-i ) • g 02 (t - *i-i ; h s i )+y'ki-1 ) • gn (* - h-1 ^ 1^2) 
where 
f2o(';r„rJ = l + T^—e'"" (A55) 
tor,2 • e~" 
(Ti -^X1"1"®2^2 ) (r2 -7,Xl + ®2^22 ) (l + *y\2 )(l + ®2r2) 
T 2 ~ T \  T 2 ~ T \  
ox] -e < / r '  û)T2-e"T 2  (l-to2r,r2)sin(<yf)-CO(Tx + r2)• cos(<v/) (A.56) 
+ -7 x7 r—TT H — 
-T, -e' t l T x  -T2-e~ t / T l  (l - co2txt2  )cos(® t)-a>(rx  + r2 )• sin(<y t)  (A. 57) 
(r, - r2 Xl + (o2r2 )'+ (r2 - r, Xl + o)2r2 )+ (l + «2r2)(l + «2T22) 
re-"" ga 2(t\Tx ,T2) = -  2  (A-5 8) 
T \  ~ T 2  
•e' t , t x  -r,r,e tlTl (A.59) 
T 1 r2 
Define m -1 -t t_x . Then, m e (O,oo)for t  e (fM,°o), and the dynamic equation A.53 becomes 
d  y{m + t t_x) +  ( ) .  dy(m+ + ^ + ^)=v(m+ ,w) (A.60) 
am am 
Let %(m) - y(m +t._x  ) . Then 
d2x(m) (  \  dx(m) ,  x / _ \  
r , r
= ~^ R+ < T | + r j ) '^r+ x { m )  'v ( m + , h )  (A.61) 
= ja, • [A. + 4. sin(to;m)] + a2 • [fy + /!,. sin(&>(m)]2 ]• j(o) 
with x(o) = .y(zM )• 5(0) and x'(o)= 3^' (/- , ) • ^f(o) as initial conditions. 
Taking the Laplace transform of Eq. A.61 gives 
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r,r2 • [s2 • JSf (s)- s • x(o)- x'(û)J + (r, +r2)-[s-^f(s)-x(o)]+^f(s)= F(s) (A.62) 
where X(s) was defined as before, and 
V{s) = {axb i  +a2b2  + a2A2  /2)-- + (a lA i  +2 ^ a"2^ i  
S  + 0 ) ;  2 5 +4co, 
(A.63) 
Rearranging terms in Eq. A.62 gives 
,Y(j)- , (fi+f2+ y2 • s)'x(0) | hr2 • x'(O) (A. 64) (r^ + lX^s + l) (r^ + lX^s + l) (r,s + lX^ +1) 
Taking the inverse Laplace transform of Eq. A.64 after plugging Eq. A.63 into it gives 
x{m) = Sf 1  {a x b i  + Qjbj  +  c i jA j  12 \ — 1 
(a,4 +2a2 /V,)-
s  ( r j 5  +  l X ^ 2 5  +  0  
CO: 1 
s z+co i 2  (r^ + lX^ + l) 
1 
2 s2+4co i 2  (r^ + lX^^ + l) 
( T X + T 2 + T 1 T 2 - S )  
{uxs + iXt2s +1) 
t\t2 
(r^ + lXr2s +1) 
(A.65) 
+%'(o).^ ^ 
With the definitions of g20(t;r,,r2), g2 s(t;C O , T X , T 2),  g2 c(t;(O , T X , T 2 ) ,  g02(t; t, , t2 ) ,  
and gn (t; r,, r2 ), we have, 
f 1 ) 
x(m)= axb i  +a2b2  +-a2A2  •g2 0(m;r1 ,r2) + (a1A i  +2a2b iA i)-g2 s(m;o) i ,r1 ,r2) 
V 2 y 
- ^  , r,, )+%(o) - g^ (m; T,, ^  ) + V (0) - g,, (m; r,, T J 
(A.66) 
Thus, 
y(t) = y(m + t i_ ,)  = 2 1 2 a ]b i+a2b i  +-a2A i  -g2o(f-Wf,,?2) 
+ (g,4 +2o26,y4,.) g2,(f-^_i;^,^i^2)-^2^ g2c(^-^-,;26),,T,,Tj (A.67) 
+yih-\ ) • s 02 {t -  U-1 ; r i^2)+ /(*m ) • g,2 (' -  f,_, ;n,^) 
This gives the solution to the Hammerstein system with second order overdamped dynamics 
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and quadratic nonlinear static gain for input sequence Case I. 
b. Case II 
The sinusoidal input starting at any changing point t t _ x  is given by 
u(t) = 4 sin(&>, (? - fM ) + </>i)- s(t — ), and the initial conditions for the output at the time of 
input change Z,_, are y^= y(t^ )-S(t-/w), /(/|,M. = y'(zH )-#-f,_,), and 
v(f) = [a24-212 + a, 4 cos(^;. )sin(®. (t - fM )) + a,4 sin(^. )cos(&>,. (r - )) 
, (A.68) 
- a2  A? I1 ' (cos(2^. )cos(2<y; (t  - Z,_, )) - sin (2^. )sin(2®,. (t  -  )))]• S(f - ) 
for the quadratic nonlinear static mapping f(u(t)) = axu(t) + a2u2  (f). The solution for the 
interval < t < oo is given by Eq. A.69. 
X')=-^ *2 4' - ^2o (' - ; n ,^2 )+4 cos A - &2, (' - ,^2 ) 
+ a, 4 sin ft  • g2 c  (t  -  fw ; T,, r2 ) + sin M ' &2, & ~ S2®, >r,,r2) (A 69^ 
- ^ 2 4' COS 2^ ' gz, (' - ^2 ) + ) ' &02 - f H ,^2 ) 
+ y{ ti-\)-gu{ t- ti-\> rx> r2) 
Define m = t  -  tM  . Then m e (0,oo) for t  e {t t_x , =o), and Eq. A.53 turns out to be 
7,t2 ^ + (r, +r2)-dy^m + ti-^ + + t i_x) = v(m+ fM) (A.70) 
am am 
Let x(m) = y(m +1._ x ). Then 
d 2 x(m)  t  \  dx(m)  i  \  t  \  
T
'
H^r+(h +0-^r+*M=K<«+<„) (A.71) 
= {a, • 4 sin(<y.m + <f t j )  +  a 2  • [4 sin(<y,m + ( f> i)]2 }• S(O) 
with x(o) = )• 5(0) and x'(o) = /(fM)-S(o) as initial conditions. 
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Taking the Laplace transform of Eq. A.71 and rearranging terms gives 
*W=- r ( ' )  .  k  +r 2 +t ,T2 • s )x (o) r ,  r ,  - a '(d) . y — - h 
(r,s + lXr2s + l) (t,s + iXt25' + 1) (r^ + lX^s + l) 
where X(s) was defined as before, and 
(A.72) 
a, A. 1 Hs) = • - + a ,A cos(^ ) 7 °J i  + a1Ai sin(^ ) 
2 f 
*24 COS' (2*) 1 sin(2j#,)- 2"'' 
s +4 co. s +4 co, 
(A.73) 
t  / 
Taking the inverse Laplace transform of Eq. A.72 after plugging Eq. A.73 into it gives 
x(m) = SE 1  a1Ai 1 
2 s (TxS + lXr2'y + l) 
+ 2" t i ,4cos(^)- a», 
s2  + co2  (r^ + lX^ + l) 
ctlAi sin(^; )-
s2  +co2  (z-js + ix^s + l) 
a%4' 
cos (2*)- 1 
+ 2" -i a24 • -sm W 
s2+4ra,2 (r|.s+lXr,s + l) 
2 ft), 1 
s2  +4co2  (v + lXr2J + l) 
+%(o) (ti +r2 +T\T2 ~s ) (rj5 + iXT2S +1) +/(o)^^ 
txT2 
(T,s + iXT2S + 1)_ 
(A.74) 
With the definitions of g z o(t;r,,r2), g2 s(t;co,rvr2),  g2 c(t;ft>,r,,r2), g0 2(t;r,,r2), 
andg12(f;r,,r2) in Eqs. A.55 to A.59, we have, 
% ( m )  =  ^ 4 '  -  g 2 „  ( m ;  r , ,  r ,  ) + a , y 4 , .  c o s ^ ,  -  g 2 ,  ( m ;  o , , r , ,  ) + o , 4  s i n -  g 2 ,  ( m ; o , , r , , )  
+ sm 2^,.  -  g^ (m;2w,,  r , ,  ^  ^  ^ 4^ cos2^,  - g^(^;2o, ,  r , , r  J  
+ *(°)• g02(m;h,T2)  + x (o)• g l 2 (m;r , , r 2 )  
(A.75) 
Realizing that x(m) = y(m + ) and t  = m + f,_,, we have, 
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X')=Xm+' w )=4'  ^ ;^i  ,^2 )+4 cos & - g%, (f  -  ;^^ ,^2 )  
+ a, 4 sin fa - g2 c  (t  -  f w ;a) i ,r1 ,r2) + sin 2fa •g2 s(t- fM ;2 ©,. ,r,,r2) ? 
- ^ 2 4' cos 2^ . - f,._, ;20,., T;, Tz ) 
+ ) ' ^ 02 - L, ^ 1,^2)+^' k-, ) ' g,2 (^ - : r,, ?2 ) 
This gives the solution to the Hammerstein system with second order overdamped dynamics 
and quadratic nonlinear static gain for input sequence Case II. 
IV. The Wiener system with second-order overdamped dynamics 
This Wiener system can be written as 
*1*2  +  (h  + t 2  )•  + v(f) = u( f)  (A.77) 
at at 
and y(t) = f(v(t)),  where, /(v(z)) can be any nonlinear static mapping relationship, and T% 
and 72 are the time constants. 
a. Case I 
The sinusoidal input starting at any time changing point can be written as 
u(t) -  [b i  + 4 sin(ft>(. (t  -  ZM ))] • S(t  -  ). The initial conditions for the intermediate output 
v(t) at time are v(f)|,w. = v(*M)-5(f-fw), and v'(?|< r = 
The solution for v(t) in the interval < t  < oo is given by Eq. A.78. 
v(t) = bi • g2o(t~h-x'>Tx>t2)+ 4 * §2s(' ~*t-1 ;<°i^1^2) g. 
+ Xf,_i )  •  g  02 ~  t i - i  ; h  » r2 ) •+ v' ) • gl2 (r - ;r,,r2) 
where gao^i.^)' g2s(^'<«,r|)r2), g02(f;r1,r2), andg12(f;r,,r2) were defined in Eqs. A.55 
to A.59. 
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After defining m = t -ZH ,  m e (0,oo) for t  e co). Then Eq. A.77 becomes 
f^fc±U + (r] +rJ.*fctU + 1,(m+,H)=„(m + ,w) (A.79) ^1^2 
c/m2  x  z /  dm 
Let x(m) = v{m + ). Then 
r,r2 ^ + r2 ) • + x(m) = v(m + ) = [bt + At sin(<u,.m + (j)i )] • S(o) (A.80) 
dm dm 
with x(o)= v(?M)- jS'(O) and x'(O)= v'(/,._,)• S(o) as initial condition. 
Taking the Laplace transform of Eq. A. 80 and rearranging terms gives 
YQ_ , (n y 2  + 'f)' ,  ^ 2  -^(4 
(r^ + lX^s + l) (r^ + lX^s + l) (r^ + lX^s + l) (A.81) 
where 
X ( s )  =  S ?  { x ( m ) }  =  J o  x ( m ) - e  s m d m  
U { s )  =  b i - -  +  A i  
(A.82) 
(A.83) 
s +a>i 
Taking the inverse Laplace transform of Eq. A.81 after plugging Eq. A.83 into it gives 
x{m) = S 1  h  1 1 
'  s (r^ + lX^s + l) A, -
CO: 1 
+ x(0) (f i  +r2  -\-r ]r2  -s) (r^ + lX^s + l) 
s2 +<y,2 (r,5 + lXr25 + l) 
+ x'(0).^^ (rj5 + lXr2^ + l) 
(A.84) 
With the definitions of g2 0(f;r,,r2), g2,(f;<y,r,,r2), g0 2{t;rx ,T2),  andg12(f r,,r2) in Eqs. 
A. 5 5 to A. 5 9, we have, 
x(m) = b t  • g20 (w; r,, r2 ) + A t  • g2 s  (m; œ t , r,, z2  )  
+ *(o) • g 02 (m; r,, r2 ) + y (o) • g12 (m; r,,r2) 
Since x(m) = v(m +1._x  ) and m = t-  t (_x  
(A.85) 
147 
v(0 = v(m + rM) = b i  • g2 0(t  -; t , , t2)+4 • g2 $(t  -ZM; , r , , r2)  g  
+ v(f,_, ) • g02 (* - ^-i ;r,,-r2)+v' ) • g12 (f - ; r,, z2 ) 
This gives the solution to the Wiener system with second order overdamped dynamics and 
quadratic nonlinear static mapping for input sequence Case I. Then, the response y(t) can be 
obtained by following different nonlinear static mapping relationships. 
b. Case II 
The sinusoidal input in any given interval < f < f, is given by 
u(t)= A t  sin(ty. - {t -f,_, )+&)-#- ) 
= k c°s(^,. ) sin (to. (t  -  t,_x  )) + A t  sin(^. )cos(m,. (t  -  ))] -S(t- t t_x  ) (A.87) 
The initial conditions for the intermediate output at the time t t_x  are 
,M. = v(zM )-#- ) and v',m. = V(f._, )-#- fw ). 
The solution to for the interval t t_x  <t < oo is given by Eq. A.88, 
'(f) = 4cosh  •  gi , ( t - t i - i; , z - i , r 2 )  +  4 s i n h  •  g2c(*-U- \; ^ 1 ^ 2 )  
+ v(fM  )  • g0 2  ( '  - 'm  ;  t ,  ,  t2  )+v" (*m  )  • g1 2  (* -  fw  ; r , , r2)  
(A.88) 
where g2$(f;<y,r), g2c(/;to,r,,r2), g02(f;^^2) and g,2(^Ti,T2) were defined before. 
After defining m = t- f,_,, m e (0,oo) for t e (zM, oo), and x(w) = v(m + ), taking the 
Laplace transform, and rearranging the terms in the equation, we have 
yQ U(s) ,  fa  +^2+ *1*2 • *)• *(0) , *1*2 • *'(0) 
(r,s + lXr2s + l) (r^ + lX^s + l) (t1S + IXT2S' + 1) 
(A.89) 
where X(s) was defined as before, 
U(s) = 4 cosfe. ) °J' + 4 sin(^. ) 2 ^ 2 (A-90) 
S  +  C0 :  S  +  CO,  
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and x(o) = v(fM ) • S (o) and x' (o) = v' (f M ) • S (o). 
Taking the inverse Laplace transform of Eq. A.89 after plugging Eq.A.90 into it gives 
x(m) = S 1  
+ ; -i 
A t  cosk). 
A t  sink)-
CO, 1 
s2+co i 2  (v + lX^ + l) 
s 1 
s2+co2  (r^ + lX^s + l) (A.91) 
+%(o)-^ ^ (n +^2+^1^2 4  
. (r^ + lX^ + l) . + X ' (o)ar^ 
txT 2  
(r,5 + lXr25 +1) 
With the definitions of g2 s(t;<a,Tx ,T2),  g2c(f;©,r,,r2), goi(t;TuT2),  andg12(f;r,,r2), we 
have 
x(m) = A t  cos fa • g2 s  (m; co t  , r , , r2)+ A, sin fa • g2 c  (m; co t  , r , , r2)  
+ *(°) • S 02 (m;r,,r2)+/(o)-g,2(m;T,,rJ 
Since x(m) = v(m + f,_, ) and m = t-  th l ,  
v(t) = v(m + ) = Ai cos fa • g2s (? - ;to,.,r,,r2)+ v4, sin fa • g2 c  (t  -  fw ; ,r,,r2) 
(A.92) 
(A.93) 
+ vfc_, ) • g02 (' -1M ;r,,r2) + v' k_, ) • g12 (f - ;r,,r2) 
This gives the solution to the Wiener system with second order overdamped dynamics and 
quadratic nonlinear static mapping for input sequence Case II. Then, the response y(t) can be 
obtained by following different nonlinear static mapping relationships. 
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