Abstract Two Q-switched Nd:YAG lasers at 1064 nm wavelength have been employed to produce plasmas on aluminum-based alloy in single-and collinear double-pulse laser induced breakdown spectroscopy (LIBS). Time resolved technique was used for detecting emission signal by spectrometer equipped with ICCD detector. The intensity calibration of spectral response was performed by using deuterium and tungsten halogen lamps. Time evolution of the plasma temperature and electron number density was investigated in single-and collinear double-pulse experiments. Based on the investigation of plasma parameters, the emission signal enhancement mechanism was discussed qualitatively.
Introduction
Laser induced breakdown spectroscopy (LIBS) has attracted much attention for several decades, as it offers many advantages in physical and chemical analysis, such as multi-elemental analysis without any type of sample preparation, real time analysis, stand-off analysis, in situ analysis, apparatus or experimental simplicity, inexpensiveness, robustness, and quickness [1−7] . However, compared with other conventional spectrometric methods such as ICP-OES or ICP-MS [8] , a single-pulse (SP) LIBS is less sensitive. To improve its sensitivity, double-pulse (DP) LIBS is applied and creatively modified in analytical researches.
Since the DP LIBS approach was first suggested by Piepmeier and Malmstadt [9] in 1969, and Scott and Strasheim [10] in 1970, the analytical benefits of using double-pulse LIBS have attracted many researchers' attention [11−13] . In the last ten years, a great interest in DP LIBS has been raised as a consequence of better performance, in terms of signal enhancement, as compared to SP LIBS [14−22] . However, the detailed mechanisms responsible for the improvement of the emission signal are not completely clear and some contradicting explanations can be found in the literature [13, 23, 24] . Even if the number of successful industrial applications of LIBS technique is increasing, the need for a more fundamental comprehension of the underlying physics still remains.
Actually, in DP LIBS the plasma property is quite different with that in SP LIBS, especially the plasma temperature and electron number density. In this work, a set-up which can perform SP and DP LIBS with collinear beams geometry configuration is introduced for the analysis of aluminum-based alloy sample at atmospheric pressure in air. Time resolved technique is used to investigate the plasma characteristics in SP and DP experiments. Based on optimum delay time and inter-pulse delay, the emission signal enhancement mechanisms are discussed by comparing the time behaviorial of the plasma temperature and electron number density in SP and DP LIBS experiments.
Experimental setup
The experimental setup has been reported in previous works [25, 26] and is only described briefly here. A schematic diagram of the experimental setup is shown in Fig. 1 . Two Nd:YAG lasers (Spectra-Physics, PRO-350) with a fundamental wavelength of 1064 nm, pulse width of 8 ns, repetition frequency of 10 Hz, are em-ployed to generate the plasma. For single-pulse experiments, the second laser beam is focused on the target surface with the laser energy of 60 mJ while the first laser is closed. For the double-pulse experiments, the first laser is opened and the laser beam is reflected on the same direction as the second laser beam by beam splitter, and the laser energy is set to 30 +30 (mJ). The focusing lens to sample distance is set to 2 mm less than the lens focal length in order to avoid the air breakdown in front of the target. The target is positioned on a 3-D translation stage in order to avoid forming the deep-crater on the target surface. The space integrated emission of laser-induced plasma is collected through a quartz lens with focal length of 100 mm which is used to form a 1:1 image of the plasma onto the entrance slit of an Cerny-Turner type of spectrometer (Shamrock SR-500i, focal length of 0.5 m, diffraction grating of 2400 groves/mm). The plasma center is imaged onto the entrance slit of spectrometer, therefore, we measured emission signal at the center of the plasma. The spectrometer is equipped with intensified chargecoupled device detector (iStar-DH734-18F-03, Andor technology). The wavelength range of spectrum is from 200 nm to 900 nm with spectral resolution of 0.03 nm at 546 nm. All experimental operations, including sample movement and spectral acquisition parameters set (number of spectra averaged, acquisition delay, gate width and MCP's gain), were controlled by PC and carried out in air at atmospheric pressure.
Aluminum-based alloy with 13 elements is chosen to be the sample because of excellent work on its LIBS analysis.
3 Results and discussion
Intensity calibration of spectral response
In LIBS analysis, the sensitivity of detection system (spectral response) is essential for the determination of plasma temperature and especially for the calculation of the elemental concentration by CF-LIBS [27] . Each component of a LIBS detection system has a certain spectral response and the response depends on wavelength, which means that not all wavelengths are transmitted through or reflected off optical components with the same transfer efficiency. In addition, the detector used to record the light has a response function. Therefore, only if the absolute characterization of the spectral response has been made, it is possible to report data that reflects the behaviour of the LIBS plasma itself, rather than a combination of the LIBS plasma and the experimental equipment.
In this work, the spectral response is calibrated by deuterium lamp which covers the wavelength range of 200-400 nm, tungsten halogen lamp is used to calibrate the spectral response in the wavelength range of 400-900 nm. The irradiance of these two lamps are calibrated by National Institute of Standards and Technology (NIST) [28] . As an example, Fig. 2 shows the measured curve of spectral response and the absolute intensity curve given by NIST in the wavelength range of 200-400 nm, with the help of these two curves, the calibration function of intensity can be obtained at a certain experimental condition. Fig. 3 shows the raw and calibrated spectra from mercury lamp, it is clear that the relative intensities get more close to true light emission when intensity calibration have been made. The same procedure is carried out for intensity calibration in the wavelength range of 400-900 nm using tungsten halogen lamp. 
Optimization of the experimental parameters and characteristics of emission signal
The laser-induced plasmas have a relative short lifetime, the radiation of the laser-induced plasma includes strong bremsstrahlung, ionic, atomic, and molecular emissions sequentially on a time frame. In order to suppress the background signals from continuum plasma radiation, a short gate width time is chosen to avoid strong changes in plasma temperature and electron number density during the measurement and to guarantee well-visible emission signals for all elements. According to our previous study [25] , the gate width of 1 µs is good for recording the emission signal from minor and trace elements at a certain delay time. Fig. 4 shows the signal-to-background (S/B) ratio as a function of delay time for SP experiments. As can be seen that the optimum delay time to obtain the maximum S/B is about 3 µs. Generally, at this delay time stage, strong continuum emission becomes weak, and the intensity of the line emission reaches its maximum. Therefore, the delay time is kept at 3 µs so that most emission lines from different elements can be detected simultaneously with relative larger S/B ratio. For DP LIBS, the inter-pulse delay time between two laser pulse is fixed at 2 µs, this inter-pulse delay time is good for obtaining the maximum emission signal enhancement. 5 shows the characteristics of the partial spectra detected in SP and DP experiments. It is clear that not only the emission signal is enhanced in DP experiments, but the emission lines of Ni, Pb and Zn, which were not detected in SP experiments because of the lower contents, are detected in DP experiments.
Plasma parameters and emission signal enhancement mechanisms
The plasma parameters such as electron temperature and electron number density provide important information regarding the characterization of the laser induced plasma. Assuming the local thermodynamical equilibrium (LTE), the Saha-Boltzmann plot method [29, 30] is applied to determine plasma temperatures. Eqs. (1) and (2) are considered respectively for neutral lines and for ionic lines:
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where indexes I and II correspond to neutral and ionic lines, respectively. I is the intensity of the emission line, λ is the wavelength of the emission line (in m), g is the statistical weight (dimensionless), A is the transition probability (in s −1 ), E k is the excitation energy level (in eV), k B is Boltzmann's constant (in eV·K −1 ), T is the plasma temperature (in K), h is Plank's constant(in eV·s), c is the speed of light (in m·s −1 ), N 0 is the particles density of the considered element in the plasma (in m −3 ), Z 0 (T ) is the partition function (dimensionless), m is the electron mass (in kg), N e is the electron density (in m −3 ) and E IP is the ionization energy (in eV) of the considered element. An equation similar to the Boltzmann-plot equation is obtained:
where E I k for neutral lines and E *
The electron number density is determined from the Stark broadening of emission line. The full width at half maximum (FWHM) of a line can be used to determine the electron number density, using the following relation [31, 32] :
where ω is the electron width parameter, which is a weak function of temperature, A is the ion broadening parameter, N e is the electron number density, B is a coefficient equal to 1.2 or 0.75 for ionic or neutral lines, and N D is the number of particles in the Debye sphere. The contribution from the ion broadening is very small and can be neglected, therefore, the electron number density can be extracted by:
Based on Eqs. (3) and (5), an iterative procedure can be used to obtain the plasma temperature T and the electron number density N e . In the present work, 20 Ti lines and 25 Cr lines are used to establish SahaBoltzmann plot, Ca II 393.3 nm line is used to estimate the electron number density, the instrument broadening for emission line of 393.3 nm is subtracted, and the electron width parameters ω is obtained from Ref. [33] .
As an example, Fig.6 shows the Saha-Boltzmann plot obtained from the Ti and Cr spectral lines in SP LIBS. Continuous lines represent the result of a linear best fit. It is noted that the lines corresponding to different species are practically parallel, this means that all species have the same temperature in the plasma. Fig. 7 shows the evolution of the plasma temperature in SP and DP experiments as a function of the delay time. It decreases fast at the beginning of 10 µs in SP experiments as well as DP experiments, after 10 µs, the plasma temperature decreases slowly. Moreover, the plasma temperature in DP experiments is less than that obtained in SP experiments, although the total energy of the laser pulses is the same. Fig. 8 shows the evolution of the electron number density in SP and DP experiments, the time evolution behaviour of the electron number density in SP and DP LIBS is the same as the plasma temperature, the reasons will be discussed later. For LTE to hold in a plasma, the collision with electrons has to dominate over the radiative processes, this condition requiring a sufficiently large electron number density. A criterion proposed by Mcwhirter [34] was based on the existence of a critical electron number density for which collisional rates are at least ten times the radiative rates. For an energy difference ∆E between the transition levels, the criterion for LTE is :
where T is the plasma temperature, and ∆E is the energy difference with ground level. In this work, the energy difference with ground level ∆E is 2.07 eV, with help of plasma temperature obtained in SP and DP LIBS, N e comes out to be ∼10 15 cm −3 which is 2 orders of magnitude less than our experimentally calculated electron number density. This seems to mean that the condition of LTE is fulfilled for the laser induced plasma in our experiments. However, the criterion alone, even if satisfied, is not sufficient to assure LTE conditions, therefore, one more criterion is used to check the existence of LTE. In addition to Eq.(5), Saha equation [35] can also be used to determine the electron number density. From comparing the electron number density obtained from Eq. (5) . From comparing the electron number density obtained from these two different methods, we found that they are in good agreement before delay time of 5 µs, this implies that the plasma is more close to the LTE condition before 5 µs in SP LIBS. In DP LIBS, similar result is obtained, but the plasma is close to LTE just before 3 µs. Fig.7 Time evolution of the plasma temperature in SP and DP experiments, the laser energies are set to 60 mJ (SP) and 30+30 (mJ)(DP), respectively Generally, in collinear DP-LIBS two processes occurring in the plasma plume can be used to explain the emission signal enhancement: (1) absorption of the second laser pulse in the plume of the plasma initiated by the first laser pulse (reheating mechanism) and (2) new plasma formation by the remaining second laser pulse (more-material-removal). However, regardless of which processes occurs, the emission signals are enhanced anyway. In practice, it is difficult to separate these two processes in collinear DP LIBS because of the short inter-pulse delay time between two lasers (typically from ns to several µs) and the solid target to be used. Therefore, it is difficult to distinguish the dominant mechanism in DP LIBS just from comparing the emission spectra. However, according to classical electromagnetic theory [36] , once the laser energy is absorbed, the plasma temperature will be increased, and this will lead to stronger collision between the particles (electron, ions and atoms) in plume of the plasma, the stronger collision will result in significant enhancement of the emission spectra. However, if the second laser energy transmitted through the plume of the plasma, the laser energy can deposit on the target surface and more target material can be removed. But in this case, the plasma temperature can not be increased because the plasma produced by the first laser pulse has become relatively cool, and the first laser pulse create a lower pressure for second plasma expansion, which makes the plasma plume created by the second laser pulse expand more larger. Therefore, the collision of the electron, atoms and ions in plasma become relatively weak with lower surrounding gas pressure, which is the direct reason for the relatively lower temperature and electron number density in DP experiments as explained by Beldjilali [37] . Therefore, we can infer from the plasma temperature that which mechanisms is the dominate factor for emission signal enhancement in collinear DP LIBS.
According to the Gautier's [16] study, the laser energy may be absorbed by the first plasma only for interpulse delay shorter than a few hundred nanoseconds; for inter-pulse delay time larger than 1 µs, the plasma produced by the first laser pulse is essentially transparent to the second laser pulse. In this work, the interpulse delay time is set to 2 µs, and the plasma temperature in collinear DP LIBS is less than that obtained in SP LIBS, therefore, the emission signal enhancement arises mainly from more-material-removal. In addition, we observed the crater created in collinear DP LIBS at inter-pulse delay time 0 µs and 2µs, as shown in Fig. 9 . It is found that more target material has been removed at inter-pulse delay time of 2 µs. 
Conclusions
In the framework of LIBS analysis of aluminum samples, time resolved SP and DP LIBS experiments are carried out. In collinear DP LIBS geometry, emission signal enhancement is observed. From comparative investigation of the plasma parameters in SP and DP experiments, emission signal enhancement mechanisms is discussed qualitatively. Actually, the emission signal enhancement is very complex, it dependents on many factors, such as laser energies, inter-pulses delay time, background gases and so on. In DP LIBS, the dynamic behaviour of the plasma is also different with that in SP LIBS condition, therefore, further quantitative studies on deeper physical mechanisms of emission signal enhancement must consider different factors and develop relevant physical models.
