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1 
lîraRODUCTION 
In the past, microcracklng due to thermal expansion anisotropy has 
been studied in several materials. However, much of both the experimental 
and the theoretical work on microcracking has focused on critical grain 
size determinations. The critical grain size is based on whether or not 
a material contains microcracks at room temperature, but the formation 
of microcracks involves the build up of thermal stresses over a range of 
temperature. Thus, one might ask the question, "At what temperature does 
the microcracking process begin for a given specimen?" This study 
addresses that question in the following way. First, a mathematical 
model was developed to relate material parameters such as grain size 
and fracture energy to the temperature at which the microcracking process 
begins. Then the predictions of the model were compared to data for 
AlgOg, GdgOg, and MgTi^Og. These three materials were chosen because 
they represent a wide range of critical grain size. 
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REVIEW OF LITERATURE 
A polycrystalline body may be viewed as an aggregate of randomly 
oriented crystallites. If the material is noncubic, then the 
crystallites possess differing thermal expansion coefficients along 
their crystallographic axes. As a polycrystalline body is heated or 
cooled, this anisotropy in thermal expansion causes a build up of local 
stresses between the crystallites [1, 2, 3], For brittle materials such 
as ceramics, cooling from the sintering temperature may create sufficient 
stresses to cause internal microcracking [4]. 
Microcracks can also result from other sources of localized stresses 
such as phase transformations or differing thermal expansions in a 
multiphase body. Ault and Ueltz [5] studied microcracking due to the 
reversible iaonoclinic=to=tetragonal phase transformation in unstabllizeu 
zlrconla. A review paper by Rice and Pohanka [6] discusses 
microcracking that results from phase transformations in single phase 
PbTlOg and BaTiO^. Microcracking has also been observed in such 
multiphase systems as alumina with a dispersed zlrconla phase [7, 8], 
zlrconla partially stabilized with calcia [9], magnesia-magnesium 
alumlnate spinel [5], and thoria spheres dispersed in a glass matrix [10], 
Microcracks can thus occur under a variety of conditions; however, 
this study involves only microcracking due to thermal expansion 
anisotropy in single phase ceramics. The following sections review the 
experimental and theoretical work done on this type of microcracking. 
3 
Experimental Research 
Microcracking affects several material properties. Upon thermal 
cycling, materials with thermal expansion anisotropy show hysteresis 
in linear expansion [11-14], elastic moduli [5, 15-20], strength [21, 22], 
and thermal diffusivity [23, 24]. The anomalous behavior is explained by 
the opening of microcracks during cooling from the fabrication temperature 
and crack closure during heating. 
A variety of microcracked materials have been studied. Several 
investigators have shown that thermal expansion anisotropy leads to 
internal fracture in polycrystalline rutile [25, 26] and 
graphite [13, 27]. Manning and co-workers [12, 15-20] studied 
microcracking in Nb^O^, 8*203-8^02' ^ ^2^3"^^2®5' ^ ^2^3' Hf02. Kuszyk 
and Bradt [28] and Cleveland and Bradt [29, 30] investigated the effect 
in various pseudo brookites, including MgTigO^, FegTiOg, and Al^TiO^. 
In addition to measuring the effects of microcracking on material 
properties, a number of researchers hâve attempted to observe rr.icrccrricks 
in situ. The results of several such observations for single phase 
ceramics may be summarized as follows ; 
a) Microcracks often appeared as intergranular cracks [25, 31, 32], 
but transgranular cracks have been observed [25, 33]. 
b) The length of a microcrack was gererally comparable to the 
diâxnètëi: or the grains in the polycrystalline body [25, 26, 31]. 
c) The frequency of microcrack occurrence increased as the grain 
size increased [32, 33]. 
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It should be noted, however, that two principal problems plague 
such observations. First, it may be difficult to accurately relate the 
number of surface microcracks to the number of microcracks that occur 
within a specimen. This complicates the estimate of the total number of 
microcracks associated with a given specimen. 
A second and more fundamental problem is that for each of the 
observations summarized above, the specimen was "prepared" for viewing, 
i.e. the specimen's surface was either a) polished for observation by 
optical microscopy or by transmission electron microscope replication, 
or b) fractured for observation by scanning electron microscopy. Such 
surface preparation techniques almost certainly induce microcracks. 
The status of experimental research on thermally induced 
microcracking is that microcracking has been related to changes in a 
variety of material properties, but observation of the microcracks 
themselves is problematic. 
Theoretical Analysis 
There are two common approaches taken in attempts to analyze 
microcracking in polycrystalline ceramics. Briefly, one approach is 
based on the build up of thermal stresses between grains and the other 
approach deals with a balance between surface energy and stores elastic 
strain energy. 
In 1958, Bush and Hummel [21] used the stress build up approach 
(borrowed from earlier work on metals by Laszlo [l]) to model an 
anisotropic ceramic material in terms of a single anisotropic grain 
5 
embedded in an isotropic matrix. The resulting equations are: 
^a = 
Y AT[H(Qr^ + - 2a) + (a^ - or) (1 - M-)] 
a + n) (1 - 2M,) 
Y AT[n,(a^ + Qf^ - 2Q?) + (a^ - a) (1 - M-)] 
(1 + IJ.) (1 - 2^^) 
Y ATCwXe* 4- Qfy - 2a) + («c - Of) (1 - tx)] 
= (Eq. 1) 
(1 + ix) (1 - 2p.) 
where 
a^, a^, and = the normal stresses in the indicated 
crystallographic directions, 
Qfa» Ofy, and of^ = the lattice thermal expansion coefficients, 
a - the average thermal expansion coefficient for the 
polycrystalline body, 
Y = the Young's modulus of the body, 
(4, = the Poisson's ratio of the body, and 
AT = the temperature interval of interest. 
Buessem [4], in 1966, focused on the stresses developed at grain 
boundaries between pairs of adjacent grains, given by 
n . n 
12 *1 + *2 
CT ' = (— Y'AT (Ea. 2) 
n ^ ~ * 
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where 
1 2 
' = the normal stress at the grain boundary between two 
adjacent grains labeled as "1" and "2", 
01^ = the normal components of the expansion coefficients 
of grain 1 and 2, and 
Y = the polycrystalline Young's modulus. 
The theoretical work of Bush, Hummel and Buessem was largely aimed 
at making plausible the concept that localized thermal stresses can be 
sufficient to cause internal ruptures in brittle materials. Both Bush 
and Buessem state that a more complete treatment of the microcracking 
problem would involve a statistical analysis of the distribution of 
thermal expansion mismatches within a material, but neither author 
attempts such an analysis. 
A problem with models that give stress relationships of the type 
shown in Equations 1 and 2 is that direct experimental tests of such 
models are difficult. Microstrains can be measured by the broadening of 
x-ray diffraction lines [34], and stresses can, in turn, be calculated 
from the measured strains. However, such work is difficult for ceramics, 
due to such factors as the relatively small grain size of most ceramic 
specimens and the limited amount of strain a ceramic can undergo prior 
to failure. Also, surface damage due to specimen preparation can be 
a problem; along with the fact that surface strains are not necessarily 
indicative of strains within the body [25, 34]. 
Thus, the models of Bush and Buessem may help to explain the 
existence of microcracks, but these models are not expressed in a form 
7 
that allows for definitive experimental testing. 
Using the energy balance concept, Kuszyk and Bradt [28] developed 
the following relationship: 
2(Yf) 
^ = XSËT (Eq. 3) 
where 
i, = the critical grain size, 
Yj = the average fracture energy, and 
SE = the strain energy per unit volume. 
The critical grain size refers to the observation by several 
investigators [15-18, 28-30, 35, 36] that polycrystalline materials with 
grains smaller than the critical size do not microcrack, while specimens 
with grains larger than the critical size do microcrack. 
The strain energy, SE, term in Equation 3 was further evaluated by 
Cleveland and Bradt [30], yielding the expression 
14.4 v_ 
^ = 2 —2 (Eq. 4) 
Y A* max A? 
where 
the constant 14.4 = a function of the modelled grain's geometry, 
ÛQf = (a - a . ) where a refers to the single crystal 
Tiiâx inâx mxTi 
expansion coefficients, and 
AT = the temperature change of interest. 
In contrast to the stress relations given in Equations 1 and 2, the 
critical grain size presented in Equation 4 is amenable to direct 
experimental testing. 
8 
However, Equation 4 does have the following shortcoming; it relies 
on a single data point per material - the critical grain size - for 
verification. Thus, if the critical grain size for Fe^TiOg is known to 
be 3 ppi, for example, then the entire model is judged on how well it 
predicts that value. 
In the next section of this dissertation, a model is developed that 
can be used to predict the temperature of microcrack initiation versus 
grain size over a range of grain sizes. Thus, the nature and slope of 
the experimental curve can be compared to the model. This provides a 
more rigorous test of theory than comparison with the one experimental 
value of critical grain size for a given material. 
9 
EXPERIMENTAL PROCEDURE 
Material Selection 
The relation between the temperature of microcracking onset, T^, 
versus grain size was studied for a-Al^Og, GdgOg, and MgTi^O^ in order 
to: 
a) test the model presented in the Theoretical Model section of 
this dissertation, and 
b) develop a graphical method of predicting the critical grain 
size. 
These three materials were chosen because they represent a variety 
of compositions, critical grain sizes, and crystal structures. (See 
Tables 1 and 2.) 
Specimen Preparation 
Table ' lists the source, approximate purity and initial preparation 
for each of the oxide powders used In this Study. 
Initially, specimens of each material were prepared by sintering, 
vAiich proved to be an acceptable technique for AlgOg and GdgOg specimens. 
However, MgTi^O^ specimens failed to reach adequate density via 
sintering; therefore, all MgTigO^ specimens used for elasticity 
measurements in this study were made by hot pressing. 
In order to prepare the Gd^O^ specimens, gadolina powder from 
the Ames Laboratory Rare Earth Separation Group was dissolved in nitric 
acid and precipitated according to a technique developed by 
10 
Table 1. Critical grain sizes 
Material Critical grain size Reference 
AlgOg 70 |im Rice and Pohanka [6] 
GdgOg 14 (j^ Haglund and Hunter [37] 
MgTigOg 5 Urn Cleveland [29] 
Table 2. Crystal structure 
Material Crystal structure Reference 
AlgOg Corrundum Gitzen [38] 
GdgOg Rare earth, B-type Lynch [39] 
MgTigOg Pseudobrookite Bayer [40] 
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Table 3. Source, powder preparation technique, and approximate purity 
for the starting powders of each material 
Material Source Power preparation Approximate 
purity (%) 
A1203 Commercial^ None 99.9 
Ames Laboratory Dissolved in 
Od 0, Rare Earth ^ nitric acid and > 99.9 
C J Separation Group precipitated [41] 
Jet milled for 
MgTi 0. Commercial^ particle size 99.9 
reduction 
^uehler, Ltd., Evanston, Illinois. 
^Ames Laboratory, Ames, Iowa. 
^Cerac, Inc., Milwaukee, Wisconsin. 
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Dole, Jil.. [41]. The powder was then hot-ground in a mortar and 
pestle and calcined at 1000°C in an alumina crucible. The powder was 
dried for 2 hours at 150°C and then pressed at 3.45 GN/m^ in a double 
action steel die having a rectangular cavity of 7.6 cm x 0.6 cm. 
Following dry pressing, the resulting bars were enclosed in rubber 
2 
containers and isostatic pressed at 206.8 GN/m . 
The GdgOg specimens were sintered in air in a gas-fired furnace 
at 1600-1650°C for 1 to 6 hours. In order to limit specimen 
contamination, the bars were placed on a 2 mm thick bed of GdgOg powder 
inside a horizontal muffle tube. Prior to sintering, the specimens 
were covered with an additional 2 mm layer of GdgOg powder. Following 
sintering, the Gd^Og powder used as a bedding material easily separated 
from the sintered bars. 
The dry pressing, isostatic pressing, and sintering procedure for 
the AI2O2 differed from that given above for the Gd^O^ only in the 
following respects: 
2 
a) the AlgOg specimens were dry pressed at 6.89 GN/m , and 
b) AlgOg powder was used for the powder bedding during the sintering 
process. 
MgTi20g specimens were hot pressed in a graphite-suscepLor 
induction furnace using a graphite die with a 6 cm x 1 cm rectangular 
cavity. For each pressing, the upper and lower punch faces were lined 
with graphite foil in order to limit the interaction of the specimen 
with the die. The heating rates were 50°C per minute up to about 1000°C. 
and then approximately 10°C per minute up to the peak temperature. An 
2 
initial pressure of 6.89 GN/m was applied at room temperature. This 
13 
initial pressure was maintained until the temperature was within 100°C 
of the peak temperature, at which time the pressure was increased as 
the temperature increased so that the peak pressure and the peak 
temperature were obtained at about the same time. The peak temperature 
(which ranged from 1150°C to 1400°C) and the peak pressure (which ranged 
2 
from 27.6 to 31.0 GN/m ) were maintained for time intervals of from 
6 minutes to 1.5 hours. Following this temperature-pressure plateau, 
the pressure was released and the die was allowed to cool. 
A surface grinder with a diamond grinding wheel was used to shape 
the fired specimens of each of the three materials into rectangular 
prisms having a dimensional tolerance of + 0.005 cm. After grinding, 
the GdgOg and AlgO^ specimens were annealed in air at 1000°C for at 
least 8 hours. The hot pressed MgTigOg specimens were each reoxidized 
and annealed in air at lOOO^C after surface grinding. 
Following the initial firing and annealing, a number of specimens 
of each material were reheated in order to promote grain growth. 
Table 4 outlines the grain growth procedure used for each material, 
along with the approximate range of final grain sizes. 
After the final firing, the grain size was measured for each of 
the specimens which were later used for elasticity measurements. The 
grain sizes were computed using the linear intercept technique 
discussed by Fullman [42], with a correction factor of 1.5 [42, 43]. 
Grain size measurements for the GdgOg were made from specimens 
which were polished by standard metallographic techniques and etched 
in a 1:1 solution of nitric acid and distilled water. Attempts at 
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Table 4. Grain growth procedure 
Material Range of 
reheat 
temperatures 
(°C) 
Time at 
reheat 
temperature 
(hours) 
Furnace and 
muffle type 
Setter 
type 
Final 
grain size 
range 
(Wm) 
AlgOg 1675 5-120 Gas-fired 
furnace, 
horizontal 
AI2O3 muffle 
A^ 6-500 
Gdj03 1650-1875 1-2.5 Gas-fired 
furnace, vertical 
ZrOg muffle 
s" 15-40 
MgTljOj 1230-1350 20-44 Electric furnace 
with horizontal 
AlgOg muffle 
A 6-30 
^ype A setter consisted of an AI2O3 tube "D" inside an AI2O3 
muffle. A 2 mm thick bed of powder of the same composition as the 
sintered bar was placed on the flat surface of the "B", followed by a 
layer of the same type of powder over the fired bars. 
^Type B setter was a slip cast Y2O3 crucible with a lid. A 5 mm 
layer of Gd203 powder was placed in the bottom of the crucible, and 
orefired Gd^Og bars were placed on the powder. The GdoO^ bars to be 
fired were placed on the prefired bars, and all the bars were then 
covered with a 1 cm thick layer of Gd203 powder. 
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producing polished sections of AlgOg and MgTi20j were unsuccessful, 
therefore, grain size measurements for AlgOg and MgTi^Og were made 
from scanning electron microscope photographs of fracture surfaces. 
A water immersion technique was used to measure the bulk density 
of each specimen. X-ray diffraction techniques were used to determine, 
for each material, the crystallographic form of both the starting 
powders and the as-fired bars. 
Elasticity Measurements 
The sonic resonance technique originated by Forster [44] was used 
for elasticity measurements. The experimental technique has been 
discussed in detail by Spinner and Tefft [45] and a description of the 
apparatus is available elsewhere [19, 46]. The elastic moduli were 
calculated from the resonant frequency data by the theory developed by 
Pickett [47] and later modified by Hasselman [48]. The particular 
computational techniques used for this study are reviewed by 
Manning [19] and Dole [18]. 
On cooling, Young's modulus data were taken at temperature intervals 
of about 30 to 35°C. Heating data were taken at approximately 100°C 
temperature intervals. After each temperature increment, the apparatus 
was allowed to approach thermal equilibrium, so that modulus data 
was taken only wlien the rate of temperature change was less than 10°C 
per hour. A typical experimental run involved recording about 
60 modulus-temperature data pairs over a period of approximately 
40 hours. 
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Fracture Measurements 
While values for the fracture surface energy, of Al^O^ abound 
in the literature, no such values were available for Gd^O^ and MgTigOg. 
Therefore, Yf measurements were done on Gd^O^ and MgTigO^ using the 
notched beam test [49, 50], performed on a commercial testing machine^. 
Prismatic bars of each material, about 5,0 cm long, 1.0 cm in depth, 
and about 0.2 cm thick, were loaded in three-point bend on a 1.75 cm 
span at a crosshead speed of 0.05 cm/min. Notches equal to 
approximately one-half the bar depth were cut into the bars using a 
0.015 cm thick diamond saw blade. Three Yg determinations were made 
per bar. 
^Instron Corp., Canton, Mass. 
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THEORETICAL MODEL 
Consider a single crystallite or grain within a polycrystalline 
material at some initial temperature T^. As the grain cools and contracts, 
assume that the change in its stored elastic strain energy, dE, is 
essentially the "pdV" work done on the grain, thus: 
where the change in volume, dV, is expressed as a total differential, 
since dV is a function of both pressure, P, and temperature, T. Note 
that E(T) refers only to the elastic stored strain energy and not the 
total energy in the body. 
The definitions of volume thermal expansion, p, and isothermal 
compressibility, K, are [51] 
dE(T) = PdV = P[(|^)p dT + (||)^ dp] (Eq. 5) 
(Eq. 6) 
where V = volume 
K (Eq. 7) 
Thus, Equation 5 can be rewritten as 
dE(T) = PV [pdT - Kdp] = ctV [pdT - Kda] 
8 g 
(Eq. 8) 
where 
CT « thermal stress, and 
Vg = grain volume. 
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Let the thermal stress, a, at temperature, T, be expressed as a 
generalization of a relation given by Buessem [4] 
a = Yf(a)AT = Yf(af) [T - T^] (Eq. 9) 
where 
Y = Young's modulus, and 
f(a) = a function of linear thermal expansion, a. 
The function f(cy) measures the degree of thermal expansion mismatch 
between neighboring grains. 
Differentiating Equation 9 implicity gives 
da = Yf(a) dT (Eq. 10) 
Substituting into Equation 8 from Equations 9 and 10 yields 
dE(T) - Yf(a) [T - T^] Vg [gdT - KYf(a) dT] (Eq. 11) 
Rearranging tervus and integrating over che temperature range from 
T^ to some final temperature T^ gives 
T T 
E = J ^ dE(T) = VgCYf(o) p - f^(a) y\] J* ^ [T - T^] dT 
^o ^o 
2 2 [To - Tf] 
= Vg[Yf(a) 0 - r(a) Y^k] ° 2 (Eq. 12) 
or, in terms of energy density 
P 9 9 [T -
1= - [Yf(cy) p - K tt(a)] ° 2 " (Eq. 13) 
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The elastic stored strain energy E increases as a grain cools. When 
E > (Eq. 14) 
where 
Yj = fracture surface energy, and 
Apes ~ total surface area of "potential" crack surface (a grain 
boundary or cleavage plane, for example), 
then some volume, V^g^ax' the grain can relax, creating a crack surface. 
By the Least Energy Principle of physics, the grain should, as does any 
other physical system, tend to a minimum energy state. In short, the 
grain volume builds up energy until some critical value where the grain 
can reduce its energy by cracking. 
Now assume we wish to determine the temperature, T^, at which the 
microcracking process begins in a polycrystalline ceramic. Such a model 
can be developed using the following simplifying assumptions. 
a) Since we are concerned here only with the temperature at which 
the first microcracking event occurred upon cooling, we assume one can 
make the assignment 
Tf = Tmb (Eq. 15) 
in Equations 12 and 13. 
b) AssuTne that the grains that make up the polycrystalline body can 
be modeled as regular dodecahedra [29, 30, 52, 53]. This assumption of 
grain shape does not imply a Specific crystalline structure, as grain 
morphology is mostly a function of space-filling requirements [31, 54, 55], 
20 
c) Assume that the grain size is uniform throughout the body. 
However, according to Underwood et al. [56], "in a great majority of 
cases", the grain size distribution for a ceramic body "follows a log 
normal distribution law". Thus, although the simplifying assumption of a 
uniform grain size is used here, it is realized that a more complete 
model should consider a distribution of grain sizes. 
d) The microcracks are assumed to be grain boundary cracks, formed 
by the separation of adjoining grains, along a shared grain facet. The 
result is a microcrack with a surface area of approximately twice the area 
of single pentagonal face. As discussed in the Review of Literature, 
measurements of microcrack dimensions have been, at best, only 
approximations, subject to a variety of errors. Nevertheless, this 
assumption on crack geometry is reasonably consistent with the available 
data. 
e) Grain boundaries having the greatest thermal expansion mismatch 
presumably crack first [4, 57. 58]. Therefore, f(a) in Equations 9 through 
13, can, in this case, be approximated by 
f(Qf) = (Eq. 16) 
where àa is (a -a . ) and the a's refer to the single crystal 
max max mln 
values of linear thermal expansion along the crystallographic axes [30]. 
£) It is assumed ehà£ Yr the fracture surface energy, given in 
^ 9 
Equation 14 can be approximated by the experimental value of found 
for a nonmicrocracked polycrystalline specimen measured in three-point 
bend in a notched beam test. 
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g) The temperature is assumed to be independent of grain size, 
might be related to the region where the modulus goes from an 
unrelaxed to a relaxed state. Experimental evidence shows that this 
transition region is relatively independent of grain size [15, 16, 59]. 
However, for this study, shall be treated as an additive constant and 
thus, a particular physical interpretation shall not be assigned to T^. 
h) As discussed above, a small localized volume, is assumed 
to give up its elastic stored strain energy in order to form a crack. 
Assume the volume of a sphere with its equatorial plane 
co-planar with the crack and having a radius, given by 
(r + r ) 
frelax = 2 1?) 
where r is the radius of a circle circumscribed about one of the 
c 
grain's pentagonal faces, and r^ is the radius of a circle inscribed 
in a pentagonal face. 
In terms of the edge length of a pentagonal face, r^ and r^ are 
given by [60] 
r^ = 0.8507 H (Eq. 18) 
r^ = 0.6882 H (Eq. 19) 
thus, 
Treiax = £ . (Eq. 20) 
Using the above assumptions, along with Equations 13 and 14, one 
can write 
22 
where 
[K] - [YS K], and 
= the area of one of the pentagonal grain facets, 
V , and T_ are defined above. 
relax MB 
The area and the volume may be expressed in terms of the 
edge length H by Equations 22 and 23, respectively. 
Ag^ = 1.7205 (Eq. 22) 
\elax = ^  (0-4716) (Eq. 23) 
Substituting for Equations 22 and 23 in Equation 21 and solving for 
= -(1.8989) (^) (i)^ + (Eq. 24) 
For a regular dodecahedron, the diameter of the insphere^ is 2.22704, 
where SL is again the edge length of a pentagonal facet [61]. The 
grain size, GS, of the modeled grain can be taken to be the diameter of 
the insphere, thus, Equation 24 can be rewritten in terms of grain size 
and a parameter C, 
^ (Eq- 25) 
^An Insphere is a sphere, constructed within the dodecahedron, 
which has a single point of tangency with each of the pentagonal faces. 
23 
where 
Yf % 
= (2.8338) (^) . 
Thus, is a function of the modeled grain's geometry and the 
material parameters of the specimen under study. 
As presented in the Review of Literature, Cleveland and Bradt's 
expression for critical grain size is 
14.4 Vf 
GS 5-^ , (Eq. 4) 
^ '" max 
For comparison, Equation 4 can be cast in a form similar to 
Equation 25, by expressing AT as 
AT = T. - Tmb (Eq. 26) 
where T and T^ have been defined previously. 
O MB 
Using Equation 26, one can rewrite Equation 4 as 
= -Cl(&s)* + To (Eq. 27) 
where , 
14.4 Y- ^ 
C, = ( 2 ) ' and 
GS = the grain size. 
Note that in Equation 27. we are now dealing with GS instead of GS^, The 
extension of the Cleveland-Bradt equation presented here allows one to 
deal with a grain size OS larger than vhieh has a above room 
temperature. 
24 
It should be noted, however, that Cleveland and Bradt defined AT 
as "the temperature change of interest", or 
AT = T^ - T^^ (Eq. 28) 
where 
T_ = room temperature, and 
T^ = a temperature above room temperature. 
T^ is not clearly specified by Cleveland and Bradt. For example, a 
AT of 500°C was assumed for their analysis of microcracking in the 
pseudo brookites MgTigO^, Fe^TiO^, and Al^TiO^, but no arguments are 
given for their particular choice of Thus, the choice of T^ was just 
as arbitrary as the choice of T^ in the model described previously. 
Although Equation 25 and Equation 27 are very similar in form, they 
are based on someiAat different assumptions. Three of these differences 
are listed below. 
a) Although Cleveland and Bradt model grains as regular dodecahedra. 
they equate the critical grain size to A, the edge length of a pentagonal 
facet. The diameter of the insphere, which is 2.2270&, probably represents 
a better measure of the grain size than i does. 
b) Cleveland and Bradt assume the entire volume of one grain relaxes 
when one microcrack forms. In this study, the relaxation volume, V , , 
» relax' 
is assumed to be a spherical volume centered on the microcrack. 
^In concrast to this study, all of the measurements done by Cleveland 
and Bradt were at room temperature. 
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I 
c) This study represents a microcrack as a crack covering a single 
shared facet of two adjoining grains, while Cleveland and Bradt assume 
complete circumferential cracking. Complete circumferential cracking 
was probably a relatively good assumption for Davidge and Green's 
study [10] of thoria spheres in a homogeneous glass matrix. However, 
this does not seem to be a good assumption for multi-faceted grains 
where the thermal expansion mismatches (and hence, the thermal stresses) 
vary from facet to facet. 
In the Results and Discussion section, the grain size and data 
MD 
will be presented. The data will then be compared to the model developed 
in this section, as represented by Equation 25, and to the extended 
Cleveland-Bradt equation, as shown in Equation 27. 
A nonhomogeneous temperature distribution can create stresses in a 
body. This type of themal stress, which was not included in the model 
developed here, is discussed in Appendix C. 
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RESULTS AND DISCUSSION 
A principal aim of this study was to experimentally test the 
theoretical model presented in the previous section. That experimental 
test involved some important assumptions about how the Young's modulus 
versus temperature data were interpreted. Before discussing the 
experimental test of the model, the underlying assumptions will be 
discussed first. 
It has been assumed that T^ can be inferred from the Young's 
MB 
modulus versus temperature curve for a microcracked material. Specimens 
below the critical grain size have an approximately linear Young's 
modulus versus temperature relation on heating and cooling between room 
temperature and some elevated temperature, where the modulus goes from 
an unrelaxed to a relaxed state (see Figure la). 
In contrast, vAien the grain size exceeds the critical grain size, 
the Young's modulus versus temperature curve exhibits hysteresis and 
upon cooling, the curve departs from the expected behavior at some 
temperature (T^) above room temperature, as shown in Figure lb. This 
departure has been interpreted as the beginning of the microcracking 
process [15, 16, 18]. 
This interpretation of T^ is based upon the important assumption 
that heating the specimen to the maximum temperature heals essentially 
all of the microcracks. Thus, upon cooling from the maximum temperature 
down to Tj^, the modulus versus temperature behavior is that of a 
nonmicrocracked body. 
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Figure lb. A schematic of the Young's modulus versus temperature 
behavior for a microcracked specimen 
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This assumption is critical in the following two ways: a) it 
affects the manner in which is determined, and b) it is included in 
the development of the model discussed in the previous section. 
This assumption was tested for each specimen by fitting the linear 
section of the modulus versus temperature cooling curve to an equation 
of the form 
Y = A + BT (Eq. 29) 
where Y is the Young's modulus at temperature T, and A and B are 
empirical constants determined by a least squares procedure. 
Tables 5, 6, and 7 give the A and B coefficients of Equation 29, 
along with R, the Pearson correlation coefficient. Also included in 
each table is the temperature interval over which the fitting was done, 
and the number of data points, N, included in that interval. 
If the linear portion of the cooling curve does represent 
nonmicrocracked behavior, then one should be able to extrapolate 
Equation 29 to room temperature^ (Ygg in Figure lb) , correct this 
extrapolated value to zero porosity, and obtain the room temperature 
modulus for a theoretically dense, nonmicrocracked specimen. The 
straight line that consists of the least squares fit to Equation 29, 
and its extrapolation to room temperature, shall be labeled "line Lg", 
as shown in Figure lb. 
One can also compare the coefficient B from Tables 5, 6, and 7 to 
the corresponding modulus versus temperature slope of a nonmicrocracked 
^Room temperature is assumed to be 25°C. 
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Table 5. For AI2O3 specimens, a fit of Y = A + BT to N data points over 
temperature interval I, with correlation coefficient R 
Specimen A(GN/m^) B(GN/m^ °CxlO^) R I (°C) N 
L21B 349.62 -4.668 -0.9921 860 to 1085 5 
L22A 365.49 -4.693 -0.9980 627 to 985 8 
L31B 378.71 -4.198 -0.9990 749 to 998 12 
L35A 354.37 -4.204 -0.9996 703 to 986 13 
L35B 358.41 -4.269 -0.9968 712 to 975 13 
L43B 339.16 -4.291 -0.9994 112 to 990 28 
L46B 364.35 -4.460 -0.9959 39 to 996 26 
30 
Table 6. For 66203 specimens, a fit of Y = A + BT to N data points over 
temperature interval I, with correlation coefficient R 
Specimen A(GN/m^) B(GN/m^ °CxlO^) R I (°C) N 
G1 139.87 -2.285 -0.9992 386 to 987 12 
GIHA 133.61 -2.052 -0.9993 254 to 805 23 
GIHB 138.97 -2.337 -0.9993 930 to 973 3 
G2A 140.68 -2.165 -0.9993 509 to 969 19 
G3 146.32 -2.418 -0.9979 566 to 996 14 
G6HB 145.07 -2.270 -0.9962 668 to 956 12 
G9 140.07 -2.374 -0.9993 611 to 995 18 
G15A 122.39 -2.066 -0.9928 365 to 999 23 
G15B 123.26 -1.8044 -0.9986 273 to 856 24 
G18 a 
^Due to anomalous Young's modulus versus temperature behavior, no 
fit of the data was made to Y = A + BT. 
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Table 7. For MgTi20g specimens, a fit of Y = A + BT to N data points, 
over a temperature interval I, with correlation coefficient R 
Specimen A(GN/m^) B(GN/m^ °CxlO^) R I (°C) N 
M21A 125.63 -1.354 -0.9712 385 to 685 7 
M25A 152.0 -1.520 0.9938 370 to 688 10 
M25B 149.0 -1.971 -0.9384 653 to 732 4 
M27A 159.2 -1.910 -0.9952 531 to 681 6 
M28A a 
M28B 145.5 -1.846 -0.9918 590 to 718 6 
M31B _a 
M31C 155.72 -2.424 -0.9603 597 to 707 5 
M33A _b 
M34A 140.1 -2,041 -0.9721 460 to 760 11 
M37A 164.3 -2.726 -0.9912 282 to 657 10 
occurred at a temperature higher than where line L_ normally 
began, thus no Lg line could be determined. 
^Anomalous Young's modulus versus temperature behavior precluded 
the fitting of the data to Y = A + BT. 
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specimen. These slopes will also be expressed in terms of the 
relative slope of , as defined by Equation 30, 
» (dY/dT)/Y25 (Eq. 30) 
where dY/dT is Young's modulus versus temperature slope of line L^. 
Using Sj^, the results of this study can be compared to data presented in 
Wachtman's review article on the elastic properties of ceramics [62]. 
The room temperature intercept, Ygg, and the relative slope, of 
the line shall be considered first for GdgOg and AlgO^ specimens, since 
sufficient data exists in the literature to make relatively straight­
forward comparison. 
Slope and Intercept Calculations of Line Lg 
for AlgOg and GdgOg Specimens 
Haglund's [63] empirical equation for the porosity dependence of 
the Young's modulus of GdgOg is 
Y = Y^(l - 1.7573 P) (Eq. 31) 
where Y is the room temperature Young's modulus at volume fraction 
porosity, P, and Y^ is the room temperature Young's modulus at zero 
2 2 
porosity, which was 150.25 GN/m . 
"Wachtman [62] uses the expression (dY/dT)/Y^c to compare the 
relative slopes of a number of ceramics. The symbol, , is introduced 
here for convenience. 
2 
Haglund's value of Y^ for GdaO] represents an extrapolation to 
zero porosity of room temperature Young's modulus versus porosity 
data [63]. 
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In Table 8, is the Y^^ value corrected to zero porosity by 
Equation 32, which is 
^c • (1 - 1.7573 P) 32) 
The percentage difference, D, between Y^ for each specimen and Haglund's 
Y^ value was computed by 
Y - Y 
D = (100) (-^ -) (Eq. 33) 
o 
2 
The mean of the nine Y^ values in Table 8 is 149.85 GN/m , which is 
different by only -0.26% from Haglund's Y^ value of 150.25 GN/m^. This 
agreement is extremely close, but it should be noted that the Young's 
modulus data for both this study and for Haglund's study were obtained 
on the same apparatus. 
The mean of the nine values in Table 8 is -1.60 x 10 ^ /°C. For 
comparison. Table 9 gives the results of fitting Equation 29 to data from 
three of Haglund's ncnsiicrccracksd CdgOg specimens. These results show 
that B, the modulus versus temperature slope and S„, the relative modulus 
versus temperature slope, are both apparently functions of porosity. The 
trend of decreasing modulus versus temperature slope with increasing 
porosity has also been noted for static modulus measurements of AlgOg [64]. 
Also, Dole et al. [65] have shown that dopants can increase the absolute 
value of dY/dT for HfO^ by as much as a factor of three, with relatively 
small changes in the Young's modulus at room temperature. 
Equation 34 [31] and Equation 35 [66] are two representative examples 
of the numerous Young's modulus-porosity relations for Al^Og that may be 
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Table 8. A comparison of the intercepts and slopes of the L lines for 
Gd^Og specimens 
Specimen Y^jCGN/m^) Y^CGN/mf) D(%) Sj^(10^/Oc) 
G1 139.30 149.49 -0.50 -1.63 
GIHA 133.09 154.21 2.63 -1.54 
GIHB 138.39 147.51 -1.82 -1.68 
G2A 140.31 150.31 0.04 -1.54 
G3 145.72 151.91 1.10 -1.65 
G6HB 145.64 155.63 3.40 -1.56 
G9 139.48 149.06 -0.79 -1.69 
G15A 121.87 145.90 -2.90 -1.69 
G15B 122.81 144.97 -3.51 -1.46 
G18 a 
%o fit of the type Y « A + BT was made for GIB, thus Y25» D, 
and S„ could not be determined. 
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Table 9. For three of Haglund's Gd203 specimens, a fit of Y « A + BT to 
N data points, over temperature interval I with correlation 
coefficient R and relative slope 
Volume fraction 
porosity A(^) 
m 
5(™ o 
m C 
R I(°C) N 
-.f 
0.0347 141.58 -0.1706 -0.9991 51-952 17 1.20 
0.2297 88.89 -0.1513 -0.9997 58-963 17 1.70 
0.3660 53.78 -0.0967 -0.9995 48-956 17 1.79 
found in the literature. 
Y » Y^Cl - 1.9 P + 0.9 P^) (Eq. 34) 
Y = Yp Exp(-3.95 P) (Eq. 35) 
Table 10 summarizes some of the determinations of the room temperature 
2 1 
Young's modulus. Soga and Anderson's [67] value of 398.5 GN/m was 
corrected to zero porosity using both Equations 34 and 35, yielding 
2 
reference values of Y^^ = 401.2 GN/m for Equation 34 and a value of 
2 
Yq2 ® 404.0 GN/m for Equation 35. 
In Table li, Y^^ and Y^^ are the corrections of Y^^ to zero porosity, 
using Equations 36 and 37, respectively. 
^25 
Y , = ( r (Eq. 36) 
(1 - 1.9 P + 0.9 P ) 
This modulus value was selected as a basis of comparison because 
the preparation and measurement techniques for this specimen most closely 
matched the techniques used in this study. 
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Table 10. Selected determinations of the room temperature Young's 
modulus of AI2O3 
Young's modulus Volume Measurement Reference 
(GN/m^) fraction porosity technique 
398.5* 0.0035 Sonic resonance Soga and 
Anderson [67] 
385.3b 0.0013 Sonic resonance Soga and 
Anderson [67] 
386.1^' d zero Static (transverse 
bend) 
Coble and 
Kingery [64] 
403.0® approx. zero Calculated from 
single crystal data 
Simmons and 
Wang [68] 
^Sintered polycrystalline AI2O3, 40 p,m average grain size. 
^Hot pressed polycrystalline AI2O3, 2 |i average grain size. 
'^Sintered polycrystalline AI2O3, 23 ^ average grain size. 
loung's modulus value extrapolated to theoretical density. 
^Arithmetic average of Voight and Reuss bounds calculated from 
single crystal data. 
Table 11. A comparison of the intercepts and slopes of the Lg lines for AI2O3 specimens 
Specimen Yg^(GN/m^) D^(%) Y^^CGN/m^) DgCK) Sj^(10^/°K) 
L21B 348.46 363.50 -9.40 380.10 -5.92 -1.34 
L22A 364.32 377.50 -5.91 392.01 -2.97 -1.28 
L31B 377.75 389.72 -2.86 402.87 -0.28 -1.11 
L35A 353.32 366.11 -8.75 380.18 -5.90 -1.12 
L35B 377.34 369.60 -7.88 383.07 -5.18 -1.19 
L43B 338.08 357.95 -10.78 380.05 -5.93 -1.26 
L46B 363.33 378.77 -5.59 395.84 -2.02 -1.22 
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\2 = exp(-"95 P) (Bq- ") 
The percentage difference between and Y^^ and between Y^2 
Y^2 given by and D^, respectively. The arithmetic mean of the 
seven S„ values in Table 11 is -1.22x10 ^ /°C, which is in good agreement 
with Wachtman's [62] value of -1.3x10 ^ /°C for the relative slope of 
polycrystalline Al^O^ over the temperature interval from room temperature 
to 1100°C. 
Thus, for AlgOg, both the Y^^ and the Y^^ values agree relatively 
well with the reference values of Y^^ and Y^g, respectively. The Y^ 
values for GdgOg also agree very well with Y^, the corresponding 
reference value. 
In addition to comparing the data with reference values, the 
relative scatter in each set of data can be considered. The Y . and Y ^ 
cl cZ 
values for AlgO^ are quite consistent, since the mean and 95% confidence 
2 intervals for Y^, and Y^, are, respectively, 371.88 + 10.70 GN/m and 
2 
387.73 + 9.20 GN/m . For Gd^O^j the mean and 95% confidence intervals 
2 
for Y^ are 149.41 + 2.79 GN/m . Also, the values for both materials 
are quite consistent, with the mean and 95% confidence intervals being 
(-1.22 + 0.08) X lO"^ for AlgOg and (-1.60 + 0.07) x lO'^ for Gd^Oj. 
The consistency in the AlgOg and GdgOg data, along with relatively 
good agreement with literature data, helps to support the assumption 
that line Le represents nonmicrocracked behavior. 
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Slope and Intercept Calculations of Line Lg for NgTi20g Specimens 
For MgTi20g, a Young's modulus-porosity relationship is not 
available in the literature. Also, the temperature dependence of 
Young's modulus has not been measured for a nonmicrocracked MgTigOg 
specimen, so S^^ values are not available either. 
However, in Figure 2, the Y^g values for NgTi20g are plotted versus 
volume fraction porosity, P. Equations 38 and 39 were fitted to the data, 
with the results given in Table 12.^ 
Y = Y^(l - bp) (Eq. 38) 
Y = Y^ exp(-bP) (Eq. 39) 
Table 12. Results of fitting Y25 versus volume fraction porosity data 
to Equations 38 and 39 
Equation Y^(GN/m^) b SeCGN/mf)* 
10 181.74 2.007 2.548 
11 187.30 2.581 2.573 
^Se is the standard error of estimate. 
The nearly identical values of Se, the standard estimate or error, 
implies that Equations 38 and 39 fit the data squally well, The linear 
trend line, corresponding to Equation 10, is shown in Figure 2. The 
important implications of Figure 2 and Table 12 are; a) the expected 
^In Equations 38 and 39, b is an empirically determined constant. 
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Figure 2. For the MgTi205 specimens, a plot of the extrapolated 
Young's modulus, Y25, versus volume fraction porosity 
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trend of decreasing modulus with increasing porosity is evident, and 
b) the particular values of b found in Equations 38 and 39 are 
typical for ceramic oxides [62, 69, 70]. 
The arithmetic mean of the two values given in Table 12 is 
2 
184.52 GN/m , which is 25.6% lower than Kuszyk and Bradt's [28] room 
2 
temperature value of 248 GN/m , which was measured for a nonmicrocracked 
MgTi^Oj specimen having a volume fraction porosity of 0.016. 
Table 13 gives the values of the relative slope, for the 
NgTigO^ specimens. The mean of the eight values is -1.31x10 ^ /°C. 
This value of for MgTigO^ lies well within the range of values 
given for ceramic oxides by Wachtman [62]. 
Thus, as given in Equations 10 and 11, the Ygg versus porosity data 
gives the type of modulus-porosity relation that might be expected for a 
ceramic oxide. However, using either Equation 10 or 11, the Young's 
modulus value extrapolated to theoretical density is considerably lower 
than the value measured by Kuszyk and Bradt for a MeTi_0_ specimen with 
a volume fraction porosity of 0.016. 
The relative slope, Sj^, is relatively consistent for MgTi20g, with 
a mean and 95% confidence interval of (1.31 + 0.20) x 10 There is 
somewhat more scatter in these values, however, than those reported 
in the previous section for AlgOg and Gd^O^. 
Tj^  and Grain Size Data 
For both Al^Oq and Gd^Oq, it has been shown that, to a good 
approximation, the line represents nonmicrocracked behavior. 
Although the evidence is less substantial for MgTigOg, it will be assumed 
42 
Table 13. The relative slope Sg^ for each of the MgTi20g specimens 
Specimen Sg^(10^/°C) 
M21A -1.08 
M25A -1.00 
M25B -1.32 
M27A -1.20 
M28A _a 
M28B -1.27 
M31B _a 
M31C -1.47 
M33A _a 
M34A -1.46 
M37A -1.66 
could not be determined, as the curve did not display a linear 
Young's modulus versus temperature region. 
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that line also represents nonmicrocracked behavior for MgTigOg. 
The temperature was calculated from the Young's modulus 
versus temperature curves (see Figures 3-6, 9-13, and 19-24) using the 
temperatures T and T. , so that 
1 x+1 
^i ^  ^i+1 
= 2 (Eq. 40) 
where is the temperature that corresponds to the ith data point; the 
ith data point being the last point, upon cooling, that lies on line L^; 
and is the temperature that corresponds to the (i+l)th data point, 
and thus, the (i+l)th point is the first of a series of points that 
deviate from line L^. 
For the Young's modulus versus temperature curves given in 
Figures 3-6, 9-13, and 19-24, line is shown along with the 
corresponding Young's modulus versus temperature data for each specimen, 
with the exception of specimens G18, M33A, M28A, and M31B. Line is 
not shown for those specimens because there either no apparent 
linear modulus versus temperature region upon cooling or there were 
discontinuities in the modulus versus temperature curves upon cooling. 
A further discussion of these specimens is given later. 
When line is given, the solid portion of the line represents 
approximately the region of the curve over which the least-squares 
fitting was done, as given in Tables 5, 6, and 7. The dashed part of 
indicates the region where the modulus data departs from L^. 
The remainder of this section is a discussion of the T^ 
MB 
determinations and grain size measurements for each specimen. The next 
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section uses this and grain size data in a graphical estimation of 
critical grain size. 
Figures 3 through 6 give the Young's modulus versus temperature 
curves for the AlgO^ specimens. The relatively high Young's modulus 
values for AlgOg led to a resonant frequency of about 5kHz for these 
specimens, as compared to a resonant frequency of approximately 2kHz 
for the GdgOg and MgTi^Og specimens. The frequency response of the 
modulus apparatus was such that higher amplitude signals were needed 
to excite the resonant modes of AI2O2 than were needed for GdgOg and 
MgTigOg specimens. This, in turn, resulted in a much higher incidence 
of transducer failure during the AlgOg experimental runs than during 
experimental runs of GdgOg and MgTi^O^. Consequently, only seven 
complete modulus-temperature runs were obtained for opposed 
to ten for GdgOg and eleven for MgTigO^. 
Table 14 gives the T^ and average grain size data for the Al^O^ 
specimens. A tendency toward discontinuous grain growth complicated 
the AI2O2 experimentation. As a result, the AlgOg microstructure was 
either a) small-grained, with an average grain size on the order of 
12 ^m, b) large-grained, with an average grain size of about 300 ppi 
to 600 p,m, or c) a mixture of large and small grains. Due to the 
grain growth problem, a relatively narrow range of T^ values were 
MD 
obtained for the five AlgOg specimens that showed appreciable hysteresis. 
Figures 7 and 8 show scanning electron microscope photographs of 
fracture surfaces for four of the Al^Og specimens. These photographs 
demonstrate the range of microstructure obtained for the AlgOg specimens. 
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Table 14. Tj^ and grain size data for AI2O3 specimens 
Specimen Grain size (|j,m) 
L21B 770 554 + 95 
L22A 550 302 + 32 
L31B 673 433 + 87 
L35A 625 335 ± 35 
L35B 610 329 + 40 
L43B _a 11.2 + 4.7 
L46B _a 12.9 + 1.0 
^Specimen did not show hysteresis upon thermal cycling, thus 
is not defined. 
Figure 7. Microstructure of L22A and 13IB 
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100 pm 
Figure 8, Microstructure of L43B and L46B 
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It is interesting to note that for L46B, there is no apparent 
hysteresis in the modulus-temperature curve (Figure 6), although L46B 
underwent discontinuous grain growth (Figure 8). Figure 8 shows a 
section of lAôB having grains with a maximum cord length of up to 570 |j^ n 
embedded in a fine-grained matrix. From subsequent photographs taken 
at a higher magnification (not shown here), the average grain size of 
the fine-grained matrix of L46B was found to be about 12.9 p,m. 
The modulus-temperature curves for Gd^Og are shown in Figures 9 
through 13. Each of the ten Gd^Og curves shows hysteresis; thus, each 
specimen apparently microcracked. 
The grain size and T^ data for each Gd^Og specimen are given in 
Table 15. The relatively narrow hysteresis loops and low T^ values 
for G1HÂ, G15A, and G15B probably indicate that the grain sizes for 
these specimens are only slightly larger than the critical grain size. 
An expanded view of the cooling curves for GIHA, G15A, and G15B is 
shown in Figures 14, 15, and 16. respectively. 
The four photomicrographs shown in Figures 17 and 18 depict 
typical microstructures, as seen for Gd^O^ polished sections. Twinning 
was apparent in most of the GdgOg photographs, and it was especially 
pronounced for large-grained specimens such as GIB (see Figure 18). 
Specimen G18 behaved somewhat anomalously, in that its modulus-
temperature curve showed discontinuities at about 900"C, SOO'C, and 
200^C. Also, using the empirical relation given in Equation 31, a 
nonmicrocracked Gd^O^ specimen with a volume fraction porosity of 
0.0322 (which was found for G18), should have a room temperature Young's 
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Figure 9. Young's modulus-temperature data for G1 and GIHA 
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Figure 10. Young's modulus-temperature data for GIHB and G2A 
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Figure 11. Young's modulus-temperature data for G3 and G6HB 
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Figure 12. Young's modulus-temperature data for G9 and G15A 
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Figure 13. Young's modulus-temperature data for G15B and G18 
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Table 15. Tjjg and grain size data for GdgO^ specimens 
Specimen Grain size (^m) 
G1 282 19.0 + 1.2 
GIHA 214 15.5 + 1.1 
GIHB 883 32.8 + 6.5 
G2A 457 22.8 + 2.2 
G3 503 25.3 + 5.3 
G6HB 587 24.2 + 2.6 
G9 474 26.0 + 2.4 
G15A 319 17.1 + 3.2 
G15B 250 19.0 ± 1.4 
G18 _a 39.1 + 3.5 
^o determined for specimen GIS, due to an anomalous modulus-
temperature curve. 
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Figure 18, Microstruçture of G15A and G18 
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2 
modulus of approximately 142 GN/m . In contrast, extrapolations of the 
cooling curve of G18 to room temperature yield a room temperature 
2 
Young's modulus in the neighborhood of about 128 GN/m . 
An explanation of the anomalous behavior of G18 may lie in its 
microstructure. G18 had the largest average grain size of any of the 
ten GdgOg specimens used for elasticity measurements. Specimen GIHB, 
whose grain size was exceeded only by G18, had a T.„ of 883 °C. Since 
Mo 
tends to increase as grain size increases, it may be that the grain 
size for G18 was so large that not all of the microcracks healed upon 
heating. If some microcracks did not heal, an unusually low value for 
the extrapolated Young's modulus might result. 
The jumps in the modulus-temperature curve for G18 may be due to 
discontinuous grain growth, although the particular photomicrographs 
obtained for G18 failed to show an abnormal grain size distribution. 
The maximum reheat temperature used to induce grain growth in Gd^Og 
was 1875°C, and only two Gd^Og specimens, G18 and G17, were reheated 
at that temperature.^ G17, vdiich was not used for elasticity 
measurements, showed extensive discontinuous grain growth, with several 
grains having a maximum cord length of about 500 jj,m. Grain sizes were 
measured for a total of fifteen Gd^O^ specimens, and only G17 showed 
evidence of discontinuous grain growth. In addition. Dole [71] prepared 
several Gd^O^ specimens by the same technique used in this study and 
sintered the specimens at 1900°C in air. According to Dole, every one 
^G18 and G17 were reheated simultaneously at 1875°C for one hour, 
in the same furnace. 
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of his GdgOg specimens fired at 1900°C showed discontinuous grain growth. 
Thus, it appears that Gd^O^ begins discontinuous grain growth at about 
1875°C. Since GIB was fired at 1875°C, it may have experienced some 
discontinuous growth that was not revealed in the photomicrographs. The 
healing of a few large grains, dispersed in a fine-grained matrix, 
might explain the jumps in modulus upon cooling. 
The modulus-temperature curves for NgTigOg are shown in Figures 19 
through 24. As was the case for GdgO^, each of the eleven MgTi^O^ curves 
show hysteresis, so that all of the NgTi20g specimens appear to be 
microcracked. 
Grain size and T^ data for each MgTi^Og specimen are given in 
Table 16, Each MgTigO^ specimen except M28A, M31B, and M33A displayed 
a readily definable which began at about 700°C. For M28A and MSIB, 
it appears that T^ occurs at temperatures higher than 700°C. In the 
absence of an line, the temperatures for M28A and M31B were 
estimated on an individual basis. 
For M28A, the abrupt dropoff in Young's modulus between 822°C and 
805°C (see Figure 21) was taken as being indicative of the onset of 
microcracking. For M31B, a region of zero slope is observed for 
temperatures for cooling between 717°C and 588°C, after which the 
modulus decreases. This is in contrast to most of the other MgTi^O,^ 
specimens, %here line commences around 700°C and the Young's modu] 
then begins to increase linearly as the temperature decreases. On 
this basis, T^ was assumed to fall between the data points at 717°C 
and 684°C. 
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Table 16. and grain size data for MgTi^O^ specimens 
Specimen T^(°C) Grain size (p,m) 
M21A 354 7.5 ± 1.0 
M25A 310 11.0 + 1.6 
M25B 617 15.5 + 2.2 
M27A 399 9.0 + 2.0 
M28A 812 25.6 + 1.6 
M28B 536 14.9 ± 2.4 
M31B 701 14.2 + 3.4 
M31C 500 11.0 + 1.4 
M33A a 15.9 ± 1.1 
M34A 441 11.7 ± 0.8 
M37A 256 7.2 + 1.3 
was determined for 
modulus-température curve. 
specimen M33A, due to an anomalous 
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M33A, however, shows jumps in its modulus-temperature behavior 
that are somewhat similar to that observed for G18. The microstructure 
of each MgTi^Og specimen was observed via fracture surfaces in the 
scanning electron microscope, and evidence for discontinuous grain 
growth was noted only for specimen M33A. Figures 25 and 26 show the 
microstructure of four other MgTi^O^ specimens, while Figure 27 shows 
a section of the surface of M33A. 
The center portion of this photomicrograph of M33A shows a grain 
having a maximum cord length of about 80 |j,m, in contrast to an average 
grain size of 15.9 jim determined for the fine-grained matrix of M33A. 
Also, several other sites on the surface of M33A show similar large 
grains embedded in a fine-grain matrix. 
As in the case of GIB, it may be argued that jumps in the modulus-
temperature curve of M33A are due to the healing of abnormally large 
grains. 
Therefore, for specimens M2SA and M31B, it appears that the abaenee 
of a L line is due to the occurrence of T„_ before L commences. For 
e MB e 
MgTigOg specimen M33A and Gd^O^ specimen GIB, the anomalies in the 
modulus-temperature curves may be attributable to discontinuous grain 
growth. This interpretation is troublesome, however, in view of the 
marked discontinuous grain growth exhibited by AlgO^ specimen L46B. 
As discussed previously, L46B does not aven show hysteresis in its 
modulus-temperature curve. 
Further study would be necessary to determine how mlcrocracking 
in ceramics is affected by discontinuous grain growth. For large grains 
Figure 25. Microstructura of M21A and M25A 
Figure 26, Microstructure of M31A and M34A 
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Figure 27. Microstructure of M33A 
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embedded in a fine-grained matrix, for example, the number, shape, 
spatial distribution, and orientation of the large grains could be 
important, in addition to the details of the size distributions for 
the large grains and for the matrix. Also, the relative magnitudes 
for the large grain size, the matrix grain size, and the critical grain 
size are probably also very important. 
A Graphical Method of Estimating Critical Grain Size 
Figures 28, 29, and 30 show plots of GS"^, the reciprocal square 
root of grain size, versus 1^ for the AlgOg, Gd^O^, and MgTigOg 
specimens, respectively. The data were fit by least-squares technique 
to an equation of the form 
Z = A + BT^ (Eq. 41) 
where Z is GS and A and B are constants determined by the least-
squares fitting. 
The resulting values of A, B and the correlation coefficient R, 
are given in Table 17. 
Table 17. Coefficients A and B for a least-squares fit of GS~^ versus 
Tvm » with correlation coefficient R 
Material A(|im B(p,m) ^ ®C ^ R 
AlgOg 0.0989 -7.333 -0.9769 
Gd^Og 0.2671 -1.195 -0.9309 
MgTigOg 0.4277 -2.709 -0.8965 
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Figure 28. A plot of GS ^  versus for microcracked AlgO^ specimens 
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Equation 41 may be obtained by solving Equation 25 for GS"^. 
Equation 41 is, thus, in a form in which the room temperature intercept, 
obtained by the least-squares fit, can be directly converted into a 
critical grain size. 
As discussed in the previous section, no was determined for 
GdgOg specimen GIB and MgTi^O^ specimen M33A, as these two specimens had 
anomalies in their modulus-temperature curves. Therefore, these two 
specimens were not included in the calculations and graphs presented in 
this section. 
For each of the three materials. Equation 41 can be solved for a 
MB 
of 25°C, to yield GS^*, an estimated critical grain size. Table 18 
* 
compares GS^ to critical grain size measurements available in the 
literature for GdgOg and MgTi^O^. Al^O^ will then be considered 
separately, since for Al^Og no clear-cut data on critical grain size 
exists. 
ic 
For the value of GS^ , the critical grnin. size cstiir.«.tad via 
Equation 41, is 106 p,m. In the absence of direct critical grain size 
measurements, strength and thermal shock for AlgOg data will be used as 
an experimental check on GS^*. 
Based on AI2O2 strength data from Charles [72], Rice and Fohanka [6] 
infer a critical grain size of about 70 for Al^O^ on the basis of 
"a change in the slopes of strength, S, vs 1//G (where G is the grain 
size) plots of Charles' data at ~ 70 p,m. Since his specimens were tested 
as fired, and such S - 1/}/g slope changes occur when the flaw and grain 
sizes are about the same, initial spontaneous cracks at G of ~ 70 p,m 
82 
* 
Table 18. Comparison of GS^ , the critical grain size estimated by 
Equation 41, and GSg, critical grain size measurements 
* 
Material GSg (^m) GS^(pm) 
GdaO, 14.3 13 to 15.5* 
MglijOj 5.64 ~ 4.5^ 
*Haglund's Gd203 specimens [63], (average grain size 13 failed 
to microcrack, vdiile all the Gd203 specimens in this study (minimum 
grain size 15.5 (jtm) did microcrack. 
^Using a correction factor of 1.0 for linear intercept grain-size 
measurement technique, Ruszyk and Bradt [28] found a critical grain 
size of ~ 3 p,m. In terms of the 1.5 factor used in this study, this 
would be a critical grain size of 4.5 p,m. 
are probably the cause of this slope change." 
Rice and Pohanka's term "spontaneous cracks" is synonymous with 
the microcracks considered in this study, as they define spontaneous 
cracking in the following way. "Spontaneous cracking of polycrystalline 
ceramics results from internal stresses between grains due to 
incompatible strains from either thermal expansion anisotropy or phase 
transformations. Such cracking, which is often primarily along grain 
boundaries, clearly depends on grain size, i.e., it does not begin until 
a critical grain size range for each material is reached, becoming 
progressively more severe with increasing grain sise," 
In addition to the strength data quoted by Rice, the results of an 
earlier paper by Weil, Bcrtz, and Firestone [73] may be pertinent to an 
estimation of critical grain size for Al20g. Weil et aX. measured the 
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strength of sintered in tension and in bend, and analyzed their 
results in terms of Weibull statistics. Their "as-received"^ Al^Og 
specimens had an average grain size of 48 Weil et annealed some 
of their as-received specimens at 1700°C for 3 hours, resulting in a 
bimodal grain size distribution with maxima at 24 pm and 64 |im. 
Weil et found that "Annealing induces a drastic weakening of the 
Wesgo (Al^Og) material... It is assumed that the severe weakening effect 
of annealing is ascribable to the destruction of a beneficial residual 
stress distribution, whose compressive skin-layer effect imparts added 
strength to the unannealed specimensHowever, Weil et al. also state 
that "no firm proof can be cited at this time" for the existence of their 
hypothesized compressive surface layer. An alternate explanation of 
this effect is that the grain size of the annealed specimen exceeds the 
critical grain size for Al^O^, and the observed strength drop is due to 
microcracking. It should also be noted that the paper by Weil et al. was 
published in 1963, and clms, it predates most of the published work on 
microcracking induced by thermal expansion anisotropy. 
A third paper from which a critical grain size for Al^O^ may be 
inferred is one by Gupta [74], vAiich relates strength degradation in AI2O2 
to thermal shock. Gupta dropped heated Al^O^ specimens into a water bath, 
controlled to 25°C, + 1°C. The specimens were then dried, and their 
strength was measured in four-point bend. For polycrystalline Al^Og 
^A 99.5% AI2O3 body, supplied by Western Gold and Platinum 
Corporation (Wesgo), labeled as AL995. 
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having grain sizes of 10 jxin, 34 and 40 Gupta found no loss in 
strength for quenches involving a temperature drop, AT, of up to 200°C. 
At a AT of 200°C, Gupta observed a discontinuous decrease in strength 
for each of the specimens, which was followed by a gradual decrease in 
strength for AT greater than 200°C. However, for specimens of 85 |i,m 
grain size, no discontinuous drop in strength was observed, and only a 
gradual strength decrease was seen for AT values of greater than 200°C. 
Gupta interpreted his results in terms of Hasselman's thermal shock 
theory [75]. Hasselman proposed that thermal shock behavior depends on 
the initial flaws or cracks found in a body. If the initial flaws are 
sufficiently large, thermal-shock induced cracking proceeds 
quasistatically, resulting in a gradual loss in strength, while shorter 
initial flaws lead to rapid crack propagation and hence, abrupt drops 
in strength. Gupta suggests that for the 85 AI2O2, the initial flaws 
(existing before the thermal shock treatment) are sufficiently long 
to cause quasistatic crack propagation. Gupta does not. hoover » «sate 
a hypothesis for why the 85 p,m material has sufficiently long flaws for 
quasistatic crack growth, while the specimens in the 10-40Mm range do 
not. Again, it may be that the critical grain size falls in the region 
between 40 and 85 p,m, and the cracks needed for the observed behavior of 
the 85 pm material are provided by microcracking. 
In a review of fracture in ceramics, Wiederhorn [76] suggests that 
the "expansion anisotropy mechanism of crack nucleation has been 
demonstrated on polycrystalline BeO and may also be important in Al^Og". 
Wiederhorn then refers to a personal communication from R. L. Coble of 
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MIT, in which Coble is said to have observed "spontaneous cracking in 
completely dense Al^O^j Lucalox, for grain sizes greater than 100 pm". 
However, in any comparison of reported grain sizes, the grain size 
measurement technique should be taken into consideration. For the 
commonly used linear intercept technique, the correction factor [42, 43, 
56] is an important parameter. As stated in the Experimental Procedure, 
Pullman's factor of 1.5 was used for all grain size determinations of 
each of the three materials used in this study. Of the four papers 
discussed above, the Weil et al. paper was the only one to specify the 
particular grain size measurement technique. Weil et £l. cite the grain 
size measurement technique of Smith and Guttman [77], \^ich employs a 
correction factor of 1.0. If a factor of 1.5 had been used, Weil et al. 
would have found that the strength drop in their Al^Og specimens occured 
for grain sizes between 72 and 96 instead of the reported values of 
48 and 64 |i,m. 
The ôtrëiigch dàtâ given by Weil e£ ai. and that quoted by Rice and 
Pohanka, might be alternately interpreted in terms of dislocation pileup 
at grain boundaries. Stroh [78] has proposed that dislocation pileup 
can lead to a Petch-type relationship [79], in which strength is 
proportional to GS However, if Hasselman is correct in asserting 
that quasistatic crack growth resulting from thermal shock depends on 
the existence of sufficiently large initial flaws, then it is difficult 
to see how one could interpret Gupta's thermal shock data in terms of 
dislocation pileup. 
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If we do assume that the various strength effects and thermal shock 
effects discussed above result from microcracking in Al^O^, then this 
data can be compared to the critical grain size of AI2O2 predicted in 
this study. On the basis of Gupta's data, the critical grain size would 
fall between 40 and 85 p,m. Strength data by Weil et al. would place the 
critical grain size between 72 and 96 |jja (if a correction factor of 1.5 
had been used for grain size determination). Rice and Pohanka estimate 
the critical grain size as ~ 70 jim, while Weiderhorn quotes Coble on the 
observation of spontaneous cracking in Al^Og for grain sizes greater 
than 100 jj^m. Again, it should be emphasized that differences in grain 
size measurement techniques can complicate these comparisons. 
Nevertheless, the data presented in these four papers imply that the 
value of 106 ^m, found by Equation 41, is a reasonably good estimate of 
the critical grain size of AlgOg. 
In lieu of the graphical method presented here, one might use the 
Cleveland^Sradt aquation to eattmate critical grain size. The Cleveland-
Bradt equation, \^ich was presented as Equation 4 in the Theoretical 
Model section, is repeated here for convenience. 
14.4 Y. 
GS 2—^ (Eq. 4) 
^ ma. 
Major difficulties arise in trying to obtain an estimate of the 
critical grain size, GS^, from Equation 4. Firstly, Cleveland and Bradt 
fail to give a schema for selecting or computing AT. In fact, AT is 
not even clearly defined. Since AT enters Equation 4 as a squared term, 
errors in AT could be significant. Also, Equation 4 requires prior 
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knowledge or measurement of Y^, Y, and In the literature, the 
modulus Y is frequently available, Y^- is sometimes available, and 
is available very seldom. Tests for Y^ have the drawback of being 
destructive tests. Also, the value of requires a high-temperature 
x-ray diffraction measurement. Thus, if an engineer wanted to estimate 
the critical grain size of a material, he would be obliged to determine 
the linear thermal expansion coefficients along the crystallographic 
axes, in order to compute Lot . Again, since Lot enters Equation 4 
max ' max 
as a squared term, errors in can be significant. 
In contrast, the graphical technique described here involves 
nondestructive testing, such as modulus versus temperature.^ Specimens 
of different grain size can be thermally cycled while measuring Young's 
modulus. The reciprocal square-root of grain size, GS can be plotted 
versus the temperatures at \Aiich microcracking begins, T^, as shown in 
Figures 28, 29, and 30. The GS ^  and T^ data can then be extrapolated 
to room temperature raing. for example, a least-squares f±r to 
Equation 41. It has been shown in this section, that at least in the 
case of AlgOg, MgTi^Og, the graphical technique described 
here yields a relatively good estimate of critical grain size. 
^In addition to Young's modulus, any other parameter that shows 
microcrack-induced hysteresis (shear modulus, linear expansion, etc.) 
could be used. 
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Comparison of the and Grain Size Data 
to the Theoretical Model 
The T-„ and grain size, GS, data were fit by a least-squares 
MB 
technique to Equation 42, which is 
^ = -V + (Eq- "> 
where X is GS"^ and is the experimental value of the slope of 
Equation 42, as determined by the least-squares technique. 
The resulting and T^ values are listed in Table 19, along with 
the correlation coefficient R. 
Table 19. Coefficients and Tq for a least-squares fit of T^b versus 
68-%, with correlation coefficient R 
Material °C) T^(°C) R 
1318 -0.9769 
1557 -0.9309 
1365 -0.8965 
Equation 25, which represents the model developed in this study and 
Equation 27, vAlch is an extended form of the Cleveland-Bradt equation, 
are repeated below for convenience of comparison to Equation 42. 
Equation 25 is 
^ (^1. 25) 
Al^Og 13034 
Gd^Og 7254 
MgTi^Oc 2966 
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where 
Yf % 
= (2.8338) (^) , 
Yj = the fracture surface energy, 
[K] = 
and where, in turn 
Y = the Young's modulus of a nonmicrocracked specimen, 
P = the volume thermal expansion, 
A o "  =  ( O L -  c v  a n d  t h e  c v ' s  r e f e r  t o  s i n g l e  c r y s t a l  lu&x lusx mxn 
coefficients, and 
K = the isothermal compressibility. 
Equation 27 is 
1 ^ 
where 
14.4 Yf 
C, = ( . 
Table 20 gives values for the five material parameters (Y^, Y, p, 
Aa , and k) needed to compute the theoretical slopes C and C. in itiâx o L 
Equations 25 and 27, respectively. The values of Y^ for GdgOg and 
MgTigOg listed in Table 20 were measured in this study, since Y^ values 
for these materials were not available in the literature. The complete 
Yg results are given in Table 21 for Gd^O^ and in Table 22 for MgTigO^. 
It was previously assumed that the fracture energy to be used in 
the theoretical model would be the fracture energy measured for a 
Table 20. Material parameters needed tio calculate (Equation 25) and (Equation 27) 
Material Y(GN/m^) K (xlO^ m^/GN) Aq'^^(x10^ oc"^) Y^(j/m^) P(xlO^ °c"^) 
AI2O3 402.6® :J.934^ 0.9*^ 40® 26.7*^ 
GdgOg 150.3^^ ».923® 5.7^ 57.7® 37.0^ 
MgTi^O^ 184.5^ «.129^ 13.6® 12.5^ 29.0® 
^Average of room temperature iind Y^2 values, as given in the section on Slope and Intercept 
Calculations of Line Lg for AI2O3 and (Îd203. 
^Computed by Equation 43, using Wachtman's [62] data. 
^Data taken from Rice and Pohanka [6]. 
^Zero porosity, room temperature Young's modulus, Haglund [63]. 
^Computed by Equation 43, using Haglund's [63] data. 
^Data from Sawbridge and Waterman [80], 
®Data from Bayer [40]. 
^Average of extrapolated room teroi[>erature Young's moduli, Table 12. 
•J 2 
Computed from Equation 44, using Y = 184.5 GN/m and ^ = 0.25. 
values measured, this study. 
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Table 21. Fracture surface energy, Yf, grain size, and volume fraction 
porosity for Gd203 specimens 
Specimen Grain size^ Volume fraction 
(J/m^) (ppi) porosity 
G1 55.6 + 32.9 19.0 + 1.2 0.0388 
GIHA 57.7 ± 12.0 15.5 + 1.1 0.0779 
G3 56.3 + 16.9 25.3 + 5.3 0.0232 
G9 51.0 + 23.5 26.0 ± 2.4 0.0366 
G15A 54.1 + 30.9 17.1 ± 3.2 0.0937 
G15B 45.6 + 20.2 19.0 + 1.4 0.0913 
G18 43.3 + 9.7 39.1 ± 3.5 0.0322 
^The average and 95% confidence interval is indicated. 
Table 22. Fracture surface energy, Yf, grain size, and volume fraction 
porosity for MgTi20g specimens 
Specimen Yf"". Grain size'* Volume fraction 
(j/m^) (|im) porosity 
M25A 13.6 ± 1.8 11.0 + 1.6 0.0885 
M27A 13.8 + 1.1 9.0 + 2.0 0.0839 
M31C 9.3 + 2.8 11.0 + 1.4 0.0673 
M34A 8.1 + 6.7 11.7 ± 0.8 0.1164 
M37A 12.5 + 2.6 7.2 + 1.3 0.0702 
%e average and 95% confidence interval is indicated. 
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nonmicrocracked specimen. However, only mlcrocracked specimens of 
GdgOg and MgTi20^ were obtained in this study. Based on the assumption 
that the specimens with the smallest grain size are the least 
mlcrocracked, Yg values for specimens GIHA and M37A are given in Table 20, 
for GdgOg and MgTlgO^, respectively. The modulus-temperature curves 
shown in Figure 9 for GIHA and in Figure 24 for M37A also suggest that 
these specimens are among the least mlcrocracked ones for Gd^O^ and 
NgTlgOg. Also, Tables 21 and 22 show that values for Gd^Og and 
MgTlgOg do not vary dramatically over the given range of grain size 
and porosity. This is especially true for the smaller grain sizes of 
each material. Thus, the Y^ value of Gd^O^ given in Table 20 Is 
relatively close to that found for most of the smaller grain-sized 
Gd^Og specimens, with the same being true for the corresponding MgTl^O^ 
specimens. 
In Table 20, the values of isothermal compressibility, k, for Al^O^ 
âxiu 0^20^ wcjTS calculated by Equation 43, 
< = (Eq. 43) 
where Y and G are, respectively, the Young's and shear moduli for 
nonmicrocracked, theoretically dense specimens. 
Since an appropriate value of G was not available for NgTlgO^, 
Equation 44 was used to calculate K for MgTi20j. 
_ 3(1 - 2u) 
Y 
(Eq. 44) 
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where n is Poisson's ratio. 
Based on the data given in Table 20, values for the theoretical 
slopes and were calculated. Table 23 gives the resulting and 
C, values, along with the ratios C^/C and CL/C . 
i  O 6X X cX 
Table 23. The theoretical slopes Cq and C^, and a comparison of the 
theoretical slopes with the experimental slope 
Material C^(p,m^ °C) °C) C^^(jj,m^ °C) 
AlgOg 5923 42027 13034 0.454 3.224 
GdgOg 4224 12830 7254 0.582 1.769 
MgTigOg 2113 2250 2966 0.712 0.759 
In Table 23, it is interesting to note that the ratio is 
relatively constant for each of the three materials, while the ratio 
shows considerably more variability, if each value o£ in 
Table 23 were to be multiplied by the arbitrary constant 1.7162, then 
resulting values would agree with the corresponding values to 
within + 22.3% for each of three materials. It is surprising that the 
relatively simple model represented by Equation 25 could predict 
this well. 
It is difficult to assign a physical meaning to the constant 
In Equation 25, it can be seen that as GS ®, then T^ T^. Thus, T^ 
might be interpreted as a temperature limit for microcracking. That 
is, no matter how large the grains become, no microcracking could be 
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induced for temperatures greater than T^. This effective temperature 
limit would probably involve some type of stress relaxation mechanism, 
such as grain boundary sliding. 
In the region of the maximum temperature used in the modulus-
temperature measurements, the modulus of each material drops off rapidly 
with temperature, presumably because the modulus is going from an 
unrelaxed to a relaxed state [31]. It might be assumed that the 
dropoff in the high-temperature modulus is indicative of the extent of 
stress relaxation in the specimen. On this basis, it might be supposed 
that a parti jular relative decrease in modulus would be seen for each 
material at T^. Table 24 shows this is not true. Table 24 gives the 
ratio Y-c/Y- where Y_ is the Young's modulus measured at T . 
•'•max ^max 
Table 24. The ratio Ygg/YTmax and each material 
(°=) 
Al^Oj ~ 0.75 - 1400 
GdgOg ~ 0.75 ~ 1400 
MgTigO^ ~ 0.70 ~ 1200 
Thus at T , the relative decrease in modulus for each material, 
max 
as gauged bv Y^^/Yrr, . is about the although T for Al.O» is about 
max o à J 
the same as T , T for Gd_0« is nearly 600°C higher than T , and T 
max o 2 3 •' ^ max' o 
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for NgTigOg is about 150°C higher than 
Also, Table 25 shows that T^ does not seem to correspond to a 
particular fraction of the melting point, T^^, for the given material. 
Table 25. The melting points, T^^ , and the ratio Tg/T^np, for each 
material 
Material T (°C) T /T 
mp^ ' o mp 
AI2O3 2072* 0.6361 
Gd^Og 2339^ 0.8540 
MgTigO^ 1690^ 0.8077 
^Judged by Gitzen [38] to be most probable melting point for AI2O3, 
based on a review of melting point data. 
^Tjjjp data from Eyring [81]. 
^T^^ taken from Mg0-Ti02 phase diagram. Levin et al. [82]. 
Thus, it has been shown in the previous section that a plot of 
GS ^  versus T^ can yield a relatively good estimate of critical grain 
size. Also, the experimental slope, of versus GS"^ compares 
favorably, to within a multiplicative constant, with the theoretical 
slope calculated from Equation 25. The central concept on which 
Equation 25 is based is the build-up of elastic stored strain energy 
during cooling of an anisotropic polycrystalline body. The data seem to 
generally support this model. However, as Equation 25 now stands, it 
can not be used to estimate T^ for a material, even if the arbitrary 
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multiplicative factor of 1.7162 is included in Equation 25. This is 
because the physical meaning, if any, of is not clear. Therefore, 
T^ can not be determined or estimated for a given set of material 
parameters. 
Appendix D gives a comparison among types of fitting equations 
having forms different than that of Equation 25. 
Possible phase transformations and chemical reduction are two 
factors which might affect the modulus-temperature data, and hence, the 
interpretation of those data could be affected. However, the materials 
were initially selected so that they would not undergo polymorphic 
transformations in the temperature range of study. No phase changes 
occur for alpha AlgOg in the temperature range of study [38]. The rare 
earth B (monoclinic) form of Gd^O^ is stable up to 2000°C [81], well 
above the temperatures used in this study. No phase changes were 
observed for MgTi^Og in the range of 20°C to 1020°C [40], which nearly 
covers temperature range of the HgTi^O^ raodulus-temperature measurements. 
No information was found for MgTigO^ above 1020°C. In addition, 
x-ray diffraction was used to verify that only the desired phase was 
present in both the starting powders and the as-fired specimens of each 
material. 
Little or no reduction was observed for Al^O^ and Gd^O^j while 
MgTi^Og did partially reduce. The following discussion details the data 
on the extent and effects (if any) of the chemical reduction of the 
specimens. 
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The AI2O2 specimens were dried at 150°C for at least two hours and 
weighed in a Mettler electronic balance having a sensitivity of 
+ 0.0001 gm. After each modulus run, the bars were again dried and 
weighed on the same balance. The measured masses before and after the 
modulus run agreed to within + 0.0003 gm. Since the AlgOg specimens each 
weighed about two grams, the resulting weight change was about 1 part in 
10^ for each run. In addition, reduced materials often appear dark and 
no discoloration of the specimens was noted after the modulus runs. 
These results imply that little or no reduction occured in the AlgO^ 
specimens, which agrees with a review of the nonstoichiometric behavior 
of alpha AI2O2 by Gitzen [38]. Gitzen states that although alpha AlgOg 
is one of the most stable compounds, it can be partially reduced to 
approximately AI2O2 gg. The AI2O2 gg is black, according to Gitzen, 
and the nonstoichiometric form returns to the normal white color upon 
reheating in air. 
As was the case for the AlyO^, the Gd^O, specimens were also dried and 
and weighed before and after each modulus run. Again, the masses before 
and after each modulus run agreed to within about + 0.0003 gm, and no 
discoloration was noted for the normally white Gd^Og specimens. 
Wirkus [83] has observed that GdgOg is relatively difficult to reduce, 
although he was able to produce the oxygen deficient Gd202 ggQ upon 
melting GdgOg in vacuum. In a review of ncnstoichiometry in the rare 
earth sesquioxides, Eyring [81] has stated that the partially reduced 
990 been produced by cô-mélfcing and co-distilling GdgOg with 
gadolinium metal. Both Eyring and Wirkus report that the reduced GdgOg 
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is black, in contrast to this study, in which the Gd^Og specimens were 
white before and after the modulus runs. Also, Suchomel and Hunter [15] 
did modulus versus temperature measurements on monoclinic Eu^O^, on the 
same apparatus used for the modulus measurements reported in this study. 
Suchomel stated that, following thermal cycling in the modulus apparatus, 
no reduction was detected by thermogravametric analysis of his specimens. 
Since and GdgOg are very similar in their chemical and physical 
properties, Suchomel's results also imply that the GdgOg specimens in 
this study were not appreciably reduced. 
As discussed in the Experimental Procedure section, all the MgTi^O^ 
specimens were hot-pressed, and were thus initially reduced. Reheating 
in air at 1000°C for 8 hours annealed and reoxidized the specimens. 
During thermal cycling in the modulus apparatus, the MgTigOg 
specimens showed a weight loss of about one milligram per gram of 
specimen, and their color changed from a cream color to black. Assuming 
that all weight changes which occured were due to changes in the oxygen 
content of the specimen, and assuming that MgTi^O^ does not become 
hyperstoichiometric with respect to oxygen, the composition of the 
reduced specimens was determined by calculating X in the formula 
MgTi^O^_^. The equation used was 
MW 
W ^%Ti 0 
X = (ff) ( (Eq. 45) 
t Ô 
where 
Wg = the weight gained of the reduced specimen upon oxidation, 
Mj. = the mass of the after reoxidation. 
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MWjjgTi Q = the molecular weight of MgTi^O^, and 
= the atomic weight of oxygen. 
A similar technique was used by Manning [19] and by 
B lumen thai e^ [84] in determining the composition of nonstoichiometric 
HbjOj. 
In order to determine the effect of reduction upon the Young's 
modulus of MgTigOg, the room temperature Young's modulus of five 
specimens was measured following the modulus-temperature runs for each 
specimen. The specimens were then reoxidized, and the room temperature 
Young's modulus was remeasured. Table 26 gives the composition of the 
reduced specimens, as determined by Equation 45, along with the Young's 
modulus before and after reoxidation. 
Table 26. Composition of five reduced MgTi20g specimens, along with the 
Young's modulus before and after reoxidation 
Specimen Composition Young's modulus 
before reoxidation 
(GN/m^) 
Young's modulus 
after reoxidation 
(6N/m2) 
M31A 
M31B 
M31C 
MS 3 A 
M34A 
8^'^ 2^°4.979 
MgTx204 974 
^®'^^2°4.974 
^8Ti2°4.971 
^®'^^2°4.978 
37.61 
25.93 
34.55 
22.98 
33.56 
40.08 
27.31 
37.67 
22.24 
35.53 
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Table 26 shows that reduction has relatively little effect on the 
room temperature Young's modulus of MgTigOg. A similar result was found 
by Manning [19] for reduced Nb^Og, as shown in Table 27. The data 
shown in Table 27 are from a single NbgO^ specimen, where the change in 
composition resulted from a series of heatings in air at 1000°C. In 
addition to the data shown in Table 27, Manning further states that 
reduction had little effect on the moduli of other Nb^O^ specimens. 
Table 27. Manning's data [19] on the effect of the deviation from 
stoichiometry on the room temperature Young's modulus of Nb^Og 
Composition Young's modulus 
(GN/mZ) 
^^2°4.966 
^^2°4.985 
^^2°5.000 
147.1 
146.9 
147.5 
However, Minnear and Bradt [85] studied the elastic properties of 
Ti02_x and found a decrease in Young's modulus of over 30% for TiOj^ 
compared to TiOg. The moduli of the reduced TiOg ^ were found to 
totally recover upon reoxidation of the specimens. Minnear and Bradt 
interpreted these results in tenns of the clustering of defects into 
lamellae. Interpretations aside, it appears that although reduction 
may affect the Young's modulus of a material, these afreets can be 
reversed by reoxidation, at least in the case of TiO^. Thus, if 
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reduction did appreciably affect the Young's modulus of MgTi20g, then 
the reoxidation results given in Table 25 should probably show larger 
differences for the moduli before and after reoxidation. 
Therefore, it appears that in this study, the Al^O^ and Gd^O^ 
specimens showed little or no reduction. Although MgTi^Og specimens did 
partially reduce, the effect of the reduction upon modulus seems too 
relatively small, as judged from the room temperature moduli before and 
after reoxidation. 
102 
CONCLUSIONS 
1) For a majority of the specimens studied, heating apparently 
healed essentially all the microcracks in the specimen. Upon cooling, 
the microcracks reformed. 
2) Discontinuous grain growth may be the cause of anomalies in the 
modulus-temperature curves for Gd^Og and MgTi^Og. 
3) The critical grain size for Gd^O^ appears to fall between 13.0 
and 15.5 |j,m. ^ 
4) A plot of GS ^  versus can yield an estimate of the critical 
grain size of a material, at least in the case of Al^Og, Gd^O^, and 
MgTi^Og. 
5) A model has been developed to describe the temperature, T^, 
of the onset of microcracking as a function grain size, in a single-
phase brittle material having thermal expansion anisotropy. The equation 
that represents that model is 
^MB - + To • 
It was found that the predicted slope C^ agrees relatively well, to 
within a multiplicative constant, with the measured values of the T^ 
MB 
versus GS ^  slope. No satisfactory physical interpretation for T^ was 
found. 
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APPENDIX A: SPECIMEN CHARACTERIZATION DATA 
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Table Al. Mass and dimensions for each AlgO^ specimen 
Specimen Mass (gm) Thickness (cm) Width (cm) Length (cm) 
L21B 1.7757 0.102 0.920 5.07 
L22A 2.0062 0.144 0.753 5.09 
L31B 2.7598 0.143 0.881 5.57 
L35A 3.0725 0.163 0.882 5.58 
L35B 2.8266 0.149 0.883 5.58 
L43B 2.9320 0.145 1.009 5.45 
L46B 2.7309 0.162 0.796 5.55 
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Table A2. Mass and dimensions for each GdgOg specimen 
Specimen Mass (gm) Thickness (cm) Width (cm) Length (cm) 
G1 5.5670 0.153 0.877 5.29 
GIHA 4.7782 0.128 0.958 5.13 
GIHB 4.5300 0.122 0.952 5.05 
G2A 5.9473 0.155 0.939 5.15 
G3 6.1543 0.173 0.828 5.45 
G6HB 4.9522 0.125 1.023 4.98 
G9 4.3332 0.138 0.899 4.45 
G15A 3.9748 0,144 0.719 5.17 
G15B 4.1477 0.152 0.712 5.17 
G18 4.7055 0.153 0.899 4.41 
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Table A3, Mass and dimensions for each HgTiz^S specimen 
Specimen Mass (gm) Thickness (cm) Width (cm) Length (cm) 
M21A 2.5383 0.183 0.887 5.07 
M25A 3.6023 0.218 0.834 6.00 
M25B 3.3454 0.231 0.835 5.24 
M27A 3.7745 0.201 0.953 6.02 
M28A 4.3381 0.245 0.945 5.62 
M28B 4.3292 0.230 0.948 5.95 
M31B 3.2763 0.184 0.938 5.70 
M31C 2.3370 0.134 0.925 5.74 
M33A 2.0203 0.137 0.936 4.70 
M34A 2.8582 0.186 0.812 5.94 
M37A 5.3641 0.272 0.971 6.00 
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Table A4. Density, volume fraction porosity, and average grain size for 
each AI2O3 specimen 
Specimen Density 
(gm/cm^ ) 
Volume fraction 
porosity 
Average grain 
size ([Jim) 
L21B 
L22A 
L31B 
L35A 
L35B 
L43B 
L46B 
3.8927 
3.9062 
3.9151 
3.9151 
3.9100 
3.8621 
3.8936 
0.0219 
0.0186 
0.0182 
0.0183 
0.0176 
0.0296 
0.0217 
554 + 95 
302 + 32 
433 + 87 
335 + 35 
329 ± 40 
11.2 + 4.7 
12.9 + 1.0 
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Table A5. Density, volume fraction porosity, and average grain size for 
each Gd^Og specimen 
Specimen Density Volume fraction Average grain 
(gm/cm^ ) porosity size (pm) 
G1 8.0577 0.0388 19.0*+ 1.2 
GIHA 7.7299 0.0779 15.5 + 1.1 
GIHB 8.0882 0.0352 32.8 + 6.5 
G2A 8.0603 0.0385 22.8 + 2.2 
G3 8.1884 0.0232 25.3 + 5.3 
66HB 8.0848 0.0356 24.2 + 2.6 
G9 8.0761 0.0366 26.0 + 2.4 
G15A 7.5972 0.0937 17.1 + 3.2 
G15B 7.6538 0.0913 19.0 ± 1.4 
G18 8.1126 0.0322 39.1 + 3.5 
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Table A6. Density, volume fraction porosity, and average grain size for 
each MgTi20g specimen 
Specimen Density Volume fraction Average grain 
(gm/cm^ ) porosity size (jj,m) 
M21A 3.1033 0.1521 7.5 + 1.0 
M25A 3.3361 0.0885 11.0 + 1.6 
M25B 3.3840 0.0754 15.5 + 2.2 
M27A 3.3529 0.0839 9.0 + 2.0 
M28A 3.4305 0.0627 25.6 + 1.6 
M28B 3.3800 0.0765 14.9 + 2.4 
M31B 3.4199 0.0656 14.2 + 3.4 
M31C 3.4137 0.0673 11.0 + 1.4 
M33A 3.4807 0.0490 15.9 + 1.1^  
M34A 3.2340 0.1164 11.7 + 0.8 
M37A 3.4031 0.0702 7.2 + 1.3 
A^verage grain 
grains were present. 
size for the fine-grained matrix. Dispersed large 
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APPENDIX B : ROOM TEMPERATURE ELASTICITY DATA 
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Table Bl. Room temperature elastic moduli and Poisson's ratio for each 
AI2O3 specimen 
Specimen Young's modulus Shear modulus Bulk modulus Poisson's 
(GN/m^) (GN/m^) (GN/m^) ratio 
L21B 291.79 116.17 199.21 0.2559 
L22A 336.41 134.44 225.31 0.2511 
L31B 323.68 129.83 212.85 0.2466 
L35A 346.69 139.82 222.04 0.2398 
L35B 328.52 128.78 243.89 0.2755 
L43B 338.76 134.65 233.24 0.2579 
L46B 365.49 147.38 234.25 0.2400 
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Table B2. Room temperature elastic moduli and Poisson's ratio for each 
Gd203 specimen 
Specimen Young's modulus Shear modulus Bulk modulus Poisson's 
(GN/m2) (GN/m2) (GN/m^ ) ratio 
G1 133.87 51.92 105.79 0.2891 
GIHA 131.97 50.61 112.15 0.3039 
GIHB 124.63 49.27 83.31 0.2648 
G2A 133.31 51.54 107.47 0.2933 
G3 132.35 51.72 100.06 0.2796 
G6HB 134.4 53.08 95.76 0.2661 
G9 131.5 51.29 100.51 0.2820 
G15A 121.22 47.13 94.39 0.2860 
G15B 121.43 46.54 103.52 0.3045 
G18 123.06 49.57 79.30 0.2414 
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Table B3. Room temperature elastic moduli and Poisson's ratio for each 
MgTi20g specimen 
Specimen Young's modulus Shear modulus Bulk modulus Poisson's 
(GN/m^ ) (GN/m^ ) (GN/m^ ) ratio 
M21A 37.76 17.12 15.84 0.1026 
M25A 44.72 19.78 20.17 0.1305 
M25B 27.62 12.47 11.73 0.1071 
M27A 56.23 25.29 24.14 0.1117 
M28Â 26.32 11.68 11.76 0.1270 
M28B 36.22 16.74 14.44 0.0820 
M31B 23.99 11.12 9.49 0.0787 
M31C 50.04 23.12 19.96 0.0820 
M33A 22.61 10.94 8.07 0.0334 
M34A 44.25 19.81 19.26 0.1170 
M37A 102.89 42.57 58.82 0.2085 
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APPENDIX C: SURFACE THERMAL STRESSES 
A nonhomogeneous temperature distribution in a body can create 
thermal stresses. For example, a plate cooled at a uniform rate 
experiences a parabolic stress distribution, with the maximum tensile 
stress occurring at the plate's surface and a maximum compressive stress 
occurring at the plate's mid plane. For the elasticity measurements made 
in this study, the temperature was controlled manually. Upon cooling, 
the temperature readings were taken at intervals of about 50°C or less. 
The surface thermal stresses created during cooling will be discussed 
in this Appendix. 
Since the elasticity measurements were made in a vacuum, with the 
specimens suspended by two graphite threads, it may be assumed that 
radiative heat transfer was the dominant heat transfer mode. The rate 
of radiative heat transfer between surfaces 1 and 2, q, is given by the 
Stefan-Boltzmann law, which is 
q = a AFjFgCT^  ^_ (Eq. CI) 
^ere 
a = the Stefan-Boltzmann constant, 
A = a function of the radiating surfaces, 
F^  = a function of the geometry of the two surfaces, 
Fg = a function of the emissivity of the two surfaces, 
T^  = the temperature of surface 1, and 
T2 = the temperature of surface 2, 
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Let surface 1 be the surface of the specimen and surface 2 be the 
inner surface of the furnace. Then body 1 (the specimen) is small and 
completely enclosed by surface 2 (the furnace) . One can then make the 
assignments [86], 
A = (Eq. C2) 
= 1 (Eq. C3) 
Fg = (Eq. C4) 
where 
A^  = the surface area of the specimen, and 
= the emissivity of the specimen. 
Thus, Equation CI becomes 
q = a e]^ A^ (T^  ^- (Eq. C5) 
Equation C5 is often rewritten in a form similar to that used for 
convective heat transfer, as shown in the following equation 
q = hp A(T^  - T^ ) (Eq, C6) 
where h^  is the radiative heat transfer coefficient. 
With Equation C6, one can use h^  to characterize the thermal 
resistance of a surface. 
Equating Equations C5 and C6 yields the following expression for h^ , 
4 _ 4. 
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In order to evaluate Equation C7, one must know the value of e^ , 
the surface emissivity of the specimen. According to Hoch and 
Silberstein [87], the emissivity of AlgOg at 1000°C is about 0.79. The 
room temperature emissivity of AlgOg is approximately 0.2 [60]. Based 
on these two values of emissivity for AlgOg, the emissivity at 500°C 
will be estimated as 0.5 and the emissivity at 200°C will be estimated 
as 0.2. Emissivity values for GdgOg and HgTi^ Og were not found in the 
literature; therefore, it will be assumed, for calculation purposes, 
that the emissitivities of GdgOg and MgTigO^  are the same as those for 
AlgOg. Thus, for each of the three materials, the values 0.8, 0.5, and 
0.2 will be used for the emissitivities at 1000°C, 500°C, and 200°C, 
respectively. 
Based on these emissivity values, the values of h^ , calculated 
from Equation C7, are given io. Table CI. These h^  values will be used 
later in calculating the Biot moduli for each material. 
Table CI. The radiative heat transfer coefficients, h , for the three 
indicated T^  and T2 temperature pairs 
Temperatures T^  and T2 Radiative heat transfer 
(°C) coefficient h^  (watt/m^  °C) 
Tx = 1050 
T2 = 1000 
Ti = 550 
T2 = 500 
Ti = 250 
T2 = 200 
195.5 
16,4 
0.5231 
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For a plate bounded by two infinite parallel planes vith initial 
temperature T^ , the expression for the temperature distribution, 
T(x, t), as a function of position, x, and time, t, is given by 
Equation C8 [88], 
T(x.t) = ^  -P (zaO&mVç) e„s (s,. cs) 
where 
n = the summation index, 
S = the half-thickness of the plate, 
a = the thermal diffusivity, and 
T^ , T, t, and x have been defined previously. 
Equation C8 can be rewritten in terms of the Fourier modulus, —r, 
S 
or in terms of the time constants t ,^ where is given by 
4 T = 5—5— for n = 0, 1, 2, 3, ... (Eq. C9) 
" (2n+l)^  7T a 
The time required for homogenization of an arbitrary temperature 
distribution can be expressed in terms of x . The time constant t is 
o o 
the largest of the values, and is given by 
A . ,8^ To = (-2) (—) (Eq. CIO) 
TT 
Table C2 gives experimental values of a, the thermal diffusivity, 
for AI2O2, GdgOg, and NgTi20g. The subscripts 200, 500, and 1000 
indicate the temperature in units of °C, to which the particular 0/ values 
correspond. 
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Table C2. Thermal diffusivities a200» #500' *^ 1000 200°C, 500°C, 
and 1000°C, respectively 
2 2 2 
Material 0(200 /sec) a^ go /sec) a^ goo /sec) 
AlgOg* 0.043 0.020 0.014 
Gd203^ 0.010 0.008 0.008 
NgTi^ Og^  ^ 0.007 0.005 0.005 
®A11 AI2O3 data from Plummer et al. [89]. 
A^ll Gd202 data from Haglund [63]. 
A^ll MgTi20g data from Siebeneck et [90]. 
The half-thickness for each of the Al^ O^ , Gd^ O^ , and MgTi^ Og 
specimens was about 0.1 cm. Table C3 shows the values of computed 
from Equation CIO, using an S value of 0.1 cm and the a values from 
Table C2. 
Table C3. Time constants Tq200' ^ o500» o^lOOO the temperatures 
200°C, 500°C and 1000°C, respectively 
Material T^^ OO o^SOO (^ ec) o^lOOO (sec) 
AlgOg 0.094 0.203 0.289 
GdgOg 0.405 0.507 0.507 
MgTi^ Oj 0.579 0.811 0.811 
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A time equal to about 5 for example, should be sufficient to 
homogenize the temperature distribution within the specimen. For each 
of the materials and temperatures considered here, is less than one 
second, so within about five seconds after changing the furnace setting, 
the specimen should obtain a uniform temperature distribution. However, 
the furnace temperature did not change that quickly. In this study, the 
furnace consisted basically of an hexagonal array of six carbon heating 
elements, 0.6 cm in diameter and 25 cm long. The electrode array was 
3.0 cm in diameter, with the specimen placed along the axis of the array. 
A cylindrical, metal heat shield having a diameter of 5.0 cm surrounded 
the array. Since the six electrodes and the heat shield possessed their 
own characteristic heat capacities and thermal diffusivities, the 
temperature of the electrodes and heat shield could not be expected 
to change in a step function manner as the furnace setting was changed. 
Thus, the ambient temperature for the specimen would not change in a 
step-function manner. This was confirmed experimentally, as the furnace 
temperature was measured with a Pt-Pt 10% Rh thermocouple, having its 
hot junction near the middle of the specimen. The change in furnace 
temperature was approximately exponential, with a furnace time constant, 
Tp, of about two to three minutes at 1400°C and about ten to fifteen 
minutes near room temperature. Thus, since the furnace time constant, 
Tp: was considerably larger than the specimen time constant, it may 
be assumed that the specimen maintained an approximately homogeneous 
temperature distribution during cooling. A homogeneous temperature 
distribution would imply that no serious macroscopic thermal stresses 
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would appear upon cooling. The above analysis, however, assumes that 
the ambient temperature is very nearly the same as the specimen's 
surface temperature. That is, in fact, the case when the Biot modulus 
is less than unity. The following discussion will show that for each 
material and temperature range considered, the Biot modulus is less than 
unity. 
The Biot modulus, Ng^ , is a dimension-less parameter given by 
h = the appropriate heat transfer coefficient vAiich, in this 
case, is h^ , 
S = the half-thickness of the plate, in this case, and 
K = the thermal conductivity. 
Table C4 lists the thermal conductivity K, for each material. 
Again, the subscripts on K refer to temperature in units of °C. For 
AlzOg [91] and Gd^ O^  [63], the K values represent experimental data. 
For MgTigOg, the K values were computed from Equation C12. 
(Eq. Cll) 
where 
K = *T P % (Eq. C12) 
where 
= the thermal diffusivity at temperature T, 
p = the density at temperature T, and 
C = the heat capacity at temperature T. 
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Table C4. Thermal conductivities K20Q, KgQQ, and Kj^ qOC 200°C, 500°C, 
and 1000°C, respectively 
Material K2QQ(watt/cm °C) K^ Q^ Cwatt/cm °C) K^ Q^Q^ Cwatt/cm °C) 
AlgOg* 0.201 0.105 0.052 
GdgOg^ 0.026 0.022 0.024 
MgTi^O^^ 0.016 0.015 0.013 
A^ll AlgOg data from Kingery [91]. 
A^ll Gd202 data from Haglund [63]. 
M^gTigOg values calculated from Equation C12. 
Table C5 lists the Biot moduli, calculated from Equation Cil 
using the K values from Table C4 and the h^  values from Table Cl. 
Table C5. Biot moduli, %t2oo» %I500' %I1000' the temperatures 
200°C, 500°C and 1000°C, respectively 
Material B^I200(*^ ° ^  B^I500^ *^ ® ^  B^IlOOO^ *^ ® ^  
Al^Oj 2.60 1.57 3.71 
GdgOg 20.1 7.48 8.15 
MgTi^O^ 32.7 10.9 15.03 
Manson [92] considered thermal stresses in a homogeneous, flat 
plate, initially at a uniform temperature. Manson defined a 
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ic 
nondimensional stress, a , as 
° (Eq. C13) 
where 
cr = the actual stress observed in the plate, 
Y = the Young's modulus of the plate, 
jj, = Poisson*s ratio, 
a = the average thermal expansion, and 
AT = the temperature change of interest. 
Physically, a is equal to the ratio of the actual stress to the 
stress that would result from infinitely rapid cooling. 
Mans on then gives the maximum nondimensional thermal stress at 
the surface of the plate, as 
(El- C14) 
for 0 < 5. Using the values listed in Table C5, the resulting 
a values are given in Table C6. 
max 
The maximum value of the actual surface stress, CT , can then be 
max' 
computed by 
* 
a Y a AT 
%ax = (1 - (Eq. C15) 
If were to cause cracking, it should be equal to or greater 
than Cg, the fracture stress. The room temperature values of for 
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Table C6. The maximum nondimensional surface stresses, cr^ axZOO» ^ max500> 
and O'maxlOOO temperatures 200°C, 500°C, and 
1000°C, respectively 
Material 
AI2O3 0.81 0.49 1.15 
GdgOg 6.24 2.32 2.53 
MgTigOg 10.13 3.40 4.66 
^^ 2^ 3^ ' GdgOg^ , and MgTigOg^  are about 0.345 GN/m^ , 0.138 GN/m^ , and 
2 0.124 GN/m , respectively. Although is a function of temperature, 
high temperature data is not available for GdgO^  and MgTigOg. 
Therefore, for calculation purposes, these room temperature ag values 
will be used for the values at 200°C, 500°C, and 1000°C. 
In Table C7, the ratio is used to compare the maximum actual 
surface stress, to the fracture stress a^ . 
Table G? shoïfs that c is £sr less than for each of the 
max X 
materials and temperatures considered. Thus, it appears that surface 
thermal stresses do not play an important role in the tnicrocracking 
phenomena observed in this study. This result agrees with the previous 
analysis of the time constants, x^ , for each material. 
M^easured in bend [38]. 
2, 
"Determined by modulus-of-rupture tests in this study, for a 3.9 cm 
span, three-point loading, a crosshead speed of 0.05 cm/sec, and a 
specimen geometry similar to the elasticity specimens. 
M^easured in bend [29]. 
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Table C7. The ratios cT^ ax200/^ f' <^ max500/^ f» n^d Gmaxl000/*f h^e 
temperatures 200°C, 500°C, and 1000°C, respectively 
Material 52^ 5500(^ 10^ ) ""maxlOOO^ ^^ gZ^  
AI2O3 0.573 0.346 0.814 
GdgOg 5.586 2.077 2.265 
MgTi^ Og 9.707 3.258 4.467 
In addition to the a and x calculations, there is experimental 
max o 
evidence that the macroscopic thermal stresses are not the controlling 
factor in the microcracking observed in a variety of ceramics. 
Hysteresis has not been observed in the modulus-temperature curves 
for cubic materials, such as MgO [67], YgOg [46], Dy^ Og, HOgO^ , 
"^^ 2^ 3 and Yb^ Og [70]. The studies of YgOg; Dy^ Og, HOgOg, ErgOg, 
and Yb20<j were done on the same equipment as used in this study. The 
heating and cooling rates used in the elasticity studies of these cubic 
materials were at least as high, or higher than the rates used in this 
study. Therefore, the surface stresses experienced by the cubic materials 
should have been at least as great as the stresses experienced by the 
materials in this study. Nevertheless, none of the cubic materials 
showed evidence of microcracking. 
On the other hand, slow heating and cooling has resulted in 
hysteresis for such noncubic materials as MgTi^ O^  [28]. HfO^  [18]. and 
Nb^ Og [19]. For example. Manning [19] measured the thermal expansion of 
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Nb^ Og with a linear dilatometer. Manning's heating rate was 100°C per 
hour, and the cooling rate was 80°C from the maximum temperature (about 
1000°C) down to 500°C, 30°C per hour from 500°C to 300°C, 10°C per hour 
from 300°C to 100°C, and 3°C per hour from 100°C to 25°C. Despite his 
slow, continuous cooling of Nb^ O^ , Manning obtained thermal expansion 
curves that showed considerable hysteresis. Manning also noted a large 
hysteresis in his modulus-temperature curves. Thus, even slow, 
continuous cooling does not avoid microcracking in anisotropic materials. 
In addition, as the thermal expansion mismatch, for a 
material increases, the critical grain size decreases. This apparent 
correlation between critical grain size and àa is reviewed by 
max 
Dole [18] and by Cleveland [29]. 
Thus, the experimental evidence also implies that thermal expansion 
mismatch, and not surface thermal stress, was the cause of microcracking 
in this study. 
It should be noted, however, that if the half-thickness. S. of the 
specimens had been larger, the surface thermal stresses could have 
played a more important role. For example, if the half-thickness were 
increased from 0.1 cm to 3.0 cm, the value of as computed by 
Equation CIO, would have increased by a factor of 900. This would give 
a TQ of about 15 minutes, which implies that about one hour would be 
needed to homogenize an arbitrary initial temperature distribution. 
For any specimen geometry, the macroscopic surface thermal stresses 
are probably superimposed on the stresses caused by theirmal expansion 
135 
mismatch. The surface stresses, however, do not seem to play an 
important role for the relatively thin specimens used in this study. 
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APPENDIX D: EMPIRICAL CURVE FITTING OF THE T^ AND 
GRAIN SIZE DATA 
In this study, the T^  and grain size, GS, data were fit to 
Equation 42, which was of the form^  
' -=ex Z + I. (Sq. 42) 
where Z is a transformed GS variable; namely, Z is GS 
Equation 42 is, of course, of the same form as Equation 25. 
Equation 25, in turn, represents the model developed in this study. 
As an alternative to fitting the data to Equation 42, the T^  and 
GS data were fit, by a least-squares technique, to Equations D1 through 
D4. Thus, in this Appendix, the raw T^  and GS values are used. No 
transformations were made on either variable X or Y. 
Y = A + B X (Eq. Dl) 
Y = A Exp (BX) (Eq. D2) 
Y = A X® (Eq. D3) 
^ = Â T b x  
Note that Equation D3, the power-law function, is not the same as 
Equation 25. If Equation 25 were to be rewritten in a form similar to 
Equations Dl through D4, it would appear as 
In the Results and Discussion section. Equation 42 appears as 
T]^  = -CgxX + Tq. The variable Z is used here in place of X to avoid 
confusion with Equations Dl through D4. 
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Y = A X® + C (Eq. D5) 
The standard error of estimate, S^ , is one method of determining 
vAiich of a set of trial functions "best" fits the given data. In terms 
of Equations Dl through D4, is the root-mean-square of the Y 
variations, as given by Equation D6. 
- n 2 % 
S- = [-% S (Y - (A + B X )) ] (Eq. D6) 
i=l  ^  ^
where n is the number of data points. 
Tables Dl through D3 list the results of fitting the Al^ O^ , Gd^ O^ , 
and MgTijOj data to Equations Dl through D4. 
Table D4 through D6 again give results of fitting Equations Dl 
through D4 to the T^  and GS data. However, in Tables D4 through D6, 
JMd 
the role of the independent and dependent variables is reversed. That 
is, for Tables D4 through D6, X is the GS variable and Y is the T»-
Md 
variable, while the opposite was true for Tables Dl through D3. 
Table Dl. The results of fitting AI2O2 data to Equations Dl through D4, 
with X = T^  and Y = GS 
Equation 
number 
AC^m) B(pm °C'^ S^(^im) 
DI 
D2 
D4 
=403,3 
56.19 
1.412 xio"^  
7.421 xlO -3 
1,231 
2.963 XlO -3 
-7.331 XlO -6  
15.84 
20.08 
51.72 
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Table D2. The results of fitting 0620] data to Equations D1 through D4, 
with X = TJ^B and Y = GS 
Equation A(|j,in) B(p,m °C Sg(|xm) 
number 
D1 11.62 0.025 0.671 
D2 13.77 1.047 xio"^  0.782 
D3 1.151 0.491 0.648 
D4 0.067 -4.648 xlO'^  1.029 
Table D3. The 
D4, 
results of fitting HgTi-O. 
with X = T^ g and Y = GS 
data to Equations D1 through 
Equation 
number 
A(|jtm) o "" X B(pfi C Se 
D1 -0.467 0.027 0.928 
D2 4.589 1.964 xlO"^  0.808 
D3 0.044 0.913 0.974 
D4 0.166 -1.556 xio"^  0.712 
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Table 04. The results of fitting AI2O3 to Equations D1 through D4, 
with X = GS and Y = T^ 
Equation A(°C) B(°C |j;n S^ (°C) 
number 
D1 344.8 0.770 53.21 
D2 408.2 1.161 xio"^  54.84 
D3 35.59 0.487 133.1 
D4 2.253 xlO"3 -1.754 xlO"* 133.9 
Table D5. The results of fitting Gd^ Og data to Equations D1 through D4, 
with X = GS and Y = T^ g 
Equation 
number 
A(*C) B(°C nm"l) Se(°C) 
D1 -387.5 36.97 26.07 
D2 66.76 0.080 24.56 
D3 1.439 1.826 23.79 
D4 7.139 xlO"3 -1.208 xlO"^  91.59 
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Table D6. The results of fitting MgTi20^  data to Equations D1 through 
D4, with X = GS and Y = T^ g 
Equation A(°C) B(°C |xni S (°C) 
number 
Dl 118.5 29.31 30.66 
D2 223.9 0.057 38.38 
D3 56.34 0.851 30.42 
D4 3.829 xio"^  -1.208 xlO"^  78.11 
If a minimum S is taken as the criteria for the "best fit", then 
e 
the linear function (Equation DL) fits best in Tables DL, D4, and D6. 
The power-law function (Equation D3) fits best in Tables D2 and D5. 
The reciprocal function (Equation D4) fits best in Table D3. However. 
in all the other tables except D3, the reciprocal function showed the 
worst fit (the maximum value). The exponential function 
(Equation D2) failed to have the minimum in any of the tables. 
On the basis of the S values, none of the four functional forms 
e 
tested here (Equations Dl through D4) emerges as the clear choice for 
the function representing the best fit to the data. A more 
sophisticated fitting technique may or may not yield clearer results. 
It should be noted that Equation 25, v^ ich represents the model 
developed in this study, does a relatively good job of fitting the 
AlgOg, GdgOg, and MgTi^ O^  data. Also, the theoretical slopes of the 
T^  versus GS ^  curves agree reasonably well to the correspondiflg 
experimental slopes, to within an experimental constant. 
