This study discusses an application of heavy-tailed distributions to modelling of annual peak flows in general and of Polish data sets in particular. One-and two-shape parameter heavy-tailed distributions are obtained by transformations of random variables. The correct selection of a flood frequency model with emphasis on heavy-tailed distribution discrimination is then discussed. If a distribution is wrongly assumed, the error, in the upper quantile, arising as a result, depends on the method of parameter estimation and is shown analytically for three methods. Asymptotic and sampling values (got by simulation) were assessed for the pair log-Gumbel (LG) as a false distribution and log-normal (LN) as a true distribution. Comparing the upper quantiles of various distributions with the same values of moments, it is found that heavy-tailed distributions do not consistently provide higher flood frequency estimates than do soft-tailed distributions. Based on L-moment ratio diagrams and the test of linearity on log-log plots, it is concluded that Polish datasets of annual peak flows should be modelled using soft-tailed distributions, such as the three-parameter Inverse Gaussian, rather than heavy-tailed distributions.
INTRODUCTION
Statistics of extremes has played an important role in the design and management of water resources. The classical extreme value theory is built on the assumption that observations in the time series are independent and identically distributed (i.i.d.) . The cornerstone of the theory is that ''three types'' of distributions can arise as limiting distributions of extremes in random samples, i.e., Gumbel, Fréchet and Weibull. They are combined into the Generalized Extreme Value (GEV) distribution, which has been widely used for modelling the distribution of flood peaks for both atsite and regional cases. The main objection to this approach is that hydrological processes rarely produce observations that are i.i.d. and that their number in each observation period is small. The rate of convergence of an extreme value distribution with increasing number of i.i.d. events towards the theoretical extreme value distribution is not particularly rapid (Makkonen 2008) . This then opens the room for using alternative distribution families, provided they fit the data better.
In Flood Frequency Analysis (FFA), a probability density function (PDF) is selected more or less subjectively from among positively skewed PDFs of continuous type. Some of these distributions have been introduced because of their suitability to model different shapes of histogram or perhaps simply because they had not been used before (Cunnane 1989) . A few of the distributions are supported on the basis of deductive reasoning about the genesis of floods. Since the theoretical arguments advanced for the purpose can be easily undermined, empirical suitability plays a much larger role in the distribution choice than a priori reasoning. Obviously, the effect of the model selection is more pronounced and critical in the upper tail of the distribution which is of greater significance in hydrological designs.
Nowadays there is a growing consensus that hydrological extremes are heavy-tail distributed which is inherited from presumably heavy tailed maximum precipitation. El Adlouni et al. (2008) proposed a bunch of methods for tail discrimination which can help decide whether a given sample should be described by a heavy-tailed distribution. The focus of the present study is on the applicability of heavy-tailed distributions to modelling of annual peak flows in general and of Polish data sets in particular. The present views on the causes of the appearance of heavy tailed (inverse-power) distributions in nature are briefly presented in the next section. A variety of heavy-tailed distribution functions with one or two shape parameters can be derived from transformation of some soft-tailed distributed variables or both soft-and heavy-tailed distribution functions (section ''Candidate heavy-tailed distributions for flood frequency analysis'').
Hydrological records are too short to provide sufficient evidence for heavy-tailed properties of extremes. The evidence obtained by ''regional averaging'' of distribution parameters of annual hydrological maxima (Hosking & Wallis 1997 ) (i.e., a trade-off between space and time) can be undermined according to Klemeš (2000) as an artefact of using L-moment method (LMM). Hence, a variety of both thin-and thick-tailed distributions are equal as alternative models for a given sample. Our findings on the selection of the model that best fits a set of observations are briefly presented in the 
CAUSES OF INVERSE-POWER DISTRIBUTION IN NATURE
Many geophysical phenomena, because of their complexity, manifest non-regular and chaotic behaviour. It appears, however, that statistically some observational distributions and patterns reveal that their nature is not purely random. The patterns have a fractal or multi-fractal structure and distributions resemble a long-tail of inverse power form. The observations include (after Czechowski 2001 and Malamud & Turcotte 2006 ) streamflows, topography, river networks, precipitation, clouds, forest fires, landslides, rock fragments, mineral deposits, volcanic eruptions, turbulent eddies, crack populations, fault distributions, asteroid impacts, and magnitude frequency. The revelation from these facts is quite surprising; it testifies to some universality of behaviour of complex systems irrespective of the processes (physical, chemical, biological or economical) they describe. The widespread appearance of inverse-power like distributions in nature and human activity raises self-evident questions about the reasons. There are many mechanisms that produce power laws. A complex review of all these mechanisms is given by Newman (2005) , while some simple algebraic methods are quoted by El Adlouni et al. (2008) . The cause of inverse-power-like forms can be explained both by a nonlinear approach (Czechowski 2001 ) and a privilege approach (Czechowski 2005) . There is a relation between these two approaches, however.
In the first approach, the structure of the medium, or the behaviour of intrinsic processes, is purely random at the lowest description level, i.e., it may be characterized by purely random distributions, such as Poisson, exponential or Gaussian. Physical phenomena are modelled as a kind of black box g that transforms input variables x into an output variable y ¼ g(x) that is of interest in a given phenomenon.
The intrinsic structure of the model or unknown parameters is used as input random variables. An amazingly wide class of non-linear models transforms random (exponential) distributions into long tail distributions. The class includes increasing functions between power one (g(x) ¼ x k for sufficiently large k), exponential one and those that increase very rapidly along a vertical asymptote. In the case of more non-linear functions g(x), the inverse-power-like forms of distribution functions appear for sufficiently large values of y. When the models are represented by differential equations, the degree of nonlinearity of equations may be lower. Chaotic phenomena are caused by non-linearities of the model, and therefore non-linearities can lead to inverse power distributions (see McCauley 1995) .
In the second approach, the inverse power behaviour is derived using the privilege concept (where the privilege means the susceptibility of the state of the system to a change). Long tails mean an excess of large events in comparison with purely random distributions as the Poisson, exponential or normal. This suggests that during the evolution of the system, large events are in some way privileged.
If the inverse power forms of distribution functions appear for large events, i.e., the form of right tail for large y is lim y-N PðYZyÞ ¼ lim y-N FðyÞ e y Àa , then moments of the order r higher than (a þ 1) do not exist.
CANDIDATE HEAVY-TAILED DISTRIBUTIONS FOR FFA
There is a belief among hydrologists that the extreme hydrological phenomena are best described by heavy-tailed distributions. In fact, there is no strict definition as to which distributions are heavy tailed, but one can assume that such distributions are characterised by the restriction with respect to the existence of theoretical moments, whereas moments calculated for a sample are always finite. That is why heavy-tailed distributions are often identified with limited-existence-moment distributions (LEM) (e.g., Strupczewski et al. 2005 ). An alternative definition of heavy-tailed distributions based on the fourth central moment was presented by El Adlouni et al. (2008) which says that C k 43, where C k is the coefficient of kurtosis. Then all distributions commonly used in FFA would be classified as heavy-tailed.
Various heavy-tailed distribution functions can be obtained either by non-parametric transformation of some soft-tailed distributed variables (x) or by a parametric transformation of both soft-and heavy-distributions. The common non-parametric transformation functions (T) y ¼ g(x) are the exponential function y ¼ exp(x) and the inverse of x:
y ¼ x À1 The exponential transformation is applicable both to unbounded variables, i.e. with support x 2 (ÀN, þ N), and to a lower bounded variable, i.e., x 2 [E x , þ N) ( Table 1) .
Note that in each case it would transform a soft-tailed distributed variable into a heavy-tailed distributed variable.
Also, from the normal distribution one gets log-normal distribution, which is only on the edge between PDFs having moments and LEM PDFs. However, taking another symmetric distribution, namely the logistic (Table 1) , one can see that the same transformation results in a heavy-tailed distribution. In the case of a light-tailed lower-bounded distribution, such as Pearson (3) or three-parameter Inverse Gaussian (Tweedie 1957; Strupczewski et al. 2001b) , the products of this transformation, the heavy-tailed log-Pearson (3) (e.g., Griffis & Stedinger 2007; Rao & Hamed 2000, p. 170 ) and log-inverse Gaussian ), respectively, save the lower bound parameter.
Their variation and asymmetry coefficients depend on two other parameters. The ML estimation procedures for these distributions are the same as the ML procedures for Pearson (3) and inverse Gaussian distributions. However, if a primary PDF, i.e., f(x), is unbounded (see the Gumbel and logistic distributions) and has the only one shape parameter, the resulting PDF, h(y), would possess one shape parameter as well.
The inverse Gaussian distribution represents flood frequency characteristics of Polish rivers quite well Strupczewski et al. 2006) , in particular of lowland rivers. In fact, the name ''inverse Gaussian'' is misleading, since it is ''inverse'' only in that, while the Gaussian describes the distribution of distance at a fixed time in Brownian motion, the inverse Gaussian describes PDF of the first passage time for a Brownian motion starting at zero to reach the absorbing barrier at the fixed point (Cox & Miller 1965, p. 221) . The inverse Gaussian distribution arose in 
flood routing modelling (Hayami 1951; Dooge 1973) under the name ''convective diffusion'' (CD) model as the impulse response of the linear channel at a fixed distance for the Froude number equal to zero and applied in FFA as a PDF by Strupczewski et al. (2001b Strupczewski et al. ( , 2002b Strupczewski et al. ( , 2003 . The similarity between the convective diffusion (CD) and the log-normal (LN) distributions and related model discrimination problems were investigated by Strupczewski et al. (2003) .
Taking into account the interest in flood frequency analysis in the right tail estimation and the doctrine of parameter parsimony, a replacement of the lower bound parameter by the second shape parameter seems to be advisable. The background and arguments for adding the second shape parameter as a replacement of the lower bound parameter are discussed by Strupczewski et al. (2008) . Let f(x; a, b) be the PDF of a variable with lower bound at zero, where a and b are the scale and shape parameters. In principle there are three ways of introducing the second shape parameter, i.e., the power transformation of the variable (Tx), its density function (Tf) and/or its cumulative distribution function (TF). None of them changes the variability range, i.e.,
0rxrN.
Tx. Transformation of the variable by putting x ¼ y n . Then the PDF of y is hðy; a; b; nÞ ¼ n j jy nÀ1 fðx; a; bÞ ð1Þ and quantiles are related by 
exponent n should be positive real value. Then the PDF is hðx; a; b; nÞ ¼ n½Fðx; a; bÞ nÀ1 fðx; a; bÞ; n40:
Note that the PDF (Equation (5)) can be explicitly analytically defined if the F(x) has a closed form.
Not all of the three ways of introducing the second shape parameter are feasible for every distribution. In some cases the transformation does not yield the second shape parameter, i.e., after conversion of transformed PDF one gets the initial distribution function; in other cases the transformation is cumbersome. However, it is interesting that regardless of the method of transformation, some of the two-shape-parameter distributions are heavy-tailed for a certain combination of shape parameters (Table 2 ). Let us take gamma Tx distribution as an example. With positive values of shape parameters it was introduced to FFA by Krickiy & Menkel (1950) and for the first time published in 1946, known under the name ''Krickiy and Menkel distribution''. It is a light-tailed distribution which for the value of the shape parameter n (see Equation (1)) going to zero becomes a heavy-tailed-like distribution. Quantiles were estimated by the tables for the given probability of exceedance ðFÞ, the coefficient of variation (C V ) and the ratio of skewness to variation (C S /C V ). To set up the tables, Krickiy & Menkel (1950) must have solved repeatedly the set of the complicated systems of non-linear equations and they managed to do so before computers became available. With negative values of shape parameters, the gamma Tx distribution has a heavy tail (Strupczewski 1964; Strupczewski et al. 2008) . The same transformation applied to the inverse Gaussian variable (Table 2) gives soft-tailed distribution both for positive and negative value of the shape parameter n and it becomes an inverse-powerlike distribution for n-0. The use of the density transformation (Tf) for the inverse Gaussian PDF provides a soft-tailed distribution ) recognized as the Halphen type A distribution (Perreault et al. 1999) , which is found to be an excellent candidate for frequency analysis of extremes.
There are only a few heavy-tailed distributions from those listed in Tables 1 and 2 
MODEL SELECTION
Makkonen (2008) noted that the belief in the applicability of the extreme value theory is so strong that the analysis is commonly done, even when a good fit should not be expected due to the asymptotic nature of the theory. The selection of a correct or best-fitting distribution can have a significant effect on the reliability of flood-related structures. Even if the sample size is not sufficiently large for making a correct selection with a high probability, a method of selection is still required and whatever information is available it needs to be utilized. In general, even though two models may exhibit similar fits to given data, it is, nonetheless, desirable for FFA to select the true (or ''more correct'') model, since
inferences based on the model will involve tail probabilities where the effect of the model selection is more pronounced and critical.
The classical approach to model selection employs either of two statistical identification approaches as a decision procedure for statistical model building or identification:
(1) goodness-of-fit procedure which is of little value for model selection in hydrology or (2) discrimination procedure.
Both approaches, by definition, take into account the whole range of data in the sample. The discrimination procedures that are commonly used in hydrology define a test statistic as well as a decision rule indicating the action to be taken for each observed sample. Having defined the discrimination procedure, one selects from a set of competing models the model that is, according to the decision rule, best fitted to the data. 
No restrictions
Log-logistic
Log-Gumbel As far as the Polish gauging stations were concerned, the studies revealed that the CD model has been selected as the best by the K and R procedures, whilst the QK procedures pointed to the LN model. As one can see, depending on the discrimination procedure applied, Polish datasets can be either CD or LN. Such contradictory results mean that one has to look for the ways to increase the efficiency of the model selection by, e.g., using several discrimination procedures (for the same datasets and models), combined with the knowledge of their efficiency for a given case supplemented by the classical graphical analysis on the probability paper.
Recently, catering for the extreme value theory and accepting the fact that none of simple parametric models can fit data equally well in their whole range, the balance in quantile estimation and distribution fitting has drifted towards the methods which attach greater weight to the tails of distributions and hence to largest elements in the sample rather than to the whole range of data. This approach is a consequence of the belief that the key information for FFA purposes, i.e. the upper quantiles, can be ''read'' from the tail of distributions based on the largest elements in the sample regardless of their, usually very poor, quality.
Therefore, the estimation of tail behaviour may be a fundamentally different problem than that of estimating a suitable density function for the main body of the data. Moon & Lall (1994) The log-log test called, also tail probability plot, consists in the fact that for the exponential tail with mean m:
and for power-law large quantiles
a41 is the tail index (the smaller the a, the more heavy-tailed the distribution). Taking the logarithm of (6) and (7) Once the class of the distributions is approved, the selection of an appropriate distribution from among the competitors within the class can be continued by means of classical tests and criteria, such as Akaike Information Criterion (AIC) (Akaike 1970; Hurvich & Tsai 1989) or Bayesian Information Criterion (BIC) (Schwarz 1978) . The results of the application of this procedure to the Polish annual peakflood datasets will be described in detail in the penultimate section.
MODEL ERROR
In practice one deals with ''false'' model and is not able to 
Similarly, LMM, as an approximation method, reduces to the L-moment or probability weighted moment matching: 
where F (?) is the cumulative probability distribution.
In order to apply the Maximum Likelihood Method 
where log L (F) denotes the log-likelihood function for the false distribution.
In order to derive the asymptotic bias (B) of a quantile x p , and the corresponding value of x p of the approximating function, i.e. x p (F) . Thus, the asymptotic relative bias of a quantile, x p , is defined as
)/x p Bias of both SD and C S is negative and its absolute value grows with an increase of C S , tending to zero with a sample size. Its algebraic bounds depend on the sample size. The algebraic bounds of skewness and kurtosis discovered for mathematical statistics by Wilkins (1944) and for hydrology by Kirby (1974) Note that the sampling moments are always finite, i.e., even if the respective population moments do not exist.
Therefore, to be strict, allowance for heavy-tailed distribu- To study the sampling properties of the bias we performed simulation experiments on several (F; T) pairs. The results of (F ¼ LG, T ¼ LN) and (T ¼ LN) are presented in Table 3 . The relative bias (dB) and relative root mean square error (dRMSE) ofx F¼:99 for three estimation methods, three values of the coefficient of variation of the ''true'' distribution, i.e.
, and various sample sizes, including asymptotic sample, are shown in Table 3 . As one can see, MOM for (F ¼ LG, Aimed as a continuation of pioneering studies by Landwehr et al. (1980) and Kuczera (1982) using simulation techniques, Kochanek et al. (2005) assessed the performance of various models combined with three estimation methods, i.e.,
MOM, LMM and MLM, versus five five-parameter specific
Wakeby distributions serving as flood parent distributions.
The MLM was found to produce usually the largest values of both bias and RMSE of upper quantiles for hydrological (i.e., up to 100 elements) sample sizes. Moreover, some calculations of three-parameter distributions estimated by MLM in many cases did not give the 100% reliability even for a large sample size; the procedure for GEV performed particularly badly. The results of Kochanek et al. (2005) , however, deal with the case when the parent distribution is known and so are the errors resulting from wrong decisions as to the model choice. In reality, the situation is more 
UPPER QUANTILES OF VARIOUS DISTRIBUTIONS
However, it is not always the case. This obstacle can be easily overcome by numerical integration using, e.g., algorithms built in the Wolfram Mathematica package. It has enabled us to include the two-and three-parameter inverse Gaussian distribution into our comparison. The simulation approach has been proposed as an alternative and for checking numerical results .
Note that the L-moments ratio estimates have very small biases even in moderate samples (Hosking & Wallis 1997, p. 28) . Hence, generating a long sequence one can get the relationships between the distribution parameters and the L-moments and their ratios.
Results obtained for the L-moment matching for both two-parameter distributions (Table 4 ) and three-parameter distributions ( Table 5 ) are in full agreement with the common conviction that the upper quantiles of heavy-tailed distributions provide higher values of upper quantiles than those of other distributions. For two-parameter distributions (Table 4) , Table 4 9 9 9 9 Upper quantiles vs. the coefficient of L-variation. Two-parameter distributions and the L-moments method, while the first L-moment: l 1 ¼ 100 Relations of t and C V for the distributions of Table 4 are displayed in Figure 3 , while the relations of t 3 and C S are given in Figure 4 .
For three-parameter distributions ( Table 5 , where l 1 ¼ 0, (3) distribution, i.e., the distribution being still obligatory for FFA in Poland, we get for GLL and t 3 ¼ 0.33 the ratio 1.2 and 1.8 for F ¼ 0.99 and F ¼ 0.999, respectively.
Concluding, the replacement of thin-tailed distributions by thick-tailed distributions, while using the L-moments estimation technique, gives rise to hydrologic design values, which are particularly significant for major structure designs.
Surprisingly, the situation is a bit different, if the conventional moment technique is used instead of L-moments. The impact of heavy tails on the upper quantile estimates for both two-parameter distributions (Table 6 ) and three-parameter distributions (Table 7) is much less noticeable for MOM than when using the L-moment method and the differences in Table 5 9 9 9 9 Upper quantiles vs. the coefficient of L-skewness. Three-parameter distributions and L-moments method, while the first L-moment: l 1 ¼ 0 and the second L-moment l 2 ¼ 1.0 (Table 6 ), for C V ¼ 1.0 and 1.5 both LG and LL produce lower values for F ¼ 0.99 than all other distributions but the normal and Gumbel for
is 85% of the log-normal value. As before, the influence of thick tail is more pronounced for greater cumulative probability (F) value. For F ¼ 0.999, which corresponds to a major structure design value, it is only for C V ¼ 1.5 where the both log-normal and inverse Gaussian quantiles are greater than those of the heavy-tailed distributions.
For three-parameter distributions (Table 7 , where a 1 ¼ 0, s ¼ 1) and F ¼ 0.99, the values of GEV and GLL quantiles are generally less than those of thin-tailed distributions.
For F ¼ 0.999 the quantiles of heavy-tailed distributions exceed those of thin-tailed distributions only for small skewness, i.e., for C S r2. Note that the quantiles for given C S differ less than those of L-moments for given L-C S , pointing to 9 The C S -L-C S relation for some three-parameter distributions. Note that (e.g. Hosking & Wallis 1997) 
Table 6 9 9 9 9 Upper quantiles vs. the coefficient of variation. Two-parameter distributions and the method of moments while the mean: a 1 ¼ 100 However, the definition of PMF is really rather vague and methods allowing better estimates of this bound should be developed. A promising area for research is the use of atmospheric models. According to Kuchment (2008) , the PMF of large Russian rivers can be estimated assuming the maximum possible snow-melting intensity lasting for the concentration time, and no losses for infiltration.
LOOKING FOR HEAVY-TAILED DISTRIBUTIONS OF POLISH RIVER FLOW DATA
As a case study, time series of annual maxima from 39 gauging stations in Poland (see Figure 5 and Table 8) Recently, however, a seasonal approach has been implemented at the Institute of Meteorology and Water Management (Poland). The type of winter/summer distribution was selected from a four-element set of candidates using the AIC criterion. However, this approach is not obligatory and in many applications Pearson (3) is still used.
While scrutinizing the data, the feasibility of modelling each time series by a unimodal PDF should be evaluated.
Therefore, the visual assessment of nonparametric kernel PDFs (Adamowski 1985; Adamowski & Feluch 1990; Lall et al. 1993 ) was carried out. Despite the fact that Polish annual peak flow series are mixtures of winter and summer peaks, their empirical probability density functions resemble unimodal distributions. As it was stated earlier, the distribution choice is crucial for a design value, i.e., for large quantiles estimation. To assess the fitness of various distributions to the data, the L-moment ratios are used as summary statistics, namely, coefficients of L-variation (L-C V t), L-skewness (L-C S t 3 ), and L-kurtosis (L-C K t 4 ) were calculated for each of the 39 Polish gauges. They are listed in Table 8 and shown on the L-moment ratio diagrams together with relationships of various distributions, namely L-C S vs L-C V for 8 selected two-parameter models - Figure 6 .
L-C K vs L-C S for 7 three-parameter distributions -Figure 7. The next step was to test which of the four regularly varying distributions best describe datasets qualified as class C; to do so, the BIC and AIC criteria were calculated for each C-class dataset. According to both criteria, the heavy-tailed inverse gamma distribution fitted best to five peak flow series, i.e., nos. 2, 11, 29, 36 and 39, out of eight belonging to class C.
Only two gauges (nos. 23 and 25) are best described by log-Pearson (3) 
CONCLUSIONS AND RECOMMENDATIONS
Since the assumptions of extreme value theory are irrelevant for flood events, there is little use of it for realistic FFA. Therefore, the replacement of thin-tailed models by thicktailed models, while using the L-moment estimation technique, gives rise to hydrologic design values, which is particularly significant for major structure designs.
Investigation of Polish annual maxima datasets by the L-moment ratio diagrams for two-and three-parameter distributions and by the two-step procedure of model selection (El Adlouni et al. 2008) shows that they follow light-tailed distributions rather than heavy-tailed distributions. Only 9 out of 39 stations are located relatively close to lines of heavytailed distributions on the L-C S -L-C K moment ratio diagram, while the linearity hypothesis of the log-log plot was verified at the 5% significance level for 8 of 39 datasets only. The L-C S -L-C K diagram points to the three-parameter inverse Gaussian as the best fitted of distributions considered for a majority of Polish data sets, i.e., distributions with more light tail than that of the log-normal distribution. The long-tailed distributions obtained by the Tx transformation of the gamma or inverse Gaussian may be considered as alternatives for the heavy-tailed models for Polish rivers.
Concluding, the impossibility of ''true'' model identification even if it is of a simple form, sample constraints in multi-parameter estimation, the assessed magnitude of the model error of upper quantile estimation, the non-stationarity of river flow process, and problems of ungauged catchments lead to the conclusion that we should step back and focus on the physics of extremes in hydrology.
