Given a sample from a discretely observed Lévy process X = (X t ) t≥0 of the finite jump activity, we study the problem of nonparametric estimation of the Lévy density ρ corresponding to the process X. Our estimator of ρ is based on a suitable inversion of the Lévy-Khintchine formula and a plug-in device. The main result of the paper deals with an upper bound on the mean square error of the estimator of ρ at a fixed point x. We also show that the estimator attains the minimax convergence rate over a suitable class of Lévy densities.
Introduction
Recent years have witnessed a great revival of interest in Lévy processes, which is primarily due to the fact that they found numerous applications in both theoretical and applied fields. The main interest has been in mathematical finance, see e.g. [19] for a detailed treatment and many references, however Lévy processes obtained due attention also in queueing, telecommunications, extreme value theory, quantum theory and many others. A thorough exposition of the fundamental properties of Lévy processes can be found e.g. in [6] , [29] and [37] .
It is well-known that Lévy processes have a close link with infinitely divisible distributions: if X = (X t ) t≥0 is a Lévy process, then its marginal distributions are all infinitely divisible and are determined by the distribution of X ∆ , where ∆ > 0 is an arbitrary fixed number. Conversely, given an infinitely divisible distribution µ, one can construct a Lévy process X = (X t ) t≥0 , such that P X ∆ = µ, cf. Theorem 7.10 in [37] . Hence the law of the process X can be uniquely characterised by the characteristic function of X ∆ , where ∆ > 0 is some fixed number. By the Lévy-Khintchine formula for infinitely divisible distributions, the characteristic function of X ∆ can be written as φ X ∆ (t) = e ψ ∆ (t) ,
where the exponent ψ ∆ , called the characteristic or Lévy exponent, is given by
see Theorem 8.1 of [37] . Here γ ∈ R, σ ≥ 0 and ν is a measure concentrated on R\{0}, such that R\{0} (1∧x 2 )ν(dx) < ∞. This measure is called the Lévy measure, while the triple (γ, σ 2 , ν) is referred to as the characteristic or Lévy triplet of X. The parameter γ is called a drift parameter and a constant σ 2 is a diffusion parameter. The representation in (1) in terms of the Lévy triplet is unique. It then follows that the Lévy triplet determines uniquely the law of any Lévy process. Therefore, many statistical inference problems for Lévy processes can be reduced to inference on the corresponding characteristic triplets. Until quite recently most of the existing literature dealt with parametric inference procedures for Lévy processes, see e.g. [1] , [2] , [3] , [4] , [7] , [8] , [15] , [27] , [34] , [36] and [42] . However, a nonparametric approach is also possible and arises if one does not impose parametric assumptions on the Lévy measure, or its density, in case the latter exists. A nonparametric approach can give e.g. valuable indications about the shape of the Lévy density. Furthermore, parametric inference for Lévy processes is complicated by the fact that for many Lévy processes their marginal densities are often intractable or not available in a closed form. This makes the implementation of such a standard method as the maximum likelihood method difficult. We refer to [10] , [11] , [17] , [19] , [23] , [26] , [28] , [33] , [41] and references therein for a nonparametric approach to inference for Lévy processes.
In the present work we will assume that the Lévy measure ν has a finite total mass, i.e. ν(R) < ∞, and that it has a density ρ. In essence this means that the Lévy processes that we sample from is a sum of a linear drift, a rescaled Brownian motion and a compound Poisson process. Thus this model is related to Merton's model of an asset price, see [31] . Nonparametric inference for a similar model was already considered in [5] and [26] . Another work that deals with nonparametric estimation of the Lévy density is [17] . However, its model is different, as γ = 0, σ = 0 is assumed and ν(R) is not necessarily finite.
Since in our case ν(R) < ∞, the Lévy-Khintchine exponent can be rewritten as
Notice that γ's in (1) and (2) are in general different, but we use the same symbol for economy of notation. Suppose that the Lévy process X = (X t ) t≥0 is observed at discrete time instances ∆, 2∆, . . . , n∆ with ∆ kept fixed. By a rescaling argument, without loss of generality, we can take ∆ = 1. Based on observations X 1 , . . . , X n , our goal is to estimate the density ρ. We will base an estimator of ρ on a suitable inversion of φ X 1 . The idea of expressing the Lévy measure or the Lévy density in terms of φ X 1 and then replacing φ X 1 by its natural nonparametric estimator, the empirical characteristic function, to obtain a plug-in type estimator for the Lévy measure or the Lévy density has been successfully applied in [5] , [17] , [23] , [26] , [33] and [41] . The logic behind this approach is that except of some particular cases, e.g. that of the compound Poisson process, see [10] and [11] , an explicit relationship expressing the Lévy measure or its density directly in terms of the distribution of X 1 is unknown. This hampers the use of a plug-in device, which is one of the most popular and useful methods for obtaining estimators in statistics. On the other hand the Fourier approach allows one to cover a large class of examples, as shown in the above-mentioned papers. Notice that our model also shares many features characteristic of a convolution model with partially or totally unknown error distribution, see [13] , [18] , [30] and [32] . For instance, the Brownian components in X 1 , . . . , X n in our case will play a role similar to the measurement error in those papers, in case the latter has a normal distribution.
We proceed to the construction of an estimator of ρ. First by differentiating the Lévy-Khintchine formula we will derive a suitable inversion formula for ρ. Suppose that R x 2 ρ(x)dx < ∞. Since ρ has a finite second moment, so does X 1 by Corollary 25.8 in [37] . Also E [|X 1 |] is finite by the Cauchy-Schwarz inequality. Hence we can differentiate φ X 1 with respect to t to obtain
Notice that differentiation of R (e itx − 1)ρ(x)dx under the integral sign is justified by the dominated convergence theorem, applicable because of our assumptions on ρ. Next rewrite (3) as
which is possible, because φ X 1 (t) = 0 for all t ∈ R, see e.g. Theorem 7.6.1 in [16] . Differentiating both sides of this identity with respect to t, we get
where again we interchanged the differentiation and integration order in the righthand side of (4) to obtain the righthand side of (5). Thus by rearranging the terms, we have
Suppose that the righthand side is integrable, which is equivalent to the assumption that φ ′′ ρ is integrable. Then by Fourier inversion
If x = 0, this yields
and we obtain a desired inversion formula. This formula coincides with the one given in [12] 1 . The formula has to be compared to related inversion formulae given in [17] , [33] and [41] . Denote Z j = X j − X j−1 and observe that Z 1 , . . . , Z n are i.i.d., which follows from the stationary independent increments property of a Lévy process. Letφ(t) = n −1 n j=1 e itZ j . By the strong law of large numbers, for 1 [12] contains a more general result valid also for Lévy densities with infinite total mass. However, the statement of the theorem in [12] mistakenly claims that the Lévy density ρ is bounded under the assumptions given in [12] . In reality this can in general be ascertained only for x 2 ρ(x). Examples (e) and (f) considered in [12] illustrate our point.
every fixed t, the empirical characteristic functionφ(t) and its derivatives with respect to t,φ ′ (t) andφ ′′ (t), converge a.s. to φ X 1 (t), φ ′ X 1 (t) and φ ′′ X 1 (t), respectively. Using a plug-in device, a possible estimator of ρ(x) could be
whereσ 2 is some estimator of σ 2 . The problem with this "estimator" of ρ is that in general the integrand in (7) is not integrable. Furthermore, small values ofφ(t) in its tails may render the estimator numerically unstable, sinceφ(t) appears in the denominator in (7) . Therefore, as an estimator of ρ we propose the following modification of (7):
Here φ w denotes the Fourier transform of a kernel function w, while a number h > 0 denotes a bandwidth. This terminology is borrowed from the kernel estimation theory, see e.g. [38] . The integral in (8) is finite under the assumption that φ w has a compact support, for instance on [−1, 1], and an appropriate assumption on G t . We define the latter set by
Hence G t depends on h, as well as a constant Σ and a sequence κ n of real numbers to be specified in the next section. At this point notice that we could have also used a diagonalised estimator
to estimate (φ X 1 (t)) 2 in the denominator of (6) and a similar diagonilised estimator to estimate (φ ′ X 1 (t)) 2 . An advantage of these two estimators is that they are unbiased estimators of (φ X 1 (t)) 2 and (φ ′ X 1 (t)) 2 , respectively, while (φ(t)) 2 and (φ ′ (t)) 2 are not. On the theoretical side study of a possible modification ofρ would require the use of the theory of U-statistics, see e.g. Chapter 12 in [39] . However, since in the present paper we are mainly concerned with rates of convergence for estimation of ρ, we refrain from a study of this possible modification ofρ.
It remains to propose an estimator of σ 2 . To this end we use an estimator from [26] defined viâ
Here v h is a kernel function depending on h, while M n denotes a sequence of positive numbers diverging to infinity at a suitable rate. The estimator is again based on the Lévy-Khintchine formula and we refer to [26] for the heuristics of its introduction. If φ w is symmetric and real-valued, then by taking a complex conjugate one can see thatρ is real-valued, because this amounts to changing the integration variable from t into −t in (8) . On the other hand, positivity of ρ is not guaranteed, which is a slight drawback often shared by estimators based on Fourier inversion and kernel smoothing. However, one can always considerρ + (x) = max(ρ(x), 0) instead ofρ(x). For this modified estimator
and hence its performance is at least as good as that ofρ, if the mean square error is used as the performance criterion of an estimator.
The structure of the paper is as follows: in the next section we will study the asymptotic behaviour of the mean square error of the proposed estimator of ρ and show that it is rate-optimal over a suitable class of Lévy densities. The proofs of results from Section 2 are collected in Section 3.
Results
We first formulate conditions that will be used to establish asymptotic properties of the estimatorρ. We also supply some comments on these conditions. Introduce a jump size density f (x) := ρ(x)/ν(R).
Condition 2.1. Let the unknown density ρ belong to the class
where β, L, K and Λ are strictly positive numbers.
This condition is similar to the one given in [26] and we refer to the latter for additional discussion. When β is an integer, the integrability condition on φ f is roughly equivalent to f having a derivative of order β. The moment condition on f and consequently on ρ is admittedly strong, but on the other hand in mathematical finance it is customary to assume that ρ has a finite exponential moment. Although the case σ = 0 can also be handled, the truncation with 1 Gt in that case will preclude our estimator from being rate-optimal. We concentrate on the case σ > 0, since it is more interesting from the point of view of applications. For the case when σ = 0 is known beforehand we refer to [17] and [23] . This condition is the same as the one in [26] , cf. also [5] .
Condition 2.4. Let the bandwidth h depend on n and be such that
This condition is similar to the one given in [26] . Notice that in order to keep our notation compact, we suppress the dependence of h on n. On a more conceptual level, observe that in general σ determines how fast the characteristic function φ X 1 decays at plus and minus infinity. Thus the knowledge of Σ gives us a lower bound on the rate of decay of φ X 1 . The fact that the bandwidth h depends on Σ has a parallel in the condition on the smoothing parameter in [17] , see Remark 4.2 there, and also arises in deconvolution problems with unknown error distribution, see [13] . As usual in kernel estimation, see e.g. p. 7 in [38] , a choice of h establishes a trade-off between the bias and the variance of the estimator: too small an h will result in an estimator with small bias but large variance, while too large an h results in the estimator with large bias but small variance. From Theorems 2.3 and 2.4 it will follow that the choice of ρ as in Condition 2.4 is optimal in a sense that it asymptotically minimises the order of the mean square error of the estimatorρ at a fixed point x.
Condition 2.5. Let the kernel w be the sinc kernel: w(x) = sin x/(πx).
The sinc kernel has also been used in [26] when estimating the Lévy density. Its use is also frequent in deconvolution problems, see e.g. [13] . The Fourier transform of the sinc kernel is given by φ w (t) = 1 [−1,1] (t). Condition 2.6. Let the sequence κ n be such that κ n = κ(log(3 log(3n))) −1 for a constant κ > 0. This is a technical condition used in the proofs. The factor 3 under the logarithm sign is unimportant and is taken only to make k n positive for all n. The intuition behind Condition 2.6 is that up to a constant e −2Λ , e −Σ 2 /(2h 2 ) gives a lower bound on the modulus of the characteristic function |φ X 1 (t)| on the interval [−h −1 , h −1 ]. For n large enough, with an indicator 1 Gt in the definition ofρ we thus cut-off those frequencies t, for which |φ emp (t)| becomes smaller than the lower bound for |φ X 1 (t)|. Other sufficiently slowly vanishing sequences {k n } can also be used. Of course conditions other than Condition 2.6 are also possible and we refer e.g. to [17] for an alternative truncation method in the definition of an estimator of a Lévy density in a problem similar to ours. That particular truncation method is advantageous in the case σ = 0. However, if we know beforehand that σ > 0, it is natural to incorporate the knowledge of Σ in the selection of the threshold level in (8) , since the knowledge of Σ is required anyway when selecting the bandwidth h.
Next we recall two conditions from [26] which were used to study the estimatorσ 2 . For the convenience of a reader we also state a result on the asymptotic behaviour of its mean square error. The latter is used in the proof of Theorem 2.3 below. 
Here β is the same as in Condition 2.1.
It is for simplicity of the proofs that we assume that the smoothing parameter h in the definition ofσ 2 is the same as in Condition 2.2. In practice the two need not be equal, although they have to be of the same order.
Condition 2.8. Let the truncating sequence
, where m n = log log(3n). (9) . Then
Even though Condition 2.1 differs slightly from its counterpart in [26] , this does not affect the proof of Theorem 2.1. Notice that had we not assumed ν(R) < ∞, there would not exist a uniformly consistent estimator of σ 2 , see Remark 3.2 in [33] . In fact even the existence of a consistent estimator of σ 2 is not clear in that general setting.
Together with the above theorem, our main tool in studying the estimatorρ is the following maximal inequality for the empirical characteristic functionφ(t) and its derivatives. Setφ (0) (t) =φ(t) and likewise φ 
provided |x| k+1 L 2∨r (P) is finite. Here the probability P refers to the law of X 1 .
The theorem constitutes a generalisation of the corresponding result for φ and r = 2 given in [26] . The theorem is of possible general interest as well. For related results on the empirical characteristic function see Theorem 1 in [21] and Theorem 4.1 in [33] .
Equipped with the above two theorems, we are now ready to formulate the main result of the paper, which concerns the mean square error of the estimatorρ at a fixed point x = 0. Notice that we prefer to work with asymptotics uniform in Lévy triplets, since existence of the superefficiency phenomenon in nonparametric estimation makes it difficult to interpret fixed parameter asymptotics, see e.g. [9] for a good discussion. This also explains why we imposed certain smoothness assumptions on the class of Lévy densities: too large a class of densities, e.g. of all continuous densities, usually cannot be handled when dealing with uniform asymptotics, see e.g. Theorem 1 on p. 36 in [22] for an example from probability density estimation.
Theorem 2.3. Denote by T the collection of all Lévy triplets satisfying Conditions 2.1-2.3 and assume Conditions 2.4-2.8. Let the estimatorρ be defined by (8). Then we have
for every fixed x = 0.
Thus the convergence rate of our estimator turns out to be logarithmic, just as for the estimator proposed in [26] . This result can be easily understood on an intuitive level by comparison to a nonparametric deconvolution problem: if the distribution of the measurement error in a deconvolution model is normal, and if the class of the target densities is massive enough, e.g. some Hölder class (see Definition 1.2 in [38] ), the minimax convergence rate for estimation of an unknown density will be logarithmic for both the mean squared error and mean integrated squared error as measures of risk, see [24] and [25] . Of course the same holds true also for deconvolution models with unknown error variance, see [13] and [30] . In fact we will prove that our estimatorρ attains the minimax convergence rate for estimation of the Lévy density ρ at a fixed point x, when the risk is measured by the mean square error, see the theorem below. 
for constants β > 0 and L > 0. Let T be a collection of all such triplets. Then for every fixed x we have
where the infimum is taken over all estimators ρ n based on observations X 1 , . . . , X n .
We conclude this section by a comparison ofρ to the estimator ρ n proposed in [26] . Up to some additional truncation, the latter estimator is given by ρ n (x) = 1 2π
e iγt e −λ e −σ 2 t 2 /2 dt,
where Log denotes the so-called distinguished logarithm, i.e. a logarithm that is a continuous and single-valued function of t, see Theorem 7.6.2 of [16] for the definition. Furthermore,γ,λ andσ 2 are estimators of γ, ν(R) and σ 2 , respectively. Notice that in general the distinguished logarithm Log(g(t)) of some function g is not a composition of a fixed branch of an ordinary logarithm with g. The estimator ρ n seems to be given by a more complicated expression thanρ, because it depends explicitly on estimators of γ and ν(R) in addition to the estimator of σ 2 . Furthermore, the distinguished logarithm in (13) can be defined only for those ω's from the sample space Ω for whichφ as a function of t does not hit zero on [−h −1 , h −1 ]. For those ω's for which this is not satisfied, ρ n has to be assigned an arbitrary value, e.g. one can assume that ρ n is a standard normal density. It is shown in [26] that the probability of the event thatφ hits zero for t in [−h −1 , h −1 ] vanishes under appropriate conditions as n → ∞. However, an almost sure result of a similar type remains to be unknown. This seems to be a disadvantage of the estimator ρ n . On the other hand the estimatorρ is undefined for x = 0 and a study of its asymptotic properties requires stronger moment conditions on the Lévy density ρ. In conclusion, both estimators are rate-optimal, but each of them seems to have its own advantages over another.
Proofs
Proof of Theorem 2.2. The proof follows the same lines as the one in [13] , pp. 326-327 and [26] , pp. 334-335. We also seize an opportunity to correct some inaccuracies.
We have E sup
where G n v t,k denotes an empirical process
and the function v t,k is defined as v t,k : x → (ix) k e itx . Introduce the functions v t,k,1 : x → x k cos(tx) and v t,k,2 : x → x k sin(tx). Since |i k | = 1 and e itx = cos(tx) + i sin(tx), the c r -inequality gives E sup
Furthermore, by differentiability of v t,k,j with respect to t and the meanvalue theorem we have
for j = 1, 2. Consequently, v t,k,j is Lipschitz in t with a Lipschitz constant |x| k+1 . In what follows we will need some definitions and results from the theory of empirical processes. For all the unexplained terminology and notation we refer e.g. to Section 19.2 of [39] or Section 2.1.1 of [40] . First of all, by (14) and Theorem 2. 
Here Q is any probability measure. Since it is easily seen that
cf. p. 84 in [40] , and
we obtain that
By taking s = 0, it follows from the definition of v t,k,j and (14) that the function F h,1 (x) = |x| k+1 h −1 can be used as an envelope for the class F n,1 , while F h,2 (x) = |x| k+1 h −1 + |x| k can serve as an envelope for F n,2 . Next define J(1, F n,j ), the entropy of the class F n,j , as
where j = 1, 2 and the supremum is taken over all discrete probability measures Q, such that F h,j (x) L 2 (Q) > 0. Notice that F n,j 's are measurable classes of functions with measurable envelopes. Theorem 2.14.1 in [40] then implies that E sup
Here the probability P refers to the distribution of X 1 under the Lévy triplet (γ, σ 2 , ρ). Observe that
Moreover, we have
provided h ≤ 1. Here we also used the c 2 -inequality and an elementary inequality (a + b) 1/r ≤ a 1/r + b 1/r valid for positive a and b. It remains to bound the entropy J(1, F n,j ). By the fact that
L 2 (Q) and taking ǫh −1 instead of ǫ in (15), we get
, by monotonicity of N [] in the size of the bracket combined with (15), we obtain that
Inserting the bounds from (16) and (17) into the definition of J(1, F n,j ), we see that
This yields the statement of the theorem.
Proof of Theorem 2.3. By the c 2 -inequality we have
where ρ(x) = 1 2π
By the fact that φ ρ (t) = λφ f (t) and the Fourier inversion argument we can bound T 1 as
provided that h ≤ 1. Hence by Condition 2.2 sup T T 1 is of order (log n) −β . Furthermore, by the c 2 -inequality
where for a function ζ the mapping Φ is defined by
By Theorem 2.1 in combination with Condition 2.4 we have sup T T 3 (log n) −β−2 . Next notice that
Hence it remains to study T 5 . This will be done via applications of Theorem 2.2. First of all, the c 2 -inequality gives
By another application of the c 2 -inequality we obtain
The first summand in the last equality can be bounded as
Further bounding gives
Now apply the Cauchy-Schwarz inequality to the righthand side to obtain
Observe that by the fact that |φ ′′ (t)| ≤ n −1 n j=1 Z 2 j and the c 4 -inequality
where the last inequality follows from the Marcinkiewicz-Zygmund inequality as given in Theorem 2 of [35] . 
where W is a standard normal random variable, while Y has a compound Poisson distribution with intensity ν(R) and jump size density f.
Y (0) and that under Condition 2.1 and with the Lyapunov inequality it is laborious, though straightforward to show that φ 1 ] is also bounded and then so is sup T √ T 12 . As far as T 13 is concerned, we have
which follows from Conditions 2.1 and 2.2. Inequality (10) with k = 2 and r = 4 then yields
Since |x| 2 L 4 (P) and |x| 3 L 4 (P) are bounded by a constant uniformly in Lévy triplets (this can be proved by essentially the same argument as we used for sup T E [Z 8 1 ] above), it follows that sup T T 13 is negligible in comparison to (log n) −β . This is also true for h −2 sup T √ T 13 and then also for sup T T 10 . To complete the study of T 8 , we need to study T 11 . The latter can be bounded as follows:
By the same reasoning as above one can show that sup T T 11 is negligible compared to (log n) −β . Consequently, so is sup T T 8 . Next we deal with T 9 .
Notice that by our conditions and the Lyapunov inequality
Hence it holds that
Consequently, we have
We study the expectation on the righthand side. First of all, for t ∈ [−h −1 , h −1 ] and all n large enough we have
1 G * and then by Chebyshev's inequality we obtain
Next apply (10) with k = 0 and r = 2 to the expectation in the rightmost inequality to conclude that sup T T 9 is negligible in comparison to (log n) −β . This shows that also sup T T 6 is negligible in comparison to (log n) −β . To complete bounding T 5 and eventually T 4 , we need to bound T 7 . By the
Since |φ(t)| ≤ n −1 n j=1 |Z j |, it follows that the term T 18 is bounded by E [(n −1 n j=1 |Z j |) 8 ]. By the c 8 -inequality we then get
Hence sup T T 18 is bounded by a constant, which is proved by the same argument as we used for sup T T 12 . Finally, we consider T 19 . We have
. Using (10), we conclude that sup T T 19 is negligible in comparison to (log n) −β .
Hence so is sup T T 16 . It remains to study T 17 . Since
it follows from (10) and Condition 2.4 that sup T T 17 is negligible in comparison to (log n) −β . Consequently, so are sup T T 15 and sup T T 7 . Combination of all the above results completes the proof of the theorem.
Proof of Theorem 2.4.
The statement of the theorem is for estimators based on observations X 1 , . . . , X n , but the relationship Z j = X j − X j−1 and the stationary independent increments property of a Lévy process allows us to work with Z 1 , . . . , Z n instead. We adapt the proof of Theorem 4.1 in [26] to the present case. A general idea of the proof is as follows: we will consider two Lévy triplets T 1 = (0, σ 2 , ρ 1 ) and T 2 = (0, σ 2 , ρ 2 ) depending on n and such that the Lévy densities ρ 1 and ρ 2 are separated as much as possible at a point x, while at the same time the corresponding product densities q ⊗n 1 and q ⊗n 2 of observations Z 1 , . . . , Z n are close in the χ 2 -divergence and hence cannot be distinguished well using the observations Z 1 , . . . , Z n . Up to a constant, the squared distance between ρ 1 (x) and ρ 2 (x) will then give the desired lower bound (12) for estimation of a Lévy density ρ at a fixed point x. This is a standard technique and we refer to Chapter 2 of [38] for a good exposition of methods for deriving lower bounds in nonparametric curve estimation.
Consider two Lévy triplets T 1 = (0, σ 2 , ρ 1 ) and T 2 = (0, σ 2 , ρ 2 ), where ρ j (u) = ν(R)f j (u) for j = 1, 2 and constants 0 < ν(R) < Λ and 0 < σ 2 < Σ 2 . Let f 1 (u) = 1 2 (r 1 (u) + r 2 (u)), where two densities r 1 and r 2 are defined through their characteristic functions as follows:
to see that where the last inequality is a consequence of the mean-value theorem applied to the function e x and the fact that |ν(R)φ f i (t)| ≤ Λ < ∞. Hence a choice δ n ≍ (log n) −1/2 with an appropriate constant will imply that T 1 → 0 as n → ∞.
To complete the proof, we need to show that T 2 → 0 under a suitable condition on δ n . To this end first notice that even though φ f 1 and φ f 2 are not twice differentiable at zero, the difference φ q 2 (t) − φ q 1 (t) still is, because φ H is identically zero outside the interval [1, 2] . Then by Parseval's identity we obtain that
By the same arguments as we used for T 1 , one can show that T 2 → 0 as n → ∞, provided δ n ≍ (log n) −1/2 with an appropriate constant. This entails the statement of the theorem.
