We prove that the Gaussian broadcast channel with two destinations admits the strong converse property. This implies that for every sequence of block codes operated at a common rate pair with an asymptotic average error probability < 1, the rate pair must lie within the capacity region derived by Cover and Bergmans. The main mathematical tool required for our analysis is a logarithmic Sobolev inequality known as the Gaussian Poincaré inequality.
I. INTRODUCTION
T HIS paper revisits the Gaussian broadcast channel (BC) [1, Sec. 5.5] through which a single source would like to send information to two destinations. If the source transmits a symbol X, the corresponding symbols received by the two destinations are Y 1 = X + Z 1 and Y 2 = X + Z 2 respectively where Z 1 and Z 2 are zero-mean Gaussian random variables whose variances are σ 2 1 > 0 and σ 2 2 > 0 respectively. This channel is a popular model for the downlink of a cellular system. When information is sent over n uses of the channel, the peak power of every transmitted codeword (x 1 , x 2 , . . . , x n ) is constrained to satisfy 1 n n k=1 x 2 k ≤ P for some admissible power P > 0. Assuming that σ 2 1 ≤ σ 2 2 (so the channel is degraded in favor of the first receiver), the capacity region of this channel is well known to be The achievability part was proved by Cover [2] using superposition coding. The converse part was proved by Bergmans [3] using the entropy power inequality [4] . See [1, Sec. 5 .5] for a modern exposition of the proof of the capacity region R BC . One potential drawback of the existing outer bound is the fact that it is only a weak converse, which was proved by using Fano's inequality [1, Sec. 2.1] . The weak converse only guarantees that the average error probabilities of any sequence of length-n codes that operate at a common rate pair not belonging to the capacity region must be bounded away from 0 as n tends to infinity. In information theory, it is also important to establish strong converse which states that there is a sharp phase transition of asymptotic error probabilities between rate pairs inside and outside the capacity region in the following sense: Any rate pair inside the capacity region can be supported by some sequence of length-n codes with asymptotic error probability 0; Conversely, the asymptotic error probability of any sequence of length-n codes that operate at a common rate pair not belonging to the capacity region must equal 1. A strong converse indicates that for any sequence of length-n codes with a common rate pair that is in the exterior of the capacity region, the error probabilities must necessarily tend to 1. The contrapositive of this statement can roughly be stated as follows: For any ε ∈ [0, 1) and any sequence of length-n codes operated at a common rate pair that results in an asymptotic error probability not exceeding ε, i.e., ε-reliable codes, the rate pair must belong to the capacity region. This is clearly a stronger statement than the weak converse, which is a special case where ε = 0.
A. Main Contribution
This paper provides the first formal proof of the strong converse for the Gaussian BC. We prove that for any ε ∈ (0, 1), the ε-capacity region of the Gaussian BC (the set containing every rate pair such that there exists a sequence of ε-reliable codes operated at the rate pair) is the region given in (1) . In other words, if one operates at a rate pair in the exterior of the capacity region, the average error probability must necessarily tend to 1 as the blocklength grows. Thus, the boundary of the capacity region specifies where the sharp phase transition of asymptotic error probabilities take place.
Our technique hinges on a fundamental inequality in probability theory known as the Gaussian Poincaré inequality [5] (also see [6] , [7] ), a particular instance of a 0018-9448 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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logarithmic Sobolev inequality. This inequality states that for any n independent and identically distributed standard Gaussian random variables Z n (Z 1 , Z 2 , . . . , Z n ) and any differentiable mapping f :
In Shannon theory, this inequality has been used by Polyanskiy and Verdú [8, Th. 8] to bound the relative entropy between the empirical distribution of an ε-reliable code for the additive white Gaussian noise (AWGN) channel and the n-fold product of the capacity-achieving output distribution. However, it has not been explicitly used in other problems in Shannon theory to establish strong converses. We find it useful in the context of the Gaussian BC to bound the variance of a certain log-likelihood ratio (information density).
An auxiliary and important contribution of our work is the following. Consider any sequence of optimal ε-reliable length-n codes for the Gaussian BC whose rate pairs approach a specific point on the boundary of the capacity region. We show that as long as ε < 1, those rate pairs converge to the boundary at a rate of O 1 √ n . The achievability part is a direct consequence of the central limit theorem, similar to works on second-order asymptotics [9] and in particular the Gaussian multiple access channel (MAC) with degraded message sets [10] . However, the converse part is more involved and indeed the strong converse must first be established. The estimates obtained from the various bounding techniques contained herein, including the Gaussian Poincaré inequality, allows us to assert the O 1 √ n speed of convergence. Nailing down the exact speed of convergence and the corresponding constant would be a fruitful but ambitious avenue for further research.
B. Related Work
The blowing-up lemma [11] is the standard technique for establishing the strong converses for the following network information theory problems under the discrete memoryless setting: The degraded BC [11, Th. 4] , [12, Th. 16.3] , the lossless one-help-one source coding problem [12, Th. 16.4 ], the MAC [13] , and the Gel'fand-Pinsker channel [14] . See [6, Sec. 3.6] for an exposition of the use of the blowing-up lemma for establishing the strong converse for the discrete memoryless degraded BC, and for bounding the relative entropy between the empirical distribution of good ε-reliable codes and the n-fold product of the capacity-achieving output distribution for the discrete memoryless channel (DMC). Similar to logarithmic Sobolev inequalities of which the Gaussian Poincaré inequality is a particular instance, the blowing-up lemma is a result in the study of concentration of measure [6] , [7] , [15] . However, its use in Shannon theory is tailored to communication systems where the alphabets of the underlying systems are discrete (finite). It is unclear, at least to the authors, how one can adapt the use of the blowing-up lemma to establish strong converses for continuous-alphabet communication systems such as the Gaussian BC.
Another proof of the strong converse for the discrete memoryless degraded BC was recently proposed by Oohama [16] . However, a crucial step in Oohama's proof relies heavily on the assumption that the input and output alphabets are finite. More specifically, in his proof of the strong converse theorem, the quantity ξ (λ) in [16, eq. (20) ] must satisfy lim λ→+0 ξ (λ) < ∞, which is easy to verify in the discrete memoryless case but difficult to verify in the Gaussian case.
C. Paper Outline
In the next subsection, the notation of this paper is stated. Section II contains the formulation of the Gaussian BC and our main result. Section III states the preliminary results that will be used to prove the main theorem. These include an information spectrum bound as well as an important bound based on the Gaussian Poincaré inequality. Section IV presents the proof of our main result. Section V concludes this paper. Proofs of auxiliary results are deferred to the appendices.
D. Notation
The sets of real numbers and non-negative real numbers are denoted by R and R + respectively. We will take all logarithms to base e throughout this paper, so all information quantities have units of nats. We use P{E} to represent the probability of an event E, and we let 1{E} be the indicator function of E. A random variable is denoted by an upper-case letter (e.g., X), whose alphabet and realization are denoted by the corresponding calligraphic letter (e.g., X ) and lower-case letter (e.g., x) respectively. We use X n to denote a random tuple (X 1 , X 2 , . . . , X n ), where the components X k have the same alphabet X . The Euclidean norm of a tuple x n ∈ R n is denoted by x n n k=1 x 2 k . The following notations are used for any arbitrary random variables X and Y and any real-valued mapping g whose domain includes X . We let p X and p Y |X denote the probability distribution of X and the conditional probability distribution of Y given X respectively. We let P p X {g(X) ≥ ξ } denote X p X (x)1{g(x) ≥ ξ } dx for any real-valued function g and any real constant ξ . The expectation and the variance of g(X) are denoted as
for all x and y. We let N (· ; μ, σ 2 ) : R n → R + be the joint probability density function of n independent copies of the Gaussian random variable whose mean and variance are μ and σ 2 respectively, i.e.,
II. GAUSSIAN BROADCAST CHANNEL AND ITS ε-CAPACITY REGION
We consider the Gaussian broadcast channel (BC) where a source denoted by s wants to transmit a message to two destinations denoted by d 1 and d 2 respectively in n time slots (channel uses) as follows. Node s chooses a message
are n independent copies of the Gaussian random variable whose mean and variance are 0 and σ 2 i respectively. Without loss of generality, we assume throughout the paper that
After the n time slots, node d i declaresŴ i to be the transmitted W i based on Y n i for each i ∈ I. Every codeword x n (w 1 , w 2 ) transmitted by node s should always satisfy the peak power constraint n k=1 x 2 k (w 1 , w 2 ) ≤ n P, where P denotes the power available to node s. The definitions of the Gaussian BC and the codes defined on it are formally given below.
A. Definitions for the Gaussian Broadcast Channel
To simplify notation, we let
, consists of the following:
for all w I ∈ W I (which implies the independence between W 1 and W 2 ).
used by node s to generate
The
In addition, the peak power constraint
should be satisfied for each
Definition 2: The Gaussian broadcast channel (BC) is characterized by the conditional probability density function 2 1 > 0 such that the following holds for any (n, M (n) I , P)-code: For each k ∈ {1, 2, . . . , n},
where
For any (n, M (n) I , P)-code, let p W I ,X n ,Y n I ,Ŵ I be the joint distribution induced by the code. We can use Definition 1 and (7) to factorize p W I ,X n ,Y n I ,Ŵ I as follows:
Definition 3: For an (n, M (n) I , P)-code, the average probability of decoding error is
We call an (n, M (n) I , P)-code with average probability of decoding error no larger than ε an (n, M (n)
Similarly, we define the maximal probability of decoding error as max w I ∈W I
We call an (n, M (n) I , P)-code with maximal probability of decoding error no larger than ε an (n, M (n)
Definition 5: The ε-capacity region of the BC, denoted by C ε , is defined to be the set of ε-achievable rate pairs.
B. Main Result
The following theorem is the main result of this paper. The proof of this theorem is deferred to Section IV.
Theorem 1: For all ε ∈ [0, 1),
where R BC is as defined in (1).
Therefore Theorem 1 implies the strong converse for the Gaussian BC, i.e., for every ε ∈ [0, 1),
Before presenting the proof of Theorem 1, we would like to make the following two remarks.
In fact, our analysis gives us a useful estimate of the optimal λ-sum rate at finite blocklengths. From the proof of Theorem 1, specifically the inequalities (60) and (61), we may assert the following for each ε ∈ (0, 1), each λ ∈ [0, 1] and each sequence of (n, M
2 , P, ε) avg -codes: There exists a constantθ ∈ R that depends on ε and P (but not n) such that lim sup
On the other hand, for each ε ∈ (0, 1), each λ ∈ [0, 1], it follows from the standard achievability proof involving superposition coding [1, Ch. 5] using i.i.d. Gaussian codewords with average power P − 1 √ n and a generalization of Shannon's non-asymptotic achievability bound [17] that there exists a sequence of (n, M (n) 1 , M (n) 2 , P, ε) avg -codes which satisfies the following: There exists a θ ∈ R that depends on ε and P (but not n) such that lim inf
If we define (M * 1 (n, ε, λ), M * 2 (n, ε, λ)) to be an optimal pair of message sizes that satisfies
There exists an (n, M
it then follows from (9) and (10) that
for each ε ∈ (0, 1) and each λ ∈ [0, 1]. This result is not unexpected in view of recent works on second-order asymptotics for network information theory problems [9] . However, even establishing the strong converse is not trivial. Moreover, characterizing the order of the most significant term in the O(·) notation in (11) appears to be a formidable problem.
Remark 2:
As described at the beginning of this subsection, Theorem 1 implies the strong converse under the setting of average union error probability as defined in Definition 3. Our proof technique can also be used to prove the strong converse under the setting of maximal separate error probability as described below. Fix any ε 1 ∈ [0, 1) and any ε 2 ∈ [0, 1). If we follow the setting of the discrete memoryless degraded BC in [11, Sec. 1] and define the (ε 1 , ε 2 )-capacity region as the set of (ε 1 , ε 2 )-achievable rate pairs where
denotes the maximal probability of decoding error for message i ∈ I, then a slight modification of the proof steps for Theorem 1 in Section IV (ignoring the step of codebook expurgation) will imply that the (ε 1 , ε 2 )-capacity region is contained in R BC , thus establishing the strong converse for the setting of separate maximal error probability.
III. PRELIMINARIES FOR THE PROOF OF THEOREM 1
A. An Information Spectrum Bound
The following lemma is a modification of Verdú-Han's nonasymptotic converse bound [18, Th. 4] for obtaining a lower bound on the maximal probability of decoding error. Note that the original Verdú-Han bound pertains to the average probability of error, but the maximal probability of error is more useful in our context.
and let
for all a ∈ W i and b ∈ R n . Then, we have for each i ∈ I
Proof: Fix an i ∈ I, a w I ∈ W I and a real number γ i (w I ). We first consider the case where i = 1. In order to show (14) for i = 1, we let E c i (w I ) denote the complement of E i (w I ) and consider the following chain of inequalities where the probability terms are evaluated according to p Y n 1 |W I =w I :
In order to bound the first term in (15), we consider
which together with the definition of E i (w I ) in (12) implies
The second term in (15) can be bounded as
because the maximal probability of decoding error of the code is ε. Combining (15), (16) and (17), we obtain (14) for i = 1. By symmetry, (14) also holds for i = 2.
The following corollary is a direct consequence of Lemma 1 with an appropriate choice of γ i (w I ).
Corollary 2: Fix an (n, M (n) I , P, ε) max -code and adopt all the notations defined in Lemma 1. For each i ∈ I and each w I ∈ W I , we have
where the expectation and variance terms are evaluated according to p Y n i |W I =w I . Proof: Fix an i ∈ I and a w I ∈ W I . The probability, expectation and variance terms in this proof are evaluated according to p Y n i |W I =w I . Define
Fix an i ∈ I. By Chebyshev's inequality, we have for each
where (20) is due to (19) . Combining (14) in Lemma 1, (19) and (20), we obtain (18) .
The following proposition guarantees that for any (n, M (n) I , P, ε) max -code, the last term in (18) equals 1 for only a small fraction of codewords.
Proposition 3: Fix an (n, M (n) I , P, ε) max -code and adopt all the notations defined in Lemma 1. For each i ∈ I, define
Then, we have for each i ∈ I
In addition, if n ≥ 2 1−ε , then the following holds for each i ∈ I and each w I ∈ A i :
where the expectation and variance terms are evaluated according to p Y n i |W I =w I . Proof: Let p W I ,X n ,Y n I ,Ŵ I denote the probability distribution induced by the (n, M (n)
where the argument of the expectation is analogous to the condition in (21) that defines A i . Consider the following chain of inequalities: (12) and Markov's inequality. • (26) is due to (24). Using (26) and (3), we obtain (22). We will prove the second statement of the proposition in the rest of the proof. To this end, we first assume
Then for each w I ∈ A i , it follows from Corollary 2 and (21)
which together with (27) implies (23).
B. The Gaussian Poincaré Inequality
In the proof of the main theorem, we need to use the following lemma to bound the variance term in (23), which is based on the Gaussian Poincaré inequality. The proof of the following lemma is contained in [8, Sec. III-C]. For the sake of completeness, a self-contained proof of the lemma is provided in Appendix A.
Lemma 4: Let n be a natural number and σ 2 be a positive number. Let p W be a probability distribution defined on some finite set W, and let g : W → R n be a mapping. In addition, define p Z n to be the distribution of n independent copies of the zero-mean Gaussian random variable with variance σ 2 , i.e., p Z n (z n ) N (z n ; 0, σ 2 ) for all z n ∈ R n . Suppose there exists a κ ∈ R + such that max w∈W g(w) 2 ≤ κ.
(28)
Then, we have
(29)
C. Simple Upper Bounds Obtained from Fano's Inequality
Note that the upper bounds on log M (n) 
IV. PROOF OF THEOREM 1
It suffices to prove C ε ⊆ R BC for ε ∈ (0, 1) due to (8) . Fix an arbitrary ε ∈ (0, 1) and let (R 1 , R 2 ) be an ε-achievable rate pair. Then there exists a sequence of (n, M (n) I , P, ε n ) avg -codes for the BC such that lim inf
for each i ∈ I and lim sup n→∞ ε n ≤ ε.
By (32), there exists anε ∈ (0, 1) such that for all sufficiently large n, ε n ≤ε.
By expurgating appropriate codewords from each (n, M (n) I , P, ε n ) avg -code as suggested in [1, Problem 8.11] , we can obtain for each sufficiently large n an (n,M (n)
for each i ∈ I. Fix a sufficiently large n ≥ 2 1 −ε (35) and the corresponding (n,M (n) I , P, √ ε n ) max -code such that (33) and (34) hold. We will view the (n,M (n) I , P, √ ε n ) max -code as an (n,M (n)
√ε ) max -code in the rest of the proof (cf. (33)). Let p W I ,X n ,Y n I ,Ŵ I denote the probability distribution induced by the (n,M (n) I , P,
Using Proposition 3 and (35), we have for each i ∈ I and each w I ∈Ā i
Following (37) and letting f (n) be the encoding function of the (n,M (n) I , P, √ε ) max -code (cf. Definition 1), we consider the chain of inequalities leading to (39) as shown at the top of the next page for each w I ∈ W I , where • (38) follows from the fact due to (4) and (7) that for each w I ∈ W I and each y n 1 ∈ R n , p Y n 1 |W I (y n 1 |w I ) = p Y n 1 |X n (y n 1 | f (n) (w I )).
• (39) follows from letting z n y n 1 − f (n) (w I ) and from Definition 2 that for each x n ∈ R n and each y n 1 ∈ R n , p Y n 1 |X n (y n 1 |x n ) = N (y n 1 − x n ; 0, σ 2 1 ).
By viewing the difference of the two terms in (39) at the top of the next page as
and applying Lemma 4 (based on the Gaussian Poincaré inequality) with the definitions
and κ max
we conclude from (39) that
where • (40) follows from the fact that u n + v n 2 ≤ 2( u n 2 + v n 2 ) for any (u n , v n ) ∈ R n × R n . • (41) is due to (5) . Following similar procedures for obtaining (41), we obtain 
For each i ∈ I and each w I ∈Ā i , consider
where • (45) is due to the following simple fact for any real-valued random variables U and V :
where (47) follows from the Cauchy-Schwartz inequality. • (46) follows from (41), (42), (43) and (44).
Combining (37) and (46), we have for each i ∈ I and each
Consider the chain of inequalities leading to (50) as shown at the top of the next page for each i ∈ I, where (49), as shown at the top of the next page, is due to (48). In order to obtain a lower bound on E p Y n i |W I =w I ı i (w i ; Y n i ) in (50), we consider the following chain of inequalities for 2) , (2, 1)} and each w I ∈ W I :
Combining (50) and (51), we obtain for each i ∈ I
Following (52), we consider for each i ∈ I
where the inequality follows from (36) and Proposition 5. Defining
and
and recognizing the fact due to (13) that
it follows from (52) and (53) that for each i ∈ I
Following the procedures for obtaining the upper bounds on
in the weak converse proof for the Gaussian BC [1, Sec. 5.5.2] (where the assumption (2) is needed), we conclude that there exists an α n ∈ [0, 1] such that
Combining (57) , which then implies that (1)). Since (62) holds for any ε-achievable (R 1 , R 2 ), it follows from Definition 5 that C ε ⊆ R BC .
V. CONCLUDING REMARKS
This paper provides the first formal proof of the strong converse for the Gaussian BC. Our proof technique hinges on the novel information spectrum bound stated in Lemma 1 and the Gaussian Poincaré inequality, a particular instance of a logarithmic Sobolev inequality, which leads to Lemma 4. In addition, our proof implies that for any sequence of optimal ε-reliable length-n codes whose rate pairs approach a specific point on the boundary of the capacity region, those rate pairs converge to the boundary at a rate of O 1 √ n as long as ε < 1 (cf. Remark 1).
APPENDIX A PROOF OF LEMMA 4
Define p X n (x n ) w∈W p W (w)1{x n = g(w)}
for all x n ∈ R n . It follows from (28) and (63) that max x n ∈R n : p X n (x n )>0
x n 2 ≤ κ .
Consider the chain of inequalities leading to (68) as shown at the bottom of this page, where • (65) follows from (63). • (66) follows from the Gaussian Poincaré inequality [5, eq. (2.16)], which states that for an n-dimensional tuple Z n consisting of independent standard Gaussian random variables and any differentiable mapping f :
• (67) follows from the fact that (a + b) 2 ≤ 2(a 2 + b 2 ) for all real numbers a and b.
Following (68) and defining the distributionp X n |Z n =z n for each z n ∈ R n as p X n |Z n =z n (x n ) p X n (x n )N (z n + x n √ σ 2 ; 0, 1) E p X n N z n + X n √ σ 2 ; 0, 1 ,
Var p Z n log E p W p Z n (Z n + g(W ))|Z n = Var p Z n log E p X n p Z n (Z n + X n )|Z n (65) = R n N (z n ; 0, σ 2 ) log E p X n N (z n + X n ; 0, σ 2 ) 2 dz n − R n N (z n ; 0, σ 2 ) log E p X n N (z n + X n ; 0, σ 2 ) dz n 2 = R n N (z n ; 0, 1) log E p X n N z n + X n √ σ 2 ; 0, 1 2 dz n − R n N (z n ; 0, 1) log E p X n N z n + X n √ σ 2 ; 0, 1 dz n 2 ≤ R n N (z n ; 0, 1) 
we consider the following chain of inequalities for each z n ∈ R n : n k=1 ⎛ ⎝ E p X n X k √ σ 2 N (z n + X n √ σ 2 ; 0, 1) E p X n N (z n + X n √ σ 2 ; 0, 1)
where the last inequality follows from (64) and (69).
Combining (68) and (70), we obtain (29).
APPENDIX B PROOF OF PROPOSITION 5
Let p W I ,X n ,Y n I ,Ŵ I denote the probability distribution induced by the (n, M (n) I , P, ε) max -code. For each i ∈ {1, 2}, we follow standard procedures (for example, see [19, Sec. 9.2] ) and obtain log M
where the differential entropy terms are evaluated according to p W I ,X n ,Y n I ,Ŵ I . On the other hand, 
