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ABSTRACT
DOUBLE SPIN ASYMMETRY IN d{e,e'p)n
Michael Mayer 
Old Dominion University, 2013 
Director: Dr. Sebastian Kuhn
Using the CLAS detector at Jefferson Lab, double spin asymmetries (A||) for 
quasi-elastic electron scattering off the deuteron have been measured at several beam 
energies. The data were collected during the EG1 experiment, which scattered lon­
gitudinally polarized electrons with energies from 1.6 to 5.8 GeV off a longitudinally 
polarized cryogenic ND3  target. The double spin asymmetries were measured as a 
function of photon virtuality Q2 (0.13—3.17 (GeV/c)2), missing momentum (0.0—0.5 
GeV/c), and the angle between the (inferred) “spectator” neutron and the momen­
tum transfer direction (6nq). The results from E G lb  are compared with a recent 
model that includes final state interactions using a complete parameterization of 
nucleon-nucleon scattering as well as a simplified model using the plane wave im­
pulse approximation. From this comparison, it is concluded tha t the inclusion of 
final-state interactions are needed at high missing momenta, while the PWIA de­
scription works rather well at lower missing momenta. The asymmetry changes sign 
as a function of the missing momentum, as expected within PWIA from the presence 
of a D —state component in the deuteron wavefunction.
Copyright, 2013, by Michael Mayer, All Rights Reserved.
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The double spin asymmetry A\\ for the d(e,e'p)n reaction in the quasi-elastic 
region provides a wealth of information. This dissertation presents the methods 
used to extract the double spin asymmetry from the E G lb  data set collected at the 
Thomas Jefferson National Accelerator Facility. The results of this measurement are 
used to test state-of-the-art theoretical descriptions of the deuteron structure and of 
the reaction mechanism including final-state interactions (FSIs).
The first part of this dissertation gives a formal introduction to the physics needed 
to understand A^. Comparative data from other d(e,e'p)n experiments are refer­
enced. A complete description of the facility used in da ta  collection is discussed. 
All relevant runs, files, cuts, and corrections used in data selection are given and 
explained. The procedure used to calculate the final asymmetries, accounting for 
background and radiative corrections is described. The dissertation concludes with 
a discussion of the results.
1.1 BRIEF HISTORY OF NUCLEAR PHYSICS
In the late 19th century, the field of nuclear physics started to emerge. In 1896, 
Henri Becquerel discovered radioactivity by observing th a t uranium salts darkened 
photographic plates. Unknown to Becquerel at the time, this form of radiation 
involved the decay of nuclei and was unlike the recently discovered X-ray, which is a 
form of electromagnetic radiation. At the time, the atom was believed to be the most 
fundamental building block of nature, and this discovery hinted at the existence of 
the nucleus. It took another three decades to discover all the elements tha t constitute 
the atom.
In 1897, Joseph John Thomson was able to deflect a stream of negatively charged 
particles in a cathode ray tube using electric and magnetic fields[l]. Using the radius 
of the circular path of the particles, J. J. Thomson was able to determine the charge 
to mass (q / m ) ratio of these particles. If the charge of these particles was the discrete
2
electric charge called an “electron , ” 1 then the mass of these particles would be less 
than the mass of the hydrogen atom. Although the q /m  ratio for the electron was 
thus known, it was not until 1908 tha t the charge of the electron was measured by 
Robert Millikan[2]. He determined the charge of the electron as 1.592-10-19 C, which 
is close to the accepted value of 1.602-10” 19 C. Using the measured value, the mass 
of the electron could be calculated. The accepted value of the mass of the electron 
is 0.510 MeV/c2.
Thereafter, the nucleus and the proton were discovered by Ernest Rutherford 
and his students H.W. Geiger and E. Marsden by scattering cr-particles off gold 
foil in 1909[3]. The results of this experiment were interpreted two years later by 
Rutherford [4] with the conclusion tha t at the center of each atom there was a concen­
tration of positively charged particles with a relatively large mass which produced the 
deflections observed in the experiment. The center of the atom is called the nucleus, 
whereas the positively charged particles are called protons. The mass of the proton 
is 938.27 MeV/c2, and the charge is equal in magnitude but opposite in charge to 
the electron.
The final unknown particle of the atom and nucleus, the neutron, was not dis­
covered until 1932. A former student of Rutherford’s and Geiger’s, James Chadwick, 
investigated why the atomic number (the number of protons in an atom) was less 
than the atomic mass. Since the electron has very little mass relative to the proton, 
it was postulated tha t the nucleus contained extra protons and electrons to can­
cel out the charge but retain the mass. Chadwick observed the neutral radiation 
produced from beryllium when it was bombarded with cr-particles. Based on these 
observations, he concluded tha t this radiation consisted of particles very close in 
mass of the proton, yet neutral in charge (i.e., the “neutron”) [5]. The mass of the 
neutron is 939.56 MeV/c2 which is approximately 0.1% heavier than the proton. The 
existence of the neutron helped explain the presence of isotopes and later allowed 
Werner Heisenberg to construct a model of the nucleus consisting of the protons and 
neutrons[6 ]. The term “nucleon” is a collective name for the proton and the neutron. 
W ith this discovery, all the constituent particles were accounted for in the atom, thus 
giving rise to the study of the behavior of the nucleus and the interactions of the 
nucleons.
M ich ael Faraday determined there is a minimum electric charge. This was later dubbed an 
electron by George Stoney, who calculated this value to  be 10~20 C.
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Even after all the particles of the atom were known, describing the nuclear struc­
ture was difficult. The nucleus of an atom is extremely small relative to the entire 
size of the atom .2 Dealing with particles of this size requires the use of Quantum Me­
chanics to describe the structure and interactions of matter. Using Albert Einstein’s 
concept tha t a photon is both a particle and a wave, Louis de Broglie proposed that 
all m atter can be treated with the same wave-particle duality (this concept will be 
further discussed in the next section). Independently, Werner Heisenberg and Erwin 
Schrodinger developed different but equivalent theories to mathematically describe 
the electron and the atom .3 The works of many physicists including Paul Dirac and 
Wolfgang Pauli helped develop the field of Quantum Mechanics.
Using Quantum Mechanics, the stable orbits of electrons surrounding the nucleus 
can be described by four quantum numbers. The principle quantum number, n, gives 
the energy level of the electron, and is a nonzero integer (n=l,2,3,...). The orbital 
angular momentum of the electron, £, is also an integral number (£=0,l,2,..,n-l). The 
magnetic quantum number, m, has a range from The last quantum
number is the projection of the electron spin, m s, and can be +  |  or for a single 
electron . 4 Since electrons are fermions, they must obey the Pauli exclusion principle, 
which states tha t no two identical fermions can have the same quantum numbers. 
This implies that for each energy level n only 2n2 electrons can occupy that region 
or “shell.” The shells are filled from the lowest energy to the highest energy. The 
outermost shell is called the valence shell and is responsible for characteristics of the 
atom.
Describing the nucleus that the electrons surround is even more difficult than 
modeling the electrons. A widely used model describing the properties of nuclei and 
their internal motion is the Nuclear Shell Model developed by Maria Goeppert-Mayer 
and Hans Jensen[7]. Protons and neutrons are also fermions and obey the Pauli 
exclusion principle. Analogous to the treatm ent of electrons in shells, the nucleons 
also fill shells based on quantum numbers. When a shell has become full of nucleons, 
an especially stable nucleus is formed. For the most part, the nuclear properties such 
as angular momentum, magnetic moment, and shape are also determined by the last
2The size of an atom  is of the order of 10” 10 m, while the nucleus is of the order 10“ 14 m.
3Heisenberg developed Matrix Mechanics to describe frequencies and intensities of hydrogen. 
Schrodinger developed Wave Mechanics by treating an electron as a wave and was able to  calculate 
energy levels o f hydrogen.
4The electron is a fermion and therefore has spin
4
valence level.
Although the Shell Model accurately predicts measured values, the interaction 
of the nucleons with each other is still not well understood from first principles. 
The hydrogen atom with only one proton can be completely described using the 
Schrodinger equation by using the Coulomb force as the potential. However, the 
simplest system of two nucleons, the deuteron, is not so easily understood, since 
the interaction potential between two nucleons is very complicated. The interaction 
binding the nucleons is called the strong interaction and is independent of the charge 
of the nucleon. The strong interaction is a short-ranged and saturated force, meaning 
individual nucleons only interact with a limited number of other nucleons. One of the 
first theories to describe this force was suggested by H. Yukawa in 1935 through the 
exchange of an undiscovered particle called a meson [8 ], This particle was discovered 
twenty years later and was named the 7r meson. At low energies, the strong interac­
tions are instantaneous and a potential must be used to describe the nucleon-nucleon 
interaction. Using data from the study of the deuteron and from nucleon-nucleon 
scattering experiments, a phenomenological approach can be taken to modeling the 
nucleon-nucleon interaction. By studying the simplest nuclei and their interactions 
with scattering experiments, more information about the nucleon-nucleon force and 





One of the fundamental principles in Quantum Mechanics was proposed in 1924 
by a graduate student named Louis de Broglie. He proposed that the wave-particle 
dualism of photons suggested by Einstein is a characteristic also of m atter including 
electrons[9]. At the time, the electron was assumed to have a  point-like structure and 
to be a fundamental particle. The hypothesis of de Broglie was tha t tha t electron 
traveled in waves with a wavelength of
A =  ?  «
where p is the momentum of the electron and h is Planck’s constant. Therefore, the
higher the momentum the electron obtained, the smaller the wavelength. Nuclear
Physics exploits this property of m atter to use electrons (and other particles) to probe 
the nucleus and the nucleons. In the 1950s, Robert Hofstadter and collaborators used 
high energy electrons (200-500 MeV) to study the structure of nuclei and nucleons[10] 
by scattering them off the nucleus and nucleons.
The electron’s interaction with a nucleus or nucleon is well understood in Quan­
tum Electrodynamics (QED) as mediated by the exchange of a virtual photon . 1 
According to QED, one photon exchange (OPE) or Born approximation is favored be­
cause the transition amplitude is proportional to the fine structure constant (a  ~1/137) 
while higher order processes contribute additional powers of a. The virtual photon’s 
energy is given by
v = E  -  E'  (3)
1A virtual particle does not obey the energy-mom entum  equation of
E 2 -  |p]2c2 =  m 2c2, (2)
where E  is the energy o f the particle, p  is the momentum of the particle, m  is the mass of the 
particle, and c  is the speed of light. For the photon, m  =  0 and E  <  pc. Virtual photons have 
p  >  pc.
6
where E  and E'  are the energy of the electron in the initial and final state, respec­
tively. (Final state properties of an unchanged particle are denoted by a prime.) The 
photon’s momentum is given as
q =  k — k' (4)
where k and k' are the momentum of the of the electron in the initial and final state, 
respectively. The virtuality of the photon is expressed in the quantity
Q2 = q2c2 -  v2 >  0 . (5)
Electron scattering can be classified into several different categories. There are 
two main types of scattering based on the final state: elastic and inelastic scattering. 
In elastic scattering, the target nucleus or nucleon remains intact. A related category 
of scattering, called quasi-elastic scattering, is when the electron scatters off an indi­
vidual nucleon in the nucleus and the struck nucleon emerges intact. In the simplest 
approximation (called Plane Wave Impulse Approximation), the scattered nucleon 
is knocked out of the nucleus without interacting with another nucleon. Finally, in­
elastic scattering is when the nucleon or is fractured into additional particles. This 
fracturing occurs when additional energy (beyond recoil energy) is transferred to the 
hadron.
2.2 THE DEUTERON
Hydrogen is the simplest and most common element found in the universe. The 
most common type of hydrogen contains one proton and no neutrons and accounts 
for over 99% of all hydrogen. The other stable2 isotope of hydrogen contains only 
a proton and a neutron in its nucleus and accounts for 0.015%3 of hydrogen. This 
form of hydrogen with two nucleons is called deuterium and its nucleus is called the 
deuteron.
The deuteron is the only stable two-body nucleus. As stated previously, the 
nucleon interaction potential cannot yet be derived from first principles (QCD) and 
a phenomenological approach is usually taken modeling the strong nuclear force. The 
deuteron provides the ideal environment to study nucleon-nucleon interactions and 
provides a testing ground to compare theoretical approaches to experiment.
2 A third form of hydrogen exists called tritium  with one proton and two neutrons, but the 
nucleus is unstable and has a half-life of ~ 1 2  years.
3For every 6700 'H  isotopes there is one 2H (isotopic abundance in terrestrial H, e.g., H2 O.
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2.2.1 PROPERTIES OF THE DEUTERON  
Mass
The mass of the deuteron {Mj) is known to be 1875.61 MeV[ll]. This mass is 
less than the sum of the mass of its constituent nucleons. This difference in mass 
can be attributed to the binding energy, which is the amount of energy needed to 
separate the constituent nucleons or amount of energy released (in the form of 7 - 
radiation) when combining the nucleons. For the deuteron, the binding energy is 
2.2246 MeV[12]. This amount of energy is far less than the average binding energy 
per nucleon for other stable nuclei. Additionally, the deuteron does not have any 
excited states. This means that any measurement made on deuterium is a ground 
state measurement.
Magnetic Moment
The sum of the magnetic moments of the neutron and the proton also do not 
equal the measured magnetic dipole moment of the deuteron. The first measurement 
of the magnetic dipole moment was performed by Isidor Rabi et al. in 1934[13]. This 
was performed by looking at the magnetic deflection of an atomic deuteron beam 
in an inhomogeneous magnetic field. The methods used initially by Rabi have been 
greatly improved and a more precise measurement has been made for the magnetic 
dipole. In general, the magnetic moment for the deuteron can be calculated as
g =  g(j , t, s)j (6)
where the gyromagnetic ratio for an eigenstate of spin, s, and orbital angular mo­
mentum, £, is[14]
g(j ,  ^  s) =  2j Q  +  i )  +  + (9e -  g s) W  + !) -  s (s + !)]}> (7)
where j  is the total angular momentum.
For the simple case of £=0, the magnetic moment would be the sum of the mag­
netic moments of the nucleons. This does not appear to be exactly the case as
fid =  0.857393/ijv 7  ̂ Rp +  /bi =  0.8797fi^,  (8 )
where ftn  =  3.152 • 10~8e V / T  is the nuclear magneton. The same calculation can 
be done for different values of I  and no single orbital angular momentum eigenstate 
matches the experimental value, hinting at a multi-state wavefunction.
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Electric Quadrupole
An electric quadrupole moment can also be observed with a measured value of 
(5d=0.2859 e-fm2[15]. The quadrupole moment was discovered by Rabi while observ­
ing resonance absorptions to determine magnetic moments[16]. Since the deuteron 
has an electric quadrupole moment, the charge distribution is deformed from a spher­
ically symmetric distribution which also is incompatible with a pure £ =  0 state. The 
discovery of the quadrupole moment also suggests tha t the force acting on the two 
nucleons is not a purely central force. 4 The quadrupole moment can be defined using 
the wavefunctions by
where ^  is the wavefunction for nucleons with charge ql .
Angular Momentum
Around the same time the magnetic dipole was measured, the total angular mo­
mentum of the deuteron was determined to be J  =  1. This was originally determined 
using photographic photometry[17], but can also be determined using radio frequency 
and microwave methods. The ground state spin of the deuteron is the sum of the 
intrinsic spins of the nucleons (5) and the orbital angular momentum (L). Since 
J  =  L  +  5, the possible solutions for the orbital angular momentum would be either 
L—0 or L = 2 . 5 Looking at the L —0 state, this would imply tha t 5=1. This is known 
as the triplet state (3 5 1). Since the spin of the proton and neutron is |  and the 
spin of the deuteron is 1 , this implies tha t the spins of the nucleons are parallel. 
No deuteron has been found where J= 0 , so the singlet state ( 1 ,So) of the deuteron 
appears not to exist. This has implications that will be explained later in this disser­
tation. For L  =  2, the nomenclature is 3 Dj. The results quoted above indicate that 
the deuteron wavefunction is a mixture of 3 5i and :iD\ states (in the non-relativistic 
approximation).
4If the force were central, the deuteron would be spherical and no quadrupole moment would 
have been found.
5L =  1 is excluded in non-relativistic models because of parity conservation. From scattering  
experim ents and by looking at the photon produced when the deuteron is created, the parity o f the  




The presence of the quadrupole moment combined with the discrepancy of the 
magnetic moment hints at the deuteron wavefunction not being a pure state. The 
deuteron wavefunction can be written as a mixture of the (3 Si) and (3Di)  states as
I i ’d > =  Cs \ij>s} +  CD\tpD) (10)
where |C s | 2 and |C o | 2 are often referred to as the S — or D —state. (These probabil­
ities are not observables; however, typical theoretical wavefunctions yield values for 
PD =  CD\2 between 0.4 and 0.6.) The wavefunction can then be written in radial 
form given by
U K  M) = 0) +  <t>), (11)
where u(r) and w(r)  are the S  and D  waves and
y jL s (di<t>) =  ( J M \L ,m L; S , m s )YLM(e,(j))\S,ms), (1 2 )
m L , ms
with spherical harmonics YLM and Clebsh-Gordon coefficients ( J M \ L , m L; S , m s ).
The radial shape and normalization of u{r) and w(r) can be derived from Schrodinger’s 
equation given the nucleon-nucleon potential. While the nucleon-nucleon potential 
is not completely known, it can instead be parameterized (within a model) to de­
scribe nucleon-nucleon scattering and the deuteron properties. One such model, the
Argonne Vi8, can be used to look a t the radial wavefunctions u(r) and w(r),  see Figs.
13 and 2.
Similar to the plots of the wavefunction density, a three-dimensional plot of the 
surface of constant density of the deuteron can be constructed as illustrated in Fig.
3.
From the deuteron wavefunction, a m atter radius can be obtained. This is the 
average m atter size of the deuteron and is related to the deuteron wavefunction by
1 f 00
r m  = l j o +  w2ix)V2dr- (13)
Another radius, the charge radius (rĉ ), can be related to the m atter radius by
r2ch = r2m +  A r^  +  r2p +  r 2 +  ^ (14)
where the proton charge rms-radius is rp=0.862(12) fm and the neutron charge rms- 
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FIG. 1: The reduced deuteron radial wavefunctions u(r) (solid) and w(r)  (dashed) 
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FIG. 2: The deuteron radial wavefunction in radial space, u (r)/r (left), and momen­
tum space, pu(p) (right), using the Argonne viS, potential.
freedom (A rm) is very small and can be considered zero, and the mass of the proton 
is mp=938.272309(28) MeV.
Several observables can be calculated from the deuteron wavefunction, but the 
wavefunction and the probabilities associated with each state are not direct observ­
ables. Instead, observables that can be measured are used to try  to gain some insight 
into the deuteron wavefunction and form more accurate theoretical descriptions of 
the deuteron wavefunction. The measured in this analysis is one such observable
- 1 0  1 - 1 0  1
femtonieter
FIG. 3: Plots of the density surface with a density of 0.24 nucleons/fm 3 for two values 
of M j  (magnetic substate) [18]. These plots show the toroidal shape and dumbbell 
shape of the deuteron, with a repulsive core for the nucleon-nucleon potential.
and is sensitive to the D —state part of the wavefunction. This is due to the fact 
tha t A\\ for quasi-elastic scattering, in PWIA, depends on the spin orientation of the 
struck nucleon, which is encoded in the m s—dependence of the wavefunction Eqs. 
( 11 ) —( 12) -
Several models of the deuteron wavefunction as described above use a non- 
relativistic wavefunction, including relativistic corrections to predict observables. 
W ith the use of high energy accelerators, a relativistic description of the deuteron 
wavefunction was needed describe the d(e, e'p)n reaction a t GeV energies. A fully 
relativistic model of the deuteron ground state, based on the spectator equation, has 
been developed by Gross and Van Orden[19]. This model has been combined with 
a description of the reaction mechanism, including final state interactions (FSI), by 
Sabine Jeschonnek and J.W . Van Orden[20]. This new model is described later in 
this dissertation.
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2.3 KINEMATICS OF DEUTERON ELECTRODISINTERGRATION
In this dissertation, the extraction of the double spin asymmetry A\\ from the 
E G lb  data sets in the exclusive quasi-elastic, reaction d(e,e'p)n is described. A 
graphical representation of the geometry for this reaction in the laboratory frame 
can be seen in Figure 4. An incoming polarized electron scatters off a longitudinally 
polarized deuteron at an angle 6. The deuteron breaks apart into its constituent 
nucleons, a proton and a neutron. The four-momentum of the incoming and scattered
k,E
k 'E '
FIG. 4: Kinematic plot of the d(e, e'p)n reaction
electron are kM =(k,E)  and k,fi=(k ' ,E/) respectively. The four-momentum of the 
virtual photon is defined as
Qii — kp — k^, (15)
where qfl =(q, u). Since the electron mass is much smaller than the electron energy, 
the Ultra-Relativistic approximation is used to neglect the mass of the electron. Nat­
ural units of h =  c =  1 are also used. In this picture, the one-photon exchange ap­
proximation is assumed where the virtual photon is absorbed by the target deuteron. 
The deuteron is initially at rest and its four-momentum can be expressed as
(PT)» = (0 ,Md), (16)
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where M d is the known mass of the deuteron of 1.876 GeV. The final-state four- 
momentum of the system {P')p is expressed at the vertex using conservation princi­
ples as
(P1) ,  = Q» + (Pt V  (17)
The scattered proton’s four-momentum (p'p)n and neutron’s four-momentum (p'n)p 
can be related to that of the system by
n  =  ( is )
Measuring p'p allows us to infer information such as the missing (unobserved) mo­
mentum pm of the system via
Pm = \Pn\ = \q~Pp\- (19)
The virtuality of the photon (tranferred four-momentum squared) is
Q2 =  - q 2 =  4 E E 's in 29- .  (20)
L i
Finally, following the geometry from Fig. 4, the angle between the virtual photon 
and the neutron is defined as
cos 0nq =  ^  f  (2 1 )
\q\\Pn\
The double spin asymmetry can be defined as a function of these kinematic variables:
an  _  o-tr
A\\{pmiQ j COS 0nq) = TT ' tTi (22)U (j n
where a  is the cross section with arrows, respectively, indicating the relative spin 
orientations of the electron from the beam and the deuteron nucleus, relative to the 
beam direction.
2.4 THEORY AND PREDICTIONS
The simplest model for quasi-elastic deuteron breakup, the plane wave impulse 
approximation (PWIA), assumes tha t the virtual photon is absorbed by a single 
nucleon (impulse approximation) and the struck nucleon leaves the nucleus without 
further interaction (i.e., as a plane wave). In this model, the measured asymmetry is
directly proportional to the initial polarization of the struck nucleon and can therefore
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be used to extract information on the spin and momentum dependence of the nuclear 
wavefunctions. This, of course, is only an approximation; a more realistic description 
requires a model that includes the interaction between the spectator and knocked-out 
nucleon (FSI). One goal of this analysis is to determine the kinematic region where 
PWIA is no longer valid.
A comprehensive theoretical model formulated by Sabine Jeschonnek and J.W. 
Van Orden [21] has been developed for this purpose. This model has already been 
used successfully to predict values of the fifth structure function of the deuteron in 
the reaction d(e,e'p)n[22]. The d(e,e'p)n reaction was modeled by the authors to 
learn more about its sensisitivity to the initial nuclear state, and to the reaction 
mechanism. They used a relativistic deuteron wavefunction as a solution of the 
Gross equation (see Sec 2.2.2). A current SAID parameterization[23] of the nucleon- 
nucleon scattering amplitude was used in their calculation to account for FSI. This 
nucleon-nueleon amplitude includes central, spin-orbit, and double spin-flip terms. 
Using their calculation, they were able to predict four target polarization observables: 
beam-target vector asymmetry A^d, beam-target tensor asymmetry Ajd, target vector 
asymmetry A d , and the target tensor asymmetry A j.
These asymmetries are defined in this model as
Ad _  vLR L(Tl0) +  v t R t (T\o) +  v t t R t t (Tio) +  vl tR l t {T\q)
Tl°E
A d _ v lRl(T20) +  VtRt(T20 )  +  VttR tt (T2o)  +  U l T - R l t ( ? 2  o )
• I t  %
t 20x
j^d  _  v lt 'R lt '(Tiq) 4- Vj-'R-t '(T]q)
^ _  f l 0 ^  .  ’ ^
j ^ e d  _  v LT’RlT'(T20) +  Vt'Rt'{T-2 0 ) ^ 3 }
T f 20E ’
where
£  =  v lR l {U) +  vt R t (U) +  v t tR t t {U) +  v l tR l t (U). (24)
In these equations, Ri(Tkq) are polarization-dependent response functions, Ri(U) are 
unpolarized response functions, and Tkq are tensor polarization coefficients. These 
terms relate theoretical models to the asymmetry observables.
These polarization observables are in turn  related to the deuteron disintegration 
polarized cross section by
a  =  ct0{1 +  £ p . A !  + +  h()J~^PzAed + { , R z z A Id)} (25)
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where <r0  is the unpolarized cross section, P 2 = - l . . .+ l  is the vector polarization of the 
target, Pzz=-2...+1 is the tensor polarization of the target, and h is the helicity of 
the electrons.
Pzz
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FIG. 5: The accessible region of possible vector and tensor polarizations of the 
deuteron is within the area of the dashed boundaries of the triangle.
Since the spin of the deuteron is 1, the magnetic quantum number m z can be 
either ±1 or 0. This allows the deuteron to be vector polarized with polarization
p  = __ ^ + i ~  ALi__
2 N +1+ N 0 + N ^  ( ’
and tensor polarized with the polarization
JV+1 +  N - i  -  2N0 
zz N +1+ N 0 + N _ x { ’
where Nt is the population of a magnetic substate indicated by the index. The limits 
of the tensor and vector polarization can be seen in Fig. 5.
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Using the cross section from Eq. (25) the experimental double spin asymmetry 
can be written as
where PbPt is the product of the beam and target vector polarization and Pu is the 
the target tensor polarization.
A finely binned table of A^d and A d from the model was provided by Van Or- 
den. These calculated asymmetries were then integrated (weighted by the number of 
counts) over our rather broad kinematic bins in order to allow for direct comparison 
with the data. The experimental number of counts was calculated in finer bins in 
order to allow for proper weighting of the model.
2.5 EXISTING MEASUREMENTS
The d(e, e'p)n reaction has been studied in detail, but there are only four unique 
measurements of the beam-vector asymmetry A\d and tensor asymmetry A d tha t 
have been done in the past. These asymmetries are directly related to the double 
spin asymmetry A\\ as seen in Section 2.4. The existing data are a t a relatively 
low Q2 and were compared to a model formulated by Arenhovel et al. [24] ,[25]. This 
chapter will highlight the results of these analyses. Finally, a slightly different test of 
the Jeschonnek and Van Orden model is also presented to demonstrate the accuracy 
of the model.
2.5.1 NIKHEF
The first measurements of the tensor asymmetry A d were performed at the Dutch 
National Institute for Nuclear Physics and High Energy Physics (NIKHEF). The ex­
periment at NIKHEF used a polarized gas target with a 565 MeV electron beam[26]. 
Scattered electrons and protons were detected by the BigBite magnetic spectrometer. 
The tensor asymmetry was extracted as a function of the angle 9S between the polar­
ization axis and the missing momenta and as a function of the missing momentum. 
The range of missing momentum is limited to below 150 MeV/c. The results of this 
measurement can be seen in Fig. 6 .
Additionally, the first measurements of A^d were performed at NIKHEF several 
years later. A longitudinally polarized beam of electrons of 720 MeV was scattered 
off a vector-polarized deuterium target. The scattered electron was measured at
(28)
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FIG. 6 : Plots of from NIKHEF. Theoretical curves from Arenhovel are also 
shown. Short-dashed curves are results for PWBA, long-dashed curves include FSIs, 
and solid curves represent the full calculation[26].
a fixed angle 9 =  40°, with a solid angle coverage of 96 millisteradians (msr) and 
knocked-out protons were measured at a central angle of 9P = 40° with a solid angle 
coverage of 250 msr. The missing momentum range was increased up to 350 MeV/c 
at a Q2 of 0.21 (GeV/c)2. Figure 7 shows that at momenta higher than 250 MeV/c, 















FIG. 7: Al'„ as a function of missing momentum at Q2 — 0 . 2 1  (GeV/c)2[27].
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2.5.2 BLAST
Similar to the EG1 group of experiments, the Bates Large Acceptance Spectrom­
eter Toroid (BLAST) experiment used a polarized electron beam 6  incident upon a 
polarized deuterium target. An atomic beam source was used for the polarized deu­
terium target which allowed them to switch target polarization states between vector 
polarized and tensor polarized states. Two sets of deuteron data was taken with nom­
inal spin angles of 32° and 47° to provide perpendicular (0*, 4>*)=(n/2,0) and parallel 
(9*, 0*)=(O,O) kinematics. There are two analyses of the BLAST data; but the latest 
work by Adam DeGrush[29] reevaluates7 the work of Aaron Maschinot[30] to extract 
A^d and A d . These data was taken for a Q2 range of 0.1< Q2 <0.5 (GeV/c ) 2 and 
ten missing momentum bins from 0.0 to 0.5 GeV/c. The results of this measurement 
can be seen in Fig. 8 .
In DeGrush’s analysis, the inclusion of FSI is needed to predict a more negative 
value seen in the A d measurement a t large pm. Similarly, it will be shown in this dis­
sertation th a t FSIs are needed to predict an angle-dependence of Ay at high missing 
momenta. At low missing momenta, the A d measurements in DeGrush’s analysis are 
close to zero for every bin. At higher missing momentum bins, the experimental val­
ues do not agree well with the predicted theoretical curve; however, A^d is described 
rather well.
6Beam  polarization was ~  60% at 850 M eV [28].
7A  reanalysis was performed due to improvements in detector software.
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Partial Kinematics
Bonn PWBA + FSI + MEC +IC +RC
Bonn PWBA ♦ FSI ♦ MEC ♦ 1C
0.4







0  0.05 0.1 0.15 0.2 0.25 0.3 a 3 5  0.4 0.45 0.5 
Pm (GeV/o)
Bonn PWBA + FSI ■»* MEC +IC +RC
Bonn PWBA ♦ FSI ♦ MEC ♦ 1C
0.4




0 0.05 0.1 0.15 0 .2  0 .25  0.3 0 3 5  0.4 0.45  0.5
Pm (G«V/c)
(b) A
FIG. 8 : Plots of A j and A^d for 0.2< Q2 <0.3 (GeV/c)2. Theoretical curves have 




The E93-026 experiment in Hall C at the Thomas Jefferson National Accelera­
tor Facility measured the neutron electric form factor GnE in D(e, e'n)p  quasi-elastic 
scatting. In this measurement, the neutron was detected instead of the proton. Hong- 
guo Zhu extracted G’E from a measurement of A)'d and compared it to theoretical 
predictions using the calculation of Arenhovel. These predictions used various pa- 
rameterizations of GE from Galster et al.[31] which could then be compared to the 
data.
The target used in this experiment was a 1 5ND3  target similar to the E G lb  target. 
This experiment was.limited to Q2 =  0.5 (GeV/c ) 2 and the missing momentum was 
less than 180 MeV. The results are shown in Fig. 9.
2.5.4 CLAS
The model of Jeschonnek and Van Orden is not limited to providing values of 
A^d and Ad . As part of the CLAS Approved Analysis “Out-of-Plane Measurements 
of the Structure Functions of the Deuteron,” the asymmetry A LT> was measured in 
the d(e, e'p)n reaction. The asymmetry A lt ' is associated with the fifth structure 
function of the deuteron ult’ and is given by
A ’l t  = - p f w  (29)(Jl  +  (Jt
where the cross sections er* are partial cross sections from 
dba
,— j t — =  ctl +  +  A ii cos0pq +  ori'cos‘l<bpq +  haLI > siri(f)pq (30)
dQ*apmd(f)pqdUedUp
A lt ' is zero only in the absence of FSI. These measurements use the E5 data run 
and covers a Q2 range of 0.2< Q2 <5.0 (GeV/c)2. Figure 10 shows the preliminary 
results of this analysis.
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FIG. 9: A comparison of A^d in four different kinematic variables. The theoretical 
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FIG. 10: Preliminary measurements of A lt ' showing tha t the theoretical model 
provided by Jeschonnek and Van Orden (red line) agrees well with the data. [22] 




3.1 CONTINUOUS ELECTRON BEAM ACCELERATOR FACILITY
The EG1 group of experiments took place a t the Thomas Jefferson National Accel­
erator Facility1 (TJNAF) located in Newport News, Virginia. Using the Continuous 
Electron Beam Accelerator Facility (CEBAF) a t TJNAF, a polarized electron beam 
was provided to Hall B. The electron beam scattered off a dynamically polarized 
target, and these events were detected by the CEBAF Large Acceptance Spectrom­
eter (CLAS). The EG l experiments were run a t two different times. The first run 
took data in late 1998 and was dubbed EG la. The second experimental run was 
conducted between 2000-2001 for a period of seven months and called E G lb. The 
present analysis solely used data from the E G lb  run.
The uniqueness of the Continuous Electron Beam Accelerator Facility is th a t it 
can provide a high intensity external continuous electron beam instead of a pulsed 
beam used by several accelerator facilities (e.g., SLAC and CERN). At the time of the 
experiment, CEBAF accelerated' electrons through superconducting radio-frequency 
(srf) cavities to energies up to 6  GeV . 2 The srf cavities were operated in a continuous 
wave mode, and the beam is split in three packets to provide beam to three different 
halls, Hall A, B, and C. A diagram of CEBAF and the three experimental halls can be 
seen in Fig. 11. The beam makes five passes around the accelerator track and at any 
of those passes the packet alloted for a particular hall can be provided. This allows 
for a range of energies to be provided to the three halls at the same time. The beam 
was initially an unpolarized beam emitted from a DC-thermionic-gun-based injector, 
but since 1998, CEBAF has used a GaAs photo-cathode to provide a polarized beam 
between 70% and 80%[33] polarization to the experimental halls. A half-wave plate 
(HWP) can be used to change the polarization phase by 180°. The sign of the
1 The Thom as Jefferson National Accelerator Facility is also called Jefferson Lab or JLab.
2Initially, this facility was intended only to provide energies up to 4 GeV, but the accelerator 
has been exceeding performance. An upgrade to  12 GeV is currently underway at C EB AF with  


















FIG. 11: The Continuous Electron Beam Accelerator Facility at Thomas Jefferson 
National Accelerator Facility
helicity requires an extra negative sign when the HWP is in use. The position of 
the HWP is alternated between in and out during an experimental run to cancel 
instrumental polarity-dependent asymmetries. The spin orientation of the electron 
beam can be controlled using a Wien filter. The Wien filter uses crossed electric 
and magnetic fields transverse to the beam to rotate the beam polarization without 
affecting the momenta of the electrons[34] in the beam. The electron spins undergo 
precession about the magnetic fields from the recirculation and end-station transport 
arc magnets. The value of the precession angle is dependent on the number of passes 
of the beam, injector energy, energy in the linac, and accelerator bend angles. The 
helicity state of the electron beam for each event must be correctly identified in order 
to accurately calculate the asymmetry. The electron beam’s helicity was alternating 
pseudo-randomly at a rate of 30 Hz. The helicity of the beam was flipped between 
an original state (randomly chosen) and a complementary state for each pair.
3.2 HALL B BEAM LINE
Once the beam is accelerated to the specified energy for the run, the beam is 
released to the hall in an evacuated beam pipeline from the main beam line. It is
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important to know all the details about the beam prior to the target. The details 
th a t are of interest include beam polarization, beam position, beam intensity, and 
beam current. These measurements are done by several devices placed along the 
beam’s path. The position of all the components in the beam line can be seen in Fig. 
13.
3.2.1 M 0LLER POLARIMETER
The beam polarization is measured by a Mpller Polarimeter. The Polarimeter uses 
an invasive measurement which relies on detecting scattered electrons in coincidence 
to determine the reaction kinematics, so it is not used while data are being collected. 
A polarimeter measurement was typically done every other day and took about a half 
hour to perform. A target chamber containing a magnetized permendur foil th a t is 
oriented at ± 2 0 ° with respect to the beamline is used to produce saturated electron 
polarizations of 8 % along the plane of the foil. The scattered electrons pass through 
two quadrupole magnets the separate the scattered electrons from the beam. Two 
scintillators located downstream of the target count the incoming electrons. The 
average beam polarization during the E G lb  run was approximately 70%.
3.2.2 BEAM POSITION MONITORS
Two types of devices measure the beam position. The first type is represented by 
three nanoamp beam position monitors. The position monitors are noninvasive and 
measure at a rate of 1 Hz. The position monitors use three radiofrequency cavities 
to measure the position and are calibrated to the other beam position device, the 
Harp Beam Profile Monitor. Performing a harp scan involves moving wires through 
the beam and collecting scattering electrons with a photomultiplier tube. The harp 
scan measurement showed the width of the beam was contained within a 2 0 0  fj,m 
diameter.
3.2.3 FARADAY CUP
After the beam passes through the CLAS detector, it heads towards the Fara­
day Cup (FC) which is located 29 m downstream from the detector center. The 
FC measures the integrated current of the electron beam by collecting charge from 
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FIG. 13: Beamline of Hall B
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inside of a vacuum chamber. The current is collected via an electrical feed-through 
and converted into a pulse frequency. This signal is fed into a counter which is gated 
with respect to the helicity of the beam and records the information as latch bits.
3.3 CEBAF LARGE ACCEPTANCE SPECTROMETER
The CEBAF Large Acceptance Spectrometer (CLAS) is used to study electron 
scattering and photon absorption events and can be seen in Fig. 14. Housed in Hall 
B at TJNAF, the CLAS detector has almost a full iix acceptance in solid angle. 
The detector is divided into six wedge-shaped sectors. There are three layers of 
drift chambers along with a layer of scintillator counters. There are Cherenkov 
counters and electromagnetic calorimeters in the forward regions. In between each 
sector, there is a five-meter long superconducting magnet coil (see below) used for 
momentum analysis of charged particles. The drift chambers are used for track 
reconstruction, while the scintillators provide a way to measure time of flight. The 
Cherenkov counters are used for electron-pion discrimination and the calorimeters 
are used for identification of electrons and neutral particles.
3.3.1 TORUS MAGNET
Inside the CLAS detector is a large toroidal superconducting magnet (seen in Fig. 
15), used to  apply a  magnetic field in the <fi direction (transverse to the particle mo­
mentum) for momentum determination. Charged particles traversing the magnetic 
field do not deviate* in the azimuthal angle but instead get bent towards or away 
from the beam axis. A positive torus current will bend negatively charged particles 
inward and is called the in-bending configuration. A negative torus current will bend 
negatively charged particles outward and is called the out-bending configuration. 
The magnet can provide a maximum magnetic field, with a current of 3860 A, of 
2.5 T-m in the' forward direction, while at the larger angle of 90°, the magnetic field 
would be 0.6 T-m. Constructed of an aluminum-stabilized NbTi/Cu conductor, the 
coils are cooled to 4.5 K and are typically operated at 1500-2250 A[35]. The torus 
magnet was constructed to provide a magnetic field-free region in the center to allow 
for a polarized target. A mini-torus magnet can also be placed close to the target to 
keep low momentum electrons produced by Moller scattering in the target or beam 
windows from reaching the drift chambers.
30
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FIG. 16: One superlayer of the CLAS drift chamber consists of cells of field wires 
surround one sense wire. As a particle travels through the drift chambers, the sense 
wires detect the induced charge.
r.
3.3.2 DRIFT CHAMBERS
The drift chambers (DC) of the CLAS detector is divided into three distinct 
regions. The relative positions of each region designate three distinct magnetic field 
regions. Region 1 is close to the Target and is in an area of low magnetic field. 
Region 2 is housed between the torlis magnet coils is in an area of high magnetic 
field strength. Region 3 is outside of the magnet and sees a decreasing magnetic field 
strength. /f*
Each region contains six sectorsTo* record tracks of charged particles. Each sector
' I
covers approximately 60° in 0  to prpvide nearly complete coverage around the target. 
The drift chambers are composed of several hexagonal shaped cells increasing in size 
as a function of distance from* the target. A cell is defined as a single sense wire with 
six surrounding field wires which are strung parallel to the magnetic field. The cells 
form a honeycomb of field wires th a t is six cells across ( “superlayer”) as seen in Fig. 
16. There are two “superlayers” per region with one being tilted 6 ° in stereo angle
l





FIG. 17: A full view of the Cherenkov Counter. The PM Ts were placed on in the 
regions of 0  that were obscured by the magnetic coils.
FIG. 18: A cross section view of the Cherenkov Counter. Here a particle causes 
Cherenkov radiation and tha t radiation is reflected from the elliptical and hyperbolic 
mirror to be directed towardsHhe PMT.
(CC). The initial purpose of the CC is to provide an electron trigger, but also to 
provide a way to distinguish pions from electrons[37]. The CC complements the drift 
chambers’ 6 coverage from 8 ° to 45°. Two focusing mirrors, a “Winston” light cone 
and a cylindrical mirror, are the main optical elements in the CC. The detectors 
were filled with perfluorobutane (C4 F 1 0 ) to give a high photon yield with an index 
of refraction n =1.00153. The full CC detector can be seen in Fig. 17 and a cross 
section showing the optical elements can be seen in Fig. 18.
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3.3.3 CHERENKOV COUNTERS
Outside of the drift chambers in the forward direction are Cherenkov Counters
team
FIG. 19: One sector of the scintillator calorimeters showing all 57 paddles
As an electron travels through the CC, the electron will produce Cherenkov ra­
diation3. In perfluorobutane, Cherenkov radiation for electrons is produced a t a rel­
atively low momentum, while pions have a momentum threshold of p,r ~2.5 GeV/c. 
The radiation is reflected off the optical mirrors and collected by the light cone.
3.3.4 SCINTILLATOR CALORIMETERS
The time-of-flight (TOF) system consists of Scintillator Counters (SC) and sur­
rounds the majority of the CLAS detector as seen in Figs. 14 and 15. There are 
six sectors to the TOF system covering 8 ° < 9 < 142° and 60° in <f>. Each sector 
contains 57 scintillator paddles with a photomultiplier tube located at each end[38]. 
One entire SC sector can be seen in Fig. 19. The first 23 paddles are called the 
“forward-angle” counters and are smaller in width (15 cm) compared to the remain­
ing paddles called the “large-angle” counters (22 cm). The difference in width is due 
to geometrical space constraints, and particles at large angles typically have longer 
flight times so timing resolution needs are less stringent.
The TOF system provides timing information for particle identification and can 
be used in the triggering system. At the forward-angle paddles timing can be resolved 
up to 120 ps, and 250 ps in the large-angle paddles. The DC provides the momenta 
and trajectories of charged particles, while the TOF provides the end time of that 
trajectory. Using the data from the DC and TOF, the mass of a particle can be
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FIG. 20: One Electromagnetic Calorimeter Module showing the alternating stacking 
of planes with strips rotated 1 2 0 ° relative to the previous layer
determined allowing further particle identification.
3.3.5 ELECTROMAGNETIC CALORIMETERS
Similar to the CC, the Electromagnetic Calorimeters (EC) cover 8 ° <  0 < 45° 
and are the final layer of the CLAS detector. Divided into six sectors, each EC 
is composed of 39 layers of a 10 mm thick scintillator with a 2.2 mm thick lead 
sheet separating each layer[39]. Each scintillator layer is further divided into 36 
strips parallel to one of the three sides of the calorimeter sector. Each EC sector is 
triangular in shape so there are three possible orientations at 1 2 0 ° relative to each 
side. These orientations are called U, V, and W. Every EC module contains 13 layers 
of each configuration. Fig. 20 shows how each successive layer is stacked in the EC 
module. The first five scintillator layers per orientation are called the inner layers 
and are connected to a photomultiplier tube via a fiber optic bundle connected to 
the strips. The remaining eight layers are called the outer layer and are connected to 
a different photomultiplier tube as seen in Fig. 21. The division of the layers allows 
for improved particle identification. The EC provides detection and triggering of 
electrons with energies above 0.5 GeV and photons a t energies above 0 . 2  GeV. The 








FIG. 21: A vertical cut through the Electromagnetic Calorimeter showing Lead (Pb) 
- scintillator (SC) stacking. Purple scintillators represent the inner layers while the 
green scintillators represent the outer layers.
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the total energy deposited in the EC and the trajectory provided by the DC, higher 
energy pions can be identified. Additionally, the EC provides detection of neutrons 
using time of flight information.
3.4 EG1B RUN GROUP
This analysis used data from the E G lb  run period (2000-2001) with polarized 
electrons on dynamically polarized 1 5ND3 targets. The group of E G l experiments 
was measuring the following:
1. polarized structure functions of the proton [40],
2. polarized structure functions[41], and
3. and single pion electro-production from the proton[42][43][44].
Although these.were the approved experiments, the data collected from E G l were 
taken with an open trigger so tha t additional studies and measurements including 
this analysis of the double spin asymmetry A|| from quasi-elastic scattering can be 
performed. ' ' , ,
The E G lb  group of experiments collected data using several different experimen­
tal configurations. .The polarized electron beam had energies of 1.606, 1.723, 2.286, 
2.561, 4.238, 5.615, 5.725, and 5.743 GeV which were grouped into nominal beam 
energies of 1.6, 2.5, 4.2, and 5.7 GeV. In-bending and out-bending configurations 
were used for the main toroidal magnet (torus) with currents of 2250 A or 1150 A 
to increase the Q2 range. Additionally, several targets could be interchanged during 
any configuration.
3.4.1 EG IB TARGETS
During EG lb, longitudinally polarized electrons were scattered from two main 
targets, a longitudinally polarized proton target (1 5NH3) and a deuterium (1 5ND3) 
target. Additionally, three background targets were used: 1 2C, 4He (empty), and 
15N targets. Beam and target polarizations were either parallel or anti-parallel with 
respect to each other and the beam direction. The focus of this analysis was only on 
the deuterium target data collected from the E G lb  run.
The two polarized targets, 1 5 NH3 and 1 5ND3, were polarized by the dynamic 
nuclear polarization (DNP) method. Solid polarized targets that use DNP have been
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used in several labs .4 A complete description of the process and theory for the DNP 
method on ammonia targets can be found in an article by D. G. Crabb and W. 
Meyer [46]. The deuterium target maintained roughly 20%-30% polarization during 
data collection. A detailed plot of the polarization history can be seen in Fig. 22. 
The targets were periodically annealed to remove extra paramagnetic radicals and 
restore polarization. -
The EG lb  deuterium target was composed of frozen deuterated ammonia granules 
(1 5 ND3) that were approximately 1 mm in diameter. The granules were irradiated5 at 
either Jefferson Lab’s Free Electron Laser (FEL) or Stanford’s SUNSHINE facility 
for DNP. Ammonia’s high resistance to radiation made it a suitable choice as a 
target for the 'CLAS detector. Since 15N becomes polarized with the deuterium, 98% 
enriched 15N was used to simplify polarized background correction[47]. The target 
was submerged in an approximately 1 K helium bath in a  cell on a thin aluminum 
bar. The cell was made of a hydrogen-free plastic, polychlorotrifluoroethylene. This 
material was chosen because it has a high resistance to radiation damage and it does 
not produce a nuclear magnetic resonance (NMR) background signal. At the end of 
each cell, a thin foil sheet was used to hold the target material in place. A foil sheet 
of 25 («m aluminum was used for the entrance windows, and a sheet of 50 pm  kapton 
was used for the exit windows to help reduce the radiation loss of scattered particles. 
The 12C target used a 2.3 mm thick carbon disk and the final cell was left empty.
3.5 RUNNING CONDITIONS
As stated previously, several beam energies were used during the E G lb  run. The 
beam was rastered over the surface of the targets in a inward and outward spiral pat­
tern. This was done in order to minimize depolarization of the target due to heating 
and radiation damage. The beam position was measured using the beam position 
monitors located at three different positions upstream from the CLAS detector. Data 
were collected following each Level 1 trigger. Minimum signal thresholds in both the 
inner EC ( 0.5 GeV) and the CC6  had to be met in order for an event to be trig­
gered. Once the trigger threshold has been met, information from all detectors is
4T he E143 target at SLAC and the NA47 (SMC) at CERN used the D N P process in order to  
achieve polarization [45].
5The irradiation process dopes the material w ith approximately 10” 4 unpaired electrons.
6T he energy threshold for Chcrenkov radiation in C 4 F 1 0 is E =18.1  raparticie, where m  is the 
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FIG. 22: Polarization history (NMR.values) of both loNH3 (B) and 1 5ND3 (0 ) targets 
over 2000 hours[47]
collected for a 90 ns time period[35}._ The CLAS Data Acquisition (DAQ) system 
was designed for a 2 kHz event rate, but during the EG lb  time period, the routine 
operation was between 3 and 4 kHz-. Overall, there were approximately 40 terabytes 
of data collected divided into 2 0 0 0  runs.
Initially, the data collected by thb CLAS detector were digital values from 24 
Readout Controllers associated with detector components. This data was grouped 
into events by the event builder process. The data were then organized into tables ar­
ranged by header banks clustering similar data together. These events were recorded 
to the SILO by the Event Recorder process in the form of Bank Object System (BOS) 
files. 7 BOS files were written in 2  gigabyte blocks which were labeled by run number 
and block number. Typically, there were twenty to thirty blocks associated with a 
run due to the large amount of events collected. The BOS format was the lowest level 
off-line data format used in the analysis process and was later converted or “cooked” 
to obtain physical quantities such as positions, energies, and momentums.
Typically, the cooking process produces ntuple files tha t are read with the PAW
7BOS is a FORTRAN77 program system  used for the CLAS detector to dynam ically manage 
data.
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or ROOT framework. Due to the large amount of data associated with the EG lb  run, 
the data were formatted into D ata Summary Tape (DST) files to limit the total disk 
space required for storage, which were stored on Jefferson Lab’s silo tapes. Although 
cooking the BOS files did reduce the file size, each run in the DST format was still 
broken into several blocks. The DST files were categorized into two types, electron 
triggered events and positron triggered events referred to as DST and DSTp files, 





The lower-level processing ( “cooking”) of E G lb  data was done by the E G lb  
working group. At this stage in the analysis, event reconstruction and calibrations of 
the time of flight, drift chambers, and electromagnetic calorimeters were performed. 
The cooking was performed prior to the start of this analysis and more details on the 
cooking process can be found in the theses of the members of the E G lb  working group 
[48], [49], [42], and [43] as well as the resulting analysis notes1 [41] [40]. Additionally, 
these theses and notes provided a foundation for several cuts implemented in this 
analysis.
As stated previously, the data were divided into DST files associated with a run 
number. A complete list of all runs detailing the experimental setup (i.e. torus 
polarization, torus current, beam energy, half-wave plate, target, and target polar­
ization) was compiled for organizational and reference purposes during the cooking 
process. This list also labels the runs tha t passed quality checks and could be used 
for analysis. Every run was systematically inspected and compared with similar runs 
to ensure quality. Only good runs were processed from this list. Several programs 
access this list in the analysis process as reference so that run information did not 
have to be hard coded into the programs. The runs were grouped into sets based 
on torus polarity and beam energy. Table 1 gives the set labels of ND3 runs used 
throughout this analysis.
To further organize the data, a program called “LinkDATA.pl” created soft links 
to the DST files on the silo. The soft links were created in the home folder on Jefferson 
Lab’s computers. The program organized the links by DST or DSTp file and run set. 
The LinkDATA program has several command-line arguments that were used in this 
analysis. The first argument allowed soft links to be made for either DST or DSTp 
files. The second argument verified all files were already cached on the Jefferson Lab
1 These analysis notes have been approved by the Deep Processes Physics Working Group.
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TABLE 1: All ND3 E G lb  run sets with usable electron beam data, organized by 
beam energy and torus polarity. These set labels are used throughout this analysis. 
Further distinctions between sets were target polarizations used during the run.
Set Label Run Number Range(s) E seam (G eV ) hrortis(A)
1 .6 + 25488-25559; 25669-26221 1.606 + 1 5 0 0
1 .6 - 26222-26359 1.606 - 1 5 0 0
1 .7 + 2 8 5 1 2 -2 8 5 2 6 1.724 + 1 5 0 0
1 .7 - 27644-27798; 28527-28532 1.724 - 1 5 0 0
2 .3 + 27205-27351 2.288 +  1500
2 .5 + 28001-28069 2.562 + 1 5 0 0
2 . 5 - 27799-27924; 27942-27995 2 .562 - 1 5 0 0
2 . 8 - 27936-27941 2.792 - 1 5 0 0
4 .2 + 28074-28277; 28482-28494; 28506-28510 4.239 + 2 2 5 0
4 . 2 - 28280-28479; 28500-28505 4 .239 - 2 2 5 0
5 .6 + 27356-27364; 27386-27499 5 .627 + 2 2 5 0
5 . 6 - 27366-27380 5 .627 - 2 2 5 0
5 .7 + 27069-27198 5.735 + 2 2 5 0
5 . 7 - 26874-27068 5.735 - 2 2 5 0
5 . 7 - 26468-26722; 26776-26851 5.764 - 2 2 5 0
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silo, and if not, the missing files would be re-cached2. The cache argument was always 
used before the DST files were analyzed to ensure tha t all data files were analyzed. 
The last argument specified the quality set of cooked E G lb  data. Due to the large 
number of files for the EG lb run, the EG lb data was separated into R A T E  and 
A SY M  categories. The R A T E  category includes runs from all targets tha t pass the 
standard EG lb quality checks, whereas the A SY M  category contains only ammonia 
target runs that were considered of good enough quality for asymmetry calculations. 
The files in the R A T E  category had stricter cuts imposed for file selection. For this 
analysis, the R A T E  selection was only used because the other targets were needed 
for calculation of dilution factors which will be further described in Section 4.7.
4.2 S K IM M IN G
For the present analysis, smaller, files were needed since performing analysis on 
unabridged DST files would be time consuming as well as occupy large amounts of 
hard disk space. Since this analysis only used exclusive events, only information 
about events of interest were saved and converted to the C + +  based format of 
a ROOT file. Events of interest were chosen by the number of particles present 
during the event. All events with only two oppositely charged particles (an electron 
candidate and a proton candidate) were saved. Additionally, events with a third 
neutral particle detected were saved. This step of the analysis was called “skimming” . 
The dstdump program was used to perform the skimming because of its ability to 
perform all the corrections provided by the EG l group, plot initial quality checks, 
and start lower level particle identification. Skimming the data decreased the total 
size of the data from 40 terabytes to approximately 500 gigabytes.
The EG lb group developed a standard analysis package called “dstdump.cc” to 
read and analyze the DST files. Furthermore, the dstdump program provided access 
to several important data analysis tools and was meant to be used as a foundation 
for analysis. The data analysis tools included several cuts and corrections th a t were 
not initially done during the cooking process. Some of the major functions and 
corrections3 of the dstdump program were:
2D ST  files could only be accessed on Jefferson Lab’s cached directory and periodically files would 
be deleted and needed to be re-cached.
3These corrections are standard E G lb  corrections that can be found in approved E G lb  analyses.
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Momentum Corrections
The momentum correction was a final sector-by-sector calibration to fix inac­
curacies in the magnetic field mapping and drift chamber geometry. These 
momentum corrections used the same techniques as developed for the E6  ex­
periment [50].
Helicity Corrections
The helicity corrections fixed problems with the recording of the beam helicity. 
More information on this correction can be found in section 4.2.2.
Raster Corrections
The electron beam was continuously rastered in a spiraling, circular pattern. 
Due to the rastering, the electron beam entered the target at various positions, 
and the raster corrections centered the scattering event vertex position.
Energy Loss Corrections
As the scattered electron traverses through the target, energy is lost through 
ionization. Approximately 2.8 MeV cm2/g  is lost for the typical E G lb  target[51]. 
The true value of energy loss depends on the density and thickness of the win­
dows and helium coolant. The energy loss correction accounts for this loss.
Beam Energy Correction
There was some beam energy loss due to the beam traveling through the target 
prior to the event vertex. This energy loss was typically on the order of a few 
MeVs for the electrons. A comparison between beam energies given by Hall 
A and the nominal Machine Control Center (MCC) was used to get a precise 
knowledge of the beam energy.
Torus Scaling Correction
During the original cooking, some tel files4 were omitted causing the values of 
the torus current in the DST files to be incorrect. The torus scaling correction 
ensured the correct torus current value was used during analysis.
Multiple Scattering Correction
After an electron scatters off the target, it can experience further deflections
4T he tel files are configuration files used while cooking BOS files.
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because of multiple scattering. These multiple scattering effects should be cor­
rected if possible because they cause a net angular deflection and displacement 
of the apparent vertex position. E G lb  standard analysis uses information from 
coincident particle vertices for this correction.
Stray Magnetic Field Correction
The fields of the target solenoid and the torus magnet could overlap in the 
inner components of the detector. Using GSIM to simulate this effect, EG l 
calculated fit parameters in order to correct for the stray magnetic fields.
Particle Identification
Only simple particle identification was done during the dstdump program. The 
charge of the particle was the main tool for particle identification. Electron 
candidates were negatively charged particles. Proton candidates were positively 
charged particles. If an electron candidate and proton candidate were present 
with a neutral particle; this particle was considered as a neutron candidate. 
Further cuts were applied at a later stage in this analysis to properly identify 
particles.
Faraday Cup Counting
Information about the cumulative beam charge incident on the target was col­
lected. This was done to properly normalize the data  at a later stage in the 
analysis. The dstdump program summed the information about the lifetime- 
gated Faraday Cup from each DST file in order to give a full count of the beam 
charge per helicity state.
4.2.1 QUALITY CHECKS
In addition to the quality control performed by the E G lb  data group in selecting 
quality run files, additional checks were performed on the E G lb  data. We modified 
the dstdump program to output count rates at every stage of particle identification. 
This was performed for each run number and by each cut applied to determine the 
quality of each individual run. The count rate of events per run were normalized 
using the gated Faraday cup information. The count rates gave an indication of the 
normal event rate per beam energy run and per torus configuration. If a run was 
within 8% of the normal count rate for inclusive counts, then the file was considered
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to be a good run. The 8 % threshold was used to allow for statistical fluctuations at 
higher energies due to the momentum spread of the inclusive electrons.
Furthermore, the count rate also showed if there were changes in the experimental 
parameters. In the 2.5 GeV out-bending run, the deuterium target was compromised 
and the deuterium beads fell out of the cavity. The target had to be refilled and 
additional foil was applied. This change in experimental parameters was observed in 
the count rate, as can be seen in Figure 23b. The 2.5- GeV data set was treated as 
two data sets as seen in Table 2 for the calculation of the dilution factor and the raw 
asymmetries.
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FIG. 23: Counts of events of interest normalized by Faraday Cup count for the 2.5 
GeV run after proton identification cuts have been implemented. The out-bending 
plots shows the difference of counts rates before and after the target was refilled and 
additional foil was added. The scale is different on both plots and the zeros are 
suppressed.
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TABLE 2: Run numbers for the two individual 2.5- GeV data sets. Parameters of 
the target had changed between the two run sets.
S et L abel R u n  N u m b er R a n g e(s) E Beam (G eV ) ^ T o ru si A )
2 . 5 -  S et 1 27799-27924 2.562 - 1 5 0 0
2 . 5 -  S et 2 27942-27995 2.562 - 1 5 0 0
4.2.2 HELICITY PAIRING
The helicity state of an event was determined by the beam helicity signal, half 
wave plate status, and spin rotation factor. The spin rotation factor is determined 
by the Wien filter located at the injector and the precession in the accelerator which 
was dependent on the beam energy as described in Section 3.1. The E G lb  run group 
took great care to determine the correct helicity and mark only good helicity pairs 
(i.e. an original and complementary pair) for use. A program called “HelP.cc” was 
designed by the E G lb  run group to help identify correct pairing sequences and flag 
questionable helicity bits. The HelP program was run in unison with the dstdump 
program and flagged helicity bits were either corrected or removed.
4.3 BINNING OF DATA
The asymmetries measured in this analysis are calculated as a function of three 
kinematic variables: the squared four-momentum transfer (Q2), the cosine of the 
angle between the virtual photon and the neutron (cos 0 n<?), and missing momentum 
(Pm)-  We integrated over the angle <j> between the leptonic and hadronic plane.
The standard EG lb Q2 binning was used as a template for our Q2 binning scheme. 
The E G lb  working group binned Q2 logarithmically and each bin was calculated as
Bin Number =  n = in t (27.0 +  13.0 * logl0(Q2/ 0.9188388)) . (31)
These Q2 bins were used in inclusive analyses but were too fine for this exclusive 
analysis because of the limited statistics. Several bins were combined to form four 
new Q2 bins. Table 3 shows the new Q2 binning used in this analysis and how it 
compares to the standard EG1 bins. The Q2 range in this analysis was limited to 
0.131-3.17 (GeV/c)2.
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TABLE 3: Comparison between Q2 bins and Standard Q2 bins for E G lb. Higher 
Standard Q2 bins for E G lb  are not shown.
B in S tan d . E G lb  B in O 2^ m m Q m a x Q 2(a rith m etic  ave.)
0 0 0 .00919 -
1 0.00919 0.0110 0.010
2 0 .0110 0.0131 0.012
3 0.0131 0.0156 0.014
4 0 .0156 0 .0187 0 .017
5 0 .0187 0.0223 0.020
6 0 .0223 0 .0266 0.024
N /A
7 0 .0266 0 .0317 0.029
8 0 .0317 0.0379 0.035
9 0 .0379 0.0452 0.042
10 0 .0452 0.0540 0.050
11 0 .0540 0.0645 0.059
12 0.0645 0.0770 0.071
13 0 .0770 0.0919 0.084
14 0 .0919 0 .110 0.10
15 0 .110 0.131 0.12
16 0.131 0 .156 0.14
17 0 .156 0 .187 0.17
0 18 0 .1 8 7 0 .223 0.20
19 0 .223 0 .266 0 .24
20 0 .266 0 .317 0 .29
21 0 .3 1 7 0 .379 0.35
22 0 .379 0 .452 0.42
23 0 .452 0 .540 0.50
1
24 0 .540 0 .645 0.59
25 0 .645 0 .770 0.71
26 0 .770 0 .919 0.84
27 0 .919 1.10 1.0
2
28 1.10 1.31 1.2
29 1.31 1.56 1.4
30 1.56 1.87 1.7
31 1.87 2.23 2.0
3
32 2.23 2.66 2.4
33 2.66 3.17 2.9
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The data were divided further into bins of cos 6nq. The cos 9nq region was roughly 
divided into three regions of 0.7 width from -1.0 to 1.0. The exact ranges of the 
cos 9nq bin are shown in Table 4.
TABLE 4: The cos 9nq bins used in this analysis.
Bin ValueTOtn ValuemrtI
0 - 1 . 0 -0.35
1 -0.35 0.35
2 0.35 1 . 0
The final bin was the missing momentum bin. We are interested in missing 
momenta from 0.0 to 0.5 GeV/c, divided into five bins. The lowest bin was chosen 
from 0.0 to 0.05 GeV/c. The next three missing momentum bins were 0.1 G eV/c  wide 
while the last bin was 0.15 GeV jc  wide. The exact ranges of the missing momentum 
bins are shown in Table 5.
TABLE 5: The missing momentum bins used in this analysis.
Bin Valuemm (GeV/c) Valuemax (GeV/c)






4.3.1 BINNING FOR THEORY/EXPERIMENTAL COMPARISON
In order to properly weight the theoretical asymmetries with our experimental 
count rate, much smaller binning was needed. As stated in Section 2.4, the theoretical 
values were provided on a grid of kinematic points at the center of these finer bins. 
The larger Q2  bins were replaced with the standard E G lb bins. The cos 0nq bins were 
re-binned into 40 equally spaced smaller bins from -1.0 to 1.0. Forty bins were chosen 
so the smaller bins still aligned with the larger bins. Additionally, binning in 0 was 
added. Four 0 bins were chosen to be centered on 0, 90, 180, and 270 degrees. The 
new 0 bins are shown in Table 6 . The missing momentum bins remained the same 
and were compared with the spectator momentum in the theory calculation. All 
new kinematic bins were then filled by the dilution factor (see Section 4.7) corrected 
counts. The theoretical prediction for a given wide bin was calculated by summing 
the product of predicted asymmetry and experimental counts in all fine bins inside 
the wide bin and dividing by the total counts in the wide bins.
TABLE 6 : The 0 bins used for experimental weighting of theory.






In the following, we describe how we properly identified the final state particles 
and the d(e, e'p)n reaction. Particle identification began a t the cooking stage of the 
analysis. The cooking program RECSIS performed hit-based tracking and time-based 
tracking to identify charged and neutral particles.
The next level of particle identification used the dstdump program described in
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Section 4.2. After all corrections were applied to each event, events of interest were 
chosen. Negatively charged particles that have a momentum less than the beam 
energy are considered as electron candidates. All positively charged particles at this 
stage are considered to be proton candidates. Neutral particles are considered to 
be neutron candidates when the beta of the particle is less than 0.8 (/3 <  0.8). To 
reiterate, the purpose of the dstdump program was to apply corrections and skim all 
events to produce smaller ROOT files. All processing of data up to this point was 
performed at Jefferson Lab’s D ata Analysis facility.
The final particle identification and selection was performed with the ROOT files 
on local disks using ROOT version 5.18. Using a C + +  based code, the skimmed files 
were analyzed to determine the final events of interest. The events chosen passed all 
electron, proton, and coincidence cuts that will be defined in the following sections. 
Furthermore, the events chosen were in the ranges of the defined bins provided in 
Section 4.3. These event counts were stored in text files by run to be later used to 
calculate asymmetries.
4.4.1 ELECTRON IDENTIFICATION
From the dstdump skimmed files there are only two charged particles detected 
for each event. One charged particle was a negatively charged particle and was 
considered to be an electron candidate. Light hadrons, like n~. have similar time-of- 
ffight and trajectories as electrons, and secondary reactions can additionally cause 
other electrons to be present. To verify an electron was observed, several cuts and 
conditions were therefore implemented:
Cuts during dstdump program
These cuts were implemented during the creation of the skimmed root files to 
identify electron candidates.
1. Particle Charge =  - 1
2. Only one negatively charged particle
Cuts on skimmed root files
These cuts further identified electron candidates and will be explained in the 
following sections.
1. Status Flag Selection
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2. Trigger Bit Selection
3. Vertex Cut
4. Cherenkov Counter Cut
5. Electromagnetic Calorimeter Cut
6 . Geometric and Timing Cuts
7. Fiducial Cuts
Status Flag Selection
Every particle was given a one or two digit number called a status flag during 
reconstruction. Single digit numbers between 0  and 5 signified tha t the track was 
time-based. Time-based tracks were accepted. Status numbers from 6  to 9 meant 
the track was not time based and was unacceptable. A value of 10 was added to 
the single digit number if the particle went through all three superlayers of the drift 
chambers. Therefore, the electron events kept were
0  <  fla g  status < 5 and 
10 5; fla g  status ^  15.
Trigger Bit Selection
Trigger words were associated with every event. The trigger word is a 16 digit 
binary number tha t contains information about trigger responses. The first 6  bits 
correspond to a trigger in the EC and CC in the respective sector. Trigger bit 
7 and 8  correspond to only a hit in the EC with bit 8  corresponding to low EC 
threshold. Trigger bits 9-14 were not used, while bits 15 and 16 contained redundant 
information about the helicity bucket. For the event selection, a trigger word that 
contained trigger bits 1-6 was considered a good event because the EC and CC were 
both triggered.
Vertex Cuts
Events tha t were considered for the analysis had to originate from the target. 
Some of the events tha t were recorded by the CLAS detector originated from material 
surrounding the target. In order to eliminate events not coming from the target, a
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cut was placed on the Z  vertex position of the electron candidate. The center of the 
target was determined to be a t Z=-55.0 cm and a 3er cut was implemented. The 
resolution due to event reconstruction was not fine enough to differentiate between 
events originating from the target housing and the target material. The loose vertex 
cut of
—58.0 <  Z v e r t e x  < —52.0 (cm) (32)
was used and can be seen in Figure 24.
FIG. 24: A plot of 9ei in degrees vs Zvertex in cm. The red lines show the boundaries 
of the vertex cut.
Cherenkov Counter cut
The Cherenkov Counter was used to separate electrons from pions. Pions are 
more massive than electrons and therefore are less likely to produce photons from 
Cherenkov radiation. In an exclusive analysis, there is very little pion contamination 
so the threshold could be set rather low. The number of photoelectrons that need to 
appear in the Cherenkov counter was chosen to be greater than 1.0.
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Electromagnetic Calorimeter Cut
Pions and electrons show a distinctly different pattern of energy deposition in 
the EC. Using inclusive data, the E G lb  group determined tha t the signals from 
ECinner and ECt0tai divided by the reconstructed momentum reveal a clear distinction 
between pions and electrons.
For the present analysis, the cut for inclusive data was used. It was further 
determined tha t E C totai/p from pions is momentum dependent while the ratio is 
roughly constant for electrons. Therefore, a cut shown by Figure 25 was implemented. 
In conclusion, the following cuts were implemented to discriminate against pions:
1. EC inner >0-05
2. For pelectron < 3.0, >  0.15
H elec tro n
3. For P electron  > 3-0, foetal > 0.20
F e le c t ro n

















Additionally, layers of the EC may not have recorded the deposited energy infor­
mation making the sum of E C i n n e r  and E C  o u te r  different from E C to ta i -  A sum check 
was implemented to identify and correct the EC energies. If the E C in n e r  contained
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energy information, then the total energy was corrected such that
E C t o t a l  —  M A X  { E C t o t a l ,  E C i n n eT  4 "  E C  o u te r ) - (33)
If the ECinner recorded no information, thenin n er
in n er outer  ■ (34)
Geometric and Timing Cuts
These cuts refer to a method proposed by M. Osipenko et al. [52] in which a CC hit 
is matched with a measured track in the DC. The matching was done geometrically 
and temporally. This work was completed by N. Guler and is only summarized her 
for reference.
For geometric matching, an imaginary CC projective plane is constructed behind 
the CC detector as in Figure 26. To construct the projective plane, the path of the 
Cherenkov radiation is extended behind the elliptical mirror with the initial direction 
of the radiation. The length of the projected radiation is equal to the distance 
traveled from the mirror to the PMT. The ends of all possible paths of the projected 
radiation form the projective plane. Two angles are formed using the normal on 
the projected plane. 6P is the angle between the normal on the projective plane and 
the projected path of the radiation. 0cp nter is the polar angle of the segment center 
between the normal on the projective plane and the segment center. The difference 
between these two angles should be close to zero with an offset5 of Q°ffset for electrons.
was used for the geometrical track matching. Further discrimination geometrically 
involved comparing triggers from the right and left PMT. Electrons with a (f> > 0 
should have triggered the right PMT, while (j> < 0 should have triggered the left 
PMT. An event could have triggered both PMTs when the electron had <f) «  0. 
Events tha t did not follow this relationship were considered accidental coincidences 
and were cut from the analysis. Lastly, the time difference between the expected 
time and observed time for an electron to travel from the SC to the CC projected 
plane should be close to zero. This time was calculated as
A cut of
\6P -  9cpenter -  9°pffset| <  3OpI center (35)
(36)





FIG. 26: A profile of the Cherenkov counter projection plane. The length of the 
projected radiation path (green lines) is equal to the length of the reflected radiation 
path(red lines).
where t sc  and t sc  are the recorded times for the SC and CC respectively and rsc  
r sc  is the calculated track distance between the SC paddle and CC projective plane. 
A complete description of the parameters used as well as relevant plots detailing the 
cuts can be found at EG lb ’s web site [53].
Fiducial Cuts
Fiducial cuts were developed by the EG lb group to be used with all data  sets. 
These fiducial cuts were designed to remove inefficient regions of the detectors where 
acceptance was poorly understood. These fiducial cuts were designed using a study 
[54] of the CC during the 1 . 6  GeV in-bending E G lb  runs as a foundation to  determine 
inefficient regions. The detected electrons’ distribution in <f) and 6 th a t passed an
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80% efficiency cut were plotted for each sector. Geometric cuts were applied to 
remove regions tha t contained a low population density. A complete description 
of the fiducial cuts can be found in the work of R. Fersch [40], An additional cut 
was used to eliminate any inefficiency due to reconstruction at the edges of the DC 
detector. This was only implemented in 6 and electrons between the angles of
8.0° < detect™ < 49.0° (37)
were considered good electrons. The 49.0° limit was used to eliminate electrons th a t 
scattered off the target magnet coil.
Additional Cuts
A few additional cuts were also used to identify electrons. A problematic region 
of sector 5 of the DC was removed from analysis. Reconstruction of this region had 
failed during cooking [49]. The region in Sector 5 tha t was removed was between
18.0° <  6 < 21.0° (DC Sector 5 Only). (38)
Lastly, the cuts of
* u = E - E '  > O.OGeV,
*  P electron  ^  E b e a m i a n d
* P electron  ^  15% * E}H(Lrn
were used as a precautionary measure to eliminate erroneous electron events and 
reduce radiative corrections.
4.4.2 PROTON IDENTIFICATION
In addition to electron identification, proton identification was needed in order to 
properly identify the d(e, e'p)n reaction. Proton candidates were chosen at the DST 
stage as positively charged particles. Several additional cuts were implemented to
identify protons. Here is a list of the additional cuts that were applied to identify
protons.
1 . Particle Charge =  + 1
2 . Electron must be present
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3. Time of Flight Cuts
4. Kinematic Cuts
5. Fiducial Cuts
4.4.3 TIME OF FLIGHT CUT
Besides requiring a positive charge, the primary method used to identify a proton 
was the time of flight cut. This cut is based on the principle tha t there should be 
no difference between the measured and calculated time of flight. The difference 
between the measured and calculated time of flight was calculated as
where t tdc is the raw time as measured by the time-digital converter (TDC), t,start is 
the event start time, \p n th  is the length of the proton’s path, P p r 0 ta n  is the proton’s 
momentum, and is the mass of the proton (0.938 GeV/c2). The cut of
was implemented to select protons from the proton candidates. Initially, this cut 
eliminated several good protons candidates due to an issue with timing. This cor­
rection is explained in section 4.6.
Kinematic Cuts
Similar to the electron vertex cut, a proton vertex cut was implemented in the 
analysis. This was done to make sure the detected protons originated from the target 
material and not material surrounding the targets. The same cut from Eq. (32) was 
used for the proton.
Fiducial Cuts
Similar to the electron fiducial cuts, proton fiducial cuts were implemented to 
remove particles on the fringe of the detector’s acceptance region. Different cuts 
for in-bending torus and out-bending torus configurations were devised due to  the 
proton’s path curving differently in the two distinct magnetic fields. The proton’s 0
■proton s ta r t
P p r o to n  T  ^ ^ 'p ro to n 1-
(39)
1.0ns < A tp ro to n  ^  2 . 0 n s (40)
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angle and (j) angle was observed in three momentum bins. The momentum bins used 
were:
1 . Momentum Bin 1 - pp,. <0.6 GeV/c
2. Momentum Bin 2 - 0.6 GeV/c <  pw <1.0 GeV/c
3. Momentum Bin 3 - Ppr >1.0 GeV/c.
Regions in the angular distribution plot with low population density on the edges 
of the detectors were removed. A maximum and (j) minimum as a function of 
0 was determined for each momentum bin per torus configuration. The o  of the 
proton must fall between the minimum and maximum in order to pass the cuts. For 
in-bending runs, the minimum and maximum equations used were:
<pmax =  60.2 — a * 9b (41)
4>min = a * 0 b. (42)
While for out-bending runs, the equations used were:
<i>max = 60.2 — a*  (6 — c)b (43)
0min =  a*  ( 9 -  c)b. (44)
TABLE 7: These are parameters used for the proton fiducial cut for an in-bending 
torus current.




Again, the DC Sector 5 cut and a general 9 cut was applied to the proton iden­
tification. To reiterate, the cut
8.0 < 9woton <  49.0 (45)
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TABLE 8 : These are parameters used for the proton fiducial cut for an out-bending 
torus current.
Momentum Bin a b c
1 21.42 -0.42 19.5
2 26.24 -0.95 15.0
3 42.99 -0.67 10.0
FIG. 27: Fiducial cuts 0 ^  vs 9pr applied to 2.5 GeV in-bending protons where 
ppr >1.0 GeV.
was used to remove inefficiencies near the edge of the detector, and
18.0 < 6  < 21.0 (46)
was removed from Sector 5 because of bad reconstruction of tha t area during cooking.
4.4.4 COINCIDENCE CUTS
For an event to be considered as an event of interest, a neutral particle was not 
required, and in most cases the neutral particle was not detected. Since information 
on the neutron could not be measured directly, the information was inferred from
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the known kinematics of the scattering process. Using conservation of energy and 
momentum, we obtained information about the neutron. The missing energy (E m) 
is calculated as
E m = nnd + v -  Ep, (47)
where m d is the mass of the deuteron, v  is the energy of the virtual photon, and E p 
is the energy of the proton. The missing momentum (pm) is calculated as
Pm = q -P p ,  (48)
where q is the momentum of the virtual photon and pp is the momentum of the 
proton. Finally, the missing mass (Mm) is calculated as
M m =  V E l  -  A  (49)
under the assumption th a t the reaction took place on a deuteron at rest. The mass 
of the neutron is known to be 0.939 GeV and a missing mass cut was implemented 
to remove multi-particle final states. The missing mass cut of
0.9 < M m < 1.0 (GeV) (50)
was used. The upper limit of the missing mass cut is below the pion threshold, taking 
into account the resolution of the detectors. Additionally, cuts on missing energy and 
missing momentum were used to further reduce background. These cuts were
1. E m < 1.15 GeV and
2. 0.0 < | pm |<  0.5 GeV/c.
4.5 GENERATION OF SKIM TABLES
Finally, an event was considered to be a d(e, e'p)n event when all particles were 
identified by passing the cuts indicated above and it was in one of the kinematic 
bins used in this analysis. For tha t event, the helicity state was determined and a
count was recorded. A multi-dimensional array of the size 5x4x3x2 was used to hold
the counts of each bin. The size of the array is directly related to each kinematic 
bin (pm, Q2, and cos 0nq, respectively) and each helicity state. This array was stored 
into individual data files per run with bin numbers also transcribed next to each 
count as a redundant indicator. This allowed us to monitor count rates for every
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FIG. 28: Plot of missing energy vs missing momentum. The red lines represent all 
three coincidence cuts applied.
run for each kinematic bin and observe overall trends of count rates to each run. A 
subroutine in the particle identification routine performed this operation. The skim 
tables were then later read by an analysis program which calculated dilution factors 
and asymmetries.
4.6 TIMING CORRECTION
As stated previously, there were errors found in the timing variables. These errors 
were discovered during particle identification. Plots of the Q2 distribution in the 
2.5+ GeV 1 5ND3  data set displayed sharp peaks and valleys instead of a continuous 
distribution. The plots of Q2  were per kinematic bin and are shown in Figure 29. 
The irregular distributions appeared in all plots suggesting that they were neither 
cos 9nq or missing momentum dependent.
It is im portant to note tha t these irregular distributions were not seen in any 
inclusive analysis. This suggested tha t one of the cuts implemented in this analysis 
was the cause. The plots of Q2 were plotted systematically cut-by-cut to identify the
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FIG. 29: Plots of Q2 for 2.5+ GeV 1 5ND3 data  set. Several sharp peaks can be 
observed in different bins.
offending cut. During cuts that involved timing, the normal smooth distribution of 
Q2 became coarse. After the proton timing identification cut was implemented, the 
Q2 distribution became extremely jagged. Concurrently, we observed bands of low 
population density for the electron and the proton 4> vs. 9 distributions. The bands 
only appeared in DC sectors 1, 2, and 3 and only in the 8 range of 18° to 20°.
Since the gaps and coarseness appeared only during timing cuts, the timing pro­
vided by the SC or CC was faulty. This was confirmed by plotting the A t  from Eq. 
(36) for the electron by SC paddle and by DC sector6,7. The electron peak in A t  
should be centered at 0 ns, but the plots (Fig. 30) showed the electron peak had 
offsets as high as 6  ns. Additional plots of A t  for the proton (Equation (39)) showed 
the same offset.
Next, we compared CC and SC paddles to determine where the error occurred. 
This was determined by looking at the CC time and SC time for every paddle and 
comparing information from neighboring paddles. The timing from the CC showed
6These paddles and sectors were triggered by an electron.
7Electron A t  only involves two recorded tim es (SC and CC) compared to the three tim es (SC, 
CC, and TDC) of A tproton ■
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FIG. 30: Uncorrected A teiectran for ND3  2.5 GeV In-bending. Both plots are of DC 
sector 6 . The left plot is paddle 5, while the right plot is paddle 6 .
no abnormality by comparing neighboring paddles while the SC plots displayed the 
offsets.
Finally, to correct the timing, the sharp electron peak in At was corrected to 
zero for every paddle in every sector using CC information. A Gaussian function 
was fitted to every A t  distribution for every paddle and the center of the peak was 
recorded in tables. The peak center value was used as an offset value to shift the 
electron peak back to zero. A correction subroutine was written for the dstdump 
program for the E G lb  group. This correction eliminates the need to recook the DST 
files and correct the SC time at tha t level. Additionally, applying the correction 
values does not alter the timing for any other particle. This analysis only relies on 
two timing variables and only those variables were taken into consideration when the 
correction subroutine was developed. Moreover, this issue was only seen in the 2.5 
GeV in-bending data set.
4.6.1 PROTON A t
Besides correcting the A t for the electron, A t  for the proton had to be corrected. 
The correction for timing above only corrected the A t for the electron; it did not 
correct the underlying problem with the SC paddles. Therefore, the timing associated 
with the proton SC were also incorrect. Since proton identification relied heavily on 
timing cuts, At,proton was plotted as a whole data set (Fig. 31) and for each individual
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paddle (Fig. 32) after the electron timing was corrected. The distribution using all 
paddles appeared as the expected distribution, but individual plots show an offset 
from the expected distribution. In some cases, the A t  for the proton was offset 
as much as 0.7 ns. The timing cut for the proton eliminated several good proton 
candidates due to the subtle shifts of the timing peak. The correction for the offset 
is to find a correction factor to shift every peak for every paddle back to zero. Using 
the same procedure as above, another subroutine was developed for the E G lb  group 
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FIG. 31: Atpj-oton for 1 5 ND3 2.5 GeV In-bending.
4.7 DILUTION FACTOR
Given the complicated composition of 1 5ND3 targets, not all events passing our 
cuts originated from polarized deuterium. Using the cuts described in Section 4.4, 
we were only able to determine the approximate region where the scattering event 
occurred in the target. The resolution of the CLAS detector was not precise enough 
to discriminate between scattering events originating from the target housing (i.e., 
vacuum windows, target stick windows, and mini-cup) and events from the target
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FIG. 32: Uncorrected A tproton for DC sector 5 and SC paddles 6  and 7.
material. Additionally, the target material used in this analysis was deuterated am­
monia submerged in a liquid helium bath. Both the nitrogen and helium contributed 
to this background. Fortunately, most of this material was considered to be unpo­
larized8 and did not affect the helicity-dependent difference.
W ith this in mind, the standard EG lb  correction for unpolarized background is 
the use of a Dilution Factor (FD) which is the fraction of events coming from the 
polarized species of interest (D). This dilution factor corrects the raw asymmetry. 
The raw asymmetry is defined as
A  —-r l r  aw  '
tv  — n
n+ n
where rC is the normalized count per helicity state  and is defined as
N  TT




F C n F C n
where F C  is the Faraday Cup counts. The F C  counts are gated on the DAQ life time 
to correct for dead time effects. Introducing background counts as part of the raw 
asymmetry would only affect the denominator since unpolarized counts would cancel 
out in the numerator. Subtracting out the background (rib) in the denominator leads 
to the undiluted asymmetry and is given as
rV n
1u n d ilu ted n+ +  n~ n b
(53)
Polarized material is accounted for in Section 4.10.
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We further define the dilution factor as
^  =  =  (54)
n+ 4- n~ n
The raw asymmetry can then be corrected for the unpolarized background by dividing 
out the dilution factor giving the equation for the undiluted asymmetry as
Aundil = 4 = ^ -  (55)
Using a simplistic picture, the dilution factor for our reaction would be approx­
imately 30% since there are three polarized protons from the three deuterons and 
seven unpolarized protons from 1 5N. However, this would not take into account the 
scattering from the target material housing or the liquid helium bath; therefore, more 
refined methods were developed for EG lb  analysis. The dilution factor in this anal­
ysis was extracted by modeling the background with existing data and is explained 
in a technical note by Sebastian Kuhn [55].
To summarize the procedure of calculating the dilution factor in this analysis, 
counts from each target (ammonia=A, carbon=C, and empty=M T) were obtained
using all cuts and kinematic bins in this analysis. An overall count per bin per target
was then calculated by
t n2 a \ ^C.MT + Nc m t
n(Pm,Q , cosdm)c,MT =  Y c +  + p c - ~ (56'
and
* £ .+  " L
n{pm, Q2, cosOnq)A = FC+ 2  q FC' (57)
where the raw counts (N ) were normalized by the accumulated beam charge (FC).
The counts from each target can be written in terms of the contributions of
entrance and exit foils (F ), densities (p), and thicknesses (I) of the liquid Helium-4 
bath (He), 12C, 1 5N, and Hydrogen (H) or Deuterium (D) as
n-MT =  (Pf If ^F + PHeL(7He)F
= (fp c lc o c  +  p H e L ( T H e ) F , (58)
nc  = ((1 +  f)pdcO C  + P H e ( L  — lc)&He)F, (59)
and
n-A =  ( / Pch&C +  PHe(L — (.A)&He)
+ P a Ia ( ° n  F 3 ° h / d ) ) F . (60)
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Tables 9, 10, and 11 give the parameters used in these equations to calculate the 
dilution factor. The calculated total target length (L ) for EG lb  was extracted by 
Robert Fersch and can be found in Table 10. Further information can be found in 
his analysis note[40]. Two new spectra were then formed to estimate pure 12C and




Pf If PaiIal +Pk Ik
- 0.0882 g/cm2 before run 27997
- 0.0996 g/cm2 after run 27997
Pk Ik
- 0.0432 g/cm2 before run 27997
- 0.055 g/cm 2 after run 27997
P ch 0.498 g/cm 2 = 0.0415 mol/cm2
f P F h /p c h
- 0.177 before run 27997
- 0 . 2 0 0 after run 27997
PHe 0.145 g/cm3=  0.0362 mol/cm3
PC 2.17 g/cm3= 0.180 mol/cm3
lc 0.23 cm
PA (ND3) 1.056 g/cm3= 0.0502 mol/cm3
4 He targets. The estimated carbon spectrum was
/ T T lc (n -j \
=  T V j i l n c  -  T T T c nMT (61)
while the helium spectrum was
= i r k n u T  -  z h T c n c  (62)
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per unit length. A scale factor is used tha t allowed us to predict the cross section off 
15N from the cross section off 1 2C, per nucleus. The scale factor was calculated as
7 7 (Jf
aisN ss -ffiac  +  a'n =  ( -  +  ——)<riaC (63)
6  6  <Ti2 c
where a'n is the cross section on a bound neutron. The factor o'n/o i2C for quasi­
elastic scattering (e,e'p) is assumed to be zero9. Finally, using the two new spectra, 
the number of counts coming from the non-deuterium part of the ammonia target 
was
riA-D =  wmt +  Ia (— r—[-]n i2C — n'iH ) (64)
Pclc 6
where Ia is the packing fraction. The values of the packing fraction used in this 
analysis can be found in Table 11. These values were measured by Robert Fersch 
and can be found in his analysis note[40]. The dilution factor calculation sometimes 
produced unreasonable values. If a dilution factor calculation produced a negative 
value or if the value was 2 cr from zero, then those kinematic bins were discarded. 
The dilution factors used in this analysis can be found in Appendix B.
4.8 BEAM AND TARGET POLARIZATION
In addition to unpolarized background, the measured asymmetry is also reduced 
because the beam and target were only partially polarized. The beam polarization
provided by the MCC was very stable, and was intermittently measured with the
Mpller Polarimeter (these measurements are invasive). The target polarization was 
monitored by the NMR system over time. The NMR system was just used as an 
online monitor of the target polarization. The target material can undergo local 
depolarization due to radiation damage and heating due to exposure to the electron 
beam rendering NMR measurements somewhat unreliable. Instead, the product of 
the beam and target polarization (PbPt) was determined directly from the data. The 
values used in this analysis came from the analysis note of Nevzat Guler[41]. These 
values were extracted from the data  by comparing a theoretical value of A\\ to either 
an inclusive or exclusive measurement of A\\ from quasi-elastic scattering off the 
deuteron. The P^Pt values were calculated as
A quasi—el
p  p  =   rneas _ _
u  v p i j^ q u a s i—el  v  7
9Howcver, there could be a small contribution from charge exchange reactions which may increase 
the 15N background by a small percentage. Such a contribution is well within the range covered by 
system atic errors
TABLE 10: Target Length and statistical errors for Deuterium Target.
Energy Run Torus Pol. L <*L
1 . 6 In-bending 1.90272 0.00383681
1 . 6 Out-bending 1.85267 0.00638954
1.7 In-bending n /a n /a
1.7 Out-bending 1.87409 0.00212571
2.3 In-bending 1.7717 0.00354486
2.3 Out-bending n /a n /a
2.5 In-bending 1.91712 0.00709403
2.5 Out-bending 1.85551 0.00227562
4.2 In-bending 1.9967 0.00775213
4.2 Out-bending 2.05122 0.00224023
5.6 In-bending 1.77768 0.00643883
5.6 Out-bending n /a n /a
5.7 In-bending 1.94808 0.00657901
5.7 Out-bending 1.86957 0.00296175
5.8 In-bending n /a n /a
5.8 Out-bending 1.82395 0.00466245
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TABLE 11: Packing Fraction and statistical errors for Deuterium Target.
Energy Run Torus Pol. t A Of-A
1 . 6 In-bending 0.68649 0.000199225
1 . 6 Out-bending 0.675489 0.000524592
1.7 In-bending n /a n /a
1.7 Out-bending 0.626241 0.000223394
2.3 In-bending n /a n /a
2.3 Out-bending n /a n /a
2.5 In-bending 0.597433 0.000381051
2.5 Out-bending 0.63143 0.000175169
4.2 In-bending 0.597861 0.000408581
4.2 Out-bending 0.613027 0.000139086
5.6 In-bending 0.604908 0.000470047
5.6 Out-bending n /a n /a
5.7 In-bending 0.589663 0.000558826
5.7 Out-bending 0.570284 0.000249905
5.8 In-bending n /a n /a
5.8 Out-bending 0.723237 0.000305603
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where el were calculated using parameterizat ions of the nucleon electric and
magnetic form factors Ge and G m - Table 12 lists all P{,P( values used in this analysis.
TABLE 12: All E G lb  PbPtvalues organized by beam energy and torus polarity.
Energy Beam 1 Torus Pol.J'arget PbPt Error
1606 in + 0.23178 0.01132
1606 in - 0.17988 0 .01074
1723 out + 0.15237 0.03380
1723 out - 0.25638 0.03515
2561 in + 0 .26164 0 .01677
2561 in - 0.20413 0.01565
2561 out + 0.31421 0 .02800
2561 out - 0.21925 0.02473
4238 in + 0.23679 0 .02830
4238 in - 0 .17867 0.02850
4238 out 4- 0 .15718 0.02054
4238 out - 0 .17944 0.03564
5615 in + 0.25389 0.04714
5615 in + 0.27504 0.04978
5725 in - 0.20472 0.04431
5725 in + 0.16837 0.06136
5725 out + 0.18639 0.06113
5725 out - 0.12537 0.05208
5743 in + 0.20225 0.04369
5743 in + 0.21154 0.06641
4.9 TARGET CONTAMINATION
Solid polarized targets typically contain small amounts of polarized materials 
other than d. Any such additional polarized materials would produce false asymme­
tries. Two studies[56][57] of the EGl-DVCS 1 5ND3 target (which is similar to the
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E G lb target) discovered a surprisingly large contribution (10-15%) from free polar­
ized H. Unfortunately, E G lb  was run several years ago and there was no possibility of 
doing mass spectrometry analysis on the E G lb  target. For this reason, we performed 
a study of the E G lb  target to identify any contributions from H.
The method used in this analysis relied on a comparison of exclusive ep elastic 
events from the proton and quasi-elastic events on the deuteron. The events were 
selected by applying the particle identification methods described in Section 4.4 with 
the additional cut of
\\4>e-(pp\ -  180.01 < 3.0, (6 6 )
where <t>e is the azimuthal angle of the scattered electron and <pp is the azimuthal 
angle of the scattered proton.
The CLAS detector is much more precise at determining angles than momenta 
for detected particles. In terms of angular resolutions, the in-plane (polar) resolution
is higher than the difference in azimuthal angles[50]. Using the polar component of
the proton’s momentum (pg), we can separate quasi-elastic events and elastic events. 
The difference between measured and expected polar component of the proton’s 
momentum is calculated as
&Po =  \Pp\(sin{6p) -  s in(9Q)),  (67)
where pp is the momentum of the proton, 6p is the polar angle of the proton, and 9q 
is the polar angle of the virtual photon. The polar angle of the virtual photon for 
elastic scattering is given by
tan 9q = - j— --------- ^ — --- -— , (6 8 )
( ^ T  +  i-o) ^an (fo)
where Ê >earn is the beam energy and m p is the mass of the proton. We used the 
relationship for elastic scattering to get the sharpest possible peak for p(e, e'p). For 
quasi-elastic scattering, a broader peak is expected due to Fermi motion. The width 
of the quasi-elastic peak reflects the Fermi momentum of the nucleons in the nucleus, 
while the elastic peak width centered a t Ap^ = 0  comes only from the (very good) 
CLAS resolution.
To begin with, histograms were made of A pg for three targets: 1 2C, 1 5ND3 , and 
1 5NH3  for the 4.2 GeV in-bending beam energy runs. The plots are normalized by 
their respective Faraday Cup counts. We use a fit to 12C (Fig. 33) to emulate
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the background from 15N and 4He in the ammonia target. The fit has a functional 
form with five parameters that were optimized for minimum x 2 in the region around 
Ap0 =O. This functional form is scaled to match the wings of the distribution for 
NH3 and then subtracted to extract the pure H peak for the full NH3 data. Finally, 
using the fits from 12C and NH3, we are able to decompose the ND3 data  into the 
wider, quasi-elastic (deuteron) peak, described by a Gaussian and the narrow elastic 
(hydrogen) peak. The results can be seen in Figs. 33-Figure 35. We were able to 
determine the percentage of contamination by integrating the ND3 and NH3 peaks. 
The results of integrating showed a 5-6% contamination. However, the d peak is 
suppressed by a factor of approximately 0.7 due to the cuts on (t>e — (t>p so the “true” 
contamination is around 3.5%. This contamination may come from NH3 impurities, 
frozen H2 0 , or other sources. The typical value used in previous analyses (EG la, 
E155) is around 1.5%, based on typical isotopical purities of 15ND3.
In order to determine if this contamination is polarized, we looked at the double 
spin cross-section (DSCS). The DSCS difference is given by
DSCS =  (n^  +  n 1̂ ) — (n ^ 4 - n ^), (69)
where n is the number of normalized counts for A pg with arrows indicating the 
relative beam and target polarizations. The DSCS difference was plotted versus A pg 
for both polarized targets ND3 and NH3. Using the same fit parameters from before, 
we fitted the DSCS (Fig. 36). To check the likelihood of a significant contamination, 
a fixed contribution of 5% hydrogen was added to the fit for ND3. This leads to an 
increase in x 2 by 1.22, as seen in Figure 37. This increase in x 2 suggests tha t the 
polarized hydrogen contamination was small, with a l -<7 exclusion level of perhaps 
2%. (A 2% contamination of polarizable H would yield roughly a 4% contribution 
to the DSCS. This is because H is more highly polarizable than deuterium according 
to the equal spin temperature theory and because the H peak is not suppressed by 
our cuts.)




















FIG. 33: Results of Ape distribution for 1 2C(e,e’p)X
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FIG. 36: Double Spin Cross-Section Difference. The top panel shows the result for 
1 5 NH3. The bottom  panel is fit with a free scale parameter for both D and H; the 
best fit results if the scale for H is zero.
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FIG. 37: Double Spin Cross-Section Difference for ND3 with a forced 5% H contam­
ination fit
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4.10 P O L A R IZ E D  B A C K G R O U N D
As stated previously, there are other sources of polarized material in the 1 5ND3  ta r­
get. The dilution factor only accounted for unpolarized background. Also, the calcu­
lation of PbPt only takes into account the polarization of deuterium in the target and 
the polarization of the beam, and it does not include polarized background. W ith 
this in mind, a correction was used to account for the estimated polarized back­
ground. The first source of background stemmed from the bound protons in the 15 N 
used in the 1 5ND3 target; also, approximately 2% of the nitrogen was 1 4N, with both 
isotopes somewhat polarized. Secondly, there are possible polarized protons coming 
from isotopically contaminated ammonia, for example ND2 Hi. Lastly, as stated in 
Section 4.9, there are possibly some unpolarized hydrogen atoms coming from frozen 
H2 0 .
1 5ND3 targets similar to the one used in E G lb  have been used in previous ex­
periments and corrections for polarized backgrounds have been developed. The cor­
rections used in this analysis are derived initially from corrections developed for the 
E143 experiment at SLAC which used a 1 5ND3 target [58]. Explanations for and val­
ues of terms used in this correction can be found in Table 13. A detailed explanation \
of the full derivation of this correction used in this analysis is given in a CLAS Analy­
sis Note by Nevzat Guler[41]. The polarized background-corrected asymmetry10 was 
calculated as
A jf"  =  C 1 ( A | | - C 2 Ap) ,  (70)
where the C\ is a correction for material affecting the magnitude of the asymmetry, 
C'zAp corrects for free and bound protons (i.e., a different nuclear species), and A p is 
the proton asymmetry. Since the asymmetries are binned in pm, we considered the 
possible differences between low pm and high pm.
4.10.1 C O R R E C T IO N  F O R  L O W  PM
For the lowest pm bins 0 and 1, we assumed all asymmetries to be proton asymme­
tries, since the measured asymmetries are from quasi-elastic scattering. Therefore, 
the correction equation can be rewritten as
A,, =  (Aff”  +  C2Ap) /C , =  l i p A „ .  (71)
10Radiative corrections have not been applied yet.
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As stated previously, the first correction term accounted for isotopic (hydrogen in­
stead of deuterium) impurities and quasi-deuterons in 1 4 N. It can be written as
1 + rlP?
C ‘ =  l  +  A . / ( f - W  <72>
where r]p is the fraction of protons from the impurities, — is the cross section of 
the free proton over the total deuteron cross section, D n is the contribution from 
quasi-deuterons in 1 4N, and wn  is the correction for the D-state contribution of the 
deuteron. We calculated this contribution as
P u j y  Qe M C  P d i n 1* N  ^  n n A A  n  a a i a  f ' 7 0 \D n — PjN z:------------ - -------«  -0.0006... -  0 .0 0 1 0 . (73)
i d  3 Pl4N
where the values for each term can be found in Table 13. Since the overall contribu­
tion from 14N was minuscule in comparison to the other terms, it was disregarded in 
this analysis.
Next, we considered the second correction term which accounts for bound protons 
in 15N and polarized protons due to the impurities in the target. The second term is
/~t (  f  Pp &p ^Pl5N 9EMC Ppinl5N ®p ^  C7 A\
c 2 =  V p f p o i - ^ - r  +  ( i  -  V n ) ~ e ----- o— ----------------------------------- (74)Y i  d Pd 3 ris.iv CTd J
where f poi is the fraction of free protons tha t are polarized and the polarization of 
these protons is[59]
PP =
0.191 +  0 .683Pd for Pd > 0.16 
1.875Pd for Pd < 0.16.
The cross section ratio of bound proton and deuterons is highly dependent on the 
reaction, kinematics, and cuts chosen. For this analysis, this ratio was estimated 
relating the cross sections to the background rib and the normalized counts. We 
knew that in the d(e, e'p)n channel approximately 62% of the background was due 
to the seven bound protons in 1 5N,U leading to <j^ mnd oc0.62nf,/7.12 All of the counts 
minus the background were due to the three deuterons in the 1 5ND3 target leading 
to ad oc(n+ +  n~ — nb)( 1/3). Thus, the ratio is
bound •\ l i f t  /  7 I r-t
(75)
<x“  3 0.62nfl
&d 7 n + 4- n~ -  n B
11 The remaining 38% come from the bound protons in 4He and the windows, which are unpolar­
ized. The percentages are estim ated using Tables 9-11.
12According to the nuclear shell model, the unpaired proton in the p  1/2  shell in 15N, while the 
paired protons in the other shells carry zero net poolarization.
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In conclusion, the correction is
n + — n C\
---------------  x-------
n + + ti — n B 1 +  C2
n + — n
(76)
a(n+ +  n ~) — bnB
where
1 +  C*2
Cl
■ bo u n d
N  9 E M C  p i n l s N  a p
(77)
becomes factored into two terms
a = 1 T Ppfpol(,Pp/Pd){&p/&d)
1 +  7]p ( a p / a d )
(78)
and
b _  1 +Vpfpoi{Pp/Pd){<?p/vd) ~  0.0886(1 -  r}N){R sN/P d)(Ppinu f f /R s N)
1 +  f]P(aP/ Crd)
(79)
A full derivation of this equation can be found in Ref. [41], For the physics asym­
metries in this analysis, we separately determine a  and b for each bin in pm because 
^  varies from greater than two for pm <0.05 GeV/c to zero for the higher pm bins.
Correction for High pTO
For the highest pm bins (bins 2, 3, and 4) the free protons don’t contribute, but 
the bound protons from 15N may have a different asymmetry than the bound proton 
in deuterium. Unlike the lower pm bins, we do not assume that A p is the measured 
asymmetry. We therefore revert back to  Eq. (70) where
and where C\ is a correction for polarized material affecting the magnitude of the 
asymmetry, corrects for free and bound protons, and Ap is the proton asym­
metry. In this analysis, the first correction term Ci has the value 1.0 because free 
protons cannot contribute at large pm. For the calculation of the asymmetry, we set 
C2 to zero, but for systematic uncertainty calculation the second correction term is 
calculated as
The values used in this analysis for a and b can be found in Table 14 and Table 15.
A f r =  C, (A. -  C2A p) (80)
_  P*N 9EMC Ppin 15N 3 0.62n B
Pd 3 PisN 7 n+ + n~~ — n B





where Fp is the dilution factor calculated from Section 4.7. The value of Ap was 
obtained by using values from the two lowest pm bins. Since the asymmetry coming 
from the bound proton from 15N is unknown, we use the largest (absolute) magnitude 
A p can have. This value is only used for purposes of calculating the systematic 
uncertainty.
TABLE 13: Description and value of parameters used in nuclear corrections. Alter­
native values of 77 are based on an analysis of E G lb  data [60]. Values for ratios and 
polarizations are from Ref. [41] and Ref. [58].
Parameter Typical value Description
Vp 0.015...0.035 number of protons number of protons+number of deuterons
VN 0 . 0 2
number of 14iv 
number of 14v+number of 15 N
D n -0.0006...-0.0010 Correction term for quasi-deuterons
W d 4.9% • - D-state probability
P l4 (V
Pd 0.4±0.08 \ Ratio of polarization of 1 4N  and deuterium
9 e m c 1 Correction for the EMC effect in nitrogen
( S b m c  ~ 6  1e m c )
Pd m 14AT
p u N
-1/3...-0.25 Ratio of polarization of d in 14 N  and 1 4 Ar[59]
Ppin  ^  N  
PlSN -0.2...-0.33 Ratio of polarization of p in 15 N  and 15IV
Pp
Pi 1.2...1.5 Ratio of polarization of protons and d
fpol w l / 2 Fraction of polarized protons from contamination [60]
Pl5N
Pi -0.4...-0.5 Ratio of polarization of 15N  and d
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TABLE 14: Polarization correction terms per momentum bin used in this analysis. 
These correction terms are derived from an assumption of a 3.5% H contamination.
P m  Bin a b
1 0.976 0.97
2 1 . 0 0.99
P m  Bin Ci c2
3,4,5 1 . 0 0 . 0
TABLE 15: Polarization correction terms per momentum bin used in this analysis 
for systematic uncertainty calculation. These correction terms are derived from an 
assumption of a 1.5% H contamination.
P m  Bin a b
1 0.976 0.97
2 1 . 0 0.99
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4.11 RADIATIVE CORRECTIONS
Since the theoretical predictions from Van Orden and Jeschonnek are based on 
the Born Approximation and does not include higher order QED processes, we must 
account for all radiative effects. According to Quantum Electrodynamics (QED), 
one photon exchange (Born Approximation) is dominant in the amplitude because 
higher order processes introduce terms proportional to the fine structure constant 
(a). Although the Born Approximation process may be favored, other higher order 
QED processes can occur. To illustrate sources of these, Fig. 38 shows Feynman 
diagrams up to a 3-order processes.
\  J
(a) Brcmsstrahlung (b) Bremsstrahlung (c) Vertex Correc­
tion
(d) Vacuum
FIG. 38: Higher Order Internal QED Processes
The processes listed in Fig. 38 are called internal since they occur during the 
interaction. Internal Bremsstrahlung can occur with either the incoming or scattered 
electron. Another internal process is vacuum polarization where a virtual electron- 
positron pair is created and annihilated. Lastly, a vertex correction can occur where 
the incoming electron emits a virtual photon which is reabsorbed after the scattering 
occurred. We calculated internal radiative effects using the Mo-Tsai formula for 
elastic ep scattering, applying them to the struck proton in the deuteron in its rest 
frame.
Bremsstrahlung processes can also occur on the electron before or after scattering. 
If a real photon is emitted while the electron is passing through the detector or target, 
the electron looses energy. External Bremsstrahlung was another process considered 
since this energy loss can be significantly higher than ionization energy loss[61]. 
Bremsstrahlung processes lead to a shift in kinematic variables like Q2, v, and the
84
direction of the q vector. We calculated Bremsstrahlung loss in the target using 
known radiative lengths and the Mo-Tsai formulas[62].
We correct for all radiative effects by comparing a simplified PWIA simulation 
of the whole experiment with Born asymmetries to the same simulation with all ra­
diative effects present. This model of the reaction was run twice for beam energies 
of 1.6, 2.5, 4.2, and 5.7 GeV13 using the in-bending configuration14. For this simula­
tion, we used a simplified description of the scattering process: After calculating the 
energy and (reduced) polarization of the incoming electron15, the proton momentum 
and polarization is randomly generated following the wave function of the deuteron 
consisting of both L=  0, 5 =  1 (5 —state) and L —2, 5 = 1  (D —state) components 
(we used the Argonne wave function [63].) The cross section and asymmetry for 
the scattering process is calculated in the rest frame of the proton (observing proper 
4-momentum conservation), including internal radiative effects for the second itera­
tion. Finally, the outgoing electron kinematics is transformed back into the lab frame 
and (for the second iteration) further radiative energy loss is applied. Each event 
is passed through a simplified parametrization of the CLAS acceptance, including 
all cuts, and the corresponding kinematic bin is updated. We confirmed tha t this 
method without radiative corrections gives results which are very close to the full 
theoretical description by Van Orden et al. for their PW IA case. We assume that the 
effect of radiation is similar for PWIA asymmetries and those including FSI effects. 
The two sets of asymmetries computed by the model were then compared to one 
another and the difference was calculated as
8A\\ =  A\?d -  A“nrad, (83)
where A]jad was the model with the radiative effects and A'tnrad had no radiative 
effects. The radiative effects observed with this method caused a suppression of the 
asymmetry value (i.e., moving A|| closer to zero). The suppression appeared to have 
a dependence on the magnitude of the asymmetry value as well as Q2. Plots of 8A\\ 
versus Aj]arf were produced for each Q2 bin. These plots can be found in Appendix 
C. A linear fit was then calculated for each Q2 bin for each energy run. This linear
13Beam  energies o f 1.7, 5.6, and 5.8 were not modeled since they were combined with similar 
beam energy runs.
14 Radiative effects should not vary appreciably between in-bending and out-bending runs.
15The electron was produced by external radiation in the target. This was only done for the 
second iteration where the radiated asym m etry was simulated.
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fit had the functional form
SA\\ =  r  A™d(Q2) +  k (84)
where r  and k  will be our correction terms. However, several values were found 
to not agree with the fit. These value all belonged to the backwards cos 6nq bin (- 
1 .0 > cos9nq >-0.33). All values in the backwards cosQnq bin were fit separately with 
the same functional form
using only the values in the backwards bin. In conclusion, all asymmetries in the 
backwards cos 9nq bin were corrected in one bin, while the remaining asymmetries
momentum transfer (q) vectors that appear more forward than they “actually” are. 
This means tha t missing momenta th a t appear backward, may in fact, be forward 
or sideways, and tend to be reconstructed as larger than they are. Hence, backward 
spectator angles are particularly sensitive to radiative corrections.
Similar to previous polarization experiments [64],[62], and [65] (e.g., the E G lb 
run group), a scaling and additive term were created for each specific kinematic bin. 
Using the correction terms r  and k , an un-radiated asymmetry was formulated using 
Eqs. (83) and (84) as
<U4|| — TBA™d(Cos6nq) +  kb (85)
were corrected for each Q2 bin. As stated before, radiative effects yield reconstructed
u n r a d ia te d (86)
a
where
ot =  —- — and j3 — k  (87)
1  — r
where values for r  and k  can be found in Table 16 and Table 17. The plots used to 
determine these values can be found in Appendix C.
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TABLE 16: Values for Radiative Correction for for Q2 bins per Beam Energy.
Beam Energy Q2 Bin T K
1 . 6 0 -0.0955 -0.0026
1 . 6 1 -0.0424 -0.0041
1 . 6 2 -0.0402 0 . 0 0 0 1
1 . 6 3 n /a n /a
2.5 0 -0.2804 -0.0286
2.5 1 -0.0445 -0.0063
2.5 2 -0.0471 0.0019
2.5 3 -0 . 0 2 1 1 -0.0003
4.2 0 n /a n /a
4.2 1 0.0426 0.0036
4.2 2 -0.0504 0.0005
4.2 3 -0.0632 0.0088
5.7 0 n /a n /a
5.7 1 n /a n /a
5.7 2 0.0184 0.0008
5.7 3 -0.0063 -0 . 0 0 2 1
TABLE 17: Values for Radiative Correction for the backwards cos 6nq bin per Beam 
Energy.
Beam Energy tb kb
1 . 6 -0.0816 0.0095
2.5 -0.149 0.0271
4.2 -0.0471 -0 . 0 0 1 1
5.7 -0 . 1 1 2 1 0.0144
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4.12 SYSTEMATIC UNCERTAINTY
We studied the possible influence of every input and parameter on the final asym­
metries to determine their uncertainties due to systematic effects. Initially, the asym­
metries, A\\, were calculated for every kinematic bin with all corrections. The asym­
metries tha t come from this calculation are defined to be the standard asymmetries 
^ s ta n d a rd  a n f j a r e  u s e c j a s  a  baseline for all systematic uncertainty calculation. Next, 
one element in the analysis chain is altered either by a value change or by excluding 
the element. Finally, Ay was recalculated with the alteration and the new asym­
metries are called alternative asymmetries A?| with index i to differentiate which 
element was changed. Generally, for input parameters with a given statistical error, 
the element a  is altered by
„  „  i statistical / c o \a,i =  a 0 +  cra , ( 8 8 )
and for elements without a statistical error, like corrections to the data, the asymme­
try is calculated without the correction applied. The difference between the standard 
and alternative asymmetry is calculated as
6A]\ = (A ^andard -  Af|) (89)
The resulting differences in asymmetries are added in quadrature to form a total 
systematic uncertainty given by
®systematic  =  v T > 4 ’ ) 2 ' (9 0 )
This procedure is automated in the program th a t calculates asymmetries. The asym­
metry calculation is run fourteen times, once for each variation in Table 18. The 
resulting asymmetries are stored in arrays. The values of Ay, <5Ay, and crifstematic are 
written to tables to study individual affects on the total systematic uncertainty.
The systematic effects for this analysis can be categorized into three general 
categories with several elements in each category for this analysis. These categories 
are
1. Dilution Factor,
2 . Corrections, and
3. Polarizations.
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TABLE 18: Index key used for calculating systematic uncertainties.
Error Index Varied Input Quantity Affected
0 Standard Analysis n /a
1 L  (Am m oniated Deuterium  Target Length) Fd
2 £a (Packing Fraction) Fd
3 Pc ĉ Fd
4 Pa Fd
5 Thickness of Kapton Fd
6 Density o f Kapton Fd
7 Thickness of Aluminum Fd
8 Pf,P( In-bending torus;4-target polarization PbP t
9 P(,P( In-bending torus;-target polarization P bP t
10 PbPf-O ut-bending torus;+target polarization PfcPt
11 P(>Pt Out-bending torus;-target polarization P bP t
12 Radiative Correction a,b ,C 1,C2
13 Polarized Background Correction r, k
4.12.1 DILUTION FACTOR
The largest systematic uncertainty comes from the calculation of the dilution 
factor. As seen in Section 4.7, the calculation of the dilution factor involves sev­
eral measured quantities. Every variable tha t was used in the dilution factor was 
accounted for in the systematic uncertainty. Additionally, the statistical error on 
measured counts was propagated to the statistical error of Ay.
Target Length and Packing Fraction
The target length could vary somewhat from run to run and therefore affect 
the dilution factor. The nominal value for the target length was 1.9 cm. This value 
included the target cell, the liquid Helium, and the target windows. The target shape 
could distort slightly. Varying pressure distorted the shape of the window material 
affecting the target length. Liquid Helium overflow could also cause the target length 
to change. Lastly, the beam position entering the target would cause the target 
length to  change because the target windows were not flat and had curvature due to
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pressure. The packing fraction l a which is the percentage of volume occupied in the 
target by deuterated ammonia is also somewhat uncertain.
The target length and packing fraction were calculated separately for different 
data sets. The lengths were calculated by the EG lb  group from two different methods 
[48]. The first method was a data driven method. This method used assumptions 
tha t neglected the EMC effect. Cuts to exclude regions of W where the EMC effect 
could be large were required for this method, and a t low energies this cut excluded 
a significant amount of data. The second method used the radiated cross section 
model to determine the target length. This method could be used in all W  regions. 
Both methods produced similar target lengths, but the value produced from the 
radiated cross section method was used for this analysis. To calculate the systematic 
uncertainty due to the target length and packing fraction, the alternative values from 
the data  driven model were used. These alternative values are found in Table 19 and 
Table 20.
TABLE 19: Target Length and statistical errors for Deuterium Target for two dif­
ferent calculation methods.
Energy Run Torus Pol. L c r o s s  s e c t io n <?L L d a t a &L
1 . 6 In-bending 1.90 0.0038 1.93 0.0056
1 . 6 Out-bending 1.85 0.0063 1.82 0.0109
1.7 In-bending n /a n /a n /a n /a
1.7 Out-bending 1.87 0 . 0 0 2 1 1.87 0.0036
2.5 In-bending 1.92 0.00709 1.93 0.0072
2.5 Out-bending 1 . 8 6 0.0023 1.84 0.0028
4.2 In-bending 2 . 0 0 0.0078 2 . 0 1 0.0060
4.2 Out-bending 2.05 0 . 0 0 2 2 2.04 0 . 0 0 2 1
5.6 In-bending 1.78 0.0064 1.77 0.0044
5.6 Out-bending n /a n /a n /a n /a
5.7 In-bending 1.95 0.0066 1.93 0.0044
5.7 Out-bending 1.87 0.0029 1.82 0.0023
5.8 In-bending n /a n /a n /a n /a
5.8 Out-bending 1.82 0.0047 1.79 0.0036
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TABLE 20: Packing Fraction and statistical errors for Deuterium Target for two 
different calculation methods.
Energy Run Torus Pol. A cro ss  s e c t io n  l A g d a ta ° t A
1 . 6 In-bending 0.6865 0 . 0 0 0 2 0.6611 0.0005
1 . 6 Out-bending 0.6755 0.0005 0.6394 0 . 0 0 2 2
1.7 In-bending n /a n /a n /a n /a
1.7 Out-bending 0.6262 0 . 0 0 0 2 0.5926 0.0008
2.5 In-bending 0.5974 0.0004 0.5887 0.0009
2.5 Out-bending 0.6314 0 . 0 0 0 2 0.6179 0.0003
4.2 In-bending 0.5979 0.0004 0.5977 0.0009
4.2 Out-bending 0.6130 0 . 0 0 0 1 0.6084 0.0003
5.6 In-bending 0.6049 0.0005 0.6045 0 . 0 0 1 1
5.6 Out-bending n /a n /a n /a n /a
5.7 In-bending 0.5897 0.0006 0.5947 0.0013
5.7 Out-bending 0.5703 0 . 0 0 0 2 0.5719 0.0005
5.8 In-bending n /a n /a n /a n /a
5.8 Out-bending 0.7232 0.0003 0.7226 0.0006
Materials
The model used to calculate the dilution factor used the densities and thickness 
of materials of the target and target housing. These values came from measurements 
and standard values found in literature [6 6 ]. Densities of solids are usually given at 
room tem perature16 and depend somewhat on tem perature . 17 Additionally, indepen­
dent measurements of material thicknesses yielded different results[67]. For example, 
the thickness of the carbon target (( c ) had two additional measurements tha t gave 
results of 0.224 cm and 0.24 cm, thus a 0.01 cm variation was used. Similarly for the 
density of carbon, there were multiple measurements that yielded different results.
16The value of the densities used in this analysis note were not room temperature values.
17The LHe fluid density was taken from cryogenic property tables at the nominal temperature of 
1.0 K.
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Extra Kapton foils were added to the target a t some point, thus increasing the thick­
ness. The values of the densities and thicknesses were varied as shown in Table 2 1 .
TABLE 21: Values and alterations used in calculating systematic uncertainty.
p c ( c 12C density x thickness density(+2% ) thickness(+0.01 cm ))
Pa Density of Amm oniated Target +1%
I k Kapton thickness +  10% (12C target only)
PK Density of Kapton +10%
PAX Density of A1 foil +10%
4.12.2 CORRECTIONS
There were several corrections applied to the asymmetries. These corrections were 
discussed previously and include the polarized background and radiative corrections.
The corrections for the polarized background varied based on the momentum 
bin. For pm bins 1 and 2, originally a 3.5% contamination was assumed, but for this 
systematic calculation a 1.5% contamination was assumed. The correction terms a 
and b were varied. Table 15 gives a and b values used for systematic uncertainty 
calculation. For larger pm bins, the correction values of C\ and C2 were changed. The 
second correction term had an original value of zero, but for systematic uncertainty 
calculation it is calculated as
C2 =  0 .0 1 1 (H  -  1.0), (91)
t o
where Fd is the dilution factor calculated from Section 4.7.
The radiative corrections implemented in this analysis are very small. The entire 
correction was treated as a systematic effect and was removed to determine the 
systematic uncertainty.
4.12.3 BEAM AND TARGET POLARIZATION
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The product of beam and target polarization values were treated as a measured 
quantity. We used calculated values obtained from exclusive analysis where the main 
source of error was statistical in nature. We utilized the statistical error provided 
to calculate the systematic uncertainty with Eq. (89). Since a different PbPt value 
was provided for each data set, only one PbPt value was altered a t a time while 
determining the systematic uncertainty.
In conclusion, all major factors outside of statistics tha t could contribute to the 
calculation of asymmetries were included in this analysis of systematic uncertainty. 
Each parameter tha t was calculated for the systematic uncertainty were independent 





After applying all corrections, the final physics (Born) asymmetry for pm bins 0  
and 1  are
A\\{Pm,Q2,cos6nq) = TTp , ; 11A -  J lAh(— t (92)PbPt a (n \ + n A) - b ( n B)
where tib is the unpolarized background, PbPt is the product of the beam and target
polarizations, r  and k are correction terms associated with radiative corrections, and
a and b are corrections terms for polarized background. The Born asymmetry for pm
bins 2, 3, and 4 is calculated as
( <t“ 77   77 \
p -p t (n+ + An2 ) - ( n B) ~ K ~ ° 2Ap)  ' (93)
The Born asymmetry was calculated for every data set for every kinematic bin 
for the final results.
5.2 COMBINATION OF ASYMMETRIES
As stated previously, the EG lb  run comprised several beam energies, target po­
larizations, and torus configurations. Asymmetries were calculated for each data  set 
given by Table 1. In order to decrease statistical errors, asymmetries from several 
data sets were combined. The asymmetries could only be combined if they were sta­
tistically compatible. W ith this in mind, several steps were taken to ensure quality 
results.
Before any data sets could be combined, a student t-test was performed. This test 
illuminated any possible discrepancies between data sets. A t-value was calculated 
as
A Gl -  A ° 2
tAu(Pm,Q2,COs0nq) = —L = J L =  (94)
where asymmetries and their corresponding statistical errors a from different sets 
are labeled with superscript G1 or G2. The t-test assumed that for each data set
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the difference between the asymmetries is small. Therefore, the distribution of the 
t-values between the two sets should result in a Gaussian with a mean of zero and 
standard deviation of 1.0. The results of the t-test for combining opposite target
-Test:+/- Target Pot. Outbendlnq | mmout | t-Test:+/- Target Pol. Inbending _
















(a) 2.5 GcV - Out-bending (b) 4.2 GeV - In-bending
FIG. 39: A t-test from 2.5 GeV and 4.2 GeV different beam energies combining 
opposite target polarizations
polarization can be found in Table 22. After a t-test was performed and the asymme­
tries determined to be statistically compatible, combining of sets commenced. First,
data sets with different target polarization but the same beam energy and the same 
torus polarization were combined. The data sets were combined using the equation
AgL +  d p
A _  a G  1 a G2  /Q  C \
**combined  —  \ [ r V * ^ /
°C\ aG2
where asymmetries and their corresponding statistical errors a  from different sets are 
labeled with a subscripts G 1 or G2. Then, the data sets with similar energies needed 
to be combined. This was done by combining the data sets of equal torus polarity 
first. For example, data sets 1.6+ and 1.7+ were combined to form the l.x +  data  set 
and data sets 1.6- and 1.7- were combined to form the 1.x- data set. This was also 
done for the 5.6, 5.7 GeV, and 5.8 GeV data sets to form the 5.x GeV data set. At
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TABLE 22: Results of t-test for combining opposite target polarization
Data Set <7tLavg ^ 6 in s
1 .6 + -0.115 0.164 37
1.7- -0.034 0.196 26
2.5+ 0.097 0.156 41
2.5- 0.141 0.160 39
4.2+ 0.116 0.224 2 0
4.2- -0.008 0.196 26
5.6+ -0.152 0.267 14
5.7+ -0.323 0.378 7
5.7- 0.375 0.354 8
5.8- 0.165 0.289 1 2
this point we had eight different data sets with four different beam energies: l.xdh, 
2.5±, 4.2±, and 5.x±. The 2.5+ asymmetries can be seen in Figure 40. For our final 
combined values, we combined data sets with opposite torus polarizations using Eq. 
(95) to obtain the four final data sets: 1.x, 2.5, 4.2, and 5.x. These values were then 
compared with the theoretical predictions. The theoretical predictions were similarly 
combined with the same weights.
5.3 FINAL ASYMMETRIES
Our final results for the double-spin asymmetry, A\\ are presented in this section 
and in Appendix A. We compare our da ta  to the Jeschonnek and Van Orden model 
for both the FSI and the PWIA case. Two representative samples of the results can 
be seen in Figs. 41 and 42. Similar plots of all the final asymmetries can be found 
in Appendix A. Each plot of A\\ is for one Q2 bin and for one beam energy data 
set. Each pm bin is assigned a different color and symbol to differentiate between the 
bins. The cos 9nq bins are plotted along the x-axis. In each case, two identical plots 
of experimental values are overlaid with curves for the model which included FSIs 
and, secondly, for the PWIA model. Theoretical predictions were plotted as colored 
lines where each color matches the color of the corresponding pm bin. It should be 
noted tha t for the 5.x GeV results, there was no model for FSI and the results are
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FIG. 40: These plots show the 2.5-f GeV and 2.5- GeV A\\ before the asymmetries 
were combined.
only compared with the PWIA model.
In Fig. 41, it can be seen tha t there is very little difference between the FSI 
and PWIA model for the first three pm bins. For the two highest prn bins, the two 
models predict different values as a function of cos 9nq. The FSI model predicts a 
more positive asymmetry in the forward cos 0nq bin than the PW IA model. The 
same observations can be made in Fig. 42. Both models describe the low pm data  
well and corrrectly predict the sign change for A\\ with increasing prn.
A  y 2 fest  for goodness of fit was used to determine which model described the 
data the best. The \ 2/d .o .f. values were calculated for each Q2 bin as
( Ameaaured Atheory\ 2
{ ii ii ]
^ 2  _  .COS 9nq Orfata _
where N  (=degress of freedom,d.o.f.) is the number of data points summed over. 
Comparisons with the FSI model yeilded lower The y 2 /d .o .f. than those for the 
PWIA model. The values for y 2 /d .o .f. can be found in Table 23.
This suggests tha t the FSI model provides a better prediction of the asymmetries 
than the PW IA model. We notice that the theoretical predictions for the two lowest 
missing momentum bins for FSI and PWIA barely differ at all. The largest difference
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between the two predictions is seen at the higher missing momentum bin and at the 
most forward cos 6nq angles. The asymmetries become more positive at these values
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TABLE 23: x 2/d .o .f . of PWIA Model and FSI Model. All x 2/d .o .f.' s were calculated 
using all data points in the Q2 bin. The 5.x data set could only be compared with the 
model using PWIA. The 2.5 GeV Q2  bin 3 and 4.2 GeV Q2 bin 3 data  sets have little 
data and high statistical uncertainty above Q2 bin 2 resulting in the low x 2/d .o .f. 
value stated.
Energy Beam Q2 Bin FSI x 2/d .o .f. PWIA x 2/d .o .f.
1 .x 0 3.415 3.670
1 .x 1 1.386 1.576
1 .x 2 1.693 2.259
2.5 0 1.449 2.292
2.5 1 1.472 5.156
2.5 2 1.669 2 . 2 2 1
2.5 3 0.566 0.521
4.2 0 n /a n /a
4.2 1 1 . 0 1 2 1.014
4.2 2 0.782 0.841
' 4.2 3 0.575 0.336
5.x 1 n /a n /a
5.x 2 n /a 2.132
5.x 3 n /a 2.785
as predicted by the FSI model.
5.3.1 T E S T  O F  PBPT
In addition to extracting double spin asymmetries, this analysis provided a check 
on the PbPt values used in Section 4.8. The product of beam and target polarizations 
was taken from a previous analysis of quasi-elastic EG lb  data  as described in Section 
4.10. By scaling the theoretical values from the model by Jeschonnek and Van Orden 
and looking for a minimum of x 2/d .o .f . as a function of the scale parameter, we 
checked whether different values for PbPt might give an even better agreement. The 
results are shown in Table 24 and show tha t the existing PbPt values were mostly 
accurate within a few percent. For the 5.x GeV data set, it should be noted that
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the data set had large error bars which affected the reliability of this test. Also, we 
covered a more limited range in Q2 than the original PbPt analysis; however, our 
results could be interpreted to indicate tha t PbPt for the 5 GeV data  set may be 
overestimated by as much as 48%.
TABLE 24: Results of minimizing x 2/d .o .f.. All x 2/ d . o . f s were calculated using 
only the first three ps bins with the inclusion of both statistical and systematic 
uncertainties. The 5.x data  set could only be compared with the model using PWIA.
Energy Beam Original x 2/d .o .f . Scale Factor New x 2/d .o .f .
1 .x 0.6706 1 . 0 2 0.6607
2.5 0.7198 1.09 0.6411
4.2 0.3937 0.93 0.3641
5.x 1.2402 1.48 0.7874
5.3.2 A||(cos#jv)
Asymmetries were also extracted as a function of cos 6n, which is the angle of the 
spectator neutron relative to the beam direction (z—axis) and therefore the target 
spin direction. Theoretically, the asymmetry values are predicted not to be flat as a 
function of cos9n at large pm (similar to the results described in Section 2.5).
In order to extract the new asymmetries, the data were re-binned in nine cosf?n 
bins calculated as
Pn-ecos9n = (97)
with a bin width of A cos#n= 2/9 . Due to the finer bin size, statistics were limited 
and the asymmetries were only calculated for the 2.5 GeV data set. The Q2 and 
pm binning from the main analysis was used. The same prescription as outlined in 
this dissertation was used to calculate the new asymmetries. Radiative corrections 
were not used since the correction values could not be easily translated to the new 
bins. Theoretical predictions using PWIA only were calculated based on a  simplified 
model. Figures 43-46 show the results of this measurement. Due to the limited
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statistics the expectation of a non-flat asymmetry at higher missing momenta could 
not be verified with sufficiently high significance.
^ \ P  0 00 < p < 0.05 b <’ '  • i* * 0 35
A,,: 0 . 1 3 < Q  < 0 . 3 8  0.05 < ^ “ < 0 . 15  0 .35  < „ „ , „ <  0.50
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FIG. 43: Measured values of A||(cos0„) in Q2 bin 0 plotted against predicted values 
using the PWIA model
101
A f \  O O  Z"\2 0 .00  < p  < 0 .0 5  b ±5 u " 0 ?1?
A,,: 0 . 3 8 < G r < 0 . 7 7  o.o5<P™” <0.15 o.35<Pwi><o.5o
11 0 .15 < p < 0.25  S o lid  Line-PWIA
0.5
-0.5
x 2 = 3.722923
1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
Cos 0n
FIG. 44: Measured values of A||(cos0„) in Q 2 bin 1 plotted against predicted values 
using the PWIA model
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FIG. 45: Measured values of A||(cos0n) in Q2 bin 2 plotted against predicted values 
using the PWIA model
103
o  0.00 < p < 0.05 j  '.’."i c . 0 i
A„: 1 .5 7 < Q  < 3 .1 8  ° <«<p I ,<0.15 o.35<Pml„<o.5




-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
Cos 0n
FIG. 46: Measured values of A||(cos#n) in Q2 Bin 3 plotted against predicted values 




Prom the EG lb data, we extracted the double spin asymmetry A\\ in the d(e, e'p)n 
reaction over a wide range in kinematics, significantly extending the reach of exist­
ing data. D ata were sorted into bins of the squared four-momentum transfer Q2 
(0.13—3.17 (GeV/c)2), the cosine of the angle between the virtual photon and the 
neutron cos6nq (-1.0-1.0), and missing momentum pm (0.0—0.5 GeV/c). The raw 
asymmetries were corrected for unpolarized background, polarized background, and 
radiative effects. Final results of the asymmetries were obtained by combining similar 
data sets to obtain four final data sets: 1.x, 2.5, 4.2, and 5.x GeV.
We compared these results to two sets of theoretical predictions of A\\ by Sabine 
Jeschonnek and J.W. Van Orden. One set of theoretical predictions used PWIA to 
calculate A||, while the other set included FSIs to calculate A||. When comparing 
the two theoretical curves to the experimental data a t lower missing momenta, there 
was very little difference between the theoretical values for PWIA versus FSI and 
the data agreed generally with both. However, at the highest missing momenta, 
we observed tha t FSIs are needed to predict a positive shift of the asymmetries 
at the most forward angles. Figure 42 demonstrates this observation. Asymmetries 
extracted a t backward angles also had a tendency to be more negative than predicted 
by the model. This trend can be seen most in the second missing momentum bin. 
This observation might be due to the limited statistics or effects from the edges of 
the experimental acceptance. The 5.X GeV data set does not yet have predictions 
tha t include FSIs. This is due to the fact that the theoretical model is limited in p-n 
relative momentum. A new calculation by William Ford and J.W. Van Orden [6 8 ] 
will extend the energy range of the model and allow for theoretical predictions of A\\ 
that include FSIs at the 5.X GeV range.
Additional values of A\\ could be extracted from newer CL AS experiments. Ex­
perimental data from the CLAS EG4 experiment should allow a more precise mea­
surement of Ay in the lower beam energy range. The EG4 experimental run scattered 
polarized electrons at energies of 1.0-3.0 GeV from a longitudinally polarized ND3
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target. This experiment implemented a new Cherenkov detector to allow for de­
tecting particles at scattering angles of 6 °. Also, the EG1-DVCS experiment used 
a longitudinally polarized ND3 target but scattered polarized electrons at higher 
energies around 5.0-6.0 GeV.
The A.11 values measured in this dissertation show an overall agreement with the 
Jeschonnek and Van Orden model indicating tha t the reaction is quite well under­
stood microscopically. One can therefore confidently use the d{e, e'p)n reaction to 
determine the polarization of deuterium targets used for measurements of other spin 
observables, e.g., spin structure functions in inelastic inclusive scattering.
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A PPE N D IX  A
ASYMMETRIES
The plots in this appendix are the results of A|| from this analysis. The results for 
one beam energy set and one Q2 bin are plotted in two separate plots as a function 
of the cos 9nq bins. All five pm bins are plotted on each graph distinguished by a 
color and symbol. The colors and symbols for pm bins are given in Table 25. The 
statistical error and systematic uncertainty are also plotted on each data  point. The 
inner vertical error line represents that statistical error while the outer error line 
represents the systematic uncertainty.
TABLE 25: The symbols and colors for pm bins used in the A\\ plots.
Bin Valuemjn (GeV/c) Valuemaa; (GeV/c) Symbol Color
0 0 . 0 0 0.05 • Red
1 0.05 0.15 ■ Blue
2 0.15 0.25 A Purple
3 0.25 0.35 T Orange
4 0.35 0.50 ★ Green
The theoretical predictions from Sabine Jeschonnek and J.W. Van Orden’s model 
using FSI and PWIA are plotted on the two separate plots as solid lines. The 
X2/d .o .f. calculated from Eq. (96) is displayed in the lower left hand corner in each 
plot.
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FIG. 50: Beam Energy of 2.5 GeV and Q2 Bin 0
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FIG. 54: Beam Energy of 4.2 GeV and Q2 Bin 0
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FIG. 60: Beam Energy of 5.X GeV and Q2 Bin 3
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DILUTION FACTORS
Here are tables of the dilution factors that were calculated in this analysis. The 
dilution factors are given by kinematic bin with the associated statistical error. If 
the dilution factor calculation resulted in a negative number, then the entire bin for 
that set was discarded.
TABLE 26: Dilution Factors for 1.6+ GeV
D ata Set Q2 cos 0nq Pm  1 error Pm  2 error Pm  3 error Pm  4 error Pm  5 error
1 .6 + 0 0 0 0 0.103 0.00843 0.0693 0.0037 0.104 0.00439 0.141 0.00591
1 .6 + 0 1 0 0 0.104 0.0103 0.0595 0.00498 0.127 0.00563 0.164 0.00541
1 .6 + 0 2 0 0 0.123 0.0446 0.145 0.00969 0.169 0.00861 0.163 0.0077
1 .6 + 1 0 0.615 0.0113 0 . 2 2 1 0.00381 0.078 0.00377 0.0827 0.00631 0.0893 0 . 0 1 1 2
1 .6 + 1 1 0.641 0.0134 0 . 2 1 0.00492 0.0798 0.00512 0.0968 0.00735 0.151 0.00708
1 .6 + 1 2 0.639 0.0175 0.263 0.00899 0 . 1 0 1 0.00788 0.132 0.00838 0.148 0.00637
1 .6 + 2 0 0.808 0.00782 0.376 0.00705 0.067 0.0134 -0.00459 0.0409 -0.568 0.322
1 .6 + 2 1 0.767 0.00761 0.369 0.00657 0.065 0.0117 0.0922 0 . 0 2 2 1 0.0943 0.0279
1 .6 + 2 2 0.804 0.00694 0.458 0.00634 0.0742 0.0125 0.0878 0.0214 0 . 1 2 0.0173
1 .6 + 3 0 0 0 0 0 0 0 0 0 0 0
1 .6 + 3 1 0 0 0 0 0 0 0 0 0 0
1 .6 + 3 2 0 0 0 0 0 0 0 0 0 0
TABLE 27: Dilution Factors for 1.7- GeV
D ata Set Q2 COS Qjiq Pm 1 error Pm  2 error Pm  3 error Pm  4 error Pm  5 error
1.7- 0 0 0 0 0.0719 0.0167 0.058 0.00562 0 . 1 0 1 0.0059 0.148 0.00796
1.7- 0 1 0 0 0.0998 0.0198 0.0669 0.00787 0.133 0.00823 0.186 0.00752
1.7- 0 2 0 0 0.0922. 0 . 1 1 0.136 0.0196 0.186 0.0158 0.149 0.0151
1.7- 1 0 0.58 0.0294 0.184 0.00862 0.0436 0.0084 0.0778 0.0137 0.0673 0.0262
1.7- 1 1 0.487 0.0413 0.182 0 . 0 1 1 2 0.0333 0 . 0 1 1 2 0 . 1 0 1 0.0148 0.133 0.0145
1.7- 1 2 0.562 0.0597 0.235 0.0229 0.0755 0.0187 0.0882 0.0193 0.14 0.0141
1.7- 2 0 0.807 0.0279 0.562 0.0332 0.276 0.206 0 0 0 0
1.7- 2 1 0.773 0.0307 0.369 0.0272 0 . 1 1 2 0.0519 0.258 0 . 1 1 -0.219 0.263
1.7- 2 2 0.734 0.0334 0.425 0.0254 0.0282 0.0418 0.164 0.0566 0.0711 0.0489
1.7- 3 0 0 0 0 0 0 0 0 0 0 0
1.7- 3 1 0 0 0 0 0 0 0 0 0 0
1.7- 3 2 0 0 0 0 0 0 0 0 0 0
TABLE 28: Dilution Factors for 2.5 GeV. As noted in Section 4.2.1, there were two 2.5- data sets. Here, these sets are denoted 
by a ( 1 ) or (2 ).
D ata Set Q2 COS P m  1 error P m  2 error P m  3 error P m  4 error P m  5 error
2.5+ 0 0 0 0 0.147 0.0839 0.132 0.0194 0.123 0 . 0 2 0 2 0.0955 0.0252
2.5+ 0 1 0 0 0.123 0.135 0.0978 0.0304 0.133 0.0273 0.184 0.0227
2.5+ 0 2 0 0 0 0 0.15 0.0744 0.248 0.0347 0.225 0.0265
2.5+ 1 0 0.467 0.338 0.183 0.0144 0.131 0.00784 0.105 0 . 0 1 1 1 0.154 0.0164
2.5+ 1 1 -0.982 1.76 0.156 0.0236 0.14 0 . 0 1 2 1 0.18 0.0139 0.205 0 . 0 1 2 2
2.5+ 1 2 0 ' 0 0.172 0.123 0.168 0.0298 0.218 0.0178 0.259 0.0108
2.5+ 2 0 0.665 0.016 0.278 0.00824 0.104 0 . 0 1 0.123 0.0179 0.14 0.0327
2.5+ 2 1 0.695 0.0161 0.292 0.00971 0.0884 0.0132 0 . 1 0 1 0.0209 0.0937 0 . 0 2 1 2
2.5+ 2 2 0.773 0.0152 0.416 0.0124 0.128 0.0207 0.0651 0.0312 0.144 0.0215
2.5+ 3 0 0.778 0.0297 0.333 0.027 0.167 0.0446 -0.174 0.149 0.0324 0.677
2.5+ 3 1 0.802 0.0272 0.356 0.0224 0.0556 0.0362 0.0763 0.0663 0.0866 0.0775
2.5+ 3 2 0.768 0.0272 0.387 0.0199 0 . 1 1 0.032 0.0236 0.072 0 . 1 2 1 0.0744
2.5-(l) 0 0 0 0 0.23 0.0321 0.125 0.00664 0.176 0.00582 0.194 0.00734
2.5-(l) 0 1 0 0 0.236 0.0379 0.148 0.00877 0.196 0.00763 0.218 0.00733
2.5-(l) 0 2 0 0 0.315 0.449 0 . 2 1 1 0.024 0.241 0.0142 0.223 0.0126
2 • 5- (1) 1 0 -0.114 0.588 0.185 0.0147 0.153 0.00811 0.135 0.0114 0.165 0.0174
2.5-(l) 1 1 -0.663 2.16 0.19 0.0234 0.145 0.0124 0.155 0.0149 0.223 0.0128
2.5-(l) 1 2 0 0 0.125 0 . 1 2 0.192 0.0297 0.223 0.0184 0.232 0.0116
2.5-(l) 2 0 0.703 0.0151 0.341 0.00922 0 . 1 0 1 0.0128 0.0767 0.0233 0.18 0.0414
2-5-(l) 2 1 0.735 0.0148 0.348 0.0108 0.115 0.0164 0.137 0.0254 0.185 0.0247
2.5-(l) 2 2 0.759 0.0153 0.456 0.013 0.126 0.0253 0.148 0.0368 0.183 0.0262
2.5-(l) 3 0 0.787 0.0455 0.551 0.0494 -0.154 0.335 0 0 0 0
2 - 5- (1) 3 1 0.823 0.039 0.397 0.0395 0.0444 0.0775 0.0323 0.18 0.264 0.225
2.5-(l) 3 2 0.776 0.0427 0.426 0.0298 0.0875 0.0511 -0.0659 0.124 -0.28 0.164
2.5-(2) 0 0 0 0 0 . 1 0 2 0.0336 0.0615 0.00626 0.118 0.0055 0.129 0.00702
2.5-(2) 0 1 0 0 0.114 0.0394 0.0732 0.00841 0.134 0.00728 0.159 0.00699
2.5-(2) 0 2 0 0 0.362 0.376 0.171 0.0223 0.182 0.0136 0.158 0 . 0 1 2 2
2.5-(2) 1 0 0.275 0.304 0.117 0.0141 0.0839 0.00775 0.081 0.0107 0 . 1 0 2 0.0165
2.5-(2) 1 1 0 . 1 1 0.844 0.124 0.0224 0.0752 0.0118 0.106 0.0138 0.145 0.0125
2.5-(2) 1 2 0 0 -0.107 0.136 0.14 0.0279 0.142 0.0181 0.14 0.0116
2.5-(2) 2 0 0.661 0.0165 0.294 0.00889 0.0604 0.0117 0.0538 0.0207 0.0829 0.0411
2.5-(2) 2 1 0.704 0.0159 0.317 0 . 0 1 0 1 0.0783 0.015 0 . 1 0 2 0.0231 0.13 0.0233
2.5-(2) 2 2 0.747 0.0154 0.404 0.013 0.0947 0.0229 0.0657 0.0356 0.14 0.0243
2.5-(2) 3 0 0.741 0.0539 0.522 0.0485 0.0262 0.233 0 0 0 0
2.5-(2) 3 1 0.816 0.0393 0.404 0.0351 0.0582 0.0657 0.0627 0.149 0.273 0.195
2.5-(2) 3 2 0.813 0.0334 0.429 0.0267 0.0864 0.0443 -0.166 0.118 -0.18 0.125
TABLE 29: Dilution Factors for 4.2 GeV
Data Set Q2 cos 6nq Pm  1 error Pm  2 error Pm  3 error Pm  4 error Pm  5 error
4.2+ 0 0 0 0 0 0 0 0 0 0 0 0
4.2+ 0 1 0 0 0 0 0 0 0 0 0 0
4.2+ 0 2 0 0 0 0 0 0 0 0 0 0
4.2+ 1 0 0 0 0.119 0.0917 0.0692 0.0347 0.0769 0.0424 0.194 0.0525
4.2+ 1 1 0 0 0.266 0.168 0.0503 0.0693 0.0963 0.0712 0.074 0.056
4.2+ 1 2 0 0 0 0 -0.135 0.332 0.128 0.127 0.137 0.0618
4.2+ 2 0 0.648 0.0267 0 . 2 2 0 . 0 1 0 1 0.0904 0.00986 0.0461 0.0164 0.0936 0.0265
4.2+ 2 1 0.724 0.0292 0.233 0.015 0.117 0.0161 0 . 1 0 1 0.0233 0.156 0.0199
4.2+ 2 2 0.669 0.0443 0.353 0.0313 0.0836 0.0381 0.141 0.041 0.123 0.0251
4.2+ 3 0 0.731 0.0162 0.319 0.0125 0.0911 0.0179 0.0328 0.0351 0.149 0.06
4.2+ 3 1 0.714 0.0168 0.371 0 . 0 1 2 0.0862 0 . 0 2 0 1 0.123 0.0338 0.145 0.0358
4.2+ 3 2 0.775 0.0149 0.417 0.0128 0.104 0.0264 0.0789 0.0542 0.0707 0.0527
4.2- 0 0 0 0 0.0631 0.232 0.0941 0.0204 0.132 0.0151 0.0848 0.0157
4.2- 0 1 0 0 0.0563 0.519 0.0425 0.0412 0.108 0.0264 0.165 0.0188
4.2- 0 2 0 0 0 0 -0.0115 0.174 0.198 0.0516 0.142 0.0346
4.2- 1 0 0 0 0.0936 0.0216 0.0901 0.00577 0.0772 0.00659 0.105 0.00914
4.2- 1 1 0 0 0.0837 0.0464 0.0637 0.00993 0.124 0.00876 0.141 0.00755
4.2- 1 2 0 0 0 0 0.0836 0.0375 0.158 0.0129 0.132 0.00729
4.2- 2 0 0.572 0.0257 0 . 2 1 0.00762 0.0792 0.00671 0.0651 0 . 0 1 1 1 0.0895 0.0184
4.2- 2 1 0.632 0.0295 0.225 0.0116 0.0746 0.0107 0.0937 0.0145 0.118 0.0135
4.2- 2 2 0.731 0.0333 0.334 0.0264 0.104 0.027 0 . 1 0 2 0.0248 0.125 0.0148
4.2- 3 0 0.746 0.0141 0.35 0.0107 0.0699 0.0162 0.0978 0.0304 0.0759 0.0605
4.2- 3 1 0.757 0.0134 0.36 0.0105 0.0906 0.0173 0.0777 0.0304 0.117 0.0316
4.2- 3 2 0.736 0.0143 0.419 0 . 0 1 1 1 0.0796 0.0225 0.0762 0.0458 0.00177 0.0489
TABLE 30: Dilution Factors for 5.6+ GeV
D ata Set Q2 COS 0nq P m  1 error P m  2 error P m  3 error P m  4 error P m  5 error
5.6+ 0 0 0 0 0 0 0 0 0 0 0 0
5.6+ 0 1 0 0 0 0 0 0 0 0 0 0
5.6+ 0 2 0 0 0 0 0 0 0 0 0 0
5.6+ 1 0 0 0 0 0 0 0 0 0 0 0
5.6+ 1 1 0 0 0 0 0 0 0 0 0 0
5.6+ 1 2 0 0 0 0 0 0 0 0 0 0
5.6+ 2 0 0.337 0.096 0.265 0 . 0 2 0.0585 0.0213 0.0754 0.0331 0.174 0.0465
5.6+ 2 1 0.534 0.0996 0.215 0.0334 0.0669 0.037 0.0263 0.0562 0.0992 0.0485
5.6+ 2 2 0.275 0.27 0 . 2 0 2 0.095 0.147 0.0887 0.0911 0 . 1 1 1 0.238 0.0643
5.6+ 3 0 0.748 0.0177 0.367 0.0128 0 . 1 2 2 0.0187 0.096 0.0348 0.117 0.0634
5.6+ 3 1 0.785 0.0165 0.398 0.0132 0 . 1 2 2 0.0225 0.143 0.0383 0.186 0.0386
5.6+ 3 2 0.799 0.017 0.469 0.0155 0.0894 0.0348 0 . 1 1 1 0.0693 0.152 0.0598
TABLE 31: Dilution Factors for 5.7 GeV
D ata Set Q2 COS 0 n q Pm 1 error Pm 2 error Pm 3 error Pm 4 error Pm 5 error
5.7+ 0 0 0 0 0 0 0 0 0 0 0 0
5.7+ 0 1 0 0 0 0 0 0 0 0 0 0
5.7+ 0 2 0 0 0 0 0 0 0 0 0 0
5.7+ 1 0 0 0 0 0 0 0 0 0 0 0
5.7+ 1 1 0 0 0 0 0 0 0 0 0 0
5.7+ 1 2 0 0 0 0 0 0 0 0 0 0
5.7+ 2 0 0.48 0.105 0.239 0.0315 0.0902 0.0326 0.0224 0.054 0.052 0.0847
5.7+ 2 1 0.426 0.17 0 . 2 2 2 0.0497 0.0775 0.0571 0 . 2 1 0.0763 0.0685 0.0774
5.7+ 2 2 0.517 0.314 0.227 0.138 -0.0513 0.153 -0.257 0 . 2 2 0.0909 0.113
5.7+ 3 0 0.703 0.0287 0.325 0.0194 0.0604 0.0285 0.0137 0.0539 0.0716 0.0898
5.7+ 3 1 0.687 0.0288 0.353 0.0197 0.0862 0.032 -0.0625 0.0609 0.0994 0.0575
5.7+ 3 2 0.769 0.0256 0.42 0.0217 0.124 0.0455 0.107 0.0903 0.0829 0.0892
5.7- 0 0 0 0 0 0 0 0 0 0 0 0
5.7- 0 1 0 0 0 0 0 0 0 0 0 0
5.7- 0 2 0 0 0 0 0 0 0 0 0 0
5.7- 1 0 0 0 0.0678 0.172 0.133 0.041 0.0608 0.0419 0.0817 0.0442
5.7- 1 1 0 0 0.499 0.397 -0.0602 0.155 -0.0179 0 . 1 1 1 0.0565 0.0648
5.7- 1 2 0 0 0 0 0.326 0.746 0.361 0.319 0.143 0.183
5.7- 2 0 0.288 0.108 0.128 0.0165 0.0493 0 . 0 1 2 2 0.0845 0.0183 0.0612 0.0291
5.7- 2 1 0.172 0.173 0.143 0.0284 0.054 0.0213 0.0975 0.0262 0.178 0 . 0 2 2
5.7- 2 2 0.73 0 . 2 0.249 0.0923 -0 . 0 1 1 0.0723 0.151 0.048 0.108 0.0282
5.7- 3 0 0.696 0.026 0.291 0.017 0.0708 0.0237 0.0493 0.0438 -0.0315 0.0857
5.7- 3 1 0.704 0.0262 0.303 0.0183 0.0474 0.0293 0.0799 0.0488 0 . 1 0 2 0.0492
5.7- 3 2 0.748 0.024 0.459 0.0196 0.0675 0.0429 0.0829 0.0823 0.104 0.0695
TABLE 32: Dilution Factors for 5.8- GeV
D ata Set Q2 COS 0nq Pm  1 error Pm  2 error Pm  3 error Pm  4 error Pm  5 error
5.8- l 0 0 0 0.174 0.185 0.0995 0.0497 0.0969 0.0462 0.136 0.0502
5.8- l 1 0 0 0.157 0.542 0.681 0.113 0.0409 0.134 0.217 0.0711
5.8- l 2 0 0 0 0 0 0 0.64 0.568 -0.472 0.357
5.8- 2 0 0.546 0.0908 0.167 0.019 0.0773 0.0142 0.0448 0 . 0 2 2 2 0.0639 0.0346
5.8- 2 1 0.386 0.153 0.187 0.0315 0.0968 0.0241 0.0788 0.0317 0 . 1 0 2 0.0283
5.8- 2 2 0.361 0.285 0.181 0 . 1 1 0.0267 0.0767 0.124 0.059 0.14 0.0333
5.8- 3 0 0.778 0.0277 0.345 0 . 0 2 0.107 0.0282 0.0665 0.0518 0.0939 0 . 1
5.8- 3 1 0.741 0.0301 0.4 0 . 0 2 0.0617 0.0335 0.148 0.0512 0.175 0.0554
5.8- 3 2 0.777 0.0298 0.442 0.0239 0.19 0.0461 -0.0845 0.109 0.123 0.0875
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RADIATIVE CORRECTIONS
The plots in this appendix show the results of determining the radiative correction 
values of r  and k, from Section 4.11.
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FIG. 61: Beam Energy of 1.6 GeV and Q2 Bin 0
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FIG. 62: Beam Energy of 1.6 GeV and Q 2  Bin 1
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FIG. 63: Beam Energy of 1.6 GeV and Q2 Bin 2
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FIG. 64: Beam Energy of 1.6 GeV and cos 6nq Bin 1
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FIG. 65: Beam Energy of 2.5 GeV and Q2 Bin 0
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FIG. 6 6 : Beam Energy of 2.5 GeV and Q2  Bin 1
2.5 GeV In-bending Q2 Bin 2
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FIG. 67: Beam Energy of 2.5 GeV and Q2 Bin 2
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2.5 GeV In-bending Q2 Bin 3
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FIG. 6 8 : Beam Energy of 2.5 GeV and Q 2 Bin 3
2.5 GeV In-bending Cos 0nq Bin 1
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FIG. 69: Beam Energy of 2.5 GeV and cos 9nq Bin 1
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4.2 GeV In-bending Q2 Bin 1
x21 ndf 0 .0 0 1 9 2 5 /6  
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FIG. 70: Beam Energy of 4.2 GeV and Q 2  Bin 1
4.2 GeV In-bending Q2 Bin 2
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FIG. 71: Beam Energy of 4.2 GeV and Q2 Bin 2
4.2 GeV In-bending Q2 Bin 3
X2 /  ndf 0 .0 0 0 1 1 4 9 /8  
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FIG. 72: Beam Energy of 4.2 GeV and Q2  Bin 3
4.2 GeV In-bending Cos 8nq Bin 1
X2 /  ndf 0 .0 0 0 2 9 6 6 /1 2  
-0.04709 ± 0 .0 0 6 4 7 4  
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FIG. 73: Beam Energy of 4.2 GeV and cos 6nq Bin 1
136
5.7 GeV In-bending Q2 Bin 2
X2 /  ndf 0.001454  / 8  
0 .0 1 8 3 7 1  0 .02493 
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FIG. 74: Beam Energy of 5.7 GeV and Q 2 Bin 2
5.7 GeV In-bending Q2 Bin 3
X2 /  ndf 0.0006448 / 8 
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FIG. 75: Beam Energy of 5.7 GeV and Q2 Bin 3
137
5.7 GeV In-bending Cos 0nq Bin 1
X2 /  nd f 0 .0 0 3 7 1 2 /1 2  
-0.1121 ± 0 .0 3 4 1 2  
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