This paper adopts a new approach to estimating the conditional probability distribution of asset returns. It is evident that the exact conditional mean or variance is inherently unobservable for time series. In practice, the popular way is to derive from different models such as GARCH by assuming distributions such as normal, student t, or skewed t. Thus the accuracy of forecast strongly depends on the assumption of distribution. The new method avoids the need to assume any distribution by using a neural network (NN) to estimate the potentially nonlinear relationship between VaR (Value at Risk) and returns. Our results show that the forecast from neural network outperforms traditional GARCH models.
Introduction
The generalized autoregressive conditional heteroskedastic model (GARCH (1,1)) shown in Bollerslev 1 (1986) is as follows:
r t = E(r t | Ω t−1 ) + ε t (1)
where Ω t−1 is the information set at time t − 1, E(r t | Ω t−1 ) is the conditional mean, r t is the asset return, ε t is the error, h t is the conditional variance and z t follows a white noise process. The above model displays two crucial elements: the variance is an autoregressive moving average (ARMA) process and the assumption that the standardized residuals are identically distributed.
It is widely agreed that return volatility is highly predictable, which is important for financial economics and risk management (Bollerslev, Engle and Nelson, 1994) 2 . The main feature of GARCH models is their ability to forecast unobservable conditional mean and variance processes; and VaR (Value at Risk) is a popular measure of the efficiency of GARCH models in practice (Giot 3 , 2005) . VaR can be seen as the left α quantile conditional probability distribution of asset returns:
Where µ t is the conditional mean while σ 2 t is the conditional variance at time t. Φ t is the left α quantile for error distribution, which could be normal, student-t, or any other distributions.
Conditional mean and variance can be derived from time series models and thus VaR can be calculated at time t. The failure rate, also called the violation rate, is the possibility that the real return is less than the computed VaR. Using the conventional way to get the conditional probability distribution of returns, one must assume the distribution of the series. And it is important that this assumption can approximate the "true" distribution of the series. In this paper, a new way to get the conditional probability distribution of returns is presented without the distribution assumption.
Literature Review
As a non-parametric method, neural network (NN) is increasingly used in the business world to forecast the future. Wong et al. 4 (1997) found that the most frequent application domains of NN are productions and operations (53.5%) and finance (25.4%). NN is one of the most effective tools in learning and interpreting complex real-world data currently known (Mitchell 5 , 1997 ) pointed out that NN are capable of avoiding the laborious and potentially inefficient procedure for the regression. By using daily exchange rates, he discussed a new approach to estimate the conditional probability distribution of returns by conditional variance forecast through NN:
Where Q t,k (θ) is the θth quantile of return distribution, for which P r(r t,k ≤ (Q t,k )) = θ. k is the holding period,σ t+1 is the 1-step-ahead conditional variance forecast. a , b, c and d are constant parameters. The benefit of this approach is that by NN, it can avoid the need for a distributional assumption by estimating the nonlinear quantile models.
In Taylor's 7 paper,σ t+1 is obtained by using Gaussian GARCH (1, 1) to analyze the exchange rate. If the normal GARCH model is misspecified, the efficiency of quantile regression NN approach will be affected, and better alternatives might be available. As mentioned in many research,(refer to Holton 8 , 2003 ) the Gaussian assumption is often inappropriate because the financial series distribution is always skewed and leptokurtic, alternatives such as t-distribution and nonparametric methods may be prompted.
To solve this problem, this paper attempts to use a different approach to generate the "true" conditional variance and thus the "true" 1-step-ahead VaR forecast based on the"true" conditional variance. The performance of GARCH and NN will be compared based on this "true" VaR forecast.
Monte Carlo Evidence and Neural Network
A small Monte Carlo experiment designed to generate the "true" conditional variance is adopted in this paper. The design of the experiment was similarly to Park 9 (2002). However, values of parameters in GARCH models are estimated by testing Dow Jones daily returns from 1988 to 2006, roughly 4700 samples. The reason for choosing this period is that it avoids the stock crash in 1987 and a relative large sample size is needed to guarantee the GARCH perfomance. The innovations z is drawn as i.i.d. from N(0,1), and from a standard student-t distribution:
(1) A standard GARCH model with a conditional normal distribution (heteroskedastic, but not skewed):
(2) A GARCH (1,1) with standard student-t distribution with 7 degree of freedom (heteroskedastic and skewed) h t = 0.005280 + 0.043433ε
Because 4700 Dow Jones samples are used to estimate the parameters of the model, 4700 hypothetical trials of daily returns for each model are generated. From each data generating process, h t , the "true" conditional variance, and r t , the "true" return can be achieved, and VaR in each step can be calculated using V aR t,α = Φ α √ h t by assuming that conditional mean is 0.
The 1-step-ahead forecast of VaR for time t is:
Whereĥ t+1 is the 1-step-ahead conditional variance forecast which can be expressed as a function of r t :
Inspired by Hamid 10 (2004), Kulczycki and Scholer 11 (1999), we will use NN to fit the nonlinear relationship between the 1-step-ahead forecast of VaR and returns. NN is more flexible in modeling the relationship and most importantly, it can avoid making distribution assumptions. The main advantage of this method is that it allows a complete analysis of the nonlinear relationship between quantiles of asset returns and returns by avoiding any specific distribution assumption.
An Artificial Neural Network (ANN) is a computational technique developed to mimic the function of human brains to process data and information and comprehend patterns. It can be viewed as a type of multiple regression accepting inputs and processing them to predict the output.
In the following part, a multi-layer perception or MLP network is chosen with two hidden layers and twenty inputs ranging from one to ten lagged values of returns and VaRs. The results from NN will be compared with GARCH (1,1) models. The predictability is judged on the in-sample fit of both GARCH and neural networks and out-of-sample fit obtained from a sequence of rolling regressions.
Hwang and Pereira 12 (2006) found that a relatively large sample size is preferred for the accuracy of GARCH analysis. In-sample sized between 2000 and 6000 and out-of-sample sized 1000 are widely used in literature. Therefore, in this paper, the first 3700 data generated from the Monte Carlo experiment is set to estimate the GARCH (1,1) model and to train the neural networks, while the last 1000 data as out of sample to evaluate the forecasts.
Results
The performance of the models is evaluated by the failure rate as well as the mean squared error, (MSE) method which are presented in the following Tables. Let N be the number of times the asset returns are lower than VaR in a sample of size T . Define the failure rate as f and f = N/T . Ideally, the failure rate should be equal to the pre-specified VaR level α . In practice, if the failure rate is too low, the model is too loose because it would underpredict the potential risk. On the other hand, if the failure rate is too high, the model is too conservative because it would unnecessarily jeopardize the profit opportunities.
In addition to failure rate, MSE can be an alternative way to measure the specific distance between ideal value and estimated value:
for α = 0.05, 0.25 and 0.01 The following four tables exhibit both in-sample and out-of-sample performance of GARCH and Neural networks under normal and student-t data generating process by comparing with the "true" VaRs from the Monte Carlo simulation. Clearly, the in-sample fit of the neural networks method outperforms GARCH, as indicated by the fact that the failure ratio for 5%, 2.5%, and 1% left quantile is exactly the same as the "true" VaR and neural networks. The out-of-sample forecasting performance of both GARCH and neural networks are very close to the "true VaR". However, based on the mean squared error between the actual and fitted values, it is obvious that the neural networks method shows a better performance than GARCH method; the advantages lie in the tiny MSE for both in-sample and out-of-sample fit from neural networks. 
Conclusions
To avoid the need to assume the distribution, this paper adopts a new approach to estimating the conditional probability distribution of asset returns. Our results show that the forecast from neural network outperforms traditional GARCH models. Thus the non-parametric way can be a useful alternative to forecast the stock market.
