Experimental results show that HP derives higher quality and more scalable classifiers than those produced by current pruning methods (lazy and database coverage). In addition, the number of rules generated by the developed pruning procedure is often less than that of lazy pruning.
I. INTRODUCTION.
The rapid evolution in computing particularly in data collection and storage methods has lead to a dense amount of data in the different organizations' databases. This has made deriving useful information from such databases hard to achieve. Data mining can deal with such task since it utilises different intelligent algorithms for processing large data sets in order to extract useful knowledge.
Association rule discovery is one of data mining tasks that find hidden relationships among items in a transactional database. Classification is another data mining task which aims to build a model of rules called classifier from a set of labeled examples in order to use in the classification of test data sets which their class is unknown.
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In recent years, a new approached called associative classification (AC) has emerged which integrates association rule and classification [9] . Several studies [9] [8] [18] [16] [15] [7] [11] provide evidence that AC is able to generate more accurate classification models than decision trees [12] , and rule induction [13] [4] approaches. However, this approach normally suffers from the exponential growth of rules since AC employs association rule during the learning step where all the correlations among the items and the class are discovered in a form of if-then rules [8] [5] [7] . Moreover, some of these rules are significant and some aren't, and therefore, several pruning methods have been induce in order to cut down the number of generated rules. This is because including only the significant rules in the classifier would improve the productivity power of the classifier [2] .
In this paper we investigate the rule pruning phase in AC mining in order to reduce the size of the resulting classifiers. Particularly, we develop a new rule pruning method called HP that considers the rule significant if and only if its antecedent (rule body) partially matches any of the training document keywords. This is important since we would like to keep multiple rules in the classifier for the training case which latterly are utilised in the prediction phase to improve the accuracy results. The proposed method is implemented within a known AC algorithm called MCAR [15] , and is tested against large and complex text categorisation collection called Reuters-21578 Mod Split [6] . This paper is structured as follows: AC approach and known rule pruning methods are discussed in Section 2. In Section 3, the proposed rule pruning techniques are presented. Further, the results that show the impact of pruning on the size of the The default class is used in case when there are no covering rules. After this process, the first rule which has the least number of errors is identified as the cutoff rule. All the rules after this rule are not included in the final classifier since they often produce errors [9] . The database coverage method was used first by CBA [9] and then latterly by other associative algorithms, including CBA (2) [10] , CMAR [8] , [5] and Multi-label Classification based on Association Rules [7] .
A pruning method that discards specific rules with less confidence values than general rules called redundant rule pruning, has been proposed in [8] .
Redundant rule pruning method works as follows:
Once the rule generation process is finished and rules are sorted, an evaluation step is performed to prune all rules such as l'
� C from the set of generated rules, where there is some general rule I � C of a higher rank and I C 1'. This pruning method significantly reduces the size of the resulting classifiers and minimises rules redundancy [8] . 
III. THE PROPOSED RULE PRUNING METHOD
In this section, we discuss the proposed rule pruning method along with an example to illustrate it.
Assume that the eleven rules shown in Table 1 are produced by an AC algorithm called MCAR [15] using minsupp and minconf of 20% and 40%, respectively, from the training data set shown in Table   2 . Before pruning starts, the rules must be sorted in descending manner according to confidence, support, and number of items in the rule antecedent.
According to Table 1 , Rule-5 is the highest ranked rule since its confidence is the largest one among the rest of the rules. Though Rule-I, Rule-6, Rule-7, Rule- We find that Rule-l partially matches documents 1, 2, and 7. So, it gets inserted into the classifier, and documents 1, 2 and 7 are removed. The third ranked rule Rule-6: amman=>general covers one document 6 so we insert it into the classifier, and we discard document 6 from the training documents set, and repeat the same steps for the rest of the rules until the training documents set becomes empty. In this example, the classifier contains just four significant rules, and the remaining rules will be deleted.
The main difference between the above pruning method and the database coverage [9] is that in the HP method a rule gets inserted into the classifier if it partially covers at least one training case. On the other hand, in the database coverage, a rule must fully match the training case antecedent in order to be inserted.
IV. EXPERIMENTAL RESULTS

The benchmark used in the experiments is the
Reuters-21578 [6] . size of the classifiers. The confidence threshold, on the other hand, has a smaller impact on the behaviour of any AC method and it has been set to 40%. [9] , lazy pruning [3] , and the case of no pruning. The bases of the comparison are the number of rules generated and the predictive accuracy. Table 4 shows the number of rules derived from the Reuters text collection when different pruning approaches are implemented within MCAR algorithm.
It is obvious from the numbers shown in Table 4 that in general HP generates less number of rules than lazy approach. However, database coverage derived less number of rules for most of the class labels. One reason behind this is that in database coverage pruning a rule gets inserted into the classifier if its body fully matches one of the training cases.
Moreover, the number of rules generated without pruning method on "Acq" class is 80, whereas the number of rules derived using HP pruning procedure is 32. The additional 48 rules produced in the case of no pruning may decrease the classification accuracy and increase the prediction time. It is obvious from the numbers shown in Table 4 that algorithms, which use lazy pruning approach, often generate many more rules than those that employ other approaches. In particular, for all classification data sets we considered, MCAR using lazy pruning produced more rules than other considered pruning heuristics.
One of the principle reasons for generating large number of rules by lazy pruning algorithms is due to This enables domain users to benefit from. (Nominated for the Best paper award).
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