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ILL-POSEDNESS OF THE CAMASSA-HOLM AND RELATED
EQUATIONS IN THE CRITICAL SPACE
ZIHUA GUO, XINGXING LIU, LUC MOLINET, AND ZHAOYANG YIN
Abstract. We prove norm inflation and hence ill-posedness for a class of shallow
water wave equations, such as the Camassa-Holm equation, Degasperis-Procesi
equation and Novikov equation etc., in the critical Sobolev space H3/2 and even
in the Besov space B
1+1/p
p,r for p ∈ [1,∞], r ∈ (1,∞]. Our results cover both real-
line and torus cases (only real-line case for Novikov), solving an open problem left
in the previous works ([5, 14, 16]).
1. Introduction
The aim of this paper is to address the question of the well-posedness of the
Cauchy problems to a class of shallow water wave equations, such as the Camassa-
Holm equation, Degasperis-Procesi equation, Novikov equation and other related
models, in the Sobolev space H3/2 or Besov spaces B
3/2
2,r , 1 < r < ∞, and in both
real-line and torus cases (only real-line case for Novikov). The methods we used in
this paper are very simple and apply equally well to these equations. Thus, we focus
on Camassa-Holm equation and give the results for other equations as remarks.
Consider the Cauchy problem to the Camassa-Holm (CH) equation{
ut − utxx + 3uux = 2uxuxx + uuxxx, t > 0, x ∈ K,
u(0, x) = u0(x),
(1.1)
with K = R or the torus K = T = R/2πZ, which models the unidirectional propaga-
tion of shallow water waves over a flat bottom. Here the function u(t, x) represents
the waters free surface above a flat bottom. The CH equation (1.1) appeared ini-
tially in the context of hereditary symmetries studied by Fuchssteiner and Fokas [15]
as a bi-Hamiltonian generalization of KdV equation. Later, Camassa and Holm [6]
derived it by approximating directly in the Hamiltonian for Euler’s equations in the
shallow water regime.
After the CH equation (1.1) was derived physically in the context of water waves,
there are a large amount of literatures devoted to its study and which we do not
attempt to exhaust. Here we only recall some results concerning the well-posedness
of the Cauchy problem (1.1) (see also the survey [22]). Li and Olver [19] (see also
[23]) proved that the Cauchy problem (1.1) is locally well-posed with the initial
data u0(x) ∈ Hs(R) with s > 3/2 (See [8] for earlier results in Hs(R), s ≥ 3).
The analogous well-posedness result on the torus was shown in [21] (See [9] for
earlier result in H3(T)). Danchin [13] considered the local well-posedness in the
Besov space, and proved well-posedness in Bsp,r if 1 ≤ p ≤ ∞, 1 ≤ r < ∞ and
s > max{1 + 1/p, 3/2} (For continuous dependence, see Li and Yin [18]). Note
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that if one wants to include the case r = ∞ then one has to weaken the notion of
well-posedness since the continuity of the solution with values in Bsp,∞ as well as the
continuity of the data-to-solution map with values in L∞(0, T ;Bsp,∞) are not known
to hold. For the endpoints, local well-posedness in the space B
3/2
2,1 , and ill-posedness
in B
3/2
2,∞ (the data-to-solution map u0 7→ u is not continuous using peakon solution.
Note however that, as mentioned above, the continuity of this map is not known
for any s ∈ R) were established in [14]. Moreover, as mentioned in [14], there is no
definitive answer to the intermediate cases B
3/2
2,r , 1 < r < ∞. The critical Sobolev
space for well-posedness is H3/2 since CH is ill-posed in Hs for s < 3/2 in the sense
of norm inflation (Byers [5]). For other equations there are similar results, but we
do not list here. To the best of our knowledge, well-posedness in H3/2 is still an
open problem.
In this paper we solve this problem by proving the norm inflation and hence the
ill-posedness of the CH equation (1.1) in H3/2 and in B
3/2
2,r , 1 < r <∞.
Theorem 1.1. Let K = R or T, 1 ≤ p ≤ ∞ and 1 < r ≤ ∞. ∀ ε > 0, there exists
u0 ∈ H∞(K), real-valued, such that the following hold:
(1) ‖u0‖B1+1/pp,r (K) ≤ ε;
(2) There is a unique solution u ∈ C([0, T );H∞(K)) to the Cauchy problem of
(1.1) with a maximal lifespan T < ε;
(3) lim supt→T− ‖u(t)‖B1+1/pp,r (K) ≥ lim supt→T− ‖u(t)‖B1∞,∞(K) =∞.
Remark 1.2. We would like to give a few remarks.
(1) Taking p = r = 2, we see that our theorem implies the ill-posedness in the
critical Sobolev space H3/2 (non-continuity of the flow map at 0). The norm inflation
is even stronger than the classical sense, namely weak norm ‖u(t)‖B1
∞,∞(K)
blows up.
Recently, for Euler equation, Bourgain and Li in [1, 2] proved strong local ill-
posedness in borderline Besov spaces B
d/p+1
p,r for 1 ≤ p < ∞ and 1 < r ≤ ∞ when
d = 2, 3. The hyperbolic structure of CH and other equations is similar to Euler
equation. Compared to their proof, our proof of Theorem 1.1 is much simpler since
for CH we have simple blow-up result using symmetry. Our methods are inspired
by the works of Saut on Burgers equation (see [20, 24]).
(2) Theorem 1.1 also holds for the following related equations:
• Degasperis-Procesi (DP) equation
ut − utxx + 4uux = 3uxuxx + uuxxx, t > 0, x ∈ K. (1.2)
• General b-family of equations with 1 < b ≤ 3:
ut − utxx + (b+ 1)uux = buxuxx + uuxxx, t > 0, x ∈ K. (1.3)
Note that CH corresponds to b = 2 and DP corresponds to b = 3.
(3) Theorem 1.1 also holds for the Novikov equation on the real-line (See Remark
3.3):
ut − utxx + 4u2ux = 3uuxuxx + u2uxxx, t > 0, x ∈ R. (1.4)
(4) Theorem 1.1 also holds for the two-component CH, DP, b-family equations.
Namely, we have norm inflation in B
1+1/p
p,r ×B1/pp,r for 1 < r ≤ ∞, 1 ≤ p ≤ ∞.
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2. Preliminaries
2.1. Notations. Throughout this paper, we use C to denote universal contant
which may vary from line to line. For 1 ≤ r ≤ ∞, we denote its conjugate number
r′ = r
r−1
. For function f defined on R or T, we define its Fourier transform denoted
by fˆ(ξ) as
fˆ(ξ) =
∫
R
f(x)e−2piixξdx, ξ ∈ R; fˆ(ξ) = 1
2π
∫
T
f(x)e−iξxdx, ξ ∈ Z.
For convenience, we use K∗ to denote R or Z, endowed with their natural measure
µ. Hs(K) denotes the usual Sobolev space consisting of tempered distributions
f ∈ S ′(K) such that fˆ ∈ L2loc(K) and
‖u‖Hs(K) :=
[ ∫
K∗
(1 + |ξ|2)s|fˆ(ξ)|2dµ(ξ)]1/2 <∞.
Let η : R → [0, 1] be an even, smooth, non-negative and radially decreasing
function which is supported in {ξ : |ξ| ≤ 8
5
} and η ≡ 1 for |ξ| ≤ 5
4
. For k ∈ Z, let
χk(ξ) = η(
ξ
2k
)− η( ξ
2k−1
) and χ≤k(ξ) = η(
ξ
2k
), and define Littlewood-Paley operators
Pk, P≤k on L
2(K) by P̂ku(ξ) = χk(|ξ|)f̂(ξ), P̂≤ku(ξ) = χ≤k(|ξ|)f̂(ξ). We can then
define the Besov space Bsp,r with the norm ‖f‖Bsp,r =
∥∥2ks‖Pkf‖Lp(K)∥∥lrk .
2.2. Useful Lemmas. In this subsection, we collect some results that we need. The
first one is the well-posedness result (see [19, 23]). For other equations in Remark
1.2, we have the same results.
Lemma 2.1 ([19, 23]). Given u0(x) ∈ Hs, s > 3/2, there exists a maximal T ≥
T˜ (‖u0‖H 32+) > 0 and a unique solution u to (1.1) such that
u ∈ C([0, T );Hs) ∩ C1([0, T );Hs−1).
Moreover, the solution depends continuously on the initial data, i.e. for any T ′ < T
the mapping u0 7→ u : Hs 7→ C([0, T ′];Hs) ∩ C1([0, T ′];Hs−1) is continuous on a
Hs-neighborhood of u0, and if T <∞, then limt→T− ‖u(t)‖Hs =∞.
The proof of the well-posedness relies on rewriting the equation into a perturbation
of Burgers equation. For example, the general b-family equations are equivalent to
ut + uux = −∂xΛ−2( b
2
u2 +
3− b
2
u2x) = −∂xp ∗ (
b
2
u2 +
3− b
2
u2x); (2.1)
where Λ = (1− ∂2x)1/2 and
p(x) =


e−|x|/2, x ∈ R;
cosh(x− [x]− 1/2)
2 sinh(1/2)
, x ∈ T.
Thus, semilinear well-posedness are not expected, indeed, non uniform continuity
of the flow-map for CH in Hs for large s was shown in [17]. The CH equation is
integrable and has infinite many conservation laws, in particular, the energy conser-
vation
E(u) =
∫
u2 + u2xdx.
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So H1 is the most natural setting for the physically relevant weak solutions. Global
weak solution in H1 was eastablished in [25]. In the H1 setting one has to associate
a measure to keep track of possible singularities and of whether one imposes con-
servation of energy or permits dissipation (see [3, 4, 12]). On the other hand, one
can use the classical energy methods to (2.1) and prove well-posedness in Hs for
s > 3/2 in the sense of Hadamard. The restriction s > 3/2 comes from the energy
estimates: let u be a smooth solution to (2.1), then
d
dt
‖u‖2Hs ≤ C‖ux‖L∞‖u‖2Hs. (2.2)
We need s > 3/2 to ensure the embedding Hs(R) →֒ Lip with s > 3/2 (Lip here
denotes the bounded Lipschitz functions). For s = 3/2, we could replace Hs by B
3/2
2,1 .
The energy estimates (2.2) hold for all the equations in Remark 1.2 except Novikov
equation (1.4). For s = 2, we can derive it by just differentiating the equation
and integrating by part. For 3/2 < s < 2, we need the commutator estimates. For
Novikov equation, we have the energy estimates: let u be a smooth solution to (1.4),
then
d
dt
‖u‖2H2 ≤ C‖u‖L∞‖ux‖L∞‖u‖2H2. (2.3)
Indeed, let y = u− ∂2xu. Then the Novikov equation is equivalent to
yt + u
2yx + 3yuxu = 0.
Multiplying y on both sides of the above equation and then integrating by parts we
get (2.3).
A crucial difference between CH and KdV is that for CH equation smooth data
can develop singularity in finite time. We have the following classical blow-up result
(see [8]). For other equations in Remark 1.2 except Novikov equation we have the
similar blow-up results. The blow-up of smooth solutions for CH can only occur
in the form of wave breaking: the solution remains bounded but its slope becomes
unbounded (see [7, 10, 11]).
Lemma 2.2 ([8]). Assume u0(x) ∈ H3(K) is a real-valued odd function and u′0(0) <
0. Then the corresponding strong solution to (1.1) blows up in finite time. Moreover,
the maximal time of existence is bounded by 2/|u′0(0)|.
The proof of Lemma 2.2 is quite simple based on the observation of preservation
of anti-symmetry u(t, x)→ −u(t,−x) under the flow of the CH equation (1.1). We
sketch it here. For u0(x) ∈ H3 odd, then the solution of CH equation satisfies
u(t, x) = −u(t,−x) and thus uxx(t, 0) = 0. Setting g(t) := ux(t, 0) for t ∈ [0, T ), we
deduce from (2.1) that
d
dt
g(t) +
1
2
g2(t) = −
(
p ∗ (u2 + u
2
x
2
)
)
(0) ≤ 0.
Thus, we have
d
dt
g(t) ≤ −1
2
g2(t), t ∈ [0, T ).
Since g(0) < 0, then g(t) < 0 and
0 >
1
g(t)
≥ 1
g0
+
t
2
, t ∈ [0, T ),
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which implies that T < −2/u′0(0).
For general b-family equations, the above arguments also work for 1 < b ≤ 3.
Indeed, similarly we get
d
dt
g(t) +
b− 1
2
g2(t) = −
(
p ∗ ( b
2
u2 +
3− b
2
u2x)
)
(0) ≤ 0.
Then we get the maximal time of existence T < − 2
(b−1)u′
0
(0)
. For the Novikov equa-
tion on the real-line, the above argument does not work but there are similar blow-up
results (e.g. see [26]). However, no explicit initial data was constructed in [26]. To
apply their result, we construct an explicit example (see Remark 3.3). We are not
aware of any blow-up results for the periodic Novikov equation.
Lemma 2.3 ([26]). Assume u0(x) ∈ H3(R) is a real-valued function and let y0 =
(1− ∂2x)u0. If y0(0) = 0, y0(x) ≥ 0 for x ≤ 0 and y0(x) ≤ 0 for x ≥ 0, and
u0(0)u
′
0(0) < −
1
2
‖u0‖2H1.
Then the corresponding strong solution to (1.4) blows up in finite time. Moreover,
the maximal time of existence T is bounded as follows
T ≤ min
{
− 2
(1 − δ)m(0) ,
2
‖u0‖2H1
ln
m(0)− 1
2
‖u0‖2H1
m(0) + 1
2
‖u0‖2H1
}
where −√δm(0) = 1
2
‖u0‖2H1, m(0) = u0(0)u′0(0).
3. Proof of Theorem 1.1
In this section we prove Theorem 1.1. We rely on the following Gronwall type
estimates.
Lemma 3.1. Let I = [0, T ), T > 0 could be infinity. Assume A(t) ∈ C1(I),
A(t) > 0 and there exists a constant B > 0 such that
d
dt
A(t) ≤ BA(t) ln(2 + A(t)), ∀ t ∈ I. (3.1)
Then we have
A(t) ≤ (2 + A(0))eBt , ∀ t ∈ I. (3.2)
Proof. By assumption we have
A′(s)
[2 + A(s)] ln[2 + A(s)]
≤ B, ∀ s ∈ I.
Integrating in s over the interval [0, t) for t ∈ I, we obtain the bound. 
Lemma 3.2. Assume u ∈ H2(K). We have
‖ux‖L∞(K) ≤ C‖u‖B1
∞,∞
· log2(2 + ‖u‖2H2) + C.
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Proof. Fixing an integer N > 0, we get
‖ux‖L∞ ≤
∑
k≤N−1
‖Pkux‖L∞ +
∑
k≥N
‖Pkux‖L∞
≤CN‖u‖B1
∞,∞
+ C
∑
k≥N
2−k/222k‖Pku‖L2
≤CN‖u‖B1
∞,∞
+ C2−N/2‖u‖H2.
Setting N = log2(2 + ‖u‖2H2), we complete the proof. 
Now we are ready to prove Theorem 1.1. Fix 1 ≤ p ≤ ∞, 1 < r ≤ ∞ and ε > 0.
We define h(x)
h(x) =
∑
k≥1
1
22kk
2
1+r
hk(x)
with hk given by the Fourier transform ĥk(ξ) = i2
−kξχ˜(2−kξ), ξ ∈ K∗, where χ˜ is
an even non-negative, non-zero C∞0 function such that χ˜χ0 = χ˜. Then clearly we
see that h is real-valued odd function and (Pkh)(x) =
1
22kk
2
1+r
hk(x). We also have
‖Pkh‖Lp ∼ 2k/p
′
22kk
2
1+r
and thus
‖h‖
B
1+1/p
p,q (K)
∼
∥∥∥∥ 1
k
2
1+r
∥∥∥∥
lqk
.
From this we see that h ∈ B1+1/pp,r (K) \B1+1/pp,1 (K), and
h′(0) =
∫
ĥ′(ξ)dξ =
∫
i2πξĥ(ξ)dξ = −∞.
For ε > 0, we take u0,ε = ‖h‖−1
B
1+1/p
p,r
· εP≤K(h) with K sufficiently large such
that u′0,ε(0) < −2ε−10. Then u0,ε is a real valued odd function, u0,ε ∈ H∞(K),
‖u0,ε‖B1+1/pp,r ≤ ε. By Lemma 2.1 and Lemma 2.2 , there is a unique associated so-
lution uε ∈ C([0, T );H∞(K)) with a maximal lifespan Tε < ε10. To prove Theorem
1.1 it suffices to show
lim sup
t→T−ε
‖uε(t)‖B1
∞,∞
=∞. (3.3)
We prove (3.3) by contradiction. If (3.3) fails, then ∃Mε > 1 such that
sup
t∈[0,Tε)
‖uε(t)‖B1
∞,∞
≤Mε.
By the energy estimates (2.2) and Lemma 3.2, we get
d
dt
‖uε‖2H2 ≤C‖uε,x‖L∞‖uε‖2H2
≤C(‖uε‖B1
∞,∞
log2(2 + ‖uε‖2H2) + 1)‖uε‖2H2
≤CMε‖uε‖2H2 log2(2 + ‖uε‖2H2).
Using Gronwall inequality in Lemma 3.1 we get supt∈[0,Tε) ‖uε(t)‖2H2 < ∞ which
contradicts to the blow-up criteria in Lemma 2.1.
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Remark 3.3. To show the norm inflation for the Novikov equation on the real-line,
one uses the energy estimate (2.3) and the blow-up result in Lemma 2.3 as in the
above proof. The key point is to construct such an initial data. Fixing p ∈ [1,∞]
and r ∈ (1,∞], we define
u0(x) =
K∑
k=1
1
k
2
1+r
Λ−2(φk)(x)
where K is a large integer determined later and φk = 2
kφ(2kx) with φ ∈ C∞0 (R)
given by φ(x) = η(x+ 2)− η(x− 200).
Obviously u0 is a real-valued H
∞ function and we can verify the following prop-
erties.
1. For y0(x) = Λ
2u0(x) =
∑K
k=1
1
k
2
1+r
φk(x), it is easy to see that y0(x) ≥ 0 for
x ≤ 0; y0(x) ≤ 0 for x ≥ 0 and y0(0) = 0.
2. u0 ∈ B1+1/pp,r and ‖u0‖B1+1/pp,r ≤ Cr uniformly in K. Indeed, since
φ̂(ξ) = ηˆ(ξ)(e4piiξ − e−400piiξ),
we have φ̂(0) = 0. So φ̂(ξ) is a Schwartz function localized at |ξ| ∼ 1. Rigorously,
Pk[Λ
−2φj ](x) =
∫
(1 + 4π2ξ2)−1φˆ(2−jξ)eixξχ(2−kξ)dξ.
Then we have ‖Pk[Λ−2φj ]‖Lp ≤ C2−2k2k/p′2−|j−k| and thus ‖u0‖B1+1/pp,r ≤ Cr.
3. u0(0) > C uniformly in K and u
′
0(0)→ −∞ as K →∞. Indeed,
u0(0) =
K∑
k=1
1
2k
2
1+r
∫
e−2
−k|x|φ(x)dx
=
K∑
k=1
1
2k
2
1+r
∫
(e−2
−k |x−2| − e−2−k|x+200|)η(x)dx
≥1
2
∫
(e−2
−1|x−2| − e−2−1|x+200|)η(x)dx ≥ C.
Moreover,
u′0(0) =
∫
2πiξû0(ξ)dξ =
K∑
k=1
1
k
2
1+r
∫
2πiξ(1 + 4π2ξ2)−1φˆ(2−kξ)dξ
=
K∑
k=1
1
k
2
1+r
∫
iφˆ(2−kξ)
2πξ
dξ −
K∑
k=1
1
k
2
1+r
∫
iφˆ(2−kξ)
2πξ(1 + 4π2ξ2)
dξ
:=I + II.
For the term II, using the fact |φˆ(2−kξ)| ≤ C2−k|ξ| we get |II| ≤ C. On the other
hand,
I =
K∑
k=1
1
k
2
1+r
∫
i(e4piiξ − e−400piiξ)ηˆ(ξ)
2πξ
dξ
=
K∑
k=1
−1
k
2
1+r
∫
sin(4πξ) + sin(400πξ)
2πξ
ηˆ(ξ)dξ.
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Using the fact ̂1[−A,A](x)(ξ) =
sin(2piAξ)
piξ
and Parseval equality we get
I =
K∑
k=1
−1
2k
2
1+r
(∫ 2
−2
η(x)dx+
∫ 200
−200
η(x)dx
)
→ −∞, K →∞.
With the above properties we see that taking intial data u0,ε = C
−1εu0, then
‖u0,ε‖B1+1/pp,r ≤ ε uniformly in K and the maximal time of existence of the solution
tends to 0 (as K →∞) by Lemma 2.3. Using the energy estimate (2.3) and blowup
criteria we can prove Theorem 1.1 for Novikov equation on the real-line.
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