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a b s t r a c t
We establish some oscillation criteria for the two-dimensional dynamic system{
x∆(t) = b(t)g[yσ (t)],
y∆(t) = −a(t)f [x(t)],
on a time scale T. Our results not only unify the oscillation of two-dimensional differential
systems and difference systems, but include the oscillation results for differential
systems and provide new oscillation criteria for difference systems. Several examples are
considered to illustrate the main results.
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1. Introduction
In this paper, we investigate the two-dimensional dynamic system{
x∆(t) = b(t)g[yσ (t)],
y∆(t) = −a(t)f [x(t)], (1.1)
on a time scale T. Since we are interested in the oscillatory behavior of the solution of system (1.1) near infinity, we shall
assume throughout this paper that the time scaleT is unbounded above.We assume t0 ∈ T and it is convenient to let t0 > 0,
and define the time scale interval [t0,∞)T by [t0,∞)T := [t0,∞) ∩ T. For system (1.1), we assume that:
(A1) a ∈ Crd([t0,∞)T,R), b ∈ Crd([t0,∞)T, [0,∞)), and b(t) is not identically zero on [t0,∞)T such that
∫∞
t0
b(t)1t = ∞;
(A2) f , g ∈ C(R,R) are nondecreasing functions with sign property
uf (u) > 0 and ug(u) > 0 for all u ∈ R− {0}.
Throughout the paper, if∫ ∞
t0
a(s)1s exists as a real number,
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we denote the function A by
A(t) =
∫ ∞
σ(t)
a(s)1s, t ≥ t0.
For simplicity, we also define the function B as follows:
B(t) =
∫ t
t0
b(t)1t, t > t0.
By the solution of system (1.1), we mean a pair of nontrivial real-valued functions (x(t), y(t)) which has property
x, y ∈ C1rd([t0,∞)T,R) and satisfies system (1.1) for t ∈ [t0,∞)T. Our attention is restricted to those solutions (x(t), y(t))
of system (1.1) which exist on some half-line [tx,∞)T and satisfy sup{|x(t)| + |y(t)| : t > tx} > 0 for any tx ≥ t0. As usual,
a continuous real-valued function defined on an interval [T0,∞) is said to be oscillatory if it has arbitrarily large zeros,
otherwise it is said to be nonoscillatory. A solution (x(t), y(t)) of system (1.1) is called oscillatory if both x(t) and y(t) are
oscillatory functions, and otherwise it will be called nonoscillatory. System (1.1) will be called oscillatory if its solutions are
oscillatory.
The theory of time scales, which has recently received a lot of attention, was introduced by Hilger in his PhD thesis
in 1988 in order to unify continuous and discrete analysis (see [11]). Not only can this theory of the so-called ‘‘dynamic
equations’’ unify the theories of differential equations and difference equations, but also extend these classical cases to
cases ‘‘in between’’, e.g., to the so-called q-difference equations and can be applied on other different types of time scales.
Since Hilger formed the definition of derivatives and integrals on time scales, several authors have expounded on various
aspects of the new theory, see the paper in [1] and the references cited therein. A book on the subject of time scales in [5]
summarizes and organizes much of time scale calculus. The reader is referred to [5], Chapter 1 for the necessary time scale
definitions and notations used throughout this paper.
Dynamic system (1.1) includes two-dimensional linear/nonlinear differential and difference systems, whichwere deeply
investigated in the literature.
When T = R, we have
σ(t) = t, µ(t) = 0, f ∆(t) = f ′(t),
∫ b
a
f (t)1t =
∫ b
a
f (t)dt,
and system (1.1) is equivalent to the two-dimensional differential system{
x′(t) = b(t)g[y(t)],
y′(t) = −a(t)f [x(t)]. (1.2)
The oscillatory property of system (1.2) has been studied by many authors, see for example [16,17].
When T = N and {an}, {bn} are the nonnegative real sequence, we have
σ(n) = n+ 1, µ(n) = 1,
f ∆(n) = ∆f (n) = fn+1 − fn,
∫ b
a
f (n)1n =
b−a∑
k=0
fa+k,
and system (1.1) becomes the two-dimensional difference system{
∆xn = bng(yn+1),
∆yn = −anf (xn). (1.3)
The oscillatory property of system (1.3) has been receiving attention. We refer the reader to the papers [10,13–15].
On the other hand, in the particular case where a is positive on [t0,∞)T and f (u) = u, u ∈ R, the dynamic system (1.1)
reduces to the second order nonlinear dynamic equation[
y∆(t)/a(t)
]∆ + b(t)g[yσ (t)] = 0. (1.4)
For a(t) = 1 for t ∈ [t0,∞)T, (1.4) becomes
y∆∆(t)+ b(t)g[yσ (t)] = 0. (1.5)
The prototype of Eq. (1.5) is the Emden–Fowler dynamic equation
y∆∆(t)+ b(t)|yσ (t)|λ−1yσ (t) = 0, λ > 0. (1.6)
In recent years there has been much research activity concerning the oscillation and nonoscillation of solutions of
dynamic equations (1.4)–(1.6) on time scales. We refer the reader to the recent papers [2–4,6–9,12,18–21] and references
cited therein. However, to the best of our knowledge, there are no results dealing with the oscillation of the solutions of
two-dimensional dynamic systems on time scales upto now. To develop the qualitative theory of dynamic systems on time
scales, in this paper, we shall consider the oscillatory property of system (1.1) and establish some oscillation criteria for
system (1.1). Our results not only unify the oscillation of two-dimensional differential systems and difference systems, but
include the oscillation results for differential systems and provide new oscillation criteria for difference systems. Finally,
several examples are considered to illustrate the main results.
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2. Main results
2.1. The case a(t) ≥ 0 on [t0,∞)T
In this subsection, we will restrict our attention to the case that
a(t) ≥ 0, a(t) does not vanish identically in [t0,∞)T. (2.1)
In order to prove our results, we need the following lemmas.
Lemma 2.1. If (x(t), y(t)) is a nonoscillatory solution of system (1.1), then the component x(t) is also nonoscillatory.
Furthermore, if (2.1) holds, then y(t) is eventually of the same sign with x(t).
Proof. Assume that (x(t), y(t)) is a solution of system (1.1) and x(t) is oscillatory, but y(t) is nonoscillatory. Without loss of
generality, we let y(t) > 0 on [t0,∞)T. In view of the first equation of system (1.1) and (A1), we have x∆(t) ≥ 0 on [t0,∞)T.
Thus, x(t) > 0 or x(t) < 0 for all large t , which leads to a contradiction. So, the oscillation of x(t) implies that of y(t) as well.
When (2.1) holds, we assume that (x(t), y(t)) is a nonoscillatory solution of system (1.1) and x(t) > 0 on [t0,∞)T. Then,
it follows from the second equation of (1.1) that y∆(t) < 0 on [t,∞)T. Thus, there are two cases: y(t) > 0 and y(t) < 0 for
t ≥ t0. If the latter holds, system (1.1) implies that y∆(t) ≤ 0 and x∆(t) ≤ 0. Note that yσ (t) ≤ y(t) and g is nondecreasing,
one can conclude
x(t) = x(t0)+
∫ t
t0
b(s)g[yσ (s)]1s ≤ x(t0)+ g[y(t0)]
∫ t
t0
b(s)1s→−∞ as t →∞,
which is a contradiction. Similarly, we can get that y(t) < 0 when x(t) < 0 for t ≥ t0. The proof is complete. 
Lemma 2.2 (Chain Rule [5]). Suppose that q : T→ R is delta differentiable on T and p ∈ C1(R,R). Then p ◦ q : T→ R is delta
differentiable and satisfies
(p ◦ q)∆(t) =
{∫ 1
0
p′[q(t)+ hµ(t)q∆(t)]dh
}
q∆(t).
Theorem 2.1. Let (2.1) hold. Suppose that f , g ∈ C1(R,R) with g ′(u) ≥ c > 0, and∫ ±∞
±α
dt
f (t)
<∞, (2.2)
for every α > 0. Then system (1.1) is oscillatory on [t0,∞)T if∫ ∞
t0
a(t)B(t)1t = ∞. (2.3)
Proof. Suppose that system (1.1) has a nonoscillatory solution (x(t), y(t)) for t ≥ t0. In view of Lemma 2.1 and without loss
of generality, we assume that x(t) > 0, y(t) > 0 for t ≥ t0. Define
w(t) = g[y(t)]
f [x(t)] . (2.4)
Differentiating (2.4), and by virtue of (1.1) and Lemma 2.2, we have
w∆(t) = [g(y)(t)]
∆
f (x(t))
− g[y
σ (t)][f (x)(t)]∆
f [x(t)]f [xσ (t)]
= y
∆(t)
∫ 1
0 g
′[y(t)+ hµ(t)y∆(t)]dh
f [x(t)] −
x∆(t)g[yσ (t)] ∫ 10 f ′[x(t)+ hµ(t)x∆(t)]dh
f [xσ (t)]f [x(t)]
≤ −
{∫ 1
0
g ′[y(t)+ hµ(t)y∆(t)]dh
}
a(t) ≤ −c a(t).
Multiplying both sides of the above inequality by B(t), then integrating from t0 to t , and applying the integration by parts,
formula [5] to the left-hand side, we obtain
B(t)w(t)−
∫ t
t0
b(s)wσ (s)1s ≤ −c
∫ t
t0
a(s)B(s)1s. (2.5)
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In view of (2.3) and the positivity of B(t)w(t), to complete the proof, it suffices to show that the second term on the left-hand
side of (2.5) is bounded. It follows from the first equation in (1.1) that∫ t
t0
b(s)wσ (s)1s =
∫ t
t0
x∆(s)
f [xσ (s)]1s. (2.6)
Since x(t) is nondecreasing, we have∫ t
t0
x∆(s)
f [xσ (s)]1s ≤
∫ t
t0
x∆(s)
f [x(s)]1s. (2.7)
Combining (2.6) and (2.7), we obtain∫ t
t0
b(s)wσ (s)1s ≤
∫ x(t)
x(t0)
ds
f (s)
<∞.
Hence, we complete the proof. 
Theorem 2.2. Let (2.1) hold. Suppose that
f (uv) ≥ f (u)f (v), (2.8)
and ∫ ±α
0
dt
f [g(t)] <∞ for every α > 0. (2.9)
Then system (1.1) is oscillatory on [t0,∞)T if∫ ∞
t0
a(t)f [B(t)]1t = ∞. (2.10)
Proof. Suppose that system (1.1) has a nonoscillatory solution (x(t), y(t)) for t ≥ t0. By Lemma 2.1, we may assume that
x(t) > 0, y(t) > 0 for t ≥ t0, it follows from (1.1) that x∆(t) ≥ 0, y∆(t) ≤ 0, t ≥ t0. Hence, limt→∞ y(t) exists. Integrating
the first equation in (1.1) from t0 to σ(t) yields that
xσ (t) = x(t0)+
∫ σ(t)
t0
b(s)g[yσ (s)]1s
≥
∫ t
t0
b(s)g[yσ (s)]1s+
∫ σ(t)
t
b(s)g[yσ (s)]1s
≥ g[yσ (t)]
(∫ t
t0
b(s)1s+ µ(t)b(t)
)
= g[yσ (t)]
∫ σ(t)
t0
b(s)1s = Bσ (t)g[yσ (t)].
Therefore,
x(t) ≥ B(t)g[y(t)]. (2.11)
Then, by (2.8) and (2.11), we get
f [x(t)] ≥ f [B(t)]f (g[y(t)]).
It follows from the second equation in (1.1) that
−y∆(t)
f (g[y(t)]) ≥ a(t)f [B(t)].
Hence,
−
∫ y(t)
y(t0)
ds
f [g(s)] ≥
∫ t
t0
−y∆(s)
f (g[y(s)])1s ≥
∫ t
t0
a(s)f [B(s)]1s→∞ as t →∞,
which contradicts to (2.9). The proof is complete. 
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Theorem 2.3. Let (2.1) hold. Suppose that
g(u)g(−g(−v)) ≥ g(uv) ≥ g(u)g(v) for uv > 0, (2.12)
and ∫ ±∞
±α
dt
g[f (t)] <∞ for every α > 0. (2.13)
Then system (1.1) is oscillatory on [t0,∞)T if∫ ∞
t0
b(t)A(t)1t = ∞. (2.14)
Proof. Suppose that system (1.1) has a nonoscillatory solution (x(t), y(t)) for t ≥ t0. Without loss of generality, by
Lemma 2.1, we assume that x(t) > 0, y(t) > 0 for t ≥ t0. From (1.1), we know that x∆(t) ≥ 0, y∆(t) ≤ 0 and
limt→∞ y(t) ≥ 0. Integrating the second equation in (1.1) from σ(t) to∞, we have
yσ (t) ≥
∫ ∞
σ(t)
a(s)f [x(s)]1s. (2.15)
In view of (2.12) and (2.15), we get
x∆(t)
g(f [x(t)]) =
b(t)g[yσ (t)]
g(f [x(t)]) ≥
b(t)g
(∫∞
σ(t) a(s)f [x(s)]1s
)
g(f [x(t)])
≥ b(t)g
(∫ ∞
σ(t)
a(s)f [x(s)]
f [x(t)] 1s
)
≥ b(t)g[A(t)].
Integrating the above from t1 to t , t1 ≥ t0, we obtain∫ x(t)
x(t1)
ds
g[f (s)] ≥
∫ t
t1
x∆(s)
g(f [x(s)])1s ≥
∫ t
t1
b(s)g[A(s)]1s→∞ as t →∞,
which contradicts (2.13). This completes the proof. 
Theorem 2.4. Let (2.1) hold. Suppose that A(t) <∞ hold for all t ∈ [t0,∞)T. Then system (1.1) is oscillatory on [t0,∞)T if∫ ∞
t0
a(t)f
(∫ t
t0
b(s)g(cA(s))1s
)
1t = ∞ for some c > 0. (2.16)
Proof. Suppose that system (1.1) has a nonoscillatory solution (x(t), y(t)) for t ≥ t0. Without loss of generality, by
Lemma 2.1, we assume that x(t) > 0 and y(t) > 0 for t ≥ t0. We may get from (1.1) that y∆(t) ≤ 0, x∆(t) ≥ 0 and
limt→∞ y(t) = α ≥ 0. It follows from the second equation of (1.1) that
y(s)− yσ (t) = −
∫ s
σ(t)
a(u)f [x(u)]1u,
letting s→∞ in the above, we get
yσ (t) = α +
∫ ∞
σ(t)
a(s)f [x(s)]1s ≥ f [x(t0)]A(t) =: c A(t). (2.17)
Then, from the first equation of (1.1) and (2.17), we have
x(t) = x(t0)+
∫ t
t0
b(s)g[yσ (s)]1s ≥
∫ t
t0
b(s)g[cA(s)]1s,
consequently,
f [x(t)] ≥ f
(∫ t
t0
b(s)g[cA(s)]1s
)
.
Hence,
y∆(t) = −a(t)f [x(t)] ≤ −a(t)f
(∫ t
t0
b(s)g[cA(s)]1s
)
.
14 Y. Xu, Z. Xu / Journal of Computational and Applied Mathematics 225 (2009) 9–19
Integrating the above from t0 to t , we have
y(t) ≤ y(t0)−
∫ t
t0
a(t)f
(∫ u
t0
b(s)g[cA(s)]1s
)
1u→−∞ as t →∞,
which is a contradiction, and the proof is complete. 
2.2. The case of no sign condition on a(t)
In this subsection, we will establish oscillation criteria for system (1.1) with the fact that a(t) can be changed sign on
[t0,∞)T. For this, we assume that
f ∈ C1(R,R), b(t) ≥ 0, b(t) does not vanish identically in [t0,∞)T. (2.18)
We begin with the following lemma.
Lemma 2.3. Suppose (2.18) holds and (x, y) is a solution of system (1.1) on interval [τ ,∞)T, τ ≥ t0 with x(t) > 0 for all t ≥ τ ,
moreover, let τ ∗ ≥ τ , define
F(t) := − y(τ )
f [x(τ )] +
∫ t
τ
a(s)1s+
∫ τ∗
τ
yσ (s)x∆(s)
∫ 1
0 f
′[x(s)+ hµ(s)x∆(s)]dh
f [x(s)]f [xσ (s)] 1s.
If there exists a positive constant m such that
F(t) ≥ m for every t ≥ τ ∗, (2.19)
then
y(t) ≤ −mf [x(τ ∗)] for all t ≥ τ ∗ ∈ T. (2.20)
Proof. From the second equation of (1.1), we obtain∫ t
τ
a(s)1s = −
∫ t
τ
y∆(s)
f [x(s)]1s
= y(τ )
f [x(τ )] −
y(t)
f [x(t)] −
∫ t
τ
yσ (s)x∆(s)
∫ 1
0 f
′[x(s)+ hµ(s)x∆(s)]dh
f [x(s)]f [xσ (s)] 1s.
Then, by (2.19) and Lemma 2.2,
− y(t)
f [x(t)] = F(t)+
∫ t
τ∗
yσ (s)x∆(s)
∫ 1
0 f
′[x(s)+ hµ(s)x∆(s)]dh
f [x(s)]f [xσ (s)] 1s,
which gives that
− y(t)
f [x(t)] ≥ m+
∫ t
τ∗
yσ (s)x∆(s)
∫ 1
0 f
′[x(s)+ hµ(s)x∆(s)]dh
f [x(s)]f [xσ (s)] 1s for all t ≥ τ
∗, (2.21)
then, it follows from (2.21) that y(t) ≤ 0 and x∆(t) ≤ 0 for all t ≥ τ ∗ ∈ [t0,∞)T. Put
−v(t)
f [x(t)] = m+
∫ t
τ∗
yσ (s)x∆(s)
∫ 1
0 f
′[x(s)+ hµ(s)x∆(s)]dh
f [x(s)]f [xσ (s)] 1s,
then ( −v
f (x)
)∆
(t) = y
σ (t)x∆(t)
∫ 1
0 f
′[x(t)+ hµ(t)x∆(t)]dh
f [x(t)]f [xσ (t)] ≥ 0,
and since f [x(t)] > 0, so
0 > v(t) ≥ y(t), 0 > vσ (t) ≥ yσ (t),
which imply that( −v
f (x)
)∆
(t) ≥ v
σ (t)x∆(t)
∫ 1
0 f
′[x(t)+ hµ(t)x∆(t)]dh
f [x(t)]f [xσ (t)] .
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Since
−v(τ ∗)
f [x(τ ∗)] = m =
w(τ ∗)
f [x(τ ∗)] ,
wherew(t) satisfies
w(t)
f [x(t)] = m−
∫ t
τ∗
wσ (s)x∆(s)
∫ 1
0 f
′[x(s)+ hµ(s)x∆(s)]dh
f [x(s)]f [xσ (s)] 1s > 0 for all t ≥ τ
∗.
Using nonlinear version of comparative theorem on time scales [5, Corollary 6.12], we have
v(t) ≤ −w(t) for all t ≥ τ ∗.
Therefore,
y(t) ≤ −w(t) for all t ≥ τ ∗,
and by Lemma 2.2, we obtain[
w(t)
f (x(t))
]∆
(t) = w
∆(t)
f [x(t)] −
wσ (t)x∆(t)
∫ 1
0 f
′[x(t)+ hµ(t)x∆(t)]dh
f [x(t)]f [xσ (t)]
= −w
σ (t)x∆(t)
∫ 1
0 f
′[x(t)+ hµ(t)x∆(t)]dh
f [x(t)]f [xσ (t)] .
Then, we getw∆(t) = 0, so,w(t) = w(τ ∗) = mf [x(τ ∗)]. Hence
y(t) ≤ −mf [x(τ ∗)] for all t ≥ τ ∗.
The proof is complete. 
Theorem 2.5. Let (2.18) hold. Suppose that A(τ ) = ∞ for all τ ∈ [t0,∞)T. Then system (1.1) is oscillatory on [t0,∞)T.
Proof. Suppose (x(t), y(t)) is a nonoscillatory solution of system (1.1) on [t0,∞)T, by Lemma 2.1, we know that x(t) is
nonoscillatory on [t0,∞)T.Without loss of generalitywemay assume that x(t) > 0 for all t ∈ [t0,∞)T. In viewofA(τ ) = ∞,
(2.19) holds for all t ≥ τ ∗ ≥ τ , then, applying Lemma 2.3, we obtain
y(t) ≤ −mf [x(τ ∗)] < 0 for all t ≥ τ ∗ ≥ τ .
Since g is nondecreasing, we see that
x∆(t) = b(t)g[yσ (t)] ≤ b(t)g[−mf (x(τ ∗))] < 0.
Integrating the above inequality from τ to t , we get x(t) → −∞ as t → ∞, which is a contradiction. The proof is
complete. 
Remark 2.1. From Theorem 4.46 in [5] (Leighton–Winter Theorem) it follows that Eq. (1.4) with g(u) = u is oscillatory on
[t0,∞)T if
∫∞
t0
a(t)1t = ∫∞t0 b(t)1t = ∞. Thus, the Leighton–Winter Theorem in [5] is the special case of Theorem 2.5
when f (u) = u. Further, our Theorem 2.6 includes Theorem 3.3 in [6].
Theorem 2.6. Let (2.12), (2.13) and (2.18) hold. Suppose that A(t) <∞ hold for t ∈ [t0,∞)T. Then system (1.1) is oscillatory
on [t0,∞)T if∫ ∞
t0
b(t)g[A(t)]1t = ∞. (2.22)
Proof. Assume that (x(t), y(t)) is a nonoscillatory solution of system (1.1), by Lemma 2.1, we know x(t) is nonoscillatory.
Without loss of generality we assume that x(t) > 0 for all t ∈ [t0,∞)T. In view of (2.18), one has, from the first equation in
(1.1), that yσ (t)x∆(t) is necessarily nonnegative for t ∈ [t0,∞)T, even though y(t)may be oscillatory.
First, we prove that∫ ∞
t0
yσ (s)x∆(s)
∫ 1
0 f
′[x(s)+ hµ(s)x∆(s)]dh
f [x(s)]f [xσ (s)] 1s <∞. (2.23)
If not, then∫ ∞
t0
yσ (s)x∆(s)
∫ 1
0 f
′[x(s)+ hµ(s)x∆(s)]dh
f [x(s)]f [xσ (s)] 1s = ∞. (2.24)
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Hence, there exists a0 > t0 such that (2.19) holds. Hence, by Lemma 2.3,
y(t) ≤ −mf [x(a0)] < 0, t ≥ a0. (2.25)
Then, from the first equation of (1.1), we derive, for t ≥ a0,
x(t)− x(a0) =
∫ t
a0
b(s)g[yσ (s)]1s ≤ g(−mf [x(a0)])
∫ t
a0
b(s)1s.
This implies that x(t)→−∞ as t →∞, which is a contradiction. So (2.23) holds.
Next, it follows from (1.1) that, for t ≥ τ ≥ t0,
y(t)
f [x(t)] =
y(τ )
f [x(τ )] −
∫ t
τ
a(s)1s+
∫ t
τ
yσ (s)
(
1
f [x(s)]
)∆
1s
= θ +
∫ ∞
t
a(s)1s+
∫ ∞
t
yσ (s)x∆(s)
∫ 1
0 f
′[x(s)+ hµ(s)x∆(s)]dh
f [x(s)]f [xσ (s)] 1s, (2.26)
where
θ = y(τ )
f [x(τ )] −
∫ ∞
τ
a(s)1s−
∫ ∞
τ
yσ (s)x∆(s)
∫ 1
0 f
′[x(s)+ hµ(s)x∆(s)]dh
f [x(s)]f [xσ (s)] 1s.
Now, we will claim that θ ≥ 0. Indeed, if θ < 0, in view of A(t) <∞, we can choose t1 so large such that∫ ∞
t
a(s)1s ≤ −1
4
θ,
and ∫ ∞
t1
yσ (s)x∆(s)
∫ 1
0 f
′[x(s)+ hµ(s)x∆(s)]dh
f [x(s)]f [xσ (s)] 1s ≤ −
θ
4
for t ≥ t1 > τ.
Thus,
F(t) = −θ −
∫ ∞
τ
a(s)1s−
∫ ∞
τ
yσ (s)x∆(s)
∫ 1
0 f
′[x(s)+ hµ(s)x∆(s)]dh
f [x(s)]f [xσ (s)] 1s
+
∫ t
τ
a(s)1s+
∫ τ∗
τ
yσ (s)x∆(s)
∫ 1
0 f
′[x(s)+ hµ(s)x∆(s)]dh
f [x(s)]f [xσ (s)] 1s
= −θ −
∫ ∞
t
a(s)1s−
∫ ∞
τ∗
yσ (s)x∆(s)
∫ 1
0 f
′[x(s)+ hµ(s)x∆(s)]dh
f [x(s)]f [xσ (s)] 1s
≥ −θ + 1
4
θ + 1
4
θ = −1
2
θ,
where F(t) defined as in Lemma 2.3. Hence, (2.19) holds with τ ∗ = t1, m = −θ/2, and y(t) ≤ mf [x(τ ∗)]. Then, exactly as
in proving (2.23), we can get the contradiction x(t)→−∞ as t →∞, which proves our claim.
On the other hand, (2.26) guarantees that
yσ (t) ≥ A(t)f [xσ (t)] for every t ≥ t1 ∈ T.
In view of (2.12) and (2.18), and from the first equation of (1.1), we obtain, for t ≥ t1
x∆(t) = b(t)g[yσ (t)] ≥ b(t)g[A(t)]g(f [xσ (t)]),
and we can easily get
x∆(t)
g(f [xσ (t)]) ≤
x∆(t)
g(f [x(t)]) ,
whenever x∆(t) ≥ 0 or x∆(t) < 0. Therefore,∫ x(t)
x(t1)
ds
g[f (s)] ≥
∫ t
t1
x∆(s)
g{f [x(s)]}1s ≥
∫ t
t1
b(s)g[A(s)]1s,
which contradicts (2.13) when t →∞. Hence, the proof is complete. 
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3. Applications
In this section, we apply the results in Section 2 to establish some oscillation criteria for (1.2) and (1.3). Finally, we will
give three examples to illustrate our main results.
We start with the case when T = R. Here,
A(t) =
∫ ∞
t
a(s)ds, B(t) =
∫ t
t0
b(t)dt.
By using Theorems 2.1–2.6, it is not difficult to establish the following corollaries.
Corollary 3.1. Suppose that (2.1) and (2.2) hold and f , g ∈ C1(R,R) with g ′(u) ≥ c > 0. Then system (1.2) is oscillatory on
[t0,∞) if∫ ∞
t0
a(t)B(t)dt = ∞. (3.1)
Corollary 3.2. Suppose that (2.1), (2.8) and (2.9) hold. Then system (1.2) is oscillatory on [t0,∞) if∫ ∞
t0
a(t)f [B(t)]dt = ∞. (3.2)
Corollary 3.3. Suppose that (2.1), (2.12) and (2.13) hold. Then system (1.2) is oscillatory on [t0,∞) if∫ ∞
t0
b(t)A(t)dt = ∞. (3.3)
Corollary 3.4. Suppose (2.1) and A(t) <∞ hold for all t ∈ [t0,∞)T. Then system (1.2) is oscillatory on [t0,∞) if∫ ∞
t0
a(t)f
(∫ t
t0
b(s)g(cA(s))ds
)
dt = ∞ for some c > 0. (3.4)
Corollary 3.5. Let (2.18) hold. Suppose that A(τ ) = ∞ for all τ ∈ [t0,∞). Then system (1.2) is oscillatory on [t0,∞).
Corollary 3.6. Suppose that (2.12), (2.13) and (2.18), and A(t) < ∞ hold for t ∈ [t0,∞). Then system (1.2) is oscillatory on
[t0,∞) if∫ ∞
t0
b(t)g[A(t)]dt = ∞. (3.5)
Remark 3.1. When T = R, Corollary 3.6 reduces to the theorem for system (1.2) in [16].
Next, we consider the time scale T = N and establish some oscillation criteria for system (1.3). Here,
An =
∫ ∞
n+1
a(n)1n =
∞∑
k=n
ak+1, Bn =
∫ n
n0
b(n)1n =
n−n0∑
k=0
bk+n0 .
By Theorems 2.1–2.6, we also establish the following corollaries.
Corollary 3.7. Let (2.1) and (2.2) hold. Suppose that f , g ∈ C1(R,R) with g ′(u) ≥ c > 0. Then system (1.3) is oscillatory on
N(n0) = {n0, n0 + 1, . . .} if
∞∑
k=n0
akBk = ∞. (3.6)
Corollary 3.8. Suppose (2.1), (2.8) and (2.9) hold. Then system (1.3) is oscillatory on N(n0) = {n0, n0 + 1, . . .} if
∞∑
k=n0
akf (Bk) = ∞. (3.7)
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Corollary 3.9. Suppose (2.1), (2.12) and (2.13) hold. Then system (1.3) is oscillatory on N(n0) = {n0, n0 + 1, . . .} if
∞∑
k=n0
bkAk = ∞. (3.8)
Corollary 3.10. Suppose (2.1) and An <∞ hold for all n ∈ N+. Then system (1.3) is oscillatory on N(n0) = {n0, n0 + 1, . . .} if
∞∑
k=n0
akf
(
k∑
i=n0
big(cAi)
)
= ∞ for some c > 0. (3.9)
Corollary 3.11. Suppose that (2.18) and Am = ∞ hold for all m ≥ n0. Then system (1.3) is oscillatory on N(n0) =
{n0, n0 + 1, . . .}.
Corollary 3.12. Suppose that (2.12), (2.13) and (2.18), and An < ∞ hold for n ∈ N(n0). Then system (1.3) is oscillatory on
N(n0) if
∞∑
k=n0
bkg(Ak) = ∞. (3.10)
Finally, we give some examples to illustrate our main results.
Example 3.1. Consider the systemx
∆(t) = σ 2(t)(yσ (t))3,
y∆(t) = − 1
tσ(t)
x5/3(t), (3.11)
where t ∈ [t0,∞)T, a(t) = 1/(tσ(t)), b(t) = σ 2(t), f (u) = u5/3, and g(u) = u3. It is easy to see that (A1), (A2) and (2.12)
are satisfied. and
A(t) =
∫ ∞
σ(t)
1t
sσ(s)
= 1
σ(t)
exists for t ∈ [t0,∞)T,
and
lim
t→∞ B(t) =
∫ ∞
t0
σ 2(t)1t ≥ 1
3
∫ ∞
t0
(σ 2(t)+ t2 + tσ(t))1t = 1
3
t3 |∞t0 = ∞.
On the other hand,∫ ±∞
±α
1t
g[f (t)] =
∫ ±∞
±α
1t
t5
<∞,
∫ ∞
t0
b(t)g[A(t)]1t =
∫ ∞
t0
σ(t)1t = ∞,
i.e., (2.13) and (2.22) hold. Hence, it follows from Theorem 2.6 that every solution of (3.11) is oscillatory.
Example 3.2. Consider the system
x′(t) = 6
5
(t − 1)1/5y1/3(t),
y′(t) = − t + 1
t
x5/3(t).
(3.12)
where t ∈ [1,∞), a(t) = (t + 1)/t , b(t) = 6/5(t − 1)1/5, f (u) = u5/3, g(u) = u1/3. Obviously, (A1), (A2), (2.1) and (2.8) are
satisfied, and∫ ±α
0
dt
f [g(t)] =
∫ ±α
0
dt
t5/9
<∞,
∫ ∞
1
a(t)f [B(t)]dt =
∫ ∞
1
1
t
(t + 1)(t − 1)2dt = ∞,
i.e., (2.9) and (3.2) hold. Hence, it follows from Corollary 3.2 that every solution of (3.12) is oscillatory.
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Example 3.3. Consider the system1xn = 2n(y
3
n+1 + yn+1),
1yn = − 1n+ 1x
5/3
n ,
(3.13)
where n ∈ N+, an = 1/(n+ 1), bn = 2n, f (u) = u5/3, g(u) = u3 + u, g ′(u) = 3u2 + 1 ≥ 1. Obviously, (A1), (A2) and (2.1)
are satisfied, and∫ ±∞
±α
dt
f (t)
=
∫ ±∞
±α
dt
t5/3
<∞,
∞∑
n=1
akBk =
∞∑
n=1
n = ∞,
i.e., (2.2) and (3.6) hold. Hence, it follows from Corollary 3.7 that every solution of (3.13) is oscillatory.
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