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Abstract. Face recognition is the identification process to recognize a person's face. Many 
studies have been developing face recognition methods, one of which is the Two 
Dimensional Linear Discriminant Analysis (TDLDA) which has pretty good accuracy 
results with the method of classification Support Vector Machine (SVM). With more 
training data can add computational time. TDLDA using all the piksel image as input to 
be processed for feature extraction. Though not all the objects in the area of the face is a 
significant feature in face recognition. In this study, the proposed use of the T-shape with 
only use a significant part is the eyes, nose, and mouth are integrated with TDLDA and 
SVM. The result could reduce computing time on face recognition 21.56% faster than 
TDLDA method. The accuracy of the results in this study was 91% -96% which is close to 
the level of accuracy without using a mask on the face. 
Keyword: face recognition, T-shape, TDLDA, Support vector machine. 
 
Abstrak. Pengenalan wajah merupakan proses identifikasi untuk mengenali wajah 
seseorang. Telah Banyak penelitian yang mengembangkan metode pengenalan wajah, 
salah satunya adalah Two Dimensional Linear Discriminant Analysis (TDLDA) yang 
memiliki hasil akurasi yang cukup baik dengan metode klasifikasi Support Vector 
Machine (SVM). Dengan semakin banyak data training dapat menambah waktu 
komputasinya. TDLDA menggunakan semua piksel citra sebagai masukan yang akan 
diproses untuk ekstrasi fitur. Padahal tidak semua objek pada area wajah merupakan fitur 
yang signifikan dalam pengenalan wajah. Dalam penelitian ini diusulkan penggunaan T-
shape dengan hanya menyimpan bagian yang signifikan yaitu mata, hidung, dan mulut 
yang diintegrasikan dengan TDLDA dan SVM. Hasilnya dapat mengurangi waktu 
komputasi pada pengenalan wajah 21,56% lebih cepat daripada metode TDLDA. Hasil 
akurasi pada penelitian ini adalah 91%-96% yang mendekati tingkat akurasi tanpa 
menggunakan mask pada wajah. 
Kata Kunci: pengenalan wajah, T-shape, TDLDA, Support vector machine. 
 
1. Pendahuluan  
 Selama hidupnya manusia memiliki kemampuan mengenal wajah puluhan bahkan 
ratusan. Sekalipun jarang bertemu, seseorang dapat mengenali wajah walaupun telah mengalami 
perubahan wajah pada orang yang dikenalinya. Dari hal inilah banyak dikembangkan teknik 
biometrik yang mampu mendeteksi dan mengidentifikasi wajah dengan memanfaatkan masukan 
berupa citra wajah. Saat ini, pengenalan wajah melalui aplikasi komputer dibutuhkan untuk 
mengatasi berbagai masalah, antara lain dalam identifikasi pelaku kejahatan, pengembangan 
sistem keamanan, pemrosesan citra maupun film, dan interaksi manusia komputer. 
 Para pakar pattern recognition telah banyak melakukan penelitian terhadap teknik 
pengenalan wajah ini, mengajukan teknik baru yang lebih baik dari teknik yang lama. Akan 
tetapi teknik-teknik baru yang diajukan tersebut masih belum bisa mendapatkan hasil akurasi 
yang optimal. Dua hal yang menjadi masalah utama pada identifikasi wajah adalah proses 
ekstraksi fitur dari sampel wajah yang ada dan juga teknik klasifikasi yang digunakan untuk 
mengklasifikasikan wajah yang ingin dikenali berdasarkan fitur-fitur yang telah dipilih 
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(Damayanti, 2010). Ekstraksi fitur adalah proses untuk mendapatkan ciri-ciri pembeda yang 
membedakan suatu sampel wajah dari sampel wajah yang lain, bagi sebagian besar aplikasi 
pattern recognition, teknik ekstraksi fitur yang handal merupakan kunci utama dalam 
penyelesaian masalah pattern recognition. 
 Metode Two Dimensional Linear Discriminant Analysis (TDLDA) adalah salah satu 
teknik ekstraksi fitur. Metode ini menilai secara langsung matrik within-class scatter dari matrik 
citra tanpa transformasi citra ke vektor, dan hal itu mengatasi singular problem dalam matrik 
within-class scatter (Gao, 2008). TDLDA menggunakan fisher criterion untuk menemukan 
proyeksi diskriminatif yang optimal (Kong, 2005). Metode TDLDA dengan klasifikasi Support 
Vector Machine (SVM) memiliki hasil yang optimal dibandingkan TDLDA KNN, 2DPCA, dan 
Fisherface (Damayanti, 2010). 
 Setiap piksel pada citra wajah adalah sebuah fitur tersendiri, semakin besar dimensi 
citra maka fitur yang akan diproses untuk pengenalan wajah semakin banyak dan waktu 
komputasinya semakin tinggi. Semakin banyak jumlah data training juga akan semakin 
menambah waktu komputasinya (Zheng, 2008). Metode TDLDA menggunakan semua area 
citra wajah sebagai data inputan, padahal tidak semua area wajah merupakan bagian yang 
signifikan dalam pengenalan wajah (Koc, 2014).  
 Pada penelitian ini diusulkan metode pengenalan wajah dengan mengintegrasikan T-
shape terhadap TDLDA dan support vector machine sebagai klasifikasi pengenalan wajah, 
sehingga diharapkan dengan integrasi T-shape Mask pada TDLDA tersebut mampu mengurangi 
waktu komputasi pada proses pengenalan wajah, dengan hasil akurasi pengenalan wajah yang 
hampir mendekati metode ekstrasi fitur TDLDA. Penggunaan masker T-shape pada wajah 
digunakan untuk menentukan Region of Interest (ROI) pada wajah. Fitur pada area wajah 
seperti mata, alis, hidung dan bibir adalah bagian yang paling signifikan pada wajah perlu 
disimpan dan menghilangkan piksel yang tidak signifikan seperti di bagian dahi, dagu, dan pipi.  
 
2. Pendekatan dan Tinjauan Pustaka 
2.1. Pengenalan Wajah 
 Pengenalan wajah merupakan sebuah cara bagaimana mengenal wajah seseorang. 
Pengenalan wajah manusia tidak hanya dapat dilakukan oleh manusia saja, namun sekarang ini 
pengenalan wajah dapat dilakukan oleh aplikasi komputer. Telah banyak orang yang 
menggunakan aplikasi pengenalan wajah, yang digunakan sebagai keamanan, pengawasan dan 
interaksi cerdas antara manusia dan komputer (Gao, 2008). Fitur-fitur pada area wajah pada 
setiap orang memiliki perbedaan, sehingga dengan fitur-fitur itulah komputer dapat 
membedakan wajah antara manusia satu dengan yang lainnya.  
 
2.2. Haar-Like Feature 
Haar-like features merupakan rectangular (persegi) features, yang memberikan 
indikasi secara spesifik pada sebuah gambar atau image. Ide dari Haar-like features adalah 
untuk mengenali obyek berdasarkan nilai sederhana dari fitur tetapi bukan merupakan nilai 
piksel dari image obyek tersebut. Metode ini memiliki kelebihan yaitu komputasinya sangat 
cepat, karena hanya bergantung pada jumlah piksel dalam persegi bukan setiap nilai piksel dari 
sebuah citra (Chung, 2013). Pada penelitian ini Metode Haar-like features digunakan untuk 
mendeteksi mata dan mulut pada citra wajah seperti yang terlihat pada Gambar 1. 
 
2.3. T-shape Mask 
 Pada wajah manusia terdapat bagian-bagian yang penting yang dijadikan acuan dalam 
proses pengenalan wajah yaitu mata, alis, hidung, dan mulut (Sinha, 2006). Sehingga dari 
bagian terpenting pada wajah tersebut dijadikan mask yang membentuk seperti huruf T sehingga 
dinamakan T-shape Mask yang digunakan sebagai ROI (Region of Interest) pada wajah. Bagian 
wajah yang lain seperti rambut dan dahi dianggap sebagai bagian yang tidak terlalu penting 
dalam proses pengenalan wajah seseorang (Koc, 2014). Sehingga untuk mengurangi 
kompleksitas komputasi pada saat training mengunakan T-shape Mask dengan menghilangkan 
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piksel-piksel yang dianggap tidak terlalu penting. Penggunaan T-shape Mask pada wajah dapat 
dilihat pada Gambar 2. 
 
 
 
Gambar 1. Penggunaan Haar-Like Feature Gambar 2. Penggunaan T-shape Mask pada Wajah 
 
2.4. Two Dimensional Direct Linear Discriminant Analysis (TDLDA) 
 Linear Discriminant Analysis telah digunakan secara luas dalam pola linier pengenalan 
terhadap fitur ekstraksi dan pengurangan dimensi. Hal ini dimaksudkan untuk membuat 
seperangkat vektor proyeksi yang sangat berbeda untuk dipadatkan sepadat mungkin pada jenis 
yang sama. Projection vector bekerja dalam hitungan jenis Sw dan antara jenis Sb matrix 
scatter. Umumnya pada aplikasi pengenalan wajah jumlah dimensi data lebih besar 
dibandingkan jumlah sampelnya, hal ini menyebabkan tunggalnya isi jenis scatter matrix Sw, 
sehingga fitur wajah tidak terekstraksi dengan baik. Dalam penelitian ini digunakan metode Two 
Dimensional Linier Discrimination Analysis (TDLDA) untuk ekstraksi fitur, yang menilai 
secara langsung isi jenis scatter matrix tanpa pencitraan terhadap transformasi vektor, sehingga 
mengurangi masalah tunggal dalam isi jenis scatter matrix (Li, 2005). 
 
2.5. Support Vector Machine 
Pengklasifikasian wajah manusia menggunakan konsep Support Vector Machine 
(SVM) yang memiliki hasil pengenalan wajah yang cukup baik dengan tingkat kebenaran yang 
lebih baik (Damayanti, 2010). Konsep SVM dapat dijelaskan secara sederhana sebagai usaha 
mencari hyperplane terbaik yang berfungsi sebagai pemisah dua buah class pada input space 
dapat dilihat pada Gambar 3 (Lenc, 2015).  
 
 
Gambar 3. Hyperline SVM 
 
Hyperplane pemisah terbaik antara kedua class dapat ditemukan dengan mengukur 
margin hyperplane tersebut dan mencari titik maksimalnya. Margin adalah jarak antara 
hyperplane tersebut dengan pattern terdekat dari masing-masing class. Pattern yang paling dekat 
ini disebut sebagai support vector. SVM dapat melakukan klasifikasi data yang terpisah secara 
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linier (Linearly separable) dan non-linier (nonLinear separable) (Burges, 1998). Linearly 
separable data merupakan data yang dapat dipisahkan secara linier. 
SVM pertama kali dikembangkan oleh Vapniks untuk klasifikasi biner, namun 
selanjutnya dikembangkan untuk klasifikasi multiclass (banyak kelas). Pendekatannya adalah 
dengan membangun multiclass classifier, yaitu dengan cara menggabungkan beberapa SVM 
biner. Pendekatan ini terdiri dari metode satu lawan semua (One Against All) dan metode satu 
lawan satu (One Against One) (Hsu, 2002). 
 
3. Metodologi 
 Proses pengenalan wajah terbagi pada tiga bagian tahapan utama seperti ditunjukkan 
pada Gambar 4. Pada tahap pertama dilakukan implementasi T-shape pada citra input, kemudian 
tahap kedua dilakukan ekstraksi fitur, dan tahap selanjutnya dilakukan klasifikasi dengan 
menggunakan SVM. Pertama kali data setelah proses TDLDA akan menghasilkan fitur yang 
digunakan sebagai data training. Selanjutnya setelah beberapa data dilakukan proses training 
sisanya digunakan sebagai data testing. 
 
 
 
Gambar 4. Desain Penelitian Pengenalan Wajah 
 
3.1. T-shape 
 Proses T-shape ini dilakukan untuk mengambil objek yang dianggap penting pada 
bagian wajah, yaitu mata, hidung, dan mulut. Bagian yang tidak penting seperti pipi, dagu, dan 
dahi akan dihilangkan. Proses mengambilan shape ini dengan cara interaktif ini membuat shape 
pada citra tanpa mendeteksi terlebih dahulu objek pada area wajah. Untuk membuat T-shape 
yang berbentuk huruf T, langkah-langkahnya sebagai berikut: (1) Membaca ukuran panjang dan 
lebar citra. Pada penelitian ini dataset wajah yang digunakan berasal dari ORL dengan ukuran 
citra 92 x 112 piksel. (2) Membuat shape horizontal warna putih dengan titik koordinat [0 20] 
dengan ukuran panjang dan lebar [92 62] Seperti yang ditunjukkan pada Gambar 5b. (3) Setelah 
terbentuk shape horizontal langkah selanjutnya membentuk shape vertical warna putih dengan 
titik koordinat [20 20] dengan ukuran panjang dan lebar [72 112] seperti yang ditunjukkan pada 
gambar 5b. (4) Kemudian scan ulang semua piksel pada citra ketika bertemu piksel berwarna 
putih maka simpan piksel aslinya, jika tidak maka piksel bernilai nol. Sehingga terbentuklah 
enhance T-shape yang berbentuk plus pada citra wajah seperti yang ditunjukkan gambar 5c. 
 
       
  (a)    (b)     (c) 
Gambar 5. Proses Enhance T-shape Secara Interaktif 
 
3.2. Ekstraksi Fitur 
 Ekstraksi fitur pada proses pelatihan dilakukan dengan menggunakan metode TDLDA. 
Tahap ini bertujuan untuk mendapatkan fitur-fitur yang terpilih dari masukan data-data 
pelatihan. Fitur-fitur yang terpilih nantinya digunakan untuk proses klasifikasi pelatihan dan 
digunakan untuk ekstraksi fitur data pengujian. Citra wajah setelah dilakukan proses T-shape 
maka selanjutkan akan dijadikan sebagai basis data proses ekstraksi fitur menggunakan metode 
TDLDA. 
Citra Input T-Shape Ekstraksi Fitur TDLDA Klasifikasi Support Vector Machine 
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Langkah-langkah ekstraksi fitur tersebut (Damayanti, 2010) adalah sebagai berikut: (1) 
Basis data citra merupakan himpunan citra wajah sebanyak n citra pelatihan Ai=[A1,A2,…,An] 
(i=1,2,…,n) dengan dimensi citra (r x c). Menghitung rata-rata citra pelatihan dari kelas ke I, 
selanjutnya menghitung rata-rata semua citra pelatihan dengan Persamaan (1) dan Persamaan 
(2). (2) Menetapkan matriks transformasi R ukuran (c, 2 ) yang diperoleh dari gabungan antara 
matriks identitas ukuran ( 2 , 2 ) dengan matriks nol ukuran (c- 2 , 2 ). (3) Menghitung 
matriks between class scatter R sesuai dengan persamaan (3), selanjutnya menghitung matriks 
within class scatter R sesuai dengan persamaan (4). (4) Hitung generalized eigenvalue ( i ) dari 
S
R
b  dan S
R
W  sesuai dengan persamaan (5). (5) Ambil sebanyak 1  eigenvector terbesar dari 
langkah 5 sebagai matriks transformasi baris (L), ukuran matriksnya (r x 1 ). (6) Menghitung 
matriks between class scatter L sesuai dengan persamaan (6). (7) Menghitung matriks within 
class scatter L sesuai dengan persamaan (7). (8) Hitung generalized eigenvalue ( i ) dari S
L
b  
dan S
L
W  sesuai dengan persamaan (8) menggunakan SVD. (9) Ambil sebanyak 2  eigenvector 
terbesar dari langkah 9 sebagai matriks transformasi kolom (R), ukuran matriksnya (c x 2 ). 
(10) Hitung matriks ciri ekstraksi adalah Bi=L
TAiR, ukuran matriksnya ( 1  x 2 ). (11) Output: 
matriks ciri ektraksi Bi, matriks transformasi baris L, dan matriks transformasi kolom R. 
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3.3. Klasifikasi 
 Pengklasifikasian dengan metode SVM dibagi menjadi dua proses, yaitu proses 
pelatihan dan pengujian seperti yang terlihat pada Gambar 6. Pada proses pelatihan SVM 
menggunakan matriks ciri yang dihasilkan pada proses ekstraksi ciri pelatihan sebagai input. 
Sedangkan pada pengujian SVM memanfaatkan matriks ciri yang dihasilkan pada proses 
ekstraksi ciri pengujian sebagai input. 
 Algoritma pelatihan untuk masing-masing pengklasifikasi SVM biner dapat dituliskan 
sebagai berikut: input berupa matriks B (matriks hasil ektraksi ciri pelatihan) dan vektor Y 
sebagai pasangan input-target dan outputnya adalah w, x, b (variabel-variabel persamaan 
hyperplane). Langkah-langkahnya (Damayanti, 2010) dijelaskan sebagai berikut: (1) Tentukan 
Input (Z=B) dan Target (Y) sebagai pasangan pelatihan dari dua kelas. (2) Hitung Kernel 
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Gambar 6. Alur Klasifikasi Pengenalan Wajah 
 
 Pengklasifikasian SVM untuk multiclass One Against All akan membangun sejumlah k 
SVM biner (k adalah jumlah kelas). Data pelatihan yang sudah diproyeksikan oleh TDLDA, 
selanjutnya menjadi data pelatihan SVM. Jika sebaran data yang dihasilkan pada proses 
TDLDA mempunyai distribusi yang tidak linier, maka salah satu metode yang digunakan SVM 
untuk mengklasifikasikan data tersebut adalah dengan mentransformasikan data ke dalam 
dimensi ruang ciri (feature space). Untuk menghindari kemungkinan feature space yang tidak 
terhingga maka pada SVM digunakan “kernel trick”. Fungsi kernel yang digunakan pada 
penelitian ini adalah Gaussian (Persamaan 9). 
Sejumlah support vector pada setiap data pelatihan harus dicari untuk mendapatkan 
solusi bidang pemisah terbaik. Solusi bidang pemisah didapatkan dengan rumus w=Σαiyixi; 
b=yk- w
Txk untuk setiap xk, dengan αk  0. Proses pengujian atau klasifikasi dilakukan juga pada 
setiap SVM biner menggunakan nilai w, b, dan xi yang dihasilkan pada proses pelatihan di 
setiap SVM biner. Fungsi yang dihasilkan untuk proses pengujian adalah Persamaan 10, 
 
Data Pelatihan 
 
 
T-Shape 
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Hasil Pengenalan 
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dimana: i=1 sampai k; xi=support vector; xd=data pengujian. Output-nya adalah berupa indeks i 
dengan fi terbesar yang merupakan kelas dari data pengujian. 
 
K(x,y)=exp )
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||
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2

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iidii bwxxKf  ),(           (10) 
 
4. Hasil dan Pembahasan 
 Data yang digunakan pada eksperimen terdiri dari 400 citra wajah manusia yang berasal 
dari Olivetti Research Laboratorium (ORL) yang terdiri dari 40 kelas. Hasil eksperimen untuk 
mengetahui perbandingan hasil akurasi pengenalan wajah. Metode yang diusulkan yaitu 
implementasi T-shape interaktif pada TDLDA dibandingkan dengan model pengenalan wajah 
dengan TDLDA dan implementasi T-shape otomatis pada TDLDA. Pada proses eksperimen ini 
digunakan jumlah data training yang berbeda-beda yaitu pertama dilakukan dengan jumlah lima 
data training dengan lima data testing, kemudian enam data training dengan empat data testing 
dan tujuh data training dengan tiga data testing. Nilai akurasi pada pengenalan wajah ini 
dihitung dengan menentukan nilai dari Precission, Recall, F-Measure dan waktu komputasi 
pada saat proses training. 
 Pada model pengenalan wajah dengan TDLDA dilakukan pengenalan wajah 
menggunakan semua piksel-piksel pada area wajah. Jadi pada model ini citra wajah langsung 
diproses menggunakan TDLDA. Hasil akurasi pada model TDLDA ini dapat dilihat pada Tabel 
1. Pada model pengenalan wajah dengan T-shape pada TDLDA ini dilakukan dengan 
mengambil piksel-piksel secara otomatis pada area wajah yang penting yaitu mata, hidung dan 
mulut sehingga membentuk seperti huruf T (T-shape) dapat dilihat pada Gambar 2. Hasil 
akurasi pengenalan wajah pada model T-shape otomatis pada TDLDA ini dapat dilihat pada 
Tabel 2, sedangkan hasil akurasi pengenalan wajah pada model T-shape interaktif pada TDLDA 
ini dapat dilihat pada Tabel 3. 
 
Tabel 1. Hasil Eksperimen Citra Wajah dengan TDLDA 
Jumlah data training Precission Recall F-Measure Waktu Komputasi (s) 
5 0,93 1,00 0,97 28,87  
6 0,96 1,00 0,98 31,96  
7 0,98 1,00 0,99 36,16  
 
Tabel 2. Hasil Pengenalan Citra Wajah dengan T-shape Otomatis pada TDLDA 
Jumlah data training Precission Recall F-Measure Waktu Komputasi (s) 
5 0,79 1,00 0,88 25,66 
6 0,86 1,00 0,92 29,68 
7 0,91 1,00 0,95 32,93 
 
Tabel 3. Hasil Pengenalan Citra Wajah dengan T-shape Interaktif pada TDLDA 
Jumlah data training Precission Recall F-Measure Waktu Komputasi (s) 
5 0,91 1,00 0,95 22,67 
6 0,95 1,00 0,97 24,70 
7 0,96 1,00 0,98 28,76 
 
Hasil akurasi tingkat keberhasilan dilakukan dengan mambandingkan metode yang 
diusulkan pengenalan wajah dengan implementasi T-shape interaktif pada TDLDA dengan dua 
model metode pengenalan wajah yaitu TDLDA dan implementasi T-shape otomatis pada 
TDLDA. Metode yang diusulkan memiliki waktu training yang paling rendah dengan 22,67 
detik jika dibandingkan dengan metode TDLDA tanpa T-shape dan T-shape secara otomatis. 
Hal ini dikarenakan pada TDLDA dengan T-shape interaktif, tidak semua piksel diolah untuk 
menjadikan fitur citra input-an. Gambar 7 menunjukkan metode implementasi T-shape dengan 
otomatis memiliki waktu lebih lama daripada T-shape secara interaktif. Karena dengan T-shape 
otomatis terlebih dahulu melalui tahap pengenalan objek pada mata dan mulut dengan 
menggunaan Haar like-feature, hal ini yang menambahkan waktu training-nya. Akan tetapi, 
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implementasi T-shape otomatis memiliki waktu yang lebih baik daripada TDLDA tanpa 
menggunakan mask pada citra. 
Implementasi T-shape Mask secara interaktif pada TDLDA memiliki tingkat akurasi 
atau precission yang mendekati TDLDA tanpa penggunaan masking. Hal ini ditunjukkan 
dengan pada jumlah data training sebanyak enam hanya selisih tingat akurasi 1% yaitu T-shape 
dengan tingkat akurasi 95% sedangkan TDLDA dengan akurasi 96%. Hal ini cukup efektif 
mengingat tidak semua piksel pada citra digunakan pada T-shape Mask. Implementasi T-shape 
Mask dengan otomatis memiliki tingkat akurasi paling rendah jika dibandingkan dengan dua 
metode lainnya seperti yang digambarkan pada Gambar 8. Hal ini karena dengan penentuan 
shape secara otomatis terlebih dahulu mencari area mata dan mulut, sehingga ketika data citra 
wajah miring seperti Gambar 9, terlihat semakin sedikit area piksel yang diproses pada ekstrasi 
fitur dengan menggunakan TDLDA. 
 
 
Gambar 7. Grafik Perbandingan Waktu Komputasi 
 
 
Gambar 8. Grafik Perbandingan Precission 
 
 
(a)    (b) 
Gambar 9. Hasil T-shape Mask (a) Otomatis (b) Interaktif 
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Dari hasil pembahasan diatas jelas bahwa dari aspek akurasi keberhasilan dan 
kompleksitas waktu pada pengenalan wajah dari tiga model yang dibandingkan implementasi T-
shape Mask dengan menggunakan SVM memberikan hasil yang cukup efektif dalam 
pengenalan wajah dengan kompleksitas waktu yang lebih cepat serta hasil akurasi yang 
mendekati dengan metode TDLDA.  
 
5. Kesimpulan  
 Pengenalan wajah menggunakan implementasi T-shape Mask secara interaktif pada 
Two Dimentional Direct Linier Analysis (TDLDA) dan Support Vector Machine (SVM) pada 
penelitian ini mampu menurunkan waktu komputasi saat training dari pada tidak menggunakan 
T-shape. Dari tiga kali ujicoba dengan jumlah data training yang berbeda-beda TDLDA dengan 
menggunakan T-shape interaktif lebih cepat 21,56% dibandingkan TDLDA tanpa menggunakan 
T-shape, dengan tingkat akurasi 91%-96% yang hampir mendekati tingkat akurasi tanpa 
menggunakan mask pada wajah. Penurunan kompleksitas perhitungan pada saat training ini 
dikarenakan dengan implementasi T-shape interaktif tidak semua piksel pada citra wajah 
digunakan, melainkan hanya piksel yang terdapat pada area T-shape saja yang digunakan. 
 
6. Saran 
 Implementasi Penggunaan T-shape dan metode TDLDA pada pengenalan wajah 
diharapkan dapat dikembangkan untuk pengenalan wajah secara real time yang membutuhkan 
tingkat waktu perhitungan yang cepat. 
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