Abstract. Almost singular linear systems arise in discrete ill-posed problems. Either because of the intrinsic structure of the problem or because of preconditioning, the spectrum of the coefficient matrix is often characterized by a sizable gap between a large group of numerically zero eigenvalues and the rest of the spectrum. Correspondingly, the right-hand side has leading eigencomponents associated with the eigenvalues away from zero. In this paper the effect of this setting in the convergence of the Generalized Minimal RESidual (GMRES) method is considered. It is shown that in the initial phase of the iterative algorithm, the residual components corresponding to the large eigenvalues are reduced in norm, and these can be monitored without extra computation. The analysis is supported by numerical experiments. In particular ill-posed Cauchy problems for partial differential equations with variable coefficients are considered, where the preconditioner is a fast, low-rank solver for the corresponding problem with constant coefficients.
1. Introduction. Large, sparse non-symmetric and singular linear systems arise when certain partial differential equations (PDE) are discretized. In [7] conditions are given for the convergence without breakdown of the Generalized Minimum Residual algorithm (GMRES) [38] applied to singular problems. Since the appearance of [7] many papers have been devoted to the analysis and application of GMRES for exactly singular problems, see [25] for a rather extensive account of the relevant literature.
In this paper we are concerned with almost singular (or numerically singular ) linear systems,
where A ∈ C n×n . Such systems occur in connection with ill-posed problems, and for some problems GMRES works well, while for others it performs badly, see, e.g., [29, Examples 5.3 and 5.1, respectively] . Recently it has been demonstrated that GMRES gives a good approximate solution in few iterations for certain ill-posed problems for PDE's, when a singular preconditioner is used [34, Part III] . However, so far a deeper analysis of the properties of GMRES applied to almost singular systems is lacking.
The purpose of the present paper is to analyze and explain the convergence behavior of GMRES for linear systems that are almost singular, the way they occur in ill-posed problems Ax = b, where the matrix A is a discretization of a compact operator [14] . In this case, A is extremely ill-conditioned, typically with a gradual decay of singular values and a cluster of singular values at zero. Because of this peculiarity, previous attempts towards the understanding of GMRES convergence have often focused on information associated with the singular value decomposition of the matrix, see, e.g., [29, 19, 6] . Instead, in agreement with, e.g., [8, 9] , we will rely on spectral information of the problem, with the Schur decomposition of the coefficient matrix as the core theoretical tool. In some cases, especially in connection with singular preconditioners, the matrix has a cluster of eigenvalues of magnitude O(1) that is well separated from another cluster of eigenvalues of small magnitude. Correspondingly, the right-hand side has large and leading components onto the eigendirections associated with the cluster away from the origin. Assuming that the linear system (1.1) is a perturbation of an exactly singular system of rank m, we will show that: i) In the first iterations GMRES mainly reduces the norm of the residual as if solving the unperturbed system; ii) After at most m iterations, but often much earlier, the norm of the residual is of the order of magnitude of the perturbation, and if the GMRES procedure is then stopped, it gives a good approximation of the minimum norm solution of the exactly singular system.
Our theoretical findings generalize and are in agreement with the results discussed in [7] , [25] for exactly singular systems. In particular, our analysis specifically explores the case when the condition for obtaining a minimum norm solution is not met, which is the setting usually encountered in ill-posed problems.
We will also consider the case when the eigenvalues are not clustered (when the numerical rank is ill-determined, which is often the case in ill-posed problems, see, e.g., the discussion in [2, 9] ), and show theoretically and by examples that GMRES will give a good approximate solution if the iterations are stopped when the residual is of the order of the perturbation.
Numerically singular systems with clustered eigenvalues occur when singular preconditioners are applied to discrete ill-posed linear systems Ax = b [34, Part III] . For such a problem, arising from the discretization of a linear equation with a compact operator, the ill-posedness manifests itself in the blow-up of high frequency components in the numerical solution. In order for the problem to be approximately solvable the solution must be well represented in terms of the low frequency part of the operator. If the preconditioner M gives a good approximation of the low frequency part of the operator, but suppresses the high frequency part completely, then the preconditioned problem AM † m y = b has the properties above 1 . Thus AM † m is numerically singular, but with a well-conditioned low rank part. Computing the minimum norm solution of the preconditioned problem will yield a good approximation to the solution of the ill-posed problem. A similar strategy was explored in [5] .
It is well-known, see, e.g., [17, 31] , that unpreconditioned iterative methods applied to ill-posed problem exhibit semi-convergence: initially the approximate solution converges towards the "true solution", then it deteriorates and finally blows up. Such convergence behavior occurs also here, and we give a theoretical explanation. However, in the case of singular preconditioners semi-convergence does not apply to the final solution approximation, but only to an intermediate quantity. A stopping criterion based on the discrepancy principle will give a solution that is close to optimal.
The purpose of the paper is twofold:
• To give a theoretical foundation for the use of singular preconditioners for ill-posed problems.
• To demonstrate the effectiveness of singular preconditioners for GMRES applied to Cauchy problems for parabolic and elliptic partial differential equations with variable coefficients. The outline of the paper is as follows. In Section 2 we introduce the GMRES algorithm and its properties for exactly singular systems. The concept of singular preconditioners is motivated in Section 3. The Schur decomposition of the matrix is used in Section 4 to analyze GMRES for nearly singular systems, and residual estimates are given. In Section 5 we derive error estimates, which explain the regularizing properties of the method and the influence of the fact that the iterative solver is not pursued to convergence. Finally, in Section 6 we give numerical examples in one to three dimensions.
We will use the following notation. The conjugate transpose of a matrix A is A * . The Euclidean vector norm is denoted x = (x * x) 1/2 , and the induced matrix (operator) norm is A = max x =1 Ax . The Frobenius norm is A F = ( i,j |a ij | 2 ) 1/2 . The singular values of B ∈ C p×n , where p ≤ n, are denoted σ i , i = 1, 2, . . . , p, and are ordered as σ 1 ≥ σ 2 ≥ · · · σ p ≥ 0; if σ p = 0, its condition number is κ 2 (B) = σ 1 /σ p . A + denotes the Moore-Penrose pseudoinverse of A. For a singular preconditioner M of rank m we will use M † m to denote a low-rank approximation of a matrix A −1 . Even if M † m may be a generalized inverse (not necessarily a Moore-Penrose pseudoinverse) of M , we are not particularly interested in that relation in this paper.
2. The GMRES algorithm for exactly singular systems. In this section we recall some known facts about the iterative solver GMRES and its convergence properties for singular systems, that will be our background throughout the manuscript.
We start by defining the subspace under consideration: given a square matrix A and a vector r 0 , a Krylov subspace of dimension k is defined as
In the context of solving (1.1), given a starting guess x 0 and the associated residual r 0 = b − Ax 0 , GMRES determines an approximate solution x k to (1.1) as x k ∈ x 0 + K k (A, r 0 ) by requiring that the corresponding residual r k = b − Ax k have minimum norm, namely
The algorithm is a popular implementation of a minimal residual method, that fully exploits the properties of the approximation space. For a sound implementation of GMRES we refer to [37, Ch. 6.5] .
A key feature of the algorithm is the computation of an orthonormal basis w 1 , . . . , w k by the Arnoldi iterative method. After k iterations, this process can be conveniently summarized by the following Arnoldi relation
(k+1)×k upper Hessenberg. The problem of solving a singular linear system Ax = b using GMRES is treated in [7, 25] , where the following result is proved.
Proposition 2.1. GMRES determines a least squares solution x * of a singular system Ax = b, for all b and starting approximations x 0 , without breakdown, if and only if N (A) = N (A * ). Furthermore, if the system is consistent and x 0 ∈ R(A), then x * is a minimum norm solution.
Assume that the rank of A is equal to m. For the analysis it is no restriction to assume that the matrix of the linear system has the structure
Throughout we will use the notational convention that c (1) is the upper part of the vector c, according to the splitting of the coefficient matrix, and analogously for other 2 In [25] a transformation of the system is done by decomposing the space C n into R(A) and R(A) ⊥ .
involved matrices. It is easy to see (cf. [25] ) that the condition N (A) = N (A * ) is equivalent to A 12 = 0. Similarly, the consistency condition is equivalent to c (2) = 0. Obviously, applying GMRES to the linear system
is mathematically equivalent to applying GMRES to A 11 x (1) = c (1) . Due to the finite termination property of Krylov methods it will never take more than m steps to obtain the solution of this problem (in exact arithmetic). Finally in this section, the properties of the Krylov subspace ensure that applying GMRES to (2.2) with c (2) = 0 and zero starting approximation, is also mathematically equivalent to applying GMRES to A 11 x
(1) = c (1) . A more common situation occurs when the (2,2) block of (2.2) is almost zero, i. e. it has small but nonzero entries, and in addition c (2) = 0. In this case, the rank of A is of course larger than m, and the role of A 12 becomes more relevant. We analyze such a setting in Section 4 for a general A, by first performing a Schur decomposition.
3. Singular Preconditioners for Ill-posed Problems. In this section we motivate the use of singular preconditioners, having in mind large and sparse illposed linear systems that occur, e. g., when inverse problems for partial differential equations are discretized.
Preconditioners are used routinely for solving linear systems Ax = b using Krylov methods. For the discussion we first assume that the matrix A corresponds to a wellposed problem, by which we mean that its condition number is of moderate magnitude. With right preconditioning one derives and computes a non-singular approximation M of A and then solves the equivalent linear system
using a Krylov subspace method. The reason why we use a right preconditioner is that we will apply the discrepancy principle [14, p. 83], [22, p. 179] , which means that we are not interested in solving the linear system Ax = b exactly, but only determine an approximationx with residual Ax − b ≈ δ, where δ is prespecified 3 , and is a measure of the noise level of the data. In particular, the monotonicity of the (original system) residual norm provides the proper setting for which the discrepancy principle is most meaningful.
The matrix M may represent, e.g., the discretization of a related but simplified operator, or a structure-capturing matrix with cheap-to-apply inverse. Now assume that the linear system of equations Ax = b represents a discrete, ill-posed problem. The problem with a preconditioner as described above is that if M is a good approximation of A, then also M is ill-conditioned, with M −1 very large in norm. For concreteness, let M be a circulant matrix [19] , written as
where F is the Fourier matrix, and Λ is a diagonal matrix of eigenvalues. In order to "regularize" the preconditioner, the small eigenvalues, corresponding to high frequencies, are replaced by ones, i.e. the preconditioner is chosen as
which has an inverse with a norm that is not too large. This approach is investigated in several papers [19, 18, 20, 31, 32, 24] . In this paper, motivated by the application to Cauchy problems for elliptic and parabolic PDE's in two space dimensions, see [34, Part III] and Sections 6.3 and 6.4, we instead choose to use another type of regularized, singular preconditioner, defined using a low-rank approximation of the solution operator. If we were to use the analogue of this idea in the case of a circulant preconditioner we would take
Thus we solve the singular linear system (AM † m )y = b, with the GMRES method, and then compute x = M † m y. A somehow related approach was proposed in [2] , where however the singular preconditioner was generated by means of a projection argument, instead of a generalized inverse strategy.
We show in Section 4 that the distribution of eigenvalues of AM † m determines the rate of convergence and the quality of the GMRES solution. In fact, the regularized singular preconditioner also induces regularization on the solution, see Section 5. 
where L 1 ∈ C m×m is non-singular. We emphasize that the use of the Schur decomposition in this context is only due to numerical convenience and to consistency with later computational experiments. Any decomposition that provides a 2×2 block upper triangular form by unitary transformation with the same spectral properties, would yield the same setting. In particular, we shall not use the fact that both L 1 , L 2 are upper triangular.
Since in many cases neither A nor M † m will be explicitly available, but only as operators acting on vectors, we cannot presuppose in our analysis that L 2 = 0. Instead we assume
By λ min (L 1 ) we mean the eigenvalue of smallest modulus. We also assume that L 1 is well conditioned, i.e. L is not large. The eigenvalue condition in (4.3) is related to the assumption that B is almost singular. Thus L 2 can be considered as a perturbation of zero, either corresponding to floating point round-off or some other type of "noise", and the same applies to c (2) . We shall also assume that G has a small or moderate value, excluding the occurrence of non-normality influencing the two diagonal blocks 5 . The assumptions in (4.3) also exclude the case, for instance, where the given problem is a perturbation of a non-symmetric matrix with all zero eigenvalues and a single eigenvector; cf., e.g., [29, Example of Section 5.1]. The eigenvalues of such a perturbed matrix will tend to distribute in a small disk around the origin. This last assumption is not restrictive, since it is already known that GMRES will perform very badly in this setting; see, e.g., [30, Example R, p. 787] . Now, since (4.2) can be seen as a perturbation of
we may ask whether it is possible to "solve" (4.2) as efficiently as we would do with (4.4) (cf. the discussion around (2.3)). We will show in Section 4.1 that in the first few (fewer than m) steps of GMRES, a sufficiently small residual will be obtained, whose size depends on L 2 , G , and c (2) , as expected. Other quantities also enter the picture. In Section 4.2 we will use the approximation properties of Krylov subspaces to derive more accurate bounds for the residual norm, which involve the spectral distance between L 1 and L 2 . We also remark that the model derived by splitting the spectral domain in a "good" part and in a "bad" part has been used; see, e.g., [3] and [2] . In both cited cases, however, the aim is to computationally exploit an approximate decomposition so as to accelerate the convergence of the employed method. Here the exact splitting is a theoretical device used to explain the practical behavior of GMRES in certain circumstances.
Example 4.1. In Section 6.2 we consider an ill-posed "model problem": the Cauchy problem for a parabolic equation in one space dimension, which is solved using right-preconditioned GMRES. The preconditioner is singular, which leads to an almost singular linear system, whose Schur decomposition has the structure (4.2)-(4.3). The relevant quantities are
Clearly, the assumptions of Proposition 2.1 are not satisfied. Figure 4 .1 shows that GMRES quickly reduces the relative residual norm to 10 −2 and then stagnates. We will see later that the approximate solution after 4 steps is acceptable (for an illposed problem). In Sections 4.1 and 4.2 we will show that in the first few steps of the Arnoldi recursion the L 1 block dominates, and, essentially, the well-conditioned system L 1 d
(1) = c (1) is solved, before the small L 2 block comes into play. To proceed we need to introduce some notation and definitions. Under the eigenvalue assumption in (4.3) we can write where
, and 6) and P is the unique solution of the Sylvester equation
It is also easy to show, using the definition of the matrix norm, that X ≤ 1 + P . The polynomial giving the grade is unique and it is called in the literature the minimum polynomial; see, e.g., [16] , [28] . In this paper we shall adopt the term grade polynomial, to avoid confusion with the minimum residual GMRES polynomial.
Estimating the Residual.
We start by establishing a relation between Arnoldi recursions for the block-triangular system Bd = c and the block-diagonal system B 0 d 0 = u, where u = X −1 c. Assume that for any k ≥ 1 (with of course k < n) we have generated a Krylov decomposition of B
with H k ∈ C (k+1)×k upper Hessenberg. Using the relation B = XB 0 X −1 we get
Using the thin QR decompositions
we obtain the Krylov decomposition of B 0
, (4.10)
where
k is upper Hessenberg. Thus, the Arnoldi method applied to B with starting vector c uniquely defines another sequence of vectors, which can be generated by the Arnoldi method applied to B 0 with starting vector v 1 defined by (4.10) .
We will now analyze GMRES for Bd = c in terms of the equivalent recursion for
Denote the grade of L 1 with respect to u (1) by m * . We will first show that the upper block of V m * , denoted by V (1) m * ∈ C m×m * has full column rank. Due to the structure of B 0 , the Arnoldi method applied to the linear system B 0 d = u generates a basis for the Krylov subspace
.
(4.11)
Lemma 4.3. Assume that the orthonormal columns of the matrix
m * has full column rank. In addition, the overdetermined linear system
and
The columns of K (1) are linearly independent, otherwise the zero linear combination would imply the existence of a polynomial p of degree strictly less than m * such that p(L (1) )u (1) = 0, which is a contradiction to the definition of grade. Therefore, the matrix The lemma shows that, since V
(1) k has full rank for k ≤ m * , GMRES "works on reducing the significant part" of the residual of the linear system until m * steps have been performed. Theorem 4.4. Assume that m * is the grade of L 1 with respect to u (1) = c (1) − P c (2) . If the projection matrix W m * is constructed using the Arnoldi method applied to the system Bd = c, with starting vector w 1 = c/ c , then
, (4.12)
where W m * and V m * are related by (4.9), and P is defined in (4.6).
Proof. Using B = XB 0 X −1 and (4.9) we have, for any y,
where z = S m * f and u (2) = c (2) . Since, by Lemma 4.3 the equation
is consistent, we can make the first term in (4.13) equal to zero by choosing z = (
The result now follows by using the triangle inequality, X ≤ 1 + P , and u (1) ≤ (1 + P ) c (1) . The aim of Theorem 4.4 is to describe why in the first few steps of GMRES mainly the residual of the "significant part" of the linear system is reduced in norm; a few comments are in order.
is well-conditioned. Then, as in the above proof,
Due to the assumption (4.3), the second term will be small for z of moderate norm. Therefore, since almost nothing can be done in reducing the second term, GMRES will give a solution that almost optimizes the first term, i.e. it will give a solution
. After m * steps the first part of the residual can be made equal to zero and the norm of the overall residual is small due to the assumption (4.3). Furthermore, since the Arnoldi recursion for B 0 can be seen as a perturbation of that for
in the first steps of the recursion the matrix V
(1) k is close to orthogonal, and therefore the assumption that L 1 V
(1) k is well-conditioned is justified for small values of k. We expect that for general problems the grade m * will be close to m. However, in the case of preconditioning of ill-posed equations, L 1 may have extremely close or even multiple eigenvalues (depending on the quality of the preconditioner), so that the method will reduce X L 1 V (1) kẑ − u (1) to a level below c (2) after only a few steps. This is illustrated in the following example. We see that X L 1 V
(1)
is reduced under the level c (2) already after three steps. Furthermore, the grade m * is equal to 20 since the residual
is zero after 20 steps. On the other hand, since in this example it is not necessary to reduce the residual much below the level c (2) , the method does not need to reach the number of iterations corresponding to the grade.
We see that the residual estimate from Theorem 4.4 is realistic in Example 4.5, but in many cases it may be a gross overestimate of the actual convergence. Indeed, the result only exploits the Krylov decomposition (4.8), and therefore any approximation space whose basis satisfies this type of equation for k = m * could be used to obtain the bound in Theorem 4.4. A fundamental property of Krylov subspaces, that has not been employed so far, is that there is an underlying polynomial approximation taking place; this will be explored in the next section. 
We denote by P k the set of polynomials p of degree not greater than k and such that p(0) = 1. We also recall that k iterations of GMRES generate an approximate solution d k for Bd = c with d k ∈ K k (B, c) (for a zero initial guess) by minimizing the residual r k = c − Bd k [37] . In terms of polynomials, this implies that r k = p k (B)c where p k = arg min p∈P k p(B)c ; p k is called the GMRES residual polynomial.
The following theorem provides a bound of the GMRES residual when the spectra of L 1 and L 2 are well separated, and the magnitude of c (2) is small compared with that of the whole vector c, as is the case in our setting. The proof is in the spirit of that in [10] . Theorem 4.6. Let m * be the grade of L 1 with respect to Y * 1 c. Assume k iterations of GMRES have been performed on Bd = c, and let r k be the corresponding residual. Let ∆ 2 be a circle centered at the origin and having radius ρ, enclosing all eigenvalues of ii
with L 2 z = c (2) after j iterations, where ϕ j ∈ P j , so that s 2) . Then 
To evaluate the last term we use the Cauchy integral representation. From φ k (L 2 )c
, the first result follows.
For k ≥ m * , we select the polynomial p k (z) = q m * (z)ϕ j (z), where q m * is the grade polynomial, namely it satisfies q m * (L 1 )Y *
Once again, using the Cauchy integral representation,
(1 − z θ i ), the result follows.
A few comments are in order before we proceed with some examples. Assuming that m * n, Theorem 4.6(i) shows that the behavior of the first few iterations of GMRES is driven by the convergence of the reduced system L 1 d
(1) = Y * 1 c through the quantity s . During these iterations, the noise-related part of the problem may affect the bound on r k with the quantities X 2 and τ if B is non-normal, otherwise the first term s (1) k dominates. Such non-normality reveals itself in two different ways: a) The quantity τ may be large if the second diagonal block L 2 is very non-normal, so that its resolvent norm may be large even for z not too close to the spectrum; b) Due to (4.7), P and thus X 2 may be large if L 1 and L 2 are not well separated, in terms of sep function, while the norm of the "coupling" matrix G is sizable. If G = 0, then X 2 has orthonormal columns and only the non-normality of L 2 plays a role in the balance between the two terms in (4.16).
For k sufficiently large, we expect that s
(1) k will become smaller than the second term in (4.16), so that the second term X 2 γ k τ will start to dominate. For k > m * (item (ii) in Theorem 4.6), the first term is zero, so that a bound based on the system in L 2 may be obtained, as in (4.17) . We also remark that this second bound considerably differs from that obtained in Theorem 4.4, which was stated for k = m * .
We also need to comment on the expected size of τ and γ k . The quantity τ collects information on the non-normality of L 2 , and on the size of the data perturbation. We already mentioned the role of the transfer function norm, which appears as (zI − 2) . Therefore, the size of the noise-related data, c (2) , may be amplified significantly on a non-normal problem. On the other hand, the radius ρ also plays a role. We recall that (zI − L 2 )
where F(L 2 ) is the field of values 7 of L 2 . Therefore, the circle ∆ 2 may be set to be sufficiently far from F(L 2 ) (see Figure 4. 3), so that (zI − Theorem 4.4 gives good estimates only when L 2 is very small and L 1 is wellconditioned, which is the case when a good, singular preconditioner is used for an illposed problem. On the other hand, the improved result in Theorem 4.6 can be applied to estimate the behavior of GMRES applied directly (i.e. without preconditioner) to an ill-posed problem. We perturb the exact right-hand side b e as b = b e + εp, with p having normally distributed random entries and p = 1. With the explicit Schur decomposition of the matrix, we take as L 1 the portion of B corresponding to the largest six eigenvalues in absolute value (that is m * = 6), down to λ 6 = −2.4529 · 10 −9 ; for this choice we have G = 2.29 · 10 −5 and P = 10.02. This choice of L 1 was used to ensure that there is a sufficiently large gap between L 1 and L 2 , while still being able to assume that L 2 is mainly noise. Note that since all relevant eigenvalues are simple, m * = m for this example. We then take a circle of radius ρ = 2 · 10 −9 < dist(spec(L 1 ), 0). We compute the invariant subspace basis [X 1 , X 2 ] as in (4.6), where P was obtained by solving the associated Sylvester equation. We note that for ε = 10 −7 we have 7 The field of values of an n × n matrix L is defined as F (L) = {z * Lz : z ∈ C n , z = 1}.
Y * 1 c = 1 and Y * 2 c = 6.7 · 10 −7 , while for ε = 10 −5 we obtain Y * 2 c = 6.49 · 10 −5 ; all these are consistent with the used perturbation ε. Table 4 .1 reports some key quantities in the bound of Theorem 4.6 for a few values of ε at different stages of the GMRES convergence. For k < m * = 6 we see that the two addends of the bound in (4.16) perform as expected: s (1) k dominates for the first few iterations, after which the second term leads the bound, providing a quite good estimate of the true residual norm, r k . A larger perturbation ε makes this dominance effect more visible at an earlier stage. We consider m * = 7, giving G = 6.4357 · 10 −3 and P = 1.48, and we chose ρ = 2 · 10 Table 4 .2 reports some key quantities in the bound of Theorem 4.6 for a few values of ε at different stages of the GMRES convergence.
The digits in the table fully confirm what we found in the previous example, although here the addend carrying the perturbation is less dominant in the early phase of the convergence history.
Since L −1 1 L 2 ≈ 0.061, we see that Theorem 4.4 would give a much worse residual estimate for this example, where the eigenvalues are not so well separated as in Example 4.5.
Estimating the error.
In this section we derive two error estimates. The first one is a standard estimate for ill-posed problems that is used in the literature to demonstrate continuous dependence on the data for a regularization method (especially when the problem is formulated in function spaces). In the second one we estimate the error due to the approximate solution of the least squares problem (4.1).
Error Estimate for the Singularly Preconditioned Problem. Assume that A ∈ C
n×n is a matrix corresponding to a compact operator, i.e. an illconditioned matrix obtained by discretizing an ill-posed problem. Consider the linear system of equations Ax = b, where b = b e +η, where b e is an exact right hand side, and η is a noise vector, which is assumed to be small in norm. For simplicity we assume 
To estimate x e − x m we first introduce the generalized SVD (GSVD) [41, 33] of A −1 and M † m ,
where Ω = diag(ω 1 , . . . , ω n ) with ω 1 ≥ ω 2 ≥ · · · ≥ ω n > 0, and Λ = diag(λ 1 , . . . , λ n ), with λ 1 , . . . , λ m > 0 and λ m+1 = . . . = λ n = 0. The matrices P and Q are unitary, while Z is only non-singular. Proposition 5.1. With the notation defined above, we can estimate
Ifŷ denotes any least squares solution of (4.1), andx = M † mŷ , thenx = x m . Proof. Let Λ m = diag(λ 1 , . . . , λ m ). It is straightforward to show that
where Ω m = diag(ω 1 , ω 2 , . . . , ω m ). It follows immediately that
where S is defined by (5.3). We can now estimate
. 8 Note that in the context of ill-posed problem the inverse A −1 makes sense only in connection with exact data, cf. [14, Chapter 3] . 9 Recall from Section 3 that M † m approximates the low-frequency part of A −1 .
For the first term we use b e = Ax e and (5.5) and get x e − M † m (AM † m ) + b e = Sx e , from which the error bound follows.
For the second part of the proposition, partition Q = (Q 1 Q 2 ), where Q 1 ∈ C n×m . Then from (5.4) we see that the columns of Q 2 form a unitary basis for the nullspace of AM † m . Then assume that our solver does not give the exact minimum norm least squares solution of (4.1) but also has a component in the null-space, i.e. we havê y = AM † m 
In the non-ideal case, the better the rank-m preconditioner M = QΛZ −1 approximates A in some sense, the closer the decomposition of A corresponding to (5.1) is to the SVD, and the closer Z is to the matrix V in the SVD of A. Therefore, for a good preconditioner the matrix S in (5.3) is a projection onto the low frequency part of the solution. Thus the estimate (5.2), and its worst case version,
are analogous to those in the proofs of Proposition 3.7 and Theorem 3.26 in [14] , where with an assumption about the smoothness of the exact solution x and with a suitable regularization parameter choice rule (e. g. the discrepancy principle), continuous dependence on the data ( b − b e ) is proved.
The GMRES approximation error.
The GMRES algorithm delivers a monotonically non-increasing residual norm r = b − Ax m = c − Bd , and we have shown that under certain spectral hypotheses on B, this norm can be sufficiently small. We will now consider (4.1) and discuss the error in the solution approximation that arises due to the fact that we do not solve that least squares problem exactly. We will assume 10 that rank(AM † m ) = m, which implies that the Schur decomposition is
The least squares problem (4.2) can then be written
which, due to the nonsingularity of L 1 , is equivalent to the underdetermined system 
where 
from which the result follows.
In our numerical experiments we have observed that GMRES applied to (4.2) can produce approximate solutions y such that r
(1) = B 1 y−c (1) By−c = r . In actual large-scale computations we do not have access to the Schur decomposition 11 , so we cannot obtain r (1) . However, consider the quantity
Since we have assumed that L 2 L 1 , we see that the occurrence that B * r r gives an indication that r (1) is considerably smaller that r . Indeed, for
, from which the assertion follows. The same is true if A * s s , where s = b − Ax, since A * s = B * r . Residuals and this estimate are illustrated in Figure 6 .8. In light of these considerations, (and in cases when the computation of A * s is not prohibitively expensive) we would like to encourage monitoring A * s during the GMRES iterations as a companion of a stopping criterion based on the discrepancy principle.
By combining the estimates in Proposition 5.1 and Theorem 5.2 we get an estimate for the total error x e −x m . Assuming that M is a good low-rank approximation of A, the pseudoinverse of the preconditioned matrix, (AM † m ) + , is small in norm. Furthermore, since M † m is an approximate solution operator for the ill-posed problem, M † m is only as large as is needed for obtaining a reasonable regularized solution. Normally when an iterative solver is used for an ill-posed problem, it is the number of iterations that acts as regularization parameter. However, here the error estimates show that the regularization is mainly due to the preconditioner.
6. Numerical Examples. In this section we solve numerically four ill-posed problems. Perturbations to the data were added to illustrate the sensitivity of the solution to noise (cf. Proposition 5.1), and to also simulate measurement errors that occur in real applications. The first two examples are small, and are chosen to illustrate different aspects of the theory. The last two are problems where the use of singular preconditioners is particularly useful: to our knowledge there are no papers in the literature describing the solution of ill-posed problems with variable coefficient PDE's in two or three space dimensions. The singular values and the eigenvalues of the matrix K of dimension n = 200 are illustrated in Figure 6 .1. Clearly K is numerically singular. However, it is not easy to decide about its numerical rank. No matter what value, between 2 and 11, of the dimension of L 1 in the ordered Schur decomposition we choose, the smallest singular value of L 1 is much smaller than the norm of G.
We added a normally distributed perturbation to the right-hand side, and performed 10 GMRES steps. In Figures 6.3 and 6.4 we illustrate the approximate solution at iterations 2-5. For comparison we also show the solution using Tikhonov regularization, min f { Kf − g pert 2 + µ 2 Lf 2 }, where L was a discrete first derivative. The value of the regularization parameter was chosen according to the discrepancy principle: it was successively halved until the least squares residual was smaller than a tolerance, see below.
In Figure 6 .2 we give the relative residual and the relative error for the GMRES iterations. Clearly the residual stagnates after 3 steps, and the solution starts to diverge after 4. This is also seen in Figures 6.3-6 .4. The discrepancy principle is used as stopping criterion. The data error is g − g pert / g ≈ 3.5 · 10 −5 . If we choose m = 4, then c (2) ≈ 10 −4 . The iterations are stopped when the relative norm of the residual is smaller than 7 · 10 −5 . In Figure 6 .2 we mark when the stopping criterion 
A Preconditioned Ill-Posed Problem.
In this example we solve numerically a Cauchy problem for a parabolic PDE in the unit square (we will refer to it as Cauchy-1D). The purpose is not to propose a method for solving an ill-posed problem in one space dimension (because there are other, simpler methods for that), but to analyze numerically and illustrate why the preconditioned GMRES method works for the corresponding problem in two space dimensions. We also report comparisons with the circulant preconditioners mentioned in Section 3.
The Cauchy problem is 4) where the parabolic equation has a variable coefficient
The solution f (t) = u(0, t) is sought. This problem, which we call the sideways heat equation, is severely ill-posed, see, e.g., [4, 11, 12] . It can be written as a Volterra integral equation of the first kind,
The kernel k(t) is not known explicitly in the case of a variable coefficient α(x). We compute it by solving (using Matlab's stiff solver ode23s) a well-posed problem (6.1)-(6.3) and as boundary values at x = 0 an approximate Dirac delta function at t = 0. The integral equation (6.5) is then discretized giving a linear system of equations Kf = g, of dimension n = 200, where K is a lower triangular Toeplitz matrix, illustrated in Figure 6 .5. To construct the data we selected a solution f , solved (6.1)-(6.3) with boundary values u(0, t) = f (t) using Matlab's ode23s. The data vector g was then obtained by evaluating the solution at x = 1. To simulate measurement errors we added a normally distributed perturbation such that g pert −g / g = 10 −2 . As the diagonal of K is equal to zero, this is an eigenvalue of multiplicity 200, and the assumptions of Section 4 are not satisfied. Therefore it is not surprising that such linear system cannot be solved by GMRES, see [ On the other hand, for this problem the initial decay rate of the singular values is relatively slow, see Figure 6 .5, and therefore it should be possible to solve approximately a regularized version of the system Kf = g. To this end we precondition the linear system by a problem with a constant coefficient α 0 = 1.5. The kernel functions are given in Figure 6 and c (2) ≈ 0.0066. Thus in this example the data perturbation is larger than c (2) .
We applied 15 GMRES iterations to the preconditioned system. The relative error is given in Figure 6 .7(left) (for the relative residual, cf. Figure 4. 2). The numerical solution after 4 steps is illustrated in Figure 6 .7(right), where, for comparison, we also show the solution using Tikhonov regularization, implemented as in the previous example. It is seen that the two approximate solutions have comparable accuracy.
The stopping criterion (with a fudge factor of 1.1) was satisfied after 4 GMRES steps. From the left plot of Figure 6 .7 we see that the solution accuracy does not deteriorate as the iterations proceed, cf. the last paragraph of Section 5.2.
In Figure 6 .8 we demonstrate that r (1) is well approximated by B * r , and that this part of residual is much smaller than the overall residual r . Here we illustrate 25 GMRES steps to show that after 20 steps the residual for the first part of the system is of the order of the machine precision. Due to the shift-invariance of the kernel in the integral equation (6.5) , the coefficient matrix has Toeplitz structure, and can be preconditioned by a circulant matrix. Therefore, in addition to the preconditioner described in this section, we also made some experiments with the Strang preconditioner [40] , as in the discussion in Section 3. We computed the eigenvalue decomposition (3.1) of the circulant matrix (by FFT), and retained only the 20 largest eigenvalues, thereby obtaining a singular preconditioner of rank 20 (cf. (3.3) ). As a comparison we also used the non-singular preconditioner (3.2). After 5 GMRES steps the results for both preconditioners were virtually indistinguishable from those reported earlier in this section.
6.3. A Preconditioned 2D Ill-Posed Elliptic Problem. It is in the numerical solution of Cauchy problems for PDEs with variable coefficients in two or more space dimensions that the application of a singular preconditioner is particularly interesting. The following elliptic Cauchy problem is severely ill-posed. where u(x, 1) = f (x) is sought from the Cauchy data at the boundary y = 0. The coefficients are α(x) = 1, γ = 2, and
We generated a solution f (x), see Figure 6 .10, and computed that data function g(x) by solving the well-posed elliptic equation with boundary data u(x, 1) = f (x) and u y (x, 0) = 0. Due to the relatively sharp gradients at the ends of the interval and the constant behavior at the middle, the Cauchy problem becomes difficult in the sense that the solution cannot be well represented by a low-rank approximation. We added zero-mean normally distributed noise such that the data perturbation was g − g pert / g ≈ 1.8 · 10 −3 . We discretized the problem using finite differences, with 100 unknowns in each dimension.
Had the coefficient β(y) been constant, we could have solved (6.6) approximately using an obvious extension of the Krylov-based method in [13] . In that method applied to the Cauchy problem with β(y) = β 0 a low-rank approximation is computed using a basis of a Krylov space for the operator L −1 , where L = (α(x)u x ) x + γu x , and approximate evaluation of the solution as f 0 = cosh(1/β 0 L m )g, with β 0 equal to the mean value of β(y) over the interval, and where cosh(1/β 0 L m ) denotes a rank-m approximation of cosh(1/β 0 L). We here used that approximate method as preconditioner, where the rank was determined as large as possible without obtaining an unstable solution (i.e. a solution with large oscillations). The rank was chosen equal to nine. Note that to compute the action of the preconditioning operator to a vector, it is only required to solve a number of well-posed non-selfadjoint 1D elliptic problems (in this case 15). For a more detailed description of the preconditioner, see [13] .
The preconditioned problem that we solved by GMRES was
where the action of A to a vector v is equivalent to solving the well-posed problem (6.6) of dimension 10000 , with u(1, x) = v(x) replacing u(x, 0) = g(x). We performed a small number of iterations (our theory in the preceding section indicates that at most nine iterations are needed). As stopping criterion we used the discrepancy principle. In Figure 6 .9 we plot the relative residual. The stopping criterion with a fudge factor of 1.2 was first satisfied after three iterations.
The approximate solution after three steps is illustrated in the left plot of Figure  6 .10. The "visual quality" of the solution was almost the same with three to six steps. In Figure 6 .10(left) we also give the approximate solution produced using only the preconditioner of rank nine as solution operator.
Unpreconditioned GMRES exhibited the typical semi-convergence behavior of an iterative method applied to an ill-posed problem. The smallest error was obtained after five steps, with approximate solution illustrated in Figure 6 .10 (right).
In this problem the linear operator is only implicitly given, hence it is not straightforward to give a measure of the non-selfadjointness. On the other hand the nonselfadjointness is reflected in the Hessenberg matrix H k occurring in GMRES. Thus for the unpreconditioned iteration, we defineH 10 as the 10 × 10 leading submatrix of H k , for k ≥ 10. Then we had H 10 −H T 10 / H 10 ≈ 0.42. The approach of this example can be employed for more general operators. Assuming that L is a 2D elliptic operator (selfadjoint or non-selfadjoint), our methodology can be used to solve 3D elliptic Cauchy problems for equations of the type
with variable coefficient d(z) and cylindrical geometry with respect to z.
6.4. A Preconditioned 2D Ill-Posed Parabolic Problem. Here we consider the problem u t = (α(x)u x ) x + (β(y)u y ) y , 0 < x < 1, 0 < y < 1, 0 ≤ t ≤ 1, u(x, y, 0) = 0, 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, u(x, 0, t) = u(x, 1, t) = 0, 0 ≤ x ≤ 1, 0 ≤ t ≤ 1, u(1, y, t) = g(y, t), 0 ≤ y ≤ 1, 0 ≤ t ≤ 1, u x (1, y, t) = 0, 0 ≤ y ≤ 1, 0 ≤ t ≤ 1,
where u(0, y, t) = f (y, t) is sought from the Cauchy data at the boundary x = 1, and α(x) = 2.5, 0 ≤ x ≤ 0.5, 1.5, 0.5 < x ≤ 1, , β(y) = 0.75, 0 ≤ y ≤ 0.5, 1.25 0.5 < y ≤ 1.
The solution is taken to be f (y, t) = exp 4 − 1 y(1 − y) exp 4 − 1 t (1 − t) .
An approximate data function g was computed by replacing the condition u(1, y, t) = g(y, t) in (6.7) by u(0, y, t) = f (y, t), which gives a well-posed problem. After finite difference discretization with respect to x and y and 50 unknowns in each dimension, this problem can be considered as a stiff system of ordinary differential equations of dimension 2500, and is solved using Matlab's ode23s. The Cauchy data are then obtained by evaluating the solution at x = 1. Due to the uni-modal nature of the exact solution, cf. Figure 6 .12, the problem might seem easy to solve. However, the fact that the solution is close to zero in a relatively large region along the border of the unit square, makes it difficult to expand it using a small number of sine functions (as are used in the preconditioner).
A discretization of the problem would give a linear system Kf = g. Since we discretize with n = 50 equidistant points in both the y and t directions that matrix would have dimension 2500. However, due to the variable coefficients, we cannot compute the matrix; instead, when in GMRES we multiply a vector by K we solve a parabolic equation in a similar way as we computed the data g, but here we used the Crank-Nicholson method with step size 1/50.
The preconditioner is based on the approximation of the differential operator by a corresponding one with constant coefficients (average values). Then, since the geometry is rectangular, separation of variables can be applied, and a semi-analytic solution formula can be applied (see [36] ) involving an expansion in Fourier (sine) series. It is the truncation of this series that leads to a singular preconditioner M † m , whose rank is equal to nq, where q is the number of terms in the series. Each term in the series involves, in addition, the solution of a 1D ill-posed Cauchy problem, using Tikhonov regularization. The preconditioner is discussed in detail in [35] . In our numerical experiment the data perturbation was g − g pert / g = 3.6 · 10 −3 , the preconditioner regularization parameter was 0.06, and q = 6.
In Figure 6 .11 we plot the relative residual and the relative error. Note that, as in the previous examples, the solution accuracy is not sensitive to the exact choice of the stopping criterion. The approximate solution after the 9th iteration, when the relative residual was first smaller than 3.6 · 10 −3 , is shown in Figure 6 .12.
7. Conclusions. The main contributions of the present paper are the following. We give an eigenvalue-based analysis of the use of GMRES for almost singular linear systems of equations, where the eigenvalues are well separated and clustered. This gives a theoretical and algorithmic basis for the use of singular preconditioners for non-selfadjoint ill-posed problems. The GMRES method is used here and in [35] to solve Cauchy problems for parabolic and elliptic equations with variable coefficients, with a singular (low-rank) preconditioner based on a corresponding problem with constant coefficients.
The case of "ill-determined numerical rank" (where there is no distinct eigenvalue gap) is also treated. It is shown that in both cases a stopping criterion based on the discrepancy principle will give a numerical solution that is as good an approximation as is admissible, given the problem properties and the noise level.
The fact that GMRES with a singular preconditioner can be efficiently applied opens new possibilities in the numerical solution of ill-posed problems in two and three space dimensions, selfadjoint or non-selfadjoint, linear or non-linear. As soon as a nearby linear ill-posed problem has a fast solver that can be regularized by cutting off high frequencies 12 , that solver can be used as preconditioner. Thus, in each step a well-posed problem with variable coefficients is solved, and a fast, regularized solver is applied. With a good preconditioner only a small number of Krylov steps will be required.
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