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Abstract 
 
Quantum cascade lasers (QCLs) have been the common mid-infrared sources because 
of their high output power and agile wavelength range owing to the intersubband 
transitions. Previous research on QCLs shows that the instability and dynamic 
behaviors are more complicated than conventional semiconductor lasers due to 
interaction among various intracavity effects, such as material nonlinearities, unique 
gain and dispersions. Group velocity dispersion (GVD) plays an important role in the 
study of QCLs because of its effects on pulse spectrum in both unsaturation and 
saturation regime. To investigate the effect of group velocity dispersion in QCLs, both 
instability analysis and time-domain numerical simulation are presented in this thesis. 
A model that accounts for GVD effect and a background saturable absorber is 
developed based on Maxwell-Bloch equations. Stability analysis of a ring cavity QCL 
is performed through the linearization of dynamic equations. Depending on the results 
of stability analysis, the numerical simulation for time-domain pulse progression 
based on the split-step method is demonstrated. It is found that the instabilities of 
QCL with GVD are highly related to the pumping strengths, and stronger saturable 
absorber effect tends to make the system more stable. Numerical simulations show 
that Rabi side modes are enhanced by saturable absorber effect and pumping strength; 
GVD effect lowers the intensity of stable pulses and shrinks the pulse width. The 
split-step method successfully combines nonlinear and linear effects in the dynamic 
equations and finally leads to stable results. 
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CHARPER 1 
Introduction 
 
1.1 Overview of Quantum Cascade Lasers 
Quantum cascade lasers (QCLs) are semiconductor lasers in which the light is 
emitted based on intersubband transitions from semiconductor quantum wells. The 
first QCL is invented in 1994 by J. Faist et al. operating at cryogenic temperatures [1]. 
Since then this type of lasers have been developed tremendously because of its 
excellent design potential arising from the “band-gap engineering” related to 
intersubband transitions. The structure of a QCL includes alternating wells and 
barriers with number 500-1,000, providing a large flexibility for design (Fig. 1-1) [2]. 
Unlike conventional semiconductor lasers, the emission of photons is based on 
electronic intersubband transitions (within those injectors and active regions) instead 
of electron-hole recombinations [3]. This feature and the band-offsets of available 
semiconductor materials also make QCLs mostly work in terahertz (THz), 
mid-infrared (MIR) and far-infrared (FIR) regions. Now after 20 years from the first 
demonstration, QCLs operate in a considerably wide wavelength range from 2.6 to 
400 μm [4], and can be realized in single or multiple mode, pulsed or continuous 
mode. So far, room temperature operation and high output power have been achieved 
for MIR QCLs. At room temperature the continuous wave (CW) power of ~200 W [2] 
and pulse power of several watts [3] have been demonstrated. In addition, MIR QCLs 
are often concomitant with a low-threshold current density [2]. Owing to these 
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advantages QCLs have become very important sources of stable mid-infrared pulses, 
which are desired in various applications such as high-sensitivity trace gas detection, 
free-space communications and infrared countermeasures [2] [5]. QCLs have also 
been used in plasma process monitoring and control [6]. 
 
Fig. 1-1. Basic structure of a QCL. a. Photograph of a laser bar with four QCLs 
(left) and scanning electron microscopy image of the front facet of a QCL (right). 
b. High-resolution transmission electron microscopy image of a QCL, showing 
four periods of active regions and injectors (from Ref. 2). 
Figure 1-1 shows the photographs of a typical QCL. These layers in a QCL are 
often grown with InGaAs/AlInAs heterojunction material system lattice matched to 
InP [1]. Other types also include AlGaAs/GaAs [7] and InAs/AlSb [8]. Consisting of 
nanometer-thick layers like above, the active regions and injectors appear alternately 
(i.e. one by one) in QCLs. Active regions with quantized electron motion are 
responsible for supplying the discrete energy states [9], photon transitions will then 
occur between these energy states within conduction band. The injectors however 
inject electrons to their adjacent active regions. Note that in QCLs an electron after 
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emitting a laser photon still remains in the conduction band, which means it can be 
reused through being injected into an adjacent active region. Then the electron emits 
another photon, and then collected by injectors, and so on. Hence one active region 
and one injector form a structure called stage, by adjusting an appropriate bias, the 
stages can be cascaded as an energy staircase in which photons are emitted at each of 
the steps [9]. The number of photons one electron can emit during traveling through 
the QWs is equal to the number of cascaded stages, which is the reason why QCLs are 
able to achieve higher emission power. This design of cascaded stages also makes 
QCLs essentially different from conventional semiconductor lasers, in which 
electrons and holes are annihilated after emitting photons. The number of stages for 
QCLs to work in mid-infrared spectrum ranges from 20 to 100 typically [10].  
There are two common techniques of growing the periodic layers in QCLs 
mentioned above: molecular beam epitaxy (MBE) [11] and metal organic chemical 
vapor deposition (MOCVD) [12-13]. MBE is a crystal growth technique which 
deposits materials down to single layers of atoms. With the help of computers 
thickness of each layer can be precisely controlled. Therefore one can design an 
energy-level difference that leads to a desired emitted wavelength by adjusting the 
width and shapes [9]. The first QCL was fabricated by MBE [1] and MBE is still the 
most popular growth technique for multiple quantum wells. Compared to MBE 
technique, MOCVD has a faster growth rate and easier variation of composition [14], 
which makes it more preferred for economical mass productions. Unlike MBE which 
deposits crystals physically, MOCVD is a chemical vapor deposition method of 
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growing crystalline layers. In MOCVD the chemicals are vaporized to ultra-pure 
gases and then injected to reactors. Then the critical chemical reactions take place that 
finely dose the gases to deposit very thin layers of atoms. Ref. 12 and 13 show the 
examples of QCLs grown by MOCVD technique. Although it has lots of advantages, 
MOCVD still needs to be improved in obtaining thinner barriers and better control of 
interface abruptness [9], which is desired in the fabrication of long wavelength QCLs. 
A typical QCL emitting diagram is shown in Figure 1-2 [15], in which the 
downward arrows denote the lasing transition. In this case the active region consists 
of three strongly coupled QWs. Electrons in ground state are rapidly injected from 
injectors to the active regions and turned into the upper state which is level 3. This 
boost is generated by the QW between injectors and active regions. Simulated laser 
emission then occurs relying on the transition from level 3 to level 2, which means the 
electron population in state 3 must exceed that in state 2. In order to achieve desired 
population inversion for lasing, the relaxation time for the transition from state 3 to 
state 2 has to exceed the electron’s lifetime in state 2, which requires electrons must 
be extracted from state 2 as rapidly as they are injected.  
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Fig. 1-2. The laser transition is indicated by the arrow between levels 3 and 2. 
The layer thicknesses in nanometers of one period of active material and injector 
are, from right to left starting from the injection barrier: 
3.8/2.1/1.2/6.5/1.2/5.3/2.3/4.0/1.1/3.6/1.2/3.2/1.2/3.0/1.6/3.0. The underlined 
layers are n-type doped. The barriers are indicated in bold symbols; italic style 
shows the injector region. The applied electric field is 65 kV cm-1 (from Ref. 15). 
 
This fast depopulation is achieved by designing longitudinal optical (LO) photon 
scattering from level 2 to level 1, which is a difference of approximately 35 meV.  
In practice the above three level structure can be replaced by a superlattice to allow 
large current carrying capabilities [15]. The laser transition then occurs between two 
extended states of superlattice minibands. A so-called bound-to-continuum transition 
also exists in the case of transition between a localized state and an extended 
superlattice state. Besides vertical transitions as shown in Fig. 1-2, the transition can 
also be diagonal, which increases the upper-laser-state life time [15].  
Laser action requires that the material gain overcomes the device losses. The 
material gain coefficient of QCL can be expressed as [16] 
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where 3τ  and 2τ  are the total life time in level 3 and level 2 respectively, 32τ  is the 
relaxation time of transition from 3 to 2, 32z  is the matrix dipole moment for 3-2 
transition, efn  is the effective refractive index at wavelength λ , pL  is the 
thickness of one active region and injector, 0e  is the vacuum dielectric constant, e is 
elementary charge, and 322g  is the full width at half maximum of the luminescence 
spectrum.  
There are two main losses [15] in QCL: one is the non-resonant free-carrier 
losses in the waveguide, wα , typically calculated with a Drude model; the other one 
is mirror losses, mα , calculated by ( )1/ ln( )m L Rα = , where R is the mirror 
reflectivity. 
The threshold current density thJ  is then given by [15] 
 m wg
α α+
Γ
                           (1-2) 
where Γ  is the confinement factor with a typical order of 0.5.  
For the QCL in Fig. 1-2, the losses can be estimated [15] as 15.1m cmα
−=  and 
119w cmα
−= , leading to a threshold current density of 21.6 /thJ kA cm= . This reflects 
one of the main limitations of QCLs, i.e. high threshold and operating currents.  
 
1.2 Dynamic Behaviors of QCLs 
In addition to the conventional nonlinearities of semiconductor lasers, the 
dynamics of QCL is also affected by its typical ultrafast gain recovery and carrier 
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lifetime (on the order of picoseconds) due to the intersubband transitions discussed 
before. The combination of optical nonlinearities and ultrafast dynamics makes it 
much more complicated and interesting to analyze the behaviors of QCL.  
Self-Mode-Locking (SML) is the technique normally used to generate 
picosecond and femtosecond duration laser pulses in traditional semiconductor lasers. 
In semiconductor lasers SML is commonly achieved by saturable absorber (SA) effect 
that originates from the Kerr nonlinearity [17]. In the case of Kerr nonlinearity 
presents, the refractive index can be approximated by 0 2n n n I= + , where 0n  is the 
linear refractive index, 2n  is the nonlinear refractive index, and I  is the light 
intensity in medium. With 2n  be positive, any pulse propagating in Kerr nonlinear 
medium will have a highest refractive index in the peak since the intensity is highest, 
in both transverse and longitudinal directions. In the transverse direction, this leads to 
an increase of beam confinement at the center and a narrower beam diameter, which 
induces decreased waveguide loss [9]. This kind of decreasing optical loss with 
increasing intensity is the saturable absorber effect mentioned above, it is hence 
sometimes called transverse Kerr effect. Along with saturable absorber effect, Kerr 
nonlinearity also causes the longitudinal Kerr effect, which induces 
self-phase-modulation (SPM) of lasers. SPM is known that can broaden the frequency 
spectrum and concurrently shorten the pulse duration [17]. With the saturable 
absorber stabilizes the mode-locked pulses and SPM shapes the pulse as chirped and 
further compresses the pulse [9], one can achieve short laser pulses in Kerr medium.  
Ref. 18 reported the generation of picosecond self-mode-locked pulses from 
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MIR QCLs at the cavity round-trip frequency. The pulses generated in a 3.5-mm-long 
8-μm QCL at 80K are shown in Fig. 1-3, as well as a photocurrent that is sharp 
feature centered at the laser round-trip frequency.  
 
Fig. 1-3. Optical spectra of QCL with different biases. Inset: Microwave 
spectrum of the photocurrent generated by the same laser (from Ref.18). 
The SML in transverse directions are essentially related to saturable absorber 
caused by Kerr nonlinearity. An extremely broad multimode spectrum is also 
observed in Fig. 1-3, this large frequency broadening was interpreted by SPM theory 
in their work. However later studies on ultrashort pulses generation of QCLs show 
that the SML is actually not dominated by saturable absorber [19] like conventional 
lasers due to the ultrafast gain recovery. Instead a coherent 
Risken-Nummedal-Graham-Haken (RNGH)[20] [21] like instability is proposed for 
the mode locking. For instance, in Ref. 22 the optical spectrum of a 3 μm wide QCL 
emitting at 8.38 μm is presented as shown in Fig. 1-4. The threshold of the instability 
j  is can be just a few tens percent larger than the laser threshold thj  discussed 
before. And Fig. 1-5 illustrated that the separation between the two sidebands is about 
twice the Rabi frequency. These behaviors are similar to coherent RNGH instability. 
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As mentioned before, this property is caused by fast gain recovery of QCL, which 
eliminates relaxation oscillations in the transient response. With intensity getting 
larger the Rabi frequency is faster than the dephasing rate the electron transition is 
strongly coherent [9].  
 
Fig. 1-4. Optical spectra vs. pumping ratio ( / thj j ) above threshold obtained at 
300K (from Ref.22). 
 
Fig. 1-5. Spectral splitting and twice the Rabi frequency vs. square root of output 
power collected from a single laser facet (from Ref.22). 
Here Rabi frequency is the frequency in which oscillation occurs in a QCL 
system. In QCL this sort of RNGH like instability has two main differences from the 
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original instability, one is lower instability threshold, and the other one is the missing 
central mode. Saturable absorber effect, however, is responsible for the lower 
threshold in this case. The missing of central mode may be caused by the combination 
of saturable absorber and spatial hole burning (SHB). In Ref. 23 a model that can 
account for coherent phenomena, a saturable absorber and SHB is developed for 
multimode regimes in QCLs. Their theoretical work on SHB agrees with the 
experimental results, and concludes that inclusion of SHB generates expected spectra 
which is missing central mode.  
 
1.3 Motivations 
Besides the nonlinearities in laser medium, dispersive effects also affect the 
spectrum and pulse shape since QCLs are generating short pulses. Group velocity 
dispersion (GVD) is just an important one due to its effects on pulse spectrum in both 
unsaturation and saturation regime [24]. For QCLs it is even more interesting since 
the combination of Kerr nonlinearity and gain dispersion in lasing medium [25]. The 
GVD in QCLs is embedded in the same structure with Kerr nonlinearity, and both of 
them originate from the intersubband transitions between quantum wells. There has 
been some work on the effects of GVD. A time domain upconversion measurements 
of GVD in an active mid-infrared QCL is presented in [26]. It is shown that the 
estimated total GVD is in the negative dispersion regime and a maximum β2 ~ -4.6 × 
10-6 ps2/μm is observed at the 5 μm peak gain transition [26]. Ref. 27 reports 
self-induced transparency (SIT) modelocking of QCLs under GVD and saturable 
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absorber can be obtained with their magnitudes below critical limits. The effects of 
GVD on the stability of QCLs for Fabry-Perot QCLs are also investigated in [28]. 
However there has not been the investigation into the effects of GVD and saturable 
absorber on the pulse propagation for QCLs. In this thesis, we are trying to perform a 
complete simulation on stability and pulse progress of MIR QCLs by accounting for 
both GVD and saturable absorber effect. To avoid the complexity brought by the SHB 
effect, we will build our model based on ring-cavity QCLs instead of Fabry-Perot 
cavity. Our work is organized as follows: in Chapter 2 a detailed stability analysis of 
QCL including a saturable absorber and GVD is demonstrated and the results are 
discussed; Chapter 3 presents numerical simulations based on stability analysis using 
split-step method; Chapter 4 provides the conclusion and discusses future 
recommendations.  
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CHARPER 2 
Stability Analysis of Ring-QCLs with Group Velocity 
Dispersion and Saturable Absorber Effect 
 
2.1 Background 
Linear stability analysis is often used to investigate whether a system becomes 
stable when time approaching infinity. The stability analysis of Fabry-Perot QCLs has 
been investigated thoroughly in Ref. [28]. In this chapter, we apply the similar 
analysis procedures to ring-cavity QCLs.  
The structure of ring-QCL laser is shown in Figure 2-1, where R indicates the 
reflectivity of a mirror, and arrows denote the light propagation direction. As the name 
indicates, light in a ring-cavity QCL makes a round trip through the cavity. 
 
Fig. 2-1. Light propagation in a ring-cavity QCL. 
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To understand the linear stability analysis principals, consider the following 
time-vary system for example: 
                            
( , )
( , )
x f x y
y g x y
=
=


                           (2-1) 
A steady state ( , )x y  is time independent so that  
                           
( , ) 0
( , ) 0
f x y
g x y
=
=
                           (2-2) 
Consider a small perturbation from the steady state as 
x x u
y y v
= +
= +
                            (2-3) 
where u  and v  are understood to be small. The question of interest becomes that 
whether u  and v  will decay to zero or not with time approaching infinity. If so 
then the system is called to be stable, if not the system is considered unstable. In a 
stable case x  and y  change towards the steady state mentioned above.  
To investigate the change of u  and v , the differential equations of them have 
to be derived. Substituting Eq. (2-3) to Eq. (2-1) we have 
 
( , ) ( , )
( , ) ( , )
u R x y u S x y v
v H x y u Q x y v
= +
= +


                     (2-4) 
,x y  only exist in the coefficients of u  and v  since ( , ) 0f x y =  and ( , ) 0g x y = .  
Rewrite Eq. (2-4) into matrix form 
( , ), ( , )
( , ), ( , )
u R x y S x y u
v H x y Q x y v
     
=     
     


                    (2-5) 
Eq. (2-5) describes the evolution of perturbations u and v, and the matrix is called 
Jacobian matrix of the system at steady state.  
The stability of original system is determined by eigenvalues of Jacobian matrix 
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as follows [29]: if all the eigenvalues of the Jacobian matrix have real parts less than 
zero, then the steady state is stable; if at least one of the eigenvalues has a positive 
real part, then the steady state is unstable; otherwise there is no conclusion.  
The above method of stability analysis is used in the following sections, with some 
modifications based on the actual equations we derive.  
 
2.2 Linear Stability Analysis with Saturable Absorber and GVD 
The model for our work is derived from the Maxwell-Bloch equations [29] in a 
two level gain medium. We consider a ring cavity here, SHB is not presented because 
there are no standing waves in the cavity [23]. The GVD is accounted as a 
second-order term, and a saturable absorber is also included as follows:  
2
2
0 2 2
1 1ˆ( | | )
2 2
E c E EP l E E i
t n z t
g β
 ∂ ∂ ∂
= − − − − − ∂ ∂ ∂ 
              (2-6) 
2
1
2
P PE
t T
σ∂ = − −
∂
                             (2-7) 
0
1 2 1
( * * . .)rl p E P EP c c
t TT T
σ σ∂
= − + + +
∂
                     (2-8) 
where E, P and σ represent the normalized[8] electrical filed, polarization and average 
population inversion in QCL lasing medium respectively. The token * and c.c. in Eq. 
(2-8) represent the complex conjugates. T1 and T2 are the longitudinal and transverse 
relaxation times. 0l  is the linear loss in cavity; gˆ  is often called self-amplitude 
modulation coefficient[11] and expressed as 2 2ˆ /g g µ=  , where g  is the coefficient 
characters the strength of saturable absorber and μ is the transition dipole moment. 
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rp is pumping above lasing threshold. Finally β2 is the GVD coefficient. 
To perform the linearization of the Eq. (2-6)-(2-8), we assume the variables 
contain a steady state value and a small perturbation: 
( , ) ( ) ( , )E z t E z E z tδ= +                         (2-9) 
( , ) ( ) ( , )P z t P z P z tδ= +                        (2-10) 
( , ) ( ) ( , )z t z z tσ σ δσ= +                        (2-11) 
where δ indicates the perturbation. Substituting expression (2-9)-(2-11) to Eq. 
(2-6)-(2-8) induces the steady state equations which have the solutions: 
                        20
2
1 ˆ( )l E
T
σ g= −                           (2-12) 
                       20
1 ˆ( )
2
P l E Eg= − −                          (2-13) 
                     2 20 1 2 0ˆ( )(1 ) rl E TT E l pg− + =                      (2-14) 
and a set of equations with respect to the perturbations: 
           ( )
2
2 2
0 2
1 ˆ3 | |
2 2
in E E EP l E E
c t z t
βδ δ δδ g δ∂ ∂ ∂+ = − − − −
∂ ∂ ∂
           (2-15) 
                   
2
1 ( )
2
P PE E
t T
δ δδσ σδ∂ = − + −
∂
                  (2-16) 
                      
1
2 2E P P E
t T
δσ δσ δ δ∂ = − + +
∂
                   (2-17) 
In order to separate the instabilities on amplitude and phase, we rewrite the 
variables to polar form i.e. ( , ) [ ( ) ( , )]exp[ ( ) ( , )]X z t z z t j z j z tρ δρ θ δθ= + + , where X 
represents E, P or σ, ρ  indicates amplitude, and θ  indicates phase. 
Using approximation 1je jδθ δθ≈ +  and ( , ) ( ) ( , )X z t X z X z tδ= +  one has 
expression 
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                ( )( , ) [ ( , ) ( ) ( , )] j zX z t z t j z z t e θδ δρ ρ δθ= +              (2-18) 
After apply the above expression for E, P and σ, one gets the amplitude stability 
equations 
           ( )
2
2 2
0 2
1 ˆ3 | |
2 2
E E E
P E in l E
c t z t
βδρ δρ δρδρ g δρ∂ ∂ ∂+ = − − − −
∂ ∂ ∂
       (2-19) 
       
2
1 ( )
2
P P
EE
t T
σδρ δρδρ σδρ∂ = − + −
∂
                (2-20) 
                    
1
2 2P EE P
t T
σ σδρ δρ δρ δρ∂ = − + +
∂
                  (2-21) 
and equations indicate phase instabilities 
  ( )
2
2 2
0 2
1 ˆ3 | |
2 2
E E E
E E P P E E Ein l E
c t z t
βδθ δθ δθρ ρ ρ δθ g ρ δθ ρ∂ ∂ ∂+ = − − − −
∂ ∂ ∂  
 (2-22) 
              
2
1 ( )
2
P P
P E E PE
t T
σ σδθ δθρ ρ δθ σ ρ δθ ρ∂ = − + ⋅ −
∂
            (2-23) 
              
1
2 2P P E EE P
t T
σ σ
σ σδθ δθρ ρ ρ δθ ρ δθ∂ = − + +
∂
              (2-24) 
where Eρ  and Eθ  represent amplitude and phase of electrical field respectively, 
same for P and σ. Eq. (2-19)-(2-21) and Eq. (2-22)-(2-24) imply the instabilities of 
amplitude and phase respectively. In next section we present the stability analysis 
based on these two sets of equations.  
 
2.3 Stability Analysis solving Quadratic Eigenvalue Problem 
The stability of the system is determined by the eigenvalues of Eq. (2-19)-(2-21) 
and Eq. (2-22)-(2-24). However the second order term of GVD induces the quadratic 
eigenvalue problem that needs to pay attention to. Quadratic eigenvalue problem 
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degrades to a standard eigenvalue problem if one transforms the second order 
differential equation to a first order differential equation. We take Eq. (2-19)-(2-21) of 
amplitude stability as an example of addressing this problem.  
In detail, an extra variable /E tδρ∂ ∂  is defined so that the equation set can be 
linearized to the matrix form as:  
( )20
2 2 2
2
1
2 2 1 2ˆ3 | | 0
2
1 0 0 0
1 1 10
2 2
10 2 2
E E
E E
P P
n i ii l E
c z
t t
Et
T
P E
T
σ σ
g
δρ δρβ β β
δρ δρ
σ
δρ δρ
δρ δρ
 ∂ + −     ∂ ∂∂     ∂ ∂    ∂     =  − − −∂                −
  
 (2-25) 
The eigenvalues of the matrix in equation (2-25) describe the stability of amplitude. 
Suppose λ is any of the eigenvalues, after some mathematical manipulations we have 
                       ( )( ) ( )
E
Ed z f z
dz
δρ λ δρ=                       (2-26) 
where 
( ) ( )
( )( )
2 22 2 1 2
0 2
1 1 2 2 1 2 1 2
21 ˆ3 | |
2 2 2
T PETTnf i l E
c T TT T TT E TT
β σ
λ λ λ g
λ λ
+
= − − − − +
 + + + 
 (2-27) 
Therefore in a ring cavity with length L there is 
                        ( )( ) (0) f LE EL e λδρ δρ=                     (2-28) 
Because we are considering a ring cavity, where the light propagate to the end then 
start as the initial pulse again. Thus on the two boundaries z=0 and z=L, the electrical 
field is assumed to be the same, that is  
                           (0) ( )E E Lδρ δρ=                         (2-29) 
Substituting Eq. (2-29) to Eq. (2-28) leads to 
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                          ( ) 2k
kf j
L
pλ =                           (2-30) 
where λk are the eigenvalues, and k is any integer number i.e. 0, ±1, ±2, … 
Here each integer number k represents a transverse wave mode with an offset 
frequency Δf from the central frequency 0f , and ( / )f c nL k∆ = , which implies that 
the difference between two adjacent wave modes is the round trip frequency along the 
cavity [28]. The eigenvalues of Eq. (2-25) λk indicate the stabilities of amplitude in 
different modes. For each mode, if the maximum real part of all the eigenvalues is 
negative, the mode is stable; if it is zero, the mode is marginally stable; and if it is 
positive, the mode is unstable [29].  
For the phase instabilities, we derive the equation set (2-31) similarly. It can be 
proved that its eigenvalues are the same with the amplitude one, which is Eq. (2-25). 
Thus the amplitude and phase instabilities can be summarized in one, which is 
presented in section of results and discussions. 
( )20
2 2 2
2
1
2 2 1 2ˆ3 | | 0
2
1 0 0 0
1 1 10
2 2
10 2 2
P
EE E
E EE
P PP P
E P
n i ii l E
c z
t t
Et
T
P E
T
σ
σ σ
σ σ
ρg
β β β ρδθ δθ
δθ δθρ ρσ
δθ δθρ ρ
δθ δθρ ρ
ρ ρ
 ∂ + −  ∂   ∂ ∂      ∂ ∂    ∂    =  − − −∂                − 
   
(2-31) 
2.4 Results and Discussions 
To investigate the GVD in a practical structure, we chose the ~5μm QCL (D3281) 
used in [26] as our prototype of the study. This is an InGaAs/InalAs based QCL 
grown by metal-organic vapor phase epitaxy (MOVPE), we take its measured value 
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of β2 = -4.6 × 10-6 ps2/μm as our base value β0. Since the design of the QCL (wafer 
No. 3251) in [23] is similar, we can adopt the other parameters such as saturable 
absorber coefficient. We take the base value of saturable absorber coefficient as 
γ0=10-9 cm/V2. Other parameters used are listed in table 2-1. 
Quantity  Symbol Value 
Gain recovery time T1 0.5 ps 
Dephasing time T2 0.067 ps 
Linear cavity loss 0l  7 cm-1 
Transition dipole element μ 2.54 nm×e 
Background refractive index n 3.25 
Cavity length L 6 mm 
Table 2-1. The Parameter used in stability analysis. 
As mentioned before, the amplitude and phase instabilities in ring cavity can be 
illustrated as one. We present the stability analysis results with changing pumping 
strengths as well as GVD and saturable absorber in Fig. 2-2, which shows stability 
plot with the presence of GVD and saturable absorber under different pumping 
strengths: (2-2A) 2rp = , (2-2B) 3rp = , (2-2C) 4rp = , (2-2D) 6rp = . All the 
graphs in Fig. 2-2 have the same inset of line definition as that in (2-2A). The 
/ 2δω p represents different frequency offsets from the central frequency, i.e.
/ 2 0δω p =  indicates central frequency itself. These frequencies are determined by 
the number of round trips along the cavity. And parametric gain is the largest real part 
of all eigenvalues of the Jacobian matrix, which indicates the instability. 
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Fig. (2-2A). 2rp = . 
 
 
Fig. (2-2B). 3rp = . 
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     Fig. (2-2C). 4rp = . 
 
     Fig. (2-2D). 6rp = . 
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The / 2δω p  represents different modes and the parametric gains in respect of 
detuning frequency indicate the stability of the system. Cases that GVD or saturable 
absorber is absent, i.e., β2 = 0 or  γ = 0 are also presented for reference. In the actual 
simulation, stability behaviors with β2 varied from -10 × 10-6 ps2/μm to -1 × 10-6 
ps2/μm are very close, so we only present the cases with β2 = -4.6 × 10-6 ps2/μm to 
show the effect of GVD.  
The instability without GVD acts as a RNGH-like instability, with the agreement 
of the results in [23] (Fig. 1). In this case the saturable absorber is found to enhance 
the instability with larger value since the instability threshold is lower. However when 
GVD effect exists, larger saturable absorber coefficient value appear to make the 
system more stable. In the other words, the lasing cavity with a stronger saturable 
absorber effect is less affected by the presence of GVD [28].  
Pumping strength rp  also affects the stability significantly. Fig. (2-2A) shows 
that when pumping strength is low, GVD effect turns out to flat the curve and make 
system unstable. While under the higher pumping strengths as shown in Fig. (2-2B), 
(2-2C), (2-2D), the instability with GVD is getting closer to that without GVD, which 
means the GVD effect is suppressed by saturable absorber effect. Since the saturable 
absorber effect is described by the term 2ˆ | |Eg , with the same saturable absorber value, 
it takes higher pumping strength to obtain this sort of suppression. And in Fig. (2-2C), 
(2-2D), the curves with γ =2γ0 become no longer symmetric. It is because of the 
emergence of and imaginary part in the steady-state solution [28].  
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CHARPER 3 
Numerical Simulation on Pulse Progression of 
Ring-QCLs Based on Stability Analysis 
 
In this chapter, we will present the simulation performed to study the pulse 
progression along the ring QCL cavity with GVD and saturable absorber effect 
included. The simulation model is built based on the finite-difference time-domain 
(FDTD) method. However the fundamental FDTD is very inefficient in QCL dynamic 
equations containing the GVD term, which is a second-order derivative of the 
propagating electric field. Thus we adopted the split-step finite difference (SSFD) 
method to obtain stable results. 
 
3.1 Background 
3.1.1 Finite-difference Time-domain Method 
The finite-difference time-domain (FDTD) method is widely used in solving 
problems of electromagnetics describing by Maxwell’s equations. Compared to other 
methods, FDTD method is simple in concept and implementation. It employs finite 
differences as approximations to both spatial and temporal derivatives in Maxwell’s 
equations, providing numerical solutions to complicated problems. For instance, 
consider the Taylor expansions of function ( )f x  expanded about the point 0x  with 
an offset of / 2±∆ : 
23 
 
 
2 3
0 0 0 0 0
1 1( ) ( ) ( ) ( ) ...
2 2 2! 2 3! 2
f x f x f x f x f x∆ ∆ ∆ ∆     ′ ′′ ′′′+ = + + + +     
     
   (3-1) 
 
2 3
0 0 0 0 0
1 1( ) ( ) ( ) ( ) ...
2 2 2! 2 3! 2
f x f x f x f x f x∆ ∆ ∆ ∆     ′ ′′ ′′′− = − + − +     
     
   (3-2) 
where primes denote the differentiation order. Subtracting Eq. (3-2) from Eq. (3-1) 
yields  
 
3
0 0 0 0
2( ) ( ) ...
2 2 3! 2
f x f x f x f x∆ ∆ ∆     ′ ′′′+ − − = ∆ + +     
     
          (3-3) 
Dividing by ∆  on both sides leads to 
 
20 0
0 0
12 2 ( ) ( ) ...
3! 2
f x f x
f x f x
∆ ∆   + − −    ∆     ′ ′′′= + + ∆  
         (3-4) 
The second term on the right side is depending on 2∆ , and the following terms start 
from 4∆ , which turn out to be even higher order. Thus Eq. (3-4) can be written as 
 
0 0
2
0
2 2( ) ( )
f x f x
f x O
∆ ∆   + − −   
   ′ = + ∆
∆
                 (3-5) 
where the big O term represents the sum of all the terms from the order 2∆  in Eq. 
(3-4), 2∆  indicates the lowest order. If ∆  is small enough, a reasonable 
approximation is to neglect all the terms represented by the big O. Thus the difference 
can be approximated by 
  
0 0
0
2 2( )
f x f x
f x
∆ ∆   + − −   
   ′ =
∆
                   (3-6) 
Eq. (3-6) is also called central difference approximation. Similar procedures produce 
forward difference approximation  
24 
 
 ( ) ( )0 00( )
f x f x
f x
+ ∆ −
′ =
∆
                     (3-7) 
and backward difference approximation 
( ) ( )0 0
0( )
f x f x
f x
− −∆
′ =
∆
                     (3-8) 
The approximations above provide a second order accuracy since the neglected 
part is on the order of 2∆ . If ∆  that is used becomes smaller, the error of 
approximation becomes smaller as well. Dividing the temporal and spatial domain 
into grids with a unit of ∆ , one can calculate the solution on discrete points by 
iteration. This also implies that if smaller ∆  is chosen to obtain more accurate results, 
meanwhile the work of computation will increase significantly, i.e. it may take a huge 
amount of storage and time. Thus one has to choose an appropriate ∆ . Because ∆  
cannot be 0, it is possible that these approximations are unstable in some cases.  
3.1.2 Split-step Finite Difference (SSFD) method 
One can also derive approximations of high order differences using 
finite-difference method, for example the GVD term in Eq. (2-6). However the 
numerical simulation is no longer stable in this case. To solve this problem we employ 
a method called split-step method, which is combined together with FDTD method as 
split-step finite difference (SSFD) method.  
SSFD method works as follows: 
Consider the nonlinear Schrödinger (NLS) equation  
 2( ) ( ) ( ) | | 0t xxi t v x tψ α ψ ψ β ψ ψ+ + + =                    (3-9) 
with the initial condition 0( ,0) ( ),x x x Rψ ψ= ∈ . 
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We first split Eq. (3-9) into a linear equation [30] 
 
2
2( )i tt x
ψ ψα∂ ∂=
∂ ∂
                             (3-10) 
and a nonlinear equation 
 2( ) ( ) | |iv x i t
t
ψ ψ β ψ ψ∂ = +
∂
                       (3-11) 
Suppose the linear equation (3-10) has initial condition  
 0( ,0) ( ), [ , ]x x x a bψ ψ= ∈                        (3-12) 
and boundary condition  
 ( , ) ( , ) 0, [0, ]a t b t t Tψ ψ= = ∈                      (3-13) 
We then divide the time and space to grids with coordinates , 0(1)jx a jh j M= + =  
and , 0,1, 2...,nt nk n N= = , where 
b ah
M
−
=  and Tk
N
=  are the space and time 
grid step sizes, respectively. Let njψ  represent the approximation of ( , )j nx tψ  and 
nα  represent ( )ntα .  
After approximating the space derivative in Eq. (3-10) with the fourth-order 
accurate compact finite difference and apply the Crank-Nicolson method, according to 
Reference [30], we have the following difference form 
 1( ) ( )n nA i B A i Bg ψ g ψ+− = +                      (3-14) 
where 123 ( )
n nk
h
g α α+= + , 1 2 1[ , ,..., ]
T
Mψ ψ ψ ψ −= , and  
10 1 2 1
1 1
,
1 1
1 10 1 2
A B
−   
   
   = =
   
   −   
B B B B
B B B B
. 
A and B have the size of M N× , B  indicates same values with top left. 
Then we use the following algorithm to approximate the solution of Eq. (3-9): 
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For 0,1,2,...., 1n N= −  
Step 1: for 0(1)j M= , approximating Eq. (3-11) produces 
12* exp / 2 ( ) ( )
n
n
t
n n
j j j j
t
i v x t dtψ ψ β ψ
+  
 = +     
∫              (3-15) 
Setp 2: for 1(1) 1j M= − , using Eq. (3-14) and Eq. (3-15) as 
 ** *( ) ( )A i B A i Bg ψ g ψ− = +                     (3-16) 
**ψ  is the approximation of Eq. (3-10), can be solved from Eq. (3-16). 
Step 2: for 0(1)j M= , approximate Eq. (3-9) using **ψ  
 
121 ** **exp / 2 ( ) ( )
n
n
t
n
j j j j
t
i v x t dtψ ψ β ψ
+
+
  
 = +     
∫             (3-17) 
SSFD method provides an alternative numerical solution for equations with high 
order differentiation involved, which simple finite difference methods may lead to 
unstable results. Its computational consume is high through, since the matrices A and 
B will be considerably large.  
 
3.2 Split-step Finite Difference Simulation of Ring-QCLs with GVD 
Here we describe the numerical treatment of dynamic equations of ring-QCLs 
using SSFD combined with FDTD. The group of dynamic equations is described in 
Eq. (2-6)-(2-8).  
Following the split-step method in 3.1.2, we can split Eq. (2-6) to a linear 
equation 
2
2 22
E c Ei
t n t
β∂ ∂= −
∂ ∂
                          (3-18) 
and a nonlinear equation 
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2
0
1 ˆ( | | )
2
E c E P l E E
t n z
g∂ ∂ = − − − − ∂ ∂ 
                  (3-19) 
Then the algorithm is as follows:  
Step 1: solve Eq. (3-20)-(3-22), obtain the electrical field E∇ . 
2
0
1 ˆ( | | )
2
E c E P l E E
t n z
g∂ ∂ = − − − − ∂ ∂ 
                  (3-20) 
2
1
2
P PE
t T
σ∂ = − −
∂
                            (3-21) 
0
1 2 1
( * * . .)rl p E P EP c c
t TT T
σ σ∂
= − + + +
∂
                   (3-22) 
Step 2: calculate electrical field E∇∇  using E∇  and Eq. (3-23)-(3-25). 
2
2 22
E c Ei
t n t
β∂ ∂= −
∂ ∂
                           (3-23) 
2
1
2
P PE
t T
σ∂ = − −
∂
                           (3-24) 
0
1 2 1
( * * . .)rl p E P EP c c
t TT T
σ σ∂
= − + + +
∂
                   (3-25) 
Step 3: calculate final solution using E∇∇  and Eq. (3-20)-(3-22). 
In the above steps, step 1 and 3 can be done in the same form, and step 2 is 
similar to Eq. (3-14). We need to first demonstrate the approximation for Eq. 
(3-20)-(3-22), then the following steps become simple.  
Suppose z denotes the space, and t denotes time, the z-t plane is dived with step 
sizes of z∆  and t∆ . To get the stable difference of Eq. (3-20)-(3-22), we have 
chosen cz t
n
∆ = ∆  and the derivatives as follows [20]: 
 
2
2
( , ) ( , 1) ( , ) 1 ( , )
2
E m n E m n E m n E m nt
t t t
∂ + − ∂
= − ∆
∂ ∆ ∂
            (3-26) 
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22
( , ) ( , ) ( 1, ) 1 ( , )
2
E m n E m n E m n E m nz
z z z
∂ − − ∂
= + ∆
∂ ∆ ∂
            (3-27) 
with the same expressions for ( , ) /P m n t∂ ∂  and ( , ) /E m n t∂ ∂ .  
The second derivatives are calculated by differentiating Eq. (3-20) once and 
substituting the first-order difference approximation from Eq. (3-26) and (3-27). Then 
adding the two equations and transforming 2 2 2 2 2( , ) / ( / ) [ ( , ) / ]E m n t c n E m n z∂ ∂ − ∂ ∂  
into first order approximation yield the following difference approximation:  
 1 2 3 4 5( , 1) ( 1, ) ( , ) ( , ) ( , ) ( , ) ( 1, )E m n c E m n c P m n c E m n c m n E m n c P m nσ+ = − + + + + −
(3-28) 
where 
 
1
2
2
0 0 2
2
3
2
4
0
5
0
1
1( ) ( )
1 ( )
2
( )
2
c k t
k kc t t k
l l T
c k t
kc t
l
kc t
l
= − ∆
= − ∆ + ∆ +
= ∆
= ∆
= − ∆
                    (3-29) 
with  
 
2
2
0 2
1 2
1( 2 )
2
rpck l E
n TT
g
µ
−
= −
                       (3-30) 
Above E represents E(m, n). The parameters used in Eq. (3-30) can be found in 
Chapter 2. With similar procedures the finite difference approximation for Eq. (3-21) 
is given by 
 1 2 3 42
5 6
( , 1) ( , ) ( , ) ( , ) ( , ) ( , ) ( 1, )
( , )[ ( , )] ( , ) ( , )
P m n a P m n a E m n a m n E m n a m n E m n
a P m n E m n a m n P m n
σ σ
σ
+ = + + + −
+ +
  (3-31) 
where 
29 
 
 2
1
2 2
20
2
1 2
3
1 2
4
2
5
2
6
0
11 ( )
2
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4
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4
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4
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l pa t
TT
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T T
ta
ta
ka t
l
∆ ∆
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  ∆
= − − + + ∆  
  
∆
= −
∆
= −
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                     (3-32) 
And the difference approximation for Eq. (3-22) is  
 
2
1 2 3 4
2
5 6
( , 1) ( , ) ( , ) ( , ) [ ( , )] ( , ) ( 1, )
( , )[ ( , )]
m n b m n b P m n E m n b P m n b P m n E m n
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σ σ
σ
+ = + + + −
+ +
 (3-33) 
where 
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2 2
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1
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4
1
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b t
l p tb t
TT T
 ∆ ∆
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 
 
= ∆ − + + ∆ 
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= − ∆
= ∆
= − ∆
 ∆
= ∆ − 
 
                   (3-34) 
After obtain the above expressions of approximation, we are able to calculate the 
solution ( E∇ ) of Eq. (3-20)-(3-22) through iteration, with some proper initial 
conditions of E , P , and σ . The initial conditions we have chosen are
2( ,0) exp( ( / 0.5) )E x a x L= − − , where a  is a constant that may vary depending on 
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the actual simulation process, and ( ,0) 0P x = , ( ,0) rx pσ = . Since the laser cavity is 
a ring cavity, the boundary condition is given by 
 ( , ) ( , )E m M n E m n+ =                          (3-35) 
with similar relations for P  and σ , where M equals /L x∆ . The simulation is 
conducted with a M  on the order of 1000.  
Since the only thing different of Eq. (3-23) comparing to Eq. (3-10) is that the 
second derivative is to time, thus similar to Eq. (3-14), the calculation of **E  can be 
achieved by  
 1( ) ( )j jA i B E A i B Eg g+− = +                       (3-36) 
A, B, g  remain the same, and 1 2 1[ , ,..., ]N TE E E E −= . 
At last using **E  and doing the same iteration as in step 1 yield the final solution 
matrix, which accounts for both second and first order derivatives.  
The SSFD method used here has the accuracy of 2t∆ , because of the difference 
approximation form chosen in Eq. (3-26) and Eq. (3-27). With a properly selected t∆ , 
the simulation yields stable pulses after a certain period of time. The results will be 
discussed in Section 3.3. 
 
3.3 Parameters Selection Based on the Stability Analysis 
In Chapter 2 we investigated the stability under various parameters such as 
strength of saturable absorber, GVD coefficient and pumping strength. The results can 
be used to determine the parameters in numerical simulations.  
For example the strength of saturable absorber, γ, is found to make system more 
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unstable when getting larger. It is shown in Fig. (2-2A) that when pumping strength 
2rp = , with larger γ the parametric gain is approaching zero, which indicates a less 
stable system. Similar effects are also observed in Fig. (2-2B-D) under higher values 
of pumping strength. Thus one wants to select a γ that is non-zero but not too large, in 
this case we have chosen 0 02g g g=   as our saturable absorber strength. Similarly 
large GVD is also leading to instable system, we have chosen 2 0β β=  as our GVD 
coefficient. To achieve stable pulse output, we need to select proper combinations of 
GVD, saturable absorber and pumping strength. Figure (2-2A-D) also shows that the 
higher pumping strength the more stable modes rises with the GVD effect. So for the 
cases with GVD effect ( 2 0β β= ), we selected higher pumping strength ( 4.7rp ≥ ). 
All parameters used in numerical simulations are listed in Table 3-1.  
Quantity  Symbol Value 
Saturable absorber strength γ 10-9~2×10-9cm/V2 
GVD coefficient β2 -4.6 × 10-6 ps2/μm 
Pumping strength 
rp  
4.7~5.2 
Gain recovery time T1 0.5 ps 
Dephasing time T2 0.067 ps 
Linear cavity loss 0l  7 cm-1 
Transition dipole element μ 2.54 nm×e 
Background refractive index n 3.25 
Cavity length L 6 mm 
Table 3-1. The parameters used in numerical simulations. 
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3.4 Results and Discussions 
The linear stability analysis in Chapter 2 provides the prediction of the stability, 
thus to obtain stable results the parameters can be adjusted according to the stability 
analysis. We present the logarithm scale optical intensity in frequency domain in Fig. 
3-1. It is based on the Fourier transform of the stable time-domain electrical field 
intensity, and a.u. represents arbitrary unit. This illustrates the effect of SA and 
pumping strength without GVD effect.  
 
Fig. 3-1. Logarithm optical intensity with varying SA coefficients and pumping 
strength values. 
Fig. 3-1 shows the optical spectrum consist of the central continuous-wave (CW) 
mode and some Rabi side modes. Under the effect of a saturable absorber, Rabi side 
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modes increase as shown in the second plot. Below the instability, the lasing is 
single-mode; when the pumping intensity is above the instability threshold, more side 
modes are excited and lasing becomes multi-mode. The saturable absorber effect 
tends to lower the threshold as presented in Chapter 2. It is also shown that Rabi 
sidebands around the central mode grow continuously when the threshold is exceeded. 
According to Ref. [31], the energy in the Rabi sidebands can change either 
discontinuously or continuously at the RNGH instability threshold. It could be a first 
or second order phase transition respectively [23]. Thus our numerical simulations 
indicate that such transition is on second order for QCLs including the effect of SA. 
Pumping strength is also found to be related to the side modes. With a larger pumping 
strength, more Rabi side modes appear in the spectrum as shown in Fig. 3-1, which is 
predicted in Ref. [32].  
We also present time domain results in Fig. 3-2.  
 
Fig. 3-2. Electrical fields inside the QCL cavity under SA effect and GVD, with 
zoomed out stable states. 
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Cases with and without GVD are shown in Fig. 3-2, the base case in which both 
saturable absorber and GVD are absent is used as reference. It is shown in all three 
cases the stable pulses are achieved at around 1 picosecond, which means these 
effects do not affect the time to reach stable pulses very much. Compared to the base 
case (without saturable absorber and GVD) and case with GVD, saturable absorber 
effect is found to reduce the intensity level in the cavity. Figure 3-2 shows that the 
intensity level with only saturable absorber starts to decrease at around 0.2 ps, which 
is much earlier than other cases, and it is also decreasing much faster. In contrast, after 
we add the GVD effect, the intensity level is changing similar to base case. This 
indicates that GVD effect increases the intensity level. However when the progression 
becomes stable, the intensity level with GVD effect is the lowest, the intensity level 
with saturable absorber is relatively higher, but lower than base case. And GVD effect 
also produces a narrower stable pulse width comparing to base case and the case with 
saturable absorber.  
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CHARPER 4 
Conclusions and Future Recommendations 
 
4.1 Conclusions  
In this thesis the stability analysis and numerical simulations are demonstrated 
for QCLs under SA and GVD effect. The stability analysis is based on the 
linearization of Maxwell-Bloch equations and then eigenvalues of the Jacobian matrix 
of the perturbation equations describe the instability of QCL system. It is shown that 
the instability without GVD is a RNGH like instability and enhanced by SA effect. 
However when GVD is involved SA tends to make the system more stable. Pumping 
strength is also found to affect the instability significantly. The numerical simulations 
are conducted employing SSFD method, which split the equations to nonlinear part 
and linear part then obtain final results through three steps that combined these two 
parts. Simulation results show that the Rabi side modes are affected by SA effect and 
pumping strength. GVD lowers the intensity and shortens the pulse width when QCL 
system reaches a steady state. The research of this thesis provides us a better 
understanding of the behaviors of QCLs including a saturable absorber and GVD 
effect at both instability and dynamic point. We also employ a novel research pattern 
that is to investigate the instability first then conduct the numerical simulation based 
on the stability analysis, which is an efficient way to study the complicated intracavity 
effects of QCLs.  
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4.2 Suggestions for Future Work 
Although the GVD effect is investigated in this thesis, SPM, which is another 
import effect in QCL dynamics, is not been accounted for. There has been some 
research on SPM in QCLs, for example Ref. [25] found that SPM could broaden the 
unstable domain of the RNGH instability significantly however has a trivial effect on 
the instability threshold. And both SA effect and SPM effects are presented in Ref. 
[19], where it is found that SPM effect could broaden the frequency domain of 
amplitude and phase instabilities, with SA effect lowering the threshold. However 
there has not been any research considering SA, SPM and GVD effects together in a 
QCL. Therefore we suggest developing the models and methods that account for these 
three effects in the same time to be the future research on QCLs.  
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APPENDIX Ⅰ: Mathematical Manipulations 
Producing Eq. (2-26) and Eq. (2-27) 
 
Recall we have the Jacobian matrix  
( )20
2 2 2
2
1
2 2 1 2ˆ3 | | 0
2
1 0 0 0
1 1 10
2 2
10 2 2
n i ii l E
c z
E
T
P E
T
g
β β β
σ
 ∂ + −  ∂  
 
 
 − − −
 
 
 −
  
       (A1-1) 
Suppose λ  is any of the eigenvalues of matrix (A1-1), then λ  can be calculated by 
the determinant of (A1-1) which is 
( )20
2 2 2
2
1
2 2 1 2ˆ( ) 3 | | 0
2
1 0 0
01 1 10
2 2
10 2 2
n i ii f l E
c
E
T
P E
T
λ λ g
β β β
λ
σ λ
λ
 − + −  
−
=
− − − −
− −
  (A1-2) 
Here 
z
∂
∂
 can replaced by ( )f λ  since we suppose the derivative to z has the form of
( )( ) ( )
E
Ed z f z
dz
δρ λ δρ= .  
Now we have to calculate Eq. (A1-2) to get the expression of ( )f λ . The determinant 
of a 4 4×  matrix can be calculated by many ways, here we just choose a form that 
employs cofactors: 
 11 11 12 12 13 13 14 14det( ) det( ) det( ) det( ) det( )A a M a M a M a M= − + −       (A1-3) 
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where ijM  is the minor of row i and column j.  
Using Eq. (A1-3) to calculate Eq. (A1-2) yields 
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2 2
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The determinants of the 3 3×  matrices are easy to calculate. We have  
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Moving all the terms to the right side other than ( )f λ , we obtain the expression 
( ) ( )
( )( )
2 22 2 1 2
0 2
1 1 2 2 1 2 1 2
21 ˆ3 | |
2 2 2
T PETTnf i l E
c T TT T TT E TT
β σ
λ λ λ g
λ λ
+
= − − − − +
 + + + 
 (A1-5) 
According to Eq. (2-30) ( ) 2k
kf j
L
pλ = , kλ  can be calculated by solving the 
polynomial equation. Plotting the eigenvalues to different k yields the results of 
stability analysis. 
 
39 
 
APPENDIX Ⅱ: Transformation of the Second-order 
Difference in Approximation to Eq. (3-20) 
 
Recall we have the second-order difference 2 2 2 2 2( , ) / ( / ) [ ( , ) / ]E m n t c n E m n z∂ ∂ − ∂ ∂  
in the approximation to Eq. (3-20), this can be transformed to first-order difference as 
follows:  
Do the derivative of t to Eq. (3-20), we have  
 
2 2
2
02
1 ˆ( 3 | | )
2
E c E P El E
t n z t t t
g
 ∂ ∂ ∂ ∂
= − − − − ∂ ∂ ∂ ∂ ∂ 
            (A2-1) 
Then do the derivative of z to Eq. (3-20), we obtain 
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            (A2-2) 
Substituting (A2-2) to (A2-1) yields 
 
2 2
2 2
0 02 2
1 1ˆ ˆ( 3 | | ) ( 3 | | )
2 2
E c c E P E P El E l E
t n n z z z t t
g g
  ∂ ∂ ∂ ∂ ∂ ∂
= + + − − − −  ∂ ∂ ∂ ∂ ∂ ∂  
 (A2-3) 
Finally we have the expression 
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(A2-4) 
The right side only contains first-order derivative that can be either found in Eq. (2-20) 
to (2-22), or replaced by the finite difference approximation. After approximating all 
the first-order difference we can obtain the final approximation form of Eq. (2-20). 
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