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Abstract 
Coleman, J.P. and A.S. Booth, Analysis of a family of Chebyshev methods for y” = f(x, y>, Journal of 
Computational and Applied Mathematics 44 (1992) 95-114. 
Methods proposed by Panovsky and Richardson (this journal, 1988) are interpreted as a family of symmetric 
two-step hybrid methods. Each method is based on a polynomial interpolant of degree n for y”, for which the 
nodes are determined by the extrema of the Chebyshev polynomial of degree II. It is shown that the order of 
accuracy is n + 1 for odd n and n +2 for even n, and expressions for the local error constants are given. The 
stability properties of each method are determined by the roots of a quadratic equation A2 - 2a,A + 1 = 0 
where (Y,(Y*) is a rational approximation for cos v. The intervals of periodicity, which are also intervals of 
absolute stability, are tabulated for n < 10. Numerical examples provide comparisons with other methods. 
Keywords: Chebyshev methods; hybrid methods; second-order differential equations; periodicity intervals. 
1. Introduction 
Panovsky and Richardson [lo] proposed a family of implicit methods for initial-value 
problems of the form 
Y” =f(-G Y), Y(AJ) =y,, Y&J ==o, (1.1) 
involving ordinary differential equations of second order in which the first derivative does not 
appear explicitly. Their numerical results for a set of test problems are impressive, particularly 
with respect to long-term error propagation. Here we show that the methods of Panovsky and 
Richardson may be interpreted as symmetric, two-step hybrid methods. Each method is based 
on a polynomial approximation of degree II for the function f, and the positions of the off-step 
points are determined by the extrema of the Chebyshev polynomial of degree n. 
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Section 2 summarises the derivation of the methods of Panovsky and Richardson [lo]. In 
Section 3 we give an alternative formulation as symmetric two-step hybrid methods and provide 
expressions for their coefficients. The central result of Section 4 is that a Panovsky-Richardson 
method has order n + 1 if n is odd, and order II + 2 if n is even. 
The analysis of Section 5 shows that the stability properties of each member of this family 
are determined by the roots of a quadratic equation A2 - 2a,h + 1 = 0 in which (Y,(v*) is a 
quotient of polynomials of degree II, a rational approximation for cos V. It is found that each 
Panovsky-Richardson method has a non-empty interval of periodicity, and the stability inter- 
vals of methods of degree yt < 10 are listed. The results of that section suggest some conjectures 
for which we do not yet have proof. 
Features of the implementation of the methods are discussed in Section 6 which also 
describes the results of numerical experiments. 
2. The methods of Panovsky and Richardson 
The identity 
y(~+~~)-Zy(x)+y(x-~h)=/~+‘~(x+~~-z)[f(z)+f(2x-z)] dt, (2.1) 
X 
where for notational convenience we temporarily suppress the second argument of the function 
f, provides a starting point for the derivation of methods for (1.1) which do not require an 
approximation for the first derivative of the solution. For a fixed steplength h, let x, =x0 + mh 
for m=O, l,... . Taking x=x, and introducing a new variable (Y, where 
2 =x, + Qz(cr + l), 
we can write (2.1) as 
Y(X, +!3) - 2Y(X,) +y(x, - th) = $2*/;72~ - 1 -a)[ f+(cr) +f-(cr)] da, 
(2.2) 
with 
f?(a) =f[ x, f $((Y + l)]. 
In the case ,$ = 1, replacement of f + by interpolating polynomials based on previous grid 
points gives the Stormer-Cowell methods [4, p.4221, [5, p.2901. Panovsky and Richardson [lo] 
also replace f * by an interpolating polynomial, but their interpolation nodes include off-step 
points which are the extrema of a Chebyshev polynomial. 
The Chebyshev polynomial T,(cul takes its extreme values on the interval [- 1, 11 at the 
points 
o,= (n-j)r j=O I (Yj=cos oj, , 
Iz ’ ’ ‘...’ 
n. (2.3) 
The polynomial of degree II which interpolates a function g at those points is 
P,((.y) = ~~‘C!A(~)7 
k=O 
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where 
and the double prime on the sum indicates that the first and last terms are to be halved. See, 
e.g., [2, p.321. 
Let 
tj=+(l+aj), X,+,C,=X,+h[j* 
Then the corresponding approximations for f + are 
f ‘((Y) = ~Qz;~~(Cz), 
k = 0 
with 
P-4) 
where 
f m+*, =f(+s,, J&5,)’ 
and ym*_5 is an approximation for y(x, +5 
Richardson obtain the formulae 
_ ,I. Approximating f * in this way, Panovsky and 
Y ,,,+5, = 2Y, -Y,,-5, + bh2 f” (al + a,)Rjk, 
k=O 
for j = 1, 2,. . . , ~1, where 
Rjk = 12”- 1 (25i - 1 - (Y)Tk( ~) da 
= +/~rW) dfi da. 
(2.6) 
(2.7a) 
(2.7b) 
They give explicit formulae for R, but there is a misprint in their general formula for k 2 3; it 
should be 
cos( k + 2)Oj cos kt?, cos( k - 2)ej 
Rik = 4(k + l)(k + 2) - 2(k2- 1) + 4(k - l)(k - 2) 
+(-l)k-’ 
cos oj 1 
k2-1 + k2-4 1 , k>3. 
3. An alternative formulation 
By substituting (2.5) into (2.6) and changing the order of the summations we can write 
Y m+t, (34 
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for i= 1, 2 ,..., n, with 
Aij = &Jk(uj). 
k=O 
(3.2) 
This simple rearrangement shows the methods of Panovsky and Richardson [lo] as two-step, 
symmetric hybrid methods with 212 - 2 off-step points between X, _ , and X, + I for each m. We 
shall refer to the integer ~1, which is the degree of the polynomial approximation for f ‘(a) in 
(2.2), as the degree of the method; Panovsky and Richardson call n the order of the method but 
we prefer to reserve that word for its normal use (see Section 4). 
When IZ = 1, there are no off-step points and (3.1) gives a single equation 
Y m+1- 2y,+y,-,=~h2(f,+1+4f,+f,-1), (3.3) 
as noted in [lo]. This is a two-step method of order 2. The equations for the method of degree 
2 are 
Y m+l - 2Y, +ym-1= 3h2(f, +fm+l,2+fm-1,2)~ (3.4a) 
Ym+l/2 - 2Ym +Y,-l,, = &h2[ -wm+, +fm-1) + 3(fm+1,2 +fm-l/2) + ?L]~ 
(3.4b) 
not as stated in [lo]. 
3.1. The coefficients A i j 
From the definitions of Aij and R,, we have 
~~~ = /“‘/u irf T&~)T~(P) dp da. 
-1 -lk=a 
The sum in the integrand is easily evaluated because, with p = cos 4, it is 
$ cos ktIj cos k4 = + + [ cos k(4 + 13~) + cos k(qb -e,,] 
k=O k=O 
= a(-l)n-j sin n+[cot(+(4 + ej)> + cot(+(+ - ej))] 
= (-l)“_’ sin n4 sin 4 
2(cos 0, - cos 4) ’ * 
Consequently Aij may be expressed in the following forms: 
A,,= (-l)“-’ (Y, 
// 
(Y 
11 2 
sin rz+ sin 4 dPda 
-1 -1cos ej-cos 4 
= (-l)“_’ a, 
// 
a (1 -P”)UP) dp d 
CY 
2n -1 -1 ffj -0 
= (-l)“_’ 
/ 
(pi ((.yi - cy)(l - (Y’)T;(cI) da 
2n -1 ‘yj -(Y 
(3.5) 
(3.6a) 
(3.6b) 
(3.6~) 
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The integrand in (3.6~) is a polynomial in (Y. Because the extrema of 7”(cy) in the open 
interval (- 1, 1) occur at the points ‘Y~ for j = 1, 2,. . . , n - 1, the quotient T,‘((Y)/(cx~ -a> must 
be a polynomial of degree n - 2 for those values of j. Furthermore, CQ = - 1 and Q, = 1; 
consequently (1 - a2)T,‘(cy)/(cyj - (Y) is a polynomial for j = 0, 1,. . . , n. It is not yet clear if Aij 
can be expressed in a simple closed form for all i, j G n and II arbitrary but we have found 
explicit formulae for A,,, for Ai, and for Ai,. 
The special cases i = j 
A,,= WY (yJ 
II / 2n -1 
(1 - cr2)T;(a) da 
= (A)“_’ 
2n 
[(I -cr2)Tn(cy) Iail + 2/“jaT,(ru) du]. 
-1 
For IZ > 2 integration gives 
A,,= (4-j 
II 
2n (1 -aj)ir,(cr,) + ;i2i”;: - T;i2ia;l + ;2-T; 1. 
Furthermore, since 
Tn(aj)=cos noj=(-l)“-’ and T,,i2(~j)=(-_l)n-’ COS~~I,, 
this can be reduced to 
A,,= (1-cu:)n2-2[l-(-l)j] j>3 
JJ 2n(n2-4) ’ ’ ’ (3.7) 
The coefficients A, are defined only for j < IZ where II is the degree of the method. For 
n = 1 the only coefficient of this form is A,, = 5. The relevant coefficients in the case n = 2, 
which may be read from the formulae (3.4), are A,, = $ and A,, = 0. 
In particular, when j = it we have 
(-l)“- 1 
, forn>2, 
- A,, = ‘kr2 4, 
0, for it = 2, 
2 
3, for n=l. 
The special cases j = 0 
Once again the denominator in the integrand of (3.6~) is a factor of the numerator and the 
resulting integral is easily evaluated. We obtain 
Aio = ‘-;;+’ /ui( ai - (~)(l - cr)T;(a) da, 
-1 
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and for n > 2, by evaluating the integral, 
Ai, = ; 
L 
2(1 + CYJ + 
(l+cuJ(l+ (-l)&) + 2(1 +(-l)i-‘(2+1)) 
n2- 1 1 n2-4 ’ 
When n = 1, the only relevant coefficient is A,, = :, and when y1 = 2, the coefficients of this 
form are A,, = & and A,, = :, 
The special cases j = II 
For II > 2 we obtain 
A, = (-l)“-i 2((-1)‘+1-2C+ (l-cui){ai+(-l)i) 
In 2n 
[ 
n2-4 - n2- 1 I- 
When n = 1, only A,, = 3 arises, and when n = 2, the relevant coefficients 
A,, = 0. 
are A,, = - & and 
4. Order and local truncation error 
The local truncation errors of the formulae (3.1) are determined by the linear functionals 
‘i[Y(X), h] =Y(X +h&i) -MY +Y(‘-hti) 
-;$"[y"(~+hr$~) +y"(x-hS,)]Aij. (4.1) 
J-0 
If we assume that y has as many continuous derivatives as required, the Taylor expansion 
about x involves only even powers of h and has the form 
k 
Li[ y(x), h] = c B;h2qy(2q)+ O(h2k+2), P-2) 
q=l 
where 
257 1 n,, [;‘i’“-’ 
Bi = (2q)! --;Fo (2q-2)!Aij. 
(4.3) 
By analogy with the terminology for linear multistep methods for second-order equations [5, 
p.2961 we say that the method of advancing the solution from x, to x,+i has order 2p if 
Bh=O=Bf= ... =Bk, for i=l,2 ,..., n, and B,“+,#O. 
The error constant of the method, which determines the leading 
error at x,+ 1, is 
2 
B” = 
p+l (2p + 2)! 
- & $“(f(l + “j))2PAnj* 
‘I 0 
term in the local truncation 
(4.4) 
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The following theorem gives the order and the error constant of the Panovsky-Richardson 
method of arbitrary degree n. 
Theorem 1. When n is odd, the Panovsky-Richardson method of degree n has order n + 1 and its 
error constant is 
1 
2*“-‘n(n* - 4)(n + l)! ’ 
For even n the order is n + 2 and the error constant is 
-1 
2*“(n + 2)(n* - l)(n* - 9)(n - l)! * 
Proof. For a suitable set of coefficients C~y-2 we can write 
($(I +X))*q-* = 2E2C’q-*T(x) 7 
i=O 
P-5) 
since the left-hand side is a polynomial of degree 2q - 2 in x. Our proof uses this expansion in 
(4.41, which is then simplified by using the following summation orthogonality property of the 
Chebyshev polynomials: for k G n, 
if k=Oand i=0,2n,4n ,..., 
&T&xj)Tk((Yj) = i; 
if k=n and i=n,3n,5n ,..., 
j=O 
0, ’ 
if k#Oor it and i=k,2n+k,..., 
otherwise, 
Case (a). 2q - 2 < n. Combining (3.2) and (4.5) we have 
24-2 
= 3 C @-*/01/n T,(p) d/3 da 
k=O -1 -1 
= ‘j-;;/~,(+(l +/?))*‘-* d/? da = 52q 
9(24 - 1) * 
Consequently Bi = 0 for i = 1, 2,. . . , n when 2q G n + 2. It follows that the order is at least 
n + 1 when n is odd and at least n + 2 when n is even. 
Case (b). 2q - 2 > n. Now, with the convention that Cfq-* = 0 if i > 2q - 2, we have 
$ ‘f”(+(I +cx~))*~-*A~~= ;[ +‘C;q-2Rjk +C;;;2Ri,n_1 + C;T;2Ri,n_2+ ---I. 
I=0 k=O 
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If n isoddand2q-2=n+l, then 
25?4 
Bi = (2q)! 
2529 
’ =-- 
(2q)l 
IaiIa [(;(I +P))2q-2 + C,“L’(T,-,(P) - T,+,(P)}] 0 da 
2(2q-2)! -, -1 
“=’ 
= 2(rz + l)! -1 -1 
/“‘/u [T,+,(p) - T,_,(P)] d@ da. 
This integral can be expressed in closed form for each i but since we shall see that Bt is 
non-zero, it is not necessary to consider B6 for other values of i. In the particular case i = rz we 
have, for n > 2, 
Bg” = 
T,+,(P) 2T,(P) + T,-,(P) a 
n+2 -~ 
da 
n 1 . n-2 _, 
Since n and n + 2 are odd, only the lower limit of the first integral contributes anything to Bl 
and we readily obtain 
B; = 
4c,“;: 
n(n2 - 4)(rr + l)! . 
It is easily confirmed that this also holds when n = 1. 
If n is even and 2q - 2 = rz + 2, then, by similar arguments, 
’ Bf = 
2(” + 2)! 
[C,“zf(Ri,,+i -Ri,n-1) + C,YIZ(Ri,n+2 -Ri,n-2)]. 
Once again we need only consider the special case i = n. By evaluating the integrals 
R n,n+l -R.,,-I= /-;l/;l[T,+~(P) - T,-,(P)] dp da 
and 
R n,n+2 -R n,np2 = j1 !a [T,+,(P) - L2u3)I dP da? 
-1 -1 
we obtain 
4n(2C;;; - C;:;) 
B4” = (rz’ - l)(n’- 9)(n + 2)! . (4.7) 
The C-coefficients required in (4.6) and (4.7) are found by noting that 
xr = 2l-‘T,(X) + a polynomial of degree r - 2, 
so 
(i(l +x))‘= 2-‘[2’-‘T,(X) + 22-‘rT,_,(x) + a polynomial of degree r - 21. 
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Therefore, 
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1 Y 
cy = - 
22r-1 ’ C’ r-l = ~ 22r-2. 
These values substituted in (4.6) and (4.7) give the error constants as in the statement of the 
theorem. •I 
The leading term in the local trunction error at x, is 
/p+-Jyw+-+J 
22”-‘n(n2 - 4)(n + l)! ’ 
n odd, (4.8a) 
_fp+4p+4yXm) 
22”(n + 2)(n2 - l)(n2 - 9)(n - l)! ’ n even- 
(4.8b) 
Thus the estimate in [lo, Section 41 is quite accurate for II odd and not too small, but it does 
not reveal the higher order achieved when n is even. 
5. Absolute stability and periodicity 
To investigate the stability properties of the Panovsky-Richardson methods it is convenient 
to express the equations (3.1) in matrix form. We define a set of (n + l)-dimensional column 
vectors 
y(m)= 
Y, Y, fm 
Y m+c, ywo = Ym-C, f , F= 
m+5, 
> 7 
Y PI+1 Y,-I f' m+l 
and a square matrix B of order II + 1, with B,; = 0 for j = 0, 1, 
&Aij > forj=l,2 ,..., n-l, 
Bij= &Aio, 
i 
for j = 0, 
forj=n. 
Adding the identity y, =y,,, to (3.1) we then have 
Y(“) = 2y,vl - yCrn) + h2B( F + F). 
For the test equation y” = -w2y this gives 
py’“’ = Qf’“’ 
7 
. . 
fm ‘1 
fm -5, 1 
7 v, = 
fnl- 1 ; 
. , n and, for i = 1,. . . , ~1, 
(54 
(5 -2) 
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where P = I + v*B, Q = 2U, -P, and I is the unit matrix of order n + 1, with Y* = o*h* and 
I1 0 **a o\ 
1 0 *** 0 
u,=. . . .I 
. . 
\; 0 ..: 0, 
To convert equation (5.21 to a recurrence relation for the solution vector Ycrn) we note that, 
because of the symmetry of the extrema of the Chebyshev polynomials in [ - 1, 11, 
XVI -hti =X,-l + h~,_i. 
It follows that 
PY’“’ = QTy’” - 1) 
> 
where T is the permutation matrix 
(0 0 ..* 0 1 
0 0 ... 1 0 
T=:: . . 1: 
0 ; ..: (j 0 
\l 0 *** 0 0 I 
The stability properties of the method are now seen to depend on the location of the 
eigenvalues of the matrix 
K= -P-‘&T= (I-2P-‘U,)T. 
Suppose that P-’ has elements pii. Then 
p-w, = 
‘a0 0 .** 0 
a1 0 
. . . 0 
. . . 
. . 
. . . . 
,a, 0 **. 0 
\ 
7 
/ 
where LY~ =C~=,jij, the sum of the elements in the ith row of P-‘. From the definition of P it 
can be shown that (Ye = 1. The required eigenvalues Ai are therefore the zeros of the 
characteristic polynomial 
A 0 .** 0 -1 
0 A **. 1 --2a1 
det(K+AZ)= I ! *.a ! : . 
0 1 .‘. A -2ff,_1 
1 0 **a 0 A-2a, 
The problem of determining the eigenvalues is greatly simplified by noting that 
det(K+ Al) = (A” - 2a,A + l)d,_,, 
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where d, _ 1 is the (n - 1) x (n - 1) determinant 
d n-l = 
A 0 --* 0 1 
0 A *** 1 0 
. . . . . 
. . . . 
0 ; ..: ; (j 
1 0 ... 0 A 
= (A2 - l)d,_,. 
Therefore 
det(K+AZ) = 
i 
(A’ - 2a,A + l)(A2 - l)(n-‘)‘2, y1 odd, 
(A’ - 2a,A + 1)(A2 - 1)'"-2"2(A + l), n even. 
Thus the eigenvalues are + 1 and the two roots of the quadratic equation 
A2 - 2a,A + 1 = 0. 
Let pij be a general element of the matrix P and let z-ii be its cofactor in P. Then 
P nO *** Pn,n-1 1 
l+vQ?,, ... V%ln_l 1 - “2B,” 
v2B2, ... VIBES_, l- v2B2, 
v2B,, ‘.. v2B,,_, 1 -v2J 
= 
1+v2B,, ... v~B+~ v2Bln 
v2B2, ... v2B 2,n - 1 v2B2n 
v2B,, ... 
01 - 
7 
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which is a quotient of polynomials of degree n in v2. 
The multiple eigenvalues at f 1 do not lead to unbounded solutions because the matrix K is 
non-defective when (Y, # k 1. For example, with A = 1 the matrix equation 
(K+Al)y=O 
has the components 
Y, -Y, = 0, 
Y, +y,-, - 2qYn = 0, 
y, + (1 - 2cu,)y, = 0. 
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Let y, = 0 = y,. Then for yt = 2r these equations are satisfied if y, = 0 and Y,_~ = -yi for 
i=l ,***> r- 1. By choosing yl,,.., Y,_~ in turn to be 1 while the others of that set have the 
value 0, we obtain i(n - 2) linearly independent eigenvectors corresponding to the eigenvalue 
h = 1 which has multiplicity i(n - 2). Similar arguments apply when it is odd, and for both 
even and odd it when A = - 1. 
Our conclusions are summarised in the following theorem. 
Theorem 2. When the Panovsky-Richardson method of degree n is applied to the test equation 
y” = -w*y, with a steplength h, the stability of the resulting solutions is determined by the roots of 
a quadratic equation 
A2 - 2cY,A + 1 = 0, 
where LX,, is a rational function of degree [n/n] in v2 = W*h*. Intervals of periodicity are intervals 
of values of v* for which I a,, 1 < 1. For these methods, intervals of periodic@ and intervals of 
absolute stability coincide. 
It follows from this theorem that, with regard to stability considerations, the methods of 
Panovsky and Richardson belong to a class of methods investigated in [l]. The rational function 
(Y, is the stability function of the method, in the terminology of [l]. For example, when y1 = 2, 
the equations (3.4) and the definitions at the beginning of this section give 
’ 1 0 0 ’ 
p= &v’ 1+&V* +v* . 
\ iv* 
1 2 
TV 1 ) 
Then the stability function is 
288 - 126~~ + 4v4 
ff2= 288+18v2+v4 . 
By [l, Theorem 51 the method is not P-stable, by [l, Theorem 71 its order of dispersion is 4, and 
the periodicity conditions (see [l, p.1591) are 
v2 < 48 and (v’- 12)(5v* - 48) > 0. 
Therefore the primary interval of periodic& is (0, 9.6) and there is a secondary interval of 
periodicity (12, 48). The order of the method is 4 and its error constant, by Theorem 1, is &. 
By contrast Numerov’s method, which is based on the formula 
Y m+l - 2y, +Y,,-1 = &h*(f,+l+ lof, +f,,z-11, 
also has order 4 and is simpler to implement, but the magnitude of its error constant is larger 
<&> and its interval of periodicity is smaller: (0, 6). 
Theorem 3. Each Panovsky-Richardson method has a non-empty interval of periodicity, and is 
absolutely stable for v* sufficiently small. 
Proof. The order of dispersion of the Panovsky-Richardson method of degree n is at least 
n + 1, since it is the order of accuracy achieved by that method when applied to the test 
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Fig. 1. The intervals of periodicity of the Panovsky-Richardson methods of degree 1 to 10. 
equation y” = -o*y. Then, from [I, equation (2.811 we have, as v -+ 0, 
a, = cos V + O(vn+i ) = 1 - iv’ + O(V2). 
It follows that for Y* E (0, y), for some y > 0, the modulus of the stability function (Y, is less 
than 1. Consequently, (0, r> is an interval of periodicity and of absolute stability. q 
We computed the coefficients of the stability functions LY, for y2 G 10 and found the 
corresponding periodicity intervals. It is convenient to express those intervals in terms of V/T 
as in Fig. 1 and in Table 1. For example, the method of degree 3 has the periodicity intervals 
(0, /3:~*>, (crfrr*, &,rr*) and ((YET*, pin*>, and the values of cy, and pi can be read from 
Table 1. The computations involved become increasingly time-consuming as II increases, so we 
have not pursued a detailed study beyond IZ = 10, but we have identified several stability 
intervals for values of y1 up to 20. 
Our results suggest the following conjectures for which at present we can offer no proof. 
Conjectures. (1) The Panousky-Richardson method of degree n has n disjoint periodicity inter- 
uals. 
(2) F or Ue t,a n+m, f’ d s 
cui-+in and p,+ir. 
Consequently, the length of the ith periodicity interval tends to r2, and the length of the interval of 
instability between the ith and (i + 11th periodic@ intervals tends to 0 as n + 0~) for fixed i. 
(3) For ftied n, the length <a: - P,?)IT* of the ith interval of instability increases with i. 
Furthermore, a, _ , - /3, ~, increases without bound as n + m, and it seems that so also does 
a! n _i - p,, _i for each fixed i. In particular, this means that the length of the gap between the 
penultimate and final periodic& intervals increases without bound. 
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Table 2 
The maximum absolute errors on intervals [O, xl when the method PR16 is applied to a test problem of Kramarz 
with the steplengths h,, h, and h, 
X 
1.95 Tr 
3.90 Tr 
5.85 rr 
7.80 T 
9.75 Tr 
h, 
8.70.10-” 
1.32. lo- I2 
1.42.10-I2 
1.42.10-‘* 
1.42. lo- I2 
hz 
3.42.10-” 
1.31.10-s 
5.31.10-” 
2.16.10+4 
8.79.10+’ 
h, 
2.01 . lo- I5 
3.86.10-‘” 
3.86. lo- ” 
3.86.10-‘” 
5.69. lo-” 
Because of the gaps between periodicity intervals, these methods may be less satisfactory for 
some problems than methods which are P-stable or which have substantial, unbroken intervals 
of periodicity. To illustrate this we applied the Panovsky-Richardson method of degree 16 to 
an initial-value problem used by Kramarz [7]: 
y” = 24984, + 49982, Y(O) = 2, Y ‘(0) = 0, 
z” = -2499~ - 49992, z(0) = - 1, z’(0) = 0, 
for which the exact solution is 
y(x) = 2 cos X, z(x) = -cos x. 
The initial conditions eliminate the higher-frequency component corresponding to o = 50. We 
carried out three calculations with fixed steplengths h, = 0.65 r, h, = $h, and h, = ih,. With 
o = 50, the value of v lies near the middle of the 15th periodicity interval when the steplength 
is h,, between the 14th and 15th periodicity intervals when the steplength is h,, and in the 8th 
periodicity interval in the third case. Table 2 shows that a reduction of the steplength from h, 
to h, leads not to reduction of the global error but to a catastrophic instability. 
6. Implementation and numerical results 
To solve the nonlinear equations (2.6) at each step, Panovsky and Richardson [lo] used an 
iterative scheme analogous to the Gauss-Seidel method for linear equations. They chose 
starting values for uk+ based on data from the previous step. An alternative, which in our tests 
required less computation per step, is to solve the equations (3.1) by means of the Gauss- 
Seidel-type iteration 
where fF?{, =f(~,~+~,, yFi[,) and y$is = y,, for j = 0, 1,. . . , n. 
Experience with implicit methods for stiff systems of first order (e.g., [9, p.2381) suggests that, 
for a given problem, the rate of convergence of either of the iterative processes above will 
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depend on the steplength h, and that for sufficiently large h the process will fail to converge. 
When the formula (3.3) is applied to the test equation y” = --02y, the iterative formula is 
Y (k+l) = zy, m+l -Y,-1 + i&‘[ Y% + IOY, +Ym-l], 
and convergence requires v2 < 12, which is the same as the periodic&y condition. However, 
convergence of the iterative sequence for the method (3.4) requires v2 < 9 + 3J41= 28, 
whereas, as noted after Theorem 2, the secondary periodicity interval in this case extends to 48. 
For methods of higher degree also, the Gauss-Seidel scheme fails to converge in some 
steplength intervals for which the method is absolutely stable. 
In most of our calculations we have used a Newton method instead of the Gauss-Seidel 
iteration. Equation (5.11, without the superscript denoting the mth step, may be written as 
G(Y) := Y - h2BF + (Y = 0, 
where (Y includes all terms which do not depend on the elements of Y. The Newton formula 
then gives 
K(Y’k’_ Y(k-1)) = _G(y’k-I’), 
where the superscript is now the iteration number and Kij = aij - h2BijJj with 
af 
JI=ay * m+S, 
The description given here applies to a single differential equation; for a set of equations Jj 
becomes a Jacobian matrix. This approach not only allows calculations at larger steplengths, 
but it also reduces, sometimes very substantially, the number of iterations needed to achieve 
convergence to a given accuracy. Of course an assessment of computational efficiency would 
involve not only the iteration count, but also the cost of each iteration and of any overheads, 
such as Jacobian evaluations for Newton’s method. 
6.1. A two-body problem 
A problem frequently used in testing numerical methods (see, e.g., [6,8]) is the initial-value 
problem 
y"+ 5 =o, Y(0) = 1 -e, y’(0) = 0, 
z”+ 4 =o, l+e 
r3 
z(0) = 0, t’(0) = - K-l l-e ’ 
with r2 = y2 + z2. The exact solution is 
y = cos E - e, z=J1_ez sin E, 
where e is the eccentricity of the orbit, and the eccentric anomaly E is expressed as an implicit 
function of the independent variable x by Kepler’s equation 
x=E -e sin E. 
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Table 3 
The maximum absolute errors on intervals [0, X] when three methods of order 8 are applied to the two-body problem 
with e=O.l 
X 
100 
200 
500 
1000 
2000 
5000 
h = 0.5 
PR7 
2.99.10-’ 
6.24.10-” 
1.62.10-’ 
3.27. lo-’ 
6.44.10-” 
154.10~7 
PR6 RKN 
1.04.10-7 3.19.10-4 
2.16.10-’ 1.40.10~~ 
5.63.10-’ 9.38.10p3 
1.14.10~h 3.86.10-* 
2.2X.10-(’ 154.10~ 
5.66.10mh 9.19.10-t 
h=g h = 0.125 
PR6 RKN 
2.98.10-9 1.39.10-” 
6.22.10-” 6.22. lo-’ 
1.59~10~S 4.14.10-x 
3.23.10-’ 1.69.10-’ 
6.54.10-” 6.78.10-’ 
1.72.10-’ 4.26.10-h 
We solved this problem by using Panovsky-Richardson methods of degree IZ (which we shall 
denote by PRn) with IZ G 20. A notable feature of the results is a near-linear increase in the 
maximum global error as the length of the integration interval is increased. This is in 
accordance with the observations of Panovsky and Richardson [lo] who solved the same pair of 
differential equations, but with initial conditions such that the exact solution is 
y = a(cos E - e), z=a 7 l-e sin E, 
with 
x = fz3j2( E - e sin E) 
and a =(10/(2~)) . *I3 (We are grateful to the referee for providing details which were 
obscured by misprints in [lo].) 
Table 3 compares three methods of order 8, the methods PR6 and PR7 and an explicit 
Runge-Kutta-Nystrom method of [3]. For this example, and other cases which we have 
examined, at a fixed steplength PR7 is more accurate than PR6, and both are much more 
accurate than the RKN method. The last two columns of the table show results for PR6 and 
the RKN method at steplengths such that those methods have approximately the same 
maximum error on [0, 2001 as PR7 with h = 0.5. The similarity of the second and fifth columns 
is noteworthy, as is the near-linear increase with interval length in those columns and in the 
third one. In contrast, the maximum error in the RKN method increases approximately 
quadratically with interval length. 
6.2. The Stiefel-Bettis problem 
In testing an exponential-fitting method for second-order differential equations, Stiefel and 
Bettis [ll] used the initial-value problem 
2” + 2 = 0.001 e’“, z(0) = 1, z’(0) = 0.9995 i, 
which represents a perturbed harmonic oscillator with a perturbation in resonance with the 
unperturbed oscillation. The exact solution is 
2 = (1 - 0.0005 ix) e’“. 
Subsequently this problem has been used to test and compare other methods, particularly those 
designed for problems with nearly periodic solutions. 
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Table 4 
Errors in computed values of I z(401~)l where z is the solution of the Stiefel-Bettis problem 
h 
$-r 
$Tr 
$lT 
ikr 
PR2 
- 1.17.10-2 
-7.53.10-4 
-4.81.10m5 
-3.03.10-h 
PR3 
-1.11.10-” 
-6.58.10-’ 
-4.06.1OF’ 
-2.53.10-’ 
PR4 
-2.95.10-’ 
-4.71.10-7 
-7.40.10-” 
- 1.16. lo-” 
PR5 
3.51~10~7 
1.02.10-8 
1.79.1OF’” 
2.87. IO-” 
T4 T6 
-7.15.10-5 -5.61.10-(’ 
-7.94.10-7 - 1.45.10Fs 
-1.35.10-H 7.60. lo-” 
Table 4 shows results for several methods of order 4 or 6 applied to this problem. The 
number tabulated in each case is the error in approximating I ~(40~) I = (1 + 0.0004 7~~)~‘~. 
The Panovsky-Richardson methods PR2 and PR3 have order 4, PR4 and PR5 have order 6, 
and the columns headed T4 and T6 reproduce, respectively, results obtained by Thomas [12] 
using a fourth-order method with sixth-order phase lag and a sixth-order method with 
eighth-order phase lag. 
Thomas’s fourth-order method T4 is better in this case than the methods PR2 and PR3; 
they, in turn, are more accurate than a popular fourth-order Runge-Kutta-Nystr6m method 
(see [4, p.2621) for which the errors are 5.89 * lop2 and 1.75. lo-” with h = in and $‘rr, 
respectively. For the sixth-order methods, however, the situation is very different; PR4 is 
somewhat better than T6, and the error in PR5 is smaller, by a factor of at least 40, than that in 
PR4. This comparison of sixth-order methods is particularly interesting since T6 is the best of 
the methods considered by Thomas [12] for this problem; its eighth-order phase lag gives it an 
advantage over the other sixth-order methods with which it is compared in [12], but it is inferior 
to PR5 despite the fact that the phase-lag order of the latter method is the same as its algebraic 
order. From (4.8a) we find that the error constant for PR5 is approximately 2.6. lo-‘, which is 
very much smaller than the figures quoted by Thomas [12] for other methods. 
For the Stiefel-Bettis problem we have also studied the behaviour of the maximum absolute 
error on an interval [0, X] as x increases in [0, 40~1. The errors in solutions given by the 
Panovsky-Richardson methods again display phenomena noted in Section 6.1, an approxi- 
mately linear growth with x and an approximately constant ratio of the errors in the two 
methods of any given order, for example, PR2 and PR3 of order 4, or PR4 and PR5 of order 6. 
7. Conclusion 
Remarks in the Introduction to Panovsky and Richardson’s paper [lo] imply that the 
methods they propose are designed for problems whose “solutions have a general quasi-peri- 
odic character”. While it seems that the authors’ main interest lay in solving such problems, 
their methods take no account of the possible oscillatory behaviour of the solution, unlike the 
method of Stiefel and Bettis [ll] and the many other exponential-fitting methods developed in 
recent years. Despite the implication of the sentence “The use of nonpolynomial interpolants 
for numerical integration procedures is, of course, not new.“, the methods of Panovsky and 
Richardson are based on polynomial interpolation of the second derivative as are, for example, 
the StGrmer-Cowell methods, as noted in Section 2. What is new is the choice of off-step 
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points associated with the extrema of Chebyshev polynomials; Chebyshev interpolation is used 
rather than equal-interval interpolation. The fact that T,(X) = cos(n cos-IX), and the related 
oscillation of T,(X) on [ - 1, 11, does not imply any connection with trigonometric interpolation 
or with any other device designed to mimic the behaviour of periodic solutions. 
The work of Panovsky and Richardson [lo] has given us an interesting family of numerical 
methods for initial-value problems of the form (1.1). For each positive integer Y there are two 
methods of order 2r, one corresponding to polynomial interpolation of degree 2r - 2 and the 
other to interpolation of degree 2r - 1. Our Theorem 2 shows that, up to a certain point, the 
analysis of periodicity and absolute stability can be carried out for an arbitrary degree n, the 
important information specific to a particular value of y1 being contained in the rational 
function (_y,(v21. 
Numerical examples indicate that the methods proposed in [lo] can produce solutions of 
high accuracy. Comparisons show them to be more accurate than some established methods of 
the same order. In particular, the near-linear increase of the maximum global error with 
distance, which is evident both in [lo] and in our work, is striking. We do not have a satisfactory 
explanation for the very different behaviour of the Panovsky-Richardson and certain Runge- 
Kutta-Nystrom methods in this respect. 
The Panovsky-Richardson methods suffer the disadvantages of all fully implicit methods; 
when f<x, y) is nonlinear in y, a set of nonlinear equations must be solved at each step. The 
Gauss-Seidel-type iteration suggested in [lo], or our version (6.11, is economical when conver- 
gence is rapid but the requirement of convergence of the iterative process may restrict the 
steplengths which can be used. Furthermore, at sufficiently large steplengths, slow convergence 
may make this procedure more costly than some form of Newton iteration. 
The total length of the union of the periodicity intervals, which are also the intervals of 
absolute stability, increases with 12 but the fact that those intervals remain disjoint is an 
undesirable feature. The example at the end of Section 5 shows what may happen when a 
steplength reduction results in moving from an interval of absolute stability to one of instability. 
For the Panovsky-Richardson methods, the gaps between the early periodic&y intervals shrink 
as n increases (see Fig. 11 but each method is unstable for v = kr for sufficiently small 
non-negative integers k; for example, Table 1 shows that when y1 = 9, this statement is true for 
O<k<6. 
So far the Panovsky-Richardson methods have been studied only in fixed-steplength imple- 
mentations. Ideally a routine designed to solve differential equations should be able to vary the 
steplength, and perhaps the order of the method, in response to information obtained in the 
course of solving the equations. This requires an estimate of the local truncation error and a 
procedure for restarting the calculation with a new steplength (or a new formula) when it is 
decided that more or less accuracy is desirable. A related problem, shared by all hybrid 
methods, is that of providing the starting values at the off-step points between x0 and x1, which 
are needed to begin the implementation of the chosen method. These matters and an 
understanding of the behaviour of the global truncation error in the Panovsky-Richardson 
methods remain as challenges for future work. 
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Note added in proof 
We have overcome the difficulty of providing starting values by showing, in a paper recently 
submitted for publication, that the Panovsky-Richardson methods are equivalent to certain 
collocation-based Runge-Kutta-Nystriim methods. 
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