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In the present paper we introduce a multi-dimensional version of the R-matrix approach to
the construction of integrable hierarchies. Applying this method to the case of the Lie algebra
of functions with respect to the contact bracket, we construct integrable hierarchies of (3+1)-
dimensional dispersionless systems of the type recently introduced by one of us in [22].
1 Introduction
Integrable systems are well known to play a prominent role in modern theoretical and mathematical
physics, including quantum field theory and string theory, cf. e.g. [1–3, 5, 9–11, 13, 20, 26, 27]. The
R-matrix approach, see e.g. [3, 5, 20] and references therein, is one of the most general and best known
constructions of such systems. In this approach integrable systems result from the Lax equations
on suitably chosen Lie algebras. The key advantage of this method is the possibility of systematic
construction of infinite hierarchies of symmetries, conserved quantities and respective Hamiltonian,
or rather multi-Hamiltonian, structures, see e.g. the recent surveys [5, 20].
More than three decades of experience show that this approach, as well as other methods, works
perfectly in (1+1) dimensions and admits an extension to (2+1) dimensions, see for example [3, 6, 8,
14, 15, 25]. However, to the best of our knowledge, all earlier attempts at extending these methods
to higher dimensions failed. In particular, until recently only isolated examples of (3+1)-dimensional
integrable partial differential systems were known, cf. e.g. [13] and references therein.
A significant advance in this direction was made in [22], where a novel systematic construction of
(3+1)-dimensional integrable dispersionless systems was found. To explain this construction, recall
that zero-curvature equations involving the Poisson bracket with one degree of freedom give rise to
(2+1)-dimensional dispersionless systems, see for example [8, 22, 24, 28]. Roughly speaking, the key
insight of [22] is to replace the Poisson bracket by the contact bracket in the zero-curvature equa-
tions in question. Then these equations yield (3+1) rather than (2+1)-dimensional systems. This
approach gives rise to broad new classes of (3+1)-dimensional dispersionless integrable systems along
with their Lax pairs.
Motivated by the results of [22], we present below a multi-dimensional version of the R-matrix
approach on appropriately chosen Lie algebras. In contrast with the standard version of the R-matrix
method, we drop the requirement that the Lie algebras under study admit, in addition to the Lie
bracket, an associative multiplication such that the adjoint action associated with the Lie bracket
is a derivation (that is, this action obeys the Leibniz rule) with respect to the said multiplication.
Unfortunately, in this case there appears to be no natural Hamiltonian structure on the dual Lie
algebra, and thus no systematic method for constructing Hamiltonian representations for the systems
under study is available.
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In the particular setting introduced in [22] and considered in Section 4, the Lie algebras belong
to the class of Jacobi algebras which represent a natural generalization of the Poisson algebras. Even
though the Jacobi algebras by definition admit an associative multiplication in addition to the Lie
bracket, the adjoint action associated with the Lie bracket is not a derivation; instead it obeys a cer-
tain generalization of the Leibniz rule presented in Section 3. The systems in question are integrable
in the sense of existence of infinite hierarchies of commuting symmetries, and the construction of
these hierarchies is given below. Note also that infinite hierarchies of nonlocal conservation laws for
the systems under study could be obtained using the construction of nonisospectral Lax pairs from
[22] applied to our systems.
Using the R-matrix approach with suitably relaxed assumptions presented in Section 2, in Sec-
tion 4 we construct infinite hierarchies of integrable dispersionless (3+1)-dimensional systems with
infinitely many dependent variables associated with the contact bracket which is discussed in Sec-
tion 3. Finally, some natural finite-component reductions of our systems are presented in Section 5.
2 The general R-matrix construction of integrable hierarchies
Let g be an (infinite-dimensional) Lie algebra. The Lie bracket [·, ·] defines the adjoint action of g
on g: ada b = [a, b].
Recall, see e.g. [5, 19] and references therein, that an R ∈ End(g) is called a (classical) R-matrix
if the R-bracket
[a, b]R := [Ra, b] + [a, Rb] (1)
is a new Lie bracket on g. The skew symmetry of (1) is obvious. As for the Jacobi identity for (1),
a sufficient condition for it to hold is the so-called classical modified Yang–Baxter equation for R,
[Ra,Rb]−R[a, b]R − α[a, b] = 0, α ∈ R. (2)
Let Li ∈ g, i ∈ N. Consider the associated hierarchies of flows (Lax hierarchies)
(Ln)tr = [RLr, Ln], r, n ∈ N. (3)
We have the following
Theorem 1. Suppose that R is an R-matrix on g which commutes with all derivatives ∂tn , i.e.,
(RL)tn = RLtn , n ∈ N, (4)
and obeys the classical modified Yang–Baxter equation (2) for α 6= 0. Let Li ∈ g, i ∈ N satisfy (3).
Then the following conditions are equivalent:
i) the zero-curvature equations
(RLr)ts − (RLs)tr + [RLr, RLs] = 0, r, s ∈ N (5)
hold;
ii) all Li commute in g:
[Li, Lj ] = 0, i, j ∈ N. (6)
Moreover, if one (and hence both) of the above equivalent conditions holds, then the flows (3)
commute, i.e.,
((Ln)tr)ts − ((Ln)ts)tr = 0, n, r, s ∈ N. (7)
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Proof. Using (3) and the assumption (4) we see that the left-hand side of (5) takes the form
(RLr)ts − (RLs)tr + [RLr, RLs]
= R[RLs, Lr]−R[RLr, Ls] + [RLr, RLs]
= [RLr, RLs]−R[Lr, Ls]R
(2)
= −α[Lr, Ls]
which establishes the equivalence of (6) and (5). To complete the proof it suffices to observe that
the left-hand side of (6) can be written as
((Ln)tr)ts − ((Ln)ts)tr = [RLr, Ln]ts − [RLs, Ln]tr
= [(RLr)ts − (RLs)tr , Ln] + [RLr, [RLs, Ln]]
−[RLs, [RLr, Ln]]
= [(RLr)ts − (RLs)tr + [RLr, RLs], Ln]
= 0,
where the last equality follows from (5).
Now we present a procedure of extending the systems under study by adding an extra indepen-
dent variable. This procedure bears some resemblance to that of central extension, see e.g. [5, 6, 20]
and references therein.
Namely, we assume that all elements of g depend on an additional independent variable y not
involved in the Lie bracket, so all of the above results remain valid. Consider an L ∈ g and the
associated Lax hierarchies defined by
Ltr = [RLr,L] + (RLr)y, r ∈ N. (8)
Theorem 2. Suppose that L ∈ g and Li ∈ g, i ∈ N are such that the zero-curvature equations (5)
hold for all r, s ∈ N, the R-matrix R on g satisfies (4), and equations (8) hold for all r ∈ N.
Then the flows (8) commute, i.e.,
(Ltr)ts − (Lts)tr = 0, r, s ∈ N. (9)
Proof. Using equations (8) and the Jacobi identity for the Lie bracket we obtain
(Ltr)ts − (Lts)tr = [(RLr)ts − (RLs)tr + [RLr, RLs],L]
+ ((RLr)ts − (RLs)tr + [RLr, RLs])y
= 0.
The right-hand side of the above equation vanishes by virtue of the zero curvature equations (5).
It is well known (see e.g. [3, 5, 19, 20]) that whenever g admits a decomposition into two Lie
subalgebras g+ and g− such that
g = g+ ⊕ g−, [g±, g±] ⊂ g±, g+ ∩ g− = ∅,
the operator
R =
1
2
(P+ − P−) = P+ −
1
2
(10)
where P± are projectors onto g±, satisfies the classical modified Yang–Baxter equation (2) with
α = 1
4
, i.e., R defined by (10) is a classical R-matrix.
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Next, let us specify the dependence of Lj on y via the so-called Lax–Novikov equations (cf. [8]
and references therein)
[Lj ,L] + (Lj)y = 0, j ∈ N. (11)
Then, upon applying (6), (10) and (11), equations (3), (5) and (8) are readily seen to take the
following form:
(Ls)tr = [Br, Ls], r, s ∈ N, (12)
(Br)ts − (Bs)tr + [Br, Bs] = 0, (13)
Ltr = [Br,L] + (Br)y, n, r ∈ N (14)
where Bi = P+Li.
Obviously, if upon the reduction to the case when all quantities are independent of y we put
L = Ln for some n ∈ N, then the hierarchies (8) boil down to hierarchies (3) and the Lax–Novikov
equations (11) reduce to (a part of) the commutativity conditions (6). In particular, if the bracket [·, ·]
is such that equations (8) give rise to integrable systems in d independent variables, then equations
(3) yield integrable systems in d− 1 independent variables.
A standard construction of a commutative subalgebra spanned by Li whose existence by Theo-
rem 1 ensures commutativity of the flows (8) is, in the case of Lie algebras which admit an additional
associative multiplication ◦ which obeys the Leibniz rule
ada(b ◦ c) = ada(b) ◦ c + b ◦ ada(c)⇔ [a, b ◦ c] = [a, b] ◦ c+ b ◦ [a, c], (15)
as follows: the commutative subalgebra in question is generated by fractional powers of a given
element L ∈ g, cf. e.g. [5, 20] and references therein.
However, in our setting, when we no longer assume existence of an associative multiplication on
g which obeys (15), the construction from the preceding paragraph does not work anymore. In order
to circumvent this difficulty, instead of an explicit construction of commuting Li we will impose the
zero-curvature constraints (5) on chosen elements Li ∈ g, i ∈ N; it is readily seen that in the setting
of Sections 4 and 5 we are interested in, this can be done in a consistent fashion. By Theorem 1 this
guarantees the commutativity of Li for any R-matrix which obeys the classical modified Yang–Baxter
equation (2) with α 6= 0.
3 The contact bracket
Consider a commutative and associative algebra A of formal series in p
A ∋ f =
∑
i
uip
i (16)
with the standard multiplication
f1 · f2 ≡ f1f2, f1, f2 ∈ A. (17)
The coefficients ui of these series are assumed to be smooth functions of x, y, z and infinitely many
times t1, t2, . . . .
The contact bracket on A will be denoted by {·, ·}C and is defined in the same fashion as in [22],
that is,
{f1, f2}C =
∂f1
∂p
∂f2
∂x
− p
∂f1
∂p
∂f2
∂z
+ f1
∂f2
∂z
− (f1 ↔ f2). (18)
Notice that the variable y is not involved in this bracket.
4
If we drop the dependence on z then this bracket reduces to the canonical Poisson bracket in one
degree of freedom,
{f1, f2}P,1 =
∂f1
∂p
∂f2
∂x
−
∂f2
∂p
∂f1
∂x
, (19)
where the variable x is canonically conjugated to p.
Note that A is not a Poisson algebra as the contact bracket (18) does not obey the Leibniz rule.
However, it belongs to a more general class of the so-called Jacobi algebras (see e.g. [16] and references
therein for further details on those) that obey the following generalization of the Leibniz rule:
{f1f2, f3}C = {f1, f3}Cf2 + f1{f2, f3}C − f1f2{1, f3}C . (20)
More precisely, a Jacobi algebra is an associative commutative algebra (i.e., a vector space en-
dowed with an associative commutative multiplication which is distributive with respect to addition
and compatible with multiplication by elements of the ground field) which is further endowed with
the Lie algebra structure that obeys the generalized Leibniz rule (20). If the unity 1 belongs to the
center of the Lie algebra in question, then (20) boils down to the usual Leibniz rule and the algebra
under study is then just a Poisson algebra.
Now let A be a Lie algebra of formal series in two variables px and pz whose coefficients again
depend on x, y, z, t1, t2, . . . with respect to the standard Poisson bracket in two degrees of freedom:
{h1, h2}P =
∂h1
∂px
∂h2
∂x
+
∂h1
∂pz
∂h2
∂z
− (h1 ↔ h2). (21)
It is readily checked that we have [22] a Lie algebra homomorphism from A to A
f(p, x, y, z, t1, t2, . . . ) 7→ f¯ = pzf(px/pz, x, y, z, t1, t2, . . . ). (22)
Note, however, that when we lift this homomorphism to the Jacobi algebra homomorphism, we have
f1f2 =
1
pz
f¯1f¯2.
It is now readily seen that in fact we have the Jacobi algebra isomorphism, given by (22), that
goes from the Jacobi algebra (A, {, }C, ·), defined via (16), (17) and (18), to the Jacobi algebra
(A¯, {, }P , ◦) of formal series of the form
h =
∑
i
uip
i
xp
−i+1
z , (23)
which is a subalgebra of (A, {, }P , ◦), where
h1 ◦ h2 =
1
pz
h1h2. (24)
Notice that the bracket (21) is not a Poisson bracket on the algebra (A¯, {, }P , ◦) as it does not obey
the Leibniz rule with respect to the multiplication (24).
To make contact with the R-matrix approach of Section 2, we identify g with A and the bracket
[·, ·] in g with the contact bracket (18). As for the choice of the splitting of g into Lie subalgebras g±
with P± being projections onto the respective subalgebras, so g± = P±(g), it is readily checked that
we have two natural choices when the R’s defined by (10) satisfy the classical modified Yang–Baxter
equation (2) and thus are R-matrices. These two choices are
P+ = P>k,
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where k = 0 or k = 1, and by definition
P>k
(
∞∑
j=−∞
ajp
j
)
=
∞∑
j=k
ajp
j.
Note that, in contrast with the (1+1)-dimensional systems associated with the Poisson bracket
(19) with one degree of freedom [7], the choice of k = 2, i.e., taking P>2 for P+, does not yield an
R-matrix on A via (10), that is, in this case R defined via (10) does not satisfy (2).
4 Integrable (3+1)-dimensional infinite-component hierarchies
and their reductions
Consider first the case of k = 0 and the nth order Lax function from A
L = unp
n + un−1p
n−1 + · · ·+ u0 + u−1p
−1 + · · · , n > 0 (25)
and let
Bm ≡ P+Lm = vm,mp
m + vm,m−1p
m−1 + · · ·+ vm,0, m > 0 (26)
where ui = ui(~t, x, y, z), vm,j = vm,j(~t, x, y, z), and ~t = (t1, t2, . . . ).
Substituting L and Bm into the zero-curvature Lax equations
Ltm = {Bm,L}C + (Bm)y (27)
we obtain a hierarchy of infinite-component systems of the form
(ur)tm = X
m
r [u, vm], r ≤ n+m, r 6= 0, . . . , m,
(ur)tm = X
m
r [u, vm] + (vm,r)y, r = 0, . . . , m.
(28)
where in (28) we put ur ≡ 0 for r > n and
Xmr [u, vm] =
m∑
s=0
[svm,s(ur−s+1)x − (r − s+ 1)ur−s+1(vm,s)x
−(s− 1)vm,s(ur−s)z + (r − s− 1)ur−s(vm,s)z],
(29)
for r ≤ m+ n, u = (un, un−1, . . . ) and vm = (vm,0, . . . , vm,m). The fields ur for r ≤ n are dynamical
variables while equations for n +m ≥ r > n can be seen as nonlocal constraints on ur which define
the variables vm,s. The reader has to bear in mind that the additional dependent variables vm,s are
by construction related to each other for different m through the zero-curvature equations (13).
Upon using the homomorphism (22) we see that the hierarchy (28) can also be generated by
L¯ = unp
n
xp
−n+1
z + un−1p
n−1
x p
−n+2
z + · · ·+ u0pz + u−1p
−1
x p
2
z + · · · ,
B¯m = vm,mp
m
x p
−m+1
z + vm,m−1p
m−1
x p
−m+2
z + · · ·+ vm,0pz,
and the Lax equations
L¯tm = {B¯m, L¯}P + (B¯m)y
with the Lie bracket (21). The same procedure can be applied to the other examples given below,
but in what follows we shall stick to the contact bracket formalism for the sake of simplicity. Let us
also point out that using the contact bracket {·, ·}C and the algebra A instead of A¯ and the Poisson
6
bracket {·, ·}P naturally leads to nonisospectral Lax representations for systems written in the form
of zero-curvature equations like (8) or (14) with [·, ·] being the contact bracket, cf. Theorem 1 of [22]
for details.
The first equation from the system (28), i.e., the one for r = n+m, takes the form
(n− 1)un(vm,m)z − (m− 1)vm,m(un)z = 0,
and hence, for n > 1, m > 1, admits the constraint
vm,m = (un)
m−1
n−1 . (30)
For n = 1 the constraint in question takes the form u1 = const.
The system (25)–(29) has a natural constraint: un = cn, vm,m = cm,m, where cn, cm,m ∈ R. Then,
if we put cn = cm,m = 1, we have
L = pn + un−1p
n−1 + · · ·+ u0 + u−1p
−1 + · · · , n > 0, (31)
Bm ≡ P+Lm = p
m + vm,m−1p
m−1 + · · ·+ vm,0, m > 0 (32)
and equations (27) take the form (28), where now r < n+m and
Xmr [u, vm] = m(ur−m+1)x − (m− 1)(ur−m)z
+
m−1∑
s=0
[svm,s(ur−s+1)x − (r − s+ 1)ur−s+1(vm,s)x
−(s− 1)vm,s(ur−s)z + (r − s− 1)ur−s(vm,s)z].
(33)
Again, the first equation from the system (28), i.e., the one for r = n+m− 1, takes the form
(n− 1)(vm,m−1)z − (m− 1)(un−1)z = 0,
so the system under study for n > 1 admits a further constraint
vm,m−1 =
(m− 1)
(n− 1)
un−1. (34)
It is readily seen that for n = 1 the constraint (34) should be replaced by u0 = const. Consider
this case in more detail.
Upon taking u0 = 0, the Lax equation (27) for
L = p+ u−1p
−1 + u−2p
−2 + · · · , (35)
and for m = 2, with
B2 = p
2 + v1p+ v0,
generates the following infinite-component system
(v1)y = (v1)x + (u−1)z,
(v0)y = (v0)x + (u−2)z − 2(u−1)x + 2u−1(v1)z,
(ur)t2 = 2(ur−1)x − (ur−2)z − (r + 1)ur+1(v0)x + v0(ur)z (36)
+ (r − 1)ur(v0)z + v1(ur)x − rur(v1)x + (r − 2)ur−1(v1)z,
where r < 0 and v2,r ≡ vr.
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We have a natural (2+ 1)-dimensional reduction of (36) when uj, v0 and v1 are independent of y,
0 = (v1)x + (u−1)z,
0 = (v0)x + (u−2)z − 2(u−1)x + 2u−1(v1)z,
(ur)t2 = 2(ur−1)x − (ur−2)z − (r + 1)ur+1(v0)x + v0(ur)z
+(r − 1)ur(v0)z + v1(ur)x − rur(v1)x + (r − 2)ur−1(v1)z,
(37)
another (2 + 1)-dimensional reduction
(v1)y = (u−1)z,
(v0)y = (u−2)z + 2u−1(v1)z, (38)
(ur)t2 = −(ur−2)z + v0(ur)z + (r − 1)ur(v0)z + (r − 2)ur−1(v1)z,
when uj, v0 and v1 are independent of x, and yet another (2 + 1)-dimensional reduction
(v1)y = (v1)x,
(v0)y = (v0)x − 2(u−1)x, (39)
(ur)t2 = 2(ur−1)x − (r + 1)ur+1(v0)x + v1(ur)x − rur(v1)x,
when uj, v0 and v1 are independent of z.
Moreover, system (39) admits a further reduction v1 = 0 to the form
(v0)y = (v0)x − 2(u−1)x, (40)
(ur)t2 = 2(ur−1)x − (r + 1)ur+1(v0)x + v1(ur)x.
The system (40) reduces to (1 + 1)-dimensional Benney system (cf. e.g. [4, 7])
(ur)t2 = 2(ur−1)x − 2(r + 1)ur+1(u−1)x, r < 0, (41)
when ui are independent of both y and z, and we put v0 = 2u−1.
On the other hand, system (38) admits no reductions to (1 + 1)-dimensional systems. Note that
for systems (36)–(41) there are no obvious finite-component reductions.
For systems with the Lax functions (25), (26) and (31), (32) we have (2 + 1)-dimensional and
(1 + 1)-dimensional reductions of the same types as above.
Now pass to the case of k = 1, when P+ = P>1, and consider the general case when
L = unp
n + un−1p
n−1 + · · ·+ u0 + u−1p
−1 + . . . , n > 0,
Bm = vm,mp
m + vm,m−1p
m−1 + · · ·+ vm,1p, m > 0, (42)
from which we again obtain the hierarchies of infinite-component systems
(ur)tm = X
m
r [u, vm], r ≤ n+m, r 6= 1, . . . , m,
(ur)tm = X
m
r [u, vm] + (vm,r)y, r = 1, . . . , m,
(43)
where in (43) we put ur ≡ 0 for r > n and
Xmr [u, vm] =
m∑
s=1
[svm,s(ur−s+1)x − (r − s+ 1)ur−s+1(vm,s)x
−(s− 1)vm,s(ur−s)z + (r − s− 1)ur−s(vm,s)z],
(44)
for r ≤ m+ n, u = (un, un−1, . . . ) and vm = (vm,1, . . . , vm,m).
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For n > 1, m > 1 we again obtain the constraint (30), and for n = 1 the constraint in question is
replaced by u1 = const. Consider in more detail the simplest case when
L = p + u0 + u−1p
−1 + · · · (45)
and
Bm ≡ P+Lm = vm,m−1p
m + vm,m−2p
m−1 + · · ·+ vm,1p, m > 1. (46)
The first flow for m = 2, where we put v2,r ≡ vr to simplify writing, takes the form
(v2)y = (v2)x + u0(v2)z + v2(u0)z,
(v1)y = (v1)x + u0(v1)z + v2(u−1)z + 2u−1(v2)z − 2v2(u0)x,
(ur)t2 = v1(ur)x − rur(v1)x + (r − 2)ur−1(v1)z + 2v2(ur−1)x (47)
− (r − 1)ur−1(v2)x − v2(ur−2)z + (r − 3)ur−2(v2)z.
We have a natural (2 + 1)-dimensional reduction of (47) when uj, v1 and v2 are independent of y,
0 = (v2)x + u0(v2)z + v2(u0)z,
0 = (v1)x + u0(v1)z + v2(u−1)z + 2u−1(v2)z − 2v2(u0)x,
(ur)t2 = v1(ur)x − rur(v1)x + (r − 2)ur−1(v1)z + 2v2(ur−1)x
−(r − 1)ur−1(v2)x − v2(ur−2)z + (r − 3)ur−2(v2)z.
(48)
On the other hand, if uj, v1 and v2 are independent of x, we obtain from (47) a (2 + 1)-dimensional
system
(v2)y = u0(v2)z + v2(u0)z,
(v1)y = u0(v1)z + v2(u−1)z + 2u−1(v2)z, (49)
(ur)t2 = (r − 2)ur−1(v1)z − v2(ur−2)z + (r − 3)ur−2(v2)z.
Finally, if uj, v1 and v2 in (47) are independent of z, we arrive at a (2 + 1)-dimensional system
(v1)y = (v1)x,
(v0)y = (v0)x − 2v1(u0)x, (50)
(ur)t2 = v0(ur)x − rur(v0)x + 2v1(ur−1)x − (r − 1)ur−1(v1)x,
where we made use of an admissible reduction v2 = const = 1, and if we make a further reduction
v1 = const = 1, we obtain
(v0)y = (v0)x − 2(u0)x, (51)
(ur)t2 = 2(ur−1)x + v0(ur)x − rur(v0)x.
If uj, v1 and v2 are independent of both y and z, we can put v1 = 2u0 and obtain
(ur)t2 = 2(ur−1)x + 2u0(ur)x − 2rur(u0)x. (52)
Finally, when uj, v1 and v2 are independent of both y and x, we have
(ur)t2 = (r − 2)ur−1(v1)z − v2(ur−2)z + (r − 3)ur−2(v2)z, (53)
where a reduction
v2 = au
−1
0 , v1 = −au−1u
−2
0 ,
was performed, and a ∈ R is an arbitrary constant. Thus, in this case the system under study is
rational (rather than polynomial) in u0.
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5 Finite-component reductions
For k = 0, in contrast with the simplest case (35), we do have natural reductions to finite-component
systems by putting ur = 0 for r < 1 or r < 0 in (25) and (31), i.e., consider the cases
L = unp
n + un−1p
n−1 + · · ·+ urp
r, r = 0, 1,
Bm = (un)
m−1
n−1 pm + vm,m−1p
m−1 + · · ·+ vm,0
(54)
and
L = pn + un−1p
n−1 + · · ·+ urp
r, r = 0, 1,
Bm = p
m +
(m− 1)
(n− 1)
un−1p
m−1 + · · ·+ vm,0.
(55)
The case (55) for r = 0 was considered for the first time in [22]. Notice that in (54) and (55) for r = 0
we have L = Bn, and hence the variable y can be identified with tn. Then equations (27) coincide
with the zero-curvature equations (13) and the Lax–Novikov equations (11) reduce to equations (12).
The structure of the said finite-component reductions is best revealed in the matrix form of the
system (28). For the reduction (55) and n ≥ m we obtain
0 = Am1 (u)(Vm)z + A
m
2 (u)(Vm)x + A
m
3 (v)(Um)z + A
m
4 (v)(Um)x,
(Un)tm = A
n
1 (u)(Vn)z + A
n
2 (u)(Vn)x + A
n
3 (v)(Un)z + A
n
4 (v)(Un)x + (Vn)y,
(56)
where
Um = (un−m, . . . , un−1)
T , Vm = (vm,0, . . . , vm,m−1)
T ,
Vn = (vm,0, . . . , vm,m−1, 0, . . . , 0)︸ ︷︷ ︸
n
T , Un = (u0, . . . , un−1)
T ,
Ami and A
n
i are respectively m × m and n × n square matrices, and, as usual, the superscript T
indicates the transposed matrix. The entries of the matrices in question are linear in the fields ui
and vm,s.
On the other hand, for n < m we have
0 = Bm1 (u)(Vm)z +B
m
2 (u)(Vm)x +B
m
3 (v)(Um)z +B
m
4 (v)(Um)x + (Vm,n)y,
(Un)tm = B
n
1 (u)(Vn)z +B
n
2 (u)(Vn)x +B
n
3 (v)(Un)z +B
n
4 (v)(Un)x + (Vn)y,
(57)
where
Vm = (vm,0, . . . , vm,m−1)
T , Um = (u0, . . . , un−1, 0, . . . , 0)︸ ︷︷ ︸
m
T ,
Vm,n = (vm,n, . . . , vm,m−1, 0, . . . , 0)︸ ︷︷ ︸
m
T ,
Un = (u0, . . . , un−1)
T , Vn = (vm,0, . . . , vm,n−1)
T .
The structure of the matrices B(j)i is essentially the same as that of the matrices A
(j)
i above.
Another class of natural reductions to finite-component systems arises for k = 1, if we put
L = unp
n + un−1p
n−1 + · · ·+ urp
r, r = 1, 0,−1, · · ·
Bm = (un)
m−1
n−1 pm + vm,m−1p
m−1 + · · ·+ vm,1p
(58)
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or
L = p+ u0 + u−1p
−1 + · · ·+ urp
r, r = 0, 1,−1, . . . (59)
Bm = vm,mp
m + vm,m−1p
m−1 + · · ·+ vm,1p, m > 1.
For instance, let
L = p+ u0 + u−1p
−1 (60)
and, with a slight variation of the earlier notation, put
B2 = v2p
2 + v1p, B3 = w3p
3 + w2p
2 + w1p.
The member of the hierarchy associated with B2 reads
(u−1)t2 = u−1(v1)x + v1(u−1)x,
(u0)t2 = −2u−1(v1)z + v1(u0)x + u−1(v2)x + 2v2(u−1)x,
(v1)y = (v1)x + 2u−1(v2)z + v2(u−1)z + u0(v1)z − 2v2(u0)x, (61)
(v2)y = (v2)x + u0(v2)z + v2(u0)z,
and the one associated with B3 has the form
(u−1)t3 = u−1(w1)x + w1(u−1)x,
(u0)t3 = w1(u0)x − 2u−1(w1)z + u−1(w2)x + 2w2(u−1)x,
(w1)y = (w1)x + w2(u−1)z − u−1(w3)x − 2w2(u0)x + 2u−1(w2)z
+ u0(w1)z − 3w3(u−1)x, (62)
(w2)y = (w2)x − 3w3(u0)x + 2w3(u−1)z + w2(u0)z + u0(w2)z + 2u−1(w3)z,
(w3)y = (w3)x + u0(w3)z + 2w3(u0)z,
Commutativity of the flows associated with t2 and t3, i.e.,
((ui)t2)t3 = ((ui)t3)t2 , i = 0, 1,
can be readily checked using the set of relations
(v1)z = −
v2
w3
(w3)x −
v2w2
4w23
(w3)z +
v2
2w3
(w2)z +
3
2
(v2)x,
(v2)z =
v2
2w3
(w3)z,
(w1)t2 = v1(w1)x − w1(v1)x + (v1)t3 ,
(w2)t2 = v1(w2)x − w1(v2)x + 2v2(w1)x − 2w2(v1)x + (v2)t3 ,
(w3)t2 =
v2w2
2w3
(w2)z −
w2
2
(v2)x −
v2w
2
2
4w23
(w3)z +
(v1w3 − v2w2)
w3
(w3)x
−v2(w1)z + 2v2(w2)x − 3w3(v1)x,
which is equivalent to the zero-curvature equation
(B2)t3 − (B3)t2 + {B2, B3}C = 0. (63)
11
Note that the compatibility conditions
((vi)y)z = ((vi)z)y , i = 1, 2,
are also satisfied by virtue of (61) and (63).
When ui and vj are independent of z we obtain (2 + 1)-dimensional systems with additional
constraints v2 = const = 1, w3 = const = 1
(u−1)t2 = u−1(v1)x + v1(u−1)x,
(u0)t2 = v1(u0)x + 2(u−1)x, (64)
(v1)y = (v1)x − 2(u0)x,
and
(u−1)t3 = u−1(w1)x + w1(u−1)x,
(u0)t3 = w1(u0)x + u−1(w2)x + 2w2(u−1)x,
(w1)y = (w1)x − 3(u−1)x − 2w2(u0)x, (65)
(w2)y = (w2)x − 3(u0)x.
When ui and vj are independent of x we obtain other (2 + 1)-dimensional systems making use of
a naturally arising extra constraint u−1 = 1, namely,
(u0)t2 = −2(v1)z,
(v1)y = 2(v2)z + u0(v1)z, (66)
(v2)y = (u0v2)z
and
(u0)t2 = −2(w1)z,
(w1)y = 2(w2)z + u0(w1)z,
(w2)y = 2(w3)z + (u0w2)z, (67)
(w3)y = u0(w3)z + 2w3(u0)z.
Further reduction of (64) and (65) by assuming that ui, vj and wk are independent of y leads to
(1 + 1)-dimensional systems of the form
(u−1)t2 = 2(u−1u0)x,
(u0)t2 = 2(u−1 + u
2
0)x, (68)
with the constraint v1 = 2u0, and
(u−1)t3 = 3(u−1u
2
0 + u
2
−1)x,
(u0)t3 = (u
3
0 + 6u0u−1)x, (69)
with constraints
w2 = 3u0, w1 = 3u
2
0 + 3u−1.
Likewise, the reduction of (66) and (67) by assuming that ui, vj and wk are independent of y
leads to (1 + 1)-dimensional systems of the form
(u0)t2 = 2(u
−2
0 )z, (70)
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and
(u0)t3 = −6(u
−4
0 )z, (71)
as we have
v2 = u
−1
0 , v1 = −u
−2
0 , w3 = u
−2
0 , w2 = −2u
−3
0 , w1 = 3u
−4
0 .
The simplest nontrivial example of Lax pair (58) is given by
L = u3p
3 + u2p
2 + u1p,
B2 = v2p
2 + v1p,
and the associated system reads
0 = 2u3(v2)z − v2(u3)z,
0 = u2(v2)z − v2(u2)z + 2u3(v1)z + 2v2(u3)x − 3u3(v2)x
(u3)t2 = v1(u3)x + 2v2(u2)x − 2u2(v2)x − 3u3(v1)x − v2(u1)z + u2(v1)z,
(u2)t2 = (v2)y + v1(u2)x + 2v2(u1)x − 2u2(v1)x − u1(v2)x,
(u1)t2 = (v1)y + v1(u1)x − u1(v1)x.
Here we have not yet imposed the constraint (30).
The first two of the above equations impose constraints on the ‘non-dynamical’ fields v1 and v2.
The first of these constraints is satisfied once we impose (30), i.e., v2 = (u3)
1
2 , and then the second
one boils down to
(v1)z =
[
1
2
u2(u3)
−
1
2
]
z
−
[
1
2
(u3)
1
2
]
x
.
Assuming that ui and vj no longer depend on z naturally leads to further constraints
v2 = const = 1, u3 = const = 1, v1 =
2
3
u2
and then we obtain an evolutionary system
(u2)t2 = 2(u1)x −
2
3
u2(u2)x,
(u1)t2 =
2
3
[(u2)y + u2(u1)x − u1(u2)x]. (72)
On the other hand, assuming that ui and vj no longer depend on x yields
(u3)t2 = u2(v1)z − v2(u1)z,
(u2)t2 = (v2)y, (73)
(u1)t2 = (v1)y,
where we have
v2 = (u3)
1
2 , v1 =
1
2
u2(u3)
−
1
2 .
The reduction of (72) and (67) by assuming that the dependent variables involved are independent
of y leads to a (1 + 1)-dimensional system
(u2)t2 = 2(u1)x −
2
3
u2(u2)x,
(u1)t2 =
2
3
[u2(u1)x − u1(u2)x], (74)
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while for (73) we are naturally led to imposing the constraints
u1 = const = 0, u2 = const = 1,
and then we obtain the equation
(u3)t2 =
1
2
(
(u3)
−
1
2
)
z
. (75)
In closing note that it would be interesting to find out whether the hierarchies presented in this
section could be reproduced using the recursion operators in spirit of [3, 17, 18, 21, 23] and references
therein.
Acknowledgments
The research of AS was supported in part by the Ministry of Education, Youth and Sports of the
Czech Republic (MŠMT ČR) under RVO funding for IČ47813059, and by the Grant Agency of the
Czech Republic (GA ČR) under grant P201/12/G028.
AS gratefully acknowledges the warm hospitality extended to him in the course of his visits to
the Adam Mickiewicz University in Poznań.
The authors would like to thank B.M. Szablikowski for helpful comments.
References
[1] A. Alexandrov, Enumerative Geometry, Tau-Functions and Heisenberg–Virasoro Algebra,
Comm. Math. Phys. 338 (2015), 195–249
[2] Z. Bajnok, R. Janik, String field theory vertex from integrability, JHEP 04 (2015) 042,
arXiv:1501.04533
[3] M. Błaszak, Multi-Hamiltonian theory of dynamical systems, Springer-Verlag, Berlin, 1998.
[4] M. Błaszak, Classical R-matrices on Poisson algebras and related dispersionless systems, Phys.
Lett. A 297 (2002), 191–195.
[5] M. Błaszak, B. Szablikowski, Classical R-matrix theory for bi-Hamiltonian field systems, J.
Phys. A: Math. Theor. 42 (2009), article 404002, arXiv:0902.1511
[6] M. Błaszak, A. Szum, Lie algebraic approach to the construction of (2+1)-dimensional lattice-
field and field integrable Hamiltonian equations, J. Math. Phys. 35 (2001), 225–259.
[7] M. Błaszak, B. Szablikowski, Classical R-matrix theory of dispersionless systems: I. (1+1)-
dimension theory, J. Phys. A: Math. Gen. 35 (2002), 10325–10344, arXiv:nlin/0211008
[8] M. Błaszak, B. Szablikowski, Classical R-matrix theory of dispersionless systems: II. (2+1)-
dimension theory, J. Phys. A: Math. Gen. 35 (2002), 10345–10364, arXiv:nlin/0211018
[9] A. Borowiec, H. Kyono, J. Lukierski, J. Sakamoto, K. Yoshida, Yang–Baxter sigma models and
Lax pairs arising from κ-Poincaré r-matrices, JHEP 04 (2016) 079, arXiv:1510.03083
[10] A. Brandhuber, B. Penante, G. Travaglini, D. Young, Integrability and unitarity, JHEP 05
(2015) 005, arXiv:1502.06627v2
[11] G. Carlet, H. Posthuma, S. Shadrin, Bihamiltonian Cohomology of KdV Brackets, Comm. Math.
Phys. 341 (2016), 805–819
14
[12] P. Cooper, S. Dubovsky, V. Gorbenko, A. Mohsen, and S. Storace, Looking for integrability on
the worldsheet of confining strings, JHEP 04 (2015) 127, arXiv:1411.0703
[13] M. Dunajski, Solitons, instantons, and twistors, Oxford University Press, Oxford, 2010.
[14] E.V. Ferapontov, K.R. Khusnutdinova, On the integrability of (2+1)-dimensional quasilinear
systems, Commun. Math. Phys. 248 (2004), 187–206.
[15] E.V. Ferapontov, B.S. Kruglikov, Dispersionless integrable systems in 3D and Einstein–Weyl
geometry, J. Differential Geom. 97 (2014), no. 2, 215–254.
[16] J. Grabowski, Brackets, Int. J. Geom. Methods Mod. Phys. 10 (2013), no. 8, 1360001
[17] M. Marvan, A. Sergyeyev, Recursion operator for the stationary Nizhnik–Veselov–Novikov equa-
tion, J. Phys. A: Math. Gen. 36 (2003), no. 5, L87–L92, arXiv:nlin/0210028.
[18] M. Marvan, A. Sergyeyev, Recursion operators for dispersionless integrable systems in any di-
mension, Inverse Problems 28 (2012), no. 2, 025011, arXiv:1107.0784
[19] M.A. Semenov-Tian-Shansky, What is a classical r-matrix?, Func. Anal. Appl. 17 (1983),
259–272.
[20] M. Semenov-Tian-Shansky, Integrable systems: the r-matrix approach, Preprint RIMS-1650,
Kyoto, 2008
[21] A. Sergyeyev, A strange recursion operator demystified, J. Phys. A: Math. Gen. 38 (2005), no.
15, L257–L262, arXiv:nlin/0406032.
[22] A. Sergyeyev, A new class of (3+1)-dimensional integrable systems related to contact geometry,
arXiv:1401.2122v3
[23] A. Sergyeyev, Recursion operators for multidimensional integrable systems, arXiv:1501.01955
[24] B.M. Szablikowski, Hierarchies of Manakov–Santini type by means of Rota–Baxter and other
identities, SIGMA 12 (2016), 022, arXiv:1512.05817
[25] K. Takasaki, T. Takebe, Integrable Hierarchies and Dispersionless Limit, Rev. Math. Phys. 07
(1995), 743–808, arXiv:hep-th/9405096
[26] C.-L. Terng, K. Uhlenbeck, Tau Functions and Virasoro Actions for soliton Hierarchies, Comm.
Math. Phys. 342 (2016), 117–150.
[27] L. Wulff, On integrability of strings on symmetric spaces, JHEP 09 (2015) 115, arXiv:1505.03525
[28] V.E. Zakharov, Dispersionless limit of integrable systems in 2+1 dimensions, in: Singular limits
of dispersive waves (Lyon, 1991), Plenum, New York, 1994, 165–174.
15
