Abstract. This paper studies closed 3-manifolds which are the attractors of a system of finitely many affine contractions that tile R 3 . Such attractors are called self-affine tiles. Effective characterization and recognition theorems for these 3-manifolds as well as theoretical generalizations of these results to higher dimensions are established. The methods developed build a bridge linking geometric topology with iterated function systems and their attractors.
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Introduction
A great deal of work in the literature has concentrated on tilings of R n whose tiles are defined by a finite collection of contractions. One of the most prevalent examples are tilings by self-affine tiles where the contractions are affine translates of a single linear contraction. A long-standing open question is whether there exists a closed 3-manifold which is a nontrivial self-affine tile, a so-called self-affine 3-manifold. To settle this question in the affirmative the current paper effectively characterizes and recognizes self-affine 3-manifolds and gives theoretical generalizations of these results to higher dimensions. The methods developed in this paper build a bridge linking two previously unrelated areas of mathematics: geometric topology on the one side and iterated function systems and their attractors on the other side.
Much work is devoted to how a subset of the Euclidean plane can admit a tiling by self-affine tiles. In the planar case, the topology of these tiles has been studied thoroughly. Much less is known about the topology of self-affine tiles of Euclidean 3-space. In particular it has been an open question as to which (if any) 3-manifolds admit a nontrivial self-affine tiling of R 3 . A number of examples have appeared in the literature which were conjectured to be self-affine tilings of R 3 by 3-balls. In the current paper we address these questions by describing an often effective method of determining that a given 3-dimensional self-affine tile is a tamely embedded 3-manifold. The method gives affirmative answers for the previously conjectured examples, and is also used to give examples of 3-dimensional self-affine tiles which are handlebodies of higher genus. Examples are also given of self-affine tiles in R 3 whose boundaries are wildly embedded surfaces and thus are not 3-manifolds. Our method also has potential to allow effective computations in higher dimensions. The proofs of our results require a careful formulation of the problem in terms of a certain type of algebro-geometric complexes which are used to approximate the tile and allow for arbitrarily fine computations due to their recursive structure. Deep tools of geometric topology developed by Cannon and Edwards are then used to determine the homeomorphism type of the boundary and check if it is a tamely embedded surface in the case of dimension 3. We offer Conjectures 1 and 2 stating that every self-affine manifold is homeomorphic to a handlebody.
The study of self-affine tiles and their tiling properties goes back to the work of Thurston [50] and Kenyon [30] . In the 1990s Lagarias and Wang [34, 35, 36] proved fundamental properties of self-affine tiles. Wang [52] surveys these early results on tiles like tiling properties, Hausdorff dimension of the boundary and relations to wavelets. By now there exists a vast literature on self-affine tiles. The topics of research include their geometric, topological, and fractal properties, characterization problems, relations to number systems, and wavelet theory (see e.g. [1, 6, 12, 23, 26, 37, 48] ). The topology of (mainly planar) self-affine tiles is the topic of considerable study (cf. for instance [3, 25, 27, 31, 35] ). In particular, the case where the self-affine tile is a 2-manifold (i.e., a closed disk) has been well understood from early on (cf. [3, 5, 38, 39, 40] ). The question of determining the topology of higher dimensional self-affine tiles arose naturally; in particular, if they could be manifolds in a nontrivial way and if there is a method to recognize whether a self-affine tile (or its boundary) is a manifold (see Gelbrich [24] who first raised this question in 1996, and more recently [2, 4, 17, 38] ). We will call a 3-dimensional self-affine tile which is a topological 3-manifold with boundary a self-affine 3-manifold. Numerous specific examples of nontrivial self-affine tiles were conjectured in the literature to be topological 3-dimensional balls (see for instance [4, 24] ). However, until this point, no example of a nontrivial self-affine 3-manifold has been exhibited (in [41] self-affine tiles that are n-dimensional parallelepipeds are characterized).
In the current article we give conditions that characterize self-affine 3-manifolds. We go on to give an effective algorithm to decide whether a 3-dimensional self-affine tile is a manifold with boundary. Finally we apply our algorithm to conjectured examples and show that they are topological 3-dimensional balls. During the course of our inquiry we show that many of our results generalize to the n-dimensional case.
Classical conjectures and solutions.
We start with the exact definition of the fundamental objects studied in the present paper. Definition 1.1 (Self-affine tile). Let A be an expanding n × n integer matrix, that is, a matrix each of whose eigenvalues has modulus strictly greater than one. Let D ⊂ Z n be a complete set of residue class representatives of Z n /AZ n , called the digit set. We define the self-affine tile T = T (A, D) as the unique nonempty compact set satisfying
If the self-affine tile T tiles R n with respect to the lattice Z n we say that T induces a self-affine tiling and call T a self-affine Z n -tile.
The self-affine tile T is well-defined because it is the unique solution of the iterated function system {ϕ d | d ∈ D} with ϕ d (x) = A −1 (x + d) (cf. Hutchinson [29] and note that there is a norm || · || on R n that makes A −1 a contraction; see (3.1) below). In view of the results in [36] the tiling property in Definition 1.1 is not a strong restriction and can easily be checked algorithmically (see for instance [51] ). Moreover, without loss of generality, we will assume that 0 ∈ D.
Until now it has not been known whether a nontrivial self-affine Z n -tile, n > 2, could be homeomorphic to an n-manifold with boundary. For instance, Gelbrich [24] as well as Bandt and Mesing [4] give examples of self-affine Z 3 -tiles which are conjectured to be homeomorphic to 3-dimensional balls. In this paper we give a method of checking that a self-affine tile is a manifold. We check for the presence of an ideal tile (Definition 2.22) and use Theorems 2.18, and 2.23, as well as Corollary 7.23 to check that classically conjectured self-affine 3-manifolds are indeed 3-manifolds. We are unaware of conjectural self-affine tiles which are manifolds in dimensions higher than 3.
1.2. The characterization and recognition problems. One of the hallmarks of a complete theory of a class of examples in mathematics is the solution of the characterization and recognition problem. In other words, when can one formally characterize a class of examples and furthermore effectively recognize those examples given only simple data that defines them? The methods of the present paper go considerably beyond checking examples and allow one to characterize and recognize tame self-affine 3-manifolds.
1.2.1. The 3-dimensional case. In the case of 3-dimensional tame tiles (e.g. those with connected, 1-ULC interior) we give a characterization of those which are manifolds (monotone models are defined in Definition 2.9): Theorem 2.18. Let T be a self-affine Z 3 -tile whose interior is connected and 1-ULC. Then T is a self-affine 3-manifold if and only if it admits a monotone model with a boundary that is a closed 2-manifold.
Corollary 7.23 allows to algorithmically recognize which 3-dimensional tile is a tame 3-ball (for the in-out graph see Definition 7.14):
Corollary 7.23. Let T be a self-affine Z 3 -tile. If ∂T is a 2-sphere in R 3 and each loop in the in-out graph (which is always finite) I contains a node N such that
Then ∂T is locally spherical and thus tame. Consequently T is homeomorphic to D 3 .
Theorem 5.15. For n ≥ 6 let T be a self-affine Z n -tile which admits a monotone model M . Assume that almost all boundary stars of M are cellular and ∂M is a manifold. If T satisfies the disjoint disks property then ∂T is an (n − 1)-manifold. Theorem 7.22 allows us to algorithmically recognize which n-dimensional tiles are tame n-balls. Theorem 7.22. Let T be a self-affine Z n -tile. If ∂T is an (n − 1)-sphere in R n and each loop in the in-out graph (which is always finite) I contains a node N such that
then ∂T is locally spherical and thus tame. Consequently T is homeomorphic to D n .
Given that a self-affine manifold tiles itself by arbitrarily small copies of itself, it seems that its topology cannot be very complicated. We offer the following stronger conjecture:
Conjecture 2. Every self-affine n-manifold is homeomorphic to an n-dimensional handlebody.
2.
Main results: models, the tiling complex, and self-affine manifolds
In this section we present our main results. The underlying idea behind our theory is to "model" a given self-affine Z n -tile T by a set M ⊂ R n that tiles R n by Z n -translates and retains as many topological properties of T as possible. To understand the topology of T it is then sufficient to study M . We give ways that allow to construct M as a finite simplicial complex. This strategy will enable us to derive various new results on topological properties of self-affine Z n -tiles. We will need the following notations. Let M ⊂ R n be a compact set that is the closure of its interior and whose boundary has µ(∂M ) = 0, where µ denotes the n-dimensional Lebesgue measure. If the Z n -translates of M cover R n with disjoint interiors we say that M is a Z n -tile. Note that a Z n -tile always has µ(M ) = 1. As a self-affine Z n -tile T is equal to the closure of its interior and µ(∂T ) = 0 (cf. [52 
If, in addition, we have f (0) = 0 then f (z) = z holds for each z ∈ Z n .
2.1. Models for self-affine Z n -tiles. We start with a fundamental definition.
If F is clear from the context, we will write M instead of (M, F ) for a model. Note that F is not assumed to be contracting in Definition 2.1. Thus in general, M is not uniquely defined by the set equation (2.2) .
Let (M, F ) be a model for the self-affine tile T = T (A, D). To transfer topological information from M to T we will make extensive use of the canonical quotient map Q : R n → R n defined by
(F (k) denotes the k-th iterate of F ). The following result will be proved in Theorem 3.8.
Note that that any subspace X ⊂ M has its canonical quotient Q(X) under this map. In particular, Theorem 2.4 shows that T and ∂T are the canonical quotients of M and ∂M , respectively.
2.2.
Neighbors, cells, and the tiling complex. Let M be a Z n -tile. In all what follows, the intersection of M with subsets of its Z n -translates will play an important role. We consider sets of n-tuples of integers to be coordinates for unoriented "cells" in a "tiling complex" defined below and accordingly introduce the notation (2.5)
We extend the range of · M to complexes, i.e., to sets C of sets in Z n by setting
If M is the self-affine Z n -tile T , we often omit the subscript T and write S instead of S T .
Definition 2.6 (Neighbor structure and tiling complex). The neighbor structure of a Z n -tile M is the set
which reflects the underlying intersection structure of the tiling induced by M and will also be considered a formal simplicial complex. The faces of S ∈ K(M ) are the elements of
A face of S ∈ K(M ) is proper if it is not equal to S. We consider the set K(M ) of cells along with the notion of faces induced by F M (S) to be the tiling complex for M . Moreover, we set
for the set of all i-cells of the tiling complex K(M ).
Given a simplex S ∈ K(M ) we define the operator
that is, the set of maximal proper faces of S in K(M ). We think of δS M as a form of simplicial boundary of S M . The operator δ can be extended to a collection C of i-cells by setting
We intuit the sets S as formal unoriented simplices and S M as their (dual) geometric realizations. Note that it can happen that S is a proper face of S but that S M = S M .
2.3. Monotone models. We refine the notion of model so that it preserves the neighbor structure of the modeled self-affine Z n -tile T . Proposition 4.1 shows that for a model M having the same neighbor structure 1 as T , the canonical quotient map Q preserves intersections: Q S M = S for each S ⊂ Z n . The following notion of monotone model enables us to say more about the point preimages of the canonical quotient map Q.
Definition 2.9 (Monotone model).
A model M is a monotone model for the self-affine Z n -tile T if K(T ) = K(M ) and each S M is connected.
Recall that a quotient map is monotone if point preimages are connected. We state the following result, which follows immediately from Proposition 4.3 (i).
Theorem 2.10. If M is a monotone model for the self-affine Z n -tile T then the restriction
is a monotone quotient map for each S ∈ K(T ).
We saw in Theorem 2.4 that Q∂M = ∂T holds for a model M of the self-affine Z n -tile T . If M is even a monotone model, this follows from Theorem 2.10 because ∂M = ∂ {0} M = δ{0} M and ∂T = ∂ {0} = δ{0} . Under certain conditions Q behaves nicely also for boundaries of cells S with |S| ≥ 2. To make this precise let M be a Z n -tile and set
for the set of all i-cells of K(M ) containing 0. Assume that the (dual) geometric realization
0 carries the subspace topology inherited from R n and, for i ≥ 2, denote by Definition 2.11 (Combinatorial tile). Let M be a Z n -tile. We say that M is combinatorial if
We can show the following result which is proved at the end of Section 4.1.
Theorem 2.12. Let M be a monotone model for a self-affine Z n -tile T , i ≥ 2, and S ∈ K(T )
Thus, if both, M and T are combinatorial we have that
2.4. Self-affine tiles and manifolds. In Section 5.1 we will state a criterion for a self-affine Z 2 -tile to be homeomorphic to a closed disk. In view of the Jordan Curve Theorem this is equivalent to ∂T being homeomorphic to a circle. Criteria of that kind have been published before (see e.g. [5, 39] ). We shall prove analogs of these results for boundaries of self-affine Z 3 -tiles that are homeomorphic to a closed surface. To treat surfaces of positive genus we need to exclude pathological point preimages of the restriction of Q to ∂M . We thus define the following property of point preimages.
Definition 2.13 (Semi-contractible). Let M be a monotone model for a self-affine Z 3 -tile with ∂M being a closed surface and let Q be the associated quotient map. We say that M is semi-contractible if each point preimage of Q| ∂M is contained in a contractible neighborhood (e.g. a disk).
We note that a model with spherical boundary is semi-contractible. Theorem 2.14. Let T be a self-affine Z 3 -tile with connected interior which admits a semi-contractible monotone model M whose boundary is the closed surface S. Then the following assertions hold.
(i) ∂T is homeomorphic to S.
(ii) Under the restriction Q| ∂M preimages of points do not path separate ∂M .
We immediately obtain the following consequence.
Corollary 2.15. Let T be a self-affine Z 3 -tile with connected interior which admits a monotone model M with 2-sphere boundary. Then ∂T is homeomorphic to the 2-sphere and point preimages of the quotient map Q| ∂M do not path separate.
Theorem 2.14 can be extended to finite unions of Z 3 -translates of T (see Proposition 5.9). The next theorem shows that under certain conditions ∂T = s∈Z n \{0} {0, s} admits a natural CW-structure defined by the intersections S . Recall that a set is degenerate if it contains fewer than 2 points. Theorem 2.16. Let T be a self-affine Z 3 -tile with connected interior which admits a semicontractible combinatorial monotone model M whose boundary is the closed surface S.
Let S ∈ K(T ) be nondegenerate. If S M is a closed topological manifold or a ball then its canonical quotient S is either homeomorphic to S M or degenerate. The proofs of Theorems 2.14 and 2.16 are contained in Section 5.2 where we also state an easy criterion for checking whether the interior of a self-affine Z n -tile is connected (see Lemma 5.10). It is important to note that the homeomorphisms asserted in these theorems are usually not Q since Q is not necessarily injective. However, one can use Q to construct this homeomorphism with the help of Moore's decomposition theorem (see Proposition 5.2 and [43, 44] ). Theorem 2.16 requires S to contain at least 2 elements. Under the given conditions we cannot expect T = {0} to be homeomorphic to a 3-ball even if the same is true for M . Indeed, in Section 8.2 we give an example of a monotone model which is homeomorphic to a 3-ball but whose underlying self-affine Z 3 -tile is wild and indeed not even simply connected, even though its boundary can be shown to be a sphere by applying Corollary 2.15. An image of this example is depicted on the right hand side of Figure 1 . It is the self-affine Z 3 -tile T = T (A, D) with A = diag(9, 9, 9) whose digits set is visualized on the left hand side of Figure 1 (see Section 8.2 for an exact definition). In studying this example we shall prove the following result.
Theorem 2.17. There exists a self-affine Z 3 -tile whose boundary is a 2-sphere, but which is not homeomorphic to a 3-ball (a self-affine wild crumpled cube).
We are also able to prove generalizations of Theorem 2.14 to higher dimensions and give criteria for boundaries of self-affine Z n -tiles to be (n − 1)-manifolds. Since their statements require more notation we postpone it to Section 5.3.
In Section 7 we deal with self-affine Z n -tiles that are homeomorphic to closed balls. For n = 3 a combination of Theorem 2.14 and a result of Bing [7] yields the following characterization result.
Theorem 2.18. Let T be a self-affine Z 3 -tile whose interior is connected and 1-ULC. Then T is a self-affine 3-manifold if and only if it admits a monotone model with a boundary that is a closed 2-manifold.
Using a result of Cannon [8] we will give an algorithmic criterion that allows to check whether a self-affine Z n -tile with spherical boundary is homeomorphic to a closed ball. The exact statement of this result, which requires the definition of the in-out graph, can be found in Theorem 7.22. Together with Theorem 2.14 we shall use this result to give nontrivial examples of Z 3 -tiles that are homeomorphic to closed 3-balls and other 3-manifolds (see Section 2.7).
2.5. Subdivision. Let T = T (A, D) be a self-affine Z n -tile and (M, F ) a model for T satisfying K(T ) = K(M ). We now describe a generalization of the set equations (1.2) and (2.2) to the cells S and S M for S ∈ K(T ), respectively. We start with the following definition. Definition 2.19 (Subdivision operator). Let T = T (A, D) be a self-affine Z n -tile. Then the subdivision operator P is given by
where D S denotes the set of functions from S to D.
It is unnecessary to define a similar operator for the model M since K(T ) = K(M ) and F (z) = Az holds for each z ∈ Z n which implies that
, using the operator P the set equations in (1.2) and (2.2) become
and
respectively. The terminology subdivision operator is further testified by the set equations (2.20) A S = P (S) and
which we shall prove in Theorems 3.13 and 3.21. In Lemma 6.1 we will see that P behaves nicely with respect to the "simplicial boundary operator" δ defined in (2.7) and (2.8), in particular,
2.6. Ideal tiles. Up to this point it is unclear how one could construct nontrivial models for a given self-affine Z n -tile. We now give necessary conditions that define an ideal tile for a self-affine Z n -tile which allows to construct a monotone model for that tile.
, if Z has connected interior and the following conditions hold.
(
(ii) For each S ∈ K(Z) the set S Z is connected and homeomorphic to P (S) Z .
(iii) For each S ∈ K(Z) each homeomorphism from δS Z to δP (S) Z extends to a homeomorphism from S Z to P (S) Z .
Note that since Z is a Z n -tile one only needs to check the above hypotheses for all S containing 0. Condition (i) can be checked algorithmically by using so-called boundary and vertex graphs (cf. e.g. [46] and see Remark 3.15) . In most cases ideal tiles are chosen to be polyhedra. Then Conditions (ii) and (iii) can be checked by direct inspection for n = 3. For higher dimensions, in Section 6.2 we show how to check (ii) by techniques from algebraic topology in certain cases. Lemma 6.2 shows that (iii) is true for large classes of topological spaces. Theorem 2.23. Let Z be an ideal tile for a self-affine Z n -tile T and u ∈ int(Z) then there is a homeomorphism F such that (Z − u, F ) is a monotone model for T . Figures 3 and 5. 2.7. Examples. We now illustrate our theory by examples of self-affine Z 3 -tiles. In Section 2.7.1 we give a first example of a tile that is homeomorphic to a 3-ball. Section 2.7.2 is devoted to a tile that was already studied in 1996 by Gelbrich [24] . We can now show that it is homeomorphic to a 3-ball. Finally, in Section 2.7.3 we state an existence result for a self-affine Z 3 -tile whose boundary is a surface of genus g for each g ∈ N.
Examples of ideal tiles are given in
2.7.1. A self-affine Z 3 -tile that is homeomorphic to a 3-ball. Let
and let T ⊂ R 3 be the unique nonempty compact set satisfying AT = T + D. As A is expanding and D is a complete set of residue class representatives of Z 3 /AZ 3 the set T is a self-affine tile. Moreover, [36, Corollary 6 .2] yields that T tiles R 3 by Z 3 -translates making T a self-affine Z 3 -tile. An image of T is depicted in Figure 2 . We shall prove the following result. Moreover, we are able to establish the following topological characterization result for the cells of T (the finite graphs Γ 2 , Γ 3 , and Γ 4 are defined in Remark 3.15 and constructed explicitly in Section 8).
Proposition 2.26. Let T be the self-affine Z 3 -tile defined by AT = T + D with A and D defined as in (2.24), and let S ⊂ Z 3 with 0 ∈ S be given.
S is a node of the graph Γ 2 and S = ∅ otherwise.
S is a node of the graph Γ 3 and S = ∅ otherwise.
• If |S| = 4 then S ∼ = {p} if S is a node of the graph Γ 4 and S = ∅ otherwise.
In Section 8.1 will give detailed proofs of these results. Again it is easy to check that T , which is depicted in Figure 3 , is a self-affine Z 3 -tile. In his paper, Gelbrich asked whether T is homeomorphic to a closed 3-dimensional ball. We are now able to answer his question in the affirmative. 2.7.3. Self-affine Z 3 -tiles whose boundaries are surfaces of positive genus. We give the following result on boundary surfaces of positive genera (see also Section 8.4).
Proposition 2.29. For each genus g ∈ N there is a self-affine Z 3 -tile T whose boundary is a surface of genus g.
Although we do not want to go into details, we mention that it is possible to show that T is a self-similar 3-manifold by adapting the ball-checking algorithm provided in Section 7 (see in particular Remark 7.24). The fundamental neighborhoods can be chosen to be cubes here. Thus each 3-dimensional handlebody is homeomorphic to a Z 3 -tile.
3. Self-affine Z n -tiles and their models
In this section we extend standard notations and results on self-affine Z n -tiles and show how much of these results remains true for models. Before we start we equip R n with a norm || · || such that the associated operator norm (also denoted by || · ||) satisfies
As A is expanding such a choice is possible (cf. e.g. [35, Section 3]).
3.1. Basic properties of the canonical quotient map. Let T = T (A, D) be a self-affine Z n -tile and (M, F ) a model for it. We now give some auxiliary results on models and study properties of the canonical quotient map Q : R n → R n defined in (2.3). Our first aim is to associate with a given model M a sequence of models which converges to the tile T . For this reason define the set
and let
Proof. Let k ∈ N, x ∈ R n , and z ∈ Z n . The Z n -equivariance of A −1 F implies that
We now are in a position to prove the following convergence result for models. The limit of a sequence of models in its statement is taken with respect to the product of the Hausdorff metric and the metric of uniform convergence.
Iterating this for k times (q 0 is the identity) and setting
Since D is a complete set of residue class representatives of
As Lemma 3.3 implies that
To prove the convergence result let D(·, ·) be the Hausdorff metric. For each ε > 0 we may choose k ∈ N in a way that A −k T and A −k M are contained in a ball of diameter ε around the origin. Using (3.6) and the k-th iterate of the set equation (1.2), we gain
As ||A|| > 1 and A −1 F is continuous and Z n -equivariant, the maps A −k (A −1 F )A k uniformly converge to the identity. Thus F k → A uniformly for k → ∞ and the proof is finished.
We mention that the sequence (M k ) of models yields approximations not only of the tile T , but also of the dynamical system defined by its set equation (see e.g. Theorem 3.21).
The following result contains Theorem 2.4 as well as some properties of Q.
Theorem 3.8. Let (M, F ) be a model for the self-affine Z n -tile T . Then the canonical quotient map Q = lim k→∞ q k is continuous, Z n -equivariant, and satisfies the following properties.
∂T is a quotient space of ∂M .
Proof. We first show that (q k (x)) k≥0 is a Cauchy sequence for each x ∈ R n . Observe that by continuity and Z n -equivariance of A −1 F there is an absolute constant c > 0 such that
By (3.1) we have ||A −1 || < 1 and, by the triangle inequality and a geometric series consideration
Thus (q k (x)) k≥0 is Cauchy and, hence, converges for each x ∈ R n . This defines the function Q for each x ∈ R n . As the convergence in (3.9) is uniform in x we conclude that Q is continuous.
Z n -equivariance of Q follows from Z n -equivariance of q k (see Lemma 3.3), and (i) is an immediate consequence of the convergence statement in Proposition 3.4.
To prove (ii) we have to show that for each ε > 0 there is k 0 ∈ N such that
To prove this let ε > 0 be arbitrary and choose k 0 in a way that (3.7) holds for k ≥ k 0 . First we note that, since M k and T are Z n -tiles, we have
Thus for each x ∈ ∂T there is s ∈ Z n \ {0} s.t. x ∈ T and x ∈ T + s. By (3.7) there exist
n -tile this implies that there is an element y ∈ ∂M k with ||x − y|| < ε. By analogous reasoning, for each x ∈ ∂M k there exists y ∈ ∂T with ||x − y|| < ε. This proves (3.10) and, hence, also (ii).
The following lemma will be needed in some computations.
Proof. The first identity follows immediately from the definition of Q. The second one follows as
3.2.
The generalized set equation. Let T = T (A, D) be a self-affine Z n -tile. Using the subdivision operator P from Definition 2.19 we will now extend the standard notion of set equation (1.2) to intersections S (see also [46] where this is done by using so-called boundary graphs). To this end we need "powers" of P which we define inductively by
Theorem 3.13 (The generalized set equation). Let T be a self-affine Z n -tile and S ∈ K(T ). Then (3.14)
As (T, A) trivially is a model of T having the same neighboring structure as T , Theorem 3.13 is a special case of the first equality in Theorem 3.21. Thus we refrain from proving Theorem 3.13 here.
Remark 3.15. For S ∈ K(T ) with 0 ∈ S equation (3.14) yields S = S ∈P (S) A −1 S . For each S occurring on the right hand side of this equation choose a fixed element s ∈ S . Then it becomes
and each shifted set S − s is an element of K(T ) containing 0. To each S ∈ K(T ) with 0 ∈ S we associate an indeterminate X S whose range of values is the space of nonempty compact subsets of R n . Using (3.16) we define the (finite) collection
of set equations which defines a graph directed iterated function system whose unique solution is given by X S = S for each S ∈ K(T ) with 0 ∈ S. Note that |S| = |S | holds for each S ∈ P (S). Thus, following [46] , for each i ≥ 1 we define the graph Γ i as follows. The set of nodes of Γ i is given by K(T ) i 0 . Moreover, there is an edge from S to S if and only if S ∈ P (S). Using these graphs, the equations in (3.17) can be written as
The algorithmic construction of the graphs Γ i is detailed in [46] (see also [20, Chapter 3] for basic definitions and results on graph directed iterated function systems). Figures 6 and 7 in Section 8.1 contain an example of Γ 2 and Γ 3 , respectively.
3.3. Walks. Let D k be as in (3.5) . Iterating the set equation (1.2) for T yields that
Note that each term is a subdivision of the previous one, i.e., the tile T can be subdivided finer and finer by the collections
, and, equivalently, the set of collections (D k ) k≥0 admits natural bonding maps that define an inverse system. We will call each "thread" (d k ) k≥0 of this system a "walk" in T . Thus each walk corresponds to a nested sequence of subtiles of T .
More generally, the set equation in (3.14) gives coordinates for S with S ∈ K(T ) in a similar way. Indeed, it induces a sequence of subdivisions
In analogy to the last paragraph we say that a "walk" in S is a sequence (S k ) where
). According to (3.14) this walk yields the nested sequence (A −k S k ) k≥0 whose intersection contains a single element of S . As D is a complete set of cosets of Z n /AZ n , one can check that S = S implies P (S) ∩ P (S ) = ∅. For this reason there is again an "ancestor" function R from P (S) to the set of finite subsets of Z n such that P = R −1 , i.e., R(S ) = S if S ∈ P (S). This motivates the following precise definition of walks.
Definition 3.18 (Walks). For S ∈ K(T ), the set W (S) of walks in S is the inverse limit of the sequence (P (k) (S)) with bonding map R :
for a walk w and
for a set of walks C.
Walks are coordinates for a nested collection of sets. The set W (S) can also be described as the set of infinite walks in a finite graph (see e.g. [46] ); this motivates the terminology "walk".
Recall that the image of P (k) is contained in K(T ) for each k by definition. Thus for a walk w, the sequence (w k ) is a nested sequence of nonempty compact sets. The diameter of w k approaches zero (since A −1 is a contraction) and consequently defines a unique limit point.
Definition 3.19 (Limit points of walks).
Let S ∈ K(T ) and w ∈ W (S) be a walk. The mapping
is a continuous map of the Cantor set W (S) to S . If C is a set of walks, we will use the notation
In particular, set W = W ({0}) and ∂W = s∈Z n \{0} W ({0, s}). Theorem 3.13 implies
3.4. The generalized set equation and walks in a model. There are many similarities between a self-affine Z n -tile and its model, particularly if they have the same neighbor structure. We obtain the following analog of Theorem 3.13 for models. Recall that M k is defined in (3.2).
Theorem 3.21. Let (M, F ) be a model for the self-affine Z n -tile T satisfying K(T ) = K(M ). Then for every S ∈ K(T ) and every k ∈ N,
Proof. As A −1 F is Z n -equivariant and fixes Z n point wise, we have F (x + z) = F (x) + Az for each x ∈ R n , z ∈ Z n . Together with the set equation (2.2) for M this yields
Since K(T ) = K(M ), this subdivision is again governed by the function P and we arrive at
Iterating this for k times proves the first equality. To prove the second one recall that
For S ∈ K(M ) to a walk w ∈ W (S) we associate the nested collection
and, for a set C ⊂ W (S), we define
We denote
which may contain more than one point as F −1 is not necessarily a contraction. This is an important difference between a self-affine Z n -tile and its model. However, as K(M ) = K(T ), the definition of a walk assures that w M cannot be empty. Again, this definition extends to sets C of walks by setting C M = k≥1 C M,k . Using this notation we obtain
Properties of monotone models
In this section we investigate mapping properties of the canonical quotient map Q under the condition that (M, F ) is a monotone model for a self-affine Z n -tile T . (i) The sequence S M k converges to S in the Hausdorff metric D for each S ∈ K(T ).
(ii) Q S M = S holds for each S ∈ K(T ).
Proof. To prove (i) let ε > 0 be arbitrary. Since A is expanding and both T and M are compact we may choose k 0 ∈ N in a way that A −k T and A −k M are contained in a ball of diameter ε around the origin for each k ≥ k 0 . Using Theorems 3.13 and 3.21 we get
To prove (iii), using Lemma 3.12 and (ii) we derive
We will now use the sets w M to study preimages of Q. Proof. As the sets w M and w T , w ∈ C, are compact it suffices to check the first equivalence for each finite subset C of C by the finite intersection property for compact sets. Assume that w∈C w T = ∅. As w∈C w k k∈N is a nested sequence of compact sets this is equivalent to w∈C w k = ∅ for each k ∈ N. Because K(M ) = K(T ), this is in turn equivalent to w∈C w M,k = ∅ for each k ∈ N. As the sequence w∈C w M,k k∈N is a nested sequence of compact sets, this is finally equivalent to w∈C w M = ∅, proving the first equivalence. As for the second one note that the limit point w T is a singleton for each w ∈ C T . Thus C T contains more than one element if and only if there exist w, w ∈ C having disjoint limit points which is equivalent to w∈C w M = ∅.
Recall that a quotient is monotone if point preimages are connected. (i) Q S M = S is a monotone quotient of S M for each S ∈ K(T ).
(ii) Q δS M = δS is a monotone quotient of δS M for each S ∈ K(T ).
(iii) Q∂M = ∂T is a monotone quotient of ∂M .
Proof. By Proposition 4.1 (ii) we have Q S M = S . To show (i) we thus have to prove that (Q| S M ) −1 (x) is connected for each x ∈ S . Let x ∈ S be fixed and choose w ∈ W (S) with x = w T . Proposition 4.1 (iii) implies that
By Lemma 4.2 all the sets w M in the union on the right share a common point. It therefore remains to prove that w M is connected for each w ∈ W (S). However, since M is a monotone model for T , the cell S M is connected for each S ⊂ Z n . Thus the set w M is a nested union of the connected sets w M,k and therefore itself connected.
To prove (ii) first observe that
Choose x ∈ δS . Then, by Proposition 4.1 (iii) we gain
and everything runs exactly as in (i). In view of (3.11), (iii) is an immediate consequence of (ii).
Theorem 2.10 is a consequence of Proposition 4.3 (i). Just note that all decompositions are accomplished by the restrictions Q| S M of Q.
We now turn to the proof of Theorem 2.12 which clarifies the effect of the canonical quotient map Q on boundaries of cells.
Proof of Theorem 2.12. Let S ∈ K(T ) i 0 , i ≥ 2, be arbitrary but fixed. To prove (i) let x ∈ ∂ i S be given. Then, since K(T ) i 0 is a finite complex and cells are closed in
To prove (ii) let x ∈ Q∂ i S M be given. By the same argument as in (i) there is s ∈ Z n \ S with x ∈ Q S ∪ {s} M . Thus, as T is combinatorial, x ∈ Q S ∪ {s} M = S ∪ {s} ⊂ δS = ∂ i S .
4.2.
Cell-like maps. In order to prove our higher dimensional results in Section 5.3 we need to make sure that Q is a cellular mapping in the following sense. To formulate the result on the cellularity of Q we need one more definition. Definition 4.6 (Boundary star). Let M be a monotone model for a self-affine Z n -tile T . For y ∈ ∂M and k ∈ N define the boundary star for y of level k by
One checks that ∂ -star k (y) is the closed star of y in the complex ∂M induced by the sets A −k S M . The following lemma contains a more convenient representation for boundary stars.
Proof. The lemma follows if we prove that for each w ∈ ∂W with y ∈ w M,k there exists w ∈ ∂W with w M,k = w M,k and Qy = w T . To construct w , let S i = π i (w) for 1 ≤ i ≤ k. Inductively, assume that for 1 ≤ i < j a choice of S i ∈ P (S i−1 ) has been made such that y ∈ (F −1 ) (i) S i M . By the generalized set equation for models in (3.22) , we may choose S j ∈ P (S j−1 ) such that y ∈ (F −1 ) (j) S j M . Then w = (S i ) satisfies π k (w ) = π k (w) and, hence, w M,k = w M,k . Moreover, we have y ∈ w M by the definition of w M and Qy ∈ w T by Proposition 4.1 (iii).
Proposition 4.9. Let (M, F ) be a monotone model for the self-affine Z n -tile T . Assume that almost all boundary stars of M are cellular and that ∂M is an (n − 1)-manifold. Then Q| ∂M is a cellular map.
Proof. We have to show that (Q | ∂M ) −1 (x) is cellular for x ∈ ∂T . Let P = {w ∈ ∂W | w T = x} and thus by Proposition 4.1 (iii) we have P M = (Q | ∂M ) −1 (x). Now, P M = k≥1 P M,k , with
, is the intersection of a nested sequence. Suppose that P M ∩ ∂ 2 P M,j = ∅ for some j ≥ 0. Since (P M,k ) is a nested sequence containing P M , we have that P M ∩ ∂ 2 P M,k = ∅ for each k ≥ j. As ∂W M,k covers ∂M for each fixed k by the set equation for S M in (3.22), there is a walk w ∈ ∂W such that Qw M = x but P M ∩ w M,k = ∅ holds for each k ≥ j. Thus P M ∩ w M = ∅, which implies that there is some w ∈ P satisfying w M ∩ w M = ∅. However, by Lemma 4.2 this yields that Qw M = w T = w T = x, a contradiction. Thus for each k ≥ j we have P M ⊂ int(P M,k ) (where the interior is taken relative to ∂M ) and we may choose a properly nested subsequence of (P M,k ).
In view of Lemma 4.5 it remains to prove that P M,k is cellular for large k. To this end let y ∈ (Q| ∂M ) −1 (x). Then Lemma 4.7 implies that
and P M,k is cellular for large k by the assumption that almost all boundary stars are cellular.
5. Self-affine Z n -tiles whose boundaries are manifolds 5.1. The planar case. We start this section with an easy criterion for a self-affine Z 2 -tile T ⊂ R 2 to be homeomorphic to a closed disk D 2 .
Theorem 5.1. A self-affine Z 2 -tile T admits a monotone model which is homeomorphic to D 2 if and only if T is homeomorphic to D 2 .
Proof. If T admits a monotone model which is homeomorphic to D 2 , Proposition 4.3 (iii) implies that ∂T is a monotone quotient of S 1 and thus is either a singleton or homeomorphic to S 1 . As T is the closure of its interior, ∂T cannot be a singleton and Jordan's Curve Theorem implies that T ∼ = D 2 . For the converse just observe that (T, A) is a monotone model for T (it is not hard to check that S is always connected for a self-affine tile T which is homeomorphic to D 2 ).
It is known that a Z 2 -tile M which is a closed disk has either 6 or 8 "neighbors" (i.e., K(M ) 
5.2.
Surface boundaries of self-affine Z 3 -tiles. In this section we will prove our results on self-affine Z 3 -tiles with surface boundary stated in Theorems 2.14 and 2.16. To this end we will use the following result on monotone upper semi-continuous decompositions of 2-manifolds that was proved by Roberts and Steenrod [44] generalizing a theorem of Moore [43] .
Proposition 5.2 (cf. [44, Theorem 1])
. Let S be a compact 2-manifold without boundary and let G be a monotone upper semi-continuous decomposition of S. If G contains at least 2 elements and H 1 (g; Z 2 ) = 0 for each g ∈ G, then G is homeomorphic to S.
The following easy lemma, which will be needed on several occasions, starts a list of preparatory results.
Lemma 5.3. Let M ⊂ R n be compact and equal to the closure of its interior. Assume that U is a nonempty bounded component of R n \ M . Then int(M + a) ⊂ U holds for each a ∈ R n .
Proof. As int(M ) = ∅ the result is true for a = 0, and we may assume that a = 0. If the assertion was wrong we had ∂(U + a) ⊂ M + a ⊂ U which is absurd for a bounded set U .
Lemma 5.4. Let M be a Z n -tile with int(M ) connected. Then R n \ M is connected.
Proof. If this is wrong, M separates R n and we may choose a bounded complementary component U of M . As int(M ) is connected and M tiles R n with Z n -translates, there exists s ∈ Z n \ {0} such that int(M + s) ⊂ U . This contradicts Lemma 5.3.
The next two propositions are of interest in their own right.
Proof. By Lemma 5.4 ∂M is the common boundary of the components int(M ) and R n \ M of its complement. By a classical result this implies that ∂M is an irreducible separator, i.e., that none of its subsets separates R n (see e.g. [32, §46, VII, Theorem 4]).
is connected then ∂M has no cut point.
Proof. For n = 1 the result is trivial, for n = 2 it follows from [39, Theorem 1.1 (iii)]. To prove the result for n ≥ 3 assume on the contrary that there is a singleton {x} that separates ∂M . Then there are nonempty compact proper subsets A, B ⊂ ∂M satisfying ∂M = A ∪ B with A ∩ B = {x}.
We will now use the Mayer-Vietoris-sequence forČech cohomology groups (see [42, p. 67] ) in order to prove our result. Since A, B are closed subsets of R n a part of the Mayer-Vietoris sequence reads 
(as R n \ B has one component by Proposition 5.5).
Inserting this in (5.7) yields that the sequence · · · → 0 → Z → 0 → · · · is exact, which is absurd. This yields the desired contradiction and the result is proved.
We are now in a position to give the proof of Theorems 2.14 and 2.16.
Proof of Theorem 2.14. As M is a monotone model for T , by Theorem 3.8 the canonical quotient map Q in (2.3) is well-defined and maps M onto T . In view of Proposition 5.2 to prove (i) it suffices to prove that for each x ∈ ∂T the preimage (Q| ∂M ) −1 (x) is connected and satisfies H 1 ((Q| ∂M ) −1 (x); Z 2 ) = 0 (note that ∂T is not a singleton as T is the closure of its interior). Connectivity of (Q| ∂M ) −1 (x) is a consequence of Proposition 4.3 (iii). Since M is semi-contractible, to prove H 1 ((Q| ∂M ) −1 (x); Z 2 ) = 0 it is sufficient to show (ii). To prove (ii) assume on the contrary that (Q| ∂M ) −1 (x) path separates ∂M between two elements u, v ∈ ∂M . We first observe that being the continuous image of the locally connected continuum ∂M (by Theorem 3.8 (ii)), the set ∂T is a locally connected continuum. Moreover, as int(T ) is connected, Proposition 5.6 implies that ∂T has no cut point. Thus ∂T \ {x} is arcwise connected (see e.g. [32, §52, II, Theorem 16]) and we may connect Q(u) and Q(v) by a path in ∂T \ {x}. Since (Q| ∂M ) −1 (y) is connected for each y ∈ ∂T it is easy to see that the preimage of a continuum is a continuum. In particular, (Q| ∂M ) −1 ( ) is a continuum which contains u and v and is disjoint from (Q| ∂M ) −1 (x). Thus u and v are ε-chain connected in (Q| ∂M ) −1 ( ) with an ε that is so small that (in view of the fact that ∂M is a locally arcwise connected continuum) we can construct an arc that connects u and v in ∂M avoiding (Q| ∂M ) −1 (x). This contradicts our assumption.
As mentioned in the introduction, there is a version of Theorem 2.14 for finite unions of Z 3 -translates of T . Before we make this precise, for a Z n -tile M we set
Again, we write [S] instead of [S]
T if T is a self-affine Z n -tile. Proof of Theorem 2.16. Let S ∈ K(T ) be nondegenerate and assume, without loss of generality, that 0 ∈ S. Assume that S M is a closed manifold or a ball inside of the surface ∂M ∼ = S. Thus S M is either a closed surface, a closed disk, a circle, an arc, or a point. We have to show that S has the required properties. To this end we will use the fact that S = Q S M is a monotone quotient of S M by Proposition 4.3 (i).
We first dispose off the easy cases. If S M is a point, observing that the monotone quotient of a point is a point, we gain that S = Q S M is a point. Similarly, if S M is an arc, the fact that the monotone quotient of an arc is either an arc or a point yields that S is an arc or a point. The case where S M is a circle is also settled because it is well-known that the monotone quotient of a circle is a circle or a point. Finally, if S M is a closed surface, we have S M = S as a closed surface has no proper subsurface. Thus Theorem 2.14 (i) yields that S ∼ = S.
It remains to consider the case where S M is a closed disk. Since M is combinatorial, this implies that |S| = 2 and ∂ 2 S M = δS M . Thus, as K(M ) 2 0 M = ∂M ∼ = S, the boundary ∂ 2 S M is a circle and by Proposition 4.3 (ii) the canonical quotient Q∂ 2 S M of ∂ 2 S M is monotone. Therefore, Q∂ 2 S M is either a point or a circle. We treat these alternatives separately.
Assume first that Q∂ 2 S M is a point x. By Theorem 2.14 (ii), the preimage (Q| ∂M ) −1 (x) cannot path separate M . As this preimage contains the (path separating) circle ∂ 2 S M , it therefore has to contain one of the two complementary components of
we have Q S M = S = {x} and we are done. If, on the other hand, ∂M \ S M ⊂ (Q| ∂M ) −1 (x) we gain S = Q( S M ) = Q(∂M ) = ∂T . As S = {0, s} for some s ∈ Z 3 \ {0} this implies that ∂T = S = {0, s} ⊂ ∂(T + s). Thus int(T ) is a bounded component of R n \ (T + s). As this contradicts Lemma 5.3, this situation does not come up. Now assume that Q∂ 2 S M is a circle. As the monotone image of a disk cannot be a circle (see e.g. [13, I, §4, Exercise 9]; observe that a disk is unicoherent but a circle is not)
As S is a proper subset of ∂T (otherwise we get a contradiction to Lemma 5.3 as above) we conclude that ∂ 2 S is a subset of the circle Q∂ 2 S M that separates ∂T ∼ = S. This implies that ∂ 2 S = Q∂ 2 S M . Recall that a circle in a closed surface is nulhomotopic if and only if it bounds two components, at least one of which is a disk. Since ∂ 2 S M bounds S M , ∂ 2 S M is nulhomotopic, and thus its canonical image ∂ 2 S is a nulhomotopic circle in the surface ∂T which must itself bound a disk. Any component of the complement of ∂ 2 S M which is a disk must map to a complementary component of ∂ 2 S which is a disk under Q. Thus, as S M is a disk, also S = Q S M is a disk.
To check that int(T ) is connected, the following easy criterion is often applicable (cf. [2, Proposition 13.1]).
Proof. We note that int(T ) = k∈N
of open sets each of which is, by induction, connected.
Manifolds and the disjoint disks property.
In the present section we present generalizations of Theorem 2.14 to higher dimensions. In this setting we are able to give a checkable criterion for the boundary of a self-affine Z n -tile T to be a generalized manifold. To make sure that ∂T is actually a manifold (for dimension n ≥ 6), according to the work of Cannon [10] , one has to assume the disjoint disks property.
Definition 5.11 (Generalized n-manifold; see e.g. [10] ). A space X is a generalized n-manifold if it has the following properties.
• X is a Euclidean neighborhood retract (ENR), i.e., for some integer n it embeds in R n as a retract of an open subset of R n .
• X is a homology n-manifold, i.e., H * (X, X \ {x};
A generalized n-manifold is called resolvable if it is a proper cell-like upper semi-continuous decomposition of an n-manifold.
Theorem 5.12. Let T be a self-affine Z n -tile which admits a monotone model M . Assume that almost all boundary stars of M are cellular and ∂M is a manifold. Then ∂T is a generalized (n − 1)-manifold with Q| ∂M : ∂M → ∂T a cellular quotient map from the manifold ∂M . In other words, ∂M is a cell-like resolution of the generalized manifold ∂T .
Proof. By assumption, M satisfies the conditions of Proposition 4.9 and thus Q| ∂M : ∂M → ∂T is a cellular quotient map. Now recall that Lacher [33, (11.2) Corollary] implies that a cell-like image of a compact manifold is an ENR, and [16, Proposition 8.5.1] states that every n-dimensional resolvable space is an n-dimensional homology manifold. This implies the result.
Remark 5.13. A priori there are infinitely many boundary stars to check for cellularity. However, as will be explained in Remark 7.21, it suffices to check only one representative of finitely many "equivalence classes" of boundary stars.
To make the step from a generalized manifold to a topological manifold, we need the well-known disjoint disks property (cf. [9] ). Definition 5.14 (Disjoint disks property). A metric space (X, d) has the disjoint disks property if for every pair of maps g 1 , g 2 : D 2 → X and every ε > 0 there exist maps g 1 , g 2 :
Generalizing Theorem 2.14 this allows us to state a result on self-affine Z n -tiles of dimension ≥ 6 whose boundary is a manifold.
Theorem 5.15. For n ≥ 6 let T be a self-affine Z n -tile which admits a monotone model M . Assume that almost all boundary stars of M are cellular and ∂M is a manifold. If T satisfies the disjoint disks property then ∂T is an (n − 1)-manifold.
Proof. Theorem 5.12 yields that ∂T is a resolvable generalized (n − 1)-manifold. As we assume that ∂T satisfies the disjoint disks property, Edwards' Cell-like Approximation Theorem (cf. [19] ) implies that ∂T is a manifold (see also [13] for n − 1 > 5 and [14] for n − 1 = 5).
For dimensions less than 5 the disjoint disks property is not suited to detect manifolds, so we cannot use it for boundaries of self-affine tiles of dimension n < 6. In Daverman and Repovš [15] alternatives for the disjoint disks property for 3-manifolds are proposed; for 4-manifolds no such alternatives seem to be known so far.
6. Ideal tiles 6.1. Ideal tiles and monotone models. The first aim of this section is to prove Theorem 2.23 which states that each ideal tile is a monotone model up to translation. To this end we need to prove (2.21) which is contained in the following lemma.
Proof. Since D is a complete set of residue classes of Z n /AZ n we have
We proceed with the proof of the theorem.
Proof of Theorem 2.23. By Definition 2.22 each translate of Z is again an ideal tile of T , hence, M = Z − u is an ideal tile of T . To prove the theorem we have to construct a Z n -equivariant homeomorphism f fixing 0 so that F = Af satisfies F M = M + D. Let
and inductively set
. Note that by compactness of M , S ∈ C for ≥ 0 implies that S is finite. Now assume that the homeomorphism f has been defined Z n -equivariantly on
Choose a maximal set E of pairwise inequivalent elements of C \ C −1 , that is, E contains precisely one element of S + Z n for each S ∈ C \ C −1 . Let S ∈ E . By definition, δS is a union of cells of C −1 . The induction hypothesis yields that each cell in δS M is mapped homeomorphically to the according cell in
M (the equality follows from Lemma 6.1). Now f is defined from δS M to A −1 δ(P (S)) M in an appropriate way. By Condition (iii) of the definition of the ideal tile M we may extend the domain of f to S M in a way that f maps S M homeomorphically to A −1 P (S) M . One now easily checks that f has the desired properties on S M . Doing this for each of the finitely many elements of E and extending f equivariantly to C M concludes the induction step.
At the end of this construction we arrive at
In this case we need to make sure that 0 is fixed by f . However, as 0 ∈ int(M ) and, as 0 ∈ D, therefore also 0 ∈ int(A −1 (M + D)) = int( P (S) M ), this can be achieved by the connectivity of int(M ).
The following lemma is useful because it can be used to check Property (iii) of the definition of ideal tile (which is Definition 2.22) in nonpathological examples. Lemma 6.2. Let X be a contractible union of cones over spheres which pairwise intersect only at single points on their boundaries. The boundary of X is the union of the bases of the cones which comprise it. Then X has the property that any self-homeomorphism of its boundary can be extended to a self-homeomorphism of X.
Proof. Let C i be the cones which comprise X. Suppose ψ : ∂X → ∂X is a homeomorphism. Then, by considering cut points in the boundary, we see that ψ | ∂Ci is a homeomorphism onto ∂C i for some unique choice of i . Coning the map ψ | ∂Ci , we obtain an extension homeomorphism ψ | Ci : C i → C i satisfyingψ | ∂Ci = ψ | ∂Ci . By again considering cut points on the boundary, we see that the map i → i is a permutation. Since the C i only meet at single boundary points, the mapsψ | int(Ci) have disjoint images. Thus the homeomorphismsψ | Ci patch together to form the desired homeomorphismψ.
6.2.
Checking whether a simplicial complex is a ball. Let T be a self-affine Z n -tile. In Theorem 2.23 we require that Z is an ideal tile for T . Particularly for low dimensions n, Condition (ii) of Definition 2.22 can be checked easily by direct inspection. However, in higher dimensions this may be tricky and we are forced to use a systematic approach based on methods from classical algebraic topology. Such an approach is discussed in the present section. Indeed, for many instances, the ideal tile Z can be chosen to be a triangulable complex such that each nonempty set S Z is a closed ball that is the closure of a single cell of this complex (see e.g. the examples discussed in Sections 8.1 and 8.2). We shall discuss how one can check Property (ii) of Definition 2.22 in this case.
In particular, we have to check that P (S) Z is a ball of the same dimension as S Z . By translation invariance it suffices to check this for all S ∈ K(Z) containing 0. The intersections S Z as well as P (S) Z can be nonempty only for finitely many of these sets since Z as well as P ({0}) Z is compact. Thus there are only finitely many instances to check. By definition, P (S) Z is a triangulable complex made up of finitely many triangulable complexes of the form S Z . We have to check that this simplicial complex is the underlying set of a ball.
As we will need this later on for different complexes, we now switch to a general setting and describe how to check whether a given simplicial complex is the underlying set of a ball. In particular, let K be a simplicial complex and σ be one of its cells. Recall that the star of σ in K, denoted by st(σ) is given by the set of all simplices in K that have σ as a face. Moreover, the link of σ in K, denoted by lk(σ) is given by
where cl(X) is the smallest subcomplex of K that contains each simplex in X.
As we first have to check that K is a manifold, we need the following result (cf. [16, Theorem 8.10.2]; note that this is a consequence of Cannon's Double Suspension Theorem, see [9] ). Lemma 6.3. A simplicial complex K is the underlying set of a topological n-manifold if and only if, for each k-simplex σ ∈ K, lk(σ) has the homology of S n−k−1 (i.e., H i (lk(σ); Z) = 0 for i = n − k − 1 and H n−k−1 (lk(σ); Z) = Z) and, for each vertex v ∈ K, lk(v) is simply connected.
We now give an outline on how to check that K is a ball. For all classical theorems from algebraic topology we are using here, we refer the reader e.g. to Hatcher [28] : (i) we need to check that the simplicial complex K is a manifold. By Lemma 6.3 it suffices to calculate homology groups and the fundamental group of certain links. This can be done by using the Mayer-Vietoris-Sequence and the Seifert-van Kampen Theorem, respectively. (ii) We check that K has trivial homology groups and trivial fundamental group. Again we use the Mayer-Vietoris-Sequence and the Seifert-van Kampen Theorem. (iii) The Theorems of Hurewicz and Whitehead now imply that K is homotopy equivalent to a ball. (iv) The generalized Poincaré Theorem proved by Smale [47] , Freedman [21] , and Perelman (see [11] ) yields that K is a ball.
Summing up, checking that K is a ball of appropriate dimension is achieved by calculating homology groups and fundamental groups of simplicial complexes. 7. Self-affine Z n -tiles that are homeomorphic to a ball Let T be a self-affine Z n -tile. In Theorems 2.14 and 5.15 we gave criteria for ∂T to be homeomorphic to a manifold. In the present section we shall assume that ∂T is homeomorphic to S n−1 and give criteria under which this implies that the tile T itself is homeomorphic to the closed n-dimensional disk D n , i.e., that ∂T is tamely embedded in R n .
7.1. Cannon's criterion and fundamental neighborhoods. We start with some terminology.
Definition 7.1 (1-LCC).
A set X ⊂ R n is said to be 1-LCC if for each ε > 0 there is a δ > 0 such that each loop of diameter less than δ in R n \ X can be contracted to a point in a subset of R n \ X of diameter less than ε.
Definition 7.2 (Locally spherical
). An (n − 1)-sphere S ⊂ R n is said to be locally spherical if each p ∈ S has a neighborhood basis {U m | m ∈ N} such that ∂U m ∼ = S n−1 and ∂U m \ S is simply connected.
If n = 3 the simple connectivity of ∂U m \ S is equivalent to the fact that ∂U m ∩ S is connected. Cannon's criterion now reads as follows.
We combine this criterion with the following result.
Proposition 7.4. If an (n − 1)-sphere S in R n is 1-LCC then S is tamely embedded.
Bing [7] proved this result for n = 3, for n = 4 it is proved by Freedman and Quinn [22] , and for n ≥ 5 it is due to Daverman (see [16, Theorem 7.6.5] ).
We will use the next corollary, which is just a combination of Propositions 7.3 and 7.4.
Corollary 7.5. If S is an (n − 1)-sphere in R n that is locally spherical then S is tamely embedded in R n .
The self-affine structure of T produces natural candidates for neighborhood bases. To make this more precise we first recall from (5.
Definition 7.6 (Fundamental neighborhood). Let T be a self-affine Z n -tile and let S ⊂ Z n be given in a way that (7.7) S = ∅ and S ∪ {s} = ∅ holds for each s ∈ Z n \ S. In this case we call the union [S] the fundamental neighborhood of S .
The following lemma is an immediate consequence of this definition.
Lemma 7.8. Let T be a self-affine Z n -tile. The set A = {A −k L | L a fundamental neighborhood } forms a basis for the topology of R n . In particular, each x ∈ ∂T admits a neighborhood basis made up of elements of A.
If N ∈ A is given in a way that A k N is a fundamental neighborhood we say that N is of level k and write level(N ) = k. Lemma 7.8 implies that the set B = {N ∈ A | int(N ) ∩ ∂T = ∅} contains a neighborhood basis for each x ∈ ∂T . Our aim is to provide an algorithm that allows to check whether this neighborhood basis can always be chosen in a way that it meets the conditions of Corollary 7.5. To this matter we define the following equivalence relation on B.
Definition 7.9 (Equivalent neighborhoods). Let T be a self-affine Z n -tile, let N 1 , N 2 ∈ B be given and set k i = level(N i ) for i ∈ {1, 2}. If there exists u ∈ Z n such that
we say that N 1 is equivalent to N 2 . In this case we write
If N ∈ B with level(N ) ≥ 1 is given, we often need a larger neighborhood in B that contains N . To this matter we define Parents(N ) = {N ∈ B | N ⊂ N and level(N ) = level(N ) − 1}.
We need the following result. 
3). Let S = {s (s) | s ∈ S)}. If S satisfies the maximality condition in (7.7) we are done, if not, successively add elements of Z d to S until it satisfies this condition. Since Z n is discrete and T is compact at most finitely many elements can be added.
7.2. The in-out graph. Using the relation "Parents" we can define an infinite directed graph I whose nodes are the elements of B and whose edges are defined by
The following lemma shows that the Parent relation depends only on the equivalence class of the edges N with respect to the equivalence relation defined in Definition 7.9.
Lemma 7.11. Let N 1 , N 2 ∈ B with N 1 ∼ N 2 . If N 1 → N 1 is an edge in I then there is N 2 ∈ B such that N 1 ∼ N 2 and N 2 → N 2 is an edge in I.
We will show that N 2 := A −k2 (A k1 N 1 − u) satisfies the requirements of our lemma. It is clear that N 2 ∈ A with level(N 2 ) = k 2 + 1. Moreover, as N 1 ⊂ N 1 equation (7.12) implies that N 2 ⊂ N 2 . It remains to show that N 2 ∈ B and N 1 ∼ N 2 . To this matter observe that (7.13) yields
From this we get the desired properties.
Definition 7.14 (In-out graph). For N ∈ B denote by N the equivalence class of N with respect to the equivalence relation "∼". The in-out graph is a directed graph I which is defined as follows.
• The nodes of I are the equivalence classes {N | N ∈ B}.
• There is a directed edge N → N in I if there is an edge N → N in I.
Lemma 7.15. The in-out graph I is finite.
Proof. Choose some order on Z n , set (7.16 ) N = {s ∈ Z n | {0, s} = ∅}, and let D k be defined as in (3.5) . For each finite set Y ⊂ Z n define the functions
where u ∈ Y is chosen to be minimal with respect to this order. Let
Moreover, as {s, s + v} = ∅ holds for each "neighbor" v ∈ N we get
Now pick u ∈ S minimal with respect to the above order of Z d . Then
Moreover, as
. Subtracting u this yields
From (7.18) and (7.19) we see that each equivalence class N is completely characterized by the sets α(S), β(S), γ(S). As these sets are contained in the finite set S + N − u, the estimate in (7.17) implies that they are contained in the ball of radius 4 diam(T ) around the origin. Thus there are only finitely many choices for these sets.
Using Lemma 7.11 we can provide the following algorithm to calculate I.
Proposition 7.20. The in-out graph I can be constructed by the following finite recurrence process.
Recurrence start: The equivalence class N of each fundamental neighborhood N contained in B is a node of I. Recurrence step: Suppose that N is a node of I. For all N satisfying N ∈ Parents(N ) the node N together with the edge N → N belong to I. End of recurrence: Iterate until no new nodes occur in a recurrence step.
Proof. Let R be the graph constructed by this recurrence process. Obviously, each node of R is also a node of I. Suppose that there is a node N of I that is not a node of R. Choose N ∈ B in a way that level(N ) is minimal with this property. Let N ∈ Parents(N ). Then N ∈ R by the choice of N . The recurrence step above now implies together with Lemma 7.11 that N is a node of I, a contradiction. Thus R and I have the same set of nodes. Since the edges are defined in the same way, the result follows.
do not necessarily form a basis for the topology of R n , by the same arguments as above, a finite in-out graph I M can be constructed also for M . Since two boundary stars B 1 and B 2 are homeomorphic (i.e., equivalent) if A k1 B 1 = A k2 B 2 + u, it suffices to check cellularity of boundary stars only for one representative of each equivalence class. The finiteness of I M immediately implies that there are only finitely many such equivalence classes to check. In order to check cellularity of a given boundary star, the methods outlined in Section 6.2 can be used.
7.3.
Results on self-affine balls. We can now prove the following theorem.
Theorem 7.22. Let T be a self-affine Z n -tile. If ∂T is an (n − 1)-sphere in R n and each loop in the in-out graph I contains a node N such that (i) ∂N ∼ = S n−1 , (ii) ∂N \ ∂T is simply connected, then ∂T is locally spherical and thus tame. Consequently T is homeomorphic to D n .
Proof. Let |I| be the number of nodes in I and assume that k > |I|. Let N ∈ B be a neighborhood of an element x ∈ ∂T with level(N ) = k and let N → N k−1 → · · · → N 1 → N 0 be a walk in the graph I. The associated walk in I is N → N k−1 → · · · → N 1 → N 0 . As k > |I| the first |I| edges of this walk contain a loop. Thus, by assumption, there is ∈ {k − |I|, . . . , k} such that ∂N \ ∂T is simply connected and ∂N ∼ = S n−1 . As k was arbitrary and ∈ {k − |I|, . . . , k}, we constructed an arbitrarily small neighborhood N of x that satisfies the properties of Corollary 7.5. Since x ∈ ∂T was arbitrary, this proves the result.
For n = 3 we can simplify this by using the remark after Definition 7.2.
Corollary 7.23. Let T be a self-affine Z 3 -tile. If ∂T is a 2-sphere in R 3 and each loop in the in-out graph I contains a node N such that
Remark 7.24. It seems that the neighbor basis B leads to satisfactory results if the self-affine Z n -tile T has only face-neighbors (i.e. neighbors that intersect T is an (n − 1)-dimensional set; see Section 8.1). However, as Cannon's criterion is necessary and sufficient, for tiles that are homeomorphic to balls such neighborhood bases always exist. In Section 8.3 we consider a tile with "degenerate" neighbors. To show that this tile is homeomorphic to a ball, we will change the fundamental neighborhoods slightly.
As being locally spherical is a local property, the results of the present section can be adapted to check whether T is homeomorphic to other manifolds with boundary (see Section 8.4).
Proofs for the examples
We now provide the proofs for the examples given in Section 2.7 and construct a self-affine crumpled cube in order to prove Theorem 2.17. In particular, concerning the example in Section 2. Sphere checking. To prove that ∂T is homeomorphic to the sphere S 2 we have to establish a monotone model that satisfies the conditions of Corollary 2.15. In view of Theorem 2.23 we start with setting up an ideal tile Z of T . By inspecting the neighbor structure K(T ) of the tile T it turns out that choosing Z to be equal to the prism spanned by the vectors (0, 1, 0) t , (1, easy to see that Z + Z 3 forms a Z 3 -tile of R 3 having connected interior. Thus it suffices to check Items (i), (ii), and (iii) of Definition 2.22 to make sure that Z is an ideal tile for T . a, b, c) t ).
In order to verify Item (i) we have to check which of the sets S , S Z are nonempty. By translation invariance, we can confine ourselves to sets S and S Z with 0 ∈ S. To characterize all nonempty cells S with 0 ∈ S, by Remark 3.15 it suffices to construct the graphs Γ i (i ≥ 0). This can be done by standard algorithms (see e.g. [46] ). Indeed, in our example we get the Graphs Γ 2 and Γ 3 depicted in Figures 6 and 7 , respectively. Moreover, the nodes of Γ 4 are contained in Table 1 and Γ i is empty for i ≥ 5. By inspecting the nodes of these graphs we know all sets S ⊂ Z 3 containing 0 that correspond to a nonempty intersection S . On the other hand, the nonempty intersections S Z with 0 ∈ S can easily be determined as Z is an explicitly given prism in R 3 . Comparing the collection of nonempty sets S and S Z we obtain that K(T ) = K(Z) and Item (i) is verified. a 1 , b 1 , c 1 )
To check Item (ii) we need to make sure that S Z and P (S) Z are connected and that S Z ∼ = P (S) Z holds for each S ⊂ Z 3 . Since Z and P ({0}) Z are explicitly given polyhedra (see Figure 5 ) it is a routine calculation to check (ii). Indeed it is easy to see that all the nonempty sets S Z and P (S) Z are balls of dimension 4 − |S|.
To check (iii) we observe that Z is combinatorial, i.e., for each S ⊂ Z 3 with |S| = 1, i ≥ 2 we have δS Z = ∂ i S Z and δP (S) Z = ∂ i P (S) Z . Thus each homeomorphism between the spheres δS Z and δP (S) Z extends to a homeomorphism between the balls S Z and P (S) Z and (iii) is shown.
Summing up we proved that the prism Z is an ideal tile for T . Thus, by Theorem 2.23 there is u ∈ Z 3 such that M = Z − u is a monotone model for T . As ∂M is a sphere, this monotone model is semi-contractible in the sense of Definition 2.13. Thus to apply Corollary 2.15 it remains to check that int(T ) is connected. To this end we use Lemma 5.10. To construct the set E with the required properties, note that a subtile
is contained in the interior of T if and only if each of its "neighbors" A −k (T + s + v) (v ∈ N with N as in (7.16) ) is a subtile of T . The tile T has 4 4 subtiles of the shape A −4 (T + s) (s ∈ Z 3 ). Examining their neighbors, from this collection we select those which are contained in int(T ). It turns out that these are the 30 subtiles A −4 (T + s) with s ∈ I 4 given by Table 2 . Now set E := s∈I4 A −4 (T + s). As A −4 (T + s) is connected for each s ∈ I 4 , we check that E is connected by showing that {A −4 (T + s) | s ∈ I 4 } forms a chain. In other words, define a graph C whose nodes are the elements of I 4 . There is an edge between s 1 and s 2 if and only if
We have to show that C is a connected graph. As we know that (8.1) holds if and only if s 1 −s 2 ∈ N it is easy to set up this graph and to verify it is connected. It is now straightforward to show that
Applying Lemma 5.10 we conclude that int(T ) is connected. Summing up, we may invoke Corollary 2.15 to T and have thus proved the following result.
Proposition 8.2. Let T be the self-affine Z 3 -tile defined by AT = T + D with A and D as in (2.24). Then ∂T is homeomorphic to the sphere S 2 .
Recall that each nonempty S M is a ball of dimension 4 − |S|. Moreover, from each node in the graphs Γ 2 and Γ 3 there lead away infinitely many different infinite walks. Thus the sets S with S being a node of these graphs, contain infinitely many points. Moreover, the sets S with S being a node of Γ 4 are single points. Thus, since we already saw that Z and, hence, M , is combinatorial, Theorem 2.16 implies Proposition 2.26.
Ball checking. In order prove that T is homeomorphic to a ball we want to apply Corollary 7.23. To this matter we have to construct the in-out graph I which can be done by the algorithm proposed in Proposition 7.20. In the present example there exist 24 fundamental neighborhoods in B, one for each node of Γ 4 (see Table 1 ). As these lie in pairwise different equivalence classes (in the sense of Definition 7.9), the recurrence starts with 24 nodes. After eight recurrence steps we arrive at the in-out graph I which has 2888 nodes. We now have to verify Conditions (i) and (ii) of Corollary 7.23 to prove that T is homeomorphic to a ball.
As Γ 5 is empty and each node of Γ 3 is a subset of a node of Γ 4 , each set S ⊂ Z 3 with the property S = ∅ and S ∪ {s} = ∅ for all s ∈ Z 3 \ S has exactly 4 elements. Therefore, each fundamental neighborhood can be written as [S] + u, with S ∈ Γ 4 and u ∈ Z n and, hence, each node N of I is of the form N = A −k ([S] + u), with k ∈ N, u ∈ Z n , and S ∈ Γ 4 . This implies that N is homeomorphic to [S] for some S ∈ Γ 4 and checking Condition (i) of 
As [S]
M is a union of four prisms one can check (a) by direct inspection or standard methods (see Section 6.2). To check (b) observe that T tiles R 3 by Z 3 -translates. Thus the definition of the fundamental neighborhood implies that the singleton S is contained in the interior of [S] and, hence, there is a small open B ball centered in S that is contained in int([S]). As int(T ) is connected and B contains inner points of T + s for each s ∈ S, the interior of [S] is connected. As the tiling T + Z 3 is locally finite, also (c) can be checked combinatorially by using the connectivity of int(T ).
Condition (ii) of Corollary 7.23 has to be checked for each of the 2888 nodes of I. We explain how this is done for a given node of I. Let N be a node of I and consider ∂N ∩ ∂T . Suppose N = A −k ([S] + u), then there exist S 1 , . . . , S m ⊂ Z n such that
As S i is connected for each i ∈ {1, . . . , m}, this set is connected if {S 1 , . . . , S m } forms a chain. In other words, define a graph C(N ) whose nodes are the sets S 1 , . . . , S m and there is an undirected edge between S i and S j if and only if S i ∩ S j = S i ∪ S j = ∅. All the information required to construct this graph is contained in Proposition 2.26. The set ∂N ∩ ∂T is connected if and only if C(N ) is a connected finite graph. We checked connectivity for each node of I with the aid of a Mathematica program. It turns out that in each walk of length 2 of I there is at least one node satisfying (ii). Summing up, in each loop of I there is at least one node satisfying the conditions of Corollary 7.23. This proves that T is homeomorphic to a closed ball and Theorem 2.25 is established.
8.2.
A self-affine Z 3 -tile whose boundary is a wild sphere. Let A = diag(9, 9, 9) be the 3 × 3 diagonal matrix with 9s in the main diagonal. We define the set of digits D as follows. Let C := {(x 1 , x 2 , x 3 ) | 0 ≤ x 1 , x 2 , x 3 ≤ 8} be the "basic cube". Starting from C we construct the digit set by attaching and cutting out "horns". For the "upper horns" set As for Condition (i) it is again a matter of calculating the graphs Γ i (i ≥ 0) by known algorithms and compare the results with the intersection structure of the polyhedron Z. As for Condition (ii) it turns out that four of the intersections {0, s} Z are the union of two disks intersecting in a single point so that we are not in the situation covered by Section 6.2. Nevertheless, Condition (ii) can be checked easily by direct inspection and Condition (iii) follows from Lemma 6.2. Thus Z is an ideal tile for T and, hence, Theorem 2.23 implies that there is a monotone model (M, F ) for T whose boundary is homeomorphic to S 2 . To apply Theorem 2.14 it therefore remains to check that int(T ) is connected. This is again done with the help of Lemma 5.10. Summing up we obtain that Gelbrich's tile T satisfies ∂T ∼ = S 2 . Also, running the ball-checking algorithm of Section 7 is more tricky in this case (see Remark 7.24) . Indeed, we have to define the fundamental neighborhoods in the following way. Let [S] with 0 ∈ S, |S| = 4, and S = ∅. Then take the 7-th subdivision 8.4. Self-affine Z 3 -tiles whose boundary is a surface of positive genus. We first construct a self-affine Z 3 -tile whose boundary is a torus. Let A = diag (6, 6, 6) and define the digit set as follows. First set C = {(x 1 , x 2 , x 3 ) | 0 ≤ x 1 , x 2 , x 3 ≤ 5}, C 1 = {(3, x 2 , x 3 ), (3, 4, 5) , (3, 5, 5) | 2 ≤ x 2 ≤ 3, 3 ≤ x 3 ≤ 5}, and C 2 = {(x 1 , 5 − x 2 , 5 − x 3 ) | (x 1 , x 2 , x 3 ) ∈ C 1 }. The sets C 1 and C 2 cut out a "hole" from the "cube" C. To make this a digit set that forms a complete set of residue classes of Z 3 /AZ 3 we need to insert C 1 and C 2 at another place. Indeed, we define the digit set by (8.5) D = (C ∪ (C 1 + (0, 6, 0)) ∪ (C 2 − (0, 6, 0))) \ (C 1 ∪ C 2 ).
The self-affine Z 3 -tile T = T (A, D) is depicted in Figure 4 . From these pictures it is plausible to assume that T is a solid torus. Using Theorem 2.14 we can prove the following result. Proposition 8.6. Let the self-affine Z 3 -tile AT = T + D with A = diag (6, 6, 6 ) and D defined as in (8.5) be given. Then ∂T is a 2-torus.
To construct this self-affine torus T , starting with a 6 × 6 × 6 cube, we cut out a hole and -to compensate for the digits killed by digging this hole -we added a "half" handle on the top and on the bottom of the cube. To construct boundary surfaces of genus g, we have to dig g holes and to add g such "half" handles on the top and on the bottom. Since, seeing the case g = 1 above, this construction is quite obvious and we omit the details for the proof of Proposition 2.29.
