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Abstract
One of the most violent events in our Universe is the death of a star in
a supernova. The remnants of these supernovae are believed to be sources
of the Galactic cosmic rays (CRs). However, it is still an open question which
processes take place in the production of CRs. The CRs itself arrive isotropically
on Earth, as they get deflected by interstellar magnetic fields. To study the
acceleration regions of CRs, gamma rays which are produced in the vicinity
of these regions are observed. In the very-high-energy waveband these gamma
rays are detected with Imaging Atmospheric Cherenkov Telescopes making use
of the atmosphere as a part of the detector. To date the H.E.S.S. experiment
is the most sensitive telescope array in this field. In this work the analysis
of H.E.S.S. data from three supernova remnants is presented and it is shown
that two of them emit very-high-energy gamma rays. In the second part of this
work a new type of camera for future arrays containing of multiple Imaging
Atmospheric Cherenkov Telescopes is presented. It is shown that this camera
is well-suited to be operated in such telescopes.
Kurzfassung
Eines der gewaltigsten Ereignisse in unserem Universum ist der Tod eines
Sterns in einer Supernova. Die Reste dieser Supernoae werden als Quellen der
galaktischen kosmischen Strahlung gehandelt. Allerdings ist noch immer nicht
gekla¨rt, welche Prozesse die Teilchen der kosmischen Strahlung erzeugen. Auf-
grund der interstellaren Magnetfelder trifft die kosmische Strahlung isotrop auf
der Erde auf. Um die Beschleunigung der Teilchen der kosmischen Strahlung zu
erforschen wird Gamma-Strahlung beobachtet, welche im Umfeld der Beschleu-
nigungsregionen erzeugt wird. Im Wellenla¨ngenbereich der sehr hochenergetis-
chen Strahlung wird bei der Abbildenden Atmospherischen Cherenkov Technik
die Atmosphere als Teil des Detektors benutzt. Derzeit ist das H.E.S.S. Exper-
iment das empfindlichste Teleskop-Array in diesem Bereich. In dieser Arbeit
wird die Analyse von H.E.S.S. Daten dreier Supernovau¨berreste vorgestellt und
es wird gezeigt, daß zwei davon sehr hochenergetische Strahlung emittieren.
Im zweiten Teil der Arbeit wird eine neue Art Kamera fu¨r zuku¨nftige Arrays,
bestehend aus mehreren Cherenkov Teleskopen, vorgestellt. Es wird gezeigt,
daß diese Kamera sehr gut geeignet ist in einem solchen Teleskop betrieben zu
werden.
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Chapter 1
Introduction
Following the discovery of the cosmic rays in 1912 by Victor Hess an era of
intense cosmic-ray research was began, giving birth to a new branch in physics,
the particle physics. Particles like the positron, pions and kaons were all dis-
covered in interactions of cosmic rays with atmospheric nuclei.
Some of the cosmic rays have very high energies, up to 1020 eV, and it is still an
open question which objects are capable to accelerate particles to such energies.
From about 109 eV up to the knee at 1014 eV the energy spectrum of the cosmic
rays follows a simple power-law with a photon index of 2.7. Above the knee the
spectrum steepens to an index of 3.0. The flux of particles with energies in the
knee region is approximately 1 particle per square meter and year.
Supernova remnants (SNR), the remainders of the violent deaths of stars, are
believed to accelerate cosmic rays to energies up to the knee and beyond. In
the explosion of a supernova a shock front forms and fast charged particles gain
energy by crossing the shock front over and over again until they are released
from the shock as cosmic rays.
The majority of the cosmic-ray particles are charged and therefore they get de-
flected by interstellar magnetic fields, causing them to arrive at Earth isotrop-
ically. This makes it difficult to study the acceleration regions of the cosmic
rays as these particles do not trace back to their sources. Fortunately, at the
acceleration sites of cosmic rays gamma rays and neutrinos are produced in in-
teractions of cosmic rays with the interstellar medium and photon fields. Being
neutral, they are not disturbed by magnetic fields and allow a direct view to
their sources.
The Earth’s atmosphere is opaque for gamma rays. Satellites and balloons have
been used to measure the gamma rays directly before they are absorbed in the
atmosphere. Because of the steep spectrum of the cosmic rays, which is repro-
duced in the spectrum of the gamma rays, the limited detection area in satel-
lites and balloons allows the detection only up to energies of 1011 eV. Beyond
this point another detection principle, the Imaging Atmospheric Cherenkov
Technique, has proven to be very successful. This technique allows to detect
Cherenkov light emitted by very fast charged particles, which where produced
in the interaction of the primary gamma ray with nuclei in the atmosphere.
Gamma rays with energies in the range from 1011 eV to 1014 eV, called very
1
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high energy (VHE) gamma rays, can be studied using this technique.
The most successful experiment in this field today is H.E.S.S., consisting of four
imaging atmospheric Cherenkov telescopes situated in the Khomas highland of
Namibia. One of the most remarkable results of the H.E.S.S. observations is
the recording of the first resolved pictures in VHE gamma rays of supernova
remnants (Aharonian et al. (2004b) and Aharonian et al (2005)). It was shown
by these measurements that particles get accelerated in the shells of supernova
remnants.
In this work the analysis of three supernova remnants, Kepler’s SNR, Vela Ju-
nior and SN1006, is presented. Kepler’s SNR has not been detected in VHE
gamma rays yet. However, the derived upper limits on the flux allow to con-
strain parameters of a theoretical model of the emission in VHE gamma rays
from Kepler’s SNR. A lower limit on the distance is derived, lying well above
the present lower limit. Detailed measurements of VHE gamma rays from Vela
Junior have been presented before in a publication (Aharonian et al., 2007).
The data presented in this work dispose of additional observation time. The
morphology and the spectrum of this widely extended source is studied. This
work presents for the first time a significant signal in VHE gamma rays from
SN1006 from H.E.S.S. observations.
In the second part of this work a new type of camera is presented, designed to
run in a Cherenkov telescope of the next generation of large Cherenkov arrays.
Tests of a prototype camera with 128 pixels are shown.
In Chapter 2 the physics of supernovae and their remnants is discussed.
Acceleration and production process of cosmic rays are presented. Chapter 3
describes the H.E.S.S. experiment, which detects VHE gamma rays with the
Imaging Atmospheric Cherenkov Technique. The analysis technique of H.E.S.S.
data is presented in Chapter 4. The analysis of the three supernova remnants
is presented in the Chapters 5, 6 and 7. In Chapters 8 and 9 the new type of
camera, the Smart Pixel Camera, and tests on a prototype are discussed.
2
Part I
Physical Background
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Chapter 2
Supernovae and their
Remnants
2.1 Introduction
Supernovae (SNe) are amongst the most impressive events in the Universe.
They are believed to be the violent end of stellar evolution. Two different phys-
ical processes are thought to take place in SNe, either the collapse of the core
of a massive star or the thermonuclear disruption of a white dwarf in a binary
system. Both processes release a huge amount of matter into the interstellar
medium (ISM) which was produced in both hydrostatic (during stellar evolu-
tion) and explosive (during the explosion) nucleosynthesis. These processes are
believed to be the main source of most of the heavy elements in the Universe.
During the explosion a huge amount of energy is also released. For this reason
SNe and their remnants, the SNRs, are discussed as potential sources of the
cosmic rays up to energies of ∼ 1014 eV and beyond. To explain the flux and the
spectrum of the observed cosmic rays the fraction of explosion energy which has
to be transfered was estimated by Drury et al. (1989) to be between 10% and
30%. The values obtained by numerical simulations are indeed in this range
(Dorfi (2000) and Berezhko (2001)).
Some of the SNe (of type Ia, see below) show a quite narrow distribution of
total brightness. This property is used to measure the distance to these SNe
by comparing the observed luminosity to the estimated total luminosity. The
derived distances of several of these SNe have been used to constrain cosmo-
logical models by measuring the expansion of the Universe (see e.g. Riess et al.
(1998), Perlmutter et al. (1999) and Riess et al. (2004)).
Beside the movement of the planets and solar eclipses, near-by SNe are the
only variable events in the sky which can be observed by naked eye (i.e. with
an apparent magnitude of > 6mag). Events which can be associated with SN
explosions by the detection of their SNRs, can be found in historical records.
These are called historical SNe.
In 1054 the Chinese observed a SN whose remnant is now believed to be
the Crab nebula. It could be seen for 23 days during the day and for seven
5
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more months at night by naked eye. These events shook at the belief that the
universe, except for the movement of the planets, is invariant. The Chinese
used the name guest stars for these events and believed that they were signs
concerning the future of the current emperor. Interestingly no contemporary
recordings exist from Europe about the guest star from 1054. One speculation
is that it had been misinterpreted as a planet (Stephenson and Green, 2002).
Since then other guest stars or novae, as they were called later, have been ob-
served. The word nova comes from the Latin word for ”new” and was used for
all new ”appearing” stars. Especially the novae from 1572 (observed e.g. by
Tycho Brahe) and 1604 (observed e.g. by Johannes Kepler), with the detailed
recordings by Brahe and Kepler, give insight into the physical conditions at the
time of the explosion. Events like these observed by Brahe and Kepler were
thousands of times as bright as the bulk of the novae and much less frequent.
Therefore, later on, Baade and Zwicky (1934) suggested to use the term super-
novae for these events.
Unfortunately no SN was observed in our galaxy since Kepler’s SN, apart from
the controversial observation of Cas A by John Flamsteed in 1680. Based on
observations of similar galaxies it is believed that 2−3 SNe explode per century
in the Milky Way (Cappellaro et al., 1999). The same number is estimated from
the measurement of the amount of radioactive 26Al in the Galaxy (Diehl et al.,
2006) which is produced in massive stars and released into the Galaxy by core-
collapse SNe and which decays with a half life of ∼ 7.2×105 yr. The fact that no
SN have been observed in the last 400 years is most likely due to the absorption
of the visible light by dust in the Galactic disk, which prevents the detection of
light from distant objects.
Baade and Zwicky (1934) were the first who suggested that a SN represents
the transition of an ordinary star into a neutron star. Hoyle and Fowler (1960)
added as an alternative explanation the explosion of an electron-degenerated
stellar core, triggered by thermonuclear burning.
The top part of Figure 2.1 shows the distribution of all historical SNe in a face-
on view of the Galactic disk. The bottom part shows an edge-on view with
all SNRs from the Green’s catalogue (Green, 2004). As the historical SNe have
been observed by naked eye they must have been near-by or off the Galactic
plane. As more and more observations of the Milky Way at other wavelengths
(radio, X-ray, gamma rays) are performed there should be detections of new
Galactic SNe in the future. The detection of many neutrinos within a short time
span by the large neutrino detectors (AMANDA, IceCube, ANTARES, Super-
Kamiokande) could serve as a hint for a SN explosion (see below). However, the
neutrino detection can hardly serve as a trigger for other telescopes because the
current neutrino detectors obtain only poor direction reconstruction for SN neu-
trinos (within 5−20 deg, Beacom and Vogel (1999)). Nevertheless, a supernova
early warning system has been build making additionally use of triangulation
with the timing information from different neutrino detectors (Scholberg, 2000),
which can in some cases improve the direction reconstruction.
6
2.2. TYPES OF SN EXPLOSIONS
X (kpc)
-15 -10 -5 0 5 10 15
Y 
(kp
c)
-15
-10
-5
0
5
10
15
Kepler
SN1006
Vela Jr Sun
Crab Cas A
Tycho
3C58
150 120 90 60 30 0 330 300 270 240 210 180
l (deg)
-20
-10
0
10
20
b 
(de
g)
Figure 2.1: Top: A face-on view of the Galaxy with the historical SNe
recorded during the last millennium. The circle denotes the position of the
Sun. The black filled circles are the positions of the SNRs believed to be the
remnants of the historical SNe. The overlaid lines show the distance uncertain-
ties. The Galaxy-model is taken from Valle´e (2002). Bottom: An edge-on view
of the Galaxy (i.e. as seen from the Earth) with the SNRs from the Green’s
catalogue (Green, 2004). The historical events are drawn as red dots (not at
scale). The three oldest historical SNe (AD185, AD386, AD393) are not taken
into account as their association with known SNRs is still controversial.
2.2 Types of SN Explosions
The historical classification of SNe is based on observational parameters. SNe
which exhibit hydrogen lines in their spectra are called type II, while those
without hydrogen lines are called type I. With more observations the classifi-
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cation was refined. The type I was divided into SNe which show strong Si II
lines (Ia) and those which do not (Ib, Ic). The type Ic differs from type Ib by
the absence of helium lines. For type II also a subdivision exists based on the
shape of the light curve (type II-P and II-L). The SNe of type II, Ib, Ic are only
observed in spiral galaxies whereas the type Ia SNe are observed in both spiral
and elliptical galaxies. Therefore the type II (Ib, Ic) SNe could be associated
with ongoing star formation which is not present in elliptical galaxies.
An additional classification exists based on the assumed physical process lead-
ing to the explosion. One distinguishes core-collapse and thermonuclear SNe.
The types II, Ib and Ic correspond to the collapse of the core of a massive star.
This explains the occurrence of these types in spiral galaxies as in those mas-
sive stars are still present. Type Ia SNe are the thermonuclear disruption of an
accreting white dwarf. The absence of H lines arises from the composition of
the white dwarf. In Table 2.1 an overview of the different types is given.
thermonuclear core-collapse
disruption
no H Ia (Si) Ib (no Si, He)
lines Ic (no Si, no He)
H lines II
Table 2.1: Different types and classifications of SNe
2.2.1 Type Ia
It is believed that a SN of type Ia is the explosion of an accreting white
dwarf in a binary system exceeding the Chandrasekhar mass limit (MChan =
1.49M). This limit was introduced by the Indian physicist Subrahmanyan
Chandrasekhar as the upper limit for the mass of a stable white dwarf.
A white dwarf is the final configuration of the evolution of a star with an initial
mass of M ≤ 8M. As the stellar fusion in the progenitor of the white dwarf
stops before burning silicon it consists mainly of carbon and oxygen.
The matter in white dwarfs (or more precisely the electron gas) is degener-
ated. This means that nearly all quantum states in terms of the Pauli prin-
ciple are occupied. The Fermi pressure of the electrons prevents the white
dwarf from collapsing under the pressure of the gravitational force. The white
dwarf is in an equilibrium state. Without any perturbation it cools down from
its initial temperature Teff ∼ 27000K over typical time scales of 8 × 109 yr
(Koester and Chanmugam, 1990) and becomes a brown dwarf.
However, if the white dwarf has a companion from which it accretes matter the
gravitational pressure in the white dwarf increases. When the white dwarf’s
mass reaches the Chandrasekhar limit, the Fermi pressure of the electrons is
not sufficient to counteract the gravitational pressure. The white dwarf col-
lapses and is disrupted by the thermonuclear fusion of carbon and oxygen. The
exact mechanism of the explosion is still not clear. Two recent models of the
explosion (pure turbulent deflagration and delayed detonation) are presented
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below together with the historically first attempt, a model assuming prompt
detonation.
Because of the uniform conditions leading to the explosion the light curve and
the total brightness are quite uniform. Therefore these events are used as stan-
dard candles for which the maximum brightness and the energy output scatters
only little. The estimated total luminosity and the observed luminosity are
used to measure the distance. This has been used to constrain cosmological pa-
rameters (see e.g. Riess et al. (1998), Perlmutter et al. (1999) and Riess et al.
(2004)).
Unfortunately, the explosion energy and maximum brightness of type Ia SNe
are not as uniform as thought in the past. Big efforts have been made to model
the explosion. However, there are several different models with different explo-
sion energies. In the following a short description of the main models is given.
The discussion follows that of Hillebrandt and Niemeyer (2000).
Prompt Detonation. The scenario of a detonation wave passing through the
entire star at the speed of sound (Arnett, 1969) fails to explain the ob-
served amounts of intermediate mass elements (Filippenko, 1997). The
white dwarfs carbon and oxygen are almost completely burned into iron-
peak nuclei.
In addition the ignition of a detonation in the high density medium of a
white dwarf is thought to be an unlikely event (Niemeyer and Woosley,
1997).
Pure Turbulent Deflagration. In the pure turbulent deflagration model a
sub-sonic thermonuclear flame becomes highly convoluted by turbulence
produced by various flame instabilities. The flame burns through the star
until it either transitions into a detonation or is quenched by expansion.
A very good agreement with the observed spectra and light curves is
reached in the frame of one-dimensional modeling, when the effective tur-
bulent speed of the flame St accelerates up to roughly 30% of the speed
of sound. A problem of the one-dimensional models is the overproduction
of neutron-rich iron-group isotopes.
Multidimensional models failed to reach the effective turbulent flame
speed of 30% of the speed of sound. To overcome the low St multi-point
ignition and active turbulent combustion, i.e. the generation of additional
turbulence by thermal expansion within the turbulent flame brush, were
suggested.
Delayed Detonation. In this model the initial flame speed is roughly 1%
of the speed of sound and transitions to a detonation at a density of
ρ ≈ 107 g cm−3. Many one-dimensional simulations of delayed detonation
have shown excellent fits to SN Ia spectra and light curves, as well as
reasonable nucleosynthesis products. The transition density could serve
as a convenient parameter to explain differences in the explosion strength.
Up to now there is no type Ia SN for which the progenitor has been observed.
If the assumption about the progenitor is correct, this is not surprising as white
dwarfs are faint compact objects.
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2.2.2 Type II, Ib, Ic
The discussion in this section follows Woosley and Janka (2005) and Perkins
(2003), chapter 7. A star with M > 8M is believed to evolve in a different
way at the end of its life. The burning does not stop at carbon and oxygen,
but proceeds up to iron, which is the element with the highest binding energy
per nucleon of all elements and therefore iron is the lightest element which does
not release energy by nuclear fusion. After the burning phases the degeneracy
pressure of the electron gas is not hight enough to stop the contraction of the
core of the star.
Due to the high density (> 1010 g cm−3) in the core of the dying star, electrons
are squeezed into the nuclei of the iron-group atoms. By inverse-beta decay
p + e→ n + νe, (2.1)
the neutron number increases and at the same time the electrons are taken away
from the core. As the Fermi pressure of the electrons is the main counterpart to
the gravitational pressure the loss of the electrons robs the core of both energy
(inverse-beta) and support (degeneracy pressure).
Another process that accelerates the collapse of the core is photo-disintegration.
As some of the gravitational energy is released the core is heated to temper-
atures well above 1010K. Some of the thermal photons (with mean energies
of 2.5MeV) can melt down iron-group nuclei into alpha particles reversing the
fusion processes
56Fe + γ → 13 4He + 4n. (2.2)
The absorption of energy in this endothermic reaction (145MeV for the com-
plete photo-disintegration of one iron nucleus into alphas) speeds up the grav-
itational collapse. As a result the core is further heated and even the helium
nuclei undergo photo-disintegration, being split into protons and neutrons.
As the core is robbed of all supporting pressures acting against gravitation the
matter falls nearly freely with velocities of about a quarter of the speed of light.
The collapse is stopped due to the repulsive component of the nuclear force when
the core density exceeds the atomic nuclear density by a factor of 2-3. The outer
parts of the core continue to crash down and a shock wave is produced. A few
milliseconds later the shock wave stalls because of photo-disintegration and neu-
trino interactions. The dense, hot, neutron-rich core accretes mass at a rate of
a few tenths of a solar mass per second. During that time the core emits a high
luminosity of neutrinos. Over the next few seconds 10% of its rest mass is radi-
ated as neutrinos. The neutrinos deposit a part of their energy in the medium
surrounding the core and produce electrons and positrons in interactions with
protons and neutrons. A large bubble of radiation and electron-positron pairs
is inflated and an outgoing shock wave is produced which ejects the rest of the
star and makes the explosion.
2.3 The Different Stages of SN Explosion
In the following the different phases of the SN explosion are discussed. For
simplicity spherical symmetry and uniformity of the ejected material is assumed.
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Additionally, the ambient medium is assumed to be uniform and stationary
with low pressure and density (see e.g. Longair (1994), Stephenson and Green
(2002)).
Free expansion. The ejecta, accelerated to velocities of about (10 − 20) ×
103 km s−1 by the release of energy during the explosion, expand nearly
freely into the ambient medium. The expansion is highly supersonic and
therefore a shock front forms. The pressure of the shock heated ambient
medium causes a weak reverse shock in the ejecta moving backwards to
the core. As it is a nearly free expansion the radius r of the remnant
evolves with time t as
r = v · t, (2.3)
where v is the average velocity of the ejected material. Because of the
free expansion it is given by v ≈√2E0/Mej.
Figure 2.2 shows the pressure, the density and the velocity as a function
of the radius for the free-expansion phase (top three figures).
Sedov phase. When the swept-up mass exceeds the initial ejected mass, after
approximately 200 years, the dynamics are described by the adiabatic
blast-wave similarity solution of Taylor and Sedov (see Sedov (1959)). A
shock wave propagates into the interstellar matter and a reverse shock
propagates back into the ejecta. The overall dynamics are dominated by
the amount of swept-up mass and the energy released in the explosion.
Radiative losses are negligible, the energy is conserved. Because of this,
this phase is also called adiabatic phase. The fraction of energy in form
of kinetic energy is roughly constant (Ekin = const.). Therefore
1
2
ρ0r
3v2 ' Ekin = const.
⇒
√
r3v2 = r3/2
dr
dt
= const.
(2.4)
Separation of variables results in
r5/2 ∝ t ⇒ r ∝ t2/5 (2.5)
The three bottom figures of Figure 2.2 shows the pressure, the density
and the velocity as a function of the radius in the Sedov phase.
This phase lasts approximately 104 years.
Snow-plow phase. The temperature behind the shock drops below 106K and
cooling by line emission of heavy ions becomes important.
Dispersion phase. Finally, after approximately 105 years, the expansion ve-
locity becomes sub-sonic, i.e. the shock has disappeared, and the super-
nova remnant loses its identity.
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Figure 2.2: Pressure, density and velocity in the SNR evolution as a function
of the radius. The top three figures (i) correspond to the free-expansion phase.
A dense shell of material forms just behind the contact discontinuity. The three
pictures in the bottom (ii) correspond to an SNR in the Sedov phase. Note the
different scales of the radius. The reverse shock is heating up the material inside
the expanding sphere. The figure is taken from Gull (1975).
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2.4 Particle Acceleration in Shock Fronts
SNRs are the main candidates for the acceleration of cosmic rays to energies up
to 1014 eV. This coincides with a slight softening of the cosmic ray spectrum,
called the knee of the spectrum.
It was argued that SNe have to transfer 10% to 30% of their explosion energy
into cosmic rays to account for the observed flux (Drury et al., 1989). Therefore
the acceleration process needs to be very efficient. In the following a possible
process is discussed which could indeed reach such an efficiency. The discussion
follows that of Longair (1994).
In 1949 Fermi introduced a mechanism being capable to accelerate charged
particles to high energies. In his picture, charged particles being reflected by
randomly moving magnetic mirrors, with typical velocity Vmirror, gain energy
statistically (see Figure 2.3). The calculation can easily be done in the center
mirrorV
v
V
v
mirror
Figure 2.3: A particle being reflected by magnetic mirrors. The left side
shows a head-on collision and the right side shown a following collision.
of mass frame. In the relativistic limit (where the particle velocity v → c) the
average energy gain per reflection is〈
∆E
E
〉
=
8
3
(
Vmirror
c
)2
. (2.6)
As the average increase in energy is only second order in Vmirror/c this is called
second order Fermi acceleration. Only a fraction of the collisions are head-on
collisions, as can be seen in Figure 2.3. The particles gain energy only in head-
on collisions.
If one assumes that the particle remains within the acceleration region for some
characteristic time τacc one can show thatone can show that the energy distri-
bution of the accelerated particles follows a power-law.
Assuming molecular clouds serving as magnetic mirrors, the process is not suf-
ficiently fast to accelerate particles to the energies observed in cosmic rays. The
time scales needed to accelerate particles up to these energies are much longer
than the age of the Universe.
The situation changes for particle acceleration in strong shocks like those
in SNRs. It will be shown in the following that in this case every collision is
a head-on collision. Therefore this process is much more efficient as a particle
13
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accelerator.
To derive the energy gain per collision a strong shock moving through the ISM
is considered. It is assumed that high-energy particles exist both in front of and
behind the shock front. The velocity of the particles is assumed to be largely
greater than the velocity of the shock. The thickness of the shock is normally
very much less than the gyro-radius (r = γm0v sin(θ)/zeB) of the particles and
therefore the particles hardly notice the shock. After passing through the shock
the particles are scattered. Because of turbulence behind the shock front and
irregularities ahead of it their velocity distribution rapidly becomes isotropic in
the rest frame of the gas on either side of the shock.
The following discussion is performed in the rest frame of the shock front. The
mass passing through the shock front has to be conserved, hence
ρuvu = ρdvd, (2.7)
where the index “d” stands for downstream and “u” for upstream. In the case of
a very strong shock, for which the velocity of the shock front is much larger than
the sound velocity in the undisturbed gas, the ratio of the density behind and in
front of the shock is ρd/ρu = (γ+1)/(γ−1), where γ is the ratio of specific heats
of the gas. If one assumes that the gas is mono-atomic or fully ionized the ratio
of specific heats is γ = 53 and the density ratio becomes ρd/ρu = 4. The velocity
of the gas in the downstream region is then given by vd =
1
4vu =
1
4vshock. This
leads to the result that in the rest frame of the downstream region the particles
from the upstream region are traveling towards the high-energy particles with
the velocity v = 34vshock (see left panel of Figure 2.4). This is exactly the
shock3/4 v 3/4 v
Upstream Downstream Upstream Downstream
shock
Figure 2.4: On the left side the flow of gas in the rest frame of the downstream
region is shown. The figure on the right side shows the situation in the rest
frame of the upstream region.
same in the rest frame of the upstream region (right panel of Figure 2.4). This
means that particles crossing the shock suffer head-on collisions and are then
scattered by turbulence or irregularities such that their velocity distribution
becomes isotropic with respect to their new surrounding.
Using simple arguments, first introduced by Bell (1978), the energy gain for a
complete cycle is given by〈
∆E
E
〉
=
4
3
vshock
c
(2.8)
This process is called first order Fermi acceleration, as it is of first order in
vshock/c. It is much more efficient as the particle gains energy in each crossing
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of the shock front. In the calculation of the energy gain per cycle it has to be
assumed that the particles that are injected into the shock region have velocities
which are large compared to the velocity of the shock front. In this case the
particles cross the shock front without being significantly deflected.
The shape of the resulting spectrum of accelerated particles is derived by simple
arguments. It is assumed that the average energy after one collision is E = βE0
and that the probability for the particle to stay in the acceleration region is p.
After k collisions there are N = N0p
k particles with an average energy of
E = E0β
k. The number of collisions can be eliminated by combining both
equations
ln(N/N0)
ln(E/E0)
=
ln(p)
ln(β)
. (2.9)
Therefore the number of particles with energies greater than E is N(≥ E) =
const. · Eln(p)/ ln(β). The total differential of N is then
N(E)dE = const. · E−1+ln(p)/ ln(β). (2.10)
This form is a power-law. In the case of a very strong shock it is
ln(p)
ln(β)
= −1, (2.11)
and hence
N(E)dE ∝ E−2. (2.12)
2.5 Hadronic and Leptonic Scenario of Particle Ac-
celeration
In the analysis of the SNRs Kepler (Chapter 5), Vela Junior (Chapter 6) and
SN1006 (Chapter 7) very-high-energy gamma rays, which are produced in the
vicinity of acceleration sides of cosmic rays, are studied. The gamma rays are
produced by interactions of the charged cosmic rays with the interstellar matter
or magnetic fields.
In the following the parameters and implications of two asymptotic cases, pure
leptonic and pure hadronic acceleration, are discussed. In a real scenario both
cases are expected to take place in SNRs. However, from the hypothesis of pure
scenarios, useful statements can be derived.
2.5.1 Hadronic Scenario
Relativistic protons and nuclei colliding inelastically with the nuclei of the am-
bient matter produce pi-mesons. The charged pions pi± decay into muons and
neutrinos. The neutral pion pi0 decays into two gamma rays with a lifetime of
10−17s (Perkins, 2003).
From the threshold at 0.3GeV, the cross-section for inelastic proton-proton col-
lision σpp rises rapidly to about (28 − 30)mb at energies about Ekin ≈ 2GeV.
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Above this energy σpp increases only logarithmically (Aharonian, 2004). There-
fore the characteristic cooling time above 2GeV of the protons via inelastic
proton-proton interaction is almost independent of the proton energy. If one
assumes an average cross-section at very high energies of 40mb and takes into
account that the proton loses a fraction of f ≈ 0.5 of its energy in every inter-
action the characteristic cooling time becomes
τpp =
1
n0σppfc
≈ 1.7× 1015
( n
1 cm−3
)−1
s, (2.13)
where n is the density of the ambient medium. For simplicity it is assumed
that all proton-proton interactions result in pi-production (pi± or pi0) and that
1/3 of the released energy is given to a pi0. The energy-loss time through pi0
production is then given by
τpp→pi0 = 3 · τpp→(pi±,pi0) ≈ 5.1× 1015
( n
1 cm−3
)−1
s. (2.14)
This value is used later in the analysis of gamma-ray emission from SNRs to
estimate the total energy, Wp, in accelerated protons by usingWp = Lγ ·τpp→pi0,
where Lγ is the luminosity in gamma rays.
2.5.2 Leptonic Scenario
There are three main processes in which ultra-relativistic electrons produce
high-energy gamma rays. These are:
Bremsstrahlung. Free electrons being decelerated in the interaction of the
ambient medium emit gamma rays. The important parameter in the
description of this so-called bremsstrahlung is the radiation length X0,
which is the average distance over which an ultra-relativistic electron
looses 1−1/e of its energy due to bremsstrahlung. In comparison with the
inverse Compton scattering (see below) this process is only important for
electron energies below ∼ 1TeV and densities well above 1 cm−3. As in
this work only gamma rays with energies above ∼ 100GeV and emission
regions with densities in the order of 1 cm−3 are studied bremsstrahlung
is not taken into account in the discussion of the results.
Inverse Compton. High-energy electrons can up-scatter photons via the in-
verse Compton (IC) effect. This process is determined by the Klein-
Nishina cross-section σK-N (see e.g. Longair (1992)). When the photon
energy h¯ω, in the center of momentum frame, is much lower than the rest
mass of the electron
h¯ω
mc2
 1 (2.15)
the Klein-Nishina cross-section becomes the Thomson cross-section
σK-N ' σT = 8pi
3
r2e , (2.16)
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which was published by Thomson in 1906 in a publication discussing the
X-ray scattering of atomic electrons. In the ultra-relativistic limit σK-N
becomes
σK-N = pir
2
e
mc2
h¯ω
(
ln
(
2h¯ω
mc2
)
+
1
2
)
, (2.17)
so that the cross-section decreases roughly with mc
2
h¯ω for very high ener-
gies.
The main target field for electrons with energies on the order of 10TeV,
which are believed to be present in cosmic particle accelerators, is the
cosmic microwave background (CMB) (Aharonian et al., 1997). The in-
teraction of electrons with photons in optical and X-ray wavelengths is
highly suppressed by the Klein-Nishina cross-section. For a given electron
energy Ee the corresponding energy in IC gamma rays in the Thomson
limit is given by
EIC ≈ 5 ·
(
hν0
10−3 eV
)(
Ee
1TeV
)2
GeV, (2.18)
where hν0 is the energy of the target photons. As the distribution of the
CMB is a narrow Planckian distribution this energy can be taken to be
equal to the mean energy of the target photons, which is hν¯0 = 2.7 kT ≈
6× 10−4 eV.
The calculation of the average loss of an electron with velocity v by this
process can be found in Longair (1992), section 4.3.3, and is given by
−
(
dE
dt
)
=
4
3
σTcUrad
v2
c2
γ2, (2.19)
where σT is the Thomson cross-section and Urad is the energy density of
radiation in the rest frame of the electron.
Synchrotron radiation. Electrons which are deflected by magnetic fields emit
synchrotron radiation. The characteristic energy of the emitted syn-
chrotron photon depends on the magnetic field B and is given by
Esyn = 0.2
(
B
10µG
)(
Ee
1TeV
)2
eV. (2.20)
The average loss of an electron by synchrotron radiation is calculated in
Longair (1994), section 18.1.1. It is
−
(
dE
dt
)
=
4
3
σTcUmag
v2
c2
γ2, (2.21)
where Umag = B
2/2µ0 is the energy density of the magnetic field. Note
the remarkable similarity to Equation 2.19.
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The energy of the IC gamma rays and that of the synchrotron photons emitted
by the same electron can be connected using (2.18) and (2.20):
Esyn ≈ 0.07
(
EIC
1TeV
)(
B
10µG
)
keV. (2.22)
The ratio of the relevant energy fluxes fi(E) = E
2F (E), with the differential
photon flux F (E), is given by Aharonian et al. (1997)
fγ(EIC)
fx(Esyn)
≈ 0.1
(
B
10µG
)−2
· ξ. (2.23)
The factor ξ takes into account possible differences in the size of the emission
region for the different wavelengths.
2.6 Determination of the Distance
The distance determination of Galactic SNRs is difficult. The measurement of
spectral lines gives mainly the movement of the emitting material which has, in
the case of SNR, large relative velocities. Therefore this cannot be used for the
measurement of the distance. One possibility is to check for absorption features
due to material (mainly molecular clouds) in the line of sight of the SNR. In the
case of absorption the SNR has to be behind the molecular cloud. In the case
of strong variations in the column density without variations in the emission
from the SNR the remnant has to be in front of the molecular cloud.
The distance to molecular clouds is determined by the measurement of HI line
(at a wavelength near 21 cm) and the use of a rotation model of the Galaxy.
Because of the differential rotation of the Galaxy different parts of the Galactic
disk show different velocities compared to the movement of the sun.
Another technique has long been used for the distance estimation, the surface-
brightness/diameter relation. From the observed surface brightness a physical
diameter is derived and compared to the angular diameter. However, Green
(1984) showed that the remnants with reliable distances have a wide spread
of their intrinsic properties and therefore the usefulness of this technique is
limited.
18
Chapter 3
H.E.S.S.
In this chapter the Imaging Atmospheric Cherenkov Technique is described
used to detect VHE gamma rays from SNRs and from other objects like active
galactic nuclei, pulsar wind nebula, X-ray binaries and the Galactic center.
First an introduction of the development of air showers in the atmosphere is
given. Then the Imaging Atmospheric Cherenkov Technique is discussed and
finally the H.E.S.S. array is described.
3.1 Air Shower
VHE cosmic-ray particles and gamma rays induce air showers in interaction
with nuclei in the atmosphere. In these showers particles are produced either
through strong or electromagnetic interactions. At a height of about 10 km
above see level the number of particles reaches its maximum. At this point
the energy of most of the shower particles is not big enough to produce further
particles. The dominating energy loss comes from ionization instead of from
the production of particles and bremsstrahlung. Finally the shower dies out.
As there are charged particles in the shower propagating faster than the local
speed of light Cherenkov radiation is produced. Two different shower types are
distinguished, electromagnetic and hadronic showers.
3.1.1 Electromagnetic Shower
A pure electromagnetic shower is induced either by a gamma ray, an electron or
a positron. The processes in the shower development are mainly bremsstrahlung
and electromagnetic pair production. The secondary electrons and positrons
emit photons via bremsstrahlung. Secondary photons produce electrons and
positrons via pair production. This results in a cascade of secondary particle
production. Bremsstrahlung and pair production determine the longitudinal
development of the shower. The energy of the particles in the shower decrease
following
−
(
dE
dx
)
=
E0
X0
, (3.1)
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where X0 is the characteristic length of energy loss of the particles. The pro-
duction of new particles stops roughly at the point where the energy of the
electrons and the positrons drops below Ec ' 80MeV. At this energy the en-
ergy loss due to ionization of atoms in the atmosphere becomes comparable
with that due to bremsstrahlung. This point is called shower maximum as at
this point the number of particles in the shower is maximal. The number of
particles Nmax at the shower maximum is roughly given by Nmax ≈ Eincident/Ec,
where Eincident is the energy of the primary particle that initiated the shower.
The lateral development of the shower is determined by multiple Coulomb scat-
tering. The mean scattering angle is rather small. Therefore the lateral spread
of the shower is small. A simulation of an electromagnetic shower is shown in
the left panel of Figure 3.1. .
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Figure 3.1: Shower profiles from simulations. Left: Gamma-ray shower in-
duced by a gamma ray of 300GeV. Right: Proton shower induced by a proton
of 1TeV (by courtesy of K. Bernlo¨hr)
3.1.2 Hadronic Shower
Air showers induced by hadrons are more complex as additionally strong in-
teractions take place. By inelastic scattering of the cosmic-ray hadron off at-
mospheric nuclei, mesons like pions and kaons as well as nuclei and hyperons
are produced. From the decay of mesons electromagnetic sub-showers develop
within the hadronic shower. On average 30% of the energy of the incident par-
ticle is transfered to electromagnetic sub-showers. The rest of the energy is
taken away from the shower by neutrinos and muons.
In the right panel of Figure 3.1 the profile of a simulated shower induced by a
proton is shown.
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3.1.3 Cherenkov radiation
The particles in the shower are faster than the speed of light in the atmosphere
and therefore, in the case of charged particles, emit Cherenkov light. The angle
θ between the emitted photons and the propagation path of the charged particle
follow
cos(θ) =
c
v · n, (3.2)
where c is the speed of light in vacuum, v is the particle velocity and n is the
local refractive index. The distribution of the shower particles together with
their different Cherenkov emission angles over the development of the shower
through the atmosphere results in an roughly homogeneously illuminated circle
on the ground with a diameter of about 250m.
3.2 Imaging Atmospheric Cherenkov Technique
In the Imaging Atmospheric Cherenkov Technique the Cherenkov radiation of
the shower particle is collected by a large mirror and imaged onto a sensitive
pixelized camera. The resulting image is a two-dimensional projection of the
shower into the camera plane. This technique was for the first time used by the
Whipple collaboration to study VHE gamma rays (Weekes et al., 1989).
The shower development in the atmosphere is very fast, the Cherenkov light
from the whole shower reaches the mirror within few nanoseconds. The image
of the shower in the camera is clumpy as it reflects the distribution of charged
particles. The cameras are triggered by clusters of pixels with signals above a
set threshold and integrate the arriving signal over typically 10− 20 ns.
From the shape of the image in the camera shower parameters like size, orien-
tation, width and length are reconstructed. With more than one telescope in
the light cone of the Cherenkov light a three dimensional reconstruction of the
shower location in space and hence the determination of the original direction of
the primary particle can be derived. This stereoscopic technique was pioneered
by the HEGRA collaboration (Daum et al., 1997).
3.3 The H.E.S.S. Array
H.E.S.S. is an array of imaging atmospheric Cherenkov telescopes located in the
Khomas highland of Namibia. It was designed to investigate the gamma rays in
the range from 100GeV to 100TeV. Figure 3.2 shows a picture of the H.E.S.S.
telescope array. The name H.E.S.S. stands for High Energy Stereoscopic
System, and it should also remind of Victor Hess, who discovered the cosmic
rays in 1912 and received the Noble Prize in 1936 for this discovery. The array
consists of four telescopes with a mirror dish each of 13 meters diameter. They
are arranged on the corners of a square with side length of 120m. The spacing
has been optimized for maximum sensitivity at an energy of 100GeV.
To date, the H.E.S.S. array is the most sensitive detector for VHE gamma rays
in its energy range. It can detect a flux of 2.0 × 10−13gamma rays cm−2 s−1
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Figure 3.2: The four telescopes of the H.E.S.S. telescope array.
within 25 h at a significance of 5 standard deviations. The angular resolution
for the reconstruction of the original direction of an individual gamma ray is
better than 0.1 deg. The energy resolution is ∼ 15%.
The data taking started in Summer 2002 when the first telescope had its first
light. The complete system was operational in December 2003. In the next
phase of the H.E.S.S. experiment an even larger telescope will be build in the
center of the four existing telescopes. The mirror dish will have a diameter of
28 meters and an area of 600 square meters. This will improve the sensitivity
in the current energy range and lower the energy threshold to some 10GeV.
In the following the main parts of the current telescopes are presented.
3.3.1 Mount and Dish
The telescopes are build in an altitude-azimuth mount. The steel structure
of each telescope weights 60 t and was designed for high rigidity. Figure 3.3
shows the side view of a H.E.S.S. telescope. The dish hosts 382 mirrors of
60 cm diameter each, which can be aligned separately with high precision. After
mirror alignment the point spread function is contained within one pixel over
most of the field of view. The mirror tiles consist of ground glass with an
aluminized front surface and are arranged in Davis-Cotton design. The mirror
dish of each telescope has a diameter of ∼ 13 meters and an area of ∼ 107m2.
The focal length of the mirror is ∼ 15m. The steering of the whole telescope
is done using a computer-controlled system. It takes between one and three
minutes to slew from parking position to an object in the sky.
3.3.2 Camera
The cameras of the H.E.S.S. telescopes are equipped with 960 photon detector
elements, the pixels, in a hexagonal arrangement. The detectors are 8-stage
photomultiplier tubes (PMTs) with borosilicate windows. They are operated
at a gain of 2× 105. The pixels are equipped with Winston cones to reduce the
loss of light between the pixels. Each 16 pixels with the associated electronics
are combined in a drawer. A drawer hosts two acquisition cards, each reading
the data from 8 PMTs. Figure 3.4 shows a drawer of the H.E.S.S. cameras. For
each pixel three channels are readout, one trigger channel and two acquisition
channels with two different gains. The high gain channel covers the range up
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Figure 3.3: Side view of a H.E.S.S. telescope. The picture was taken on an
open day in September 2004.
Figure 3.4: Drawer of the H.E.S.S. cameras
to 200 photo electrons (p.e.) and the low gain channel covers the range from
15p.e. to 1600 p.e. The signal measured in the acquisition channels is captured
in a 1GHz Analog Ring Sampler, which samples the signal every nanosecond
and stores the recorded signals in a 128 ns buffer. This is needed as the infor-
mation about the trigger needs 70 − 80 ns to be computed and distributed to
all drawers of the camera.
For the trigger generation overlapping sectors of 8× 8 pixels are implemented.
The camera is triggered when 3 to 5 pixels of a sector detect coincident sig-
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nals above a set threshold, typically 5 p.e. The time window for coincidences is
only about 1.5 ns. This is important for rejecting the triggering on uncorrelated
PMT signals due to photons from the night sky background (NSB). This short
coincidence window is only possible due to sorting of the PMTs by high voltage
within the camera. The camera is connected to the central trigger system to
allow for multi-telescope triggers (see next section).
For monitoring purposes the drawers provide information about the PMT cur-
rents, trigger rates, supply voltages and the temperature.
An air cooling system is used to remove about 5 kW of heat which is dissipated
in the camera during operation.
3.3.3 Central Trigger
To make use of stereoscopy, the H.E.S.S. telescopes are only read out in the
case that more than one telescope has sent a trigger signal to the central trigger
system.
The trigger signals of the telescopes are recorded on a central trigger system. It
is designed to serve up to 8 telescopes arranged into arbitrary sub-arrays. The
communication between the central trigger system and the telescopes is done
using an optical fiber system. In the case of a telescope coincidence, the central
trigger system distributes a trigger signal to all telescopes and the cameras
which contributed to the system trigger are read out.
24
Part II
Analysis of HESS data
25
Chapter 4
Analysis Technique
In this chapter the standard analysis technique of the H.E.S.S. experiment is
presented. The discussion follows Aharonian et al. (2006b).
In Section 4.1 the selection of good data is described. An overview of the
calibration of the H.E.S.S. cameras is given in Section 4.2. This is done im more
detail to compare it with the calibration of the different camera discussed in
Chapters 8 and 9. Section 4.3 describes the image cleaning procedure. Section
4.4 gives an overview of the standard analysis used to analyse H.E.S.S. data.
4.1 Data Selection
All data analysed from H.E.S.S. are selected based on standard quality criteria.
Information from hardware and weather monitoring is used to reject runs if the
conditions under which the data were taken were not stable. The main quality
criteria are the number of active pixels (pixels can be switched off because of
malfunctions or bright stars in the field of view), variations in the trigger rate
and the number of participating telescopes.
Runs for which the root mean square (rms) variation in the trigger rate is above
10% are rejected. Telescopes with more than 10% of the pixels swiched off are
not included into the analysis.
4.2 Calibration
The data recorded by the pixels of the H.E.S.S. cameras are provided as ADC
counts. To generate physical statements (like gamma-ray excess and energy)
the cameras must be calibrated. A detailed description of the calibration can
be found in Aharonian et al. (2004a).
The main parameters which have to be calibrated are the flat-field coefficients
ensuring a homogeneous efficiency in the camera, the timing of the signal inte-
gration, the mean ADC level without any Cherenkov signal (the pedestal) and
the conversion factors needed to convert the ADC values to photo electrons
(p.e.).
The signals measured by the photomultiplier tubes (PMTs) are stored until a
trigger decision is made. In the H.E.S.S. cameras this is done using Analogue
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Ring Samplers (ARSs) which operate at a rate of 1GHz and have a storage of
128 capacitor cells. In each cell the signal which arrives at the PMT during one
single nanosecond is stored. Every group of 16 pixels is equipped with eight
ARSs storing the signals with two different gains of the 16 pixels. Following
the arrival of a trigger at the drawers the sampling is stopped and a region
of cells [128 −Nd, 128 − (Nd +NL)] in the ARS is read out. This region has a
width of NL nanoseconds (for normal observations NL = 16ns) and corresponds
to PMT signals which were stored in the ARS Nd ns before the sampling was
stopped. Therefore Nd is the delay between the time the PMT signal arrives
at the pixel electronics and the time the trigger signal arrives at the ARS. It
is calibrated using the sample mode of the ARS in which the charge of all NL
cells of the readout window are digitized and stored. This way the pulse shape
can be studied and the timing can be adjusted.
The pedestal of the amplitude measurement is measured using pixels assumed
to contain no Cherenkov light. In practice, these are all pixels with amplitudes
below the pixel threshold (around 1.5 − 3 p.e.) with all neighbors also having
amplitudes below the threshold.
The conversion factor between ADC channels and signal charge is calibrated
with the use of single photo electron spectra. These are charge distributions for
which in average one photo electron is recorded by every pixel. Therefore the
camera is illuminated with a pulsed LED. The same signal which triggers the
LED is used to start the camera readout. At least two peaks have to be identi-
fied in the distribution: the pedestal peak, corresponding to readouts without
any signal in the PMT of the pixel and the single photo electron peak, corre-
sponding to readouts with exactly one photo electron emitted at the cathod
of the PMT. To derive the number of ADC channels between those peaks a
function describing the expected signal distribution is fitted to the data. An
example distribution is shown in Figure 4.1.
4.3 Image Cleaning
To reduce the influence of photons which do not originate from Cherenkov
showers (e.g. NSB and starlight), an image cleaning procedure is applied to
the camera image of every triggered event. In the standard procedure all pixels
containing a signal of more than 10 p.e. with a neighbor containing a signal of
more than 5p.e. are kept. Additionally, all pixels containing more than 5p.e.
with a neighbor with more than 10 p.e. are also kept. The remaining pixels
are excluded from the analysis. This procedure increases the accuracy of the
determination of the shower image moments (see the following section).
4.4 The Standard Analysis
4.4.1 Hillas Parameters
In the standard H.E.S.S. analysis a Hillas-type parameterization (Hillas, 1985)
of the shower image is applied. As the camera is situated in the focal plane of
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Figure 4.1: Example of a single photo electron spectrum. The conversion
factor between ADC channels and signal charge in this pixel is 80.78
the mirror dish, the combination of pixel amplitudes and the positions of the
pixels provide the image of the shower. The longitudinal spread of the shower in
the atmosphere is much bigger than the lateral spread and therefore the image
has a roughly elliptical shape. To characterize a shower image, the first and
second moments of its intensity distribution are calculated. The first moments
are the mathematical equivalent of the center of gravity (COG) of the image.
The matrix of the second moments is the representation of an ellipse around the
COG. Diagonalisation of the matrix gives the lengths of the main axes and the
orientation of the ellipse. The determination of the first and second moments
of the image distribution reveals six useful parameters, the Hillas parameters:
position of the COG, lengths of the main axes (length and width), orientation
of the ellipse and image size (which is the total number of p.e. in the image)
(see Figure 4.2).
The Hillas parameters contain crucial information about the Cherenkov shower.
The length and width of the ellipse are correlated with the longitudinal and
lateral spread of the shower. The orientation of the ellipse and the COG are
correlated with the orientation with respect to the pointing direction and the
impact point of the shower axis on the ground, respectively. The distance from
the telescope to the impact point of the shower axis in the plane of the dish
is the impact parameter The size of the image is correlated with the number
of Cherenkov light-emitting particles in the shower and therefore enables the
reconstruction of the energy of the primary photon.
4.4.2 Direction Reconstruction
The image in the camera is the projection of the shower into the camera plane
and therefore the major axis of the ellipse is the optical image of the shower
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axis.
Two images of the same shower from different viewing angles can be used to
reconstruct the arrival direction of the primary photon by intersecting their
major axes. Figure 4.2 illustrates images of the same shower, as they would
appear in the combination of two telescopes images. In the case of more than
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Figure 4.2: Scheme for the determination of the Hillas parameters. Shower
images of two telescopes are shown combined in a common plane. This picture
was inspired by Aharonian et al. (2006b)
two images, the shower direction is over-constrained. In Hofmann et al. (1999)
several different algorithms for the direction reconstruction are discussed. The
standard method used for H.E.S.S. data is a modified version of Algorithm
1. The intersection points of every pair of shower images are combined using
a suitable averaging method to obtain the optimum estimate of the shower
direction. Therefore, in the direction reconstruction, each intersection point is
weighted with the sine of the angle between the image axes, the size of both
images and the ratio of width to length from each image.
For simulations the angular difference between the reconstructed position and
the simulated (true) position is called θ. In the case of an observation this is the
difference between the reconstructed position and the assumed source position.
4.4.3 Image Cuts
Events with to few p.e. (e.g. < 80 p.e.) are rejected, since the errors of the
reconstruction in these cases become very large. Furthermore, events for which
the light distribution is to far from the camera center are also rejected as the
accepance drops towards the edge of the camera. These pre-selection cuts are
called size cut and distance cut.
Gamma-induced air showers differ from the hadron-induced ones by the spatial
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distribution of the shower particles (see Chapter 3). The latter are much wider
and clumpier. This fact can be used to introduce a cut on image parameters
to suppress the numerically dominat hadron-induced images. Based on Monte
Carlo simulations, the mean length 〈l〉 and width 〈w〉 of a gamma-induced
image are calculated as a function of the image size and the impact parameter
for a range of zenith angles Z. The measured value (l and w) for a particular
event can be compared to the expectations (〈l〉 and 〈w〉) following
lscaled =
l − 〈l〉
σl
and wscaled =
w − 〈w〉
σw
where σi is the standard deviation of the distribution of the value i. A mean
reduced scaled length (MRSL) and width (MRSW) is calculated averaging over
all the contributing camera images. The distributions of these parameters dif-
fer between gamma- and hadron-induces showers and can therefore be used to
suppress the latter. Figure 4.3 shows the distribution of the MRSW for Monte
Carlo gamma rays simulations in comparison with Monte Carlo protons simu-
lations and real OFF data at a zenith angle of 50 deg. It can be seen that there
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Figure 4.3: Distribution of MRSW from Monto Carlo gamma ray simulations
in comparison with Monte Carlo proton simulations and real OFF data. The
figure is taken from Aharonian et al. (2006b).
is good separation between the OFF data and the Monte Carlo gamma rays.
This is used to choose a region for the MRSW (and the MRSL) which covers
most of the gamma-ray induced events and rejects as many hadron induced
events as possible.
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To derive the mean value and the standard deviation for length and width,
Monte Carlo simulations have been performed for 13 zenith angles between
0 deg and 70 deg. The resulting mean length and width and their standard de-
viation are filled into 2D lookup tables. As only 13 lookup tables for different
zenith angles are available the values for a given zenith angle are linearly inter-
polated in cosine of zenith angle between the nearest simulated values.
The cuts on the mean reduced scaled parameters, the size of the image and θ2
(square of the distance between reconstructed and assumed true source direc-
tion) are optimized simultaneously using simulated gamma-ray events and real
background data. The optimization aims for a maximum detection significance
(as defined by Li and Ma (1983)). The optimization depends on the simulated
gamma-ray spectrum. Two sets of cuts are primarily used in the standard
H.E.S.S. analysis: standard cuts (optimized for a source with 10% of the flux
from the Crab nebula and a similar spectral index (i.e. Γ = 2.39)) and hard
cuts (optimized for a source with 1% of the flux from the Crab nebula and a
spectrum with a spectral index of Γ = 2.0).
The dependence of the angular resolution on the cuts and the observations
conditions (zenith angle and pointing offset) was explored in detail by Berge
(2006). For a zenith angle of 20 deg and an pointing offset of 1 deg the 68%
containment radii for hard and std cuts are 0.07 deg and 0.11 deg, respectively.
4.4.4 Muon Correction
The response of the optical system that contains the mirrors, Winston cones
and PMTs, changes over time. The overall effect is a decrease in the thoughput
of the system. For an accurate reconstruction of event energy it is necessary to
measure this decrease and correct for it. This is done by analyzing images of the
Cherenkov light emitted by single muons passing close to the telescope. The
light yield of these events can be predicted based on geometrical arguments.
The measured number of p.e. is then compared to the predicted light yield and
a correction factor is calculated. By multiplying the reconstructed energy with
the derived factor the energy is corrected for changes in the optical response.
A detailed description of the method can be found in Bolz (2004).
4.4.5 Background Estimation
The discussion in this section follows that of Berge et al. (2007). Some of the
hadron-induced showers are not rejected by cutting on the image parameters
as their images are similar to images induced by VHE gamma rays. For the
estimation of the gamma-ray flux from a particular position in the sky it is nec-
essary to estimate the number of background events expected at that position.
The number of source events and number of background events can then be
used to calculate the significance with the formula of Li and Ma (1983).
For nearly all methods of the background estimation used in the analysis of
H.E.S.S. data the reconstructed events are filled into a sky map, which is the
two dimensional distribution of the reconstructed directions of all gamma-ray-
like events. The number of ON events for a particular position in the sky are
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taken from a circle around that position with the radius θcut.
Most of the methods for the background estimation use informations from sky
maps. The methods used in this work are described in the following.
System Acceptance for Cosmic-Rays
The system acceptance at a certain position in the field of view is defined as
the probability of accepting, after triggering and image cuts, a background
event which is reconstructed at that position with a certain energy. For most
background estimates some knowledge of the acceptance is needed. In general,
it depends on
 the position in the field of view
 the zenith and the azimuth angle of the observation, due to the influence of
the Earth’s magnetic field and the atmosphere on the shower development
 the reconstructed energy of the primary particle
 the time of the observation, due to changes in the optical efficiency of the
system
In most cases it is a reasonable assumption that the acceptance is radially
symmetric. The acceptance is obtained either on a run-by-run basis during
the analysis of the data or from observations without significant gamma-ray
emission in the field of view.
Reflected Background Method
This method makes use of the approximation that the acceptance of the system
is a function of the distance to the pointing position and the zenith angle. It is
only usable for runs taken in wobble mode, in which the source is observed with
an offset with respect to the pointing position. The wobble offset has to be
large enough for the pointing direction to be outside of the defined source re-
gion. In this case (and if additionally the FoV does not contain a large number
of other possible gamma-ray sources), the background can be estimated from
regions in the FoV with the same size and offset as the source region. In the
left panel of Figure 4.4 an example for the reflected background is illustrated.
The number of regions depends on the offset and the size of the source region
and the presence of other gamma-ray sources in the FoV, because the OFF
regions have to be separated from each other and free of known gamma-ray
sources. Additionally, a gap between ON and OFF regions is needed to avoid
contamination of the OFF regions by misreconstruced gamma-rays.
The advantage of this method is that the normalization between the ON and
OFF counts is given by the ratio of solid angles, only. All other possible depen-
dencies like differences in exposure and acceptance are eliminated as the OFF
events are taken at the same time with the same offset to the pointing position.
If the acceptance of the camera also depends on the position in the FoV (not
only on the distance to the pointing position) the reflected background estima-
tion does not give the exact background level for the ON region. To reduce
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Figure 4.4: Left: Reflected background with five background regions Right:
Ring background. For clarity only four positions in the FoV with their back-
ground estimation are illustrated.
systematic effects because of non-radial acceptance variations, the wobble po-
sition is altered around the target position. Figure 4.5 shows the test region
and the background regions for four pointings around Kepler’s SNR. With this
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Figure 4.5: Example of four wobble positions around Kepler’s SNR. The test
region is the black circle in the middle of the picture. The red circles are the
background regions and the blue dots denote the pointing positions in the four
pointings.
method the influence of possible gradients in the acceptance is compensated.
The reflected background method is best suitable for flux and spectrum mea-
surements, as the normalization factor does not depend on the energy.
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Ring Background Method
In this method the background for a given position in the FoV is taken from
a ring surrounding this position. In the right panel of Figure 4.4, the ring
background estimation for four example regions is displayed. This is done for
every position in the FoV. Therefore this method provides the background for
the whole FoV. As a consequence the ring background allows the determination
of excess and significance sky maps.
The inner and outer ring radii are often chosen such that the ratio of the solid
angles of the ring and the ON region are close to 7. This is a compromise
between area within the ring and spacing between ring and ON region. Here
again the spacing must be large enough to suppress the contamination of the
background estimation by misreconstructed gamma-rays. For the same reason
regions surrounding known gamma-ray sources are excluded from the ring.
The normalization is given by the ratio of solid angles weighted with a factor
taking into account the variation of the acceptance on the ring. The background
acceptance may not be constant as a function of energy and therefore the ring
background method is less suitable for spectrum measurements.
FoV Background Method
The FoV background method estimates the background from look-up tables.
The look-up tables are filled with the radial acceptance in the FoV obtained
by observations without any gamma-ray source. The radial acceptance is then
rotated to derive a 2D acceptance map. The normalization is done by com-
paring the acceptance with the excess outside of the source region. A detailed
description can be found in Aharonian et al. (2006a). This method can be used
to derive excess sky maps. For large zenith angles the FoV background method
shows a sight gradient in the direction of increasing zenith angle. In this case
the approximation of a rotational symmetric acceptance is not good enough.
ON-OFF Background Method
In the ON-OFF background method the number of background events is es-
timated from observations without any significant source in the field of view.
To account for differences in the acceptance these observations are chosen to
match the zenith angle of the ON-observations. Furthermore, the time between
the ON-observation and the OFF-observation has to be as short as possible
to reduce the influence of changes in the optical efficiency of the system. The
normalization between the number of ON and background events is the ratio
of the exposure times.
The θ2-Distribution
The θ2-distribution shows the distance of all events which passed the image
cuts (and are therefore gamma-ray-like) to the test position. The comparison
with the background distribution helps to check for an excess of gamma-rays.
In the following the generation on the background distribution is described.
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The background distribution is obtained by adding up the squared angular
distances to several positions in the field of view with the same offset as the test
position, in the following called OFF positions. To avoid possible correlations
it is important that each background event is used only ones. Therefore the
angular distance between the OFF positions limits the maximal θ2 up to which
the background distribution can be used. One has to chose a compromise
between reduced statistical uncertainties in the background distribution and a
maximum range in θ2. This is shown in Figure 4.6. The five OFF positions
2
θmax
small
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θ max 2
θmax
larger statistical uncertainty,
larger θ max
Figure 4.6: Comparison of five and three OFF positions in the determination
of the background for the theta squared distribution.
on the left hand side result in a small statstical uncertainty in the background
distribution. Using three OFF-positions results in a distribution which can
be used up to higher θ2. The choice denpends on the offset with which the
observation is performed.
4.4.6 Energy Reconstruction
For each telescope, the energy of an event is estimated by comparing the image
size and the impact parameter to those of simulated gamma-ray shower images.
The simulations have been performed at 13 zenith angles between 0 deg and
70 deg. The energy of the incident gamma ray is then calculated by the mean
of the enegies obtained for each telescope. Again a linear interpolation in co-
sine zenith angle is used to derive the energies at zenith angles lying between
simulated ones. The energy resolution is defined as the standard deviation of
(Ereco − Etrue)/Etrue, where Ereco and Etrue are the reconstructed and the simu-
lated energy, respectively. For all energies this value is ∼ 15%.
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4.4.7 Spectrum Determination
For the generation of the spectrum the data are logarithmically binned in en-
ergy. Only bins are used for which the difference between the mean recon-
structed energy and the simulated energy is less than 10%, as derived from
simulations. This results in an energy threshold, the safe threshold.
To estimate the gamma-ray flux in each energy bin the collection area, or ef-
fective area, of the system has to be determined. The effective area depends
on energy, offset, zenith angle and image cuts applied to the camera pictures.
It is derived from Monte Carlo simulations by counting the fraction of simu-
lated events which trigger the detector and pass the image cuts and filled into
lookup tables. The gamma-ray rate is given by a convolution of the flux with
the effective area (Berge, 2006)
d
dErecodt
Nγ =
∫
R(Etrue, Ereco)Aeff(Etrue)F (Etrue)dEtrue, (4.1)
where R(Etrue, Ereco) is the response function, which is the probability that
an event with a energy Etrue is reconstruced with an energy of Ereco. A de-
convolution of equation (4.1), which is needed to derive the source flux F (E)
from the measurement of the gamma-ray rate, cannot be perfomed analytically.
In Berge (2006) three methods are discussed to overcome this problem. The
method used in the standard analysis of H.E.S.S. data is to derive the effective
area as a function of the reconstructed energy. Then the source flux is given by
F (Ereco) =
1
Aeff(Ereco)
· d
dErecodt
Nγ (4.2)
The disadvantage to this approach is that the effective area depends on the
simulated specturm used in its determination. However, due to the good energy
resolution of ≈ 15% in the H.E.S.S. analysis, this effect is small and can be
disregarded in most cases.
The flux in each bin i is then given by
Fi =
1
(∆E)i · Ti

NON∑
j=0
1
Aj
− α
NOFF∑
k=0
1
Ak

 , (4.3)
where (∆E)i is the width of the energy bin, Ti is the exposure time and α is
the normalization factor. NON and NOFF are the number on ON-events and
OFF-events, respectively.
4.4.8 Upper Limit Determination
In this section the determination of confidence intervals is discussed in detail,
as this is needed in the analysis of Kepler’s SNR and SN1006.
For observations without a significant gamma-ray excess an upper limit on the
flux from this object can be calculated, taking into account the number of
ON/OFF events and the conditions (zenith angle and offset) during observa-
tions. The number of ON and OFF events above a certain threshold are used
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to calculate the maximal excess exmax and minimal excess exmin for a confidence
level c. In the case of the minimal excess being zero the value for the maximal
excess is an upper limit with the confidence level c. The remaining task is
the determination of the confidence interval with the correct coverage, this is
the interval [µ1, µ2] for which P (µ ∈ [µ1, µ2]) = c. In the following, first the
construction of confidence intervals in general is discussed. Second the method
of Feldman and Cousins (1998) is described, as it is used in the analysis of
Kepler’s SNR and SN1006.
Construction of the Confidence Interval
In the following it is assumed that one measures a quantity x to derive a value
µ. The true value of µ is unknown. To derive a confidence interval for the value
µ the following steps have to be performed. For every true value µ an interval
[x1, x2] is chosen for which the probability that the measured value x is within
this interval is c, hence
P (x ∈ [x1, x2]|µ) = c. (4.4)
In practice this is done for a suitable number of discrete values to limit the
processing time. An example is drawn in Figure 4.7. The interval [x1, x2] is
2
µ
xx
µ
1 x
1
µ
xxm
µ 2
µ
Figure 4.7: Construction of confidence intervals: Left : For every value of µ
an interval [x1, x2] is constructed for which P (x ∈ [x1, x2]|µ) = c. This interval
is called acceptance interval. Right : When measuring the quantity x = xm a
vertical line is drawn at this position in the graph. The confidence interval for
the quantity µ is then the entirety of all µ-values corresponding to acceptance
intervals crossed by the vertical line.
the acceptance interval for the value µ. Up to here it is not specified in what
way the interval boundaries x1 and x2 have to be chosen. The most common
choice is
P (x < x1|µ) = 1− c
for upper confidence limits (satisfying P (µ > µ2) = 1− c), and
P (x < x1|µ) = P (x > x2|µ) = (1− c)/2
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for central confidence intervals (satisfying P (µ < µ1) = P (µ > µ2) = (1−c)/2).
Feldman and Cousins (1998) have introduced another method to get the accep-
tance interval for a given value µ. This is based on an sorting principle using
a maximum likelihood method. For simplicity the sorting principle is shown
in the following for the case where the measured quantity is the quantity of
interest, x = µ. In addition, it is assumed that the true value of x is always
positive (as it is the case for the measurement of a flux, for example). It is
assumed that the probability density function (pdf) is given by
P (x|µ) = 1√
2pi
exp
(
−1
2
(x− µ)2
)
,
which is a Gaussian pdf with a variance of σ = 1. This is no limitation as this
is always achievable by using x/σ instead of x.
Feldman & Cousins Construction of the Acceptance Intervals
In the approach by Feldman and Cousins (1998) the likelihood ratio
R(x) =
P (x|µ)
P (x|µˆ)
is calculated for all values of x for a given µ. µˆ is the value of µ that maximizes
P (x|µ). Then the ratios R(x) are sorted in descending order and the x values are
added to the interval, accordingly to the sorting, as long as
∑
P (x|µ) is below
the confidence level c. This is done by drawing a horizontal line in the figure of
R(x) and calculating
∫ x2
x1
P (x|µ), where x1 and x2 are the x values where the
horizontal line crosses the graph of R(x) (see Figure 4.8). The horizontal line
for which
∫ x2
x1
P (x|µ)dx = c specifies the acceptance interval for µ. As can be
seen for small values of µ the acceptance interval is not symmetric with respect
to xˆ, which maximizes the pdf. In the H.E.S.S. analysis the calculation is
performed using discrete values x with a step size dx. In this case the integral
becomes a sum
∑
x P (x|µ) · dx = c. The sum runs over the sorted x-values
(beginning with the value for which R(x) is maximal) until the confidence level
is reached.
Calculating an Upper Limit for the Flux
Using the integrated number (from Emin to infinity) of ON and OFF events the
confidence interval for the integrated excess is calculated. In the case of the
lower end of the confidence interval exmin being zero, the upper end exmax is an
upper limit for the excess at a confidence level of c. This upper limit can be
used to calculate an upper limit for the integrated flux. Typically a power-law
spectrum with a spectral index Γ is assumed and the normalization I0 of the
spectrum is calculated as follows. The differential spectrum can be written as
(
dN
dE
)
= I0
(
E
E0
)−Γ
. (4.5)
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Figure 4.8: Feldman & Cousins approach to get acceptance intervals: Calcu-
late R(x), draw a horizontal line, calculate
∫ x2
x1
P (x|µ)dx, change the position
of the line until the integral over the pdf is equal to the confidence level.
The left side of this equation can be written as(
dN
dE
)
=
N(E,E + dE)
dE ·A(E) · dt , (4.6)
where N(E,E + dE) is the number of events with energies between E and
E + dE, A(E) is the effective area for that energy and t is the exposure time.
Combining these two expressions and integrating over the energy and the time
one gets
I0
(
E
E0
)−Γ
· A(E)· = N(E,E + dE)
dE · dt
⇒ I0 = N(Emin,∞)∫∞
Emin
∫ tstop
tstart
(
E
E0
)−Γ
·A(E) dt dE
. (4.7)
For N(Emin,∞) the upper limit in excess is used. The normalization for the
spectrum is then used to calculate the flux above a certain energy threshold Eth
F (> Eth) =
∫ ∞
Eth
I0
(
E
E0
)−Γ
dE. (4.8)
The upper limit on the energy flux in then given by
FE(> Eth) =
∫ ∞
Eth
I0 ·E
(
E
E0
)−Γ
dE. (4.9)
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For an assumed spectral index of Γ ≤ 2.0 the upper integration limit can not
be ∞ as in this case the integral is strictly monotonic increasing.
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Chapter 5
Kepler’s SNR
On October the 9th in 1604 a “new star” was observed. The message about
this event reached the famous astronomer Johannes Kepler a few days later in
Prague, where he worked in the former laboratory of Tycho Brahe. However, he
had to wait until October the 17th 1604 before he could observe the occurrence
because of bad weather in Prague. Kepler studied the “stella nova” over the
course of a year and published his findings in 1606 (Johannes Kepler: Stella
Nova, 1606).
More than 400 years later the remnant of the event observed by Kepler is a well
studied object across all wavelengths. At the position of the historic event a
shell-type SNR can be found today. Figure 5.1 is a combined image of Kepler’s
SNR with data from Spitzer (24µm, red), Hubble (Hα, yellow) and Chandra
(0.3 − 1.0 keV, green and 2− 10 keV, blue).
From observations at radio wavelengths Dickel et al. (1988) determine an an-
gular diameter of 200′′ and an average expansion follows of R ∝ t0.5. The
expansion rate varies strongly over the remnant. At the southern rim the the
expansion law is R ∝ t0.65 and at the norther rim it is R ∝ t0.35.
In the X-ray regime strong emission lines from Si, S, Ar, Ca and Fe have been
found with EINSTEIN (Becker et al., 1980b), EXOSAT (Smith et al., 1989),
GINGA (Hatsukade et al., 1990), ASCA (Kinugasa and Tsunemi, 1999) and
XTE (Decourchelle and Petre, 1999). From data obtained with the XMM-
Newton satellite, Cassam-Chena¨ı et al. (2004) discuss the spatial variations over
the remnant. The authors claim that the Fe-K emission peaks at a smaller
radius than the Fe-L emission and conclude that the temperature increases in-
wards in the ejecta.
In spite of the numerous observations the distance to Kepler’s SNR is still not
known. Reynoso and Goss (1999) report on a weak HI absorption feature in
VLA data at 21.3 km s−1. They use the rotation model of Fich et al. (1989) to
calculate a lower limit on the distance of (4.8± 1.4) kpc. The authors note that
the rotation model is not very accurate for such small angular distances to the
Galactic center. However, they also give an upper limit of 6.4 kpc due to the
lack of absorption by a molecular cloud at that distance.
The type of the supernova is still under debate. From the reconstructed light
curve Baade (1943) claim it to be a type Ia SN. Doggett and Branch (1985)
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Figure 5.1: Color-composite picture of Kepler’s SNR in different wavelengths:
Spitzer (24µm, red), Hubble (Hα, yellow) and Chandra (0.3 − 1.0 keV, green
and 2− 10 keV blue). The picture is taken from Blair et al. (2007).
argue that the light curve is also consistent with a type II-L. Smith et al.
(1989) and Kinugasa and Tsunemi (1999) have observed a relative overabun-
dance of heavy elements that agrees with type Ia nucleosynthesis models, while
Decourchelle and Ballet (1994) see more evidence that Kepler’s SNR is the rem-
nant of a core-collapse SN. More recently modeling of the thermal line spectrum
obtained with XMM (Cassam-Chena¨ı et al., 2004) led Badenes et al. (2005) to
the conclusion that the X-ray spectrum is best fit by a type Ia SN.
In the following the data on Kepler’s SNR from H.E.S.S. observations and their
analysis are presented.
5.1 H.E.S.S. Observations and Results
Kepler’s SNR was observed with the H.E.S.S. array between May 2004 and July
2005 for a total observation time of 14 hrs. The observations were performed
in wobble mode around the radio position of Kepler’s SNR (RA 17h30m42.12s
Dec −21◦28′59.9′′ J2000). Wobble offsets between 0.48 deg and 0.76 deg in both
Right Ascension and Declination were used. The data were taken at zenith an-
gles from 3deg to 45 deg with a mean zenith angle of 13 deg. After applying
the H.E.S.S. standard data selection (see Section 4.1) a total live time of 13 h
is available for analysis. The standard analysis chain for H.E.S.S. data is used,
as described in Section 4.4.
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The mean angular resolution of the analysis is ∼ 400′′. Compared to a diameter
in radio of 200′′ Kepler’s SNR is expected to be a point source for H.E.S.S. All
events reconstructed within 400′′ around its radio and X-ray position, which
pass the gamma-ray cuts, are counted as gamma-ray-like events originating
from Kepler’s SNR. The background is estimated using two different methods.
For the investigation of the flux the Reflected Background method is used and
the significance sky map is made with the Ring Background method (see 4.4.5).
In the upper panel of Figure 5.2 a significance sky map (showing at each position
the significance for an excess at this position) around the position of Kepler’s
SNR is presented. There is no significant excess visible above the background.
In the lower panel of Figure 5.2 the distribution of the significance in the field
of view is shown. A Gaussian is fitted to the distribution. The best fit is given
for a standard deviation of 1.033 ± 0.003 and a mean at −0.020 ± 0.003 with
χ2/d.o.f. = 76/22. The bins of both the significance map and the significance
distribution are highly correlated, as for the generation of the significance map
the raw event map and the corresponding background map are oversampled
with a radius of 0.1 deg. Due to that the errors of the Gaussian fit should be
higher. It is concluded here that the significance distribution is compatible with
fluctuations in the background.
An alternative way to check for a gamma-ray excess is to plot the distribution
of the squared angular distance θ2 of all measured events to the position of
Kepler’s SNR. This is then compared to the background distribution. In the
left panel of Figure 5.3 the θ2 distribution and the corresponding background
distribution is shown. There is no gamma-ray excess above the background at
the position of Kepler’s SNR. The background distribution was obtained using
three OFF-positions as described in Section 4.4.5. The background is uncorre-
lated up to a squared angular distance of 0.15 deg2.
5.2 Upper Limit on the Integrated Energy Flux
For the flux determination the Reflected Background method is used as it is
most suitable for this purpose (see Section 4.4.5). The number of possible OFF
regions depends on the wobble offset. This offset varies with each run. In this
analysis the number of OFF regions was set to 11 as this is the maximal number
of OFF regions possible for all observations of Kepler’s SNR. This was done to
reduce systematic effects. Using the standard analysis, 827 ON and 8855 OFF
events (with a normalization factor of α = 0.0911) are recorded, resulting in an
total excess of gamma rays from the direction of Kepler’s SNR of 20± 30. The
total significance is 0.68 standard deviations.
The non-detection results in an upper limit on the gamma-ray flux from Kepler’s
SNR. The upper limits are obtained using the approach from Feldman and Cousins
(1998) (see Section 4.4.8). At a confidence level of 99% an upper limit on the
integrated photon flux above 230GeV of F (> 230GeV) < 9.3× 10−13 cm−2 s−1
is derived, assuming a photon index of Γ = 2.0.
The 99% confidence-level limit on the integrated energy flux FE(E1, E2) =
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Figure 5.2: Top: Significance sky map centered at the radio position of Ke-
pler’s SNR. Each bin shows the significance for a gamma-ray excess at this
position. Bottom: Significance distribution in the field of view. The line is a
Gaussian fit to the data.
∫ E2
E1
E·dN/dE dE from Kepler’s SNR is FE(230GeV, 12.8TeV) < 8.6×10−13 erg cm−2 s−1.
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Figure 5.3: Distribution of the squared angular distances of all events to the
center of Kepler’s SNR compared to the background distribution.
To study the influence of the assumption of the photon index the upper limit
on the photon flux
F (> E) =
∫ ∞
E
I0,Γ
(
E
1TeV
)−Γ
dE =
=
I0,Γ · 1TeV
Γ− 1
(
E
1TeV
)−Γ+1
(5.1)
is determined for 0.23 < (E/1TeV) < 3.7 assuming two different photon in-
dices Γ = 2.0 and Γ = 3.0. The normalization I0,Γ is derived as described in
Section 4.4.8.
Figure 5.4 shows the obtained upper limits at 99% confidence level. The fig-
ure shows that the limits are only weakly dependent on the assumption of the
photon index, at least in the range Γ = 2.0− 3.0.
In the following section the upper limits are used to constrain parameters of
Kepler’s SNR.
5.3 Nature of the Accelerated Particles
Assuming a pure hadronic or a pure leptonic scenario (see Section 2.5), upper
limits on parameters of Kepler’s SNR can be derived. In a pure hadronic sce-
nario an upper limit on the total energy in accelerated protons can be given.
The assumption of a pure leptonic scenario allows to compare the measured
upper limit in gamma rays with a theoretical upper limit based on X-ray ob-
servations for a given magnetic field strength.
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Figure 5.4: Upper limits for the integrated flux for energies in the range
0.23 < (E/1TeV) < 3.7 for two different assumed indices, Γ = 2.0 (black) and
Γ = 3.0 (red).
5.3.1 Hadronic Scenario
Using the integrated energy flux in gamma rays FE in the range between
0.23TeV and 12.8TeV, the gamma-ray luminosity Lγ(E1, E2) = 4pid
2FE(E1, E2)
can be estimated, where d is the distance of the observer to the remnant. The
integrated energy upper limit derived above results in an upper limit of the
luminosity Lγ < 1.0 × 1032 · (d/kpc)2 erg s−1. In a pure hadronic scenario the
upper limit on the luminosity results in an upper limit on the total energy in
accelerated protons Wp = Lγτpp→pi0, where τpp→pi0 is the cooling time of the
protons through pi0-production in interactions with the ambient medium and
subsequent pi0-decay (see Section 2.5.1). For proton energies above ∼ 100GeV
it can be approximated with τpp→pi0 ∼ 5.1 × 1015 s
(
n/cm−3
)−1
Therefore the
upper limit on the energy in accelerated protons being capable to produce pho-
tons measured by H.E.S.S. is Wp < 5.1 × 1047 erg (d/kpc)2
(
n/cm−3
)−1
. As
mentioned before, the distance to the remnant and the density of the material
surrounding the remnant are not known. Using an upper limit for the distance
of d ≤ 6.4 kpc and a lower limit for the density of n ≥ 0.1 cm−3 (due to Ke-
pler’s position well above the plane) a conservative upper limit for the energy
in accelerated protons of Wp < 2.1× 1050 erg is derived.
In a single interaction on average ∼ 17% of the proton energy is converted into
gamma rays. Therefore the gamma rays measured with H.E.S.S. correspond to
protons with energies in the range ∼ (1.4 − 70)TeV (Aharonian and Atoyan,
2000). However, the protons, accelerated in an SNR are assumed to cover a
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much wider range. Assuming a coverage from ∼ 1GeV up to 3PeV and a
particle index of −2.0, the H.E.S.S. range corresponds to∫ 70TeV
1.4TeV FE dE∫ 3000TeV
0.001TeV FE dE
=
log(70TeV/1.4TeV)
log(3000TeV/0.001TeV)
= 0.26 (5.2)
i.e. ∼ 26% of the total energy in protons. Therefore the upper limit of the total
energy in accelerated protons is 8.1 × 1050 erg.
If one assumes that Kepler’s SNR is the remnant of a type Ia SN the explosion
energy can be estimated. The typical kinetic energy of SN Ia explosions is
(1− 1.5) × 1051 erg (Gamezo et al., 2003).
As discussed in Section 2.4 it is estimated that type Ia SN could deposit 10%
to 30% of their explosion energy into accelerated particles. For an assumed
explosion energy of 1051erg the energy in accelerated protons would then be
(1 − 3) × 1050 erg. The conservative upper limit derived by H.E.S.S. is well
above the assumed value and therefore does not constrain any parameter of the
explosion. In Section 5.4 a more constraining upper limit is derived by using
predictions of a theoretical model.
5.3.2 Leptonic Scenario
In a purely leptonic scenario all VHE gamma rays are emitted by accelerated
electrons via inverse Compton (IC) scattering. Electrons which are accelerated
to very high energies can also emit synchrotron photons in the X-ray domain
when they are deflected in magnetic fields in the SNR. Therefore the emission
in VHE gamma rays is correlated with the emission in X-rays (see Section 2.5).
As mentioned above, for a given magnetic field B the energy flux in IC gamma
rays fIC at the energy EIC corresponds to the energy flux from synchrotron
emission fsyn with an energy
(Esyn/1 keV) ' 0.07 · (EIC/1TeV) (B/10µG) . (5.3)
The ratio of the energy fluxes in X-rays and gamma rays emitted by the same
electrons is then given by
fIC(EIC)
fsyn(Esyn)
' 0.1(B/10µG)−2ξ, (5.4)
where ξ is a factor taking into account different sizes of the emission regions
for X-rays and gamma rays. This relation is used in the following to derive an
upper limit on the energy flux in gamma rays assuming a certain value for the
magnetic field in the remnant. The value ξ is assumed to be equal to 1.
The total magnetic field of Kepler’s SNR was measured by Matsui et al. (1984).
By measuring the polarization of the synchrotron emission the authors obtain
a total magnetic field of 74µG. Vo¨lk et al. (2005) derived a magnetic field of
215µG from the width of X-ray filaments in the southeastern part measured
by XMM (Cassam-Chena¨ı et al., 2004). For the following analysis a magnetic
field of 74µG is assumed.
To estimate the upper limit at EIC = 1TeV the energy flux at Esyn = 0.5 keV
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has to be used (equation (5.3)). Kepler’s SNR was observed in X-rays by several
experiments. However, for energies below 10 keV it was not possible to disen-
tangle the non-thermal part of the spectrum from the thermal one for the whole
remnant. Therefore, to derive an upper limit for the gamma rays, RXTE data
with energies between 10 keV and 20 keV are used (Allen, 1999). The disadvan-
tage of PCA, which is the X-ray instrument on board of RXTE, is that it has
no imaging capabilities. This means that the flux observed by this instrument
is the integrated flux from the whole FoV of 1 deg. It is expected that most of
the measured flux comes indeed from Kepler’s SNR because of its position well
above the Galactic plane. Nevertheless, for the estimation of the upper limit
for the gamma-ray flux the X-ray flux has to be treated as an upper limit.
The X-ray flux measured by PCA at an energy of 10 keV is 6.2×10−5 cm−2 s−1 keV−1
and the spectral index is Γ = 3. To compare the measured spectrum from
PCA with the upper limit obtained by H.E.S.S. at 1TeV, the X-ray flux has
to be extrapolated down to 0.5 keV. This is done using a formula derived by
Zirakashvili and Aharonian (2007) (equation (37)). As the exact spectral points
from the PCA measurement are not available 13 spectral points are taken from
Figure 2 of Allen (1999). The error is assumed to be 10% for the whole range.
From the extracted data points the energy flux E2F (E) is calculated and fitted
by the formula mentioned above. The extracted data points and the extrapo-
lation are shown in Figure 5.5. The spectrum derived by the fit is
hist2
Entries  13
Mean    11.61
RMS     1.101
 / ndf 2χ
 5.893 / 11
p0       
 0.0203± 0.1561 
p1       
 2.41e-09± 4.29e-09 
energy [keV]
1 10
]
-
1
 
s
-
2
 
flu
x 
[er
g c
m
×
 2 E
-1110
-1010
Figure 5.5: Fit of a formula derived by Zirakashvili and Aharonian (2007) to
the X-ray data on Kepler’s SNR form RXTE.
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E2F (E) = (4.3± 2.4) × 10−9
(
1 + 0.38 ·
√
E
(0.16 ± 0.02) keV
)11/4
× exp
(
−
√
E
(0.16 ± 0.02) keV
)
erg cm−2 s.(5.5)
Therefore the extrapolation down to 0.5 keV reveals fsyn(0.5 keV) = 4.6 ×
10−10 erg cm−2 s−1.
Using equation (5.4) with an assumed magnetic field of 74µG an upper limit
on the flux in gamma-rays can be estimated. The upper limit on the energy
flux in gamma-rays is
fIC = 8.4× 10−13 erg cm−2 s−1 (5.6)
This value is the energy flux upper limit defined by E2F (E). The upper limit
which is derived by H.E.S.S. is, for Γ 6= 2, given by∫ ∞
E
E′ · F (E′)dE′ =
∫ ∞
E
I0E
′
(
E′
1TeV
)−Γ
dE′ =
=
I0(1TeV)
2
Γ− 2
(
E
1TeV
)−Γ+2
=
=
E2F (E)
Γ− 2 . (5.7)
Therefore the estimated upper limit (5.6) has to be divided by Γ − 2 to be
comparable with the H.E.S.S. upper limit. As mentioned above this is only
true (and can only be done) for Γ 6= 2. Here the upper limit which is derived
with an assumed index of Γ = 3.0 is used and therefore the upper limits can by
compared directly. The H.E.S.S. upper limit is 4.3 × 10−13 erg cm−2 s−1. The
two upper limits are comparable to each other. Therefore, with the assumed
magnetic field, the H.E.S.S. upper limit does not constrain the leptonic model.
5.4 Comparison with Theory
Berezhko et al. (2006) (BKV) estimate the expected flux in VHE gamma rays
from Kepler’s SNR assuming the SN to be of type Ia. Their non-linear kinetic
theory of cosmic-ray acceleration is based on a fully time-dependent, spherical-
symmetric solution of the cosmic-ray transport equation. They also take into
account the non-linear coupling to the dynamic equations for the thermal gas
component. To account for the uncertainty in the distance BKV calculate the
flux for assumed distances in the range of (3.4− 7) kpc. The density of the sur-
rounding ambient medium is derived using the size and the expansion velocity
of Kepler’s SNR. They give the theoretical curve for the quantity  · f, where
 is the energy and f is the integrated photon flux above .
To compare the H.E.S.S. upper limit with the prediction from BKV the value
F˜ (> E) = E · F (> E) is calculated, where F (> E) is the upper limit on
the photon flux above E. For E = 230GeV one gets F˜ (> 230GeV) < 3.4 ×
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10−13 erg cm−2s−1. This quantity is calculated for several energies in the H.E.S.S.
range to compare it with the theoretical curves. The results are plotted in Fig-
ure 5.6 together with the prediction from BKV for different assumed distances
and an assumed explosion energy of ESN = 10
51 erg. In the framework of the
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Figure 5.6: The predictions of BKV for different assumed distances are plotted
together with the corresponding upper limits obtained by H.E.S.S. The densities
are derived using the size of Kepler’s SNR and its expansion velocity.
BKV modeling the H.E.S.S. upper limit results in a lower limit on the distance
of 6.4 kpc for explosion energies ESN ≥ 1051 erg. The corresponding lower limit
on the density of the ambient medium is 0.7 cm−3.
The conservative upper limit for the total energy in accelerated protons as de-
rived in Section 5.3.1 can now be recalculated using the values derived by the
comparison of the H.E.S.S. upper limit and the predictions from BKV. The
distance is again estimated to be 6.4 kpc and the density is obtained using the
size and the expansion speed (from BKV). The upper limit for the total energy
in accelerated protons in the range 1GeV − 3PeV is then 1 × 1050 erg, which
is 10% of the assumed explosion energy for a type Ia SN. This value constrains
the portion of the energy which is deposited in accelerated protons to < 10%.
BKV derive a magnetic field of 480µG by a fit to the overall synchrotron spec-
trum. This value corresponds to the interior of the remnant. From the smallest
filaments in X-rays observed by Chandra (Bamba et al., 2005) they get a mag-
netic field of 340µG. This value corresponds to a small region behind the
shock. Using this value the upper limit on the energy flux in gamma rays is
again calculated. With a magnetic field of 340µG the gamma-ray emission at
1TeV has to be compared to the synchrotron emission at 2.4 keV. Using again
the fit to the 13 points from the RXTE spectrum the energy flux in X-rays is
fsyn = 1.6 × 10−10 erg cm−2 s−1. The upper limit on the energy flux in gamma
rays is then given by
fIC < 1.4 × 10−14erg cm−2 s−1. (5.8)
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This upper limit is more than an order of magnitude below the H.E.S.S. upper
limit. This means that in the case of such a high magnetic field any detection
of VHE gamma rays from Kepler’s SNR by a H.E.S.S.-like experiment would
originate from accelerated protons.
5.5 Distance
As mentioned above, Reynoso and Goss (1999) derived an upper limit on the
distance of 6.4 kpc. In the framework of the model of BKV the H.E.S.S. upper
limit on the energy flux results in a lower limit of 6.4 kpc. The latter limit is de-
rived under the assumption that the explosion energy is ≥ 1051 erg and that the
supernova was of type Ia. On the basis of qualitative arguments BKV (equa-
tion (3)) give for dependence of the pi0-decay gamma-ray flux on the explosion
energy E and the distance d
Fγ ∝ E2/d7. (5.9)
This is in rough agreement of the numerical results derived in the model of
BKV and used in the following for the discussion of the energy dependence
lower limit on the distance.
Assuming an explosion energy of 0.8 × 1051 erg (which is a lower limit for the
explosion energy derived by most models (see e.g. BKV)) the constraint on the
distance is weakened to
d > 6.4 kpc ·
(
E
1051 erg
) 2
7
= 6.0 kpc. (5.10)
Therefore the more conservative lower limit derived with H.E.S.S. (and using
the model of BKV) is 6.0 kpc. The range for the distance to Kepler’s SNR is
then reduced to 6.0 < (d/1 kpc) < 6.4.
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Chapter 6
RX J0852.0-4622 (Vela
Junior)
In this chapter the analysis of H.E.S.S. data on the supernova remnant RX J0852.0-
4622 is presented.
The shell-type SNR RX J0852.0-4622 is located in the southeastern part of the
Vela SNR, what led to the name Vela Junior. It was discovered within the
ROSAT All Sky Survey above 1.3 keV (Aschenbach, 1998). Below this energy
the emission is dominated by thermal emission from the Vela SNR. In X-rays
this remnant is roughly circular with a diameter of 2 deg and it brightens to-
wards the north-western, western and southern part of the shell and to the
center. Observations with ASCA demonstrated the non-thermal origin of the
X-ray emission (Tsunemi et al. (2000), Slane et al. (2001)). Based on observa-
tions with the COMPTEL satellite Iyudin et al. (1998) reported the detection
of the 1.156MeV 44Ca line from the 44Ti radioactive decay from namely GRO
J0852-4642 which is associated with Vela Junior. Because of the short lifetime
of 44Ti (τ ≈ 90 yr) this association favors a very young SNR. In this case, the
large angular size requires a small distance to the remnant. Based on the 44Ti
gamma-ray flux and the X-ray diameter Aschenbach et al. (1999) calculate an
age of ∼ 680 yr and a distance of ∼ 200 pc. Therefore Vela Junior would be
very close to the Vela SNR which is supposed to be at ∼ 200 pc.
It has been suggested that some spikes in nitrate concentration in some Antarc-
tic ice cores are associated with close-by SNRs. One could be associated to the
progenitor of Vela Junior (Burgess and Zuber, 2000), resulting in an age of
∼ 680 yr. However, reanalysis of the COMPTEL data finds 44Ti emission at a
significance of only 2− 4 standard deviations (Scho¨nfelder et al., 2000). There-
fore the association with GRO J0852-4642 has to be questioned.
The best fit of a power-law to ASCA data revealed a much larger value for
the interstellar absorbing column density than that of Vela SNR (Slane et al.,
2001). This indicates a larger distance for Vela Junior. Based on CO data
Slane et al. (2001) also give an upper limit for the distance due to the lack of
absorption over the size of Vela Junior by the Vela Molecular Ridge, which is
at a distance of (1− 2) kpc.
In deep X-ray observations a central object was detected (Aschenbach (1998),
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Mereghetti (2001): SAX J0852.0-4615, Pavlov et al. (2001): XOU J085201.4-
461753). Due to its spectrum it is suggested that the emitter is a neutron star
(Kargaltsev et al., 2002). If the neutron star is associated with the remnant
Vela Junior, the supernova have been a core collapse SN. However, the com-
parison of the high velocity of the Ti ejecta measured in X-rays with explosion
models lead Iyudin et al. (2005) to the suggestion that the explosion was a
sub-Chandrasekhar type Ia SN. In this case no central object remains from the
explosion. Furthermore, Reynoso et al. (2006) report on the detection of an
low emission elongated structure in the center of Vela Junior which could be
explained by a planetary nebula. In this case the SN is more likely of type Ia.
In Section 6.1 the observation and the analysis are presented. Then the mor-
phology in VHE gamma rays of the remnant is studied. Section 6.3 shows the
results of a spectral analysis and in Section 6.4 the emission in VHE gamma
rays is compared with the emission in X-rays.
6.1 H.E.S.S. Observations and Analysis
Vela Junior was observed between December 2004 and January 2007 for a total
observation time of 39 hrs with the entire H.E.S.S. array. The data was taken
in wobble mode with wobble offsets in both Right Ascension and Declination
between 0.5 deg and 1.8 deg. The zenith angles of the observation ranged from
22deg to 50 deg with a mean of 31 deg. After applying standard H.E.S.S. quality
criteria a total of 34 hrs data is available for the analysis. The energy threshold
of the data is 545GeV. The data are calibrated as described in Section 4.2.
The standard image cleaning procedure is applied.
Some of the observations (14 out of 84) were performed with a pointing within
the SNR (diameter ∼ 2 deg). Therefore the Reflected Background method
cannot be used for the analysis of the whole data set. For the spectral analysis
of the whole data set the background is estimated from observations with the
same zenith angle. The background is derived from a region in the FoV with
the same size and offset as the source region in the observation. The excess
and significance maps are derived with the FoV Background. To check the
consistency of the results a subset of the data is analyzed with the Reflected
Background method and compared to the results from the ON-OFF Background
method.
6.2 Morphology
In the analysis of the morphology of extended sources like Vela Junior the an-
gular resolution is an important parameter. To increase the angular resolution
of the H.E.S.S. array the analysis is restricted to events with at least 200 p.e. in
each participating camera. Showers which have been recorded by more than two
telescopes allow a better direction reconstruction, also which further increase
the angular resolution. This results in an angular resolution of ∼ 0.06 deg.
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6.2.1 General Morphology of the Remnant
The morphology of the remnant is derived by the generation of a gamma-ray
excess sky map. The sky maps shown here are generated using the FoV back-
ground method (see Section 4.4.5). The morphology of Vela Junior is shown in
Figure 6.1. The figure is a 4 deg × 4 deg cut-out of the excess in gamma rays
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Figure 6.1: Excess sky map of Vela Junior
around Vela Junior. The sky map is smoothed with a Gaussian with a standard
deviation of 0.06 deg to account for the angular resolution of the H.E.S.S. array
with the used image cuts. Remarkable in this figure is the clear thin shell of
the remnant with a radius of 1 deg and a width of ∼ 0.2 deg. It is visible over
the whole remnant but most prominent in the north-western part.
To check the background estimate used for the morphology the radial profile of
the sky map showing all reconstructed events is compared to the background
profile. This is shown in Figure 6.2. The regions which have been used are
shown in Figure 6.7. As can be seen in the figure, outside of Vela Junior the
FoV background is a good estimate of the background. For radial distances
smaller than the radius of Vela Junior a clear excess over the background is
visible. Even in this representation the thin shell can be seen.
The number of events being reconstructed within a circle with radius 1 deg
around the source position (RA 8h52.0s Dec −46◦22′) is 19697. The number
of background events is derived with the ON-OFF Background method. In is
14259. The normalization factor between the source and background counts is
0.987017. This factor takes into account different exposure times for the source
and background observations. From these values the excess and its significance
are calculated. The excess is 5623 with a significance of 30.8 standard devia-
tions.
To check the result for systematic uncertainties the analysis is performed with
standard cuts. The number of source and background events is then 129054
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Figure 6.2: Comparison of the radial profile of the event map (circles) with
the radial profile of the background map (histogram). The different figures
correspond to radial profiles in the regions shown in Figure 6.7.
and 120308, respectively, with a normalization of 0.982403. The excess is there-
fore 10863 with a statistical significance of 21.9. The lower significance for the
gamma-ray excess can be explained by the poorer gamma-ray/hadron separa-
tion for a lower size cut.
The results derived with the Reflected Background method using only the runs
for which the pointing was outside of Vela Junior are comparable with the
results above.
6.2.2 Width of the shell
To get an estimate of the geometry of the shell a simple toy model is fitted to
the radial profile. In the toy model it is assumed that all emission is coming
from a shell with a width w. Therefore the emission from a certain direction
is proportional to the length of the part of the line of sight in the shell. In the
left panel of Figure 6.3 the toy model is shown. To calculate the radial profile
of the toy model the length of the shell in the line of sight is calculated. The
length of the line of sight in a sphere can be expressed as x = ri · sin(αi), where
ri is the radius of the sphere and αi is the angle shown in the right panel of
Figure 6.3. The length of a shell in the line of sight is then
x = rout · sin(αout)− rin · sin(αin), (6.1)
58
6.3. SPECTRAL ANALYSIS
SNR shell
Telescope
r
α
r
i
i
Figure 6.3: Left : Toy model of an emitting shell. Right : Parameters to
express the length of the line of sight within the shell
where rout and rin are the outer and the inner radius of the shell and αi is the
corresponding angle. This can be expressed in terms of the radial distance to
the center, the radius rout and the width w of the shell
x = rout · sin
(
arccos
(
r
rout
))
− (rout − w) · sin
(
arccos
(
r
rout −w
))
.(6.2)
The parameter r is the radial distance of the line of sight to the center of the
sphere. To account for the the binning of the radial profile this function is
multiplied at every point with a Gaussian with a standard deviation of 0.1 deg.
The toy model is fitted to the radial profile of the remnant. The result can be
seen in Figure 6.4. The values obtained by the fit are rout = (0.991±0.005) deg
and w = (0.180 ± 0.001) deg. Therefore the shell observed by H.E.S.S. is very
thin. It is only 18.2% of the radius also obtained by the fit. In an other shell-
type SNR resolved by H.E.S.S., Vela Junior, the width is ∼ 45% of the shell
radius.
6.3 Spectral Analysis
In the analysis of a point source the gamma-ray/hadron separation is improved
by restricting the events to be analyzed to a small region around the source.
This size of the region is chosen to be the same as that of the point spread
function of the system. For extended sources this selection can not be done.
In addition extended sources are often observed with greater wobble offsets to
make use of the Reflected Background method, for which the pointing of the
observation has to be outside of the source. For these two characteristics (worse
gamma-ray/hadron separation and large offset) the energy resolution is slightly
worse, ∆E/E ∼ 25%.
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Figure 6.4: Radial profile of Vela Junior with a fit obtained by a toy model.
The spectral analysis is done using hard cuts as they provide a better gamma-
ray/hadron separation. For comparison the spectra are also derived with stan-
dard cuts.
All events reconstructed within 1 deg around Vela Junior are taken as source
events, in the following called ON events. The background estimation is done
using the ON-OFF Background method.
The derived differential energy spectrum is shown in Figure 6.5. The spec-
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Figure 6.5: Differential spectrum of Vela Junior fitted with a power-law.
trum is fitted with a power law. The spectral index derived by the fit is
Γ = −2.40±0.03stat ±0.09sys. The normalization is I0 = (3.3±0.1stat ±0.7sys)×
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10−11 cm−2 s−1 TeV−1. The χ2 test gives χ2/d.o.f. = 44.3/10. The measured
spectrum deviates from the fitted power law at energies above 20TeV.
To account for the deviation at higher energies a power law with an exponential
cutoff
dN/dE = I0
(
E
E0
)−Γ
exp
(
E
Ecut
)
(6.3)
is fitted to the data. The result is shown in Figure 6.6. The power-law with an
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Figure 6.6: Differential spectrum of Vela Junior fitted with a power-law with
an exponential cutoff.
exponential cutoff is a good fit to the data. The fitted function has an index of
Γ = 2.05± 0.07stat ± 0.09sys and a normalization at 1TeV of I0 = (3.2± 0.1stat ±
0.6sys)× 10−11 cm−2s−1TeV−1. The cutoff is at (12.8 ± 3.1stat ± 3.2sys)TeV.
In Table 6.1 the results of the different fits to the spectra, derived with standard
and hard cuts are summarized. If one takes into account the systematic errors of
Fit Cuts I0(cm
−2s−1TeV−1) Γ Ecut(TeV) χ
2/d.o.f.
power hard (3.3± 0.1) × 10−11 2.40 ± 0.03 44/10
cutoff hard (3.2± 0.1) × 10−11 2.05 ± 0.07 12.8 ± 3.1 5/9
power std (3.6± 0.1) × 10−11 2.40 ± 0.02 30/11
cutoff std (3.8± 0.1) × 10−11 2.30 ± 0.04 34.2 ± 14.1 21/10
Table 6.1: Spectral parameters derived with fits of a power-law (“power”)
and a power-law with exponential cutoff (“cutoff”) and different image cuts
∼ 20% on the flux and 0.09 on the index, the results derived with standard cuts
are comparable with those with hard cuts. The power-law with an exponential
cutoff fits the data better than a pure power-law.
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6.4 Comparison with X-rays
The morphology of Vela Junior obtained with H.E.S.S. is compared to mea-
surements in X-rays performed with the ASCA satellite. ASCA observed Vela
Junior with seven distinct pointing (Tsunemi et al., 2000). The observations
covered most of the remnant except for the bright region in the south seen in
the ROSAT All Sky Survey data. In Figure 6.7 the excess sky map measured
by ASCA is shown with contours of the H.E.S.S. excess overlayed. The bright-
Figure 6.7: X-ray excess counts from the region of Vela Junior with gamma-
ray contours from H.E.S.S. overlayed. The drawn regions are the regions in
which the radial profiles of the gamma rays are compared to that of the X-rays.
est regions in the excess from gamma rays coincide roughly with the brightest
regions in the X-ray wavelength. To compare the emission in gamma rays with
that in X-rays radial profiles from the center of the remnant to a radial distance
of 1.2 deg are generated in 6 regions. The regions are indicated in Figure 6.7.
The binning of the radius is chosen to be 0.1 deg. This value is larger that
the angular resolution of both H.E.S.S. and ASCA. Therefore in the resulting
radial profiles effects due to the angular resolution are negligible. The radial
profiles are plotted in Figure 6.8. The ASCA observations do not cover the
whole remnant. Therefore the profiles derived from the regions 2,3 and 4 can
only be compared up to ∼ 0.7 deg. The radial profiles of both experiments are
in good agreement. In the regions 1, 2 and 3 enhanced X-ray emission closed
to the center is found. In region 5 an indication of a slight shift between the
gamma-ray emitting shell and the X-ray emitting shell can be seen. Unfortu-
nately, because of the incomplete coverage of the ASCA measurement a more
quantitative comparison cannot be done.
62
6.5. ENERGY IN ACCELERATED PROTONS
Distance (deg)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Distance (deg)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Distance (deg)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Distance (deg)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Distance (deg)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Distance (deg)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1-0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Figure 6.8: Comparison of the radial profiles in gamma rays and X-rays.
6.5 Energy in Accelerated Protons
In this section the energy in accelerated protons in a pure hadronic scenario is
derived. The discussion here follows the same arguments presented in Section
5.3.1. Assuming that all gamma-ray emission is originated in protons inter-
acting with the ambient matter the total energy in accelerated protons can
be calculated from the energy flux in VHE gamma rays. The energy flux in
the range covered by H.E.S.S. is calculated using the fitted power law with an
exponential cutoff. The spectrum is described by
F (E) = (3.8 ± 0.1stat ± 0.9sys) × 10−11 cm−2 s−1TeV−1
×
(
E
1TeV
)−2.3±0.04stat±0.2sys
× exp
(
E
(34.2 ± 14.13)TeV
)
(6.4)
Therefore the energy flux in the range (0.5 − 20)TeV is
FE =
∫ 20TeV
0.5TeV
E F (E) dE = (9.4+0.8−1.0)× 10−11 erg cm−2 s−1. (6.5)
For a distance d to the source the gamma-ray luminosity becomes Lγ = (1.1±
0.1) × 1034 erg s−1 (d/1 kpc)2. The total energy in accelerated protons with
energies corresponding to gamma-ray energies measured by H.E.S.S. is then
given by Wp = Lγτpp→pi0, where τpp→pi0 is the average cooling time of pro-
tons through the pi0-production channel (see Section 2.5.1). With the ob-
tained luminosity the total energy in protons becomes Wp ∼ (5.7 ± 0.6) ×
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1049 erg (d/1 kpc)2 (n/1 cm−3)−1.
The energy range covered by H.E.S.S. corresponds to an energy range of the
accelerated protons of (2.9 − 118)TeV. Assuming a total energy range for the
accelerated protons of 1GeV − 3PeV and an index for the proton spectrum
of −2.3 (like the spectral index of the gamma rays) the energy flux measured
by H.E.S.S. corresponds to 8% of the total expected energy flux in accelerated
protons. Therefore the total energy in accelerated protons of Vela Junior is
Wp ∼ (7.1± 0.8) × 1050 erg (d/1kpc)2 (n/1cm−3)−1. (6.6)
For a distance of d = 200pc and a density comparable to the average density
of the interstellar medium, n = 1cm−3, the total energy in accelerated protons
becomes
Wp ∼ 2.9× 1049 erg. (6.7)
In the case of a type Ia SN the explosion energy is supposed to be about 1051 erg.
Therefore, if Vela Junior was the remnant of a nearby type Ia SN, the energy
in accelerated protons would be on the order of ∼ 3%, a value which is in the
range of what is expected from SNe.
However, Slane et al. (2001) give an upper limit on the density of the ambient
medium of n < 2.9 × 10−2(d/1 kpc)−1/2f−1/2 cm−3, using the assumption of
thermal equilibrium. The quantity f is the filling factor of a sphere taken as
the emitting volume in the region chosen. The combination of this density upper
limit with 6.6 results in a lower limit for total energy in accelerated protons of
Wp > 4.5× 1050 erg, (6.8)
assuming a filling factor of f = 1 and a distance of 200 pc.
In both types, either thermonuclear or core collapse SN, the energy which is
in principle available for the acceleration of particles is ∼ 1051 erg. In the core
collapse SN 99% of the ∼ 1053 erg explosion energy is deposited in neutrinos.
Therefore the total energy in accelerated protons derived by assuming a pure
hadronic scenario for the flux measured by H.E.S.S. is ∼ 45% of the available
kinetic energy of the explosion. Dorfi (2000) claimed a maximum of 24% for
a density n = 10 cm−3. Densities below this value would result in a smaller
fraction in accelerated protons.
The H.E.S.S. lower limit for the total energy in accelerated protons in Vela
Junior is twice the maximum estimated from theory and half the total kinetic
energy of the explosion. Therefore, the pure hadronic scenario is very unlikely
even for a distance of d = 200pc.
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SN1006
The “new star” of 1006 was the first potential SN to be recorded in Europe and
the Arab dominions (Stephenson and Green, 2002). The records, also coming
from Japan and China, indicate that it has been extremely bright and has been
visible for several years.
Based on a historical Arabic text Goldstein (1965) was the first who suggested
that this new star could have been a SN. Gardner and Milne (1965) searched
for if in radio catalogues in a region where Marsden (1965) suggested it could
be found. In the search Gardner and Milne (1965) found a radio source at the
coordinates RA 14h59.6m, Dec −41◦42′ (J1950.0). The authors performed a
survey at a wavelength of 11 cm with a 210-ft telescope of the region around
the source and found a structure which “closely resemble the typical structure
of many known supernova remnants.
Later, SN1006 was the first SNR for which evidence for non-thermal X-ray
emission was reported (Becker et al., 1980a). Reynolds and Chevalier (1981)
explained the spectrum as the extension of the radio synchrotron emission,
steepened by synchrotron losses. Observations by ASCA (Koyama et al., 1995)
with a pointing each on the center and on the north-eastern part of the rim
showed that the spectrum in the rim to be featureless and well described by
a power-law, whereas in the center it is dominated by line emission. The au-
thors infer from the highest energies in the non-thermal spectrum that electrons
with energies ≥ 200TeV are accelerated in SN1006. Electrons with such en-
ergies can produce TeV gamma rays by inverse Compton scattering of CMB
photons. This makes SN1006 a potential emitter of VHE gamma rays. A de-
tection of TeV gamma rays was reported by the CANGAROO collaboration
(Tanimori et al., 1998) and confirmed by observations with the CANGAROO-
II detector. However, the more sensitive H.E.S.S. telescope array did not detect
any VHE gamma-ray emission from SN1006 in observations in 2003 and 2004
(Aharonian et al., 2005), the upper limit on the flux being a factor 10 below the
flux measured by CANGAROO. Observations with the CANGAROO-III array
consisting of four 10m atmospheric Cherenkov telescopes showed no excess in
VHE gamma rays from SN1006 (Tanimori and et al., 2005).
In 2006 and 2007 H.E.S.S. took another 48 hrs observation on SN1006. In this
chapter the analysis of the data from 2003 and 2004 together with 30 hrs from
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the new data is presented. It is shown that with this data set H.E.S.S. find a
significant excess of VHE gamma-ray emission.
7.1 H.E.S.S. Observations and Analysis
The data on the SNR SN1006 were taken in 2003 with two telescopes and be-
tween May 2004 and May 2007 with four telescopes for a total observation time
of 66 hrs. The data set which is analyzed here has 30 hrs more observation time
than that presented in Aharonian et al. (2005). The observation was performed
in wobble mode with offsets between 0.17 deg and 0.75 deg in Right Ascension
and Declination, respectively, around the center of SN1006 (RA 15h02m48.4s Dec
−41◦54′42′′ J2000). During observation the zenith angle ranged from 18deg to
46 deg with a mean of 24 deg. After applying the H.E.S.S. standard quality
selection (see Section 4.1) a total live time of 56 hrs of data were available for
analysis. The data were calibrated as described in Section 4.2. The images
were cleaned with the standard image cleaning procedure.
The analysis is performed using hard cuts. For the flux determination, all
events reconstructed within 0.25 deg around the center of SN1006 are assumed
to be gamma rays originating in SN1006 or background gamma-ray-like par-
ticles. The sky maps are produced with the Ring Background method. The
spectral analysis is performed with the Reflected Background method.
7.2 Results
7.2.1 The whole Remnant
Figure 7.1 shows the excess map around the position of SN1006 with overlayed
contours from ASCAmeasurements (Dyer et al., 2004). The gamma-ray excess
measured by H.E.S.S. coincides with the X-ray emission measured by ASCA.
However the extent of the gamma-ray emission is larger.
The total number of gamma-ray events from the test region (0.25 deg around
the center of SN1006) is 1330 while 7116 gamma-ray-like events are recorded
in the background regions. The normalization is 0.173469. This results in an
gamma-ray excess from SN1006 of 96 ± 35 with a significance of 2.5 standard
deviations.
The top panel of Figure 7.2 shows the significance sky map for gamma rays
above the estimated background obtained with the Ring Background method.
A spot of enhanced significance can be seen at the edge of the north-eastern
part of the remnant. The maximal significance in this spot reaches more than
5.7 standard deviations. For the generation of the map an oversampling radius
of 0.1 deg is used.
The bottom panel of Figure 7.2 shows the the development of the significance
with time for a gamma-ray excess from the whole remnant. The significance
is calculated using the formula from Li and Ma (1983). From the formula it is
expected that the significance rises with time like
√
t. At the beginning of the
observation the significance stays well below zero. Compared to the expected
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Figure 7.1: Excess sky map around SN1006 with ASCA contours overlayed
(Dyer et al., 2004). The H.E.S.S. excess sky map is smoothed with a Gaus-
sian with a standard deviation of 0.06 deg to account for the resolution of the
H.E.S.S. measurements. The white circle denotes the position and the size of
SN1006.
behavior, f(t) = p0
√
t, it seems to be shifted to lower values over the whole time
range. A fit of a function f(t) = p0
√
t+ p1 gives a shift of p1 = −2.9 standard
deviations. This can be explained by contamination of the background by a
gamma-ray source.
7.2.2 Analysis on the north-eastern Spot
In the significance sky maps a significant excess from a small region in the
north-eastern part of the remnant can be seen. Figure 7.3 shows a slice through
the north-eastern spot and the center of SN1006. The enhanced excess can be
clearly seen in the right panel on the figure between −0.4 deg and −0.2 deg from
the center of SN1006. Therefore the analysis is repeated on the north-eastern
spot in a region centered on RA 15h03m5.28s Dec −41◦47.4′ with a radius of
0.14 deg. The region which is used in the analysis is shown as a dashed black
circle in Figure 7.4.
In Figure 7.5 the significance distribution outside of the spot region (red) is
compared to the significance distribution in the whole field of view (black).
The background distribution is best fitted by a Gaussian with a standard de-
viation of 1.084 ± 0.003 and a mean of −0.006 ± 0.004. Due to oversampling
of the significance map (with an oversampling radius of 0.1 deg) the bins in the
significance map are highly correlated. The errors on the fit parameters should
be higher. It is concluded here that the significance distribution outside of the
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Figure 7.2: Top: Significance sky map showing in each bin the significance for
an excess in this bin. An oversampling radius of 0.1 deg is used for the generation
of the map. The white circle denotes the position and size of SN1006 in X-rays.
Bottom: Significance for gamma-rays from the whole remnant versus time. The
line is a fit of f(t) = p0
√
t+ p1 to the data points.
test region is compatible with statistical fluctuations. Furthermore, from the
excess of the black curve it can be seen that almost the whole gamma-ray excess
comes from the test region.
Figure 7.6 shows the development of the significance in the spot region as a func-
68
7.2. RESULTS
Right Ascension
D
ec
lin
at
io
n
45’°-42
30’°-42
15’°-42
00’°-42
45’°-41
30’°-41
15’°-41
00’°-41
-20
-10
0
10
20
30
40
50
m00h15m05h15
Position (deg)
-0.6 -0.4 -0.2 0 0.2 0.4 0.6
Ex
ce
ss
 C
ou
nt
s
-30
-20
-10
0
10
20
30
40
50
60
Figure 7.3: Excess in a slice through the north-eastern spot and the center of
SN1006
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Figure 7.4: Significance map with the region used for the analysis of the
emission spot.
tion of the live time. The significance scales roughly with the square root of
time. A fit of the function f(t) = p0
√
t to the data reveals p0 = 0.47 h
−1/2. 479
ON and 3256 background events are counted with a normalization of 0.11418.
This results in an excess of 107 ± 23 and a significance of 5.0.
There are 45 more runs (a run is an observation period of approximately 28min)
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Figure 7.5: Significance distribution outside of the test region (red) compared
to the distribution in the whole field of view. A fit of a Gaussian to the red
histogram is also shown.
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Figure 7.6: Significance versus time for the spot region. The line is a fit of
f(t) = p0
√
t.
taken of SN1006 which could not be included into this analysis as the calibra-
tion of the data is not finished at the time of writing of this work. From the
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results presented here the analysis of the whole data set is expected to definitely
reveal SN1006 as a source of VHE gamma rays.
7.2.3 Spectral Analysis
On the north-eastern spot a spectral analysis is performed. The background is
estimated using the Reflected Background method. The obtained spectrum is
shown in Figure 7.7. The spectrum is well fitted by a power-law dN/dE =
energy [TeV]
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Figure 7.7: Spectrum from the north-eastern spot of SN1006 with the fit of
a power-law.
I0(E/1 TeV)
−Γ with an index of Γ = 1.98±0.17stat±0.2sys and a normalization of
I0 = (1.8±0.5stat±0.3sys)×10−13 cm−2 s−1 TeV−1. The χ2-test gives χ2/d.o.f. =
1.4/2. The integrated flux above 1TeV is (1.9± 0.6stat ± 0.3)× 10−13 cm−2 s−1.
7.2.4 Comparison with the CANGAROO result
From the fit the integrated spectrum F (> E) = I0·1TeVΓ−1 E
−Γ+1 is calculated to
compare it with the integrated flux reported by CANGAROO. The comparison
is shown in the Figure 7.8. In addition the upper limits derived by H.E.S.S.
from the data taken in 2003 and 2004 are drawn at the energies of the CAN-
GAROO measurements. The integrated photon flux from the analysis of the
whole data set is compatible with the H.E.S.S. upper limit derived in 2004.
However, it is more that 50 times below the integrated photons flux reported
by CANGAROO from 1998.
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Figure 7.8: Comparison of the integrated energy flux derived from the fit
(line) with the integrated flux reported by CANGAROO and the upper limits
derived by H.E.S.S. in 2003 and 2004.
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Chapter 8
Components of the Smart
Pixel Camera
The success the current generation IACTs experiments and mainly of H.E.S.S.
was a breakthrough for ground-based gamma-ray astronomy. For the next
generation of instruments, the technical aims are to improve the sensitivity in
the current energy range by about an order of magnitude, and to increase the
accessible energy range into the some 10GeV range and to about 100TeV. At
the same time the field of view should be enlarged to 6 − 8 deg. These aims,
might be achieved with a mixture of telescopes, a few large telescopes with
O(500m2) mirror area and many (some 10) small and medium size telescopes.
Due to the large number of telescopes with large field of view and due to the
expected trigger rates, cameras will be needed that not only fulfill the technical
and physics requirements, but that are also cost effective in production and
operation.
The design of such a camera has been developed at the Max-Planck-Institute or
nuclear physics (MPI-K), the so-called Smart Pixel Camera (SPC). A schematic
overview of the SPC is shown in Figure 8.1. The main building block of
such a camera are the Smart Pixels, which contain besides the photon detector
and its supply, all analog electronics for signal integration, triggering, timing
and monitoring, The signals from the pixels are provided as analog voltage
levels. The pixels are plugged into a common backplane, via which the pixels
are controlled and readout. The digitization of the pixel signals is done in a
multiplexed mode using FADCs. The synchronization, control and readout of
the whole camera electronics is performed by a single VME module, the camera
controller. All core components of the SPC, like the pixel electronics, backplane,
controllers have been developed at the MPI-K. Where possible, commercially
available components have been used, like the FADCs, VME CPUs. In this
chapter, the individual components and their characteristics are described. In
the following chapter results about the performance of a camera prototype after
system integration will be presented.
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Figure 8.1: Block diagram of the Smart Pixel camera
8.1 Smart Pixel
The main part of a SPC is the Smart Pixel (see Figure 8.2). It consists of
a photomultiplier with its dedicated high voltage supply and the Smart Pixel
electronics (SPE). These components are situated in a cylinder with 560mm
Figure 8.2: Smart Pixel, consisting of PMT, high voltage supply and Smart
Pixel electronics
length and 36mm diameter. The SPE is independ on the type of the photon
detector. However, at the moment only photomultiplier tubes (PMTs) fulfill
the main requirement of the atmospheric Cherenkov astronomy, which is the
capability to process fast and faint signals (consisting of only few photons) at
a good performance. Figure 8.3 shows a block diagram of the SPE. The SPE
comprises the main functions of the Smart Pixel Camera, like the first two levels
of the trigger logics, signal integration, time measurement, rate measurement
and monitoring. In the following the main components of the SPE are described.
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Figure 8.3: Block diagram of the main building blocks of the Smart Pixel
electronics.
8.1.1 Trigger Logic
The main purpose of the trigger logics is to select gamma-ray events already on
the hardware level while suppressing as many background events as possible.
There are three main sources contributing to the background for Cherenkov
telescopes on the trigger level. The first contribution is the NSB light, which
is mainly light from photochemical processes of ions in the upper atmosphere,
starlight and artificial light scattered in the atmosphere (Preuß et al., 2002).
The second part is Cherenkov light from hadron-induced showers. The third
source are muons, produced in air showers emitting Cherenkov light while pass-
ing near the telescope. The processing of NSB events is suppressed by triggering
on compact images in the camera. As the photons from NSB arrive statisti-
cally distributed in time and space they can be distinguished from the short
and spatially correlated images produced by Cherenkov light coming from air
showers. This is used to implement the trigger for the telescope (see below).
Hadron-induced and muon-induced events can not be suppressed by this proce-
dure as their images in the camera are also short and spatial correlated. They
have to be rejected in the analysis (see Section 4.4.3).
In the Smart Pixel Camera the trigger decision is made on the pixel. The signal
coming from the PMT is split into three paths (see Figure 8.3). One (path)
for the trigger generation, one for the determination of the signal amplitude
and one for monitoring purposes. The signal in the trigger path is compared
to a programmable threshold by a discriminator. The threshold can be set to
values between ∼ 0 photo electrons (p.e.) and ∼ 15 p.e. A photo electron is
the resulting signal of an electron released at the cathode and amplified in the
PMT.
If the amplitude of the signal exceeds the threshold a discriminator signal (a
logic pulse of 4− 6 ns duration) is generated and sent to a programmable logic
device (PLD) on the pixel electronics and via the backplane (see Section 8.2) to
all the direct neighbors of the pixel. The discriminator signal can be delayed up
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to 5 ns in steps of 1 ns to correct for different signal propagation times through
the PMT, depending on the high voltage applied. In the case that a required
number (between 0 and 6) of external discriminator signals arrive at the PLD
at the same time as the internal signal, a trigger signal is generated and sent to
the trigger management board. The trigger implementation is a Next Neighbor
trigger as the trigger decision is generated on every pixel using informations
from the direct neighbors. The trigger management board distributes the trig-
ger signal to all pixels in the camera. The maximal delay between two signals
arriving at the PLD that they are still registered as being coincident is 4−6 ns.
The total time which is needed to generate and distribute the trigger signal is
approximately 90 ns.
This implementation minimizes the number of combinatoric factors in compar-
ison to a simple majority trigger, where N pixels out of M are required. It
selects already on first level compact images which are expected from gamma-
ray showers. Therefore the trigger decision is very fast (∼ 20 ns). Another
∼ 70 ns are needed to distribute the trigger to the rest of the camera.
8.1.2 Signal Integration
The Cherenkov photons from a gamma-ray induced shower reach the camera
within a short time window of the order of 10 ns. The PMT signal is amplified
and integrated over typically 10 − 20 ns to reduce the influence of background
photons. The resulting value reveals the intensity in the pixel for a given event.
In the following this value is called amplitude. In the analysis of the data the
amplitude distribution in the camera is used to reject hadron-induced events,
estimate the energy of the shower and reconstruct the direction where the VHE
gamma-ray came from (in Chapter 4 an example of such an analysis is given).
As mentioned before, the signal from the camera trigger arrives at all pixels
about 90 ns after the discriminator signals from the triggering pixels were gen-
erated. To buffer the signals until the trigger is distributed a delay line is
implemented as a 12-layer printed circuit board (PCB). The PCB consists of a
meandering electric line with ground lines and ground layers. The design aimed
for a quasi-coaxial structure. The signal is then fed into a gated integrator to
measure the charge content of the PMT pulse (see Figure 8.4). The cam-
era trigger starts the gate for the integration. Its duration is programmable
individually on each pixel from 10 − 25 ns in steps of 3 ns. The gate switch is
open for this duration. During that time the capacitor is loaded with a charge
proportional to the charge content of the PMT pulse. This charge is stored on
the capacitor until the hold switch is open and distributed as an analog voltage
level via a buffer amplifier to the output of the gated integrator. The buffer
amplifier has a high impedance to ensure that the capacitor is not discharged
before the readout of the integrator. The start of the gate can be individually
delayed on each pixel by up to 5 ns in single nanosecond-steps to fit the PMT
pulse optimal into the gate. Displacements of the PMT signal with respect to
the gate, due to jitter or a gradient in the arrival times of the signals result in
a phase error. Figure 8.5 shows the influence of the phase error on the relative
amplitude as measured for a gate width of 13 ns. For a displacement up to
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Figure 8.5: Influence of the phase error on the signal integration as a function
of the relative delay between the PMT pulse and the gate. The curves are
parameterizations of the data points.
2 ns the phase error is less than 4% of the amplitude. Therefore, even for a
small gate width of 13 ns the phase error contributes only little to the error of
the amplitude. The gate and the hold switch are implemented as open drain
inverters. Some of the charge on the capacitor gets lost until it is read out. This
droop is investigated in Hauser (2004). The droop is less than 1% after 10µs for
signals with amplitudes grater than 10 p.e. and has no influence on the signal
determination as it also appears in the calibration. Before the voltage level
at the output of the integrator can be digitized by an analog digital converter
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(ADC) one has to wait at least 1µs until the buffer amplifier has loaded (this
can also be found in Hauser (2004)). Approximately the same time is needed to
discharge the capacitor via the hold switch. In Section 9.5.4 is described how
this contributes to the dead time for the read out.
Each pixel is equipped with two gated integrators. The corresponding channels
in the readout are called high gain and low gain. The signal fed to the high gain
channel is amplified by a factor of about 20 before it is integrated (see Figure
8.4) resulting in a increased resolution at lower amplitudes and, at the same
time, a wide dynamic range. The dynamic ranges of the high and low gain are
∼ (0.2− 150) p.e. and ∼ (4− 3000) p.e., respectively.
8.1.3 Timing Information
Leptonic and hadronic showers show slight differences in their time profile
(HEGRA Collaboration, 1999). Therefore the measurement of the arrival time
of the Cherenkov photons in every pixel might help to improve the separation
of gamma-ray and hadron-induced showers.
The timing information can also help to determine the signals which belong
to the image of the Cherenkov shower and which are originated in NSB. This
procedure is called image cleaning and in H.E.S.S. it is performed only with the
use of amplitude information (Section 4.3).
In addition for large impact parameters a gradient in the arrival time is ex-
pected. Because of this gradient the gate for the integration of the PMT pulse
is shifted with respect to its optimal position in some of the pixels, since there
is one fixed trigger time for the whole camera. The arrival time of the pulse
can be used to correct for a non-optimal position of the pulse in the integra-
tion gate. The gradient could also help to improve the angular resolution as it
reveals additional information for the shower reconstruction about the shower
development in the atmosphere.
The measurement of the arrival time is done using a time to amplitude con-
verter (TAC), which is a capacitor with a constant current source (Figure 8.6).
The loading of the capacitor is started with the camera trigger. The delayed
(by 100 ns) discriminator signal stops the loading. Therefore the charge on the
capacitor in proportional to the duration between the discriminator signal and
the camera trigger. As the camera trigger arrives at every pixel at the same
time this implementation allows to measure the time profile of a shower.
An advantage of this implementation is that it provides automatically the in-
formation whether a pixel had a signal above its discriminator threshold or not.
Later it will be shown how this can be used to measure the value and shape of
the threshold of every single pixel in normal operation mode (Section 9.5.1).
8.1.4 Anode Current Information
The NSB and the starlight are sources for noise in the images. The current at
the anode of the PMT, called PMI, provides information about the intensity of
this continuous background light. The PMI is proportional to the number of
photons arriving at the PMT cathode per time. In addition the PMI reveals
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Figure 8.6: Circuit diagram of the TAC. The charge on the capacitor is
proportional to the time between the camera trigger and the discriminator
signal.
information of the position of faint1 stars in the field of view. These positions
can be used to correct for deviations in the pointing.
The PMI is measured by integrating the anode signal by an integrator with a
time constant of ∼ 700µs. The dynamic range is 0− 16µA.
8.1.5 Rate Measurement
The rate at which trigger signals are generated by a pixel is an important in-
formation about its performance. Pixels with much higher or much lower rates
compared to the rest of the camera should be exchanged to ensure a homoge-
neous trigger efficiency.
Furthermore, as the NSB can produce camera triggers due to chance coinci-
dences in neighboring pixels, the measurement of the rate at which the discrim-
inator generates trigger signals helps to estimate the rate of these coincidences.
Therefore a rate measurement is implemented on the Smart Pixel. For the
input of the rate determination either the discriminator signal or the trigger
signal from the PLD can be chosen. The rate measurement is implemented via
an integrator with a defined pulse as input. For every event (either discrimi-
nator or PLD signal) a fixed pulse is integrated. Therefore the voltage level is
proportional to the rate of signals at the input. The integration constant is of
the order of half a second.
8.1.6 Temperature
During operation the pixel electronics consumes about 3W power per pixel.
The critical temperature for the modules and the circuits is estimated to be
60 degrees centigrade. In order to cool the electronics the prototype camera is
equipped with twelve fans. Six in the front part to blow air into the camera and
six in the rear part to exhaust the air again. To monitor the temperature in
1pixels which are illuminated by the image of bright stars have to be switched off in advance
to protect the PMT
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the camera every pixel is equipped with two temperature sensors in the vicin-
ity of the temperature critical parts. It is planed to read out the temperature
information once or twice times every second and to shut down the camera
automatically in the case of the temperature exceeding a save threshold.
The temperature monitoring also helps to explore the efficiency of the cooling
system, i.e. if each pixel is cooled enough. Furthermore, it allows to check for
possible temperature dependent effects. So far, with the temperature varia-
tions in the lab, no temperature dependent effects, besides small baseline drifts
within the expectations, are measured.
If unexpected temperature dependencies in the camera would occur, the infor-
mation from the temperature sensors could be used to correct the measured
data.
8.1.7 Further Monitoring
To ensure the reliability of the camera a good monitoring is needed. The actual
values of the operating voltages, the high voltage and the current of the PMT
and the status of the high voltage module can be read out. This information is
very useful to identify pixel with malfunctions. In total there are 11 channels
on each pixel for monitoring purposes.
8.1.8 Programmable Parameters on the Pixel
Table 8.1 shows the parameters which can be programmed on the pixel. The
parameter range main effect
discriminator threshold (0− 15) p.e. trigger
multiplicity (next neighbors) 0− 6 trigger
gate width (10− 25) ns amplitude
high voltage (PMT) (0− 1600)V PMT gain
rate input (discriminator or PLD) − rate
gate delay (0− 5) ns amplitude
discriminator signal delay (0− 5) ns trigger
Table 8.1: Programmable parameters on the pixel electronics
programming scheme is explained in Section 8.3. These parameters can be
programmed individually on each pixel. This is important, for example, when a
star is imaged into a pixel. Then the pixel is disabled from the trigger generation
or switched off in the case of a bright star. Another example is the individual
calibration of the high voltage of the HV converters to set a homogeneous gain
in the camera.
8.2 Segment
Sixteen pixels together with the backplane and the segment controller (see be-
low) build a segment, which is the next lower level of modularity (after the
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pixel) of the Smart Pixel Camera (see Figure 8.1). The segment is a logical
unit for the programming and the readout. The pixels are plugged into a back-
plane, which is a 12-layer circuit board with connectors to the pixel and the
segment controller. All signals coming from or going to the pixel are distributed
over the backplane. These are the commands for the programming, the readout
of the event and monitoring informations and the discriminator signals needed
for the generation of the Next Neighbor trigger. It is designed in a way that
the signal propagation time for the discriminator signals to the neighboring
pixels are identical, which is crucial for the first step of the trigger generation.
In addition the signal propagation through the backplane is optimized for a
good quality of the transmitted signals. The supply voltages for the pixels are
also distributed via the backplane. One backplane segment supports 16 pixels.
Neighboring backplanes are connected to each other by signal lines to facilitate
trigger originating in inter-segmental coincident signals in neighboring pixels.
The pixel are arranged in a hexagonal structure. Every pixel2 is the middle of
a hexagon and has therefore six direct neighbors.
The backplane is equipped with capacitors to isolate the pixels from each other
electronically.
The transmission of signals from the segment to the trigger management board
and the camera controller is done though the segment controller.
8.3 Camera Controller
The camera controller is the main controlling unit of the Smart Pixel camera.
The main task of the camera controller is to synchronize the different parts
of the camera. It provides all control signals like clocks and strobe signals.
Furthermore the programming of the pixels and the trigger management board
is done via the camera controller.
Programming
Every pixel has an unique address, which is composed of the absolute address
of the segment controller and the position of the pixel on the segment. Via this
address every pixel can be programmed individually. The programming of a
pixel is done in two steps via a serial command bus. First a 16Bit command
(4Bit data, 8Bit address of the segment controller, 3Bit segment command and
one Bit for the broadcast mode (see below)) is send to the segment controller.
In the programming of a pixel the first step is needed to select the pixel. In
the second step again a 16Bit (consisting of 8Bit data, 3Bit function and 5Bit
command) is sent to all pixels. The pixel which was selected in the first step
additionally gets a strobe signal and computes the command. In the broadcast
mode (i.e. the last bit is set in the first step) all pixels get the strobe signal and
therefore all pixels compute the command. This method is very useful when all
pixel should obtain the same command.
The transmission clock for the serial commands is programmable and normally
2except of pixels at the edge of the camera
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operated at 10MHz. Therefore the time needed for the programming is ∼
2− 3µs/cmd.
A test of the reliability of the programming is described in Hauser (2004).
During the test the programming of 106 commands showed not a single failed
transmission. The programming is very reliable.
Readout and Digitization
The information obtained on the pixel, 3 channels for event data (High-gain,
Low-gain, TAC) and 11 channels for monitoring, is provided as analog lev-
els. These are multiplexed on one output line which is connected to another
multiplexer on the segment controller where the signals from 16 pixels are mul-
tiplexed. In Figure 8.7 the scheme of the multiplexing is shown. The black
channel is the active channel. The clock is provided by the camera controller
with a frequency of 10MHz. With every clock cycle the segment controller
switches to the next pixel and the last readout pixel gets a strobe signal which
causes the pixel multiplexer to switch to the next readout channel. The advan-
tage of this scheme is that the pixel multiplexer do not need to be fast as the
sampling rate of the pixel channels is 10/16MHz. In the camera are 16 times
more pixels than segment controller and therefore this scheme reduces the costs
of the camera.
The digitization is performed by FADCs operated in multiplexing mode. They
are equipped with two memory banks which are accessed asynchronous. This
means that one of the banks is used to store the digitized data in a multi-event
buffer, while the other one is accessed by the CPU to write the digitized data
to a FIFO module. This procedure decouples the data taking and digitization
from the reading of the digitized data into the storage. A discussion about the
resulting regimes of dead time can be found in Section 9.5.4. In the SPC proto-
type the FADC modules are SIS3301 from Struck with a range of 14Bits. With
a dynamic range in the high gain channel of ∼ 150 p.e. one p.e. corresponds to
∼ 100ADC-channels.
The digitization is properly synchronized with the switching of the multiplexer
with a relative phase such that the analog levels have sufficiently saddled at the
moment the digitization takes place.
8.4 Trigger Management Board
The trigger management board (TMB) distributes the camera trigger. Like
the other non-commercial components, it was developed at the MPI for nuclear
physics in Heidelberg. Figure 8.8 shows the trigger management board. A
crucial design feature was that the signals from every segment have the same
propagation time through the board. Therefore all inputs and outputs are dis-
tributed in a circle around the main computing device. The transition time
through the TMB follows a Gaussian distribution with a standard deviation of
∼ 0.2 ns.
The design of the TMB also aimed for a minimal transit time for the trigger
signals. This is crucial because the analog signal from the PMT has to be stored
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Figure 8.7: Multiplexing scheme of the readout. The black channel denotes
the active channel which is connected to the FADC. The clock and strobe line
from the segment controller to the pixel and the signal line from the pixel to
the segment controller are not drawn.
until the trigger decision is made (see section 8.1.2).
The input of the trigger can be set to different channels. These are internal,
external, pedestal and monitor trigger. The internal trigger is the normal oper-
ation mode of a camera of an IACT. In this mode a camera trigger is generated
when a trigger signal from the pixels arrives at the TMB. As mentioned be-
fore (see section 8.1.1) a pixel generates a trigger signal when a programmable
85
CHAPTER 8. COMPONENTS OF THE SMART PIXEL CAMERA
Figure 8.8: Trigger Management Board. The design aimed for homogeneous
propagation time of the trigger signals. Therefore the inputs and outputs of the
trigger signals are distributed around the main processing device in the middle
of the board.
number of neighboring pixels have registered a PMT signal exceeding the set
threshold. In the external trigger mode a camera trigger is generated and sent
to the pixels when a TTL signal reaches the associated input channel. The
external trigger signal can be delayed up to 512 ns in steps of 2 ns. This mode
is used to calibrate the programmable delays in the SPC and the time measure-
ment on the pixels. It is also used to to readout the camera temporal correlated
to a light source. The pedestal trigger mode is used to monitor the pedestals
of the different measurement channels.
The TMB has a latched register, which stores the information on which seg-
ment the trigger occurred. In addition a template can be set to check whether
pixels on a certain combination of segments have generated trigger signals in
the same time (within few nanoseconds).
The TMB is controlled by the camera controller. In the programming it is
treated like an additional segment.
86
8.5. HOUSING
8.5 Housing
The housing of the prototype is a self supporting aluminum structure being
capable to take 1022 pixel. It is equipped with 12 fans to keep the temperature
in a acceptable range. The dimensions are 160 cm × 180 cm. Fully equipped
with pixels it will have a weight of ∼ 850 kg.
8.6 Software
To perform the test on the SPC prototype a system software was developed.
The software was designed to be capable to perform all tasks, a Cherenkov
telescope camera is confronted with. Because of several different tasks the
camera has to compute at the same time the software was developed with
multi-thread methods. This means that the software runs several programs in
parallel which communicate over software interfaces. The program, monitoring
the temperature, should run regardless of what the rest of the software is doing
and be able to switch off the camera or at least to print out warnings on the
monitor in the test phase. A monitor program was implemented which shows
the actual values in the different pixel channels. This is very useful to find and
characterize malfunctions in the prototype.
The main program, controlling the readout and the setting the commands on the
hardware, was developed modular to simplify the development and maintenance
of the program.
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Chapter 9
Tests with the Prototype
In the frame of a diploma thesis (Hauser, 2004) the design and the properties
of the pixel electronics was tested and improved. The tests concentrated on the
performance of the SPE and the connection to the next neighbors. The next
step was the systems integration of a prototype camera. The number of pixels
of the prototype was chosen in a way that the tests on the prototype reflect
the performance of a camera with up to ∼ 1000 pixels. The minimal number
of pixels for such a prototype is 128. To reduce the costs in the case of a major
problem in the pixel electronics the first test were performed with 64 pixel.
Figure 9.1 shows the prototype camera used for the tests. The mechanics of
Figure 9.1: Camera prototype with 128 pixels.
the prototype is capable to host up to 1022 pixels. The 128 test pixels can
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be seen in the middle of the camera. In the foreground the test bench for the
simulation for the light contributions in a telescope can be seen (see also Figure
9.2).
To operate the camera during the tests, a system software was developed which
is capable to set all parameters and operate the camera in the different operation
modes.
During this work many new test methods have been developed, which allow the
precise and detailed understanding of the camera properties. Some of the most
important measurements to calibrate the camera are shown in this chapter.
9.1 Test Bench
A test bench was build in the lab, to simulate the different light conditions to
which a camera is exposed in a telescope (see Figure 9.2). This was done
Figure 9.2: Test bench to simulate the different light sources a camera in a
telescope would be exposed to.
to characterize the properties of the camera under controlled conditions. The
short (in the order of nanosecond) light pulsed expected from air showers are
simulated using pulsed LEDs driven by fast amplifiers. The LEDs can be trig-
gered with rates up to O(100 kHz). At a distance of 2.5m the light yield is
adjustable from ∼ 1 p.e./pixel up to about 40 p.e./pixel. The full width at half
maximum (FWHM) of the light pulses stays below 5ns for all intensities. A
detailed characterization can be found in Glu¨ck (2006).
As a second source for the simulation of photons from Cherenkov showers a
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pulsed nitrogen laser in combination with a scintillator as wavelength shifter, a
filter wheel and a diffuser is used. The maximum repetition rate for the laser
is in the order of 10Hz. The FWHM of the light pulse is below 3ns. The light
intensity can be adjusted with a neutral density filter wheel up to ∼ 3000,p.e..
The NSB light is simulated with a continuous LED in combination with a dif-
fuser. Its intensity can be adjusted computer controlled. The photons from this
source arriving at the camera are statistically distributed in time. The maximal
rate with which the photons arrive at the pixels is about 109 p.e./s.
9.2 Calibration of the Delays
The different delays on the pixels and on the trigger board have to be calibrated
and monitored. Therefore methods for the calibration of delays were developed
in a way that they can be easily applied routinely also in a completely equipped
camera.
Discriminator Delay
The gain of the different PMTs varies from pixel to pixel because of differ-
ences in the production and aging. Therefore the gain of the PMTs has to be
adjusted by the variation of the high voltage supply. This, however, changes
the transit time in the PMTs. The time which is needed to generate and dis-
tribute a trigger signal must not depend on the pixel which generated the trigger
in the first place. Otherwise the fixed timing on in the SPC would result in
phase errors in the signal determination of some pixels. Additionally the trigger
logics, which reacts on coincidences in neighboring pixels must rely on a ho-
mogeneous transition time through the PMTs of the pixels. The discriminator
delay is implemented to ensure a homogeneous timing in the trigger path. The
discriminator signal can be delayed up to five nanoseconds in steps of single
nanoseconds. In this section it is described how the discriminator delay is cali-
brated for the whole camera.
The calibration makes use of the possibility to measure the time between a
discriminator signal and the camera trigger (Section 8.1.3) on each pixel. The
calibration method is illustrated in the top panel of Figure 9.3. One pixel is
enabled for the generation of the trigger for the readout of the camera and it
therefore provides the start of the time measurement in each pixel. This means
that the time, which is measured in the other pixels reveals information about
the transition time of the signal in the triggering pixel. The mean of the time
values derived by this procedure is written into a table. This is done for all
pixels. This means one pixel after an other is enabled to generate the trigger
and the rest of the pixels are used to derive the mean of the time values. The
variation of the mean values in the table is then minimized by changing dis-
criminator delay of the pixels whose value is more than 0.6 ns away from the
mean of all values.
The light pulses for the calibration are generated by the laser. To reduce the
effect of different trigger times because of different numbers of photons in the
pixels and therefore different rise times the intensity is about 1000 p.e. per pixel.
91
CHAPTER 9. TESTS WITH THE PROTOTYPE
The discriminator threshold is of the order of a few p.e. The bottom panel of
Figure 9.3 shows the distribution of the mean time of all pixels after the cal-
ibration. The distribution of the propagation time through the pixels after
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Figure 9.3: Calibration of the discriminator delay. Top: Calibration method.
To measure the trigger timing of one pixel all pixels are illuminated by a bright
light pulse and the time information of all pixels is read out. Bottom: Distribu-
tion of the mean time which is needed for the generation of the trigger signal.
The zero of the x-axis is arbitrary.
calibration has a standard deviation (obtained by a Gaussian fit) of ∼ 0.2 ns.
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This is the standard deviation of the time which is needed to distribute the trig-
ger for the measured pixels. Therefore, after calibration the duration until the
trigger is distributed is within ∼ 0.2 ns over the field of view of the prototype
camera.
Gate Delay
The position of the PMT pulse in the gate has to be optimized to reduce
the influence of jitter and background photons. In the first step the relative
positions of the gates of all pixels is calibrated. This is done using the trigger
input on the trigger management board. The external trigger can be delayed on
the trigger management board up to 512 ns in steps of 2 ns. The amplitudes of
all pixels are measured as a function of the external delay and the optimal delay
(i.e. the delay for which the result of the integration is maximal) is derived. An
example is shown in the bottom panel of Figure 9.4. In the top panel of Figure
9.4 a sketch of the principle of the calibration is shown. After calibration the
standard deviation of the optimal external delays is 0.4 ns. A variation in the
gate positions would result in a phase error. As can be seen in 8.5 a variation
of 0.4 ns does not influence the integration.
Trigger Delay
In the calibration of the gate delay the relative positions of the integration gates
for all pixels are optimized with the use of an external trigger. The position of
the gates with respect to an internal trigger have to be calibrated globally for
the whole camera. For this purpose a delay module on the trigger management
board is used, which delays the camera trigger before it is sent back to the
pixels.
9.3 Amplitude Measurement
9.3.1 Calibration
The aim of the amplitude calibration is to derive the conversion factor from the
ADC values into number of photo electrons released at the photo cathode of
the PMT for every pixel in the camera. The conversion factors are used in the
analysis to calculate the number of p.e. for every pixel in the picture.
The amplitude measurement is calibrated using single photo electron spectra.
These are amplitude distributions derived with an illumination of low inten-
sity corresponding to a signal in the PMTs of the order of 1 p.e./pixel. The
illumination is generated with the pulsed LEDs. The LEDs and the readout
are triggered by the same source with an appropriate relative delay. For the
calibration at least two peaks have to be identified by a fit: the pedestal peak,
originating in readout sequences where no p.e. was emitted at the cathode and
the single p.e. peak, originating in sequences where exactly one p.e. was emit-
ted.
The amplitude difference between these two peaks, obtained by a fit, is the
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Figure 9.4: Calibration of the gate delay. Top: Calibration principle. The
delay in the trigger management board is varied to find the optimal position of
the gate with respect to the PMT pulse. Bottom: Example of the amplitude
as a function of the delay.
conversions factor from ADC units to p.e. The width of the pedestal peak is
the result of electronic noise on the pixel electronic. The width of the single
p.e. peak is a result of a combination of electronic noise and fluctuations in the
amplification in the PMT.
In Figure 9.5 an example of a single p.e. spectrum is shown. The high
voltage of the PMT is set to the standard value to obtain an amplification of
∼ 2× 105. One can clearly resolve the two peaks. In addition an indication for
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Figure 9.5: Single p.e. spectrum of a typical pixel obtained with an integration
gate width of 13 ns.
a shoulder, corresponding to two p.e. emitted at the cathode, can be seen at
∼ 1480ADC-Units. This shows, that the Smart Pixel can easily be calibrated
using single p.e. spectra. A calibration cycle takes only a few seconds due to
the possible readout rates of the order of kHz.
9.3.2 Amplitude Resolution
The resolution of the amplitude measurement is obtained using the pulsed LED
for amplitudes up to ∼ 40 p.e. and the pulsed laser for amplitudes beyond this
value. At different intensities 1000 events each, are taken. The amplitude
distribution for each pixel is obtained by comparing the amplitude in the pixel
with the mean of the amplitudes in the rest of the pixels for each event. This
is done to correct for pulse to pulse variations in the laser intensity. In Figure
9.6 the relative amplitude resolution of one pixel function of the amplitude is
shown. The solid line is the expectation from the Poisson distribution of
photo electrons emitted at the cathode (
√
N/N). The measured resolution
is slightly worse. There are additional contributions to the variation in the
amplitude determination. One part is the electronic noise which was already
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Figure 9.6: Relative resolution of the high gain channel for different signal
amplitudes for a integration gate width of 13 ns.
seen in the single p.e. spectrum (σel/N). Another contribution comes from the
phase error (see Figure 8.5), which is the displacements of the PMT signals in
the integrator (σphase). The phase error scales with the amplitude. Fluctuations
in the amplification of the PMT also worsens the resolution of the amplitude
determination. This corresponds to the width of the single p.e. peak (σSPE/N).
For a signal with N p.e. this contributes
√
N times.
If one takes into account these contributions the resolution is expected to be
(σamp
N
)2
=
√
1
N
+
σ2
SPE
N
+
σ2el
N2
+ σ2phase(∆T ) ∼
∼
√
1
N
+
(0.5)2
N
+
(0.25)2
N2
+ (0.05)2 (9.1)
The main source for the amplitude variation is the Poisson distribution of the
photo electrons. The amplitude resolution of the Smart Pixel is close to the
theoretical limit. The difference is within the expectations. Therefore the
amplitude measurement of the Smart Pixel is suited for the use in a Cherenkov
telescope.
9.3.3 Noise
Due to their statistical arrival time distribution, photons from the NSB exhibit
an additional and significant contribution of noise in the image. This is the
reason why the integration gate is that short. In contrary to the photons from
the shower, which arrive at the camera within a time window in the order of
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10 ns, the photons from the NSB arrive with random arrival times. The rate of
the typical expected NSB in Namibia was measured by Preuß et al. (2002) to
∼ 1012 sr−1s−1m−2. The NSB photons contribute to the width of the pedestal
distribution. With increasing NSB rate the width of the pedestal peak increases,
as the probability that a NSB photon arrives at the integrator while it is gated
for the signal integration increases. Due to AC coupling of the PMT to the
electronics, the mean of the pedestal distribution does not change.
As mentioned before the variation of the width of the pedestal peak originates in
statistical variations in the number of photo electrons emitted at the cathode
and arriving at the integrator while it is gated (Np.e.). The width, which is
defined here to be the root mean square (RMS) of the pedestal distribution,
is given by RMS =
√
Np.e. + σ
2
el. For a given gate width Tgate and a p.e.
rate rp.e. the number of photons in the gate is given by Np.e. = Tgate · rp.e.. It
was here assumed that a signal from a photon electron is either completely
in the gate or not at all. This is a good approximation if the gate width
is much larger than the pulse width generated by a single p.e.. As this is not
exactly the case for the integration gates used here the gate width in the relation
above becomes an effective gate width. Following the relation the square of the
pedestal width is proportional to the photo electron rate. The proportional
factor is the effective gate width for photons from the NSB. The corresponding
plot for the nominal gate width of 13 ns is shown in Figure 9.7. The slope of
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Figure 9.7: Square of the mean pedestal width of all pixels as a function of the
number of photoelectrons emitted at the cathode per second with a integration
gate width of 13 ns. The p.e. rate was determined by the PMI.
a linear fit to these data points is the effective gate width. Table 9.1 lists the
effective gate width obtained with this method for all possible nominal gates on
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the Smart Pixel. The effective gate width is consistent with the nominal gate
adjusted gate width (ns) effective gate width (ns)
10 11.9
13 13.7
16 15.9
19 18.4
22 20.3
25 22.8
Table 9.1: Effective gates for the night sky background
width. The difference could originate in different nominal gate widths on the
pixels (e.g. measurements for a set width of 10 sn gave a range of 10.4−11.4 ns).
A more realistic model of the integration of parts of pulses would be needed to
explore the difference.
9.4 Pixel Timing Information
The measurement of the arrival time of the signals in the pixels reveal informa-
tion of the shower. As the electrons and positron in the shower are faster than
the local speed of light, the Cherenkov photons from the bottom of the shower
arrive earlier at the telescope than the photons emitted at the top. Therefore
every shower image has a time gradient, which depends on the impact parame-
ter. Most of the Cherenkov light from the shower arrives at the camera within
a few nanoseconds. To study the time profiles of showers the resolution of the
arrival time measurement should therefore be in the sub-nanosecond range.
The TAC on the pixel electronics measures the time of the discriminator signal
with respect to the camera trigger signal. As the camera trigger starts the TAC,
this information can be used to correct for possible displacements of the PMT
signal with respect to the optimal position in the gate.
The TAC is calibrated using a programmable delay module, implemented for
that purpose on the trigger management board. The delay module was cali-
brated using an oscilloscope in the lab (Glu¨ck, 2006).
9.4.1 Time Measurement Resolution
For each event and each pixel the amplitude and the discriminator trigger time
with respect to the camera trigger (TAC) of the pixel is measured. In the left
panel of Figure 9.8 the distribution of the time measurement of one pixel is
shown. The right panel Figure shows the resolution of the arrival time mea-
surement as a function of the amplitude for a typical pixel. The measurement
was performed using the pulsed diode with an external trigger signal. Close to
the threshold (here 5 p.e.) the resolution worsens due to statistical fluctuations
of the arrival time of p.e. within the pulse. At higher amplitudes the resolution
always stays well below 0.4 ns. The resolution of the arrival time measurement
on the SPE is qualified to measure the time profile of Cherenkov showers.
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Figure 9.8: Left Distribution of the time measurement in one pixel Right
Resolution of the time measurement as a function of the amplitude in the high
gain. The threshold of the discriminator set to 5 p.e.
9.4.2 Effective Trigger Gate
The measurement of the arrival time on the pixel can be used to measure
the effective gate for coincidences with neighboring pixels. This is done by
illuminating the whole prototype camera with diffuse light and trigger on chance
coincidences of two pixels. Every readout is then a coincidence by chance of
the signals arriving at the pixels. For a given pair in the camera all events are
selected for which only these pixels have recorded a signal over the discriminator
threshold. This ensures that the trigger originated in the signals of these two
pixels. The maximal difference of the arrival times in these pixels in then twice
the width of the effective coincidence gate.
9.4.3 Diagnostic Power of the Time Measurement
In this section an example for the diagnostic power of the SPE is given.
The effective trigger gate described in the previous section has to be very short
to minimize triggers due to chance coincidences. Therefore the propagation
time of the discriminator signals to the PLD and to the neighbors has to be
well understood. Figure 9.9 shows the timing of the generation of the trigger
for different delays between the PMT signals arriving at the discriminators (for
a coincidence in two neighboring pixels). It can be seen that always the later
signal determines the time of the trigger. In the design of the SPE the option
was foreseen to measure and calibrate the relative timing with the TAC on the
pixels. The calibration of the propagation time is done in the PLD. Therefore
the signal coming from the internal discriminator is loopthroughed the PLD to
delay it until the signals from the neighbors arrive. The left panel of Figure
9.10 shows the measured time of one pixel as a function of the measured time
of its neighbor for coincident signals before the calibration. Four branches can
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Figure 9.10: Arrival time of one pixel versus the arrival time of a neighboring
pixel for all coincident events.
be seen in this two-dimensional distribution. A vertical branch corresponds to
events where the pixel whose TAC is given on the x-axis determines the timing.
The same states for a horizontal branch and the other pixel. The situation
shown in the figure can be explained by the assumption that the propagation
time of the internal discriminator signal is shorter than the propagation time of
the discriminator signal coming from the neighboring pixel. Therefore signals
which are coincident for one pixel are not coincident for its neighbor. The right
panel of Figure 9.10 shows the distribution after the calibration.
Also with this type of checks, the function of the trigger system of each pixel
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can be tested in a telescope from dedicated test observations triggering on NSB
photons.
9.5 Trigger Performance
The trigger performance of a camera for a Cherenkov telescope is a crucial
parameter as the bulk of the photons arriving at the camera are originated in
the NSB. In the amplification of the PMT three effects can produce signals
which can induce to the generation of discriminator signals by the pixel elec-
tronics. These are pile-up of photon signals, fluctuations in the amplification
and especially after-pulses from the PMTs.
9.5.1 Pixel Threshold
The trigger threshold and efficiency should be homogeneous over the focal plane.
Inhomogeneities would result in a lower overall trigger efficiency or could result
in systematic effects on astronomical observations. Therefore the discriminator
thresholds on the pixels must be well calibrated as they are the first level of the
camera trigger. In the SPC this calibration can be done in normal operation
mode.
In the lab the threshold is calibrated by illuminating the pixels with the pulsed
LED with different intensities. The readout of the camera is triggered by an
external signal in temporal correlation to the pulsed light such that the PMT
pulse fits optimal into the gate. As mentioned before the TAC measurement
provides the information whether a pixel has recorded a signal above the dis-
criminator threshold (Section 8.1.3).
The main window of Figure 9.11 shows the amplitude distributions of all events
(dash-dotted line) and of the events when the discriminator triggered (solid
line). The ratio of the solid histogram and the dashed-dotted histogram shows
the shape of the threshold. The threshold is defined as the amplitude at which
50% of the events are registered by the discriminator. The width of the thresh-
old is defined as the difference in the amplitudes at which 10% and 90% of
the events exceed the discriminator threshold, respectively. An example for a
threshold distribution around 6p.e. is shown in Figure 9.12 in the left panel.
The right panel shows the corresponding distribution of width of the threshold.
In the range of 4 p.e. to 6 p.e. the width is in the order of only 1.0− 1.5 p.e..
9.5.2 Discriminator Rate
The measurement of the discriminator rate is calibrated using a counter on the
camera controller. The prototype camera is illuminated with diffuse light and
each pixel, one at a time, is activated for the generation of a trigger signal. The
counter is used to count the number of camera trigger signals. This number is
compare with the ADC value measured on the pixel electronics. The different
rates needed for the calibration are achieved by varying the illumination or the
discriminator threshold.
Figure 9.13 shows the discriminator rate as a function of the discriminator
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Figure 9.11: Main window : amplitude distribution of all events (dash-dotted
line) and only of events exceeding the discriminator threshold of that pixel (solid
line). Small window : determination of the threshold. This plot is obtained by
calculating the ratio of the amplitude distribution of the events that exceeded
the pixel threshold and the amplitude distribution of all events. By definition
the threshold is the amplitude where 50% of the events generate a first level
trigger. It is marked in the plot by a dash-dotted line. In addition the 10%
and the 90% level are plotted; these can be used to define the width of the
threshold.
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Figure 9.12: Distribution of the threshold and its width on 97 pixels for set
a nominal threshold.
threshold. There are two main regions visible in the figure. At higher thresh-
olds the rate is dominated by after-pulsing of the PMTs. For lower thresholds
the pile-up and triggers due to gain fluctuations in the PMT contribute to the
discriminator rate. This behavior is normal for detectors based on PMTs.
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Figure 9.13: Rate of the discriminator signals over the discriminator threshold
for a photo electron rate of ∼ 100MHz.
9.5.3 Accidental Rate
Coincidences by chance of photons from the NSB on neighboring pixels can
produce camera trigger when the threshold is only a few p.e. The measurement
of the discriminator rates on the pixels is used to calculate the expected trigger
rate because of these coincidences. This calculated rate is used to study the
trigger system of the pixel by comparing it with the measured rate. It is assumed
here that the photons from the NSB are statistically distributed. Only the case
of coincidences in two neighboring pixels is discussed as coincidences of NSB
signals in more that two pixels are unusual.
A pair of pixels with the discriminator rates ri and rj , respectively, and the
effective coincidence gate Tij creates camera triggers with a rate Rij = 2 · ri ·
rj · Tij . The trigger rate of the whole camera is then the sum over all pairs of
neighboring pixels in the camera R =
∑
i6=j Rij .
The comparison of the calculated trigger rate and the measured trigger rate
allows to test for correlations in the electronics. If discriminator signals on
neighboring pixels are correlated the measured trigger rate is greater than the
calculated one. Comparisons of these two rates have shown no correlation down
to 4 p.e. at an illumination corresponding to a anode current of 2µA, which is
a rate of ∼ 6× 107 s−1.
9.5.4 Dead Time
As a result of the two memory banks in the FADC, which can be accessed
asynchronous the dead time has two different regimes. For low rates the dead
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time is dominated by the digitization of the different channels on the 16 pixels
of every segment, which takes ∼ 5 − 9µs per event. For higher rates the digi-
tized data can not be read fast enough from the memory bank of the FADC. A
model was developed to calculate the expected dead time over the whole range.
Figure 9.14 shows the result of the model. The dead time of the prototype is
camera trigger rate [Hz]
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Figure 9.14: Calculated relative dead time as a function of the camera trigger
rate for 1000 pixels. The solid line shows the deadtime due to digitization.
The dashed line is the deadtime as a result of the reading of the digitized
information from the memory bank of the FADC. In the case of two VME
systems the regime, in which the dead time is dominated by the readout, is
shifted to higher rates. This is shown by the dottet line which corresponds to
the readout of the digitized date from the FADC in a camera with two VME
systems.
dominated by the digitization up to ∼ 6.3 kHz. At this rate, the dead time is
only ∼ 6% independent on the number of pixels. For higher rates the network
bandwidth is dominating. For a rate of 10 kHz the dead time becomes ∼ 40%.
The Smart Pixel camera could also be equipped with two VME systems re-
sulting in a shift of the transition point (between digitization dominated and
network dominated) to ∼ 11 kHz. The resulting dead time at a rate of 10 kHz
would be ∼ 9%.
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Conclusion
In this work the analysis of three supernova remnants, Kepler’s SNR, Vela
Junior and SN1006 was presented. Additionally, a prototype of a new type of
camera for future Cherenkov telescopes was set up and tested.
The analysis of Kepler’s SNR showed no gamma-ray excess with data hav-
ing a live time of 13 hrs. However, the derived upper limits could be used to
constrain the total energy in accelerated protons. In the framework of a theo-
retical model of the gamma-ray emission of Kepler’s SNR a lower limit on the
distance close to an existing upper limit could be given. Furthermore, it was
shown that for the high magnetic field expected to be present in the remnant
any gamma-ray emission which would detected by a H.E.S.S.-like experiment
would most likely be produced by accelerated protons.
Further observations of Kepler’s SNR will help to reveal the type of the pro-
genitor and the distance of this remnant.
In the analysis of Vela Junior the morphology of this widely extended source
was studied. With a fit of a toy model to the radial profile, a width for the
gamma-ray emitting shell could be derived. X-ray data from ASCA could be
shown to be compatible with the gamma-ray emission. It could be shown that
in a purely hadronic scenario the energy of the accelerated protons would have
to be unreasonably large and therefore this model has to be questioned.
The third supernova remnant which was analyzed is SN1006. A significant
excess at the north-eastern rim of the remnant was obtained. To the author’s
knowledge SN1006 is the faintest source of VHE gamma rays ever detected.
The analysis of the whole data set on SN1006 will reveal interesting details of
the gamma-ray emission. Especially an upper limit on the emission from the
south-western spot in comparison with X-ray data could give new insights into
the physics in the remnant.
In the second part of this work a new type of camera for future large arrays
with multiple Cherenkov telescopes was presented. First the implementations
of the different functions of the camera were discussed. Second the system
integration and the main tests were shown. The tests could show that such a
camera is well-suited to operate the expected tasks in a Cherenkov telescope of
the next generation.
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