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ABSTRACT
Summary: The genome-wide search for and analysis of non-coding
RNAs requires efficient methods to compute and compare local
secondary structures. Since the exact boundaries of such putative
transcripts are typically unknown, arbitrary sequence windows have
to be used in practice. Here we present a method for robustly com-
puting the probabilities of local base pairs from long RNA sequences
independent of the exact positions of the sequence window.
Availability: The program RNAplfold is part of the Vienna
RNA Package and can be downloaded from http://www.tbi.
univie.ac.at/RNA.
Contact: Ivo Hofacker, Tel: ++43 1 4277 53736,
Fax: ++43 1 4277 52793, ivo@tbi.univie.ac.at
1 INTRODUCTION
Computational approaches to detecting and classifying structured
RNAs at genomic scales require efcient ways of computing local
RNA secondary structures for both computational and biological
reasons: (i) Long-range base pairs in large transcripts are disfavou-
red kinetically relative to short-range pairs (Flamm et al., 2000). (ii)
Global approaches to RNA folding are limited to sequence length
≤ 20000 on most hardware because of memory consumption. (iii)
In general, the exact boundaries of the RNAs are unknown, so that
global folds cannot add to the accuracy of the structure prediction
relative to folding individual sequence windows.
A recent algorithm for microRNA detection is based upon the idea
to consider the stability of secondary structure against changes in the
immediate environment (Pfeffer et al., 2005; Sewer et al., 2005).
More precisely, this approach considers the frequency with which
a certain base pair (i, j) occurs in local minimum energy structu-
res that are computed from sequence windows with a given size
L. Here we combine this idea with a recently developed algorithm
for local minumum energy structure predictions (Hofacker et al.,
2004b). More precisely, we derive recursions for the average equi-
librium probability of a base pair (i, j) over all xed-size sequence
windows.
2 ALGORITHM
Denote by Zij the partition function over all secondary structures on
the sequence interval [i, j], write bZij for the partition function sub-
ject to the constraint that i and j pair and let pij be the probability
that i and j are actually paired in thermodynamic equilibrium.
The standard backtracking procedure for the partition function
folding algorithm (McCaskill, 1990) can be expressed as
pij =
Z1,i−1 bZi,jZj+1,n
Z1,n
+
X
k<i
X
l>j
pklΞij,kl . (1)
Here Ξij,kl is the ratio of the two partition functions bZij,kl with the
constraint that both i, j and k, l pair, and bZkl. The rst term descri-
bes the case in which the (i, j) pair is external, i.e., not enclosed by
another pair, the second (sum) term considers all possible base pairs
(k, l) that could enclose (i, j). In the simplest case, i.e., for energies
dependent on individual base pairs only, we have
bZij,kl = Zk+1,i−1 bZijZj+1,l−1ζkl (2)
where ζkl is the Boltzmann factor of the pairing energy for the clo-
sing the base pair (k, l). In the standard energy model, described
e.g. by Mathews et al. (1999), bZij,kl is a sum over contributions for
the different loop types (interior loops, bulges, and multi-branched
loops) as detailed by McCaskill (1990); for given i, j, k, l it can be
computed in constant time from the tabulated partition functions of
subsequences.
Let us now turn to interactions localized within a sequence win-
dow. We denote by Zu,Lij the partition function over all secondary
structures on the sequence interval [i, j] when the sequence window
[u, u + L] is folded. Similarly, bZu,Lij denotes the partition function
with the additional constraint that positions i and j are paired. Fur-
thermore, we write pu,Lij for the probability that i and j form a base
pair when the sequence window [u, u + L] is folded.
Since the partition functions on a subsequence are independent of
the external structures as long as the subsequence is contained in the
folded sequence window, we have
Z
u,L
ij =

Zij if [i, j] ⊆ [u, u + L]
0 otherwise (3)
Furthermore, we observe that pu,Lij = 0 unless [i, j] ⊆ [u, u + L].
We can immediately restrict equ.(1) to a sequence window [u, u+L]
since the recursions for Zij depend only on sub-sequences within
the interval [i, j] (McCaskill, 1990). Thus
p
u,L
ij =
Z
u,L
1,i−1
bZu,Li,j Zu,Lj+1,n
Z
u,L
1,n
+
X
k<i
X
l>j
p
u,L
kl Ξ
u,L
ij,kl
=
Zu,i−1 bZi,jZj+1,u+L
Zu,u+L
+
X
k<i
X
l>j
p
u,L
kl Ξij,kl .
(4)
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133029828 133029088Human chromosome X (minus strand)
mir-92-2mir-19b-2mir-20bmir-18bmir-106a
Fig. 1. Local structures in small region of the human X chromosome containing five microRNAs annotated in miRBase 7.1. (Griffiths-Jones, 2004).
Next, we dene the average probability of an (i, j) pair over all
folding windows containing the sequence interval [i, j] as:
pi
L
ij =
1
L− (j − i) + 1
iX
u=j−L
p
u,L
ij . (5)
For i + L > n and j − L < 1 the sequence windows are shorter,
hence equ.(5) has to be modied accoringly. Substitution of equ.(4)
yields in the generic case
pi
L
ij =
1
L − (j − i) + 1
iX
u=j−L
Z
u,L
1,i−1
bZu,Li,j Zu,Lj+1,n
Z
u,L
1,n| {z }
pi∗L
ij
+
1
L − (j − i) + 1
iX
u=j−L
X
k<i
X
l>j
p
u,L
kl Ξij,kl
= pi∗Lij +
i−1X
k=j−L
i+LX
l=j+1
kX
u=l−L
p
u,L
kl Ξij,kl
L− (j − i) + 1
= pi∗Lij +
i−1X
k=j−L
i+LX
l=j+1
L− (k − l) + 1
L− (j − i) + 1
pi
L
klΞij,kl .
(6)
Again, modied expressions apply to the 5’ and 3’ ends of the
sequence.
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Fig. 2. Performance measurments of our C implementation of RNAplfold
on a Pentium 4 with 3.2 GHz confirms the theoretical scaling of the CPU
time as O(n× L2).
3 PERFORMANCE AND APPLICATIONS
Eq.(6) implies that the n × L matrix piLij can be computed in
O(n×L3) time andO(n×L) memory for any xed L. This can be
improved further by observing that, for xed i and j, the values of
the interior sum can be stored as a function of k in an array of size
O(L), thereby reducing the computational effort toO(n×L2). It is
also not necessary to keep the whole matrix piLij in memory, which
reduces memory requirements to O(n + L2).
The recursions (6) are implemented in the ANSI C program
RNAplfold. Dot plots representing the values of piLij are provi-
ded in Postscript format and can be used to visually inspect the
results, Fig. 1. The program is fast enough for genome-wide appli-
cations at least when run on a Linux cluster. Fig. 2 shows that about
3Mb of genomic sequence per hour can be scanned on a single CPU.
RNAplfold has a number of obvious applications which we are
currently exploring. Along the lines of Pfeffer et al. (2005) it can
be used to efciently retrieve candidates microRNA and other struc-
tured RNA from genomic sequence data. More generally, however,
genome-wide tables of piLij provide valuable a priori structure infor-
mation that can be exploited by algorithms that search for RNA
sequence/structure patterns such as e.g. a local variant of marna
(Siebert & Backofen, 2005) or pmmatch (Hofacker et al., 2004a).
As such it provides as starting point for alternative approaches to
RNA annotation strategies that are not solely based on comparative
genomics as RNAz or qrna.
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