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Abstract
In this work, we investigate the system of three species ecological
model involving one predator-prey subsystem coupling with a general-
ist predator with negative effect on the prey. Without diffusive terms,
all global dynamics of its corresponding reaction equations are proved
analytically for all classified parameters. With diffusive terms, the
transitions of different spatial homogeneous solutions, the traveling
wave solutions, are showed by higher dimensional shooting method,
the Wazewski method. Some interesting numerical simulations are
performed, and biological implications are given.
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1 Introduction
In this work, we consider an ecological system of three species with diffusion
as follows, 
∂tu = r1u(1− u)− a12uv − a13uw,
∂tv = r2v(1− v) + a21uv,
∂tw = d∆w − µw + a31uw,
(1.1)
where parameters d is the diffusive coefficient for species w, r1 and r2 are the
intrinsic growth rates of species u and v respectively, and µ is the death rate
of the predator w. The nonlinear interactions between species is the Lotka-
Volterra type interactions between species where aij(i < j) is the rate of
consumption and aij(i > j) measures the contribution of the victim (resource
or prey) to the growth of the consumer [19]. Here, the species u is the nutrient
resource of the predator-prey system, the species v is called the generalist
predator which can take advantage of various resources from two trophic
levels, and the species w is called the specialist predator which has a limited
diet from u. To simplify the analysis, we only consider the species w has
diffusion effect.
System (1.1) without diffusive terms is given by the following system of
three ODEs: 
u˙ = r1u(1− u)− a12uv − a13uw,
v˙ = r2v(1− v) + a21uv,
w˙ = −µw + a31uw.
(1.2)
The whole system can be seen as a predator-prey subsystem, u-w subsystem,
coupled with an extra species v with negative effect on species u. The model
can be used to describe parasitism, consumption or predation in the com-
munity of plants species [7]. It is well-known that the ecological principle
of competitive exclusion holds for the following classical two predators-one
prey model [17], 
u˙ = r1u(1− u)− a12uv − a13uw,
v˙ = −µ1v + a21uv,
w˙ = −µ2w + a31uw.
However, by comparing these two models, system (1.2) is a modified two-
predators one-prey model where one, v, is a generalist predator and another
one, w, is a specialist predator. There are a fundamental difference, in Section
2, where we show the positive equilibrium of system (1.2) can not only exist
but it is also globally asymptotically stable, that is, two predators can co-
exist.
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Reaction-diffusion systems are often characterized by the existence of
spatial homogeneous equilibria when the diffusion terms vanish. If there
are more than one equilibrium, then we can expect a possible transition
between them. These transitions are described by reaction-diffusion waves.
Propagations of flames, migration of biological species, or tumor growth are
among many examples of such phenomena [18, 21]. In the PDE perspec-
tive, the existence of traveling wave solutions for reaction-diffusion systems
in an important and interesting subject which has attracted considerable
attentions [2, 3, 4, 8, 12, 9, 10, 11, 22]. The phenomena of traveling wave
solutions of reaction-diffusion systems have been widely studied [21] from
the single equation with nonlinearity in monostable type [6] or bistable type
[13] to monotone systems [14]. There have been great successes in the exis-
tence, uniqueness, stability and spreading speed of traveling wave solutions
of monotone system [1, 14, 20].
Unfortunately, our system which has an important nonlinear interaction,
predator-prey type, between different species is non-monotone. In the past
three decades, by using different methods including the shooting method,
Conley index and upper-lower solutions method, the existence of traveling
wave solutions has been established for various predator-prey systems. See
Dunbar [2, 3, 4], Gardner and Smoller [8], Jones et al. [12], Huang [10, 11],
Hsu et al. [9], Lin et al. [15], and references cited therein. In this work, we
will use the so-called higher dimensional shooting method, Wazewski method
to show the existence of positive traveling wave solutions from one unstable
equilibrium to a stable one. Here we briefly describe this framework of the
shooting method.
To show the existence of traveling wave solution, by using the moving co-
ordinates, the reaction-diffusion system is transformed into a ODE system,
and the existence of traveling wave solutions connecting two different equilib-
ria is equivalent to a heteroclinic orbit of the corresponding ODE system. we
analyze the structure of unstable manifold of the unstable equilibrium first.
Then we construct a variant of Wazewski set Σ with the unstable equilibrium
as its boundary point and also containing the stable equilibrium. Third, dy-
namics of the system on all boundary of Σ should be clarified. Next, pick up
a curve contained in the unstable manifold with two end points on the “exit
set” of boundary of Σ. It is clear that all solutions with initial conditions on
this curve will attend to the unstable equilibrium as t → −∞. Then show
that there exists a particular point on this curve, and the solution starting
from this point will stay in the interior of Σ for all t ≥ 0. Finally, we define
a nonempty subset of Σ which contains the point stayed in Σ for all posi-
tive time under the action of the ODE system. Then we can get our main
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result by constructing a Lyapunov function and use the LaSalle’s invariance
principle on this non-empty set.
In this work, our main contributions are as follows. First, for the cor-
responding reaction system (1.2) we clarify completely the existence, non-
existence, and all asymptotically states and their global stabilities are in-
vestigated theoretically. Secondly, we show the existence of traveling wave
solutions are obtained for a particular three species ecosystem with predator-
prey interaction. We use the Wazewski principle to show the existence of
traveling wave solutions. Thought, the method is similar to [10, 11], our
system is three dimensional. Third, numerical simulations are performed for
some interesting initial functions. Finally, some biological interpretations are
given.
The rest of this article is organized in the following manner. In Section
2, we first consider the corresponding reaction equations of (1.1) which is
a system of three ODEs. The existence of boundary equilibria and coex-
istence equilibrium are obtained with some conditions. Moreover, we find
the necessary and sufficient condition of global asymptotic stability of the
positive equilibrium. In Section 3, by using shooting method, the existence
and nonexistence of traveling wave solutions of (1.1) are obtained. In Sec-
tion 4, the numerical simulations are performed and presented. Finally, some
remarks and discusses in biological meanings are also given in the last section.
2 Global Dynamics of the Corresponding ODE
System
In this section, we investigate dynamics of the ODE system (1.2) and the
essential assumptions to guarantee the existence and local stabilities of all
equilibria. Moreover, two extinction results and the global stability of posi-
tive equilibrium are showed.
2.1 Preliminaries
It is easy to see that uv-, uw-, and vw-planes are invariant subspaces of
(1.2). Hence solutions of (1.2) will be positive/non-negative if they start
from a positive/non-negative point. Moreover, we can show that solutions
are bounded.
Lemma 2.1. The solutions of system (1.2) are bounded.
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Proof. From the first equation in system (1.2) we have
du
dt
= r1u(1− u)− a12uv − a13uw 6 r1u(1− u),
so that the comparison principle implies that
lim sup
t→∞
u 6 1,
i.e. 0 < u 6 1. Similarly we can get 0 < v 6 1 + a21
r2
.
Let M = r1 + µ and D = µ. From the first and third equation in (1.2) we
have
d
dt
(
u+
a13
a31
w
)
= r1u(1− u)− a12uv − a13uw − a13
a31
w + a13uw
≤ r1u− a13
a31
w
= Mu−D(u+ a13
a31
w)
≤M −D(u+ a13
a31
w).
Using the comparison principle again, we have
lim sup
t→∞
(
u+
a13
a31
w
)
≤ M
D
.
2.2 Assumptions and Two Extinction Results
From now on, we always make the assumptions,
(H1) r1 > a12,
(H2) a31 > µ,
which will be used in the rest of the article, because of the following two
extinction results.
Lemma 2.2. If r1 ≤ a12, then limt→∞ u(t) = 0 and limt→∞w(t) = 0.
Proof. It is easy to see that if limt→∞ u(t) = 0 then limt→∞w(t) = 0, se-
quently. Hence we only show that the first limit holds. Two cases, r1 < a12
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and r1 = a12, are considered. It is easy to see that v(t) ≥ 1 eventually by
comparison principle, since
v˙ = r2v(1− v) + a21uv ≥ r2v(1− v).
For r1 < a12 and t large enough, we have
u˙
u
= r1(1− u)− a12v − a13w < r1 − a12 < 0.
Hence we have u(t) < ce(r1−a12)t → 0 as t→∞.
For r1 = a12, we obtain that u(t) is decreasing with respect to t, and claim
that limt→∞ u(t) = 0. Suppose to the contrary that limt→∞ u(t) = ξ > 0. By
Markus limiting theorem [16], we have
0 = lim inf
t→∞
u˙(t) = lim inf
t→∞
(
r1u(t)(1− u(t))− r1u(t)v(t)− a13u(t)w(t)
)
= r1ξ(1− ξ)− r1ξ lim sup
t→∞
v(t)− a13ξ lim sup
t→∞
w(t)
= ξ
(
r1(1− ξ)− r1 lim sup
t→∞
v(t)− a13 lim sup
t→∞
w(t)
)
= 0,
which implies
r1(1− ξ) = r1 lim sup
t→∞
v(t) + a13 lim sup
t→∞
w(t). (2.1)
However, by the second equation of (1.2) and the comparison principle, it is
clear that lim inft→∞ v(t) ≥ 1. Hence, by (2.1), we obtain that
a13 lim sup
t→∞
w(t) = r1(1− ξ)− r1 lim sup
t→∞
v(t) ≤ r1(1− ξ)− r1 < 0
which contradicts to the positivity of w(t). Hence we complete the proof.
Lemma 2.3. If a31 ≤ µ, then limt→∞w(t) = 0.
Proof. Similarly, two cases, a31 < µ and a31 = µ, are considered. For case
a31 < µ, we have
w˙
w
= a31u− µ ≤ a31 − µ < 0
holds. Hence w(t)→ 0 as t→∞.
For case a31 = µ,
w˙ = w(a31u− µ) ≤ w(a31 − µ) = 0.
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Hence w is decreasing, and we claim that limt→∞w(t) = 0. Suppose to the
contrary that limt→∞w(t) = ξ > 0. By comparison principle again, we have
0 = lim inf
t→∞
w˙(t) = lim inf
t→∞
(− µw(t) + a31u(t)w(t))
= a31ξ lim inf
t→∞
u(t)− µξ
= a31ξ
(
lim inf
t→∞
u(t)− 1) = 0,
which implies limt→∞ u(t) = 1 and limt→∞ u˙(t) = 0. However, by considering
the first equation of (1.2), we obatin
0 = lim
t→∞
u˙(t) = lim
t→∞
(
r1u(1− u)− a12uv − a13uw
) ≤ −a13ξ < 0,
where this is a contradiction. Hence we have limt→∞w(t) = 0, and the proof
is complete.
Biologically, these two results can be easily interpreted in the biological
point of view. From the first equation of (1.2), species u have two negative
effects from v and w, respectively. To sustain the negative effect of species
v, r1 > a12, is necessary for survival of u and supporting for w in Lemma
2.2. Alternatively, for Lemma 2.3, if the mortality rate µ of species w is
greater than the benefit getting from species u, the conversion rate a31, then
w will die out eventually. Whenever r1 ≤ a12 or µ ≤ a31 hold, then system
(1.2) is reduced to a one- or two-dimensional subsystem of (1.2) which is
well studied by classical results like Poincare-Bendixson Theorem. Hence we
make assumptions (H1) and (H2).
2.3 Equilibria and Stability in R3
By straightforward calculation, we obtain that there are one trivial equilib-
rium E0 = (0, 0, 0), and four semi-trivial equilibria, E1 = (1, 0, 0), E2 =
(0, 1, 0),
E12 = (u
∗
12, v
∗
12, 0) =
(
r2(r1 − a12)
r1r2 + a12a21
,
r1r2 + r1a21
r1r2 + a12a21
, 0
)
and
E13 = (u
∗
13, 0, w
∗
13) =
(
µ
a31
, 0,
r1(a31 − µ)
a13a31
)
,
of system (1.2). Here u∗12 and v
∗
12 satisfy the equations,{
r1(1− u∗12)− a12v∗12 = 0,
r2(1− v∗12) + a21u∗12 = 0,
(2.2)
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and u∗13 and w
∗
13 have the forms,
u∗13 = µ/a13 and r1(1− u∗13) = a13w∗13. (2.3)
It is obvious that the equilibria, E0, E1 and E2, always exist without any
restriction. By contrast, the equilibria E12 and E13 exist if assumptions (H1)
and (H2) hold, respectively. The positive equilibrium
E∗ = (u∗, v∗, w∗)
=
(
µ
a31
, 1 +
a21µ
a31r2
,
r1r2a31 − r1r2µ− a12a31r2 − a12a21µ
a13a31r2
)
(2.4)
exists if
(H3) r1r2a31 − r1r2µ− a12a31r2 − a12a21µ > 0.
holds. It is hard to see clearly the biological meanings of assumption (H3)
because of the complicated form. However, it is easy to see that the inequal-
ity r1 ≤ a12 implies that (H3) does not hold, that is, (H3) is a sufficient
conditions of (H1). Similarly, assumption (H3) is also a sufficient conditions
of (H2). Biologically, there are two key points for the existence of positive
equilibrium E∗. One is the survival of species u by its r-strategy to over-
come the negative effect from species v, and another one is species w should
overcome its mortality by getting benefit from species u.
By direct computations, we have the Jacobian matrix of system (1.2)
given by
J =
r1 − 2r1u− a12v − a13w −a12u −a13ua21v r2 − 2r2v + a21u 0
a31w 0 −µ+ a31u
 . (2.5)
(i) It is clear that
J(E0) =
r1 0 00 r2 0
0 0 −µ

has two positive eigenvalues and one negative eigenvalue, and E0 is
saddle.
(ii) Evaluating (2.5) at E1 implies that
J(E1) =
−r1 −a12 −a130 r2 + a21 0
0 0 −µ+ a31

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has two positive eigenvalues and one negative eigenvalue. Similarly, we
can obtain the matrix
J(E2) =
r1 − a12 0 0a21 −r2 0
0 0 −µ

which is stable if assumption (H1) does not hold. Actually, we can
show that, by Markus limiting theorem [16], equilibrium E2 is globally
asymptotically stable if (H1) does not hold.
(iii) The Jacobian evaluated at E12 is given by
J(E12) =
−r1u∗12 −a12u∗12 −a13u∗12a21v∗12 −r2v∗12 0
0 0 −µ+ a31u∗12
 . (2.6)
It is easy to see that there are two eigenvalues, λ1 and λ2, corresponding
to the upper-left 2 × 2 submatrix of (2.6) and one eigenvalue, λ3 =
−µ+ a31u∗12, with
λ1 + λ2 = −(r1u∗12 + r2v∗12) < 0,
λ1λ2 = (r1r2 + a12a21)u
∗
12v
∗
12 > 0.
Thus the matrix has two negative eigenvalues and one positive eigen-
value if µ < a31u
∗
12, or three negative eigenvalues if µ > a31u
∗
12.
(iv) The Jacobian evaluated at E∗13 is given by
J(E∗13) =
−r1u∗13 −a12u∗13 −a13u∗130 r2 + a21u∗13 0
a31w
∗
13 0 0
 . (2.7)
Observing the form of the Jacobian matrix (2.7), there are one positive
eigenvalue, λ3 = r2 + a21u
∗
13, and two eigenvalues, λ1 and λ2, which are
obtained by removing the second column and the second row. Although
it is obvious that
λ1 + λ2 = −r1u∗13 < 0 and
λ1λ2 = a13a31u
∗
13w
∗
13 > 0,
equilibrium E13 is saddle.
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(v) The Jacobian evaluated at E∗ is given by
J(E∗) =
−r1u∗ −a12u∗ −a13u∗a21v∗ −r2v∗ 0
a31w∗ 0 0
 .
Then the characteristic equation is
λ3 + (r1u∗ + r2v∗)λ2+(r1r2u∗v∗ + a12a21u∗v∗ + a13a31u∗w∗)λ
+ r2a13a31u∗v∗w∗ = 0.
It is obviously that, by Routh-Hurwitz criterion, the real parts of three
roots of the characteristic equation are all negative if and only if
(r1u∗ + r2v∗)(r1r2u∗v∗ + a12a21u∗v∗ + a13a31u∗w∗) > r2a13a31u∗v∗w∗
which is clearly true. Hence the positive equilibrium E∗ is stable when-
ever it exists.
Let us summarize the above local stability of all equilibria in the following
proposition.
Proposition 2.1. (i) The trivial equilibrium E0 is unstable.
(ii) The semi-trivial equilibrium E1 is unstable.
(iii) The semi-trivial equilibrium E2 is globally asymptotically stable if (H1)
does not hold.
(iv) The semi-trivial equilibrium E12 is stable if µ > a31u
∗
12.
(v) The semi-trivial equilibrium E13 is unstable.
(vi) The positive equilibrium E∗ exists and is stable if (H3) holds.
Furthermore, we can obtain the following two global results.
Theorem 2.1. Let assumption (H1) and µ ≥ a31u∗12 hold. Then the positive
equilibria E12 exists, and it is globally asymptotically stable.
Proof. Modify the standard Lyapunov function in the following form
V (u(t), v(t), w(t)) =
a21
a12
(u− u∗12 lnu) + v − v∗12 ln v +
a13a21
a12a31
w.
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Then, with equation (2.2),
d
dt
V (u(t), v(t), w(t))
=
a21
a12
(u− u∗12)(r1(1− u)− a12v − a13w)+
(v − v∗12)(r2(1− v) + a21u) +
a13a21
a12a31
(−µw + a31u)
= −r1a21
a12
(u− u∗12)2 − r2(v − v∗12)2 +
a13a21
a12
(
−µ
a31
+ u∗12)w ≤ 0.
Hence {dV/dt = 0} = {(u∗12, v∗12, 0)} if µ > a31u∗12, or {dV/dt = 0} = {W ≥
0 : (u∗12, v
∗
12,W )} if µ = a31u∗12. However, the maximal invariant set of
{dV/dt = 0} is the singleton set {(u∗12, v∗12, 0)} for these two possibilities. By
LaSalle’s Invariance Principle, we show the global stability of equilibrium
E12 if µ ≥ a31u∗12. The proof is completed.
Theorem 2.2. Let assumption (H3) hold. Then the positive equilibria E∗
exists, and it is globally asymptotically stable.
Proof. Define the Lyapunov function in the following form
V (u(t), v(t), w(t)) =
a12
a21
(u− u∗ lnu) + v − v∗ ln v + a13a21
a12a31
(w − w∗ lnw).
Then
d
dt
V (u(t), v(t), w(t))
=
a12
a21
(u− u∗)(r1(1− u)− a12v − a13w) + (v − v∗)(r2(1− v) + a21u)
+
a13a21
a12a31
(w − w∗)(−µ+ a31u)
=
a12
a21
(u− u∗)(r1(u∗ − u) + a12(v∗ − v) + a13(w∗ − w))
+ (v − v∗)(r2(v∗ − v) + a21(u− u∗)) + a13a21
a12a31
(w − w∗)(a31(u− u∗))
=− r1a21
a12
(u− u∗)2 − r2(v − v∗)2 ≤ 0.
Hence by the LaSalle’s Invariance Principle, the ω-limit set of any solution
of (1.2) is contained in the maximal invariant subset of {dV/dt = 0} =
{(u∗, v∗,W ) : W > 0}, which is the singleton {(u∗, v∗, w∗)}. We complete the
proof.
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3 Existence of traveling wave solutions
In this section, motivated by Huang [10, 11], the high dimensional shooting
method is implemented to investigate the existence of wave fronts, or travel-
ing wave solutions of (1.1) from E1 to E∗. Following the ideas of Huang, we
list the main steps as follows.
(i) By using the moving coordinates, the reaction-diffusion system is trans-
formed into a ODE system.
(ii) Construct a variant of Wazewski set Σ with E1 as its boundary point
and also containing E∗. Dynamics of the system on all boundaries of Σ
should be clarified.
(iii) Analyze the structure of unstable manifold of E1, and pick up a curve
contained in the unstable manifold of E1 with two end points on the
“exit set” of boundary of Σ.
(iv) Show that there exists a particular point on this curve, and the solution
starting from this point will stay in the interior of Σ for all t ≥ 0.
(v) Define a nonempty subset of Σ which contains the point stayed in Σ
for all positive time under the action of the ODE system. Then by
constructing a Lyapunov function and using the LaSalle’s invariance
principle, we obtain the main result.
3.1 The ODE forms and the Lienard Transformation
We consider the solution of (1.1) with the moving coordinate ξ and wave
speed c of the form 
u(x, t) = U(x+ ct) = U(ξ),
v(x, t) = V (x+ ct) = V (ξ),
w(x, t) = W (x+ ct) = W (ξ),
(3.1)
satisfying the asymptotical boundary conditions from E1 to E∗, that is,
lim
ξ→−∞
(
U(ξ), V (ξ),W (ξ)
)
= (1, 0, 0), and
lim
ξ→∞
(
U(ξ), V (ξ),W (ξ)
)
= (u∗, v∗, w∗).
(3.2)
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A direct computation shows that (U(ξ), V (ξ),W (ξ)) is a traveling wave
solution of (1.1) if and only if (U(ξ), V (ξ),W (ξ)) is a solution of the system,
cU ′ = U (r1(1− U)− a12V − a13W ) ,
cV ′ = V (r2(1− V ) + a21U),
cW ′ = dW ′′ +W (−µ+ a31U).
(3.3)
For a constant c > 0 we consider the Lienard transformation to make the
following changes of variables and scaling:
X1(t) = U(ct),
X2(t) = V (ct),
Y (t) = W (ct),
Z(t) =
1
c
[cW (ct)− dW ′(ct)].
Then, upon straightforward computation, (3.3) is transformed to a four di-
mensional system,
X˙1 = X1 (r1(1−X1)− a12X2 − a13Y ) ,
X˙2 = X2(r2(1−X2) + a21X1),
Y˙ = ρ[Y − Z], ρ = c
2
d
,
Z˙ = Y (−µ+ a31X1).
(3.4)
It is clear that (U(ξ), V (ξ),W (ξ)) is a nonnegative solution of (3.3) with
asymptotical boundary conditions (3.2) if and only if (X1(t), X2(t), Y (t), Z(t))
is a nonnegative solution of (3.4) satisfying the asymptotical boundary con-
ditions,
(X1(−∞), X2(−∞), Y (−∞), Z(−∞)) = (1, 0, 0, 0),
(X1(∞), X2(∞), Y (∞), Z(∞)) = (u∗, v∗, w∗, w∗).
3.2 The Wazewski set and its Exist Subset
Let σ1 and σ2 be constants defined by
σ1 =
ρ+
√
ρ2 − 4ρ(a31 − µ)
2ρ
=
c+
√
c2 − 4d(a31 − µ)
2c
and
σ2 =
ρ+
√
ρ2 + 4ρµ
2ρ
.
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It is clear that 0 < σ1 < 1 and σ2 > 1 if c > c∗ ≡ 2
√
d(a31 − µ) or,
equivalently, ρ > 4(a31 − µ). For c > c∗, we define a wedged like region
Σ ⊂ R4 as follows,
Σ = {(X1, X2, Y, Z) : 0 ≤ X1 ≤ 1, 0 ≤ X2 ≤ 1+a21
r2
, Y ≥ 0, σ1Y ≤ Z ≤ σ2Y }.
Then the boundary of Σ consists of surfaces P1, P2, Q1 ∼ Q5 represented by
Q1 = {X1 = 0, 0 ≤ X2 ≤ 1 + a21
r2
, Y ≥ 0, σ1Y ≤ Z ≤ σ2Y },
Q2 = {X1 = 1, 0 ≤ X2 ≤ 1 + a21
r2
, Y ≥ 0, σ1Y ≤ Z ≤ σ2Y },
Q3 = {0 ≤ X1 ≤ 1, X2 = 0, Y ≥ 0, σ1Y ≤ Z ≤ σ2Y },
Q4 = {0 ≤ X1 ≤ 1, X2 = 1 + a21
r2
, Y ≥ 0, σ1Y ≤ Z ≤ σ2Y },
Q5 = {0 < X1 < 1, 0 < X2 < 1 + a21
r2
, Y = Z = 0},
P1 = {0 < X1 < 1, 0 < X2 < 1 + a21
r2
, Y > 0, Z = σ1Y },
P2 = {0 < X1 < 1, 0 < X2 < 1 + a21
r2
, Y > 0, Z = σ2Y }.
The vector field of (3.4) has a very simple property in the boundary of Σ,
which can be characterized by the following two lemmas.
Lemma 3.1. Let c > c∗ and Φt(p) be the flow of (3.4), i.e. Φt(p) is a
solution of (3.4) satisfying the initial condition Φ0(p) = p ∈ R4. Then for
any p ∈ Int(Σ), Φt(p) cannot leave Σ from a point in the boundary ∪5i=1Qi
of Σ at any positive time.
Proof. It is obvious that the boundary Q1, Q3 and Q5 are invariant sets of
(3.4). Hence any solution of (3.4) through a point in the interior of Σ can
not leave Σ from a point in the set Q1 ∪Q3 ∪Q5.
First suppose p0 = (1, X2(0), Y (0), Z(0)) ∈ Q2, then the first equation of
(3.4) yields that at p0,
X˙1(0) = −a12X2(0)− a13Y (0) < 0.
So that the vector field of (3.4) points interior of Σ and hence Φt(p0) cannot
exit Σ at p0 in the set Q2.
Next suppose p1 = (X1(0), 1 +
a21
r2
, Y (0), Z(0)) ∈ Q4, then the second
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equation of (3.4) yields that at p1,
X˙2(0) =
(
1 +
a21
r2
)[
r2
(
1−
(
1 +
a21
r2
))
+ a21X1(0)
]
= −a21 − a
2
21
r2
+
(
a21 +
a221
r2
)
X1(0)
< −a21 − a
2
21
r2
+ a21 +
a221
r2
= 0.
So that the vector field of (3.4) points interior of Σ and hence Φt(p1) cannot
exit Σ at p1 in the set Q4.
Next let us study the vector field at the sets P1 and P2.
Lemma 3.2. Let c > c∗, where c is the wave speed in the system (3.4). Then
the vector field of (3.4) at p ∈ P1 ∪ P2 points outside of Σ.
Proof. First consider a point p1 = (X1(0), X2(0), Y (0), Z(0)) ∈ P1. Then
Z(0) = σ1Y (0) < Y (0) and Y (0) > 0. By the last two equations of (3.4), we
obtain
Y˙ (0) = ρ[Y (0)− Z(0)] > 0,
Z˙(0)
Y˙ (0)
=
Y (0)(−µ+ a31X1(0))
ρ[Y (0)− Z(0)]
=
−µ+ a31X1(0)
ρ(1− σ1)
<
a31 − µ
ρ(1− σ1) = σ1.
It implies that the vector field at the point p1 ∈ P1 points outside of Σ. Next,
let p2 = (X1(0), X2(0), Y (0), Z(0)) ∈ P2. Then Z(0) = σ2Y (0) > Y (0) and
Y (0) > 0. At p2, we have
Y˙ (0) = ρ[Y (0)− Z(0)] < 0,
Z˙(0)
Y˙ (0)
=
Y (0)(−µ+ a31X1(0))
ρ[Y (0)− Z(0)]
=
−a31X1(0) + µ
ρ(σ2 − 1)
<
µ
ρ(σ2 − 1) = σ2.
It implies that the vector field at the point p2 ∈ P2 points outside of Σ.
By Lemma 3.1 and Lemma 3.2, we can see that with initial point p ∈ Σ
Φt(p) can only leave Σ from a point in P1 ∪ P2 at some positive time.
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3.3 The Unstable Manifold of E1
Now we turn to study the unstable manifold of the equilibrium E1. The
linearized system of (3.4) at E1 is
X˙1 = −r1X1 − a12X2 − a13Y,
X˙2 = (r2 + a21)X2,
Y˙ = ρ[Y − Z]
Z˙ = (−µ+ a31)Y,
(3.5)
with Jacobian matrix of (3.4) at E1,
−r1 −a12 −a13 0
0 r2 + a21 0 0
0 0 ρ −ρ
0 0 −µ+ a31 0
 .
For c > c∗, upon a direct computation, the matrix has one negative eigenvalue
λ0 = −r1
and three distinct positive eigenvalues
λ1 = r2 + a21,
λ2 =
ρ+
√
ρ2 − 4ρ(a31 − µ)
2
,
λ3 =
ρ−√ρ2 − 4ρ(a31 − µ)
2
,
(3.6)
where the corresponding eigenvectors to λ1, λ2 and λ3 are
h1 =
[
− a12
λ1 + r1
, 1, 0, 0
]T
,
h2 =
[
− a13
λ2 + r1
, 0, 1,
a31 − µ
λ2
]T
,
h3 =
[
− a13
λ3 + r1
, 0, 1,
a31 − µ
λ3
]T
.
(3.7)
Hence, the unstable manifold εu1 of E1 is tangent to the plane
P = {k1h1 + k2h2 + k3h3 + E1 : k1, k2, k3 ∈ R} = {x1, x2, y, z}
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where
x1 = 1− k1a12
λ1 + r1
− k2a13
λ2 + r1
− k3a13
λ3 + r1
,
x2 = k1,
y = k2 + k3,
z =
k2(a31 − µ)
λ2
+
k3(a31 − µ)
λ3
.
Lemma 3.3. There are two points p∗1 ∈ P1 and p∗2 ∈ P2 and a curve γ ∈ εu1
which connects p∗1 and p
∗
2 such that
γ \ {p∗1, p∗2} ⊂ Int(Σ).
Proof. Note that the transformations: (x2, y, z) 7→ (k1, k2, k3),
x2 = k1,
y = k2 + k3,
z =
k2(a31 − µ)
λ2
+
k3(a31 − µ)
λ3
is invertible. Thus the plane can also be expressed as
P =
{(
1− x2a12
λ+ r2
− λ2λ3z + r1(a31 − µ)y
(a31 − µ)(λ2 + r1)(λ3 + r1) , x2, y, z
)
: x2, y, z ∈ R
}
.
F Since the unstable manifold εu1 is tangent to P at E1, there is a small k > 0
such that the unstable manifold εu1 of E1 can be expressed as
εu1 =
{
(x1(x2, y, z), x2, y, z) : (x2, y, z) ∈ [0, k]3
}
where
x1(x2, y, z) = 1− x2a12
λ+ r2
− λ2λ3z + r1(a31 − µ)y
(a31 − µ)(λ2 + r1)(λ3 + r1) + η(x2, y, z), (3.8)
and the function η(x2, y, z) satisfies
η(x2, y, z) = O(x
2
2 + y
2 + z2) as (x2, y, z)→ (0, 0, 0). (3.9)
Select a sufficiently small  > 0 with k ≥ σ2. It follows from (3.8) and (3.9)
that
0 < x1(x2, y, z) < 1, for x2 ∈ [0, ], y ∈ [0, ], z ∈ [σ1y, σ2y]. (3.10)
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Now, we define γ ⊂ εu1 as
γ = {(x1(, , z), , , z) : z ∈ [σ1, σ2]} ,
and let p∗1 = (x1(, , σ1), , , σ1) and p
∗
2 = (x1(, , σ2), , , σ2). Then it
is clear that p∗i ∈ Pi, for i = 1, 2 and γ is a curve connecting p∗1 and p∗2.
Moreover, by (3.10), it is obvious that γ\{p∗1, p∗2} ⊂ Int(Σ) which is denoted
the interior set of Σ.
Lemma 3.4. For each c ≥ c∗, there is a point p∗ ∈ εu1 ∩ Int(Σ) such that the
solution Φt(p∗) of (3.4) through the p∗ stays in Int(Σ) for all t ≥ 0.
Proof. Let γ ⊂ εu1 ∩ Int(Σ) be defined as in Lemma 3.3. We define subsets
γ1 and γ2 of γ as follows:
γi = {p ∈ γ : there is a t ≥ 0 such that Φt(p) ∈ Pi} for i = 1, 2.
By Lemma 3.3, it is clear that γ1 and γ2 are nonempty, and by the Lemma
3.2, the vector field of (3.4) at each point in the plane Pi(i = 1, 2) points to
the exterior of Σ if c ≥ c∗. By the continuity of solutions on initial values, we
deduce that two sets γ1 and γ2 are open relative to γ. Hence, γ\(γ1∪γ2) 6= ∅,
because of connectedness of γ. Let p∗ ∈ γ\(γ1 ∪ γ2). Then the definitions of
γ and γi imply that
Φt(p∗) ∈ Int(Σ) for all t ≥ 0.
3.4 Existence and Non-existence of Traveling wave so-
lutions from E1 to E∗
Let us define an essential subsets of Σ:
G = {p ∈ Int(Σ) : Φp(t) ∈ Int(Σ) for all t ≥ 0}.
By Lemma 3.4, we know that G is nonempty. The desired heteroclitic orbit
from E1 to E∗ will be obtained in G.
Proposition 3.1. Let assumption (H3) hold. Then system (1.1) has a trav-
eling wave solution connecting E1 and E∗ for wave speed c > c∗.
Proof. Define the Lyapunov function L : [0,∞) → R, which is associated
solutions of (3.4) with initial in G,
L(t) =
a21
a12
(X1 − u∗ lnX1) + (X2 − v∗ lnX2)
+
a13a21
a12a31
(
Y − w∗ lnY − (Y − Z)(1− 1
Y
)
)
,
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and it is clear that L is well defined and continuously differentiable on G.
Moreover, the orbital derivative of L(t) along (3.4) is
L˙(t) =
a21
a12
(
X˙1 − u∗ X˙1
X1
)
+
(
X˙2 − v∗ X˙2
X2
)
+
a13a21
a12a31
(
Z˙ − w∗ Z˙
Z
− ρ(Y − Z)
2
Y 2
)
=
a21
a12
(X1 − u∗) (r1(u∗ −X1) + a12(v∗ −X2) + a13(w∗ − Y ))
+ (X2 − v∗) (r2(v∗ −X2) + a21(X1 − u∗))
+
a13a21
a12a31
(Y − w∗) (a13(X1 − u∗))− ρa13a21
a12a31
(Y − Z)2
Y 2
=− a21r1
a12
(X1 − u∗)2 − r2(X2 − v∗)2 − ρa13a21
a12a31
(Y − Z)2
Y 2
≤ 0.
(3.11)
Hence, by the LaSalle’s Invariance Principle, the ω-limit set of any solu-
tion of (3.4) is contained in the largest invariant subset of {dL/dt = 0} =
{(u∗, v∗,W,W ) : W > 0}, which is the singleton {(u∗, v∗, w∗, w∗)}. This
completes the proof.
Proposition 3.2. The system (1.1) does not have a positive traveling wave
solution connecting E1 and E∗ for wave speed 0 < c < c∗.
Proof. If 0 < c < c∗, then λ2 and λ3 in (3.6) are a pair of complex eigenvalues
with positive real parts. By looking at the associated eigenvectors given in
(3.7), one is able to conclude that if a solution is in the unstable manifold
of the equilibrium E1, then its w(t) component can not keep nonnegative all
the time when the solution converge to E1 as t → −∞. This completes the
proof.
4 Numerical Simulations and Brief Discus-
sions
We close this work by performing some interesting numerical simulations
with FiPy which is an object oriented PDE solver, written in Python [5].
Some brief discussions and biological implications are also given.
4.1 Numerical Simulations
Consider system (1.1) in one-dimensional bounded space [0, 10] with Neu-
mann boundary condition and parameters, r1 = 0.7, r2 = 0.3, µ = 0.15,
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a12 = 0.15, a13 = 0.5, a21 = 0.2, a31 = 0.5. It is easy to check that the as-
sumptions (H1)-(H3) are satisfied for these parameters. Three cases of initial
functions are taken in the following.
(i) Let u(x, 0) = 0.2 and v(x, 0) = 0.1 for all x, and
w(x, 0) =
{
0.08 if 4.8 ≤ x ≤ 5.2,
0 otherwise.
(ii) Let u(x, 0) = 1 for all x,
v(x, t) =
{
0.1 if 0 ≤ x ≤ 5,
0 otherswise.
w(x, 0) =
{
0.1 if 5 ≤ x ≤ 10,
0 otherwise.
(iii) Let v(x, 0) = 1 for all x,
u(x, t) =
{
0.15 if 0 ≤ x ≤ 5,
0 otherwise.
w(x, 0) =
{
0.1 if 0 ≤ x ≤ 5,
0 otherwise.
Please refer Figure 1-3(a) for graphical representations of initial functions.
For the first case, we simulate that three species u, v, and w migrate
into a new habitat simultaneously. The initial condition is close to E0 at the
time t = 0. Note that species w appear in some places of the habitat for
t = 0, and it diffuses to the whole habitat as time increasing. Meanwhile,
species u is affected by the diffusion of species w negatively, and species v is
affected positively by u. So, eventually, all population densities of all species
approach to the positive spatial homogeneous state solution E∗ of (1.1). We
can see easily the process of transition from E0 to E∗ presented in Figure 1
(b).
For case 2, different initial functions which are close to E1 at time t =
0 are considered. We would like to simulate that species v and w invade
simultaneously into a new habitat with saturated species u. Note that species
v cannot diffuse, so species v appears in the left half space showed in Figure
2(b) for all time. On the left half space, the transition process from E1 to
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(a) initial function (b) transition state
Figure 1: Panel (a) is the initial functions of species u, v, and w, respectively.
In Panel (b), the horizontal axis is the one-dimensional spatial variable rep-
resented the habitat, and the vertical axis is the temporal variable.
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(a) initial function (b) transition state
Figure 2: Panel (a) is the initial functions of species u, v, and w, respectively.
In Panel (b), the horizontal axis is the one-dimensional spatial variable rep-
resented the habitat, and the vertical axis is the temporal variable.
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Figure 3: Panel (a) is the initial functions of species u, v, and w, respectively.
In Panel (b), the horizontal axis is the one-dimensional spatial variable rep-
resented the habitat, and the vertical axis is the temporal variable.
E∗ can be observed clearly. However, on the right half space, we conjecture
that the transition process from E1 to E13 happens.
For the last case, we set the initial functions close to E2 which is saturated
by species v. And species u and w migrate to the left half space of the habitat
with little populations at time t = 0. The transition process from E2 to E∗
on the left half space can also be observed. On the right half space of habitat,
u = w = 0 for time t = 0. However, species w can diffuse to the right half
space of habitat. We conjecture that the population of w in the right half
space of habitat is proportional to the diffusion coefficient d.
4.2 Brief Discussions
In this work, for system without diffusion (1.2), we have showed that if
(H1) doest not hold then limt→∞ u(t) = 0 and limt→∞w(t) = 0 (Lemma
2.2). It can be showed that system (1.2) asymptotically approaches to a
one-dimensional subsystem only involving species v, and this implies that E2
is globally asymptotically stable by Markus limiting theorem [16]. If (H2)
doest not hold then we only have limt→∞w(t) = 0 (Lemma 2.3). However,
we obtain a global results of E12 in Theorem 2.1 under the assumptions
(H1) and µ ≥ a31u∗12. It is clearly that µ ≥ a31 is a sufficient condition
of µ ≥ a31u∗12 because of 0 < u∗12 < 1. Finally, the assumption (H3) is a
sufficient and necessary condition for the existence and global stability of the
positive equilibrium E∗ (Thoerem 2.2). Since the positive equilibrium E∗
does not exist if (H3) is not true, and condition (H3) can be rewritten as the
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form,
0 < r1r2a31 − r1r2µ− a12a31r2 − a12a21µ = (r1r2 + a12a21)(u∗12a31 − µ).
All global dynamics with respective to essential parameters are summarized
in Table 1.
E2 E12 E∗
r1 ≤ a12 GAS @ @
r1 > a12 and µ ≥ a31u∗12 Saddle GAS @
r1 > a12 and µ < a31u
∗
12 Saddle Saddle GAS
Table 1: Classification of dynamics of equilibria with respective to all essen-
tial parameters
For system with diffusion (1.1) and using the high-dimensional shoot-
ing method, we have show the existence of transition between two different
spatial homogeneous states, that is, the existence of traveling wave solution
from E1 to E∗ for c > c∗ = 2
√
d(a31 − µ) which is called the minimal speed.
By the similar manner, motivated by Table 1, it is naturally to consider the
possibilities of other cases. For example, the traveling wave solution from
E2 or E12 to E∗ under the assumptions r1 > a12 and µ < a31u∗12. Or the
traveling wave solution from E1 or E2 to E12 under the assumptions r1 > a12
and µ ≥ a31u∗12. We left these open problems to be considered.
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