We construct collocation methods with an arbitrary degree of accuracy for integral equations with logarithmically or algebraically singular kernels. Superconvergence at collocation points is obtained. A grid is used, the degree of non-uniformity of which is in good conformity with the smoothness of the solution and the desired accuracy of the method.
The integral equation Consider the integral equation u(t)=[\(\t-s\)u(s)ds

The first method
We define some interpolation points in the standard interval [-1, 1]:
By the linear transformation 
The second method
We choose the interpolation points 
Formulation of the main result
The proof is presented in Sections 5 and 6. We shall not specify the constants in (4.2) and (4.3), but note here that, by increasing r, they also increase, and thus the superconvergence at interpolation points is highly useful: to attain a method of mth degree of accuracy in the uniform norm we must choose p = m and r = m/{\ -a) whereas, to attain nearly the same accuracy at the interpolation points, it is sufficient to put ju = m/2 and r = m/(2(l -a)). Numerical testing of the described methods will be undertaken in the future. In the case where m = 2, the method described in Section 3 reduces to the piecewise linear collocation mehod. This method for the uniform grid (in our notation r = 1) is investigated in [2] . Our result for m = 2 and r = 1 is consistent with the results of [2] . Numerical calculations confirm the superconvergence at the points of interpolation (see [2] ). The theorem was announced in [5] . We refer also to Rice [3] , who appears to have been the first to study graded grids for approximation of functions with singularities.
Transition to the operator equation
Let us denote by T the integral operator of equation (1. [ s ]
Piecewise polynomial approximate solutions 435 in the Banach space E = !", with the norm ||u|| = sup o</<fc |«(r)|. Both methods for the solution of (1.1) described above are equivalent to the solution of equation
2) where P n = P nm is the interpolation projector assigning to any continuous function u its piecewise polynomial interpolant:
, < t < t i + l , i = 0 , 1 , . . . , 2 n -I;
the interpolant is determined in each interval [t t , t i+l ] independently; P n u is discontinuous or continuous in break points /,, depending on the choice of (2.1) or ( Since T is a compact operator from L M into C, we conclude by means of standard arguments (see [1] , Lemma 15.5) that \\P n T -T\\ L^^,L^ -» 0 as n -> oo. Now, from the unique solvability of (5.1), it follows that (5.2) is uniquely solvable for sufficiently large n, n > n 0 , whereby In addition to this traditional estimate we need an estimate which follows from equalities u n -P n u = P n T{u n -u), u n -u = (/ -P n T)-\P n u -u) and u n -P n u = (/ -P n T)' l P n T(P n u -u).
Error estimates for the piecewise polynomial interpolant
Let u be any function satisfying (1.4). where m m _, denotes the set of the polynomials of degree < m -1. We prove the inequalities 
\u(t) -v(t)\ = f'u'(s) ds --('' u'(s) ds
and a similar estimate holds for the other half of the interval. Now estimates (6.3) follow, because
r~'~( m~' l ) ; ' < c 6(1 . /=o Thus Proposition 2 is proved. PROPOSITION Choosing h in the case p > m/2 such that h l~a = n*~m and in the case \i < m/2 such that h x~a = n~*, we obtain the estimates (6.4) and (4.4). In the case of a = 0, instead of (6.5) we have \\J\u -P n u)\\ Lu> < c 8/1 (/T fl /i|ln h\ + 5Jln h\) and the proof of the estimates (6.4) and (4.5) is analogous to the one above. Thus Proposition 3 is proved.
To complete the proof of the theorem, note that we obtain (4,2) immediately from (5.3) and (6.1). From (5.4) and (6.4) we get (4.3), since k('*)-«(T tt )| < IK -PM Lm .
The proof of the theorem is now complete.
