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Resumo
Redes Definidas por Software (do inglês - Software-Defined Networking, SDN ) traz um
novo conceito em termos de arquitetura de rede de dados, em resposta às limitações das
redes tradicionais, mas ao mesmo tempo são introduzidos novos desafios de segurança,
para uma rede programável com visão global. Muitos artigos na literatura têm usado
técnicas estatísticas, Entropia e Aprendizagem de Máquina (do inglês -Machine Learning,
ML), isoladamente para detectar ataques DDoS em SDN. A principal questão abordada
por estes trabalhos é estabelecer um limite que melhor separe o tráfego normal do espúrio,
além da ausência de um limiar dinâmico que melhore a eficiência dos algoritmos baseados
em entropia. Este trabalho explora a utilização de ML para o cálculo dinâmico dos
limiares de algoritmos que utilizam entropia e apresenta um método híbrido utilizando
entropia e ML, aqui denominado ML-Entropia, para diferenciá-lo da entropia tradicional
e também três alternativas híbridas de ML (SVR híbrido, SVC híbrido e Random Forest
híbrido), melhorando assim seus resultados na detecção com redução das taxas de erro
em relação a entropia tradicional. Como contribuições são apresentados: Um método
que melhor distinga o tráfego legítimo do espúrio em ML-Entropia e mais três técnicas
alternativas viáveis; Usamos o ambiente Real para validar o experimento e o método;
Uso de tráfego real ao invés de apenas o sintético na validação; Uso de uma técnica na
coleta de dados que não induz sobrecarga ao controlador e finalmente apresentando um
método híbrido que extrai o melhor de ambas as técnicas utilizadas, reduzindo a taxa
de erro e habilitando uma técnica que permite um Limiar Dinâmico. Os resultados, em
ambiente real e emulado, das quatro técnicas são todos comparados com entropia e entre
si e também com três trabalhos na literatura, onde nossos resultados foram superiores
em relação ao estado da arte com taxas de acerto acima de 99%, taxas de erro abaixo
de 1% e além disso a ML-Entropia melhorou em até 3.621% os resultados da Entropia
tradicional, incluindo Tráfego Real, em diferentes tamanhos de janelas e demonstra os
ganhos da técnica proposta.




Software Defined Networking (SDN) brings a new concept in terms of data network archi-
tecture, in response to the limitations of traditional networks, but at the same time new
security challenges are introduced for a programmable network with global vision. Many
articles in the literature have used statistical techniques, Entropy and Machine Learn-
ing, alone to detect DDoS attacks in SDN. The main issue addressed by these papers is
to establish a threshold that best separates normal traffic from spurious traffic, and the
absence of a dynamic threshold that improves the efficiency of entropy-based algorithms.
This work explores the use of ML for the dynamic calculation of algorithm thresholds us-
ing entropy and presents a hybrid method using entropy and ML, here called ML-Entropy,
to differentiate it from traditional entropy and also three hybrid ML alternatives (hybrid
SVR, hybrid SVC and hybrid Random Forest), thus improving its results in detection
with reduced error rates compared to traditional entropy. As contributions are presented:
A method that best distinguishes legitimate traffic from spurious traffic in ML-Entropy
and three more viable alternative techniques; We use the Real environment to validate
the experiment and the method; Use of real traffic instead of just synthetic traffic in the
validation; Use of a technique in data collection that does not overload the controller
and finally presenting a hybrid method that extracts the best of both techniques used,
reducing the error rate and enabling a technique that allows a Dynamic Threshold. The
results, in real and emulated environment, of the four techniques are all compared with
entropy and among themselves and also with three works in the literature, where our
results were superior in relation to the state of the art with hit rates above 99%, error
rates below 1% and in addition ML-Entropy improved by up to 3.621% the results of
traditional Entropy, including Real Traffic, in different window sizes and demonstrates
the gains of the proposed technique.
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A Rede Definida por Software (do inglês - Software-Defined Networking, SDN) surgiu em
resposta à necessidade de adaptações rápidas das redes tradicionais, abstraindo a rede em
Plano de Dados e Plano de Controle, permitindo um controle centralizado e visão global da
rede [9]. A sua utilização comercial já é uma realidade, implementada em muitas grandes
empresas, mas traz alguns desafios relacionados com a segurança da informação [10]. Por
exemplo, um ataque dirigido ao controlador pode parar toda a rede [11]. Os ataques DDoS
têm crescido a taxas anuais elevadas [11], atingindo 1.3 Tbps, tal como reportado em [12],
acometendo redes tradicionais e SDN. A atenuação deste tipo de ataque é necessária
para manter a disponibilidade das redes. A utilização de técnicas estatísticas e Machine
Learning ML para mitigar este problema é apresentada em [13–15]. De fato, diferenciar o
tráfego legítimo do espúrio para lidar com ataques DDoS ainda é um grande desafio [16].
A entropia tem sido utilizada para detectar ataques DDoS com técnicas de ajuste do
limiar como desvio padrão e outros [15]. Caraka et al [17] utilizaram algoritmo de regressão
SVR onde o peso de cada kernel é optimizado durante o treino noutro contexto. Em [6–8],
os autores propuseram um método de detecção híbrido no qual os resultados da Entropia
são entregues aos algoritmos ML para detectar o ataque. Os trabalhos anteriormente
referidos compartilham o mesmo objetivo, que é o de vencer o desafio do melhor limiar
que separa o tráfego legítimo do espúrio, além da ausência de um limiar dinâmico que
melhore a eficiência dos algoritmos baseados em entropia. No entanto, estão limitados ao
que a entropia por si só oferece de ajuste ou simplesmente entregam ao ML este trabalho
sem considerar o custo computacional que pode ter impacto no desempenho geral da rede.
Este trabalho explora a utilização de ML para o cálculo dinâmico dos limiares de
algoritmos que utilizam entropia e apresenta um método híbrido utilizando entropia e
ML, aqui denominado ML-Entropia, para diferenciá-lo da entropia tradicional e também
três alternativas híbridas de ML (SVR híbrido, SVC híbrido e Random Forest híbrido).
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ML-Entropia difere dos trabalhos anteriores pois utiliza o ML para encontrar o me-
lhor limiar e aprimorar a detecção de ataque. A abordagem resultante reduz a taxa de
erro e permite um limiar dinâmico, de acordo com o estado da rede. Foram realizadas
experiências tanto em ambiente real como emulado, onde os resultados foram superiores
que a literatura aqui comparada e mostram que a abordagem proposta neste trabalho
atinge taxas de acerto de detecção superiores a 99%, taxas de erro inferiores a 1% e, além
disso, o ML-Entropia melhorou em até 3.621% as taxas de erro em relação à Entropia
tradicional. Este projeto de pesquisa se apoia na SDN para aplicação do experimento,
mas a solução poderá ser aplicada também em Redes Tradicionais. Contudo ressalta-se
que o diferencial deste trabalho é que a solução já estará pronta e habilitada para explorar
todo o potencial existente nas Redes SDN, em termos de mitigação e implementação em
qualquer de seus planos, ao contrário de soluções que só visam Redes Tradicionais ou só
Redes SDN.
1.1 Motivação
O ambiente corporativo real que se beneficia da implementação da solução proposta é
uma empresa que tem a competência para desapropriar, desocupar, recuperar, isolar,
proteger e conservar áreas de preservação de mananciais utilizados ou reservados para fins
de abastecimento à população da região, bem como para controlar as ações poluidoras
de suas águas, inclusive além dos limites de sua concessão. A empresa possui atividades
ininterruptas com funcionamento 24x7, pois seus serviços tem impacto direto sobre a
manutenção da vida humana na região em que atua como em hospitais, presídios e do
meio ambiente entre outros.
Nesse sentido a empresa tem investido em infraestrutura de rede a fim de garantir a
disponibilidade das informações em tempo integral e no ano de 2017 adquiriu e implemen-
tou uma infraestrutura de virtualização de rede, também conhecida no meio acadêmico
como SDN, aqui já definido, para atender a camada CORE (núcleo da rede onde estão
localizados os principais servidores de rede, segurança e aplicações, além dos ativos de
rede de núcleo) e Rede Desmilitarizada (do inglês - Demilitarized Zone, DMZ), buscando
garantir a continuidade dos negócios através da geodistribuição dos dados e serviços com
balanceamento de carga entre dois data centers, tornando a rede de dados corporativa hí-
brida com parte dela no modelo tradicional baseada em dispositivos físicos e outra parte
virtualizada e integrada ao legado.
Este modelo de infraestrutura híbrida SDN é, em termos de tecnologia hoje dispo-
nível no mercado, inovador e promissor, devido a programabilidade da rede, contudo
no meio acadêmico, muito ainda se discute a respeito de seu desempenho, segurança e
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o impacto desses quando integrado a redes Múlti-inquilinos (do inglês - Multi-Tenant),
como em [18–21]. Considerando a relevância que a infraestrutura tem na continuidade
dos negócios e o alto impacto socioeconômico da sua indisponibilidade, garantir que essa
infraestrutura SDN está adequada é importante. Portanto detectar e informar vulnera-
bilidades é fundamental para garantir a maior disponibilidade e segurança, direcionando,
em tempo, ações de melhoria e mitigação de riscos para não comprometer o negócio e
nem vidas humanas.
1.2 Justificativa
Alguns desafios e lacunas em SDN foram abordados e apresentados por [16], que realizaram
uma extensa pesquisa do estado da arte em SDN, aqui apresentamos de forma sintética os
de relevância para este trabalho, tais como: Implementar soluções que melhor diferenciem
o tráfego legítimo do espúrio; Ausência de pesquisas que implementem em ambiente real as
abordagens propostas; Uso de tráfego real ao invés de sintético nas pesquisas; Soluções de
segurança que retirem a sobrecarga do Plano de Controle e Uso de técnicas eficientes que
utilizem coletas de estatísticas fora do Plano de Controle retirando a carga do controlador.
Os Ataques do tipo DDoS têm crescido anualmente com taxas elevadas e representam
um risco para todas as redes [11, 22, 23]. Instituições financeiras e outras corporações
têm sido vítimas com percentuais significativos de perdas financeiras [24]. Os dispositi-
vos tradicionais de segurança não foram capazes de impedir nem o maior ataque desse
tipo registrado em fevereiro de 2018 na Akamai, um importante provedor de serviços
na Internet, que hospeda o GitHub [12]. Vários trabalhos de pesquisa foram realizados
para demonstrar as vulnerabilidades e prover um melhor sistema de detecção de ataques
DDoS, como em [11, 13, 15], que usaram abordagens estatísticas ou que usaram técnicas
de Machine Learning (ML) isoladamente para esse fim [14,25,26]. A questão em comum
a estes trabalhos é a definição do melhor limiar e como encontrá-lo em técnicas como em
Entropia ou mesmo em ML para melhor determinar a possibilidade de tráfego específico
ser considerado espúrio ou não, que é um dos desafios a ser vencido, segundo [16]. Outra
questão abordada por [8] é a necessidade, não apenas de um melhor limiar, mas também
dele poder ser dinâmico e acompanhar as constantes mudanças que ocorrem na rede.
Este trabalho de pesquisa propõe um mecanismo híbrido que possibilite o uso de duas
técnicas (Entropia e Machine Learning) de forma conjunta e eficiente, onde um melhor
coeficiente de previsão do limiar utilizado no cálculo da entropia é encontrado pelo ML
e devolvido à entropia, que denominaremos como ”ML-Entropia”, para diferenciá-la da
entropia tradicional, aqui usada a Entropia de Shannon, melhorando assim seus resultados
na detecção ML-Entropia em comparação com entropia tradicional. O trabalho não se
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limita a esta técnica apenas e também apresenta mais três outras alternativas, todas
na abordagem híbrida, usando algoritmos de ML, de Regressão e de Classificação (SVR
Híbrido, SVC Híbrido e Random Forest Híbrido), recebendo os cálculos da entropia como
entrada de dados, calculando o melhor limiar de separação dos dados de ataque e legítimo
na detecção do ataque, seguida da detecção do ataque por eles, gerando seus resultados
individuais para comparação entre as diversas técnicas do experimento. Esta abordagem
também permitirá, em todas as técnicas, que o limiar seja dinâmico e ajustável ao estado
atual da rede. Pretende-se ainda melhorar as métricas de desempenho na detecção de
ataques do tipo DoS/DDoS volumétrico e reduzir as taxas de erros, em relação à entropia
tradicional, evitando que serviços importantes da rede fiquem indisponíveis devido a este
tipo de ataque. Reduzir as taxas de erro implica em evitar alarmar e bloquear falsamente
um usuário legítimo ou ignorar e permitir um atacante real, nos dois casos a situação é
prejudicial. Outro fator importante é que quanto maior a taxa de erro maior a chance dos
administradores de rede passarem a ignorar os alarmes por descrédito no mecanismo de
segurança, o que também representa um risco, pois o alarme ignorado pode ser verdadeiro.
As principais contribuições deste trabalho de pesquisa podem ser resumidas, de acordo
com os desafios e lacunas de pesquisa discutidos em [16], da seguinte forma:
• Um método híbrido que pode distinguir melhor o tráfego legítimo do espúrio, com
valor do limiar que é o coeficiente de previsão fornecido pelo ML para ML-Entropia,
reduzindo a taxa de erro em comparação a Entropia de Shannon;
• Usar o ambiente Real para validar experimentos emulados (Mininet) aplicando o
método proposto sob condições reais para validar o método;
• Uso do tráfego real ao invés de usar apenas o sintético na validação do método;
• Uso de uma técnica alternativa com os protocolos Netflow e IPFix na coleta de
fluxos de dados, evitando o uso do Plano de Controle, que induz a um overhead ao
controle centralizado, de acordo com [27];
• Um método com técnica de ML que permite que o Limiar seja Dinâmico e acompa-
nhe o estado atual da rede;
• Um método que já é habilitado para explorar todo o potencial existente em SDN,
mas que também é aplicável às redes tradicionais.
Os resultados em ambiente real e emulado são comparados com três trabalhos seme-
lhantes na literatura e os resultados das alternativas de técnicas deste experimento entre
si, onde temos a Entropia tradicional, ML-Entropia, SVR híbrido, SVC híbrido e Random
Forest híbrido, todos os híbridos recebendo como dados de entrada os cálculos da Entro-
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pia. As Métricas de Acurácia, Precisão, Taxa de Erro, Recall e F1-Score são utilizadas
para aferir o desempenho e determinar a efetividade da técnica híbrida aqui proposta.
1.3 Objetivo Geral
Desenvolver um mecanismo de detecção de ataque DDoS em SDN, utilizando Entropia e
Machine Learning que melhor separe o tráfego legítimo do espúrio, reduzindo a taxa de
erro em comparação a Entropia de Shannon, com limiar dinâmico que possa ser ajustável
ao estado atual da rede com uso de ML.
1.3.1 Objetivos Específicos
• Desenvolver um mecanismo híbrido de detecção de ataques DDoS em SDN que
melhore o desempenho da detecção comparado à Entropia tradicional (de Shannon);
• Desenvolver um mecanismo híbrido de detecção de ataques DDoS em SDN que
melhore o desempenho da detecção comparado ao Algoritmo de Regressão (SVR);
• Apresentar alternativas de técnicas dentro dessa abordagem que permita ao admi-
nistrador da rede escolher a mais viável para sua realidade;
• Permitir que o mecanismo híbrido desenvolvido tenha um limiar que possa ser ajus-
tável ao estado atual da rede;
• Implementar em ambiente sintético para comprovação de viabilidade da proposta;
• Implementar em ambiente real para validação e comprovação da efetividade do
mecanismo desenvolvido;
• Comparar as técnicas híbridas do mecanismo híbrido proposto entre si e com En-
tropia tradicional, comparando também com soluções semelhante na literatura,;
• Utilizar técnica que permita a coleta do fluxo de dados e análise para detecção do
ataque que não sobrecarregue o Plano de Controle;
• Apresentar um método que já é habilitado para explorar todo o potencial existente
em SDN, mas que também é aplicável às Redes tradicionais.
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1.4 Estrutura do Documento
Este documento está estruturado da seguinte forma:
• Capítulo 2: A fundamentação teórica é apresentada para contextualizar o leitor
sobre os principais conceitos aqui abordados e também para melhor entendimento
quanto as principais escolhas feitas na condução do experimento;
• Capítulo 3: Uma revisão da literatura é realizada apontando os desafios e abor-
dagens em SDN, enfatizando entropia, Machine Learning e as diversas técnicas
utilizadas para encontrar o melhor limiar;
• Capítulo 4: A proposta de trabalho é detalhada, bem como os caminhos a serem
seguidos para atingir os objetivos;
• Capítulo 5: A metodologia adotada neste trabalho de pesquisa segue o Design
Science Research (DSR) e suas etapas são definidas neste capítulo, além da me-
todologia na condução do experimento, para melhor avaliação de desempenho da
solução desenvolvida, detalhando e justificando as definições;
• Capítulo 6: Os ambientes emulado e real do experimento são detalhados e os
resultados obtidos são apresentados, comentados, analisados e comparados com uma
conclusão a respeito da viabilidade da proposta;
• Capítulo 7: São feitas as considerações finais dos objetivos alcançados com base





Os principais conceitos deste trabalho foram abordados neste capítulo para um melhor
entendimento da proposta e soluções adotadas na implementação do mecanismo de segu-
rança. Na Seção 2.1 foi feita uma explanação do que é uma SDN e como ela se diferencia
de uma rede tradicional, seu funcionamento e protocolos, depois na Seção 2.2 as ferramen-
tas de emulação e simulação de redes SDN foram apresentadas e como elas possibilitaram
a montagem do ambiente de teste para produção de um Modelo com os resultados sin-
téticos, importantes para testar sua viabilidade antes de seguir para uma abordagem de
aplicação da solução em ambiente real. Na sequência, a Seção 2.3 aborda os principais
mecanismos de segurança e porque eles não eliminam a necessidade de mecanismos de
segurança complementares como este aqui proposto no trabalho, seguindo com a Seção
2.4 que explica por que os ataques DoS/DDoS são relevantes em termos de risco a serem
mitigados em redes SDN ou Tradicional, além de uma explanação de seu funcionamento
e classificação, posteriormente a Seção 2.5 trata a respeito da teoria da entropia e como
ela é usada na detecção de ataques, e por fim a Seção 2.6 explica o Machine Learning,
falando brevemente dos principais algorítimos e técnicas, sua aplicabilidade e como ele foi
útil nessa abordagem de pesquisa devido a suas características de aprendizado.
2.1 Redes SDN
Conforme ilustrado na Figura 2.1 nas redes tradicionais a tomada de decisão (controle) e o
encaminhamento dos dados estão localizados nos dispositivos físicos de rede e fortemente
acoplados um ao outro, onde esta característica somada à baixa capacidade de programa-
ção dos dispositivos limita o suporte à disponibilização de novas funcionalidades [28]. A
Rede Definida por Software (SDN) é a virtualização da rede e surgiu em resposta às limi-
tações da rede tradicional, sendo ainda muito discutida na academia e na indústria [18]. A
literatura nos têm apresentado como grandes vantagens da SDN a simplificação de imple-
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mentação, a flexibilidade de adaptação às constantes mudanças requeridas pelo negócio,
a programabilidade da rede e a visão global da rede e seus aplicativos em execução [19].
Ela desacopla o controle do dispositivo, abstraindo a rede em camadas definidas como




































Figura 2.1: Rede Tradicional versus Rede SDN.
Definida como uma arquitetura de rede que possui quatro pilares por [28] da seguinte
forma:
1. Os planos de controle e dados são desacoplados, o que resulta em dispositivos de
rede se tornando elementos de simples encaminhamento de pacotes, regidos por um
controlador;
2. As decisões de encaminhamento são baseadas em fluxo. No contexto SDN-OpenFlow,
um fluxo é uma sequência de pacotes entre uma origem e um destino, onde todos
recebem políticas de serviço idênticas nos dispositivos de encaminhamento;
3. A lógica de controle é gerenciada por um controlador.
4. A rede é programável por meio de aplicativos de software executados sobre o con-
trolador que interage com os dispositivos do plano de dados subjacentes.
Na abstração do paradigma SDN, conforme Figura 2.2, os serviços e aplicações estão no
Plano de Aplicação (plano mais alto), enquanto a inteligência ou o controle é desacoplado
do hardware e está localizado no Plano de Controle (plano intermediário), comparado a um
sistema operacional, com controle centralizado, o que pode representar um ponto único de
falha, com controlador único ou múltiplos controladores distribuídos, necessitando neste
caso de mecanismo de sincronismo entre eles para convergência do conhecimento único do
estado geral da rede, disponibilizando ainda uma interface programável aberta que permite
































Figura 2.2: Infraestrutura SDN e Comunicação das Interfaces Northbound e Southbound.
O Plano de Controle é a camada em que todos os cálculos são feitos e as decisões são
tomadas. O controlador desempenhará o papel mais importante na rede, responsável por
coletar e gerenciar todas as informações de status da rede, o que oferece a possibilidade de
gerenciamento automático da rede [19]. Os usuários podem modificar o protocolo interno
do roteador programando para obter melhor desempenho de troca de dados e aprimorar a
flexibilidade para suportar o rápido crescimento das necessidades de negócios da rede [10].
Após a tomada de decisão ele informa os elementos de encaminhamento do Plano de Dados
na camada abaixo, atualizando suas tabelas de fluxo [19]. Isso é feito usando a interface
segura de comunicação sul chamada de SouthBound que fica entre a camada de controle e
de dados, usando um protocolo como o OpenFlow [29], que implementa a lógica de controle
que será traduzida em comandos a serem instalados no plano de dados, através da tabela
de fluxos, armazenada na memória do switch, ditando o comportamento dos dispositivos
de encaminhamento [28]. Existe outra interface de comunicação norte entre a camada de
Controle e a camada de Aplicação que é chamada de NorthBound, também é definida na
SDN uma interface de comunicação de sentido leste e de sentido oeste para prover a troca
de informações entre os controladores, denominadas WestBound e EastBound [29].
O Plano de Dados (plano mais baixo) é composto pelos dispositivos de encaminha-
mento que são responsáveis pelo encaminhamento de fluxo dos dados, tais como Switches,
Open Virtual Switches (OVS), Roteadores e Wireless Acess Point [19]. Eles não tomam
nenhuma decisão e estão inteiramente dependentes das regras de fluxos que são definidas
no plano de controle e inseridas em suas tabelas de fluxos, que são armazenadas em memó-
ria, com tempo de validade definidos por regra [28]. Sempre que um caminho desconhecido
aparecer uma nova regra de encaminhamento será requisitada ao Controlador e adicionada
à tabela de fluxo [28]. O protocolo OpenFlow é o responsável por toda a comunicação
no plano de dados e deste com o plano de controle através da interface southbound, ele
foi padronizado em 31 de dezembro de 2009 com a publicação de suas especificações pelo
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Open Networking Foundation (ONF), uma organização dedicada à promoção e adoção
de Redes Definidas por Software (SDN) [29]. Ele tem evoluído ao longo dos anos desde
sua primeira versão até os dias atuais com a contribuição da industria e da academia que
muito tem investido em sua pesquisa e desenvolvimento, conforme Roadmap da ONF [1]
na Figura 2.3, que traz uma breve descrição de suas versões, listando suas principais ca-
racterísticas [1]. Do lado acadêmico, o OpenFlow Network Research Center (ONRC) foi
criado com foco na pesquisa em SDN. Também houve esforços de padronização da SDN
na IETF e IRTF e em outras organizações produtoras de padrões [19].
Dez/2009 Fev/2011 Abr/2012Dez/2011 Ago/2013 Jan/2015
OpenFlow 1.0
OpenFlow 1.2 OpenFlow 1.4
OpenFlow 2.0
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Switches programáveis ?
?
OpenFlow 1.5OpenFlow 1.3OpenFlow 1.1
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Pipeline com reconhecimento de
tipo de pacote
Figura 2.3: Linha do tempo das versões OpenFlow, baseado em [1].
O sucesso da SDN não está restrito ao campo de pesquisa e academia, mas também
se aplica com sucesso no mundo real em empresas como Google que implementou a rede
B4 e alcançou uma utilização de rede sem precedentes de 95%, bem como a Microsoft
que implementou o controlador OpenDaylight para aprimorar a experiência de vídeo dos
usuários do Skype [10]. Também a rede de lojas GAP e a Viptela colaboraram para aplicar
a tecnologia SD-WAN em 1.350 lojas nos EUA [10]. De acordo com os dados divulgados
pela Research and Markets na Irlanda, o volume de negócios da SDN crescerá a uma taxa
anual de 42,3% nos próximos seis anos [10]. Até 2023, espera-se que os lucros da SDN no
mercado global de operadoras atinjam US $ 9,5 bilhões, sendo a SDN denominada pelo
MIT como “uma das dez principais tecnologias inovadoras para mudar o mundo“ [10].
A industria resolveu unir forças com o ONF e no dia 12 de março de 2018, foi anunciada
a formação do projeto ONF Stratum com o objetivo criar a próxima geração da SDN
(NG-SDN) baseada na tecnologia utilizada pelo Google em seus próprios ambientes SDN
[30]. Fazem parte do projeto ONF Stratum: Google, Tencent, China Unicom, NTT,
Turk Telekom, Big Switch Networks, VMware, Broadcom, Cavium, Mellanox e Xilinx
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[30]. Este Projeto promete levar a SDN para um próximo nível, com funcionalidade de
controle de pipeline habilitada por meio do uso da linguagem P4 que ajuda a definir um
pipeline de plano de dados, permitindo programar dinamicamente as tabelas de pipelines
de encaminhamento em um switch [30].
2.2 Ferramentas de Simulação e Emulação
É de fundamental importância que antes de se implementar uma solução em ambiente
real seja feito um teste de prova ou prototipação da solução para não comprometer o
ambiente de produção, o que pode resultar em perdas financeiras. Algumas ferramentas
de simulação e emulação em SDN estão disponíveis para apoiar nesse sentido, sendo
preferível um emulador por se aproximar mais do ambiente real que o simulador, são elas:
• EstiNet: É um software próprietário que requer licença de uso, trata-se de um simu-
lador e emulador de redes SDN que permite a utilização de controladores externos
com uso do OpenFlow nas versões 1.0 e 1.1 [31]. Segundo Wang et al. ele é um
emulador confiável mesmo utilizando grandes cargas de dados e comparado com o
Mininet funcionou bem no geral, no entanto, demostrou algumas inconsistências
dependendo do cenário do teste [32].
• NS-3: É um software de código aberto, escrito em C++, direcionado principalmente
para pesquisa e uso educacional. Está limitado ao OpenFlow 0.8.9, vale ressaltar
que o OpenFlow está na versão 1.5 [33].
• Mininet: É um software de código aberto desenvolvido por pesquisadores da Uni-
versidade de Stanford, com o objetivo de auxiliar no desenvolvimento de redes SDN.
Trata-se de um emulador capaz de criar hosts, switches tradicionais e Open Virtual
Swicth (OVS), controladores, links e roteadores. Com Mininet é possível criar redes
com grande quantidade de nós por linha de comando ou interface gráfica, como
também é possível conectar com outras redes e outros computadores, permitindo o
uso do OpenFlow nas versões 1.0 até 1.3 [34]. O código desenvolvido no Mininet
pode ser movido para uma rede de produção real [11].
2.3 Dispositivos de Segurança
As corporações investem em dispositivos de segurança da informação, para suas redes
traicionais, dos mais variados tipos como Firewall, Sistemas de Detecção de Intrusão
(do inglês - Intrusion Detection System, IDS), Sistemas de Prevenção de Intrusão (do
inglês - Intrusion Prevention System, IPS) e outros, pois cada um tem seu propósito
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específico e é esse conjunto de especialidades em perímetros bem definidos na rede que
vão mitigar os ríscos. Na tentativa de um gerenciamento reduzido, menores custos de
suporte e complexidade de uso, surgiram os Gerenciadores Unificados de Ameaças (do
inglês - Unified Thread Management, UTM), que vieram com a promessa de substituir
vários mecanismos de uma só vez por um único appliance [35], contudo se observou com
esses dispositivos, já consolidados no mercado, que mesmo assim, isso não descartou a
necessidade de mecanismos especializados. Vejamos as razões.
Os sistemas IDS geralmente usam métodos baseados em assinaturas ou em anomalias
para detectar ataques, pacotes e tráfego maliciosos [36]. A diferença básica entre um IDS
e um IPS é que o primeiro apenas alerta e o segundo executa ações de contramedidas
predefinidas. Baseados em assinaturas são eficientes, mas estão limitados aos modelos já
conhecidos em sua base, sendo ineficazes aos desconhecidos. Os baseados em anomalias
buscam e classificam anomalias no tráfego da rede normal [36], contudo eles apresentam
uma alta taxa de falsos alarmes [35].
Os Firewalls são muito eficazes no controle de fronteiras de dentro para fora e vice-
versa, contudo são vulneráveis a backdoors de aplicações. Os UTMs que são caixas ou
Appliances que tentam exercer a função de tudo em um, como Firewall, IDS/IPS, anti-
spam de gateway, antivírus de gateway (AV), filtro de conteúdo, segurança de camada de
aplicação, balanceamento de carga, prevenção de vazamento de dados, segurança VPN
e VoIP [35]. Cada módulo de função pode ser ativado independente de outro, contudo
quando vários ou todos os dispositivos estão ativos problemas de manipulações de pro-
cessamento de pacotes repetidas em diferentes pontos de verificação podem ocorrer, re-
sultando em problemas redundantes de classificação de pacotes [35].
Cada dispositivo tem sua vantagem e desvantagem, sendo que o uso de um não des-
carta a necessidade do outro, pois o conjunto de soluções de segurança implementados
em uma infraestrutura melhora o nível de segurança, apoiando não apenas em termos de
especialidades, mas também de abrangência perimetral. Outro ponto é que são todos con-
cebidos para redes tradicionais e com controle acoplado ao hardware, requerendo ajustes
para uso em SDN e com perda da capacidade de programabilidade das redes SDN. Por
fim na SDN, um invasor pode ignorar os dispositivos de segurança, resultando na falha
das medidas de segurança pré-implantação [10].
2.4 Ataques de Negação de Serviço
Ataques de negação de serviço (do inglês - Denial of Service, DoS) são hoje o maior desafio
em segurança de redes, pois com pouco esforço é possível alcançar mais de 5000 ataques
com o tipo de ataque de negação de serviço distribuído (do inglês - Distributed Denial
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of Service, DDoS) [13]. O ataque DoS/DDoS é caracterizado pela tentativa maliciosa de
esgotar os recursos de um computador ou de uma rede enviando tráfego pesado para o alvo,
exaurindo os recursos do dispositivo ou do link [11]. Segundo Mansfield, 2014 [24], que
mediu a incidência de ataques de negação de serviço, com fluxos à época registrados entre
100 a 300 Gbps, distribuindo suas taxas de incidência na industria segundo a atividade
da seguinte forma: Financeira 37%, Varejo 24%, Serviços 20%, Manufatura 20%. O autor
finaliza considerando que esse número chegaria a ordem de Terabits em pouco tempo.
Os ataques DDoS podem ser organizados em dois tipos principais: volumétricos e não
volumétricos [37]. Os ataques volumétricos, também conhecidos como ataques de satura-
ção de recurso, geram tráfego excessivo em bits por segundo (bps) até exaurir um recurso
de rede, utilizando técnicas de amplificação e reflexão para lançar o ataque, como exem-
plo temos UDP/TCP floods, ICMP flood, etc [22]. Os ataques não volumétricos, também
conhecidos como ataques de baixo volume e lentos, exploram características específicas
do protocolo ou detalhes de implementação, como uma string incompleta, segurando a
conexão com a vítima por tempo indefinido, que por sua vez deixa de responder usuários
legítimos, tal como Slow HTTP (HyperText Transfer Protocol) headers [37]. Quanto aos
recursos explorados, segundo Mirkovic e Reiher [38] os ataques podem ser caracterizados
como de:
• Aplicação: Uma aplicação é direcionada a um host para negar uso legítimo;
• Host: Torna um host inacessível;
• Recurso: Sobrecarrega um servidor para mantê-lo vinculado ao fluxo contínuo de
solicitações falsas;
• Rede: Ataque volumétrico de tráfego a uma rede até esgotar o link;
• Infraestrutura: Tem como alvo o servidor de DNS, como exemplo.
Comparando o primeiro trimestre de 2013 ao último trimestre de 2012 o índice de
ataque DDoS cresceu 718%, sendo que nem todos os ataques podem ser detectados ou
documentados [11], mais de 100% de aumento foi observado em 2017 em relação a 2016 [22]
e em 2020 570% em relação a 2019 [23]. Às 17h28 GMT, 28 de fevereiro de 2018, a Akamai
sofreu um ataque DDoS de 1.3 Tbps contra um de seus clientes, o GitHub, conduzido
por uma técnica chamada Memcached Reflection baseado em tráfego UDP, este foi um
ataque de reflexão amplificada cuja descoberta havia sido anunciada pouco tempo antes
pela própria Akamai e outras empresas de segurança de rede [12].
O ataque utilizado neste projeto é volumétrico, dessa forma seguiremos descrevendo
um ataque desse tipo. O ataque de negação de serviço distribuído (DDoS) é o DoS com
dois ou mais envolvidos no ataque de forma coordenada a um mesmo alvo. Segundo
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Alomari et al. 2012 [39] no DDoS o “Atacante“ implanta o código malicioso, denominado
de “Botnet“ usados principalmente para ataque à camada de aplicação, no(s) PC(s), que
são denominados de “Zumbis“, após transformá-los em Zumbis, no momento do ataque
o Botnet é executado e um fluxo de tráfego, partindo do(s) Zumbi(s), é direcionado para
a vítima (Alvo), potencializando o ataque. Em um método mais sofisticado o criminoso
pode usar uma camada intermediária de PCs, aqui denominados de “Manipuladores“,
para orquestrar o ataque, onde cada Manipulador possui um número específico de Zumbis
sob seu comando, reduzindo o esforço anterior. Este método é um dos métodos mais
comuns usados na sobrecarga e interrupção de serviços de rede.
O DDoS pode assumir uma arquitetura complexa, conforme Figura 2.4, esta arqui-
tetura contém todos os elementos descritos anteriormente para o tipo volumétrico de
ataques de negação de serviços já caracterizados, contudo uma evolução deste tipo de
ataque transformou a vítima Alvo em “Alvo Espelho“ para um ataque maior ainda, utili-
zando uma solicitação de serviço a um servidor legítimo (“Alvo Espelho“), que representa
um pedido de tamanho pequeno, mas alterando o IP de origem para outro servidor legí-
timo, a segunda vítima (“Alvo da Reflexão Amplificada“), que receberá as respostas que
possuem tamanhos maiores em comparação aos pedidos feitos, ou seja, um menor esforço
com maior impacto, que é denominado de ataque DDoS de Reflexão Amplificada [37].
ATACANTE MANIPULADORES ZUMBIS
Botnet






O pedido tem tamanho pequeno. 
A resposta tem tamanho maior que o pedido. 
ALVO ESPELHO
Figura 2.4: Ilustração da Arquitetura do Ataque DDoS de Reflexão Amplificada.
Os ataques de DoS/DDoS são o principal modo de ataque para reduzir a disponibi-
lidade de uma rede [10]. Diversas abordagens tem sido utilizadas para mitigar ataques
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DDoS como métodos de entropia, aprendizado de máquinas ou desenvolvimento de apli-
cações que rodam no plano de aplicação para este fim, este assunto será detalhado no
Capítulo 3 na Seção 3.1 e para dar continuidade aos fundamentos teóricos abordar-se-á
apenas os conceitos de entropia e aprendizado de máquinas para um melhor entendimento
das duas técnicas em separado.
2.5 Entropia
O conceito de entropia tem origem na mecânica estatística e foi transformado em uma
medida de quantidade de informação no desenvolvimento da teoria da informação de
Claude Shannon [40]. Em síntese, Shannon inicia a Teoria Matemática da Comunicação
afirmando que a informação de uma mensagem pode ser mensurada pela quantidade do
que ele chamou de “entropia“, e que é relacionada com a frequência dos símbolos transmi-
tidos (os símbolos fazem parte de um repertório finito, que define a forma de codificação
das mensagens). Ele adverte que a quantidade de informação de uma mensagem é in-
dependente de seu significado. Como consequência da abordagem estatística adotada,
demonstra que a entropia zero é obtida quando existe a certeza da transmissão de um
único símbolo e, no caso oposto, a entropia máxima é obtida quando a frequência dos sím-
bolos é equiprovável [40]. Em outras palavras Shannon observa que a entropia máxima
ocorre quando as possibilidades são equiprováveis, assim, quanto maior for a diferença
entre as probabilidades, menor será a entropia, e esta é a situação de maior incerteza.
Na fórmula extrai-se o logaritmo de uma probabilidade (que por definição, é um nú-
mero fracionário entre 0 e 1). Sabe-se que o logaritmo de um número fracionário é nega-
tivo. O sinal negativo na fórmula de Shannon é decorrência da demonstração algébrica
do teorema da entropia e que serve para tornar seu valor positivo [40]. Shannon definiu
o cálculo da Entropia na Equação 2.1, onde H é a entropia, x é um evento no conjunto,




Pi log2 Pi (2.1)
Entropia tem sido utilizada na detecção de ataques em SDN, demonstrando ser uma
boa abordagem que é leve computacionalmente por [11, 13, 15, 41], apenas para citar
alguns trabalhos que aplicaram o cálculo de entropia nos dados estatísticos gerados pela
rede SDN na busca por tráfego espúrio. Os resultados tem se demonstrado viáveis e
promissores [16]. Em condições de ataque DDoS, o comportamento esperado dos dados
será distribuído para endereços de origem falsificados e concentrado para endereços de
destino, onde a entropia captura este comportamento distribuído e concentrado [42].
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Na prática, para entendimento da aplicação de entropia na detecção de ataques, como
exemplo, imagine que, em uma comparação par a par, os atributos Entropia Média do
IP de Origem (E_IPOrig) e Entropia Mínima do IP de Destino (EMinIPDest) são
selecionados para definir os limiares de comparação (Λ) em um peso (T1) para E_IPOrig
e um peso (T2) para EMinIPDest, onde T1 e T2, no exemplo, podem ser duas vezes o
desvio padrão da Entropia do IP de Origem/Destino, respectivamente. Assim sendo temos
o seguinte exemplo: Λ = Se (E_IPOrig < T1) & (EMinIPDest > T2) Então Ataque
Senão Normal. O desafio é justamente definir um limiar com um peso que melhor separe
o tráfego espúrio do legítimo na comparação.
2.6 Machine Learning
O Machine Learning (ML) é parte do Data Mining ou Knowledge Data Discovery (KDD),
proposto por Faayad [2] segundo ele o valor de armazenar volumes de dados dependente da
nossa capacidade de extrair relatórios úteis, identificando eventos e tendências interessan-
tes, apoiando decisões e políticas com base em análise estatística, inferência e exploração
dos dados para atingir metas comerciais, operacionais ou científicas. O processo é descrito
na Figura 2.5, que é uma coleção de técnicas que buscam conhecimento através de padrões
estruturais nos dados, com capacidade de aprender automaticamente com a experiência e
melhorar sua base de conhecimentos [43]. Em 1983, Herbert Alexander Simon observou
que aprender denota mudanças no sistema que são adaptativas no sentido de que elas
permitem que o sistema faça a mesma tarefa ou tarefas extraídas da mesma população
de forma mais eficiente e eficaz na próxima vez [44].
As técnicas de KDD estão divididas em diversos métodos como Classificação, Modelos
de Relacionamento entre Variáveis, Analise de Agrupamento, Sumarização, Modelo de
Dependência, Regras de Associação e Analise de Séries Temporais, conforme definido
por [2]. Segundo Ribeiro et al. 2013 [45] classificação é o aprendizado de uma função a
ser usada para mapear dados em uma de várias classes discretas definidas previamente.
A análise discriminante permite que dois ou mais grupos possam ser comparados com o
objetivo de determinar se diferem uns dos outros e, também, a natureza da diferença, de
forma que, com base em um conjunto de variáveis independentes, seja possível classificar
indivíduos ou objetos em duas ou mais categorias mutuamente exclusivas.
Ainda segundo os autores [45] dentre os métodos de classificação podemos citar:
• Distância mínima euclidiana: para a definição de classes por proximidade no
gráfico com o protótipo;
• Vizinhos mais próximos: Esse algoritmo de classificação é baseado na técnica


























Figura 2.5: Ilustração dos passos do processo de Machine Learning aplicado na SDN, de
acordo com o KDD proposto por Fayyad. [2]
é mantido como modelo a ser comparado com novos dados, comparando se uma instância
de classe desconhecida está a uma distância pequena de uma classe conhecida, então as
classes devem ser as mesmas. Nesse método, não são criados protótipos ou assinaturas,
usando-se as próprias instâncias.
• Agrupamento ou Clusterização: Busca agrupar os dados com características
semelhantes em um mesmo grupo e deve garantir que tenham características diferentes
entre si e entre os grupos.
• Sumarização: Descrição compacta do que caracteriza um conjunto de informações.
As medidas de posição e variabilidade são exemplos simples de sumarização.
• Séries temporais: São uma forma de organizar no tempo as informações quantita-
tivas e podem apresentar tendência crescente, decrescente ou estacionária, e até tendências
diferentes em trechos sequenciais, este segundo [46].
• Detecção de desvios ou Outliers: Busca a detecção de desvios discrepantes
do padrão ou do comportamento esperado, também chamado de detecção de anomalias,
detecção de ruído ou ainda mineração de exceções.
• Associação: Tem o intuito de identificar elementos que ocorrem em comum den-
tro de uma base de dados que, de alguma maneira, estão ou devem estar relacionados,
seguindo uma lógica básica de associação que é encontrar elementos que implicam na
presença de outro(s) numa mesma transação. Como exemplos de algoritmos que imple-
mentam associação temos os padrões sequenciais e as regras de associação.
• Padrões sequenciais: Procura por elementos ou eventos que ocorrem em uma
sequencia através do tempo. Por exemplo, uma loja pode descobrir que consumidores que
compram o produto “A“ tendem também a levar o produto “B“ em 70% dos casos. Isto
pode indicar a necessidade de uma mudança na disposição dos produtos na loja e assim
facilitar aos consumidores que podem ser alvo de promoções de venda do produto “B“,
próximo do produto “A“, influenciando num aumento do consumo do produto “B“.
• Regras de associação: Busca agrupar os dados que apresentam ocorrência entre
si, onde a derivação dessas correlações permite subsidiar a tomada de decisões. Exemplos:
Se {A} –> {B} (Se ocorrer A então B) ou Se {A,B} –> {C} (Se ocorrer A e B então C).
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• Redes neurais: É uma técnica de construção de um modelo matemático, ori-
ginalmente concebida com base no estudo do cérebro humano. Tem capacidade para
aprendizado, generalização, associação e abstração.
• Regressão ou Predição: Aprendizado de uma função usada para mapear os
valores associados aos dados, baseado no método dos mínimos quadrados ordinários com
propriedades estatísticas relevantes e apropriadas. A regressão pode ser linear e não linear.
• Árvores de decisão: É a representação simples do conhecimento em estrutura de
árvore, particionando recursivamente um conjunto de treinamento até que um subconjunto
contenha casos de uma única classe, tendo este resultado final da árvore obtida de maneira
compacta para reutilização em novos casos. Na árvore de decisão os nodos representam os
atributos, os arcos indicam os valores dos atributos e as folhas que designam a classificação.
A árvore pode ser lida a partir do teste encontrado, normalmente chamado nó raiz da
árvore. Como exemplo de algoritmos que implementam a árvore de decisão, tem-se o
ID3, o C4.5 e o C5.0. O Random Forest é um dos algoritmos de classificação desse tipo
mais utilizados e serviu neste experimento como uma alternativa de técnica híbrida que
é comparada ao final.
Nos algoritmos de ML, diferentemente do método tradicional, onde um conjunto de
regras é introduzido para gerar uma resposta a partir do processamento dos dados intro-
duzidos, no ML as regras são criadas a partir dos dados que serão analisados e as respostas
(ou resultados) que são esperados a partir dessa análise que constitui o Modelo [3]. O
aprendizado pode ser Supervisionado, quando o modelo tem uma referência ao que está
certo e ao que está errado, ou Não Supervisionado, quando não há resultados predefi-
nidos para o modelo usar como referência para o aprendizado [3]. Há dois tipos principais
de problemas de ML, chamados de Classificação e Regressão. O problema será de Classi-
ficação quando o objetivo for prever uma determinada classe, que é uma escolha a partir
de uma lista de possibilidades predefinidas. O problema será de Regressão, quando o
objetivo for prever um número contínuo ou um número de ponto flutuante em termos
de programação [3]. Originado do Support Vector Machine (SVM) e baseado no método
de classificação temos o Support Vector Classifier (SVC) [3] que servirá para receber os
cálculos de entropia, também na abordagem híbrida proposta e realizar a detecção do
ataque na comparação dos resultados.
A utilização de ML para o cálculo dinâmico dos limiares de algoritmos que utilizam
entropia, explorando a capacidade dos algoritmos de regressão de retornar um coefici-
ente, como já mencionado aqui, é viável para solucionar o problema da ausência de um
limiar dinâmico que melhore a eficiência dos algoritmos baseados em entropia. O Support
Vector Regression (SVR) é um tipo de regressão, linear e não linear, também originado
do Support Vector Machine (SVM) e é baseado no cálculo de uma regressão linear em
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um espaço de recurso multidimensional que pode ser caracterizado por uma função de
kernel como Radial Basis Function (RBF) [47]. Ele serviu aqui como técnica híbrida
baseada em regressão e também para fornecer o coeficiente de previsão à ML-Entropia,
assim sendo dedicamos um pouco mais de explicação sobre seu funcionamento para melhor
entendimento da proposta.
Ko e Lee [48] afirmam que o SVR cria uma aproximação com uma função desconhecida,
mapeando os dados de entrada em um espaço multidimensional através do mapeamento
não linear da função e, em seguida, o problema linear é construído de acordo com suas
características no espaço. Esta característica é importante neste trabalho na busca de
uma boa separação do tráfego espúrio do legítimo, uma vez que a função busca a linea-
ridade respeitando as características do espaço multidimensional. Segundo Filgueiras [4],
a separação máxima entre as classes é denominada margem e as amostras que limitam a
separação entre as classes são denominadas vetores de suporte. Essa propriedade é explo-
rada no trabalho, além disso o SVR requer poucos parâmetros definidos pelo usuário para
se ajustar ao kernel do modelo. A seleção desses parâmetros determina a complexidade
da previsão [49]. O SVR pode ser usado com uma função de kernel como RBF, também
conhecido como LS-SVM (Least Squares Support Vector Machine), para atingir um limite
mais apropriado na implementação da entropia, aumentando a eficiência da detecção de
ataques e seu principal benefício é ser computacionalmente mais eficiente que o método
SVM comum [50].
Segundo Caraka et al. [17], que utilizaram SVR noutro contexto, uma boa separação
dos dados é obtida pelo SVR por um hiperplano. O SV (Support Vector) determina
automaticamente o centro, peso e limite, afirmando ainda que o método SVR obtém a
função de regressão de acordo com a Equação 2.2. Centro, peso e limite, ou seja limiar,
este é exatamente o objetivo deste trabalho encontrar o melhor limiar que possa definir
o limite nos dados separando o tráfego espúrio do legítimo na detecção do ataque, com
isso pode-se ter uma melhor precisão e uma consequente redução dos Falsos Negativos
(FN) e Falsos Positivos (FP). A redução das taxas de erro evita causar o bloqueio de
usuários indevidamente, impactando em suas rotinas de trabalho e no negócio, bem como
uma situação ainda pior que é o FN que permite aos atacantes continuarem a ter acesso a
rede na tentativa de atingir seus objetivos espúrios. Na Equação 2.2 segundo Filgueiras,
2014 [4], ω é um vetor de pesos, que multiplicado pelo vetor amostral φ(x) e somado à
constante b define o hiperplano que separa as classes e permite identificar a classe ao qual
a amostra pertence.
f(x) = ωTφ(x) + b (2.2)
Ainda de acordo com ele [4], a máxima separação entre as classes é denominada mar-
gem e as amostras que limitam a separação entre as classes são chamadas de vetores de
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suporte conforme exibido na Figura 2.6, os vetores de suporte são as amostras nos quais
ωTφ(x)+b=+1 para amostras pertencentes à classe +1 e ωTφ(x)+b=-1 para amostras
pertencentes à classe -1. Devido a não possibilidade de sempre separar duas classes de
amostras por um hiperplano, para contornar esse problema, Corte e Vapnik [5] introdu-
ziram o conceito de variável de folga ξi, no qual admitem que algumas amostras possam
ter um erro associado à sua classificação. Este erro é proporcional a distância da amostra
ao hiperplano definido pelos vetores de suporte da classe à qual pertencem.
De acordo com a Equação 2.3 a margem para esta nova situação pode assumir um
valor muito alto, assim, os erros de classificação são ponderados por uma (Support Vector
Machine) (SVM) constante C adicionada ao problema de otimização [4]. O (Support
Vector Regression) (SVR) necessita de poucos parâmetros definidos pelo usuário para
o ajustar o kernel do modelo. Necessita do valor da constante C e da quantidade de
erros e em uma área ξi, conforme a Equação 2.4. A seleção desses parâmetros ditam a
complexidade da predição [49].
minimize : 12 ||ω





ωTφ(x) + b ≥ +1− ξi









Figura 2.6: Hiperplanos de separação e margem, baseado em [3–5]
O SVR possui desempenho de predição comparável com as redes neurais do tipo MLP
(Multi Layer Perceptron) e RBF, só que mais leves computacionalmente [51]. A Função de
Base Radial (RBF) é conhecida como LS-SVM (Least Squares Support Vector Machine)
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e seu principal benefício é ser computacionalmente mais eficiente do que o método SVM
comum [50]. Carvalho et al. 2018 [25] apresentam o kernel RBF, utilizando na detecção de
anomalias em redes SDN, com uma combinação linear de funções radialmente simétricas.
Matematicamente, o modelo pode ser expresso como na Equação 2.5.
ŷ = exp(−γ
∥∥∥Xi −Xj∥∥∥2) (2.5)
Dois termos muito utilizados e relevantes em ML, estão relacionados a capacidade de
generalização do Modelo, ou seja, capacidade de fazer previsões precisas sobre dados não
vistos [3] e que não podem faltar nesta explanação são o Overfitting e o Underfitting.
Eles representam problemas que devem ser evitados em qualquer projeto de pesquisa que
envolva aprendizado de máquinas que têm o seguinte significado:
Overfitting: Ocorre quando se encaixa um modelo muito próximo às particularidades
do conjunto de dados de treino e o modelo tem um desempenho excelente, mas quando
utilizado no conjunto de dados de teste ele não é capaz de generalizar e o resultado é
ruim. É como se o modelo ao invés de aprender estivesse apenas decorando uma regra do
que fazer, e ao receber um novo conjunto de dados o modelo tenta aplicar estas regras,
resultando em um desempenho ruim [3].
Underfitting: Ocorre quando o modelo é muito simples ou contém excesso de atributos,
nesse caso ele pode não ser capaz de capturar todos os aspectos e a variabilidade dos
dados, então se sairá mal mesmo no conjunto de dados de treino. Este modelo já pode
ser descartado, sem aplicá-lo ao conjunto de dados de teste, pois não terá utilidade [3].
A questão é colocar a quantidade certa de atributos, adicionando os mais relevantes, sem
excesso para que o algoritmo não se perca na tentativa de encontrar relação e nem que





A revisão do estado da arte foi realizada com foco em trabalhos com seguintes critérios:
Relacionados à segurança em SDN; Voltados para ataques DDoS; Últimos cinco anos,
com exceção de trabalhos mais antigos que se tornaram referência em determinado tema
e que não podem deixar de ser citados dada sua relevância; Contendo pelo menos duas
ou mais das palavras chaves (DDoS, SDN, Machine Learning, Algoritmo de Regressão
e Classificação). Como limitador de escopo dos trabalhos apresentados também foram
utilizados os critérios: Do plano em que a solução é implementada; Distinção da técnica
aplicada e melhores resultados; Similaridade com a abordagem aqui aplicada para melhor
comparação dos resultados obtidos.
Este capítulo visa mostrar os desafios e abordagens que estão sendo utilizadas na li-
teratura para tratar o tema segurança, classificando as abordagens de implementação de
solução por camada da SDN, seja na camada de aplicação, camada de controle ou ca-
mada de dados. Na Seção 3.1 os desafios em SDN foram apresentados de forma sintética
e as abordagens na literatura foram também agrupadas de acordo com a camada da SDN
em que são implementadas as soluções propostas, sendo subdividida em três subseções.
Na Subseção 3.1.1 foram apresentados trabalhos com abordagens no plano de aplicação,
seguida pela Subseção 3.1.2 apresentando trabalhos com abordagens de soluções imple-
mentadas no plano de controle e por fim na Subseção 3.1.3 foram apresentados os trabalhos
que utilizaram o plano de dados para implementar suas propostas de soluções. Ao final
na Seção 3.2 foi feita uma discussão dos trabalhos comentados na seção anterior e em que
este trabalho de pesquisa se diferencia dos demais.
3.1 Desafios e Abordagens em SDN
Singh e Behal, 2020 [16] realizaram uma revisão na literatura de soluções de detecção e
mitigação de ataques em SDN e apontaram que muitas soluções de detecção de ataques
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DDoS são baseadas na comparação dos valores paramétricos, usando valores de limiares
predefinidos, afirmando que diferenciar o tráfego legítimo do espúrio para lidar com ata-
ques DDoS ainda é um grande desafio. Alguns autores apresentam o problema da ausência
de uma técnica para definir um limiar que seja dinâmico para melhorar a detecção dos
ataques por entropia e da dificuldade de se conseguir um bom ajuste [8]. Enquanto outros
empregam a técnica de entropia como primeiro filtro e aplicam ML como segundo filtro
na tentativa de melhor separar os fluxos espúrios dos legítimos [6]. Por fim, nessa mesma
linha, só que de forma inversa usando ML como primeiro filtro e entropia, com limiares
predefinidos, como segundo filtro, também empregam esforços na tentativa de melhorar
os resultados na detecção final [7].
Os trabalhos citados compartilham o mesmo objetivo, que é o de vencer o desafio
do melhor limiar que separa o tráfego legítimo do espúrio pela ausência de um limiar
dinâmico que melhore a eficiência dos algoritmos baseados em entropia. No entanto, estão
limitados ao que a entropia por si só oferece de ajuste ou simplesmente entregam ao ML
este trabalho sem considerar o custo computacional que pode ter impacto no desempenho
global da rede. Muitas abordagens de pesquisa foram empregadas com diferentes técnicas
de definição de limiares, elas foram aqui classificadas de acordo com a camada da SDN
em que elas são implementadas seja no plano de aplicação, plano de controle ou plano
de dados, apesar de poderem ser agrupadas também através do método, interface de
comunicação como sul, norte ou leste/oeste e outros. Este trabalho classificou de acordo
com a camada SDN de implementação da solução proposta.
3.1.1 Abordagens na Camada de Aplicação
As abordagens de implementação de segurança na camada de aplicação utilizam a interface
de comunicação norte para entregar ao plano de controle as regras e políticas de segurança
que serão repassadas ao plano de dados, seguindo esta estratégia de desenvolvimento é
apresentado por Shin et al. 2013 [52] o FRESCO, esta solução é um Framework de
desenvolvimento composta de módulos (Python, NOX) especificamente projetada para
fornecer um interpretador e APIs para definição de políticas de aplicativos de segurança
via linguagem de scripting, através de uma abstração do OpenFlow, se tornando um kernel
de aplicação de segurança (SEK) de imposição de restrições de fluxo aplicáveis que possam
defender a rede contra as ameaças detectadas. Os módulos são estendidos pelas APIs do
FRESCO para fornecer duas funções principais de desenvolvedor: (i) um ambiente de
desenvolvimento FRESCO, composta pelos módulos, instâncias e base de dados; (ii)
um controlador de recursos, que fornece aos desenvolvedores de aplicativos FRESCO
acesso e controle dos recursos de rede. Trabalham com valores de limiares predefinidos
baseados em confiança, como por exemplo um valor limite para um algoritmo de detecção
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de varredura definido em 5, ou seja, se um IP de origem gerar cinco conexões TCP com
falha é considerado como um invasor.
Carvalho et al. 2018 [25] propuseram a detecção de anomalias em um ecossistema base-
ado em SDN, monitorando o tráfego da rede e detectando proativamente essas anomalias
na rede. Para isso usaram Multinomial Logistic Regression (MLR) e Support Vector Ma-
chine (SVM) com uso do kernel RBF. A proposta permite a automação no monitoramento
da rede e na detecção de eventos de tráfego anômalos. O Design é modular, permitindo
que tarefas como coleta de estatísticas de tráfego, detecção de anomalias, mitigação de
ataques e geração de relatórios sejam complementares e dissociadas, assim modificações
em uma tarefa não causam interferência em outra. O controlador lida com a tabela de
encaminhamento de equipamentos de rede, instalando regras de fluxo de acordo com a
classificação atribuída a cada fluxo. A solução implementa duas fases de monitoramento:
A primeira fase consiste em monitorar, calcular os limites, baseado em dados estatísticos
e probabilidades a fim de comparar o comportamento do tráfego em relação ao esperado,
ou seja, seu perfil normal. Se for detectado um desvio comportamental, com base nos
limites esperados, a segunda fase inicia um monitoramento ostensivo realizado em várias
janelas de tempo para identificar o atacante ou os alvos sob ataque. Os resultados obtidos
para MLR foram de 95.1% de acurácia e para o SVM de 89%.
Figura 3.1: Baseado no Fluxograma da solução proposta por Dehkordi et al. 2020 [6]
No trabalho de Dehkordi et. al. [6] foi proposta a solução conforme ilustrado pela
Figura 3.1, o uso de entropia e Machine Learning, com limiares estáticos definidos e
dinâmico baseado em uma técnica em entropia, onde a entropia realiza a primeira etapa do
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processo com detecção dos suspeitos que se positivo são entregues para o ML, recebendo os
dados da entropia desses suspeitos, realizar a segunda etapa do processo de detecção e fim
do processo. Foram utilizados 04 Datasets sintéticos distintos com ataque e 01 sem ataque,
sendo eles ISCX-SlowDDos-2016, ISCXIDS-2012, CTU-10, CTU-11 e ISOT(dados sem
ataque). Para ataques DDoS de alta e baixa taxas e os limiares são definidos estaticamente
e com uma técnica dinâmica para comparação. São utilizados algorítimos de Classificação:
BayesNet, J48, RandomTree, logistic regression e REPTree. Os autores compararam com
trabalhos na literatura e foram melhores, apresentando apenas o melhor resultados obtido
na comparação que foi de 99.85% acurácia e 0.1% Taxa de Falso Positivo (do inglês Falso
Positive Rate - FPR). Este trabalho servirá de comparação com os resultados obtidos
neste trabalho de pesquisa. A abordagem dos autores se assemelha mais à proposta
de [8] com a entrega dos cálculos de entropia para ML realizar a detecção, contudo ela se
difere, daquela e desta, também no ponto em que na detecção do ataque entropia faz o
primeiro filtro e somente os suspeitos são submetidos à ML em segundo filtro como fase
de confirmação, como pode ser percebido pelo fluxograma citado.
3.1.2 Abordagens na Camada de Controle
As abordagens de implementação de segurança na camada de controle utilizam a interface
de comunicação sul para entregar ao plano de dados as regras e políticas de segurança.
Mousavi e St-Hilaire 2015 [11] apresentaram como solução para detectar ataques DDoS
o uso de medição da aleatoriedade do tráfego de entrada por meio da entropia. Eles
consideraram que existem dois componentes essenciais para a detecção de DDoS usando
entropia: (i) tamanho da janela e (ii) um limiar. A estratégia usada para definir o tama-
nho da janela foi atribuindo um tamanho menor ou igual a quantidade de hosts, definida
no experimento em 50 fluxos e para definir o melhor limiar utilizaram a metodologia de
vários testes com tráfego de ataque em taxas de 25%, 50% e 75%, selecionando o de
melhor resultado na rodada de testes. Eles utilizaram a capacidade do controlador de
monitorar os fluxos na camada de dados e adicionaram outro conjunto de coleta de es-
tatísticas no controlador. A entropia de cada janela foi calculada e comparada com um
limiar selecionado. Se a entropia for menor que o limiar, um ataque será detectado. Essas
funções são pequenas (em termos de quantidade de código adicionado) e transparentes às
outras funcionalidades do controlador. Essas duas propriedades tornam a solução aplicá-
vel a diferentes controladores com alterações mínimas. O resultado obtido foi de 96% de
precisão.
Também na abordagem de entropia temos Prasetiawan et al. 2017 [15] que propu-
seram um método para a identificação de ataques Distribuídos de Negação de Serviço
direcionados as redes SDN, onde os autores utilizaram a metodologia de escolha do limiar
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definido como três vezes o Desvio Padrão do resultado obtido na entropia e para definição
do tamanho da janela se apoiam em outro trabalho na literatura. Como conclusão os
autores apresentaram o método estatístico como adequado e aderente à rede SDN pela
sua característica de programabilidade na camada de controle e o método de três vezes o
desvio padrão para definir o limiar como adequado para medir a aleatoriedade dos paco-
tes. Na apresentação dos resultados os autores se concentraram nos dados da abordagem
da metodologia do desvio padrão e não evidenciaram os dados de precisão de detecção do
ataque.
Sambandam et al. 2019 [13] trataram do problema do crescente número de dispositivos
IoT na infraestrutura e das vulnerabilidades existentes, tais como DDoS, que precisam
ser detectadas e mitigadas em SDN, a solução proposta é baseada no fator de entropia da
rede, a fim de evitar sobrecarga no controlador, atenuando o ataque e interrompendo o
processamento desses pacotes maliciosos, aumentando a disponibilidade de recursos para
usuários legítimos. Para definição do tamanho da janela são testados tamanhos de 25 até
125 fluxos, incrementando de 25 em 25 fluxos, onde a escolha de melhor resultado foi de
50 fluxos. Para definir o limiar foi utilizado o melhor resultado nos testes de fluxos como
o limiar ideal. Os resultados obtidos foram considerados pelos autores como positivos,
contudo apontam para a necessidade de melhorar as taxas de erro, Falsos Negativos (FN)
e Falsos Positivos (FP), mas sem apresentar os valores de precisão e taxa de erro.
Alguns trabalhos usaram a abordagem de Machine Learning (ML) como Dey et al.
2018 [26], neste trabalho os autores não definem limiares, pois deixam a cargo dos al-
goritmos de previsão este trabalho. Eles aplicaram o conjunto de dados KDD-99 versão
NSL-KDD para prever possíveis intrusões usando métodos de classificação. Os algo-
ritmos foram Info Gain Random Forest (IGRF), Gain Ratio Random Forest (GRRF),
Chi-square Random Forest (CRF), CFS Subset Evatuator PART (CFS-SEP) e Symme-
tric Uncertainty Random Forest (SURF) e abordagem seguiu a seguinte sequência: (1)
Seleção do algoritmo de ML mais apropriado; (2) Treino do modelo ML usando o con-
junto de dados NSL-KDD; (3) Normalização das características apropriadas após o uso
de diferentes métodos de seleção de características; (4) Se o modelo treinado de predição
de anomalias de fluxo de melhor resultado de classificação detectar uma anomalia; (5)
Atualiza as regras do controlador SDN para bloquear o tipo classificado como ataque; (6)
Se o modelo não identificar anomalia o tráfego passará pelo controlador e poderá acessar
os recursos de rede disponíveis. O melhor resultado obtido foi com Gain Ratio Random
Forest a uma taxa de detecção de quase 81.95% de acurácia e uma taxa de falsos alarmes
de 0.287%.
Aung e Htaik 2020 [7] utilizaram um método com entropia e Machine Learning, com o








Figura 3.2: Baseado na Visão geral da abordagem híbrida proposta por Aung e Htaik [7]
Security Network Metrics and Non- Payload-Based Obfuscations). Conforme a Figura
3.2 a solução consulta uma lista de bloqueio e descarta o pacote em caso positivo, senão
extrai as características do pacote, classifica em normal e segue para gestão dos fluxos
ou classifica como anormal e realiza a detecção comparando com um limiar predefinido.
A solução é implementada no plano de controle com controlador POX e seu resultado é
comparado com a entropia tradicional sendo superior com 76.12% de acurácia e 0.05% de
Taxa de Falso Positivo (FPR). Esta proposta servirá também de comparação final com os
resultados desta pesquisa e se assemelha mais com dos outros dois autores de comparação,
um implementado no plano de aplicação e o outro no plano de dados.
3.1.3 Abordagens na Camada de Dados
Algumas abordagens de implementação de segurança são feitas na camada de dados,
desonerando a camada de controle e entregando um pouco de controle ao plano de dados.
Nessa linha Braga et al. [14] também não definiram limiares e deixaram a cargo doMachine
Learning para tal propósito com o uso da técnica SOM (Self-Organizing Maps), rede
neural artificial não supervisionada, treinada com recursos do fluxo de tráfego, com uma
abordagem baseada no conjunto de dados KDD-99 para detectar ataques DDoS. O método
foi divido em três partes: (1) controlador NOX; (2) Loop de detecção; (3) Infraestrutura
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de rede. A detecção consiste em monitorar todos os switches registrados no controlador
NOX durante intervalos de tempo predeterminados, durante estes intervalos os fluxos de
dados são coletados. Através da SOM o modelo foi treinado com a amostra de tráfegos
estatísticos de fluxos de dados e depois submetidos a análise do classificador de rede neural
artificial a fim de detectar se o tráfego é normal ou ataque. O melhor resultado obtido foi
de 99.11% de acurácia e taxa de erro de 0.46%.
Xu e Liu [53] também não definiram limiares e também aplicaram técnica SOM (Self-
Organizing Maps) em SDN, implementando switches com memória TCAM, por serem
mais rápidas e permitirem em um único ciclo a varredura de todo o conteúdo. Para cap-
turar as características de taxa de tráfego e desvio/assimetria da taxa de tráfego, para
obter alta precisão na detecção cada range de IP de vítima suspeita, foi instalado um par
de regras para capturar os fluxos de entrada do range e os de saída, garantindo que as
granularidades de range do par de regras sejam consistentes. Para utilizar colaborativa-
mente o recurso limitado do TCAM disponível em todos os comutadores para monitorar
toda a rede, coordenaram o posicionamento das regras do monitor em todos os comuta-
dores para utilizar com eficiência todas as entradas do TCAM disponíveis em toda a rede
para maximizar a cobertura e minimizar a granularidade da detecção. Um procedimento
adaptativo foi proposto para ampliar dinamicamente os possíveis ranges de IP da vítima
e do atacante e diminuição do range de IPs normais. Um método sequencial e um método
concorrente para detectar vítimas e atacantes também são propostos para fins de compa-
ração. Os resultados mostraram que, se a prioridade da detecção de DDoS é encontrar
vítimas, o Método Sequencial é preferível, pois ele pode detectar range de IPs potenciais
mais granular, considerando tamanhos TCAM limitados. Se o objetivo da detecção de
DDoS é encontrar vítimas e atacantes, o Método concorrente é preferível se os tamanhos
do TCAM forem abundantes, pois ele encontra vítimas e atacantes mais rapidamente.
Sun et al. 2018 [54] apresentam o desafio de se diferenciar vários tipos de DDoS como:
SYN flood, ICMP flood, UDP flood, ACK flood e TCP connection flood de Flash Events
(FE) que são tráfegos legítimos mas que se assemelham ao volume gerado por um DDoS
com base nas características do fluxo de modo a obter alta precisão de resolução. Para
isso é proposto um método de detecção de DDoS de vários tipos e de FE com base nas
características de fluxo, otimizando o método K Nearest Neighbors (KNN) com adoção
de características multidimensionais da tabela de fluxo para integração e classificação,
incluindo os cálculos de ϕ-Entropia de alguns atributos para diferenciar o tráfego normal
do anormal, distinguindo assim DDoS de FE. Os limiares para ϕ-Entropia em α são
predefinidos (0.1, 0.3, 0.5, 0.7 e 0.9).
Para obter os resultados os autores seguiram com a Coleta da Tabela de Fluxos, ex-
tração e agregação das principais informações de recurso como tipo de protocolo, duração
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da tabela de fluxo, divergência do IP de origem que compartilha o endereço IP de destino
comum e a taxa crescente da tabela de fluxo e, de acordo com os diferentes tipos de ata-
ques, selecionou os recursos correspondentes para detecção. Como medida de dispersão
de algumas características, usou a distância de informação de diferentes concentrações de
dados que pode ser efetivamente aumentada, de modo a melhorar a precisão da discri-
minação. Se a detecção de ataques for considerada como um problema de classificação,
os dados fornecidos são classificados e o status atual da rede será normal ou anormal. O
KNN é considerado adequado para classificar eventos raros e particularmente adequado
para problemas de multi-classificação baseados nas características de tráfego de ataque
DDoS e compara com outros algoritmos de classificação como o SVM.
A tabela de fluxo gerada pelo tráfego foi coletada para gerar amostras de aprendizado
e divididas em sete grupos: amostras de treinamento de tráfego normal, amostras de
treinamento de eventos FE e cinco tipos de amostras de treinamento de tráfego de ataque
DDoS. Na fase de detecção de tráfego, foi coletada a tabela de fluxo no switch e extraídas
várias tuplas para classificar usando o KNN. Ao mesmo tempo, usaram o classificador
SVM como experimento de controle. A partir dos resultados, demonstram que usando
o algoritmo KNN e entropia de shannon para a classificação obtém-se maior precisão de
94% e menor taxa de falso positivo de 0.010% do que usando o algoritmo SVM. Concluem
ainda que a taxa de precisão dos eventos FE ainda precisa ser melhorada, mas pode
impedir que um tráfego grande normal seja interceptado ou descartado até certo ponto.
No trabalho de Lapolli et al 2019 [55] os autores apresentam uma abordagem de de-
tecção de ataques DDoS em tempo real diretamente no plano de dados, implementado no
switch com P4. Esta proposta é aderente ao conceito de NG-SDN com funcionalidade de
controle de pipeline que permite programar dinamicamente as tabelas de encaminhamento
em um switch SDN. Para isso construíram o mecanismo de detecção sobre a implemen-
tação do modelo de referência comportamental P4 (BMv2). Definiram as janelas em 218
fluxos para um total de 250 a 500 janelas de observação para carga de trabalho nas fases
de treinamento (tráfego sem ataque) e detecção (tráfego com ataque), num total de 7
cargas de trabalho. Foram utilizados os datasets: com ataque do ”CAIDA DDoS Attack
2007” e sem ataque o ”CAIDA Anonymized Internet Traces 2016”. Com 15 repetições
para cada configuração com coeficientes de hashing aleatórios e IC 95%.
A solução é composta pelo seguinte processo: Das janelas se extrai os IPs de Origem
e Destino que servem de entrada para a etapa dentro do contexto P4 onde os cálculos
de entropia são realizados e depois seguem para uma etapa de caracterização, que é o
treinamento realizado com tráfego legítimo, e também para a etapa seguinte, juntamente
com os resultados da caracterização, onde ocorre detecção da anomalia, utilizando o
tráfego com ataque, e alarma em caso de ataque. Para o alarme a solução faz uso de
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coeficientes de sensibilidade para calcular o limiar k que é um parâmetro configurável e
escalonável, sendo multiplicado pelo índice de dispersão proporcional às características
do tráfego. O aumento do k resulta em maior assertividade. Um valor menor para k
pode expandir a cobertura de detecção de anomalias com aumento de falsos alarmes. Os
autores recomendam que os administradores de rede ajustem de forma adaptável o valor
de k para alcançar um equilíbrio entre as taxas de verdadeiros e falsos positivos. Como
resultado obtiveram 98.2% de acurácia e latência de ≈ 250ms com baixo uso de recursos
do dispositivo (em termos de SRAM e TCAM).
Finalizando os trabalhos no plano de dados a proposta de Agarwal e Mittal 2012 [8] e
que também servirá de comparação com os resultados obtidos neste trabalho de pesquisa.
Neste trabalho os autores utilizaram um conjunto de dados do DARPA-1999 e propuseram
um método de detecção híbrido baseado em entropia e ML onde os resultados da entropia
que são entregues para o ML, utilizando SVM e este por sua vez faz a detecção do
ataque, conforme Figura 3.3. Um limiar é escolhido manualmente e uma janela por
tempo é definida. São calculadas a entropia de IP de origem, IP de destino, porta de
origem, porta de destino, tamanho do pacote e tipo do pacote. Depois de calculada a
entropia individual desses atributos os resultados são submetidos ao treino do Machine
Learnig (ML) utilizando o algorítimo SVM, em seguida é realizado o teste, conforme
preconizado pelo KDD e por fim a detecção do ataque é realizada pelo ML. Os resultados
de Agarwal e Mittal 2012 foram de 97.25% de acurácia e 2.75% de taxa de erro. Os
autores ainda apresentam o problema da ausência de uma técnica para definir um limiar
que seja dinâmico para melhorar a detecção dos ataques por entropia e da dificuldade de
se conseguir um bom ajuste.
NÃO SIM
Figura 3.3: Baseado no Fluxograma da abordagem híbrida proposta por Agarwal e Mittal
[8]
As abordagens dos autores nos trabalhos comentados diferem do presente trabalho
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de pesquisa tanto em relação aos algoritmos utilizados quanto em relação às técnicas.
Enquanto utilizam SVM comum e aplicam entropia e ML como filtro um do outro, aqui
usamos algoritmos derivados do SVM (SVR e SVC), onde o SVR, computacionalmente
mais vantajoso segundo [50,51], é usado para encontrar o melhor coeficiente de previsão do
limiar e devolvê-lo ao algoritmo de entropia em ML-Entropia. Além disso apresentamos
técnicas alternativas híbridas com algoritmos de ML de regressão (SVR) e classificação
(SVC e Random Forest), recebendo os cálculos de entropia como entrada de dados e
realizando a detecção do ataque, sem filtro. Outro diferencial é que aqui o limiar é
dinâmico e ajustável ao estado atual da rede com uso de ML por meio de novo treino/teste
do modelo, conforme uma rega, sem impactar o desempenho geral da rede, uma vez que
ele é realizado fora e a detecção é realizada pela entropia que é mais leve [11,13,15,41].
3.2 Discussão
As soluções de segurança, conforme Tabela 3.1, classificadas por camada da SDN, apre-
sentadas na seção anterior, representam o estado da arte de trabalhos relacionados com
a proposta deste trabalho de pesquisa. A estratégia de proteção de segurança SDN com-
pleta ainda não foi proposta [10]. Os trabalhos utilizam diversas estratégias para alcançar
o objetivo de melhor separar um tráfego espúrio do legítimo com definição de um limite.
Técnicas alternativas para melhorar o limiar aproximam estes trabalhos em termos de
desafio na busca de maior acurácia e menor taxa de erros possíveis. Foram apresentadas
uma gama de possibilidades de usabilidade de diversos métodos na detecção de ataque
em SDN, em especial no uso de Entropia e Machine Learning. Mas ressaltamos que é
importante garantir o desempenho, escalabilidade e outras características relevantes das
redes. Em entropia eles utilizam métodos com limiares estáticos ou dinâmicos a partir
de uma determinada abordagem que não acompanha as constantes mudanças de estado
da rede. No caso das abordagens com ML simplesmente entregam aos algoritmos esta
missão, sem considerar o custo computacional no desempenho geral da rede no treino e
teste do modelo.
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Tabela 3.1: Sumário das soluções classificadas por camada SDN.
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O objetivo deste trabalho é desenvolver um mecanismo híbrido de detecção de ataque
DDoS em SDN, utilizando Entropia e Machine Learning que melhor separe o tráfego
legítimo do espúrio, pela ausência de um limiar dinâmico que melhore a eficiência dos
algoritmos baseados em entropia. Aqui exploramos a utilização de ML, especificamente
algoritmo de regressão (SVR-RBF), fornecendo o valor do limiar que é o coeficiente de
previsão encontrado, tornando dinâmico os limiares de algoritmos que utilizam entropia
e apresentamos um método híbrido utilizando entropia e ML, aqui denominado ML-
Entropia, para diferenciá-lo da entropia tradicional e também três alternativas híbridas
de ML (SVR híbrido, SVC híbrido e Random Forest híbrido).
O foco em relação ao limiar é aprimorar o valor/peso do atributo/parâmetro selecio-
nado como limite na comparação par a par, conforme exemplificado no Capítulo 2, Seção
2.5, calculado pela entropia. O limiar que é definido é arbitrado pelo administrador de
rede, conforme sua realidade, aqui denominado de forma genérica de ”Limiar-X”, que
serve para definir a separação dos dados de ataque e não ataque no conjunto de dados,
mas são seus pesos/coeficientes, que será representado como T (para Entropia) e como
T i (para ML-Entropia) que determinam o ajuste fino e o quão próximos os parâmetros
estão da fronteira de melhor separação desses dados. Procuramos provar que seja qual
for o limiar definido (Limiar-X) ele pode ter o seu T melhorado em T i pela técnica de
ML-Entropia, melhorando os resultados na detecção com redução das taxas de erro em
relação a Entropia tradicional. Isto é possível por meio do hiperplano encontrado pelo
algoritmo de regressão, ou seja o coeficiente de previsão que retornará ao algoritmo de
entropia, substituindo T por T i no Limiar-X. Além disso ela permite que o limiar seja
dinâmico uma vez que o processo pode ser automatizado e o treino/teste pode ser refeito
de tempos em tempos, conforme um critério arbitrado de tempo ou variações percebidas
no fluxo de dados, para assim ajustá-lo ao estado atual da rede.
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Fase 31 e 2
Se 1° Ou Retreino
Etapa 01 Etapa 02 Etapa 03 Etapa 04
Etapa Final
Figura 4.1: Abordagem proposta para detecção de ataque usando Entropia e Machine
Learning.
etapas da seguinte forma: Na Etapa 01 usando um método onde os dados coletados no
plano de dados são entregues para a Etapa 02; Os cálculos de entropia são realizados
e utilizando o Limiar-X com peso T entropia realiza a detecção do ataque por si só,
continuando o processo, os resultados dos cálculos de entropia são entregues para a Etapa
03; Em ML o processo é dividido em três Fases, na Fase 1 ocorre o treino com 80% dos
dados aleatórios, na Fase 2 ocorre o teste com 20% dos dados aleatórios e por fim a Fase
3 o melhor Modelo encontrado será usado pelos Algoritmos SRV, SVC e Random Forest
na detecção do ataque por si só, mais uma vez continuando o processo, o Algoritmo de
Regressão (SVR-RBF) fornece o coeficiente de previsão encontrado para a Etapa 04; O
coeficiente de previsão é atribuído para T i que substitui T no Limiar-X em ”ML-Entropia”
que realiza a detecção de ataque na Etapa Final na abordagem ML-Entropia. Ao final
do processo temos a técnica tradicional e as técnicas aqui propostas todas realizando a
detecção do ataque da seguinte forma:
1. Entropia (com Limiar-X em T ) = Abordagem tradicional;
2. ML-Entropia (com Limiar-X em T i recebido do SVR-RBF) = Abordagem híbrida;
3. SVR (Regressão) = Abordagem híbrida;
4. SVC (Classificação) = Abordagem híbrida;
5. Random Forest (Classificação) = Abordagem híbrida.
O Treino (Fase 1) e Teste (Fase 2) do modelo de ML, na Etapa 03, são realizados na
primeira execução e poderão ser refeitos conforme regra definida pelo administrador da
rede, como por exemplo sempre que um determinado tempo for atingido, ou o throughput
ou ainda a latência de rede alterar uma quantidade de vezes o desvio padrão medido
inicialmente, ou seja, a regra depende da imaginação e necessidade do administrador da
rede, assim sendo quando a regra for satisfeita será realizado o retreino e descoberta do
melhor coeficiente de limiar para a detecção, conforme o estado da rede daquele momento,
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com devolução ao algoritmo de entropia em ML-Entropia. Este processo permite que o
Limiar seja dinâmico e acompanhe o estado atual da rede.
Como o processo de treinamento e aprendizado no ML (Fases 1 e 2) representa um
custo de processamento mais alto, onde o treinamento será necessário de tempos em
tempos para ajustar as constantes mudanças na rede e, assim, fornecer um mecanismo
dinâmico ou adaptativo de melhor limiar a implementação é feita fora no Plano de Con-
trole. Essa estratégia também resolve o problema da implementação no mundo real onde
se tem um blackbox como controlador, além de não impor mais carga ao controle central
do que o necessário e nem impactar no desempenho geral da rede.
Para simplificar o entendimento e comprovação da abordagem foi definido como regra
para refazer os cálculos (Fases 1 e 2 da Etapa 03) e assim acompanhar o estado atual
da rede o fator tempo decorrido desde o último cálculo, cabendo ao administrador da
rede a definição de melhor fator de variação percebida no fluxo que represente a mudança
do estado de rede atual de seu ambiente de rede. Esta é uma questão que ficará em
aberto para pesquisas futuras aferirem qual é a melhor estratégia de definição de qual
comportamento da rede melhor caracteriza a necessidade de recálculo, minimizando o
impacto e maximizando os resultados.
Nossas contribuições são: Apresentar um método híbrido que melhor separa o tráfego
legítimo do espúrio com redução da taxa de erro em relação à entropia tradicional; Usar
ambiente Real para validar o experimento e o método; Usar tráfego real ao invés de
sintético na validação do método; Usar uma técnica alternativa na coleta de dados que não
induza sobrecarga de processamento ao controle centralizado e finalmente apresentar não
apenas uma mas quatro técnicas no método híbrido viáveis de implementação, Habilitando
uma Técnica com utilização de ML para o cálculo dinâmico dos limiares acompanhando
o estado atual da rede.
Foram comparados os resultados de três abordagens semelhantes na literatura com os
resultados deste experimento. Além disso comparamos também Entropia tradicional e
todas as técnicas híbridas entre si, ou seja, as quatro soluções derivadas do mecanismo
híbrido implementado quais sejam: ML-Entropia, SVR Híbrido, SVC Híbrido e Random
Forest Híbrido. Este experimento abrangeu ummétodo estatístico (Entropia tradicional) e
da parte de ML um Algoritmo de Regressão (SVR) e dois de Classificação (SVC e Random
Forest), além de ML-Entropia que viabiliza o uso de ML nos algoritmos de entropia, todos
na abordagem híbrida. Todos os resultados foram apresentados e comparados no Capítulo
6, Seção 6.2.
O experimento foi conduzido primeiro com a definição do escopo de implementação
no ambiente real em termos de segmento lógico, visto que o ambiente real possui vários
segmentos de rede, tais como segmento de clientes, segmento de servidores de produção,
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segmento de servidores de desenvolvimento e teste, segmento de fornecedores, DMZ, entre
outros. O escopo do projeto neste sentido foi definido no segmento de servidores de
produção, incluindo a representação do segmento de clientes para simplificar o Modelo e
representar os acessos legítimos e espúrios, emulado no MiniNet, que serviram de modelo
para verificar a viabilidade da abordagem em ambiente real e a confirmação dos resultados
esperados.
Foi implementado um coletor de dados fora do Plano de Dados para não impactar no
desempenho geral da rede e realizar todo o processo neste servidor. Foram promovidos
ataques DDoS volumétrico com spoofing em servidores alvos visando a aplicação, gerando
tráfego legítimo aleatório nesse ambiente emulado para reproduzir ao máximo possível as
condições que seriam encontradas no ambiente real. Foram coletados dados com ataque
e sem ataque para análise e aplicação das técnicas e algoritmos já comentados. Foram
definidas três janelas por fluxos e três janelas por tempo em dados com ataque e dados
sem ataque para aferição e comparação dos resultados. As métricas foram definidas
e todo o experimento foi detalhado no Capítulo 6, Seção 6.1. Ressaltando todo este
processo foi feito primeiramente no Modelo Emulado (MiniNet) e depois aplicado em
Ambiente Corporativo Real, onde os resultados são compilados, apresentados e analisados
no Capítulo 6, Seção 6.2. Os fluxos coletados foram entregues ao cálculo de Entropia tendo
como entrada os seguintes atributos selecionados:
1. IP de Origem;
2. IP de Destino;
3. Porta de Origem;
4. Porta de Destino;
5. Freqüência de Aparições do IP de Origem;
6. Freqüência de Aparições do IP de Destino;
7. Freqüência de Aparições do Porta de Origem;
8. Freqüência de Aparições do Porta de Destino;
9. N-Clientes = Freqüência de Distintos IPs de Origem.
Os resultados dos cálculos de Entropia de todos os itens anteriores foram então utili-
zados para dar entrada no ML com os seguintes dados:
1. Entropia Máxima de todos;
2. Entropia Média de todos;
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3. Entropia Mínima de todos;
4. Desvio Padrão de todos;
5. Entropia Total de cada;
O Diagrama de Fluxo, ilustrado na Figura 4.2, descreve o processo implementado
desde a coleta dos dados até o resultado da detecção com os seguintes passos:
• Se for a primeira execução ou se a regra que define a atualização do Modelo for
satisfeita o fluxo seguirá para 01A, senão seguirá para 01B;
• 01A - Calcula a Entropia Individual dos Atributos de Entradas Definidos;
• 02A - Calcula por janela a Entropia Máxima, Média, Mínima, Desvio Padrão e a
Entropia Total de cada um deles, além de uma coluna classe criada para informar ao
algoritmo no método supervisionado o que é realmente ”Ataque” e o que é ”Normal”
para aferição das métricas definidas de Acurácia, Precisão, Taxa de Erro, Recall e
F1-Score a partir da Matriz de Confusão;
• 03A - Cria um Arquivo de Saída com os resultados do Passo 02A e entrega estes
resultados para o próximo passo;
• 04A - Seleciona o(s) Limiar-X(s) definido a partir dos resultados do Passo 03A para
a detecção do ataque;
• 05A - Aplica o Limiar-X do 04A para a Entropia sozinha Detectar o Ataque e gera
uma Matriz de Confusão.
Na sequência, já passado pelas etapas anteriores, o arquivo criado no Passo 03A é
entregue para o Machine Learning que aplicará para cada um dos algoritmos citados
anteriormente realizando o treino (com 80% dos dados aleatórios) e teste (com 20% dos
dados aleatórios) para encontrar o melhor Modelo, o fluxo seguirá com os seguintes Passos:
• 01B Cada Algoritmo SVR, SVC e Random Forest com seu melhor Modelo encon-
trado realiza a detecção do ataque por si só e geram suas Matrizes de Confusão que
servirá para futura comparação de resultados;
• 02B Aplica o coeficiente de previsão fornecido pelo Algoritmo SVR no Limiar-X na
ML-Entropia que realiza a detecção do ataque e gera a Matriz de Confusão;
• Por fim temos todos os resultados de detecção nas Matrizes de Confusão de cada um
que serviram de aferição nas métricas definidas e melhor comentadas no Capítulo 6
”Experimento, Resultados e Análise”.
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Figura 4.2: Diagrama de Fluxo de Detecção de Ataque.
O uso do cálculo de entropia foi abordado por [11] aqui explicado de uma maneira
muito breve, onde, caso o tráfego aumente em direção a um determinado IP muito mais
do que o previsto na entropia, esse tráfego é visto como ataque e descartado. No cálculo
da entropia usado, os cálculos das entropias individuais para cada atributo ou elemento
são realizados em janelas definidas por N fluxos ou segundos decorridos de acordo com a
Equação 4.1.
Ei = −Pi log2 Pi (4.1)
Na Equação 4.1, P é a probabilidade de um elemento de entrada, como exemplo segue-
se um elemento específico aparecer em uma janela de N fluxos de n elementos, onde Ei é
a entropia de um elemento individual. Após o cálculo da entropia individual, é necessário






Na Equação 4.2, E é a entropia média, n é a quantidade de um elemento específico,
mostrados na janela de N fluxos e Ei, é a entropia individual, para cada elemento. O
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A entropia máxima é encontrada com a Equação 4.4, onde a entropia individual é
calculada com a seleção do maior valor obtido.
EMax = Maxni=1Ei, (4.4)
Da mesma forma, a entropia individual é calculada selecionando-se o menor valor obtido
em entropia mínima com a Equação 4.5.
EMin = Minni=1Ei. (4.5)
Somados os resultados de cada um dos elementos temos a entropia total de cada um.
Todos os resultados são armazenados em um arquivo para uso posterior com todos os re-
sultados de entropia, juntamente com a coluna classe criada para informar aos algoritmos
os verdadeiros positivos e verdadeiros negativos na criação das Matrizes de Confusão. Os
resultados desses cálculos foram introduzidos no ML, usando SVR com RBF, a fim de
encontrar o coeficiente de previsão para retornar ao cálculo da entropia, substituindo o
valor em Limiar-X, para melhorar a detecção de ataques. O SVR é um tipo de regressão
e em conjunto com o kernel RBF é usado na predição de classes. Ele é um modelo de
aprendizagem de ML que constrói um hiperplano ou um conjunto de hiperplanos nas di-
mensões do espaço superior ou inferior que pode ser utilizado para realizar a classificação
e regressão [17].
Nem sempre as amostras são linearmente separadas, neste caso há a necessidade de
se fazer uma transformação para uma base superior, que foi realizado com o auxílio de
uma outra função. No caso deste trabalho foi utilizada a Radial Basis Function (RBF).
Matematicamente essa transformação apresenta, conforme [56], no lugar do produto esca-
lar entre os vetores, uma transformação não linear entre eles, a qual é referenciada como




(αi − α∗i )k(xi, x) + b (4.6)
Essa função ajuda a encontrar um hiperplano mais adequado que acompanha as ca-
racterísticas do conjunto de dados analisado e assim permite uma menor taxa de erro,
uma vez que os dados dificilmente estão distribuídos linearmente, assim essa distribuição




5.1 Metodologia do Projeto de Pesquisa
Para atingir os objetivos deste projeto foi utilizada a metodologia Design Science Research
(DSR) que apoia um paradigma de pesquisa pragmática para promover a criação de
artefatos a fim de resolver problemas da vida real [57,58] e conforme [59] sua metodologia
de DSR, sintetizada a partir de propostas anteriores, pode ser resumida em Construção
e Avaliação que é composto da seguinte forma:
A Construção é composta por Definição do Problema, Proposta de Solução e
Desenvolvimento da Solução, conforme descrito:
• Definição do Problema: Abrange a identificação do Problema e Motivação, Definição
do Problema de forma clara com a demonstração da relevância. Nessa etapa de
identificação do problema em DSR serve ao propósito de assegurar que um problema
seja significativo.
• Proposta de Solução: Define objetivos da solução e o que um artefato melhor reali-
zaria. Deve ser demonstrado que o problema de design previsto é importante para
a prática, novo e representa uma lacuna de pesquisa ou resulta da incapacidade de
artefatos existentes para acomodar um novo ambiente ou contexto. Os seguintes
métodos podem ser aplicados: Afirmação, Revisão de literatura (identificar estudos
de questões críticas, lacunas de pesquisa ou artefatos), Rever iniciativas de profis-
sionais, Entrevista especializada, Grupos focais e Pesquisas [58]. O método aqui
escolhido foi a Revisão da Literatura.
• Desenvolvimento da Solução: Aqui é definido o projeto, seu desenvolvimento e os
artefatos. A atividade de projeto serve para mostrar que um projeto de artefato
contém a solução para o problema declarado. Como o artefato ainda não foi cons-
truído e, portanto, não foi aplicado, essa avaliação é artificial. Os possíveis critérios
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de projeto pertinentes a essa atividade de avaliação são viabilidade, acessibilidade,
inteligibilidade, simplicidade, elegância, integridade ou nível de detalhamento. Os
métodos a seguir geralmente se aplicam a essa atividade: Afirmação, Prova mate-
mática, Raciocínio lógico, Demonstração - Ex ante, Emulação, Simulação, Bench-
marking, Entrevista especializada e Foco do grupo [58]. Aqui foi utilizado Emulação
e Demonstração ex ante.
A Avaliação é composta por Demonstração da viabilidade, Avaliação dos resultados
e Comunicação dos resultados, conforme descrito:
• Demonstração da Viabilidade: Aqui deve-se encontrar o contexto adequado e Uso
de artefato para resolver o problema. Serve para demonstrar inicialmente se e quão
bem o artefato funciona enquanto interage com elementos organizacionais. Nesta
atividade, algumas inferências sobre a utilidade de um artefato já podem ser feitas.
Como essa atividade vincula avaliações ex ante e ex post de um artefato, é fundamen-
tal refletir um projeto de artefato e, assim, iniciar e informar iterações subseqüentes
da atividade de design de artefato. Tanto métodos de avaliação artificiais quanto
naturais podem ser aplicados aqui. Assim, as "realidades"aqui consideradas podem
compreender subconjuntos de "tarefas reais", "sistema real"e "usuários reais". Protó-
tipos são freqüentemente usados neste estágio. Possíveis critérios de projeto podem
incluir viabilidade, facilidade de uso, eficácia, eficiência, fidelidade com o fenômeno
do mundo real, operacionalidade, robustez ou adequação. Os seguintes métodos
podem ser aplicados: Demonstração com protótipo, Experimento com o protótipo,
Experimento com o sistema, Benchmarking, Pesquisas, Entrevista especializada e
Foco do grupo. Aqui foi utilizado Demonstração com protótipo.
• Avaliação dos Resultados: Observação da eficácia e eficiência; Iteração de retorno
com o design. Em última análise demonstra que um artefato é aplicável e útil na
prática, além disso, os pesquisadores podem querer teorizar sobre os princípios de
design subjacentes ao artefato.
• Comunicação dos Resultados: Publicações acadêmicas ou Publicações profissionais
para demonstrar credibilidade. Somente avaliações naturalísticas serão aplicadas
aqui, isto é, o contexto organizacional. Os possíveis critérios de projeto pertinentes
a essa atividade de avaliação são aplicabilidade, eficácia, eficiência, fidelidade com
o fenômeno do mundo real, generalidade, impacto no ambiente de artefatos e usuá-
rio, consistência interna ou consistência externa. Os métodos a seguir geralmente
se aplicam a essa atividade: Estudo de caso, Experimento de campo, Pesquisa,
Entrevista especializada e Grupo focal. O resultado deste projeto de pesquisa foi
submetido para avaliação de publicação no Journal of Information of Security and
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Application da revista Elsevier, com resposta de aceitação pendente, até esta data,
para publicação em 2021.
5.2 Metodologia da Avaliação de Desempenho da So-
lução
A avaliação de desempenho da solução proposta de mecanismo híbrido de detecção de
ataques DDoS em SDN segue a metodologia do livro ”The Art of Computer Systems
Performance Analysis: Techniques for Experimental Design, Measurement, Simulation,
and Modelin” de Raj Jain 1991 [60] por ser adequada para este tipo de experimento,
seguindo o protocolo científico quanto a necessidade de avaliação, segundo ele dez etapas
devem ser seguidas para uma boa avaliação de desempenho de uma solução que são:
1. Definir osObjetivos do estudo e o que constitui o Sistema, delineando seus limites;
2. Listar os Serviços desse sistema e os resultados possíveis, desejáveis ou não;
3. Selecionar critérios ou Métricas para comparar o desempenho;
4. Listar todos os Parâmetros que afetam o desempenho, que pode ser dividida em
parâmetros do sistema, que geralmente não variam entre as várias instalações, e
parâmetros da carga de trabalho, que caracterizam as solicitações dos usuários e
variam de uma instalação para a outra;
5. Listar os Fatores, que são os parâmetros que variam, definindo seus valores ou
níveis e selecionando os que mais impactam no desempenho;
6. Selecionar a Técnica de Avaliação de desempenho apropriada para o estudo. Esta
divida em três técnicas: modelagem analítica, simulação/emulação e medição de um
sistema real;
7. Selecionar a Carga de Trabalho que consiste em uma lista de solicitações de
serviço ao sistema. Para modelagem analítica normalmente expressa como uma
probabilidade de várias solicitações. Para simulação solicitações medidas em um
sistema real. É essencial que ela seja representativa na vida real.
8. Definir o Experimento do Projeto em termos de sequência, oferecendo o máximo
de informações com o mínimo de esforço;
9. Analisar e Interpretar os Dados, reconhecendo que os resultados das medições
e simulações, contam com variabilidade dos resultados. Assim sendo faz-se neces-
sário o uso de técnicas estatísticas para comparar alternativas. A interpretação dos
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resultados produzem resultados e não conclusões. Cabe ao analista a conclusão, que
pode ser diferente de um analista para outro;
10. Apresentação dos Resultados é a etapa final da avaliação de desempenho e deve
ser comunicada de forma a facilitar a compreensão para tomada de decisão, sem
jargão estatístico, preferencialmente em gráficos.
O Objetivo deste projeto é vencer o desafio do melhor o limiar que separa o tráfego
legítimo do espúrio pela ausência de um limiar dinâmico que melhore a eficiência dos
algoritmos baseados em entropia. Aqui exploramos a utilização de ML para o cálculo
dinâmico dos limiares de algoritmos que utilizam entropia e apresentamos um método
híbrido utilizando entropia e ML o ML-Entropia e também três alternativas híbridas de
ML (SVR híbrido, SVC híbrido e Random Forest híbrido). O Sistema é definido como
Redes SDN, para implementação da solução, fora dos planos de dados e de controle, a
fim de não impactar no desempenho geral da rede. Com isto, até o ponto da detecção,
esta proposta de solução também é aplicável às Redes Tradicionais. Como diferencial,
evoluindo para a mitigação, ela já é habilitada para SDN, permitindo explorar todo seu
potencial, incluindo implementação em qualquer um de seus planos. Os limites do Sistema
são definidos juntamente com os Parâmetros mais a frente. Como Técnica de Avaliação
duas foram escolhidas a Emulação, que serviu como Modelo de viabilização da proposta,
posteriormente um Ambiente Real e de produção, para validação da proposta.
Definição dos Serviços no Modelo, considerados mais relevantes, foram: Serviços muito
comuns disponibilizados para acesso legítimo nas portas 8080, 8443 e 8025, que repre-
sentam os serviços mais utilizados no ambiente real e adicionado 8 ou 80 apenas para
diferenciar de forma clara nas análises o tráfego sintético do tráfego real. Reprodução da
anomalia do serviço ou seja do Ataque no Modelo com possibilidade de Aferição: Para
o ataque DDoS volumétrico foi utilizada a ferramenta T50 e os serviços disponibilizados
no Modelo Emulado são as portas 8011, 8012, 8013 escolhidas para diferenciar das portas
de tráfego normal e assim permitir a identificação do tráfego de ataque e legítimo na
criação da coluna de classificação e assim permitir o método supervisionado em Machine
Learning. Foram explorados no ataque tanto o protocolo UDP quanto TCP nos alvos
para testar a capacidade da solução proposta de identificar ataques independente do tipo
de protocolo explorado.
Os Serviços mais relevantes no Mundo Real não precisam ser definidos, pois se trata
do mundo real, contudo para preservar a disponibilidade dos serviços reais e de produção
desse ambiente, foram implementados servidores específicos para receberem os ataques e
tráfegos legítimos foram gerados nestes para acesso legítimo nas portas 8050, 8051 e 8052,
que foram escolhidas para diferenciar das portas de ataque e permitir sua identificação na
criação da coluna classe no método supervisionado, conforme já comentado. São gerados
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tráfegos legítimos aleatórios nos servidores alvo, que se misturam ao tráfego real, para
evitar que somente tráfego de ataques chegassem até estes servidores e assim não provo-
casse um aprendizado equivocado nos algoritmos de ML. Para a reprodução do Ataque,
também utilizando T50, no Mundo Real com possibilidade de Aferição: Os serviços dis-
ponibilizados no Ambiente Real para ataque DDoS volumétrico foram as portas 80, 443,
25, 8080, 143, 22, 9200, 8443 e 2575 escolhidas por representar os serviços mais utilizados
no ambiente real tanto para produção quanto desenvolvimento de sistemas, misturando-
se com os fluxos do ambiente real que também possui acesso a estas mesmas portas nos
servidores de aplicação reais da corporação, assim garantimos que não haverá viés que
interfira nos resultados, permitindo uma comparação justa. No ambiente real o uso destas
portas permite a identificação do tráfego de ataque e normal para aplicação do método
supervisionado em ML uma vez que os servidores alvos são disponibilizados em ambiente
real para este fim, assim a identificação passa a ser pela porta explorada e o IP vítima
juntos.
As Métricas definidas para aferir o desempenho da solução proposta são as mais re-
levantes para este tipo de pesquisa, onde de acordo com a Matriz de Confusão gerada a
partir do resultado da detecção, conforme Figura 5.1, são apresentados os erros e acer-
tos, contendo no eixo X os valores preditos pelo mecanismo de detecção e no eixo Y os
valores reais ou verdadeiros que são dados a partir da coluna classe criada para aplicação
























Verdadeiro Negativo Falso Positivo
Falso Negativo Verdadeiro Positivo
Figura 5.1: Modelo da Matriz de Confusão.
Acurácia: Indica quantas classificações o modelo classificou corretamente, entre to-
das os Verdadeiros Positivos (VP) e Verdadeiros Negativos (VN) e é dada pela seguinte
Equação 5.1.
Acurácia = V P + V N
V P + V N + FP + FN (5.1)
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Taxa de Erro: Tem o propósito inverso ao da acurácia, onde ele serve para medir o
quanto a solução errou entre todos os erros e acertos e é dada pela seguinte Equação 5.2.
TaxaDeErro = FP + FN
V P + V N + FP + FN (5.2)
Precisão: Considera as classes Positivas e quantas classificações do modelo estão
corretas. Utilizado onde os Falsos Positivos (FP) são considerados mais nocivos do que
os Falsos Negativos (FN) e é dada pela seguinte Equação 5.3
Precisão = V P
V P + FP . (5.3)
Recall/Revocação ou Sensibilidade: Os três termos podem ser encontrados na
literatura e serve para medir dentre todas as situações de classe Positivo como valor
esperado, quantas estão corretas. Seguiremos nos referindo a esta como Recall. A métrica
Recall tem o propósito inverso ao da precisão e pode ser usada em uma situação em que
os Falsos Negativos (FN) são considerados mais nocivos que os Falsos Positivos (FP) e é
dada pela seguinte Equação 5.4.
Recall = V P
V P + FN (5.4)
F1-Score: Essa métrica é a média harmônica entre Precisão e Recall. É uma maneira
de observar somente uma métrica ao invés de duas (precisão e recall) e é dada pela seguinte
Equação 5.5.
F1-Score = 2 ∗ Precisão ∗Recall
Precisão+Recall (5.5)
Além dessas métricas descritas que servem de comparação entre as diversas técnicas apre-
sentadas, também comparamos com três trabalhos semelhantes da literatura.
Os Parâmetros definidos foram com relação a topologia da rede e capacidades que serão
encontradas no ambiente real a fim de recriar, em escala menor, no ambiente Emulado um
Modelo que melhor represente o Ambiente Real para implementação, assim sendo obter
resultados que sejam realmente aplicáveis em condições reais. O ambiente real que serviu
de implementação da proposta de solução aqui discutida, é composto de vários segmentos
de rede tais como: segmento de clientes, segmento de servidores de produção, segmento
DMZ que faz fronteira com a Internet, segmento de fornecedores e outros, concentramos
e definimos o escopo de implementação o ”Segmento de Servidores de Produção” onde
ficam os Servidores de aplicação, pelas seguintes razões:
• É o ambiente mais sensível de toda a corporação, onde são disponibilizados os prin-
cipais serviços;
45
• Todos os usuários internos da rede têm acesso aos serviços lá hospedados, portanto
o tráfego entre cliente e servidor transitam no barramento;
• Os Serviços disponibilizados aos clientes externos são oriundos desse barramento que
fazem a replicação a partir dele, permitindo a captura e análise desses dados, bem
como permite a percepção de possíveis brechas, não percebidas pelos dispositivos
de segurança perimetral existentes, que possibilitem um atacante ganhar acesso ao
segmento de produção e promover o ataque;
• A solução proposta apesar de definir como escopo este segmento de produção em
sua implementação e análise de viabilidade, permite que o mecanismo híbrido de
detecção de ataque DDoS seja replicável aos demais segmentos que a organização
julgar pertinente.
Dessa forma foi definida como topologia para o ambiente emulado uma rede contendo
um segmento de servidores de produção e outro segmento de clientes com as seguintes
capacidades:
• 06 Servidores de aplicação no ambiente emulado;
• 124 Servidores de aplicação no ambiente real;
• 40 clientes legítimos acessando serviços disponibilizados no ambiente emulado;
• Aproximadamente 2000 clientes legítimos acessando serviços disponibilizados no am-
biente real;
• 03 Servidores alvo que recebem ataque e tráfego normal (mesma quantidade para
ambiente emulado e real);
• 04 atacantes explorando 01 porta em cada servidor e os protocolos UDP e TCP,
com spoofing no ambiente emulado;
• 03 atacantes explorando 03 portas em cada servidor e os protocolos UDP e TCP,
com spoofing no ambiente real. O ajuste foi feito para se adequar as diferenças
de capacidades dos ambientes e garantir o balanceamento dos dados, assim também
garantimos que não haverá tendência do Modelo emulado nos resultados do ambiente
real.
A escala reduzida, conforme demonstrado na Figura 5.2, ajuda na observação dos
comportamentos e variações existentes, contudo é fundamental que se encontrem presentes
no modelo emulado as variáveis mais relevantes e que interferem no resultado do projeto


















Atacante 03 Atacante 04
Cliente 2000
Server 124
Segmento de Servidores de Produção
Segmento de Clientes
Figura 5.2: Rede SDN Representando Ambiente Modelo e Real.
a generalização do modelo e sua aplicabilidade no mundo real, evitando com isso possíveis
Overfitting e Underfitting.
Como Fatores foram definidos três tamanhos de janelas por fluxo e mais três tamanhos
de janelas por tempo diferentes para aferição dos resultados. Como limitador do escopo de
fatores foi definido como regra a escolha das janelas seguindo da menor janela viável para
a maior janela de melhor desempenho ou início da degradação dos resultados em relação
às janelas anteriores. Totalizaram doze janelas, sendo três janelas por fluxo ambiente
emulado e três do ambiente real, somadas a mais três janelas por tempo do ambiente
emulado e três do ambiente real. O ataque é caracterizado pelo tipo DDoS, volumétrico,
com Spoofing, tendo como vítima as aplicações e impacto a degradação de desempenho dos
servidores alvo e não a sua paralisação. Para garantir isso os servidores foram monitorados
durante o ataque, que foi calibrado até atingir entre 90% a 95% de utilização da máquina,
entre tráfego legítimo e espúrio, para evitar a paralisação dos serviços, tanto no Modelo
quanto no Real. O fluxo estabelecido no ataque é intermitente, no ambiente Emulado, de
47
30 em 30 segundos, perfazendo 5 ciclos, devido a sua capacidade reduzida a fim de evitar
o efeito indesejado de Overfitting, Underfitting e desbalanceamento dos dados coletados.
Ressaltamos que testamos o fluxo constante neste ambiente e o efeito indesejado ocorreu,
por esse motivo o fluxo intermitente foi escolhido para o ambiente emulado. O fluxo
foi constante para o ambiente Real devido às suas capacidades serem muito maiores e
para se aproximar ao máximo das condições reais desse tipo de ataque sem paralisação
do serviço. Foram utilizados quatro atacantes para o ambiente emulado explorando uma
porta em cada servidor alvo, enquanto são utilizados três atacantes no ambiente Real,
com um deles posicionado via VPN, todos explorando três portas em cada servidor alvo,
a fim de produzir magnitudes diferentes compatíveis com o tamanho do ambiente utilizado
(emulado ou real). Foram explorados os protocolos UDP e TCP no ataque para testar a
capacidade de detecção independente do tipo de protocolo utilizado.
A Carga de Trabalho no ambiente emulado foi gerada utilizando o iPerf3 com a escrita
de um programa em Python3 para disparar os acessos de forma aleatória aos 06 servidores.
No ambiente real foram coletados os dados reais do segmento de servidores de produção,
contendo todos os IP de Origem que alcançam o segmento, incluindo segmentos adjacentes.
O Experimento, a Apresentação dos Resultados e a Análise e Interpretação dos Dados
estão descritos no Capítulo 6, Seções 6.1, 6.2 e 6.3, respectivamente. Foram comparados
resultados do mecanismo híbrido proposto com três trabalhos na literatura relacionados e
também comparados com os resultados do próprio experimento, considerando o seguinte:
1. Entropia = Abordagem tradicional;
2. ML-Entropia (Recebe coeficiente da regressão) = Abordagem híbrida;
3. SVR (Regressão) = Abordagem híbrida;
4. SVC (Classificação) = Abordagem híbrida;
5. Random Forest (Classificação) = Abordagem híbrida.
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Capítulo 6
Experimento, Resultados e Análise
6.1 Experimento
Esta seção foi subdividida em ”Experimento no Ambiente Emulado” (Subseção 6.1.1) e
”Experimento no Ambiente Real” (Subseção 6.1.2). Nelas foram detalhadas as etapas e
configurações necessárias para a viabilização da proposta em cada um dos ambientes. O
detalhamento dos aspectos gerais e as definições feitas que valem para os dois ambientes,
Emulado e Real, estão aqui nesta inicial. Este experimento foi conduzindo conforme
metodologia detalhada no Capítulo 5. Iniciou-se com a montagem do Ambiente Emulado
para construção do Modelo e comprovação da viabilidade no mundo real. Posteriormente,
após a obtenção dos resultados preliminares, contendo a comprovação da viabilidade, as
técnicas e etapas, que se mostraram mais viáveis, foram replicadas em Ambiente Real
corporativo.
A prototipação com a construção Modelo garantiu, em ambiente reduzido e seguro,
com menor custo, maior agilidade e controle, o desenvolvimento da solução proposta,
possibilitando vencer os principais desafios que se apresentam no mundo real. Neste ex-
perimento o Modelo também permitiu melhor entender comportamentos, devido a escala
reduzida, que seriam mais difíceis de entender no mundo real dado as múltiplas variáveis
existentes no Ambiente Real. Contudo é importante entender que o fato do Modelo se
apresentar viável na emulação não é garantia de que ele terá o mesmo resultado, quando
aplicado no mundo real. Isto por que novos desafios podem se apresentar, devido a va-
riáveis que não são relevantes no contexto do escopo da solução, mas que em grau menor
podem impor ao pesquisador encontrar soluções de contorno de problema que permitam
se manter na mesma linha mestra da solução viável apresentada no Modelo. Estes desafios
ocorreram, foram vencidos e são melhor explanados e detalhados na Subseção 6.1.2.
As janelas foram definidas por fluxos e janelas por tempo de três tamanhos diferentes
para o Ambiente Real Corporativo e Emulado cada uma, com seis janelas para cada
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ambiente, totalizando doze janelas diferentes. Para defini-las seguiu-se com testes da
menor para a maior janela viável, com três graus de tamanhos, observando a crescente
dos bons resultados até que a janela máxima atingisse um resultado máximo possível ou
iniciasse uma degradação de desempenho na detecção de ataque em relação as janelas
anteriores. Somente as três melhores janelas de cada Dataset (Real e Emulado) para
Entropia tradicional, ML-Entropia, SVR híbrido, SVC híbrido e Random Forest híbrido
são apresentadas, comparadas e comentadas na Subseção 6.2.
Enfatiza-se que os atributos mais relevantes foram apontados pelos algoritmos, após
a limpeza e tratamento dos dados, de acordo com a exploração dos dados e o resultado
de suas correlações mais fortes ou mais fracas na previsão desejada e não simplesmente
escolhidos pelo pesquisador de forma aleatória. Portanto, a chave neste caso é ”explorar
os dados” apoiado pelas ferramentas apropriadas. Para a seleção dos melhores atributos
que serviram de limiar para a detecção do ataque em Entropia e ML-Entropia foram con-
sideradas algumas regras predefinidas para garantir comparações justas e sem tendência,
foram elas:
• Os Limiares selecionados deveriam estar contidos no arquivo gerado no passo 03A
do diagrama de fluxo na Figura 4.2, não sendo permitido criar novos a partir do que
somente uma das janelas permite (fluxos ou tempo), a fim de manter a igualdade o
mais próximo possível, de modo a não comprometer as comparações;
• O melhor Limiar-X com os melhores resultados de detecção para o conjunto de
dados com e sem ataque foram buscados a partir da técnica de Entropia tradicional
e quando selecionados estes deveriam ser os mesmos usados em ML-Entropia com a
mesma lógica de comparação para garantir a precisão da comparação e assim medir
sua efetividade. Ex.: Na comparação ”(λ) = Se (E_IPDest > T ) Então”, a
lógica foi a mesma para ambos;
• Foi permitido fazer ajustes de magnitude do Limiar-X em relação ao conjunto de
dados, uma vez que eles não interferem na comparação dos resultados. Contudo
sem alterar a estrutura do λ e os limiares selecionados. Esta regra está alinhada à
disciplina de ML que preconiza a observação dos dados e o que eles nos informam
sobre os resultados. Por exemplo: Onde λ =
Se (E_IPDest > T/2) Então (Para Entropia) e
Se (E_IPDest > T*2) Então (Para ML-Entropia)
OBS.: Permaneceram preservados os Limiares-X e o λ ( a diferença se limita na
magnitude (/2 e *2).
Comentário: Os ajustes permitidos foram justificados uma vez que a busca por um
melhor posicionamento do hiperplano na separação de dados segue lógicas diferentes,
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um pode ser posicionado acima dos dados alvo e o outro abaixo dos mesmos dados
alvo, adequando-se assim à interpretação do pesquisador no ajuste para cima ou
para baixo do Limiar, porém permanece o mesmo Limiar-X.
• Os Limiares definidos e seus respectivos ajustes, quando necessário, para um deter-
minado ambiente e seu Dataset (Emulado ou Real) deveriam ser os mesmos para
dados com Ataque e sem Ataque.
Os Limiares-X foram os mesmos para os Datasets, com e sem Ataque, no ambiente
Emulado. Também foram os mesmos para os Datasets, com e sem Ataque, no ambiente
Real. Com relação a este ponto ressalta-se, para que não haja erro de entendimento,
que existe a necessidade de se analisar e entender os Datasets dos diferentes ambientes
e se definir seus respectivos Limiares-X. Assim sendo a análise feita para o conjunto de
dados do ambiente Emulado deve ser repetida para o ambiente Real. Isto por que estamos
lidando com ambientes diferentes, com dimensões diferentes e no caso do ambiente real
com uma quantidade maior de variáveis, onde foram replicadas em emulação as principais
características do mundo real e não todas as existentes, somente as relevantes.
Para se obter uma boa separação dos dados é importante que o limiar siga o contorno
de separação conforme eles se apresentam no Dataset. Para melhor entender isto, conforme
exemplo da Figura 6.1, a imagem mostra dois planos, linear à esquerda e não linear à
direita, onde a linha azul é o hiperplano traçado na separação dos dados. Nem sempre a
melhor separação seguirá uma linha reta dentro do conjunto de dados, às vezes pode ser
necessário fazer uma curva e minimizar a margem de erro na separação com uma função





Figura 6.1: Hiperplano de Separação dos Dados Linear (esquerda) e Não Linear (direita).
OSupport Vector Regression (SVR) com a função kernel RBF é um algoritmo de
regressão não linear que pode ser usado para alcançar um limiar mais apropriado na
implementação desta proposta, conforme demonstrado na Figura 6.2 que apresenta suas
características em dados deste experimento. Na imagem vemos os pontos, denominados
Vetores de Suporte (do inglês - Support Vectors), que servem de guia para Margem Má-
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xima, que são as margens traçadas para delimitar a fronteira de cada grupo de dados, azuis
são dados normais e vermelhos são dados do ataque. O hiperplano é traçado tomando





Figura 6.2: Support Vectors Definido nos Dados do Mininet (janela = 50 Fluxos). De
acordo com [3].
O aumento da eficiência na detecção de ataques é demonstrado em outra amostra deste
experimento, na Figura 6.3, na qual é possível ver as duas equações que determinam as
linhas da Margem Máxima, bem como a equação que determina o traçado do hiperplano.
Além disso temos representado o ξi que é a distância do ponto classificado errado até a
margem correta, conforme já explanado na Seção 2.6, ele representa a margem de erro
(FP e FN). Outra vantagem do RBF também conhecido como LS-SVM (Least Squares





Figura 6.3: SVR com Kernel RBF na Predição de Ataque nos Dados do Mininet (janela
= 25 Fluxos). Baseado em [4] e [5].
A abordagem utilizando regressão não linear ajuda na previsão dos ataques a acompa-
nhar as curvas no conjunto de dados de forma a minimizar a taxa de erro, conforme pôde
ser percebido nas Figuras 6.2 e 6.3 apresentadas. Esta característica foi explorada para
52
beneficiar a Entropia na abordagem ML-Entropia usando o coeficiente de previsão do hi-
perplano com um limiar mais adequado para melhorar a separação dos dados legítimos e
espúrios. O algoritmo usado para implementação da solução, aplicado tanto no Ambiente
Emulado quanto no Ambiente Real, está descrito nos pseudocódigos dos Algoritmos 1 e
2.
Algorithm 1 Attack Detection using only Entropy
Require: A = set of attributes; n = number of flows; M = ∅;
1: for i = 1 to n do
2: Calculate Ei using Eq.(4.1) and ESD Eq.(4.3), respectively, ∀x|x ∈ A;
3: M ←M ∪ Ei ∪ ESD;
4: end for
5: Compute E, EMax, and EMin using Eqs. (4.2, 4.4, 4.5) respectively, ∀x|x ∈ A;
6: M ←M ∪ E ∪ EMax ∪ EMin;
7: Output M to Entropy-File;
8: Let T = {t1, t2, · · · , tm}, m > 0, where T ⊂M holds the best m values in M ;
9: for i = 1 to n do




, · · · ,⊙Ei ⊗ tm) then
11: return (Attack);
12: else
13: return (Normal Traffic);
14: end if
15: end for
O Mecanismo de Entropia é detalhado no Alg. 1. O algoritmo recebe como entrada
um conjunto de atributos (A), tais como endereço IP, portas, freqüência de fluxo, etc.
Estes atributos são coletados de diferentes tamanhos de janela, coletados ao longo do
tempo. No primeiro for-loop, os Ei e ESD, para cada atributo x ∈ A, são computados
usando Eq. (4.1) e (4.3), respectivamente. Em seguida, E, EMax e EMin são computados
usando Eq. (4.2), (4.4), (4.5), respectivamente, para cada x ∈ A. Os valores computados
são armazenados no conjuntoM , M = M ∪Ei∪ESD∪E∪EMax∪EMin. O conjuntoM é
armazenado em ”Entropy-File” para entrada no Alg. 2. Os valores emM são selecionados
com base na análise empírica. Os melhores valores de m emM são atribuídos a T a partir
de |A| × n limiares possíveis que melhor caracterizam um ataque. A detecção de ataque
é realizada no segundo for-loop do Alg. 1, onde cada Ei, 1 ≤ i ≤ n, é avaliado com cada
elemento em T . Os operadores ⊗ e⊙ representam uma operação relacional utilizada para
determinar se Ei representa um fluxo legítimo ou um fluxo espúrio. Neste último caso,
um ataque é relatado.
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Algorithm 2 Attack Detection using ML-Entropy
Require: EF; n← number of flows; δ; LastCall; TimeOut;
1: Function: ComputeCoefficients(δ, EF, LastCall, T imeOut)
2: if δ == ∅ ∨ LastCall > T imeOut then
3: δ ← δ ∪ SV R[RBF ](EF );
4: Call ML-Entropy (δ);
5: else




10: Function: ML-Entropy (δ)
11: Let T i = {t1, t2, · · · , tm}, m > 0, where T i ⊂ δ holds the best m values in δ;
12: for i = 1 to n do




, · · · ,⊙Ei ⊗ tm) then
14: return (Attack);
15: else




20: Call ComputeCoefficients(δ, EF, LastCall, T imeOut);
Os detalhes do mecanismo ML-Entropia são fornecidos no Alg. 2. Como entrada, o
algoritmo recebe os seguintes parâmetros: ”Entropy-File” (EF), vindo do Alg.1, o con-
junto δ, que é vazio na primeira chamada; LastCall que é o tempo desde o último cálculo
e; o Timeout que define a quantidade mínima de tempo para realizar o novo treino/teste.
A função "ComputeCoefficients"recebe estes parâmetros que são usados para atualizar
os valores em δ. Na primeira chamada, ou depois de um TimeOut, o SVR-RBF é cha-
mado. A função fornece os coeficientes de previsão com base nos valores em EF para
o treino/teste. Os resultados são armazenados em δ. Depois, a função ML-Entropia é
chamada. A função ML-Entropia recebe como parâmetro o coeficiente em δ que detém
os pesos de m do subconjunto de A encontrado pelo ajuste do hiperplano. Os melhores
valores em δ são atribuídos a T i contendo pelo menos um atributo do subconjunto. Ob-
serve o teste realizado no (Alg. 1, Linha 10) e (Alg. 2, Linha 13) essa igualdade tem
como objetivo fornecer uma comparação justa entre as duas abordagens (Entropia e ML-
Entropy). Assim, é possível aferir o desempenho da proposta ML-Entropia com Entropia
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tradicional, já que a diferença entre elas se baseia apenas nos pesos T (Alg. 1, Linha 8)
e T i (Alg. 2, Linha 11). No segundo for-loop do Alg. 2 a detecção do ataque é realizada
por ML-Entropia, seguindo a mesma avaliação com cada elemento em T (Alg. 1, Linha
10) só que agora em T i (Alg. 2, Linha 13).
Para os algoritmos SVR, SVC, Random Forest o arquivo EF serve também de entrada
para a realização do treino/teste, onde os algoritmos de classificação aqui utilizados re-
alizaram Cross Validation (CV) = 5 para o Dataset do ambiente Real. Para o Dataset
do ambiente Emulado foi aplicado o método K-Fold onde foram feitos Cross Validation
(CV) = 5 para 10 Modelos diferentes e calculada a média de todos, ou seja, a média de
50 repetições. O tamanho do Dataset do ambiente Real inviabilizou a aplicação deste
método nele, pois um único teste aplicado nesse conjunto de dados demorou 12 horas de
processamento, optamos então pelo CV=5 nesse Dataset. Para o algoritmo de regressão
todo o Dataset foi utilizado para Real e Emulado. Com o melhor Modelo encontrado
cada algoritmo realizou a detecção do ataque, todos gerando uma matriz de confusão
para aferição do resultados e comparação, que são apresentados na Seção 6.2. O longo
tempo relatado só ocorre durante o treino/teste dos algoritmos de classificação, mas uma
vez encontrado o Modelo ideal a detecção de ataque é rápida.
6.1.1 Experimento no Ambiente Emulado
A construção do Ambiente Emulado (Modelo) foi feita utilizando um servidor com CPU i7
de 2,9 GHz, 16 GB de RAM, 256 GB de SSD com Ubuntu versão 18, onde foi selecionado
como ferramenta de emulação o MiniNet, por ser a solução mais utilizada em pesquisas
desse tipo, na versão 2.2.2-170321 para a emulação SDN, Ryu como controlador, Openflow
Protocol 1.3 e protocolo Netflow para coleta de dados, em uma topologia com quarenta
hosts, quatro atacantes e seis servidores de aplicação, sendo três como alvos de ataque
DDoS. O controlador foi conectado em dois Switches OVS (Open Virtual Switch). Os
fluxos foram coletados no plano de dados, a ferramenta escolhida para este fim foi o
Graylog na versão gratuita 3.2.6 [61] pela facilidade de implementação, pois já existe a
compatibilidade com SDN, permitindo a coleta de fluxos através do protocolo Netflow, com
armazenamento no banco de dados MongoDB que é um banco de dados gratuito orientado
a documentos de código aberto, usa formato de documento como JSON, e Elastic Search
que é um mecanismo de pesquisa de código aberto baseado no Lucene e desenvolvido em
JAVA [62]. O servidor para coleta e armazenamento de dados foi conectado ao Switch de
Servidores e a coleta e análise de dados sem intervir no desempenho geral da rede segue
a topologia que é representada na Figura 6.4.
O tráfego aleatório normal foi gerado utilizando o iPerf versão 3 com tamanhos de
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Figura 6.4: Topologia SDN para o experimento.
cada cliente gerou pedidos aleatoriamente para seis servidores, através do uso de scripts
instanciados por um código escrito em Python 3. As portas utilizadas para acesso legítimo
foram 8080, 8443, 8025 que representam serviços legítimos mais comuns nas redes reais
(80, 443 e 25), contudo adicionados 8 ou 80 antes de cada número para distinguir, na
análise e por cautela, os dados coletados do MiniNet dos dados coletados no ambiente
real, e também diferenciadas das portas de ataque para permitir a identificação do tráfego
de ataque e legítimo na criação da coluna de classificação e assim permitir o método
supervisionado em Machine Learning. Quarenta clientes fazem acessos a todos os seis
servidores, inclusive os três alvos para evitar viés nos dados.
O ataque DDoS que foi realizado é volumétrico com spoofing, conforme ilustrado na
Figura 6.5, utilizando quatro atacantes com o T50 versão 5.8.7 [63], testando uma frequên-
cia de solicitações próximo à ocorrência de paralisação, mas sem a interrupção do serviço
durante a medição com carga de trabalho no servidor alvo entre 90% a 95%, entre da-
dos legítimos e espúrios. As portas exploradas são 8011, 8012 e 8013, com dois hosts
explorando o protocolo UDP e outros dois explorando o protocolo TCP para testar a
capacidade da solução proposta de identificar ataques independente do tipo de protocolo
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explorado. Os dados que contêm apenas tráfego normal e depois com ataque são coleta-
dos, para treinamento e criação dos modelos de Machine Learning (ML) com 80% e 20%
da amostra e Intervalo de Confiança de 95%. O RStudio versão 1.2.5042 - © 2009-2020, na
exploração de dados e busca de padrões, devido ao seu desempenho e praticidade, onde
foram aplicados para os seguintes algoritmos: Regressão Linear e Não Linear (Support
Vector Regression (SVR)), Support Vector Classifier (SVC) e Random Forest. Posterior-
mente, exploradas as características e confirmado o balanceamento dos dados, os melhores
atributos são selecionados e a implementação continua dessa vez utilizando o Python para
a codificação do algoritmo com as bibliotecas mais apropriadas para o objetivo desejado,
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Figura 6.5: Topologia do Ataque no MiniNet.
O ataque foi realizado de forma intervalada de 30 segundos para balancear os dados
e viabilizar melhor compreensão dos algoritmos do que é normal e anormal no fluxo de
dados da rede, dessa forma são definidos os intervalos de 30 segundos apenas de tráfego
normal - 30 segundos de ataque - 30 segundos apenas de tráfego normal - 30 segundos de
ataque - 30 segundos apenas de tráfego normal. O ataque contínuo no ambiente emulado
também foi realizado, contudo acreditamos que dada as capacidades menores do ambiente
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houve incidência de Overfitting e Underfitting, onde a abordagem intervalada se mostrou
mais apropriada para o aprendizado e generalização do Modelo.
As janelas foram definidas pelo tipo fluxos e tempo de três tamanhos diferentes para
cada um dos tipos, totalizando seis janelas diferentes para este ambiente. As janelas por
fluxos deste ambiente foram definidas em 25, 50 e 100 fluxos e as janelas por tempo foram
de 1, 2 e 3 segundos.
Figura 6.6: Comparação dos Atributos no Dataset do MiniNet.
Os atributos mais relevantes foram apontados pelos algoritmos, apoiados por uma
ferramenta, neste caso pelo pacote ”Seaborn” do Python apresentando a combinação de
pares de atributos no conjunto de dados do MiniNet, de acordo com a Figura 6.6, onde os
dados normais representados pelos pontos azuis e os de ataque pelos pontos laranja. Nos
eixos X e Y estão os nomes dos atributos, do conjunto de dados, que foram comparados
pelo algoritmo e apresentam suas combinações nas interseções, já nos cruzamentos dos
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mesmos atributos, no eixo diagonal da Figura 6.6, estão os gráficos de linha de cada um
desses pares de mesmo atributo. Diversos pares foram testados e aqui foram apresentados
os pares que melhor separaram os dados e serviram de Limiares-X em Entropia e em ML-
Entropia para detecção do ataque. Na Figura 6.7 os dados no MiniNet são ilustrados em
2D e 3D com os gráficos gerados com os limiares em 03 eixos para demonstrar a separação
dos dados, onde os dados de ataque estão na cor amarela e dados normais na cor azul.
(a) (b)
(c) (d)
Figura 6.7: Scatterplot do MiniNet: Max Entropia IP de Dest. com Porta de Origem (a),
Entropia Freq. do IP de Dest. com IP de Origem (b), Scatterplot dos 3 Eixos com Ataque
(c) e Scatterplot dos 3 Eixos sem Ataque (d).
É possível perceber na Figura 6.8 que ilustra as detecções do algoritmo SVC em dados
do ambiente emulado, com dados legítimos na cor azul e os dados de ataque na cor verme-
lha, para cada tamanho de janela por fluxo, as diferenças de cada kernel do algoritmo no
conjunto de quatro quadros que apresentam os resultados do SVC com o kernel Linear,
Linear com Ajuste, RBF e Polynomial, nota-se a linha branca que representa o hiper-
plano, encontrado pelo algoritmo, às vezes sobreposta pela alta densidade dos pontos, na
separação dos dados. Os pontos azuis que se encontram na separação em vermelho fazem
parte da margem de erro, assim como os pontos vermelho na separação azul, depois do
hiperplano. Essa margem de erro que procuramos reduzir e que são obtidas por RBF e
Polynomial, não lineares, conforme ilustrado.
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SVC com Janela de 25 Fluxos SVC com Janela de 50 Fluxos SVC com Janela de 100 Fluxos 
Figura 6.8: Support Vector Classifier (SVC) na Predição do Ataque nos Dados do Ambi-
ente Emulado.
Observe, ainda na Figura 6.8, que à medida que a janela cresce em tamanho os dados
vão ficando mais separados e melhor é a separação dos dados no hiperplano, até um
tamanho que é ideal, como em 100 fluxos. Nos dados do MiniNet esta imagem é mais
clara, contudo notamos no experimento que a partir de um determinado aumento de
janela os dados ficam muito dispersos, acima de 100 fluxos, refletindo na detecção que
começa a degradar suas métricas aferidas.
IP Destino Janela de 1 seg Porta Origem Janela de 1 seg Freq IP Dest. Janela de 1 seg
Figura 6.9: Histogramas com Janelas de 1 segundo para os Dados do Ambiente Emulado.
No processo de definição dos melhores limiares para uso na detecção de ataque DDoS
por Entropia a análise foi feita apoiada nos gráficos gerados a partir da correlação apre-
sentada na Figura 6.6 para o emulado (MiniNet) com a geração de histogramas, na Figura
6.9, dos pares que apresentaram melhor correlação de separação dos dados. Os candida-
tos a limiares foram plotados no histograma conforme ilustrado na Figura 6.10 onde os
possíveis ajustes foram aplicados e posteriormente testados para aferição dos resultados
até encontrar os melhor parâmetros de comparação para selecioná-los como Limiares-X
na detecção. Isso foi primeiramente realizado nas janelas definidas por fluxo e depois por
tempo. Para cada ambiente, emulado e real.
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Figura 6.10: Histograma do IP de Destino nos Dados do Ambiente Emulado, Plotando
as Entropias Calculadas.
6.1.2 Experimento no Ambiente Real
Todo o processo foi repetido no Ambiente Real, com um servidor para coleta de dados
com 02 vCPUs, 32 GB RAM, 500 GB HD, Ubuntu versão 18 e três Servidores Ho-
neypotes, foi utilizado o T-Pot 20.06 para Debian (Stable), disponível no GitHub link
”https://github.com/dtag-dev-sec/tpotceconcept” [64], foram instalados com a seguinte
configuração 02 vCPUs, 16 GB RAM, 200 GB HD, implementados no barramento dos
servidores de aplicação real do ambiente de produção da empresa, que serviram como
alvos dos ataques DDoS realizados, bem como receberam pedidos de tráfego normal para
evitar o viés nos dados relacionados ao acesso a estes três servidores, que se misturaram
na coleta de dados de outros em uma estrutura de virtualização de cluster com a seguinte
configuração: Hypervisor = VMware ESXi, 6.7.0.7098360, Modelo = PowerEdge M640,
Tipo de processador = Intel(R) Xeon(R) Gold 5118 CPU @2.30GHz, Processadores lógi-
cos = 48, com cento e vinte e quatro servidores de aplicação e quase dois mil clientes que
acessam estes servidores de aplicação legítimos.
A topologia ilustrada na Figura 6.11 contem apenas o escopo definido da implemen-
tação no ambiente real que foi reproduzido no emulado com a diferença das capacidades
aqui apresentadas e representadas na ilustração para melhor entendimento. Na coleta
dos dados no ambiente real via protocolo Netflow não foi possível a extração dos dados
devido impedimentos da ferramenta Graylog que não habilitou o protocolo para uso sem
licenciamento, então para contornar este problema, foi feito uso do protocolo IPFix dispo-
nível na ferramenta Graylog e também disponível no ambiente NSX da VMware, contudo
para uso deste protocolo se fez necessário a criação de uma arquivo JSON contendo a
estrutura do padrão IPFix a ser utilizado pelo Graylog para entendimento da ferramenta
de como interpretar e colunar os dados recebidos da forma correta. Para isso foram uti-
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Figura 6.11: Topologia SDN do Escopo do Ambiente Real.
Este ajuste em nada prejudicou o Modelo realizado no MiniNet, pois todos os cam-
pos/atributos que foram selecionados e utilizados no projeto de pesquisa existem tanto
em um como no outro protocolo, isso foi verificado por meio de análise que gerou uma
Planilha ilustrada na Figura 6.12 que comparou as estruturas dos dois protocolos Netflow
e IPFix onde se percebe que existe mais opções de campos de atributos no IPFix do que
no Netflow com sutis diferenças na nomenclatura de campos que representam a mesma
informação e outros poucos que possuem correlatos em um e no outro conforme verificado
na Tabela com extração de trechos nos dois casos.
Na ilustração o que está na cor verde foram os atributos selecionados em primeira
análise para uso no MiniNet e depois repetido em Ambiente Real, os que estão na cor
verde com texto na cor vermelha são os atributos que permaneceram em segunda análise
e foram utilizados no Projeto de Pesquisa, por fim os estão na cor amarela foram os
campos/atributos que não encontramos correspondentes em nenhum dos dois, mas que
são irrelevantes para este projeto por não terem sido selecionados e utilizados em nenhum
momento. Para confirmação do entendimento da análise feita, segundo o comparativo dos
campos/atributos dos dois protocolos, foram extraídas amostras dos dados utilizando um
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Figura 6.12: Comparativo da Estrutura Netflow e IPFix.
protocolo e depois o outro, onde são apresentados na Figura 6.13 uma pequena amostra
do conteúdo destes campos que confirmam o entendimento de suas igualdades, quanto aos
atributos selecionados e utilizados no Projeto de Pesquisa e que não são impactados por
esta diferença de protocolos na coleta de dados, em MiniNet com Netflow e no ambiente
Real, com IPFix, conforme aqui demonstrado e confirmados pelos resultados que serão
apresentados mais à frente. Os atributos selecionados e utilizados estão na Figura 6.13





Figura 6.13: Amostras dos Conteúdos dos Campos dos Protocolos Netflow e IPFix.
O ataque DDoS volumétrico no ambiente Real, conforme ilustrado na Figura 6.14, foi
realizado com três atacantes utilizando o T50 versão 5.8.7 [63] com spoofing explorando os
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protocolos UDP e TCP, testando uma frequência de solicitações próximo à ocorrência de
paralisação, mas sem a interrupção do serviço durante a medição com carga de trabalho
no servidor alvo entre 90% a 95%, entre dados legítimos e espúrios. Foram definidas as
portas mais utilizadas para serviços em produção, desenvolvimento e outras aplicações,
que são as seguintes: 80, 443, 25, 8080, 143, 22, 9200, 8443 e 2575, com cada um dos três
servidores alvo respondendo por três portas diferentes e todos os atacantes explorando
todas essas portas nos três alvos. No ataque, várias portas abertas, com serviços legítimos
foram acessadas para evitar o viés de dados e não prejudicar os algoritmos ML. Um dos
atacantes foi posicionado com acesso via VPN para se aproximar mais da realidade e
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Portas 8080 / 143 / 22
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Figura 6.14: Topologia do Ataque no Ambiente Real.
No ambiente real o ataque foi realizado de forma contínua sem interrupção com 03
minutos anteriores de tráfego normal e 03 minutos posteriores com ataque, finalizando com
mais 03 minutos de tráfego normal, procurando se aproximar ao máximo das condições
reais e comprovação de que as condições aplicadas no ambiente emulado não tendenciaram
os resultados no mundo real. As janelas foram definidas pelo tipo fluxos e tempo de três
tamanhos diferentes para cada um dos tipos, totalizando seis janelas diferentes para este
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ambiente, assim como no Modelo. As janelas por fluxos deste ambiente foram definidas
em 100, 125 e 150 fluxos e as janelas por tempo foram de 3, 6 e 9 segundos.
Figura 6.15: Comparação dos Atributos no Dataset do Ambiente Real.
Os atributos mais relevantes foram apontados pelos algoritmos, apoiados pelo pacote
”Seaborn” do Python por meio da combinação de pares de atributos no conjunto de dados
do Ambiente Real, de acordo com a Figura 6.15, com os dados normais representados
pelos pontos azuis e os de ataque pelos pontos laranja, onde os resultados obtidos que
demonstram similaridades de comportamentos do ambiente emulado e real. Nos eixos
X e Y estão os nomes dos atributos, do conjunto de dados, que foram comparados pelo
algoritmo e apresentam suas combinações nas interseções e nos cruzamentos de mesmos
atributos o gráfico de linha é plotado no eixo diagonal da Figura 6.15.
Comparando a Figura 6.6 do Ambiente Emulado com a Figura 6.15 do Ambiente Real
a diferença entre os dois gráficos é basicamente na densidade de dados que é significativa-
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mente maior no conjunto de dados real o que demonstra que o ambiente emulado montado
atendeu o requisito de replicar o mundo real de maneira simplificada para testar a solução
em Modelo emulado antes de aplicar no mundo real. Diversos pares foram testados e aqui
foram apresentados os pares que melhor separaram os dados e serviram de Limiares-X em
Entropia e em ML-Entropia para detecção do ataque. Na Figura 6.16 os dados do Ambi-
ente Real são ilustrados em 2D e 3D com os gráficos gerados com os limiares em três eixos
para demonstrar a separação dos dados, onde os dados de ataque estão na cor amarela e
dados normais na cor azul. Da mesma forma que ocorreu no Ambiente Emulado.
(a) (b)
(c) (d)
Figura 6.16: Scatterplot dos Dados do Ambiente Real: Max Entropia IP de Dest. com
Porta de Origem (a), Entropia Freq. do IP de Dest. com IP de Origem (b), Scatterplot
dos 3 Eixos com Ataque (c) e Scatterplot dos 3 Eixos sem Ataque (d).
É possível perceber melhor a similaridade entre os ambientes com a nítida diferença
da densidade dos dados na Figura 6.17 que ilustra as detecções do algoritmo SVC em
dados do ambiente emulado (acima) e do ambiente real (abaixo). Os dados legítimos
estão na cor azul e os dados de ataque na cor vermelha, para cada tamanho de janela por
fluxo. Para cada conjunto de quatro quadros que apresentam os resultados do SVC com o
kernel Linear, Linear com Ajuste, RBF e Polynomial. Note a linha branca que representa
o hiperplano, encontrado pelo algoritmo, às vezes sobreposta pela alta densidade dos
pontos, na separação dos dados. Os pontos azuis que se encontram na separação em
vermelho fazem parte da margem de erro, assim como os pontos vermelho na separação
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SVC com Janela de 25 Fluxos SVC com Janela de 50 Fluxos SVC com Janela de 100 Fluxos 















Figura 6.17: Support Vector Classifier (SVC) na Predição do Ataque nos Dados do Mininet
e do Ambiente Real.
azul, depois do hiperplano. Essa margem de erro que procuramos reduzir e que são
obtidas por RBF e Polynomial, conforme ilustrado. Observe, ainda na Figura 6.17, que
à medida que a janela cresce em tamanho os dados vão ficando mais separados e melhor
é a separação dos dados no hiperplano. Nos dados do MiniNet esta imagem é mais clara,
contudo notamos no experimento que a partir de um determinado aumento de janela os
dados ficam muito dispersos e a detecção começa a degradar suas métricas aferidas.
No processo de definição dos melhores limiares para uso na detecção de ataque DDoS
por Entropia a análise foi feita apoiada nos gráficos gerados a partir da correlação apre-
sentada na Figura 6.15 para os dados reais e com a geração de histogramas dos pares que
apresentaram melhor correlação de separação dos dados, aqui apresentamos um exemplo
na Figura 6.18. Nessa análise é possível perceber que apesar das topologias dos ataques
serem diferentes, conforme já comentado e justificado, o comportamento dos dados em
ambos os ambientes MIniNet (acima) e Real (abaixo) são similares. Os candidatos a
limiares foram plotados no histograma conforme ilustrado na Figura 6.19 onde os pos-
síveis ajustes foram aplicados e posteriormente testados para aferição dos resultados até
encontrar os melhor parâmetros de comparação para selecioná-los como Limiares-X na
detecção. Isso foi primeiramente realizado nas janelas definidas por fluxo e depois por
tempo. Para cada ambiente, emulado e real.
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IP Destino Janela de 1 seg Porta Origem Janela de 1 seg Freq IP Dest. Janela de 1 seg















Figura 6.18: Histogramas com Janelas de 1 segundo para os Dados Emulados e Reais.
Figura 6.19: Histograma do IP de Destino nos Dados do Ambiente Real, Plotando as
Entropias Calculadas.
6.2 Apresentação dos Resultados
Nesta seção os resultados são apresentados, comentados e comparados entre si, dividindo
em subseções separando os resultados do Ambiente Emulado e do Ambiente Real para
melhor compreensão e clareza das informações. Todos os resultados das Matrizes de Con-
fusão (MC) com leitura conforme Figura 6.20, geradas a partir das detecções realizadas
foram consolidados em planilha contendo os resultados, com intervalo de confiança (IC)
de 95%, de: Entropia - Tradicional; ML-Entropia - Híbrida; SVR - Híbrido; SVC - Híbrido
e Random Forest - Híbrido.
Para aferição dos resultados as métricas, já definidas e explicadas no Capítulo 5, Seção
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Figura 6.20: Matriz de Confusão de Referência.
técnicas aplicadas, sendo elas Acurácia, Precisão, Taxa de Erro, Recall e F1-Score. A es-
tratégia de apresentação dos resultados foi definida de duas formas por meio de Tabelas,
contendo todas as métricas e valores, e depois por Gráficos, contendo apenas Acurácia
e F1-Score (média harmônica de precisão e Recall), para simplificar e facilitar o enten-
dimento, visto que acurácia é o inverso de taxa de erro, assim na apresentação de um o
outro já é evidente, com as seguintes considerações: Os valores são apresentados com três
casas decimais após o zero para evitar a imprecisão do arredondamento, visto que foram
muito próximos de 100%. Primeiro foram apresentados e comentados como Tabelas, para
uma melhor compreensão dos dados gerados e analisados, com duas janelas no formato
de Matriz de Confusão, contendo as Métricas do pior e do melhor resultado de cada am-
biente (Emulado e Real), seja por janela definida por fluxo ou tempo, nos conjuntos de
dados (Com e Sem Ataque). Não foram apresentados neste formato os demais resultados
por se tratarem de doze Tabelas ao todo, de difícil análise e compreensão, contudo são
apresentados em gráficos todos os resultados deste projeto de pesquisa. Depois foram
apresentados e comentados todos os resultados obtidos no experimento de cada ambiente
no formato de Gráficos, explorando os recursos visuais que facilitam a análise e o enten-
dimento dos ganhos, seguido de um comentário geral para o ambiente emulado e outro
para o ambiente real.
6.2.1 Apresentação dos Resultados do Ambiente Emulado
Os dados da distribuição dos fluxos de tráfego normal e de ataque foram apresentados
na Tabela 6.1 para o Ambiente Emulado (MiniNet). A Tabela 6.2, apresenta os piores
resultados das soluções dentre todos os tamanhos de janelas, seja por fluxo ou tempo, no
Ambiente Emulado (MiniNet) que foi janela de 25 fluxos.
À esquerda da Tabela estão os resultados para o conjunto de dados com ataque e à
direita estão os resultados para o conjunto de dados sem ataque. A coluna janela indica
o tamanho definido, seguido pelo tipo por fluxo ou tempo. Depois a Matriz de Confusão,
seguida pelas Métricas referentes à MC adjacente. Os sub-títulos indicam qual foi a
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Tabela 6.1: Distribuição do Tráfego no MiniNet.
Distribuição do Tráfego de Ataque




Tabela 6.2: Resultados do Ambiente Emulado (MiniNet) para Janelas de 25 Fluxos.
Dataset Com Ataque - IC 95% Dataset Sem Ataque - IC 95%
Entropia - Tradicional Entropia - Tradicional
Janela Tipo Matriz de Confusão Métricas Matriz de Confusão Métricas
25 Fluxos Normal Ataque Acurácia 85.489% Normal Ataque Acurácia 99.445%
Normal 8940 146 Precisão 99.969% Normal 13795 77 Precisão Não se aplica
Ataque 80139 464053 Taxa de Erro 14.511% Ataque 0 0 Taxa de Erro 0.555%
Recall 85.274% Recall Não se aplica
F1-Score 92.038% F1-Score Não se aplica
ML-Entropia - Híbrido ML-Entropia - Híbrido
Janela Tipo Matriz de Confusão Métricas Matriz de Confusão Métricas
25 Fluxos Normal Ataque Acurácia 99.433% Normal Ataque Acurácia 97.290%
Normal 8918 168 Precisão 99.969% Normal 13496 376 Precisão Não se aplica
Ataque 2968 541224 Taxa de Erro 0.567% Ataque 0 0 Taxa de Erro 2.710%
Recall 99.455% Recall Não se aplica
F1-Score 99.711% F1-Score Não se aplica
SVR - Híbrido SVR - Híbrido
Janela Tipo Matriz de Confusão Métricas Matriz de Confusão Métricas
25 Fluxos Normal Ataque Acurácia 99.970% Normal Ataque Acurácia 92.990%
Normal 152 2 Precisão 99.980% Normal 9299 701 Precisão Não se aplica
Ataque 1 9845 Taxa de Erro 0.030% Ataque 0 0 Taxa de Erro 7.010%
Recall 99.990% Recall Não se aplica
F1-Score 99.985% F1-Score Não se aplica
SVC - Híbrido SVC - Híbrido
Janela Janela Matriz de Confusão Métricas Matriz de Confusão Métricas
25 Fluxos Normal Ataque Acurácia 100.00% Normal Ataque Acurácia 50.470%
Normal 161 0 Precisão 100,00% Normal 5047 4953 Precisão Não se aplica
Ataque 0 9839 Taxa de Erro 0.00% Ataque 0 0 Taxa de Erro 49.530%
Recall 100.00% Recall Não se aplica
F1-Score 100.00% F1-Score Não se aplica
Random Forest - Híbrido Random Forest - Híbrido
Janela Janela Matriz de Confusão Métricas Matriz de Confusão Métricas
25 Fluxos Normal Ataque Acurácia 99.700% Normal Ataque Acurácia 100.00%
Normal 24 6 Precisão 99.696% Normal 2000 0 Precisão Não se aplica
Ataque 0 1970 Taxa de Erro 0.300% Ataque 0 0 Taxa de Erro 0.00%
Recall 100.000% Recall Não se aplica
F1-Score 99.848% F1-Score Não se aplica
solução testada para os resultados apresentados. Observa-se que ML-Entropia foi melhor
em todas as métricas que Entropia nos dados com ataque e Entropia melhor nos dados
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sem ataque, enquanto SVR foi um pouco melhor que ML-Entropia nos dados com ataque
e ML-Entropia superior ao SVR nos dados sem ataque. Já o SVC obteve desempenho
ótimo nos dados com ataque, mas errou quase 50% nos dados sem ataque. Por fim nota-se
que o Random Forest obteve desempenho muito bom nos dados com ataque e ótimo nos
dados sem ataque.
Tabela 6.3: Resultados do Ambiente Emulado (MiniNet) para Janelas de 100 Fluxos.
Dataset Com Ataque - IC 95% Dataset Sem Ataque - IC 95%
Entropia - Tradicional Entropia - Tradicional
Janela Tipo Matriz de Confusão Métricas Matriz de Confusão Métricas
100 Fluxos Normal Ataque Acurácia 100.00% Normal Ataque Acurácia 100.00%
Normal 9086 0 Precisão 100.00% Normal 13872 0 Precisão Não se aplica
Ataque 0 544192 Taxa de Erro 0.00% Ataque 0 0 Taxa de Erro 0.00%
Recall 100.00% Recall Não se aplica
F1-Score 100.00% F1-Score Não se aplica
ML-Entropia - Híbrido ML-Entropia - Híbrido
Janela Tipo Matriz de Confusão Métricas Matriz de Confusão Métricas
100 Fluxos Normal Ataque Acurácia 100.00% Normal Ataque Acurácia 100.00%
Normal 9086 0 Precisão 100.00% Normal 13872 0 Precisão Não se aplica
Ataque 0 544192 Taxa de Erro 0.00% Ataque 0 0 Taxa de Erro 0.00%
Recall 100.00% Recall Não se aplica
F1-Score 100.00% F1-Score Não se aplica
SVR - Híbrido SVR - Híbrido
Janela Tipo Matriz de Confusão Métricas Matriz de Confusão Métricas
100 Fluxos Normal Ataque Acurácia 99.561% Normal Ataque Acurácia 99.856%
Normal 6658 2428 Precisão 99.556% Normal 13852 20 Precisão Não se aplica
Ataque 0 544192 Taxa de Erro 0.439% Ataque 0 0 Taxa de Erro 0.144%
Recall 100.000% Recall Não se aplica
F1-Score 99.777% F1-Score Não se aplica
SVC - Híbrido SVC - Híbrido
Janela Janela Matriz de Confusão Métricas Matriz de Confusão Métricas
100 Fluxos Normal Ataque Acurácia 100.00% Normal Ataque Acurácia 51.640%
Normal 9086 0 Precisão 100.00% Normal 5164 4836 Precisão Não se aplica
Ataque 0 544192 Taxa de Erro 0.00% Ataque 0 0 Taxa de Erro 48.360%
Recall 100.00% Recall Não se aplica
F1-Score 100.00% F1-Score Não se aplica
Random Forest - Híbrido Random Forest - Híbrido
Janela Janela Matriz de Confusão Métricas Matriz de Confusão Métricas
100 Fluxos Normal Ataque Acurácia 100.00% Normal Ataque Acurácia 100.00%
Normal 1737 0 Precisão 100.00% Normal 2775 0 Precisão Não se aplica
Ataque 0 108919 Taxa de Erro 0.00% Ataque 0 0 Taxa de Erro 0.00%
Recall 100.00% Recall Não se aplica
F1-Score 100.00% F1-Score Não se aplica
A Tabela 6.3 apresenta os melhores resultados das soluções dentre todos os tamanhos
de janelas, seja por fluxo ou tempo, no Ambiente Emulado (MiniNet) que foi janela de
100 fluxos. Observa-se que tanto Entropia quanto ML-Entropia obtiveram desempenho
ótimo para os dados com e sem ataque, enquanto SVR melhor nos dados sem ataque
mas piorou nos dados com ataque. O SVC praticamente não teve mudanças em relação
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às janelas de 25 fluxos, enquanto o Random Forest também obteve resultado ótimo nos
dados com e sem ataque.
Os Gráficos de todos os resultados obtidos de todas as janelas por fluxo e por tempo
do Ambiente Emulado (MiniNet) são apresentados e comentados na sequência, com os
resultados individuais lado a lado, servindo de comparação no projeto de pesquisa das
diversas possibilidades de aplicabilidade do mecanismo híbrido em cada uma das soluções
híbridas e da própria abordagem tradicional da Entropia. Primeiramente são apresentadas
e comentadas as janelas por fluxo da menor para a maior e depois janelas por tempo
com a mesma lógica. Na sequência os comentários gerais dos resultados obtidos para
este ambiente foram feitos. Na Figura 6.21 são apresentados os resultados dos dados
do ambiente emulado (MiniNet) com janelas de 25 fluxos para o conjunto de dados com
ataque à esquerda e sem ataque à direita da Figura. Entropia obteve nos dados com
ataque 85.489% de acurácia e 92.038% de F1-Score, mas foi o segundo melhor nos dados
sem ataque. Já ML-Entropia obteve 99.433% de acurácia e 99.711% de F1-Score, ficando
como terceiro melhor desempenho nos dados sem ataque. O SVR nos dados com ataque
obteve 99.970% de acurácia e 99.985% de F1-Score, mas nos dados sem ataque ficou em
quarto lugar. O SVC foi ótimo com 100% em todas as métricas nos dados com ataque,
mas foi o pior resultado nos dados sem ataque. Finalmente o Random Forest teve um
desempenho de 99.700% de acurácia e 99.848% de F1-Score, e foi o melhor nos dados sem
ataque com métrica de 100%.
Figura 6.21: Detecção de Ataque no MiniNet com Janelas de 25 Fluxos.
Comentário da Figura 6.21: Para este tamanho de janela Entropia obteve o pior
resultado nos dados com ataque, mas foi o segundo melhor nos dados sem ataque. Já
ML-Entropia obteve um desempenho muito bom, acima de 99% nos dados com ataque,
ficando como terceiro melhor desempenho nos dados sem ataque. O SVR foi muito bem
nos dados com ataque, melhor inclusive que ML-Entropia, mas nos dados sem ataque
ficou em quarto lugar. O SVC foi ótimo com 100% em todas as métricas nos dados com
ataque, mas foi o pior resultado nos dados sem ataque. Finalmente o Random Forest teve
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um desempenho muito bom nos dados com ataque e foi o melhor nos dados sem ataque
com métrica de 100%.
Na Figura 6.22 são apresentados os resultados dos dados do ambiente emulado (Mi-
niNet) com janelas de 50 fluxos para o conjunto de dados com ataque à esquerda e sem
ataque à direita da Figura. Entropia obteve nos dados com ataque, 99.910% de acurácia
e 99.954% de F1-Score, e 100% de acurácia sem ataque. ML-Entropia nos dados com
ataque, 99.993% de acurácia e 99.997% de F1-Score, ficando acima de 99% nos dados
sem ataque. O SVR nos dados com ataque, obteve 99.510% de acurácia e 99.752% de
F1-Score, e sem ataque foi o segundo pior. O SVC nos dados com ataque ficou com 100%
de acurácia e muito ruim nos dados sem ataque. O Random Forest nos dados com ataque,
obteve 99.450% de acurácia e 99.721% de F1-Score, contudo nos dados sem ataque obteve
100% de acurácia.
Figura 6.22: Detecção de Ataque no MiniNet com Janelas de 50 Fluxos.
Comentário da Figura 6.22: 50 fluxos por janela elevou os resultados de todas as
soluções tanto nos dados com ataque quanto nos dados sem ataque. Entropia obteve um
resultado quase ótimo nos dados com ataque e ótimo sem ataque. ML-Entropia foi um
pouco melhor que Entropia nos dados com ataque e um pouco inferior a Entropia nos
dados sem ataque. O SVR foi muito bem nos dados com e sem ataque, mas ficou atrás
de Entropia e ML-Entropia. O SVC continuou com ótimo desempenho nos dados com
ataque e muito ruim nos dados sem ataque. O Random Forest melhorou nos dados com
ataque, mas foi inferior a ML-Entropia e Entropia e melhor nos dados sem ataque.
Na Figura 6.23 são apresentados os resultados dos dados do ambiente emulado (Mi-
niNet) com janelas de 100 fluxos para o conjunto de dados com ataque à esquerda e
sem ataque à direita da Figura. Entropia, ML-Entropia e Random Forest obtivem 100%
de acurácia nos dois tipos de dados, com exceção do SVR nos dados com ataque, com
99.561% de acurácia e 99.777% de F1-Score. Já nos dados sem ataque além do SVR o SVC
também obteve um desempenho inferior repetindo as ocorrências nas janelas anteriores
em dados sem ataque.
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Figura 6.23: Detecção de Ataque no MiniNet com Janelas de 100 Fluxos.
Comentário da Figura 6.23: Esta janela de 100 fluxos representou a melhor opção
para quase todas as soluções com exceção do SVC que manteve o desempenho das janelas
anteriores. Entropia, ML-Entropia e Random Forest obtivem 100% de resultados nos dois
tipos de dados e o SVR muito próximo do ótimo.
Na Figura 6.24 são apresentados os resultados dos dados do ambiente emulado (Mi-
niNet) com janelas de 1 segundo para o conjunto de dados com ataque à esquerda e sem
ataque à direita da Figura. Entropia nos dados com ataque, ficou com 92.738% de acu-
rácia e 96.167% de F1-Score, e segundo melhor nos dados sem ataque. ML-Entropia nos
dados com ataque, obteve 99.834% de acurácia e 99.916% de F1-Score, e nos dados sem
ataque ficou em terceiro lugar. O SRV obteve nos dados com ataque, 99.392% de acurácia
e 99.692% de F1-Score, e nos dados sem ataque foi o segundo pior resultado. O SVC nos
dados com ataque, ficou com 99.924% de acurácia e 99.961% de F1-Score, e foi o pior
desempenho de todos nos dados sem ataque. O Random Forest obteve nos dois tipos de
dados 100% de acurácia.
Figura 6.24: Detecção de Ataque no MiniNet com Janelas de 1 Segundo.
Comentário da Figura 6.24: Iniciando as janelas por tempo temos o MiniNet com
janelas de 1 segundo que obteve bons resultados gerais, ficando Entropia muito abaixo
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de ML-Entropia nos dados com ataque e pouco superior a este nos dados sem ataque.
ML-Entropia foi superior ainda ao SVR nos dois tipos de dados. O SVC obteve pouca
diferença acima de ML-Entropia nos dados com ataque mas com pior desempenho de
todos nos dados sem ataque. O Random Forest foi ótimo nos dois tipos de dados.
Na Figura 6.25 são apresentados os resultados dos dados do ambiente emulado (Mini-
Net) com janelas de 2 segundos para o conjunto de dados com ataque à esquerda e sem
ataque à direita da Figura. Entropia obteve nos dados com ataque, 94.491% de acurá-
cia e 97.119% de F1-Score, e nos dados sem ataque foi o segundo melhor. ML-Entropia
Nos dados com ataque obteve 99.902% de acurácia e 99.950% de F1-Score, e nos dados
sem ataque acima de 99%. O SVC nos dados com ataque obteve 99.990% de acurácia e
99.995% de F1-Score, nos dados sem ataque foi o quarto colocado. O Random Forest nos
dados com e sem ataque obteve 100% de acurácia.
Figura 6.25: Detecção de Ataque no MiniNet com Janelas de 2 Segundos.
Comentário da Figura 6.25: Em janelas de 2 segundos Entropia obteve o pior resultado
nos dados com ataque com Taxa de Erro acima de 5% enquanto todos os outros ficaram
abaixo de 1%. Nos dados sem ataque obteve o segundo melhor desempenho ficando atrás
apenas de Random Forest, contudo todos os outros ficaram acima de 99% de Acurácia.
Apenas Random Forest obteve 100% nos dois tipos de dados.
Na Figura 6.26 são apresentados os resultados dos dados do ambiente emulado (Mi-
niNet) com janelas de 3 segundos para o conjunto de dados com ataque à esquerda e
sem ataque à direita da Figura. Entropia nos dados com ataque, 97.941% de acurácia e
98.942% de F1-Score, mas obteve 100% nos dados sem ataque. ML-Entropia nos dados
com ataque ficou com 99.933% de acurácia e 99.966% de F1-Score, e nos dados sem ataque
obteve 100% de acurácia. O SVR foi um pouco inferior aos dois anteriores nos dados com
ataque, com 99.478% de acurácia e 99.736% de F1-Score, nos dados sem ataque foi acima
de 99%. O Random Forest obteve 100% nos dois tipos de dados.
Comentário da Figura 6.26: Finalizando as janelas do ambiente Emulado temos janelas
de 3 segundos temos resultados muito próximos do ótimo para todos com exceção de
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Figura 6.26: Detecção de Ataque no MiniNet com Janelas de 3 Segundos.
Entropia que obteve Taxa de Erro acima de 2% nos dados com ataque, enquanto o restante
ficou abaixo de 1%. Nos dados sem ataque Entropia juntamente com ML-Entropia e
Random Forest obtiveram 100%, enquanto SVR e SVC ficaram próximos disso.
Comentário Geral para os resultados do Ambiente Emulado (MiniNet): De modo geral
os resultados de janelas por fluxos foram melhores para quase todas as soluções, chegando
a 100% em janelas de 100 fluxos para Entropia, ML-Entropia e Random Forest, com
exceção do SVC. Vale ressaltar que as janelas por tempo apesar de não ter atingido 100%
para quase todos, como ocorrido nas janelas por fluxos, foi a melhor opção para o SVC
que obteve desempenhos quase ótimos para os dois tipos de dados, o que não ocorreu
para ele nas janelas por fluxos, indicando que para este algoritmo a abordagem temporal
é a melhor indicação. Também há de se ressaltar que as diferenças de desempenho de
ML-Entropia para Entropia nos dados sem ataque é muito menor nas janelas por tempo o
que também indica melhor abordagem de trabalho para reduzir as diferenças com menores
taxas de erro. Selecionar os melhores limiares a partir de janelas temporais pode ser uma
alternativa para se obter ótimos resultados para ML-Entropia, assim como ocorreu em
janelas de 100 fluxos.
6.2.2 Apresentação dos Resultados do Ambiente Real
Os dados da distribuição dos fluxos de tráfego normal e de ataque foram apresentados na
Tabela 6.4 para o Ambiente Real. A Tabela 6.5 apresenta os piores resultados obtidos no
Ambiente Real, com janelas de 03 segundos.
Note que assim como no ambiente emulado a ML-Entropia foi melhor que a Entropia
nos dados com ataque, enquanto a Entropia foi melhor nos dados sem ataque. ML-
Entropia foi melhor que SVR nos dados com e sem ataque. O SVC obteve desempenho
muito bom nos dados com e sem ataque. Por fim o Random Forest foi ótimo nos dados com
e sem ataque. Os resultados referentes ao ambiente Real que apresentaram as melhores
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Tabela 6.4: Distribuição do Tráfego no Ambiente Real.
Distribuição do Tráfego de Ataque




Tabela 6.5: Resultados do Ambiente Real para Janelas de 03 Segundos.
Dataset Com Ataque - IC 95% Dataset Sem Ataque - IC 95%
Entropia - Tradicional Entropia - Tradicional
Janela Tipo Matriz de Confusão Métricas Matriz de Confusão Métricas
3 Segundos Normal Ataque Acurácia 91.385% Normal Ataque Acurácia 95.073%
Normal 489468 25811 Precisão 96.043% Normal 825990 42803 Precisão Não se aplica
Ataque 79384 626421 Taxa de Erro 8.615% Ataque 0 0 Taxa de Erro 4.927%
Recall 88.753% Recall Não se aplica
F1-Score 92.254% F1-Score Não se aplica
ML-Entropia - Híbrido ML-Entropia - Híbrido
Janela Tipo Matriz de Confusão Métricas Matriz de Confusão Métricas
3 Segundos Normal Ataque Acurácia 96.561% Normal Ataque Acurácia 84.866%
Normal 476802 38477 Precisão 94.806% Normal 737309 131484 Precisão Não se aplica
Ataque 3514 702291 Taxa de Erro 3.439% Ataque 0 0 Taxa de Erro 15.134%
Recall 99.502% Recall Não se aplica
F1-Score 97.097% F1-Score Não se aplica
SVR - Híbrido SVR - Híbrido
Janela Tipo Matriz de Confusão Métricas Matriz de Confusão Métricas
3 Segundos Normal Ataque Acurácia 95.800% Normal Ataque Acurácia 81.987%
Normal 464235 51044 Precisão 93.254% Normal 712301 156492 Precisão Não se aplica
Ataque 239 705566 Taxa de Erro 4.200% Ataque 0 0 Taxa de Erro 18.013%
Recall 99.966% Recall Não se aplica
F1-Score 96.493% F1-Score Não se aplica
SVC - Híbrido SVC - Híbrido
Janela Janela Matriz de Confusão Métricas Matriz de Confusão Métricas
3 Segundos Normal Ataque Acurácia 99.470% Normal Ataque Acurácia 99.204%
Normal 514136 1143 Precisão 99.837% Normal 861879 6914 Precisão Não se aplica
Ataque 5330 700475 Taxa de Erro 0.530% Ataque 0 0 Taxa de Erro 0.796%
Recall 99.245% Recall Não se aplica
F1-Score 99.540% F1-Score Não se aplica
Random Forest - Híbrido Random Forest - Híbrido
Janela Janela Matriz de Confusão Métricas Matriz de Confusão Métricas
3 Segundos Normal Ataque Acurácia 100.00% Normal Ataque Acurácia 100.00%
Normal 102962 0 Precisão 100.00% Normal 173759 0 Precisão Não se aplica
Ataque 0 141255 Taxa de Erro 0.00% Ataque 0 0 Taxa de Erro 0.00%
Recall 100.00% Recall Não se aplica
F1-Score 100.00% F1-Score Não se aplica
métricas para todas as soluções estão na Tabela 6.6 com janelas de 100 fluxos. Percebe-se
que a ML-Entropia foi melhor que Entropia nos dados com ataque e Entropia melhor nos
dados sem ataque. ML-Entropia foi melhor que o SVR nos dados com e sem ataque. O
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SVC foi pouco melhor que ML-Entropia nos dados com ataque, mas perdeu para ML-
Entropia nos dados sem ataque. O Random Forest foi ótimo nos dados com e sem ataque.
Tabela 6.6: Resultados do Ambiente Real para Janelas de 100 Fluxos.
Dataset Com Ataque - IC 95% Dataset Sem Ataque - IC 95%
Entropia - Tradicional Entropia - Tradicional
Janela Tipo Matriz de Confusão Métricas Matriz de Confusão Métricas
100 Fluxos Normal Ataque Acurácia 97.440% Normal Ataque Acurácia 96.839%
Normal 579329 5602 Precisão 99.181% Normal 841331 27462 Precisão Não se aplica
Ataque 27440 678368 Taxa de Erro 2.560% Ataque 0 0 Taxa de Erro 3.161%
Recall 96.112% Recall Não se aplica
F1-Score 97.622% F1-Score Não se aplica
ML-Entropia - Híbrido ML-Entropia - Híbrido
Janela Tipo Matriz de Confusão Métricas Matriz de Confusão Métricas
100 Fluxos Normal Ataque Acurácia 99.090% Normal Ataque Acurácia 94.160%
Normal 575065 9866 Precisão 98.618% Normal 818056 50737 Precisão Não se aplica
Ataque 1880 703928 Taxa de Erro 0.910% Ataque 0 0 Taxa de Erro 5.840%
Recall 99.734% Recall Não se aplica
F1-Score 99.173% F1-Score Não se aplica
SVR - Híbrido SVR - Híbrido
Janela Tipo Matriz de Confusão Métricas Matriz de Confusão Métricas
100 Fluxos Normal Ataque Acurácia 97.223% Normal Ataque Acurácia 81.443%
Normal 549956 34975 Precisão 95.273% Normal 707573 161220 Precisão Não se aplica
Ataque 870 704938 Taxa de Erro 2.777% Ataque 0 0 Taxa de Erro 18.557%
Recall 99.877% Recall Não se aplica
F1-Score 97.521% F1-Score Não se aplica
SVC - Híbrido SVC - Híbrido
Janela Janela Matriz de Confusão Métricas Matriz de Confusão Métricas
100 Fluxos Normal Ataque Acurácia 99.764% Normal Ataque Acurácia 88.890%
Normal 583894 1037 Precisão 99.853% Normal 8889 1111 Precisão Não se aplica
Ataque 2014 703794 Taxa de Erro 0.236% Ataque 0 0 Taxa de Erro 11.110%
Recall 99.715% Recall Não se aplica
F1-Score 99.784% F1-Score Não se aplica
Random Forest - Híbrido Random Forest - Híbrido
Janela Janela Matriz de Confusão Métricas Matriz de Confusão Métricas
100 Fluxos Normal Ataque Acurácia 100.00% Normal Ataque Acurácia 100.00%
Normal 116955 0 Precisão 100.00% Normal 173759 0 Precisão Não se aplica
Ataque 0 141193 Taxa de Erro 0.00% Ataque 0 0 Taxa de Erro 0.00%
Recall 100.00% Recall Não se aplica
F1-Score 100.00% F1-Score Não se aplica
Os Gráficos de todos os resultados obtidos de todas as janelas por fluxo e por tempo do
Ambiente Real são apresentados e comentados na sequência, com os resultados individuais
lado a lado, servindo de comparação no projeto de pesquisa das diversas possibilidades
de aplicabilidade do mecanismo híbrido em cada uma das soluções híbridas e da própria
abordagem tradicional da Entropia. Primeiro são apresentadas e comentadas as janelas
por fluxo da menor para a maior e depois janelas por tempo com a mesma lógica. Na
sequência os comentários gerais, finalizando a apresentação dos resultados com conside-
rações referentes aos dois Ambientes.
Na Figura 6.27 são apresentados os resultados dos dados do Ambiente Real com janelas
de 100 fluxos para o conjunto de dados com ataque à esquerda e sem ataque à direita
da Figura. Entropia obteve nos dados com ataque, 97.440% de acurácia e 97.622% de
F1-Score, e sem ataque ficou em segundo lugar. ML-Entropia nos dados com ataque,
99.090% de acurácia e 99.173% de F1-Score, nos dados sem ataque foi inferior à Entropia.
O SVR nos dados com ataque, obteve 97.223% de acurácia e 97.521% de F1-Score, nos
dados sem ataque foi o pior resultado. O SVC nos dados com ataque ficou com 99.764%
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de acurácia e 99.784% de F1-Score, e nos dados sem ataque foi o segundo pior. O Random
Forest obteve 100% em todos os resultados nos dados com e sem ataque.
Figura 6.27: Detecção de Ataque no Ambiente Real com Janelas de 100 Fluxos.
Comentário da Figura 6.27: Com janelas de 100 fluxos Entropia e SVR obtiveram os
piores resultados nos dados com ataque com Taxas de Erros acima de 2%, enquanto o
restante ficou abaixo de 1%. Nos dados sem ataque Entropia ficou em segundo lugar mas
com resultado inferior ao seu desempenho nos dados com ataque abaixo de 97% e o SVR
ficou com o pior resultado. ML-Entropia foi melhor que Entropia e SVR nos dados com
ataque e nos dados sem ataque manteve melhor desempenho que o SVR e SVC. O SVC
foi quase ótimo nos dados com ataque e muito ruim nos dados sem ataque, semelhante
ao que ocorreu nos resultados do ambiente emulado por fluxos. O Random Forest obteve
100% nos dois tipos de dados.
Na Figura 6.28 são apresentados os resultados dos dados do Ambiente Real com janelas
de 125 fluxos para o conjunto de dados com ataque à esquerda e sem ataque à direita
da Figura. Entropia obteve nos dados com ataque, 98.255% de acurácia e 98.390% de
F1-Score, nos dados sem ataque foi o segundo melhor resultado. ML-Entropia obteve nos
dados com ataque, 99.013% de acurácia e 99.104% de F1-Score, nos dados sem ataque
ficou abaixo de Entropia. O SVR nos dados com ataque, 97.173% de acurácia e 97.477%
de F1-Score, nos dados sem ataque foi o pior resultado. O SVC nos dados com ataque,
99.887% de acurácia e 99.869% de F1-Score, nos dados sem ataque foi o segundo pior. O
Random Forest obteve 100% nos dois tipos de dados.
Comentário da Figura 6.28: Esta janela de 125 fluxos representou um início de degra-
dação para o desempenho de ML-Entropia e SVR, mas um pequeno ganho para Entropia.
O SVC e o Random Forest obtiveram resultados semelhantes à janela anterior.
Na Figura 6.29 são apresentados os resultados dos dados do Ambiente Real com janelas
de 150 fluxos para o conjunto de dados com ataque à esquerda e sem ataque à direita
da Figura. Entropia obteve nos dados com ataque, 98.014% de acurácia e 98.165% de
F1-Score, nos dados sem ataque foi o segundo melhor resultado. ML-Entropia obteve nos
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Figura 6.28: Detecção de Ataque no Ambiente Real com Janelas de 125 Fluxos.
dados com ataque, 98.858% de acurácia e 98.964% de F1-Score, nos dados sem ataque
ficou abaixo de Entropia. O SVR obteve nos dados com ataque, 97.806% de acurácia e
98.030% de F1-Score, nos dados sem ataque foi o pior resultado. O SVC nos dados com
ataque obteve 99.928% de acurácia e 99.934% de F1-Score, nos dados sem ataque foi o
segundo pior. O Random Forest obteve 100% nos dois tipos de dados.
Figura 6.29: Detecção de Ataque no Ambiente Real com Janelas de 150 Fluxos.
Comentário da Figura 6.29: A degradação de desempenho se confirmou na janela de
150 fluxos acentuando a queda de resultados com exceção de Entropia que obteve pequeno
aumento nos dois tipos de dados, mas irrelevantes no aspecto geral. O Random Forest
manteve ótimo desempenho das janelas anteriores com 100% de resultado.
Na Figura 6.30 são apresentados os resultados dos dados do Ambiente Real com janelas
de 3 segundos para o conjunto de dados com ataque à esquerda e sem ataque à direita
da Figura. Entropia obteve nos dados com ataque, 91.385% de acurácia e 92.254% de
F1-Score, nos dados sem ataque foi melhor que ML-Entropia. ML-Entropia obteve nos
dados com ataque, 96.561% de acurácia e 97.097% de F1-Score, nos dados sem ataque
ficou abaixo de Entropia. O SVR obteve nos dados com ataque 95.800% de acurácia e
96.493% de F1-Score, nos dados sem ataque foi o pior resultado. O SVC nos dados com
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ataque obteve 99.470% de acurácia e 99.540% de F1-Score, nos dados sem ataque foi o
segundo pior. O Random Forest obteve 100% nos dois tipos de dados.
Figura 6.30: Detecção de Ataque no Ambiente Real com Janelas de 3 Segundos.
Comentário da Figura 6.30: Dentre as janelas por tempo a janela de 3 segundos,
no ambiente Real, apresentou queda de desempenho geral em relação aos resultados das
janelas por fluxo com exceção de Random Forest que manteve os ótimos números.
Na Figura 6.31 são apresentados os resultados dos dados do Ambiente Real com janelas
de 6 segundos para o conjunto de dados com ataque à esquerda e sem ataque à direita
da Figura. Entropia obteve nos dados com ataque, 95.672% de acurácia e 96.263% de
F1-Score, nos dados sem ataque foi melhor que ML-Entropia. ML-Entropia obteve nos
dados com ataque, 96.571% de acurácia e 97.114% de F1-Score, nos dados sem ataque
ficou abaixo de Entropia. O SVR obteve nos dados com ataque 96.169% de acurácia e
96.791% de F1-Score, nos dados sem ataque foi o pior resultado. O SVC nos dados com
ataque obteve 99.467% de acurácia e 99.537% de F1-Score, nos dados sem ataque foi o
segundo melhor. O Random Forest obteve 96.169% de acurácia e 96.791% de F1-Score,
nos dados sem ataque foi o melhor resultado.
Figura 6.31: Detecção de Ataque no Ambiente Real com Janelas de 6 Segundos.
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Comentário da Figura 6.31: Houve uma pequena melhora para Entropia, ML-Entropia
e SVR, com ML-Entropia com melhor resultado que Entropia e SVR nos dados com
ataque, mas com queda de desempenho nos dados sem ataque, onde Entropia obteve
melhor resultado. O SVC foi quase ótimo nos dois tipos de dados, confirmando seu
desempenho melhor em janelas por tempo, indicada no ambiente emulado. O Random
Forest começou a degradar seu resultado geral nos dados com ataque.
Na Figura 6.32 são apresentados os resultados dos dados do Ambiente Real com janelas
de 9 segundos para o conjunto de dados com ataque à esquerda e sem ataque à direita
da Figura. Entropia obteve nos dados com ataque, 96.309% de acurácia e 96.853% de
F1-Score, nos dados sem ataque foi o terceiro melhor. ML-Entropia obteve nos dados com
ataque, 96.472% de acurácia e 97.025% de F1-Score, nos dados sem ataque ficou abaixo
de Entropia. O SVR obteve nos dados com ataque 96.216% de acurácia e 96.822% de
F1-Score, nos dados sem ataque foi o pior resultado. O SVC nos dados com ataque obteve
99.494% de acurácia e 99.561% de F1-Score, nos dados sem ataque foi o segundo melhor.
O Random Forest obteve 100% nos dois tipos de dados.
Figura 6.32: Detecção de Ataque no Ambiente Real com Janelas de 9 Segundos.
Comentário da Figura 6.32: O desempenho geral foi melhor para todas as soluções
em relação às janelas por tempo anteriores. ML-Entropia foi melhor que Entropia e SVR
nos dados com ataque, mas inferior a Entropia nos dados sem ataque. O SVC obteve
desempenho quase ótimo nos dois tipos de dados. O Random Forest foi ótimo nos dois
tipos de dados.
Comentário Geral para os resultados do Ambiente Real: De modo geral os resultados
de janelas por fluxos também foram melhores para todas as soluções com exceção do SVC
que confirmou seu desempenho no ambiente emulado com melhores resultados nas janelas
definidas por tempo. O Random Forest obteve ótimo desempenho em quase todas as
janelas por fluxo e tempo, com exceção apenas nas janelas de 6 segundos.
Uma consideração importante percebida pela análise dos resultados dos dois Ambientes
(Emulado e Real) é que janelas muito pequenas e muito grandes têm os piores resultados.
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O motivo disto é que observando as imagens nota-se que em janelas muito pequenas a
separação dos dados é dificultada pela grande concentração dos dados, ou seja, eles se
misturam. Já em janelas muito grandes, os dados se dispersam demais e a separação dos
dados também é prejudicada por causar de uma má definição de hiperplano, conforme
demonstrado na Figura 6.17.
Outra consideração reside em dois pontos: (Primeiro ponto) É que o fato dos atribu-
tos de seleção para escolha de melhores Limiares na detecção do ataque terem ocorrido
primeiramente nas janelas por fluxo. (Segundo ponto) A necessidade de se definir uma
regra de igualdade para as aferições das diversas soluções a fim de se manter um mesmo
Limiar-X, evitando atributos que só seriam possíveis em janelas temporais. Estes dois
pontos podem ter beneficiado as janelas por fluxo em detrimento das janelas temporais
nessa análise. Contudo há de se ressaltar que esses dois pontos foram fundamentais para
a comprovação desejada e sem essa regra não teríamos a possibilidade de comparar e
comprovar se realmente a abordagem aqui proposta realmente surtiria efeito positivo, ou
seja, melhorando o valor do Limiar-X na detecção do ataque. Testar o melhor desempenho
usando os parâmetros de limiar mais apropriados em janelas temporais para ML-Entropia
é uma questão em aberto.
A melhoria ocorrida por meio desta proposta de pesquisa ficou evidente tanto em
relação à Entropia quanto em relação ao SVR por si só, com pequena diferença de resul-
tado nos dados sem ataque melhores para Entropia. Contudo esta diferença pode estar
relacionada à priorização de redução dos FN’s, que será melhor detalhado na Seção 6.3
a seguir. Os FN’s impactam diretamente na métrica Recall, enquanto os FP’s impactam
diretamente na métrica Precisão, assim sendo como só temos a medida de Precisão nos
dados sem ataque, visto que é impossível termos FN’s nesse conjunto de dados, dai temos
a diferença encontrada nos dados sem ataque.
6.2.3 Comparação dos Resultados com a Literatura
Primeiro se faz necessário diferenciar as abordagens dos três trabalhos de referência na
literatura de Agarwal e Mittal 2012 [8], de Dehkordi et al. 2020 [6] e depois deles Aung e
Htaik 2020 [7] que também apresentaram uma abordagem híbrida utilizando Entropia e
Machine Learning, para um melhor entendimento da comparação. No primeiro trabalho
e Agarwal e Mittal 2012 [8] os autores utilizaram dados sintéticos apenas e realizam a
detecção do ataque por classificação usando o algoritmo Support Vector Machine (SVM),
comparando com Entropia na detecção do ataque. Diferente desta abordagem aqui Entro-
pia é aprimorada com um melhor coeficiente de limiar em ML-Entropia e os algorítimos
de ML aqui usados são todos diferentes e mais eficientes que SVM comum. No segundo
trabalho em comparação, de Dehkordi et al. 2020 [6] os autores também utilizaram dados
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sintéticos apenas, em quatro Datasets com ataque e um sem ataque, realizando a detecção
do ataque com primeiro filtro por entropia e os suspeitos no segundo filtro por classifi-
cação usando ML nos algoritmos de classificação: BayesNet, J48, RandomTree, logistic
regression e REPTree, comparando com trabalhos na literatura, valendo ainda ressaltar
que neste trabalho de comparação os autores submetem apenas os suspeitos da entropia
ao ML como segunda fase de filtragem o que também difere da abordagem aqui apre-
sentada. No terceiro e último trabalho Aung e Htaik 2020 [7] utilizaram SVM no plano
de controle com o conjunto de dados sintéticos, ASNM-NPBO, a solução consulta uma
lista de bloqueio como primeiro filtro, depois classifica, como segundo filtro, em normal
ou anormal e neste caso os suspeitos são submetidos a detecção do ataque por limiar,
também diferente da abordagem aqui proposta.
Aqui foi apresentado um mecanismo híbrido utilizando Entropia e Machine Learning
(ML) onde o ML, utilizando um algoritmo de Regressão (SVR), retorna o coeficiente de
previsão para entropia em ML-Entropia, melhorando as métricas na detecção do ataque
com um melhor limite de separação os dados legítimos do espúrio obtido. Além desta
técnica este trabalho de pesquisa também apresentou soluções híbridas com outros al-
goritmos de classificação: SVC e Random Forest e o próprio SVR que é de regressão,
realizando a detecção do ataque, todos diferentes dos utilizados pelos autores citados e
mais eficientes que SVM comum, servindo como técnicas alternativas e comparação adi-
cional. Comparando estes resultados apresentados com os resultados dos trabalhos de:
• Agarwal e Mittal 2012 [8] onde os autores obtiveram Precisão de 97.25% e Taxa de
Erro de 2.75%;
• Dehkordi et al. 2020 [6] com resultado de 99.85% de Acurácia e 0,1% de Taxa de
Falso Positivo (FPR), neste caso os autores utilizam apenas FP e não Taxa de Erro
que considera o total de erros entre FN e FP;
• Depois deles o trabalho de Aung e Htaik 2020 [7] com resultado de 76.12% de
Acurácia e 0.05% de Taxa de Falso Positivo, também com FPR;
• Para ser justo são comparados resultados sintéticos com resultados sintéticos, ou
seja, obtidos do ambiente emulado, onde em ML-Entropia no pior resultado, com
janelas de 25 fluxos, uma Precisão de 99.969% e Taxa de Erro de 0.567% ainda assim
aqui os resultados foram superiores aos três trabalhos, além disso todos os outros
algoritmos que foram adicionados na pesquisa obtiveram melhor desempenho que
os resultados deles;
• Já se comparado o melhor resultado obtido em ML-Entropia com janelas de 100
fluxos também do ambiente emulado a superioridade é ainda maior pois foi atingido
100% de Acurácia, sem falar dos outros algoritmos aqui apresentados;
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• Agora os resultados do ambiente real, que não podem servir de comparação, visto
seus conjuntos de dados são sintéticos. Ainda assim apresentamos como evidência
da validação do método. Estes também foram superiores com resultados para o SVC
em 99.928% de Acurácia e 0.072% de Taxa de Erro e Random Forest com 100% de
acurácia. ML-Entropia ficou com 99.090% de Acurácia e 0.910% de Taxa de Erro,
acima dos 99% e ainda com uma taxa de erro inferior à sintética comparada, além
dos outros algoritmos híbridos que também tiveram resultados melhores do que os
autores citados.
6.3 Análise e Avaliação dos Resultados
Os resultados comprovam que o uso de ML-Entropia como mecanismo híbrido de detec-
ção de ataque DDoS em SDN, combinando as técnicas de Entropia e de ML é eficiente
e melhorou o limiar, em relação a entropia e SVR sozinhos, na detecção com seu coe-
ficiente sendo fornecido por um Algoritmo de Regressão, neste caso o SVR com RBF e
com um limiar dinâmico acompanhando o estado atual da rede com o coeficiente sempre
encontrando o melhor hiperplano de separação dos dados, por meio desta técnica.
Também demonstrou que os algoritmos SVR, SVC e Random Forest híbridos são
técnicas alternativas viáveis de mecanismo híbrido de detecção de ataque, principalmente
o Random Forest híbrido que apresentou ótimos resultados em todas as janelas por fluxo e
por tempo nos dois ambientes Emulado e Real, se mostrando como uma ótima alternativa
híbrida para ambientes onde a detecção fora do Plano de Dados é indicada.
A ML-Entropia, conseguiu melhorar não somente os resultados da Entropia tradicional
sozinha, mas também os resultados do SVR sozinho, quando comparamos os resultados,
demonstrando a melhoria não apenas de uma técnicas (Entropia) mas das duas técnicas
(Entropia e SVR) que foram combinadas. Além disso apresentou resultados ótimos no
ambiente Emulado e quase ótimos no ambiente Real, apresentando-se como uma ótima
alternativa de implementação, não somente fora do Plano de Dados, mas também para
ambiente onde a detecção no Plano de Dados é necessária. Recomendamos para este
caso, que o treino/teste de ML rodando fora do Plano de Dados e fornecendo à entropia
o coeficiente, e ML-Entropia no Plano de Dados, uma vez que apresentamos aqui abor-
dagens de entropia na literatura rodando no Plano de Dados. Comparando aos trabalhos
semelhantes no estado da arte fomos superiores tanto no ambiente Emulado quanto no
ambiente Real, conforme já apresentado na Subseção 6.2.3. A avaliação dos resultados
obtidos e já comentados segue com as seguintes considerações:
• Os resultados obtidos no Ambiente Emulado (MiniNet) são coerentes com os resul-
tados obtidos no Ambiente Real;
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• A abordagem aqui apresentada melhorou os coeficientes do Limiar-X, consequente-
mente melhorou a separação dos dados espúrios e legítimos, com redução das Taxas
de Erros em comparação com Entropia tradicional. Comprovado com os resulta-
dos obtidos tanto no ambiente Emulado quanto no Ambiente Real, demonstrando
a viabilidade de uso da proposta de solução em Ambientes Reais;
• ML-Entropia melhorou a detecção em relação Entropia e SVR sozinhos, indicando
que quanto melhores forem os resultados de Entropia e do algoritmo de Regressão es-
colhido sozinhos, melhores serão os resultados finais na abordagem de ML-Entropia.
Vale ressaltar que outros algoritmos de regressão podem ser utilizados na aborda-
gem uma vez que é característica desses algoritmos a possibilidade de retornar o
coeficiente de previsão. Da mesma forma Entropia de Renyis e ϕ-Entropia;
• O método permitiu um limiar dinâmico e ajustável ao estado atual da rede;
• A abordagem proposta obteve resultados superiores aos três trabalhos de referência
na literatura em Ambientes Emulado e Real;
• A coleta de fluxos de dados e análise fora dos Planos de Dados e Controle não
impactou no desempenho geral da rede e desonerou o Plano de Controle;
• Os Limiares-X foram escolhidos com foco no melhor desempenho geral na detecção
do Ataque com menor redução possível da Taxa de Erro (FP e FN) para Entropia
sozinha, em caso de impasse os FN’s foram priorizados. Por acreditar que os FN’s
são mais prejudiciais à rede do que as FP’s, pois se for bloqueado um usuário legítimo
(FP) como se fosse um ataque o prejuízo será apenas relativo àquela atividade que
deixou de ser executada, mas se for liberado um verdadeiro atacante (FN) como se
fosse um usuário legítimo, ele pode causar danos à toda a rede em um único ataque.
Comentário: Isto justificaria a diferença de ML-Entropia e Entropia nos dados
sem ataque, pois os FP’s influenciam na Precisão, enquanto os FN’s influenciam
no Recall, mas se for observada a média harmônica das duas métricas que é dada
pela F1-Score os resultados de ML-Entropia foram superiores em todos, mas ela não
pode ser calculada nos dados sem ataque por que não existem FN’s, ainda assim os
percentuais deste experimento foram altos e promissores o que não tira o mérito da
solução, mas aponta para um possível ajuste que é encontrar uma maior redução,
na análise dos Limiares-X, que melhor reduzam os índices de FP;
• É percebido que a diferença entre os resultados de ML-Entropia e Entropia sozinha
diminuem à medida que os tamanhos das janelas vão aumentando. Além disso a
Entropia sozinha precisa de janelas maiores para melhorar seu desempenho geral,
enquanto ML-Entropia além melhorar os resultados de Entropia sozinha traz bons
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resultados com janelas menores. Isso é considerado uma vantagem de ML-Entropia
em relação à Entropia, pois com janelas menores, principalmente por tempo, implica
em dizer que um ataque pode ser detectado mais cedo;
• ML-Entropia obteve desempenho melhor nos Dados com Ataque que todos os outros
com exceção de Random Forest híbrido que obteve ótimos resultados em todos os
testes;
• Os resultados em janelas temporais não foram tão interessantes, para Entropia,
ML-Entropia e SVR, quanto em janelas por fluxo, contudo vale ressaltar que os
parâmetros iniciais de definição de Limiares-X foram feitos com base nas janelas
por fluxo para preservar os parâmetros de comparação na avaliação de desempenho
da solução proposta e garantir que os resultados são justos e válidos cientificamente.
Ainda assim o SVC e Random Forest híbridos obtiveram resultados ótimos em
janelas por tempo. Indica que o SVC é mais adequado para este tipo de janela.
• A redução das diferenças entre ML-Entropia e Entropia se observa em janelas tem-
porais, nos dados sem Ataque, indicando que um aprimoramento nessas janelas
podem refletir em resultados finais melhores ainda;
• ML-Entropia demonstrou ser uma alternativa viável dentro e fora do Plano de Dados
com as considerações já feitas;
• Random Forest e SVC são alternativas viáveis fora dos Planos de Dados e Controle;
• A abordagem proposta serve não apenas para SDN mas também para Redes Tradi-
cionais. Como diferencial da solução, ela já estará pronta e habilitada para explorar
todo o potencial existente nas Redes SDN, em termos de mitigação e implemen-
tação em qualquer de seus planos, ao contrário de soluções que só visam Redes
Tradicionais ou só Redes SDN;
• Por fim ressalta-se que com a técnica de aprendizado de máquinas quanto mais





A SDN foi apresentada neste trabalho como uma realidade em expansão no mercado.
Uma revisão do estado da arte foi feita, apresentando o desafio dos ataques DDoS como
um problema relevante a ser mitigado, em SDN e Redes tradicionais. Diversas abordagens
de pesquisas que trataram do tema DDoS foram apresentadas e uma questão é comum,
o de estabelecer um limite para determinar melhor se um tráfego é espúrio ou não, com
um limiar adaptativo ao estado da rede.
Foi proposto um método híbrido com quatro técnicas distintas que foram implemen-
tadas em Ambiente Emulado e Real. A primeira delas a ML-Entropia que faz uso dos
cálculos de entropia como entrada para o SVR-RBF que por sua vez fornece o coeficiente
de previsão à ML-Entropia. Além desta técnica três outras usando SVR, SVC e Random
Forest também híbridas e viáveis de implementação no mundo real, comparando-as entre
si e com o estado da arte. Todas melhoraram suas métricas de detecção em relação a
Entropia tradicional e a literatura, ao mesmo tempo, entregaram uma solução com um
limiar dinâmico e ajustável ao estado atual da rede. Contudo ressalta-se que este método
não resolve outros desafios como de Flash Events [54] que são tráfegos legítimos que se
assemelham ao ataque DDoS e nem foi testado com outros tipos de ataque, como de baixa
taxa e lentos, para aferir sua efetividade na detecção.
Este trabalho implementou em SDN, mas a solução também é viável em Redes Tradi-
cionais. Como diferencial a solução está pronta e habilitada para explorar todo o potencial
existente nas Redes SDN, em termos de mitigação e implementação em qualquer um de
seus planos, ao contrário de soluções que só visam Redes Tradicionais ou só SDN.
Em pesquisas futuras, pretende-se estender este trabalho considerando ataques diri-
gidos ao controlador e também estender o método considerando múltiplos controladores.
Além disso, pretende-se testar o método proposto para detectar ataques DDoS de baixa
taxa ou outros tipos de ataques e usar medidas de entropia de informação generalizada,
como a Entropia de Renyis e ϕ-Entropia, para verificar os ganhos.
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