This paper presents a computationally tractable convex, optimal power flow (OPF) formulation that is admissible with respect to voltage and current limits. This is achieved by considering bounds on the nonlinear terms in the power flow equations. The resulting OPF solution respects all the network constraints and is hence robust against modeling simplifications. An convex, inner approximation of the OPF problem is presented with a computational solve time similar to that of linearized OPF formulations. However, unlike linear formulations, this formulation provides certain feasibility guarantees for dispatching flexible loads over multiple time-steps. Simulation results on IEEE test networks validate that the formulation is network admissible.
Introduction
The distribution network was engineered under the assumption that homes and businesses were to be supplied power from the grid. However, with increasing penetrations of solar PV in distribution feeders has created so-called "pro-consumers" who (at times) supply the grid with energy rather than consume it.
This can lead to a back-flow in power and can result in violations of voltage and transformer constraints and unreliable operation of the system [1, 2] . Furthermore, the significant variability inherent to solar PV challenges traditional operating paradigms and represents an opportunity for optimal power flow algorithms to improve reliability and responsiveness of the grid and its flexible resources (e.g., batteries, PV inverters). However, due to the fast timescale of the solar PV variability, these algorithms must be computationally tractable and, yet, representative of the physics. That is, grid optimization algorithms must ensure admissible network operations [3] .
The optimal power flow problem (OPF) is a powerful method for dispatching grid resources while maintaining network constraints. The AC power flow equations, however, are nonlinear and non-convex, making the optimization problem NP-hard. This paper proposes a convex approximation of the power flow equations that results in a network-admissible solution, i.e., all physical network limits are respected at (global) optimality, while solving in polynomial time. Hence, the method is robust against modeling errors introduced from approximations of the non-linear power flow equations. This characteristic is useful in many applications, such as to determine the admissible range for dispatching distributed energy resources (DERs), i.e., the DER hosting capacity [4] . Another application is that of disaggregating the dispatch of a large, aggregated virtual energy storage (VES) resource into the dispatch of multiple smaller nodal resources that are distributed spatially across a network. The disaggregation must then guarantee that the resulting nodal dispatch is network admissible as shown in Fig. 1 . Figure 1 . A schematic representation of the network model. The physical layer represents the circuit that connects the different DER groups into an aggregate virtual battery, whereas the cyber layer represents the disaggregation of the virtual battery market signal to the DER groups based on the feasible nodal bounds that are determined offline.
Traditional optimization techniques for dispatching resources include linear OPF based LinDist models [5] . These models work well close to the expected conditions of the system (e.g., lossless). In [4] , it is shown, using a simple example, how solutions of the LinDist model can lead to voltage violations under some operating conditions. Recently, improved linear approximations of the power flow equations have been proposed that provide improved accuracy over a wider range of operation [6] . However, the solution space of the power flow equations is highly non-convex, which means that such methods cannot provide guarantees of feasibility under all conditions. A comprehensive review of the many linear power flow formulations can be found in [7] .
Recently, lot of attention has been given to the convex relaxation of the power flow equations. The main among these in the literature include the semi-definite programs (SDP) [8] , second order cones [9] , and the quadratic relaxations [10] . These convex relaxations provide a lower bound on the globally optimal AC solution.
Several works in literature such as [11] have shown that under some conditions these relaxations can be exact and the solution of the relaxed convex problem is the global optimum of the original AC OPF problem. However, these conditions fail to hold under reverse power flows from extreme solar PV, which engenders a non-zero duality gap and a non-physical solution [12] .
The shortcomings of the linear OPF and the convex relaxation-based OPF techniques call for a different approach to solving the distribution system OPF problem under a high peneration of solar PV. In many applications, feasibility guarantees at optimality are more valuable than solving to a globally optimal solution. The authors in [13] provide a certificate test to determine whether grid-aware control is required for a network based on load variabiliby and the availability of measurements. However, they do not quantify the feasible region of safe operation. The paper herein presents a technique for quantifying the feasible region through a convex approximation of the OPF problem. Obtaining a convex inner approximation in general is an NP-hard problem [14] . This work uses the branch-flow model (BFM) formulation of the distribution power flow equations to separate the model into linear and nonlinear components. Then, bounds on the nonlinearity are determined through approximations that employ the properties of the power flow models. The bounds then define a modeling error buffer, which is used to formulate the network constraints into a robust formulation. From this approach, we achieve an OPF formulation that exihibits computational solve times similar to that of linear formulations with the added (and crucial benefit) that the formulation provides feasible solutions (assuming one exists). The convex formulation is then tested on distribution feeders with extreme penetrations of solar PV (i.e., under reverse power flows). We also show that the approach is suitable for siting and sizing solar PV systems and DERs that abide by the network constraints (i.e., solar PV and DER hosting capacities).
The main contribution of this paper can be summarized as:
1. Improving over our work in [4] , this paper provides a convex inner approximation of the OPF problem with tighter bounds that considers the apparent branch power flow and current constraints, in addition, to the voltage constraints. This approximation is valid even under extreme solar PV penetrations.
2. A iterative bound tightening algorithm is presented that tightens the bounds on the nonlinear modeling errors.
3. The DER hosting capacity problem introduced in [4] is extended to consider energy-constrained DERs over multiple time-steps and validated with a short case-study on available flexibility from small-scale distributed storage versus bulky centralized storage.
The rest of the paper is organized as follows. Section 2 develops the mathematical formulation of the inner convex approximation OPF problem. Section 3 provides a method to obtain improved upper and lower bounds of the nonlinearity, which is then used to determine the amount of solar capacity that can be installed in a network. Section 4 presents an iterative algorithm that provides tighter bounds in order to obtain a better feasible solution, whereas section 5 describes the multi-period extension of this formulation and shows the benefit of having storage through various case studies. Finally, section 6 concludes the paper and lays out future research directions.
Formulation of the Convex Inner Approximation
The proposed approach in this paper, takes a worst case of the non-linear terms in the power flow equations and develops a feasible model that is robust against modeling errors due to the nonlinearity. This means that the technique ensures node voltages, branch power flows and current magnitudes to be within their limits for the determined optimal solution, while at the same time keeping the convex form of the formulation. DistFlow equations as given in [5] are used to solve the optimization problem. However, DistFlow equations are non-linear which takes the problem outside the realm of convex optimization. Linear LinDist models are often used, but they are accurate only close to nominal voltages (via Jacobian linearization) and/or when losses are negligible (via simplifying assumptions). When system operations depart from nominal voltage conditions, the modeling errors can become significant. In this work, we develop a feasible convex formulation by modifying the LinDist equations to take into account modeling errors arising from the approximation. However, the techniques presented here can further be extended to other single phase and multi-phase linearized power flow models in literature such as [15] .
Mathematical model
Consider a radial distribution network, shown in Fig. 2 , as a graph G = {N ∪ {0}, L} consisting of N := {1, . . . , |N |} nodes and a set of
Node 0 is assumed to be the substation node with a fixed voltage V 0 . Let B ∈ R (n+1)×n be the incidence matrix of the undirected graph G relating the branches in L to the nodes in N ∪ {0}, such that the entry at (i, j) of B is 1 if the i-th node is connected to the j-th branch and otherwise 0. If V i and V j are the voltage phasors at nodes i and j and I ij is the current phasor in branch
. P i be the real power flow from node i, Q i be the reactive power flow from node i, p i be the real power injection and q i be the reactive power injection, into node i, r ij and x ij be the resistance and reactance of the branch (i, j) ∈ L and z ij = r ij + jx ij be the impedance. Then for the radial distribution network, the relation between node voltages and power flows is given by the DistFlow equations ∀(i, j) ∈ L:
Clearly, the line losses in (4) are nonlinear, which makes the DistFlow model nonlinear. In the remainder of this section, we develop a mathematical model of the radial network that expresses the constrained variables as a linear function of the power injections and the branch currents. Through this approach, we are able to separate the model into linear and nonlinear parts. This will form the basis for our approach at finding the worst case of the nonlinear terms, which will then provide the convex inner approximation of the power flow equations. From the incidence matrix B of the radial network and following the method adopted in [16] , (2) and (3) can be expressed through the following matrix equations:
where
, where I n is the n × n identity matrix and 0 n is a column vector of n rows. Simplifying (5) leads to the following expression for P and Q
Remark. The matrix (I n − A) is nonsingular since
is the n × n matrix obtained by removing the first row of B. For a radial network, the vertices and edges can always be ordered in such a way that B and B n are upper triangular with diag(B n ) = 1 n , which implies that 2I n −B n is also upper triangular and diag(2I n − B n ) = 1 n . Thus, det(2I n − B ) = 1 > 0 and I n − A is non-singular. Similarly, (1) can be applied recursively to the distribution network in Fig. 2 to get the following matrix equation:
Based on the incidence matrix B, the left hand side of (7) can be formulated in terms of the fixed head node voltage as:
where (8), (7) can be expressed as:
Substituting (6) into (9), we obtain a compact relation between voltage and power injections shown below.
Apart from the nonlinear relation (4) of l to P, Q and V , (6) and (10) is a linear relationship between the nodal power injections p, q, the branch power flows P, Q and node voltages V . The nonlinearity in the network is represented by (4), as the current term l is related to the power injections and node voltages in a nonlinear fashion. Including this term into the optimization model would render the optimization problem non-convex (and NP-hard), however, neglecting this term could result in an infeasible linear OPF model. In the next section, we present a method to take into account the nonlinearty introduced by l by considering it's worst case values.
Optimization problem formulation
The problem being addressed in this paper is to determine a convex inner approximation for the dispatch of energy resources that respects the network voltage and branch flow constraints. Based on the mathematical model presented in Section 2.1, a general OPF problem can be formulated as:
subject to : (6), (10), (4)
where f (p g , q g ) represents the convex objective of the OPF problem, e.g., this could be the typical objective of minimizing the cost of traditional power generators, i.e., f (p g , q g ) = i (c i1 p 2 gi + c 2i p gi ), where c 1i and c 2i are the quadratic and linear terms associated with the cost of generator p gi . p g ∈ R n and q g ∈ R n are the real and reactive generation from traditional generators and represent the decision variables, whereas P L ∈ R n and Q L ∈ R n are the expected real and reactive net-demand. P ∈ R n and P ∈ R n represent the lower and upper bounds on the real power branch flow and Q ∈ R n and Q ∈ R n the bounds on reactive power branch flow.
Similarly, V ∈ R n , l ∈ R n represent the lower bound on the nodal voltage and branch current, whereas V ∈ R n , l ∈ R n represent the upper bound. The optimization problem (P1) is non-convex due to the constraint (4). In order to obtain an inner convex approximation of (P1), we consider the worst case of the nonlinearity introduced due to (4). Let l − ∈ R n and l + ∈ R n be the lower and upper bound on l ∈ R n , respectively. Then based on these values and provided that the matrices D R , D X , M p , M q , H are positive for an inductive radial network [4] , let's define:
Based on the above equations, the optimization problem (P1) can be modified as:
subject to : (12) − (17), (11c) − (11d) (18b)
If l − and l + are known then the optimization problem (P2) represents a convex inner approximation of the OPF problem. In the next section we will provide a method to obtain an accurate representation of these bounds.
Obtaining bounds on nonlinearity
In Section 2.2 we formulated the general form of the convex inner approximation in terms of the lower and upper bounds of the nonlinear term l. In [4] , we provided conservative bounds on the nonlinearity based on worst case net-demand forecasts. In this section, we present techniques to achieve tighter lower and upper bounds on the nonlinearity and also include branch flow constraints in the formulation. Section 3.1 describes the method to obtain the lower bound, whereas section 3.2 describes the method to obtain the upper bound to formulate the general convex inner approximation in terms of these bounds. Finally Section 3.3 provides simulation results to validate the presented formulation and a case study to determine the maximum allowable solar penetration in a distribution network.
Estimating the lower bound
Consider the nonlinear term in the power flow equations given by (4) . From the second-order Taylor series expansion, l ij can be expressed as:
where l 0 ij is the value of l ij at the forecast net-demand and ∆x ij , the Jacobian J ij and the Hessian H ij are defined below:
The eigenvalues of the Hessian H ij are given by:
As two of the eigenvalues are strictly positive and one is zero, the Hessian is positive semi-definite and the nonlinear function l ij is convex. If a function is convex then the linear approximation underbounds the nonlinear function [17] , i.e.,
The above equation can be expressed in vector form as shown:
The upper bound on the nonlinearity is obtained in the next section and the general convex inner approximation based on these bounds is presented.
Estimating the upper bound
Applying Taylor's theorem to the expansion of the nonlinear function in (19) , for small values of ∆x ij , the quadratic term can be bounded as:
Based on the above inequality, the upper bound on the nonlinear function l ij is given by:
The above equation can also be expressed in vector form as:
Based on this upper bound and the lower bound determined in the previous section, we can now formulate the complete convex inner approximation OPF problem by modifying (P2) as:
The optimization problem (P3) represents the convex inner approximation of the OPF problem that provides a feasible solution. In the next section, this formulation is tested on the IEEE-13 node distribution network.
Validation results
In this section simulations results are presented on the IEEE-13 node distribution network [18] shown in Fig. 3 . Gurobi is used to solve the optimization problem and the solution is validated through load flow in Matpower [19] . For the purpose of this work, the mechanical devices such as tap-changers, capacitor banks and switches are assumed to be fixed at their nominal values. Generation resources are placed at nodes 7,8 and 9 of the network. Based on the values of the forecasted net-demand, the optimization problem (P3) is used to calculate the least cost dispatch of resources that satisfied all network constraints, i.e., f (p g , q g ) = i (c i1 p 2 gi + c 2i p gi ). This is a generic and common objective function in power systems and is used to test the validity of the proposed formulation. Figure 4 shows the upper and lower bounds of the voltages together with the actual voltage obtained through load flow. Similarly Fig. 5 and Fig. 6 shows the bounds on the real and reactive branch flows. From these results it can be seen that the optimization problem (P3) respects the network constraints.
Case study 1: In this case study, the formulation (P3) is used to ascertain the maximum allowable solar penetration,i.e, f (p g , q g ) = − i (p gi ), where in this case p gi represents the power from solar PV unit at node i. The Solar PV units are placed at all leaf nodes, i.e., nodes 3, 5, 7, 8, 10 and 11 in the IEEE-13 node distribution network shown in Fig. 3. Fig. 7 shows the maximum allowable solar penetration at each of the nodes, whereas Fig. 8 shows the predicted upper bound of the voltage profile obtained from (P3) and its comparison with the load flow results from Matpower.
Case Study 2: In this case study, instead of placing the solar PV units at the leaf nodes, a single large PV unit is placed at the head of the feeder at node 2 with equivalent reactive power capability and from (P3) its maximum capacity is determined. It is seen from Fig. 9 that the maximum solar penetration in this case is larger than the total from of the distributed solar PV at the leaf nodes. Furthermore, the comparison of the upper bound voltage from the optimizer and the one obtained throgh load flow is given in Fig. 10 , showing the feasibility of the obtained bounds on solar penetration.
Iterative algorithm for bound tightening
In this section, we present an iterative algorithm based on the formulation in (P3) that achieves tighter bounds on the non-linearity. The lower and upper bounds obtained in sections 3.1 and 3.2 can be conservative depending upon the initial forecasted operating point. The upper bound, particularly, is only valid for small deviations away from the operating point and becomes a poor estimate if the injections change by a large value as shown in Fig. 11 . Furthermore, if the operating point is close to no-load condition, then the Jacobian given in (21) is close to zero and the first order estimate of l + given by equation (30) is also zero and hence does not provide any information about the value of l. To overcome these limitations of the proposed optimization problem (P3), in this section, we propose an iterative algorithm that provides tighter bounds by updating the operating point and hence the Jacobian. The block diagram in Fig. 12 shows the steps involved in the proposed iterative scheme.
The iterative algorithm is now used to determine the feasible operating region of flexible resources in the IEEE-13 node system. Flexible resources capable of injecting and consuming power are placed at the leaf nodes {3, 5, 7, 8, 10, 11}. The objective is chosen to be f (p
gi for the lower bound. The optimization problem (P3) is iteratively solved for a no-load forecast case to obtain the feasible bounds shown in Fig. 13 .
It can be seen from the figure that the first iteration overestimates the lower bound due to the Jacobian being close to zero. However, as the Jacobian is updated in the next iteration, the lower bound is reduced. The comparison of the error in the voltage bounds over the iterations is given in Fig. 14, that shows how the voltages eventually converge to the one obtained through load-flow.
The results of this section show that the iterative algorithm provides tighter bounds on the nonlinearity and also ensure feasibility for the upper bound in case of large deviation from the operating point. Case Study 3: In this case study, the simulations conducted in Case Study 1 and Case Study 2 are repeated with the iterative scheme included to determine the solar PV hosting capacity for distributed PV at leaf nodes and a single utility-scale solar PV system. The results in Fig. 15 show how the iterative scheme overcomes the conservativeness of the inner approximation seen in case studies 1 and 2. This improvement is significant and greatly increases the distributed solar PV hosting capacity compared with the case of a single utility-scale PV system.
Multi-period formulation
In this section, the formulation presented in (P3) is extended to the multi-period case.
To determine the maximum solar penetration at each time of a multi-period horizon, the optimization problem can be Solve load flow
expressed as:
where B(t) ∈ R n is the SoC of the battery at time t, P b (t) ∈ R n is the battery net-injection at time t and ∆t is the time-interval. To highlight the multiperiod formulation, the battery model has been simplified with unity efficiencies. Detailed analysis with non-unity battery models and a convex OPF formulation can be found in [20] . Case study 4: In the case study of this section, we ascertain the value of installing batteries in the system by comparing the case with no batteries and the case with batteries on the total allowable solar penetration. The case with batteries is further sub-divided into the case with distributed storage and with centralized storage of equivalent rating and capacity. Distributed batteries with a rating of 300 kW and storage capacity of 300 kWhr are placed at leaf-nodes 3, 5, 7, 8, 10 and 11 for the distributed case and for the centralized storage case, an equivalent battery is placed at node 2 of the IEEE-13 node system. Fig. 16 shows the comparison of the total solar injection in the network over a prediction horizon of 10 hours between the case with no storage, with a large central storage unit and with distributed storage of equivalent rating and capacity. The iterative Figure 15 . Improvement in the total allowed solar penetration with the iterative scheme for the case with distributed solar and the case with centralized solar unit in case study 3. schmeme described in the previous section is used to calculate the maximum solar penetration in each of the cases. It can be seen from the comparison that having storage in the network allows for greater penetration of solar energy, especially distributed storage. For the given case study, the inclusion of storage led to increase in net-solar penetration by approximately 10%. Fig. 17 shows the expected net-demand over the prediction horizon (10 hours) together with the aggregate battery discharge power for the distributed storage case. 
Conclusions and Future work
This paper presented a computationally efficient method to obtain a feasible solution of the OPF problem. This is achieved by obtaining a convex inner approximation Figure 17 . Comparison of the predicted load profile and the battery discharge power over the prediction horizon in case study 4 using distributed storage.
of the feasible domain. Leveraging the lower and upper bounds on the nonlinear losses in the AC formulation, the constraints are robustified, which ensures an AC feasible solution despite modeling errors and a convex relaxation. An iterative scheme is presented to further tighten the robust bounds and improve feasibility claims for solar PV and DER hosting capacity problems. Finally, the hosting capacity problem is extended to a multi-period formulation to examine the active role of energy storage in supporting increased solar PV penetration in distribution feeders. Future work will extend this technique to three-phase distribution networks and meshed transmission networks. Providing feasibility guarantees under both model mismatch and forecast uncertainty due to solar PV is another important area of work to investigate.
