In this study a new approach to generate association rules on numeric data is proposed. It has been observed that equal binning techniques are not always useful to convert numerical data into categorical data, specifically in medical data. The proposed approach utilise a modified equal width binning interval technique to discretise continuous valued attributes to nominal based on opinion taken from medical experts. Approximate width of the desired intervals is chosen based on the advice given by medical experts and is given as an input to the model. Apriori algorithm usually used for the market basket analysis is used to generate rules on Pima Indian diabetes data. The study compares the quality of different association rule mining approaches for classification. The proposed approach utilises standard Apriori and predictive Apriori algorithms to generate association rules and highlights the importance of the often neglected pre-processing steps in data mining process. The proposed approach can help doctors to explore their data in a better way.
Introduction
In recent times, the number of people suffering from diabetes is increasing day by day. It is a disease in which body does not produce insulin or use it properly. This increase the risks of developing, kidney disease, blindness, nerve damage, blood vessel damage and contribute to heart disease (Mohamed et al., 2002) . There are two types of diabetes one type-1 is also called insulin dependent and type-2 diabetes is with relative insulin deficiency. Patients with type-2 diabetes do not require insulin cure to remain alive, although up to 20% are treated with insulin to control blood glucose levels (Pickup and Williams, 1997) . To diagnose diabetes disease at an early stage is quite a challenging task due to complex inter dependence on various factors. There is a critical need to develop medical diagnostic decision support systems which can aid medical practitioners in the diagnostic process.
In medical domain, a number of methods are used to generate the rule from databases. In Silverstein et al. (1998) , authors did the experiment on three medical databases and generated the rules and then compared these rules with predefined rules. In Reaven (1988) , authors proposed that rule of diagnosing diabetes in such that away if one person has three of the four symptoms of type-2 diabetes, namely blood pressure 140/90 mmHg, HDL cholesterol < 35 mg/dl, central obesity, triglycerides 150 mg/dl, the patients will be decided as having metabolic syndrome patient. In Quentin-Truatvetter et al. (2002) , authors have used association rule and decision trees to extract knowledge from medical databases. They proved that results obtained by their methods are very promising. In Simeon and Hilderman (2007) , authors proposed a technique for generating contrast sets describing the differences between two groups, where the antecedents contain one categorical attribute describing group membership and the consequents contain up to two continuous-valued attributes.
However, in our proposed method, we first applied the data pre-processing to improve the quality of data. Next step is discretise the continuous values and then converted it categorical values based on approximate equal interval binning technique and advice from medical experts. It is essential to obtain the consistent rules in medical databases to make decision for medical support system.
In this paper, we focus on confidence-based association rule mining. Here, the term 'confidence-based' refers to those associations rule learners that use the confidence (i.e., accuracy) of a rule as the interestingness measure. The rest of the paper is organised as follows: in Section 2, we briefly discuss the proposed method. We present the results in Section 3. Conclusion is highlighted in Section 4. 
Proposed method
In the first stage of our proposed study, we used pre-processing in order to handle the missing values. Later, we applied equal interval binning with approximate values based on medical expert advice to Pima Indian diabetes data. Lastly, we applied Apriori and predictive Apriori algorithm to generate the rules. We also consider two important measures coverage and confidence. The framework is shown in Figure 1 .
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Dataset
The, Pima Indian diabetes dataset used was obtained from UCI machine learning repository (Newman et al., 1998) . A study was conducted on 768 randomly selected Pima Indian female patients whose age was at least 21 years. Characteristics of the patients like number of times of pregnancy and age in years were recorded. Some other important parameters like plasma glucose concentration every two hours in an oral glucose tolerance test, diastolic blood pressure (mm Hg), triceps skin fold thickness (mm), two-hour serum insulin (mu U/ml), body mass index [weight in kg/(height in (mm) 2 ], and diabetes pedigree function which are closely related to diabetes are also considered given in Table 1 . 
Data pre-processing
In real world, data is not always complete and in the case of the medical data, it is always true. To remove the number of inconsistencies which are associated with data we use data pre-processing. Many data pre-processing techniques are given in Han and Kamber (2006) and Myatt (2007) . During this study, we removed instances which had zero values for the attributes -pregnant, plasma glucose, diastolic BP and BMI. We also not included two attributes triceps skin fold thickness and two-hour serum insulin. As they represent have 227 zero values and 374 zero values. In Chen and Astebro (2003) , the authors has proved that list wise deletion is an efficient technique instead of replacing the values with techniques like mean, mode, random imputation, two regression imputations, and a Bayesian model-based procedure. After the pre-processing only 625 instances are remain out of 768.
Approximate equal binning techniques based on expert advice
After the pre-processing only the 625 instances remain with six attribute age, pregnant, plasma glucose, diastolic BP, BMI, DPF and age. Classification of general associations requires categorical data. The data variables are binned in to small number of categories. We have used approximate equal interval binning-based medical experts opinion. The following summarises the cut-off values along with the names of the bins for the variables:
• Pregnant: low (1, 2), medium (3, 4, 5), high (> 6)
• Plasma-glucose: low (< 90), medium (90-150), high (> 150)
• Diastolic-BP: normal (< 80), normal-to-high (80-90), high (> 90)
• BMI: low (< 25), normal (25-30), obese (30-35), severely obese (> 35)
• DPF: low (< 0.4), medium (0.4-0.8), high (> 0.8)
• Age: 20-39(young), 40-59(medium), 60 plus (high)
• Class: yes (1), no (0) By using above said cut-off values, all the 625 instances are converted into the categorical data which is shown in Table 2 . 
Association rule mining algorithm
Agarawal et al. (1993a, 1993b) proposed the first association mining algorithm which pointed out that there are hidden relationships among the purchased items in transactional databases. A number of researcher's developed advanced algorithms (Brin et al., 1997; Zaki et al., 1997; Liu et al., 1999; Han et al., 2000; Li and Sweeney, 2005) but, the original Apriori is still the most popular one and now it has becomes a standard algorithm for association rule mining. For example, there are associations between items such as bread and milk, which are often purchased together in a single basket transaction. An association rule is defined as association between X and Y is in the form X → Y, where X and Y are both frequent item sets in the given database. The intersection for X and Y is empty set. They have used two important measures to find the association among the transaction items one is support other is confidence. The support of the rule X → Y is the percentage of transactions in the given database that contain both X and Y, P(X U Y).Confidence is defined for the rule X → Y as the percentage of transactions in the given database containing X that also contains Y. 
Apriori
A first well-designed association rule mining method, Apriori (Agrawal et al., 1993a (Agrawal et al., , 1993b ) that describe item sets that satisfy a minimum support criterion. These item sets are used to generate the rules that satisfy a minimum confidence criterion. In this algorithm, transactions were executed iteratively in a level-wise approach, i.e., item sets containing one item were processed first, then item sets with two items were processed, and the process was repeated, continuously adding one item each time, until prescribed criteria were met as explained below. Apriori mining algorithm consists of two steps, first step is generating frequent item set. Second step is pruning, during this steps item set with least minimum support are considered and pruning is applied based on confidence. The rule generation is performed for every item set f and every non-empty subset s of f, the output rule is form s ⇒ (f-s) if and if only the confidence of that rule is above the specified threshold. The rules are ranked according to this confidence value. If two or more rules share the same confidence they are ordered using their support. Hence, Apriori's interestingness measure is the confidence of a rule . It is very difficult to find the right threshold. If low support may increase rules high support may missing of some important rule. If support is high then the confidence will low vice versa. WEKA incorporated in implementation (Witten and Frank, 2005) . The Apriori algorithm is given in Rangsipan (2006) as follows in Table 3 .
Predictive Apriori
The difference associated with predictive Apriori algorithm and the standard association algorithm in measure of interestingness of an association rule. Standard Apriori generate more confident rules and ranks the rules accordingly. One problem with general Apriori is that it will prepare general rule with high support and low confidence and very specific with high confidence and low support. In predictive Apriori evaluate the confidence of rules is basically depend on their support. The measure interest of this algorithm is how to improve the expected accuracy of unseen data. After completion generating the rule, the measure interest of predictive accuracy is that the rules which are developed using training data are how much able to capture the generalisation and predicting the class labels of test instances correctly (Rangsipan, 2006) .
Let D be database whose individual records 'r' generated by process 'P', X → Y be an association rule. The predictive accuracy c(X → Y) = Pr(r satisfies Y/r satisfies X) is the conditional probability of Y ⊆ r given that X ⊆ r when the distribution of 'r' is governed by P. The confidence c(X → Y) of the association rule X → Y is the relative frequency of the predictive accuracy in the data; it is the relative frequency of a correct classification in the training data (Scheffer, 2001) . Predictive Apriori has an inherent pruning strategy that prefers more general rules. Therefore it searches for the n best rules according to the following criteria 1 the predictive accuracy of the rule is among the n best 2 it is not subsumed by a rule with at least the same predictive accuracy.
In the above section we have brief the main individuality of the predictive Apriori algorithm. The 'n' input parameter is required number of association rule the output is 'n' best rule. The predictive Apriori algorithm is given as follows in Table 4 . Table 4 Predictive 
Let F 0 = {φ} be the set of frequent item sets of length 0.
For i = 1Ω k − 1 Do: In step 6(b) we use rule generation procedure which take an input one frequent item set and below shows the procedure.
RuleGen(X) finds the best rules with rule body
Else generate Y j analogous to the generation of candidate item sets.
If s(X … y) § S rule_min Then delete y from Yj and continue with the next y at 2b. 3
Calculate the predictive accuracy of X → y using equation (2.2)
If the predictive accuracy of X →y is among the best n AND (there is no other rule in best[n] which is at least equally accurate AND which subsumes X →y)Then update best[n], remove rules which are subsumed by other at least equally accurate rules. Set
If any rule has been removed out of best[n] in step 2(b) 4 Then recur from step
Results
Apriori
After the converting continuous variable into the categorical variables we have applied the Apriori algorithm to find the hidden relationship between the variables. All the rules described here include all the combination and all risk factors that develop the diabetes within five year or not. Association rules are nothing different from classification rules except that does not predict only class labels but also predict any other attribute. It has freedom to produce a combination of attributes. Different association rules convey different regularities that trigger in the dataset and generally predict the different things and so many association rule generated from even the dataset is small. We keep such rules which are applicable reasonably large number of instances based on coverage and accuracy criteria. The coverage of an association rule is the number of instances for which it predicts correctly -this is often called its support. Its accuracy often called confidence is the number of instances that it predicts correctly, expressed as proportion of all instances to which it applies. The user has to specify the minimum coverage and accuracy values and look for only those rules whose values are at least of the specified minimum value. The Pima Indian diabetes dataset would result in an enormous number of association rules, which would then have to be pruned down on the basis of their coverage and accuracy. The algorithm, which is given in Table 3 is implemented in WEKA, and will generate those top ten strongest rules for diabetes are given in Table 5 . Table 5 Rule generated by the association algorithm 
Predictive Apriori
The second algorithm, Predictive Apriori, has been recently proposed by Scheffer (2001) . Both algorithms have their first step in common. They generate frequent item sets in the same way. An item set is called frequent when its support is above a predefined minimum support. During search Apriori uses support-based pruning and then checks if found rules are confident sufficient. The interestingness measures of predictive Apriori algorithm the requirements of a classification task tries to maximise the expected accuracy of an association rule instead of the accuracy on the training data (as measured by the simple confidence measure in Apriori). The probability of a correct prediction given the database under consideration is called the predictive accuracy. The algorithm outputs the n best association rules according to their predictive accuracies. The number n of rules is user specified. Up to pruning strategies in the mining phase of the two algorithms are very similar. Both use their interestingness measures as guidance. However, predictive Apriori does an additional pruning step. It prefers more general rules if they are at least equally accurate. The reason of generating the general rule is that in data mining in general, we want to acquire new knowledge from the data. Lastly, the ability of our classifier to generalise beyond the training set should improve by using more general rules that are at least as accurate as the specific rules. Therefore, we have to define when a rule is more general or subsumes another one. In this method, rule will not be added to the list of the n best ones when either it is less accurate (Scheffer, 2001) . Table 6 Rule generated by the association algorithm predictive Apriori Concerning the quality of the mined rule set, predictive Apriori is able to mine a high quality set of association rules. However, our experiments have shown that the time complexity of predictive Apriori is worse. Predictive Apriori can improve classification using association rules when it is used to generate a small set of rules. The algorithm, which is given above was implemented in WEKA, and will generate those top ten strongest rules for diabetes which are shown in Table 6 . For a small number of mined rules the accuracy using predictive Apriori is higher than that for Apriori.
