INTRODUCTION
The purpose of this paper is to review the recent trends in stock assessment and to look at where it is going now and where it ought to be going in the future. This is not a comprehensive review of stock assessment methods but a personal interpretation of the present and where I think we should be headed. Recognising that stock assessment in Europe and Eastern North America has evolved somewhat differently from that in the Pacific where most of my experience has been, some of my comments may seem regional.
The purpose of stock assessment is to provide support for decision making by (1) describing alternative possible states of nature, (2) determining the consequences of taking different management actions under different states of nature, and (3) calculating the probability of different states of nature. The evolution of modern stock assessment has been directed towards providing the best possible technical support to tasks 1-3. In the sections below I outline what I see to be the five key characteristics of modern stock assessments. Generally these are new developments within the last 10-20 years, and the newer ones are far from universally practiced -indeed I doubt that there are more than a handful of assessments around the world that use all these approaches. SCI. MAR., SCIENTIA MARINA
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THE KEY CHARACTERISTICS OF MODERN STOCK ASSESSMENT

Integration of all information
The classic stock-assessment methods of the 1960s and 1970s were very restricted in the data used: VPA and statistical catch-at-age methods used only catch-at-age data and some tuning index such as surveys or CPUE; spawner recruit analysis used only spawner recruit data; and biomass dynamics models used CPUE and catch (Hilborn and Walters 1992) . Modern methods use all available information in a unified framework and may simultaneously include surveys, CPUE, age-distributions, length distributions, and tagging (McAllister et al., 1994, Punt and Kennedy, 1997 ). Methot's stock synthesis model (Methot, 1989) was the pioneer in such models, but now fitting to all available data has become commonplace as scientists seek to use the models to capture all knowledge about stock size and productivity.
Expressing uncertainty
In the past the dominant product of a stock assessment was a point estimate of a quantity of interest, usually population size, maximum sustainable yield, or potential yield based on a target exploitation rate. It is becoming increasingly common to provide measures of uncertainty in the outputs of stock assessments, with the three dominant approaches being (1) sensitivity analysis, (2) bootstrapping to produce distributions, and (3) Bayesian posterior distributions. All three methods are popular at present although bootstrapping is fading and Bayesian methods are becoming more popular.
In sensitivity analysis different assumptions regarding parameter values or inclusion of different data sets are run and results are compared. This is standard practice even when bootstrapping or Bayesian methods are used to calculate distributions. However useful sensitivity analysis may be for an analyst to understand the behaviour of the model, sensitivity analysis poses serious problems in relaying management advice if the results are sensitive to assumptions. For example, let us suppose that the estimated stock size or MSY depends on which data sets are used, and this uncertainty is relayed to decision makers. How do they interpret the uncertainty? The fear is, of course, that they will simply "choose" the case they like the most. Sensitivity analysis, in the absence of scientifically based probabilities on the different assumptions, can only serve to confuse decision makers. My suggestion is that if results are sensitive to assumptions, the analysts must assign a probability to the alternative assumptions using the best available scientific understanding.
Bootstrapping and Bayesian methods are both used to obtain distributions of outputs of interest that can then be used as inputs to formal decision methods. The key is that they both attempt to assign relative probabilities to possible states of nature -one of the objectives of stock assessment. Bootstrapping has the advantage that it is computationally straightforward, but the disadvantage is that there is no theoretical basis for using the results as probabilities. Statisticians acknowledge that the outputs of bootstrapping should not be interpreted as probabilities, yet many stock assessment authors use them as such out of convenience.
Bayesian methods do produce statistically rigorous probabilities but have the disadvantages of computational complexity and technical problems in defining proper prior distributions. Major progress has been made in computation in the last 10 years, and there has been equal progress in formulating data-based rather than subjective priors. It is for this reason as well as their simple intuitive explanation as probabilities, I believe, that Bayesian methods are growing in popularity (McAllister et al., 1994, Punt and .
In many assessments the analysts simply stop at presenting uncertainty and go no further. But increasingly the results are being taken into formal decision analysis where alternative states of nature are explicitly considered and the consequences of different actions under different states of nature are presented to decision makers.
The present: management by reference points
If any "standard" practice in linking stock assessment to decision making has evolved, it is taking the best estimated stock size from an assessment and calculating a recommended harvest by multiplying this stock size by a desired exploitation rate that may change in relation to the stock size (Restrepo and Powers, 1999) . In both the U.S. and Canada a paradigm has evolved of reference points based on current stock size in relation to a hypothetical unexploited stock size as shown in Figure 1 . This is a slight simplification of the rule adopted by the Pacific Fisheries Management Council in the western states of the U.S. For each species a target exploitation rate (Uref) and a virgin biomass are defined, and then the recommended TAC is taken by multiplying the best estimated stock size by the target exploitation rate. When uncertainty in current stock size is explicitly considered, one can calculate the best recommended TAC by weighting the probabilities the assessment assigns to different stock sizes. Reference points may be calculated for exploitation rates, or stock biomass. It is becoming increasingly common to use or at least consider precautionary reference points, whose general characteristic is that they aim for larger stock biomass and lower exploitation rates than reference points based on traditional maximum yield objectives (Hilborn et al., 2001) .
There are several key problems with management by reference points, particularly the often large uncertainty in actual stock size, and even larger uncertainty in unfished biomass. While some (Hilborn, 2002 ) have argued we need to move away from reference points, they are, at present, a common feature of assessments and management.
Including environmental change
In the past we assumed production parameters were time-invariant, but increasingly we recognise and incorporate changes over time in the production parameters of our models. Cushing's (1982) "Climate and fisheries" was probably the seminal work in this change, while the clear climate impact in the California sardine (Jacobson and MacCall, 1995) and the impact of the Pacific Decadal Oscillation greatly influenced work in the Pacific (Hare and Francis, 1995) . Similar clear environmentally induced changes in abundance in other parts of the world, particularly Europe, have led to much more consideration of time-varying parameters. In western North America we tend to consider environmental change as regimes, but as yet few of the assessments make explicit allowance for such change. When they do, the assessments allow for different average recruitments during different regimes.
In Europe, there has been more of a tendency to include environmental covariates as part of the assessment models, either as prey or predator impacts on natural mortality rates as found in multispecies VPA, or using a physical parameter such as temperature in recruitment relationships. Myers (1998) did a review of temperature recruitment correlations and found that they tended to hold up over long periods of time only at the northern and southern ends of the distribution of the species.
When we include the possibility of environmental change in an assessment, we open up further doors of uncertainty. We are obviously going to be less certain of the consequences of different management actions if the future environment is uncertain. For instance, if a decline in recruitment has occurred at the same time as a decline in stock size and an environmental change, the scientists would be less confident that rebuilding stock size would increase recruitment. If we accept an environmental explanation for change in recruitment, then the appropriate policy might simply be to maintain stock size and wait for the environment to change. Uref is the target exploitation rate, B is the current estimated stock size and B0 is the estimated unfished equilibrium stock size. In some applications exploitation rates are instantaneous fishing mortality rates, in other applications they are catch divided by biomass.
Statistical time-series methods
A particularly elegant method for dealing with parameters that change over time is the incorporation of statistical time series methods into stock assessment models by Fournier and Archibald (1982) , expanded on by Haist et al. (1994) and others (e.g. Fournier and Hampton, 1996) . In statistical timeseries analysis, parameters such as catchabilities, age-specific vulnerabilities, and spawner-recruit parameters are allowed to change over time, but are subject to constraints. For instance, in the traditional analysis, the scaling factor between CPUE and abundance is governed by a relations I=Uq where I is the index, U is the CPUE and q is the scalar. The parameter q is usually assumed to be constant over time. It is possible, of course, to allow q to be a free parameter in every year of the model, but this would mean that the index provides no information about abundance. In statistical time-series analysis, the changes in q are constrained such that log (q t+1 ) = log (q t ) + ∆ qt where ∆ qt is the amount the q changes from time to time and is constrained by the relationship
The model is thus that q t is a random walk with normally distributed steps. If all ∆ qt are zero, there is no additional "penalty" in the likelihood. Similarly, if we set σ ∆ to be very large, there are no penalties and the q's can change from year to year with no constraint, but if we set σ ∆ small, the q's cannot change much from year to year.
Statistical time series methods allow the same model to mimic VPA methods where age and year specific fishing mortality rates are free parameters (as in ADAPT (Gavaris, 1988) ) by letting age-specific selectivity change freely from year to year, and catch-at-age methods such as CAGEAN (Deriso et al., 1985) and derivatives in which age-specific selectivity is assumed constant, and to represent intermediate assumptions about changes in selectivity over time.
Statistical time-series methods are not in wide use-indeed they pose significant computational problems because every ∆ qt is a parameter to be estimated, and if many of the standard parameters of the model are allowed to change over time, many hundreds of parameters need to be estimated. In the U.S. National Research Council report (NRC 1998) statistical time-series methods were used to try to detect changing parameters over time and they appear to hold considerable promise.
Meta analysis
The traditional approach has been to assume that many parameters of our models were fixed and known without error, particularly natural morality rates and spawner-recruit parameters. This was not because we really believed that we knew these parameters, but rather that the data in our assessments did not provide much information about them. The approach of meta-analysis (Hilborn and Liermann, 1998) , using a large number of data sets to define distributions of parameters, has been growing in popularity. Pauly's well known work on natural mortality rates (Pauly, 1980) was the first meta-analysis that became popular. Myers (2000) and Myers et al. (2001) have performed meta-analysis of spawner recruit parameters, and Liermann and Hilborn (1997) of depensation. Other recent examples include Dorn's (2001) analysis of spawner-recruit parameters for rockfish on the pacific coast of the U.S. and the analysis of intensity of compensatory mortality to evaluate power plant impacts in the Delaware River by Myers et al. (2001) .
The product of a meta-analysis is a distribution of the parameter that can be used either as a prior probability distribution in a Bayesian setting or as an additional likelihood component in a maximum likelihood model.
There is a great opportunity at present for metaanalysis of other important parameters including spawner-recruit variability, gear efficiency in trawl surveys, rates of change in parameters due to environmental change and undoubtedly many others.
THE FUTURE
The growth in our computational power and modelling sophistication allows us to do estimations we couldn't dream of 10 years ago, and we can look forward to large Bayesian models incorporating meta-analytic results that will allow for all sorts of environmental change and be exceedingly powerful and general. This will undoubtedly happen, but I believe the models will become increasingly less central to the regulation-setting process.
The growing complexity has a number of negative features. First is the lack of transparency: increasing complexity and importance of internal assumptions make it often hard to understand what drives many assessments. As assessments become more complex the models are no longer simplifications to enable understanding but become complex black boxes. When decision makers ask "why does the model say this" the analyst is more likely not to have a simple answer. Second is lack of access: fewer and fewer people are able to "play the game" at the highest level. In the US, for instance, the National Marine Fisheries Service has declared a national manpower shortage in quantitative population dynamics. There simply are not enough trained people in the US to do the modelling and analysis at the level that is expected. More assessments are being performed by people who really do not understand the details of the computer software they are using. More importantly, as the models become more complex, with fewer people able to run and understand them, there will be less understanding of the models within organisations and a tendency to resort to analytic methods or rules of thumb that are understandable to a wider group of participants.
However, the BIG problem is that as modelling has become so central to many decision making processes we have lost sight of what is truly important: the data that go into the assessments (Rose, 1997) . In many fisheries I work in, most of the energy goes into modelling and analysis and a few ongoing data collection programs. Few scientists are working on biology and new data; and few scientists are in touch with the fishery and what is actually happening on the water. The institutional and legal requirements for stock assessment, particularly in the U.S., means that our actual contact with and understanding of fisheries is diminishing rapidly, and we are playing technical games with models that are becoming less relevant to the real fishery.
Thus, I foresee the end of stock assessment as we know it, the end to running models each year to produce an estimate of stock size (or a distribution) that is then used to determine management actions. I believe we should and will move towards using management procedures (Butterworth and Punt 1999) in which regulations are modified using rules that directly use data or very simple models. Highly complex models will be relegated to the role of providing alternative states of nature and their probabilities and will be used to test the management procedures for robustness.
For those unfamiliar with management procedures, they are a set of rules that specify (1) data to be collected, (2) how data will be processed including simple models and (3) how decisions will change in relation to the data. Many fisheries are managed by setting the TAC as a harvest rate times the stock size as estimated in a stock assessment. This resembles a management procedure, except that normally the assumptions of the stock assessment are free to be adjusted by scientists each year. On the other hand, in a management procedure the equations and assumptions and data inputs are specified ahead of time.
The benefits of management procedures are primarily that they are transparent and thus acceptable to user groups, and can be defined to allow for both conservation of the biological resource and social and economic returns from the fishery.
CONCLUSION
Throughout the fisheries management institutions of the world, stock assessment models have become central to fisheries decision making, and these models are increasingly encompassing a broader range of data and admitting more uncertainty. I see a major trend away from these models being the centerpiece of harvest regulation and a move towards simpler rules for setting harvest levels, with the complex models being used primarily to test the robustness of the rules. I would like to see-but do not see much evidence of it at present-more effort devoted to biological understanding of the resources and better understanding of the dynamics of the fishery by those involved in fisheries management.
