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1. EINLEITUNG 
1966 haben S. J. Karlin und W. J. Studden in ihrer Monographie [3] die 
vollstindigen &bySev-Systeme differenzierbarer Funktionen charakterisiert, 
bei denen mehrfache Knoten zuliissig sind (extended complete CebySev- 
systems). Als eine Kennzeichnung solcher Systeme erhiilt man, da13 sich 
ihre Funktionen durch wiederholte Integration streng positiver Funktionen 
erzeugen lassen. In dieser Note wird ein analoger KonstruktionsprozeB 
unter Verwendung von Stieltjes-Integralen bzgl. streng monotoner Funk- 
tionen betrachtet, der vollstindige CebySev-Systeme liefert, die einerseits 
recht allgemein sind, die zum anderen aber noch durch Differenzierbarkeits- 
eigenschaften ihrer Funktionen beschrieben werden kijnnen. Das letztere 
trifft dann insbesondere such auf die Funktionen der zugehiirigen Lipschitz- 
klassen zu, ftir die auf elementarem Wege mehrere aquivalente Kennzeich- 
nungen gegeben werden. 
2. KONSTRLJKTION VOLLST~~NDIGER ~EBYSEV-SYSTEME 
Es sei Z = [a, b] ein kompaktes Intervall. fO ,..,,fm seien auf Z definierte, 
stetige reellwertige Funktionen. Diese Funktionen bilden auf Z ein CebySev- 
System, wenn fiir alle Knoten xi E [a, h], x,, < x1 < .a. < x, , 
ist. Das Funktionen-System (fO ,...,fm), & E C[Z], wird ein vollstandiges 
CebySev-System auf Z genannt,’ wenn (fO ,...,fk) fur jedes k = O,..., m ein 
CebySev-System ist. Ausgehend von m + 1 auf [a, b] streng positiven, 
1 [3, p. I]: complete &bygev system. 
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stetigen Funktionen w0 ,..., w, und von m auf [a, b] stetigen, streng monoton 
wachsenden Funktionen v1 ,..., v, definieren wir durch wiederholte Inte- 
gration fiir k = O,..., m 
v&k+1 := wk 
(1) 
2jk.i(x) I== wi-1(x) . j-c= uk,i+l(t> &@), c E b, 61; i = k, k - l,..., 1. 
Diese Funktionen lassen sich iibersichtlich in einem dreieckigen Schema 
anordnen: 
wg Wl w2 w3 -** w, 
011 022 033 -** %m 
t 4 t 4 
u21 v32 
t 4 
031 
-*t 4 
%?I1 
Wir bezeichnen die Elemente der “Hypotenuse” mit 
(2) 
ui = $1 (i = o,..., m) 
und die Elemente ihrer ersten Parallelen mit 
(3) 
4 = vi+1,2 (i = O,..., m - 1) (4) 
und nennen das System (4) das reduzierte System erster Ordnung von (3). 
Entspechend bilden die Elemente der kten Parallelen zur Hypotenuse das 
reduzierte System kter Ordnung des Systems (3). 
In expliziter Form sind die Funktionen des Systems (3) wie folgt darstell- 
bar: 
%(X) = wll(4 
f&d = wdx) Jy Wl(4) ~VlW 
u2(4 = wo(4 jy Wl(fl) s,” w&2> dv,(t2) Mel) (5) 
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In Umkehrung der Integrationen lassen sich die Funktionen des Schemas 
(5) mit den Differentialoperatoren 
f(x + h) - f(x) 
Dif(x) := !L!z Vi@ + h) - Vi(X) 
(i = l,..., m) 
(do bezeichne stets die Identitat) wie folgt beschreiben: Die Funktionen 
u”i = dlui+l (i = O,..., m - 1) 
bilden das reduzierte System erster Ordnung (4) von (3) und die Funktionen 
u@) = d%i+k = v~+~ k+l z (i = O,..., m - k) 
das reduzierte System kter Ordnung. Der Ubergang von ui$il) zu ~1”’ (durch 
Anwendung des Operators dJ ist im Dreiecksschema (2) durch Ffeile 
angedeutet. 
SATZ 1. Das System (u, ,..., urn) ist ein vollstiindiges CebySev-System. 
Insbesondere bilden fiir jedes k = l,..., m die Funktionen u, ,..., ukpl ein linear 
unabhiingiges System von Liisungen der homogenen Gleichung 
d’“f= 0. 
Fiir k = I,..., m l&t ulc die Anfangswertaufgabe 
dy= w,; dif (c) = 0 (j = Op.., k - 1). 
Zu beweisen ist nur die erste Aussage. Dazu benutzen wir die folgende 
Formel 
Der Beweis dieser Formel ist einfach (vgl. [3, S. 3831, [9, S. 411) und sol1 
hier deshlab tibergangen werden. Fur m = 1 ist Satz 1 trivial. Sei nun 
m > 1 und der Satz fur alle Systeme der betrachteten Art bewiesen, die 
hochstens m Funktionen umfassen. Dann folgt aus der Formel (7), da13 
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ho ,***> u,,J ein vollstandiges CebySev-System ist, weil das reduzierte System 
erster Ordnung (ii, ,..., &-,) nach Induktionsvoraussetzung ein solches 
System ist. 
3. KONVEXE FUNKTIONEN UND LIPSCHITZKLASSEN 
In der elementaren Analysis wird eine Funktion auf einem Interval1 ZZ R 
(von unten) konvex genannt, wenn ihre gewohnlichen dividierten Differenzen 
zweiter Ordnung (mit drei paarweise verschiedenen Knoten) [x,, , x1 , x2 1 f] 
nicht-negativ sind. Man sagt eine Funktion gentigt auf Z einer Lipschitz- 
bedingung mit der Konstanten M und dem Exponenten 1, wenn ihre divi- 
dierten Differenzen erster Ordnung (die Differenzenquotienten) auf Z durch M 
beschdnkt sind. Ausgehend von allgemeineren dividierten Differenzen kann 
man diese Begriffe in naheliegender Weise verallgemeinern. 
DEFINITION 1 .2 (fO ,fi ,...,fJ sei ein CebySev-System auf einem Interval1 
Z Z IF!. Die Punkte xi E Z (i = O,..., m) seien paarweise verschieden. Fur eine 
auf Z definierte Funktion f heiBt 
[ 
t din& 1 j] := 
v "fil ,..*,fm-I ,f 
( x0 P--*7 -h-l 3 xm ) 
v fo ,...,fm-I ,fm 
( x0 ,*..1 &-1, %n 1 
dividierte Differenz (m-ter Ordnung) mit den Knoten xi bzgl. des CebySev- 
Systems (.A ,...,fm>. 
Im FaIlefi(x) = xi (i = O,..., m) erhalt man die gewohnlichen dividierten 
Differenzen mter Ordnung. 
DEFINITION 2.3 (f. , fi ,..., fm) sei ein vollstandiges CebySev-System auf 
einem Interval1 I. Eine Funktion f: Z + R heiBt auf Z bzgl. dieses Systems 
konvex, wenn fur alle paarweise verschiedenen Knoten xi E Z 
ist. f hei& streng konvex, wenn hier die Gleichheit ausgeschlossen ist. 
f heil3t auf Z konkav bzw. streng konkav bzgl. (f. ,..., fm), wenn -f dort 
konvex bzw. streng konvex ist bzgl. dieses Systems. 
a [lo, s. 1041. 
8 Man beachte die kleine Abweichung der hier gegebenen Definition der Konvexitlt 
von den Definitionen [lo, S. 1041 und 13, S. 3751. 
640/9/2-8 
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DEFINITION 3.* Z sei ein Interval1 und cf, , fi ,..., fJ sei ein CebySev- 
System auf I. Eine Funktion f: Z + R geniigt auf Z einer Lipschitzbedingung 
bzgl. (fO ,...,fm) mit der Konstanten M, wenn fur alle paarweise verschiedenen 
Knoten xi G Z 
ist. Wir benutzen daftir die Bezeichnung 
und nennen diese Menge die Lipschitzklasse in bezug auf (fO ,..., fm) zur 
Konstanten M und 
Lip(h ,..., fm) = Mu>oLiPd.h p...9fml 
die Lipschitzklasse bzgl. (f. ,...,fJ schlechthin. 
Offenbar ist zu f~ Lip&f, ,..., m f ) auf Z die Bedingung Siquivalent, da13 
Mfnz + f und Mfm - f auf Z bzgl. (& ,..., fn) konvexe Funktionen sind. 
Dieser Zusammenhang und die in [7] bewiesene Rekursionsformel 
fiir die dividierten Differenzen werden beim Beweis des folgenden Satzes 
mehrfach benutzt. 
SATZ 2. Es sei m 3 2 und (u. ,..., u,) auf [a, b] ein uollsttindiges cebyiev- 
System der Form (3). (uoSk ,..., u,-,& bezeichne hier das reduzierte 
System kter Ordnung. 5 Die folgenden Aussagen sind paarweise iiguivalent 
(k = O,..., m - l)? 
WE U-duo,, ,..., um--k,A auf [a, bl. 
Diesem Satz kann man noch ein Korollar hinzufiigen: 
(As) 
4 In [4] betrachten Lorentz und Schumaker Lipschitzklassen differenzierbarer Funk- 
tionen in bezug auf sog. erweiterte vollstlndige CebySev-Systeme 13, p. 3751. Demgegeniiber 
wird hier der Begriff einer Lipschitzklasse bzgl. eines Funktionensystems allgemeiner 
gefaI3t. 
5ui,o = ui, ui,, = ui = d’ui+, ,..., u~,~ = .r’ = d%+, . 
B do bezeichne die IdentitHt. 
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KOROLLAR. Wenn v, absolut stetig ist in [a, b], ist jede dieser Aussagen 
gleichwertig mit 
d”-lf - ist absolut stetig in [a, b] und / d”f(x)l < Mw&x)fast iiberall in [a, b]. w,-1 
(Am) 
Ein Spezialfall dieses Satzes wurde 1970 von G. G. Lorentz und 
L. L. Schumaker [4] bewiesen. Sie benutzten tiefliegende Differenzierbarkeits- 
eigenschaften der bzgl. eines “vollstandigen erweiterten CebySev-Systems” 
konvexen Funktionen, wie sie von Karlin und Studden in ihrer Monographie 
13; p. 375, p. 381, und chapt. XI, sect. 11, p. 454 ff] bewiesen wurden. Nach 
eigener Feststellung dieser Autoren sind die Beweise kaum elementar zu 
nennen ([3, p. 3811 “the detailed presentation of their proofs is rather 
elaborate”). Im Gegensatz dazu benutzt der hier gegebene Beweis nur 
elementare Methoden. 
Wir beniitigen das folgende Lemma, das such fiir sich von Interesse ist. 
LEMMA 1. Wenn dlf in [a, b] existiert, ist f auf [a, b] bzgl. (u, ,..., u,) 
dann und nur dann konvex, wenn dlf bzgl. des reduzierten Systems 
(U&l ,-**, u,-~,,), ql = d,q+, , konvex ist. 
Lemma 1 1aBt sich genauso wie Satz 3 in [7] beweisen, weil such fur die 
Differentiation nach einer stetigen, streng monoton wachsenden Funktion 
ein Mittelwertsatz gilt: Wenn v1 E C[a, b] streng monoton ist und DJ in 
(a, b) existiert, gibt es eine Zwischenstelle z E (a, b) mit 
fcb) -fca) = Dlf(z), 
u,(b) - s(a) 
a<z<b. 
Wir beweisen nun Satz 2, und zwar durch vollstandige Induktion iiber m. 
Fur m = 2 ist Al 3 A,, leicht einzusehen. Zunachst ist dlf E Lip,(u,,, , ul,J 
aquivalent damit, daB MU,,, & d’f bzgl. (u~,~ , ul,J konvexe Funktionen 
sind. Dann folgt nach Lemma 1: Mu, f f sind konvexe Funktionen bzgl. 
hl 5 Ul > u,), und das ist der Aussage A, gleichwertig. 
Beim Beweis der Implikation A,, => A, (im Falle m = 2) liegt die Haupt- 
schwierigkeit darin, zu zeigen, dal3 dlf in [a, b] existiert. Wir gehen davon 
aus, da13 es zu jeder auf einem offenen Interval1 I bzgl. eines vollstandigen 
eebylev-Systems (u,, , ul , UJ konvexen Funktion e und zu jedem Punkt 
x1 E I eine “Sttitzgerade” g = Au, + Bu, gibt, die 
&J = 44 und 
g(x) G 44 fur alle x E I 
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Beweis von (10): Eine Funktion e ist auf Z bzgl. des vollstandigen CebySev- 
Systems (u,, , u, , u2) genau dann konvex, wenn 
7 := (+) 0 (%)-I auf $-(I) 
im gewijhnlichen Sinne konvex ist. Dabei bezeichnet (u&-,-~ die Umkehr- 
funktion der streng monoton wachsenden Funktion q/u, und cp 0 # die 
Komposition zweier Funktionen. Es ist nHmlich 
fur alle Tripe1 x0 < x1 < x2 dann und nur dann, wenn 
Jf (;;; &l) 3 0, IPi(X) = x”l 
ist fi.ir alle Tripe1 to < (I < E, ; denn diese Determinanten haben denselben 
Wert, wenn & = (u&,)(xJ gesetzt wird. Fur im gewijhnlichen Sinne kon- 
vexe Funktionen ist (10) bekannt und ganz einfach zu beweisen.’ Wenn e 
bzgl. (uO, ul, u,) konvex ist, gibt es also zu q und zu jeder Stelle 
[I = (u,/u,)(x,) E (u,/u,)(Z) eine Stiitzgerade 
g*(t) = A + B . t. 
Dann ist g/u,, : = g* 0 (u&J, eine “Stiitzgerade” fur e/u0 und g = Au, + Bul 
eine “Sttitzgerade” fur e bei x1 . 
Es sei nun e eine auf [a, b] bzgl. (u,, , u1 , u2) konvexe Funktion aus 
Lip,(u, , u1 , u,), x1 E (a, b) und g = Au, + Bul eine “Stiitzgerade” fur e 
bei x1 . Dann besitzt h/u, := e/u0 - g/u0 an der Stelle x1 ein absolutes 
Minimum. Wegen 
folgt mit der Rekursionsformel (8) 
0 < [;$Ih] - [;yh] <:a 
’ [2, p. 941. 
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was sich such in der Form 
schreiben IHBt. Auf der linken Seite sind beide Summanden positiv. LB& 
man x0 --f x1 und unabhangig x2 + x1 (x0 < x, < x2) streben, konvergiert 
die rechte Seite gegen Null, weil beide Quotienten in der betrachteten 
Differenz gegen 
4udxd Wl) ---=-- 
d&d Wl(Xl) 
streben. h/u, ist also bei x1 links- und rechtsseitig differenzierbar bzgl. z’~ , 
wobei beide einseitigen Ableitungen den gemeinsamen Wert Null besitzen. 
Das bedeutet aber: d,e existiert in (a, b), und es gilt d,e(x) = dig(x). Auf 
Grund der Voraussetzungen sind die Funktionen e und Ku, - e konvex auf 
[a, 61 bzgl. (~0, ~1, u2). Nach Lemma I folgt, dalj d,e und Kul,, - d,e in 
(a, b) konvex sind bzgl. (co, z&), was gleichwertig ist mit 
in (a, b). Hieraus ist zu schlieben, dalj d,e such in den Randpunkten des 
Intervalls [a, b] existiert (natiirlich nur im Sinne einer einseitigen Ableitung 
von “innen”) und die letzte Ungleichung im abgeschlossenen I terval1 [a, b] 
gilt. Nach dem Cauchyschen Kriterium existiert z.B. limc+a,zya (d,e/w,)(x) 
und dann such lim _ 2 ,n,e>a die(x) im eigentlichen Sinne; nach dem Mittel- 
wertsatz (9) ist 
?- (x) - ; (4 
d,e(a) = lim w” 
,“;“o e4 - SC4 
= t+y d,e(z). 
Insgesamt haben wir bis jetzt gezeigt: Eine auf [a, b] bzgl. (u. , u, , uz) 
konvexe Funktion e E Lip&+ , ul, 2 u ) besitzt in [a, b] eine bzgl. (~2~ , ‘2~) 
konvexe Ableitung die E Lip&To , r&). 
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Wenden wir das auf e = Mu, f f an mit K = 2M, so folgt: dlf existiert 
in [a, b], und es gilt Mii, & dlfe Lip&t?,, , u”i), also dlfE Lip&u”, , ~“3. 
Damit ist Satz 2 im Falle m = 2 vollstandig bewiesen. 
Nehmen wir nun m 3 2 und Satz 2 fur CebySev-Systeme d r betrachteten 
Art, die hiichstens m Funktionen umfassen, als bewiesen an. Dann zeigt 
man genauso wie im Falle m = 2 A, * A, und erhalt unter Benutzung der 
Induktionsvoraussetzung die Implikationskette 
Urn A,, Z- A, zu zeigen, haben wir zunachst wieder die Existenz von d,f 
nachzuweisen. Dazu benijtigen wir das folgende Lemma. 
LEMMA 2. Es sei (uO ,..., uk) ein vollsttindiges Cfebyiev-System der Form (1) 
auf dem kompakten Interval1 [a, b]. Wenn in (a, b) Skf (x) := dkf (x)/wk(x) 
existiert, gibt es im Innern des kleinsten, die Knoten x,, ,..., xk enthaltenden 
Intervalls einen Punkt z, so daj’ 
[ 
uo ,-.*, 
x0 ,.a*> 
2 If] = 6kf(4. 
Beweis. Die eindeutig bestimmte, f in den Punkten x0 ,..., xkwl inter- 
polierende Linearkombination von u o ,..., ukpl bezeichnen wir mit y. Der 
Fehler R = f - y la& sich offenbar stets in der Form 
R(x) = 
v @; ;“” ;;I: ; ‘,) 
V( 
,‘:.:., uk-l = [:o’,.;;.$-Jl’” if] . Ax) (11) 
x0 ,..a, xk-1 
mit 
UO ,-.*, uk-1 , uk 
p(x) := x0 9.*.7 Xk-1 3 x 
uo ,.a., Uk-1 
’ (x0 ,..., xk-,) 
darstellen, und, wenn Skf in (a, b) existiert, such in der folgenden, dem 
Cauchy-Restglied bei der Polynominterpolation entsprechenden Form: Es 
gibt im Innern der konvexen Hi.ille von {x0 ,..., xkbl , x} einen Punkt z mit 
R(x) = p(x) . Sy(z). (12) 
Mit dem “erweiterten Mittelwertsatz” [er gilt unter entsprechenden 
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Voraussetzungen wie der erweiterte Mittelwertsatz der gewiihnlichen Differen- 
tialrechnung und lal3t sich wie dieser beweisen] 
f(b) - f(a) 4m =- 
g(b) - da) D,&) ’ 
atzcb 
beweist man zunachst ein Analogon zum “verallgemeinerten Satz von 
Rolle”:8 Wenn h E C[OJ, /3] k + 1 getrennte Nullstellen besitzt und in 
(ac, j3) &‘r(x) existiert, gibt es ein z E (a, j?) mit 6%(z) = 0. Mit einem 
Standardverfahren erhalt man damit die Darstellung (12).g Da das Inter- 
polationspolynom eindeutig ist, folgt aus (11) und (12) mit x = xb 
w.z.b.w. 
[ 
&J ,...> uk-1 , uk 
x0 ,.*., Xk-1 , xk I 1 f = ~‘“f(4, 
Nach Lemma 2 sind insbesondere die dividierten Differenzen von U, bzgl. 
ho ,..., u+r) beschrankt. 
Sind die dividierten Differenzen einer Funktion g bzgl. eines vollstandigen 
CebySev-Systems (uo ,..., u,) beschrankt und die von u, bzgl. (u, ,..., urn-& 
so such die von g bzgl. (u. ,..., ~,-r).~~ Danach impliziertfe Lip,&, ,..., u,), 
dal3 f such einer Lipschitzklasse Lip,(uo , U, , UJ angehort. A, => A, ist nun 
eine Folgerung aus Lemma 1: Weil Mu, &f in [a, b] konvexe und (im 
verallgemeinerten Sinne) differenzierbare Funktionen sind, sind 44~~ f. dlf 
konvexe Funktionen bzgl. (a0 ,..., r&-r), was gleichwertig mit der Aussage A, 
ist. Mit der Tnduktionsvoraussetzung folgt nun die umgekehrte Implika- 
tionskette 
A, 3 A, => ... => A,-, . 
Beweis des Korollars: AmM1 besagt 
Uo.m-1 3 %72-1 
x0 2 Xl I II 
d”-lf <M in [a, b]. 
Das ist Equivalent mit 
Hieraus folgt offensichtlich (A,), wenn v, absolut stetig ist. 1st umgekehrt 
dm-lf/wm-l absolut stetig und fast iiberall in [a, b] 1 dmf(x)l < Mw,(x), 
* 11, P. 91. 
9 [I, p. 561. 
lo Korollar zu Satz 2 in [7]. 
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ergibt sich (A,-3 sofort durch Integration von d”f bzgl. der absolut stetigen 
Funktion v, . 
Wir schlieben noch eine Folgerung aus Satz 2 an. Auf einem Interval1 Z 
wird das vollstandige CebySev-System der Potenzfunktionen (pO ,..., p,), 
pi(x) = xi, zugrunde gelegt. Bekanntlich lassen sich die Differenzen hijherer 
Ordnung einer Funktionf, z.B. rekursiv durch 
4LW) = f(x + h) - f(x), Llyf(x) = LlhlLlhy(x) 
definiert, durch die dividierten Differenzen von f bzgl. (p,, ,..., pm) mit 
Bquidistanten Knoten darstellen 
[ 
PO 7 PI ).‘.> Pm 
x, x + h,..., x + mh I I 
f = -$ * & * fl,“lf(x). 
Unter Benutzung dieser Differenzen erklart man 
%7(&f) := ST”? I 4am!wl (m = 1, 2,...), 
wobei das sup iiber alle x und h mit x, x + mh E Z und 1 h I,( 8 zu erstrecken 
ist, und nennt w, den Stetigkeitsmodul mter Ordnung von f auf dem Inter- 
vall Z, dessen Lange mit 1 bezeichnet werde [5, S. 471. 
SATZ 3?l Die folgenden Aussagen sind iiquiualent (k = O,..., m - 1): 
co,-& f’“‘) < M * twk jZir alle 6, 0 < (m - k) * 8 < 1. (AA 
Der Beweis basiert auf einem Lemma von T. Popoviciu 110, Theoreme 7, 
insb. S. 1121, wonach es zu jeder dividierten Differenz (bzgl. irgendeines 
&bySev-Systems) [x0 ,..., x, If] im Innern des kleinsten, die Knoten xi 
(i = o,..., m) enthaltenden Intervalls aquidistante Knoten y, y + II,..., y + mh 
gibt, so da13 
Ix, ,..., x, If1 = Iv., Y + k..., Y + mh If1 
gilt. Damit 1iXlt sich Satz 3 sofort aus Satz 2 gewinnen. 
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