Abstract-A new two-level receding horizon multiple robot formation control strategy is proposed in this paper. Where the local GPMN tracking controllers acting on each individual robot system are at the lower level, and at the higher level, the receding horizon optimization is conducted by considering both the full dynamics of each robot system and their local controller. This new algorithm presents some attracting advantages, including the suboptimal formation behavior based on the receding horizon optimization algorithm, the convergence ensured by the GPMN structure, the good real time performance, and the reduced communicational burden. And finally, in order to show the feasibility and validity of the new proposed algorithm, simulations with respect to the formation problem of 4 planar model helicopters are conducted and the results are analyzed.
I. INTRODUCTION
OWADAYS, a great deal of robot systems have been successfully used in all kinds of fields. However, single robot system is gradually getting into trouble with the changing of working surroundings from structural to non-structural and from and invariable to variable. Thus, researches on multiple robot systems have been paid more attentions recently [1] - [3] . Formation control is one of the most important topics in multiple robot systems and has been researched extensively. In most references, these methods are divided into three kinds: leader-follower schemes [4] ; behavior-based methods [5] ; and virtual structure techniques [6] . Although these formation control methods are realizable in applications, some common problems, which have been the main impediment to the further applications, still exist, such as, the inadequate locomotion constraints, high computational burden, and the formation divergence.
1) Locomotion constraints. Many formation control algorithms can only consider simple locomotion constraints, such as maximum velocity, maximum acceleration, which are inadequate to present the complete locomotion constraints of robot systems in most cases since they are sometimes unknown or time varying. Also, the often used vehicle's dynamic equation in most formation control algorithm is as follows,
x u
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x u (2) These equations, however, are very different with their real dynamics, which is difficult to be used in reality because that will usually results in huge computational burden [7] .
2) The huge computational burden prevents the applications of most formation control algorithms. This is mainly originated from the online optimization algorithm to pursue the optimal/suboptimal behavior. Although the combination of centralized structure and decentralized computation has been referred to as a strategy to alleviate this problem, the followed divergence problem of formation algorithm still makes it an open problem [8] . 3) Convergence. "Convergent" means each robot system should be driven to the desired states or running along with the desired trajectory. And this is very similar to the stability of a closed loop system. Thus, an often used method to ensure the convergence of formation control algorithm is to change the formation control problem into a stabilization problem of a dynamic system. But, the huge communication burden will be more difficult in such a structure [9] [10] . In recent years, the use of receding horizon control (RHC) in formation problem has drawn many researcher's attention. RHC, also called model based predictive control (MPC), has been extensively used in process industry due to its predominance in optimization and dealing with the constraints. And many researches of using the RHC strategy to the formation control problems have been done in recent years [11] [12] . However, the closed loop stability and the real time application of RHC itself are both still open problems because of its complex dynamic optimizing problem and the large numbers of optimized variables.
In this paper, based on the author's preceding researches about real time RHC [13] , a new receding horizon formation controller is proposed to solve the above three problems. In the new strategy, the formation control algorithm will be divided into two levels. At the lower level, a GPMN tracking controller is used to regulate each single robot system's behavior, and the behavior optimization of the formation control is realized by receiving the optimized controller parameters from the higher level. While at the higher level, the centre controller is responsible for the parameters optimization through a receding horizon optimizer.
II. PROBLEM STATEMENT
Suppose that each robot in the formation can be modeled as follows,
where the subscript i (i = 1, 2, …, N) denotes the system model of the ith robot system; x i n \ , u i m \ are respectively the state and control input; f i (.), g i (.) C are the system functions; U i (.) is the constraint set which is possible related with the state vector x i .
The desired formation can usually be denoted as the set of {x 1d (t), x 2d (t), …, x Nd (t)} in nN \ . Thus, the formation control problem can be denoted as follows,
Problem I (Formation Control Problem):
Formation control problem of multiple robot systems (3) is to find a scheme to optimize the behavior of each robot system, based on a pre-defined cost function, and regulate their states into the desired values or trajectory, i.e., lim ( )
III. TRACKING CONTROL LYAPUNOV FUNCTIONS AND FORMATION CONTROL LYAPUNOV FUNCTIONS
Control Lyapunov Functions (CLF) is a new concept based on Lyapunov function, and it has been proved to be a powerful technique to introduce the optimality into the procedure of controller design [18] . A CLF of a nonlinear system as Eq. (3) is a positively definite function V(x i ): n o \ \ such that there always exist some control inputs to make its derivative, along with the trajectory of the system, less than or equal to zero [18] . In this paper, we will firstly generalize the traditional concept of CLF into the following tracking CLF (TCLF),
Definition I (TCLF):
A TCLF of system (3) is a C 1 and positively definite (3) can be obtained, at every state and every desired state point, an input set can always be found and used to form a stable controller. Thus, the stable controller design is equivalent to choose a proper control input in the input set at every state [17] . Usually, the formation control problem of multiple robot systems can be modeled as the stabilization problem of the following nonlinear multi-variable systems, ( ) ( ) ( ) ( ) 
Thus, we give out the following concept of Formation CLF (FCLF),
Definition II (FCLF):
A FCLF of multiple robot systems (3) (i = 1,…,n) is TCLF of system (6) with the following desired state trajectory,
By modeling the formation control problem as a tracking control problem, the behavior optimization of each robot system can be realized by optimizing the control input u i separately [10] . Furthermore, the concepts of the TCLF and FCLF can be used and the full dynamics of each robot system can be considered during the formation control to ensure the convergence [18] .
IV. RECEDING HORIZON FORMATION CONTROL
In section III, the formation control problem has been modeled as a tracking control problem, thus, the RHC can be directly used as follows,
Controller I -Centralized Receding Horizon Formation Control (C-RHFC)
Step I: At the beginning of every time interval, solve the following optimal control problem,
.
Step II: Construct the control inputs as following equation,
Step III: Transmit the control inputs (8) to the corresponding robot systems and return Step I. Ű In Controller I, a continuous optimal control problem should be solved in every ǻt, and the optimal control inputs are realized from current time t to t+ǻt.
However, several problems existing in controller I make the direct application of it in reality is almost impossible. Firstly, the real time application is difficult in reality since a complicated and non-convex dynamic optimal problem with a great deal of optimizing variables has to be solved in very short time interval. Secondly, the stability cannot be ensured in general, and which often conflicts with the computational burden of the optimization problem (7) [13] . Finally, controller I is fully centralized, i.e., all the states must be firstly communicated to the central controller, and then, the optimal control inputs must be transmitted back to the corresponding robot system quickly. This will greatly increase the communicational burden. And what is the worst is each individual robot system will work in an open loop style which is often unallowable in reality due to the instability.
In the next subsections, some improvements will be introduced to solve these problems.
A. Individual Stability and Convergence of the Formation
Traditionally, some extra strategies must be considered to ensure the closed loop stability of NRHC algorithm [14] - [16] . In this paper, the concept of FCLF will be used to ensure the convergence of formation control algorithm. The detailed steps of the algorithm is as follows,
Controller II -Convergent Centralized Receding Horizon Formation Control (SC-RHFC)
Step III: Transmit the control inputs (10) to the corresponding robot systems and return Step I. Ű In Eq. (9), F(x,x d ) is a FCLF, i.e., TCLF of system (6); ı(.) is a class K function. With controller II, we can directly compute the derivative of F(x,x d ) with respect to time,
And if the system model is accurate, the following inequality is satisfied based on the definition of TCLF,
It means F will asymptotically converge to zero point, i.e., the multiple robot system will asymptotically get to the desire formation {x 1d , x 2d , …, x Nd }. The preceding discussion means if a FCLF of the multiple robot system exists, the formation control algorithm II can be ensured to be convergent. However, another followed important problem is how one can obtain such a FCLF. This answer can be partially found in the following Theorem,
Theorem I:
If each robot system has its own TCLF V i (x id (s), x i ), then the following function is a FCLF of the formation control problem I,
where ȕ i are some positive constant.
Proof:
Based on the definition of the TCLF, there exists at least one control input such that
where ı i (V i ) is a class K function. Thus, we have
As a class K function, the following inequality about
Substitute (16) into (15),
Thus, from Definition II, F is a FCLF of the formation control problem. Ű Theorem I indicates that the FCLF of the formation control problem can be computed by the weighted addition of the TCLF of each individual robot system.
B. Reduced Computational Burden
It has been proved that controller II can ensure the asymptotical convergence of the formation control problem. However, controller II also has the following drawbacks, 1) The discretization. In general, the RHC strategy is a discrete controller inherently, i.e., only piecewise constant optimal control input can be obtained. This will obviously deteriorate the closed loop performance, even the closed loop stability.
2) The computational burden. The first problem can be partially alleviated by decreasing the time interval of the discretization. Unfortunately, this will increase the number of the optimized variables and then result in the huge computational burden, which is another difficulty in most NRHC algorithms.
In order to solve the two problems above, we design the following parameterized formation controller,
Controller III -Parameterized Stable Centralized Receding Horizon Formation Control (PSC-RHFC)
Step I: At the beginning of every time interval, solve the following optimal control problem, ( , , ) arg min ( , , ( , , )) 
t T u t U x t t t T x t x
The closed loop stability of controller III can be proved easily. And the computational burden of it can be improved in the following two aspects: Firstly, the optimized variables are the controller parameters with pre-defined structure. This means the controller can be implemented through the optimal parameters and the pre-defined GPMN controller in each time interval without destroying the stability; Secondly, the computational burden of controller III is regulable by changing the number of the optimized variablesT [13] .
C. Decentralized Receding Horizon Formation Control
Up to now, we have designed a parameterized stable receding horizon formation controller. However, one of the most important drawbacks of the controller III is its absolute centralization and the open loop mode of each individual robot system. In this section, we will redesign a half-decentralized version of controller III, called DS-RHFC as Fig.1 and the following steps,
Controller IV-Decentralized Stable Receding Horizon Formation Control (DS-RHFC)
Step I: At the beginning of every time interval, solve the following optimal control problem, 
ș is the parameter vector to be optimized, which is composed of the local parameters of each individual robot system; V i is the local TCLF of ith robot system, and u i,GPMN is its GPMN controller with the form of (20) or (21);
Step II: Transmit the optimized parameter ș i * to the ith robot system;
Step III: Construct the local tracking GPMN controller of each robot system as the following equation,
Step IV: Output the control inputs (23) to the real systems respectively and turn back to Step I. Ű From Fig.1 , the new formation control algorithm can be divided into two levels. In the higher layer, the centralized receding horizon algorithm is used to compute the parameters of GPMN controller of each robot systems. The lower layer is the local tracking GPMN controller, which is used to drive corresponding robot system to its desired state with a pre-defined structure and the received optimized parameters ș i * from the higher level.
In controller IV, each robot system has its own GPMN controller. This means that all the robot systems can work as a closed loop.
V. SIMULATION
In this section, the simulation of the proposed formation controller with respect to the formation control of a group of 4 unmanned planar helicopters is conducted. The planar dynamics of the helicopter, i.e., considering only the planar dynamics of a helicopter, can be denoted as follows [19] , 2 2 9.8cos sin 9.8sin 
It is clear that system (26) is feedback linearizable, thus, a TCLF of system (24) can be easily computed as following steps,
Step I: Design a feedback linearization controller of (26), a 1 , a 2 , a 3 , a 4 , and b 1 , b 2 , b 3 , b 4 are two group of parameters such that all the roots of the following polynomial equations has negative real part, Step II: Solve the following Lyapunov function, 0 T A P PA cI (28) where c is a positive constant; A is the system matrix of the closed system (26)-(27) and can be denoted as, In this paper, a new receding horizon formation control scheme is proposed with a two-level structure to solve the following three problems in most formation control algorithm, inadequate locomotion constraints, high computational burden, and formation divergence. And the new algorithm presented the following advantages,
1) The full dynamics of each individual robot system, instead of the kinematic model, is considered in the new method. Thus all the complete locomotion constraints can be considered during the optimization of formation behavior;
2) The convergence of the formation control is ensured. In the new method, the GPMN tracking controller of each robot produces a behavior constraint set within which the responding robot system can be drived asymptotically to a desired state trajectory;
3) The real time application of the algorithm is possible. This is because, a) The number of the optimizing variable of the algorithm is less compared to the traditional NRHC algorithm; b) The receding horizon optimization has no influence on the convergence, thus the computational burden of the optimizer can be regulated freely.
Finally, the simulations with respect to 4 planar model helicopters were conducted and the results showed the feasibility and validity of the new algorithm.
