Electronic medical records (EMRs) supports the development of machine learning algorithms for predicting disease incidence, patient response to treatment, and other healthcare events. But insofar most algorithms have been centralized, taking little account of the decentralized, non-identically independently distributed (non-IID), and privacy-sensitive characteristics of EMRs that can complicate data collection, sharing and learning. To address this challenge, we introduced a community-based federated machine learning (CBFL) algorithm and evaluated it on non-IID ICU EMRs. Our algorithm clustered the distributed data into clinically meaningful communities that captured similar diagnoses and geological locations, and learnt one model for each community. Throughout the learning process, the data was kept local on hospitals, while locally-computed results were aggregated on a server. Evaluation results show that CBFL outperformed the baseline FL algorithm in terms of Area Under the Receiver Operating Characteristic Curve (ROC AUC), Area Under the Precision-Recall Curve (PR AUC), and communication cost between hospitals and the server. Furthermore, communities' performance difference could be explained by how dissimilar one community was to others.
Introduction
That EMRs improve the quality of healthcare has been endorsed by various evidences including enhanced performance of patients with chronic illness [1] [2] [3] [4] [5] , reducing unnecessary medical examinations [6] , cost saving for healthcare providers [7] , better medical education [8] and more. To reap the benefits to a larger extent, machine learning applications have been developed on EMRs: for instance, ensemble learning of regression, k-nearest neighbor, decision trees and support vector machines for predicting type 2 diabetes (T2D) one year prior to diagnosis of diabetes [9] , prediction of suicide risk via EMR-driven nonnegative restricted Boltzmann machines [10] , classification of normal versus age-related macular degeneration OCT images using deep neural networks [11] , and modeling of hospital readmission rates by a multistep Naïve Bayes-based learning strategy [12] .
While such applications demonstrated promising perspectives towards translation of EMRs into improved human health [13] , nevertheless they were developed under the premise that EMRs could be easily shared across silos and stored in centralized data warehouses. Generated by individual patients and in diverse hospitals/clinics, EMRs are distributed and sensitive in nature. This may impede adoption of machine learning on EMRs in reality, and has entailed researchers to raise concerns on central storage of EMRs and on security, cost-effectiveness, privacy and availability of medical data sharing [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . These concerns can be addressed by federated machine learning (FL) that keeps both data and computation local in distributed silos and aggregates locally computational results to train a global predictive model [25] . Indeed, FL precludes the need of data collection and sharing, and thus can serve as a desirable framework for developing machine learning applications on privacy-sensitive EMRs.
However, FL may underperform when data is non-identically independently distributed [25] [26] [27] [28] , as EMRs usually are [29] . To tackle this non-IID challenge and inspired by deep embedding clustering [30] , we proposed a community-based federated learning (CBFL) algorithm that clustered EMR data into several communities and simultaneously trained one model per community, so that the learning process became markedly more efficient than FL. Success of data clustering (albeit being centralized analyses) has been reported in previous medical studies such as quality assessment of diabetes physician groups [31] , identification of cancer symptom clusters to benefit therapeutics [32] , and delineation of chronic pain patient subgroups for improving treatment [33] . In this study, by presenting the development and evaluation of CBFL, we demonstrate the application of decentralized clustering together with federated machine learning to make predictions on ICU EMRs.
Materials and Methods

eICU data
CBFL was developed based on the eICU collaborative research database [34] , which contains highly granular critical care data of 200,859 patients admitted to 208 hospitals from across the United States. Our study mainly concerned with three dimensions:
• drugs administered on patients during the first 48 hours of ICU stay (1,399 binary drug features in total)
• unit discharge status that specifies patients' condition upon leaving ICU (mortality, 0 for alive and 1 for expired)
• unit discharge offset that records the number of minutes from unit admission to discharge (ICU stay time, with an average of 3,858 minutes) Extracting these dimensions out of the database yielded a smaller dataset of 126,490 patients coming from 58 hospitals. Furthermore, we selected 50 hospitals whose patient count was over 600 and, from each of them, randomly sampled 560 patients to form the final dataset of 280,000 examples. Results of cohort analysis on this data will be presented in Section 3.1. at the server. Subsequently, encoder layers were used to convert patients' drug features into privacypreserving representations that were in turn used for patient clustering by k-means. In this figure, patients were clustered into five communities as an example. Lastly, each hospital individually learnt five community models and sent them to the server for weighted average based on community size.
CBFL
Results
Cohort analysis
This study involved EMRs from 50 hospitals, each containing 560 critical care patients. • neurologic (1.10e-20)
• endocrine (4.95e-14)
• burns/trauma (1.11e-11)
• hematology (5.23e-09)
• infectious diseases (1.57e-06)
• renal (7.22e-06) Community 2 6,726
• cardiovascular (1.27e-29)
• transplant (0.00105)
• hematology (0.00667)
• oncology (0.0249) Community 3 2,322
• pulmonary (3.00e-26)
• cardiovascular (9.99e-14)
• gastrointestinal (1.19e-10) Community 4 6,247
• pulmonary (3.97e-28)
• cardiovascular (1.05e-25)
• toxicology (0.00201) Community 5 7,678
• endocrine (1.75e-24)
• burns/trauma (5.90e-24)
• hematology (9.77e-12)
• infectious diseases (9.81e-11)
• gastrointestinal (1.72e-10)
• toxicology (1.37e-06)
• oncology (4.08e-05)
• general (0.00347)
• transplant (0.0138)
• surgery (0.0172) Table 3 ). Figure 5 and Table 5 
different hospitals in training and test sets
When the training and test datasets were prepared in the same manner as in Section 3.3.2. so that they came from different distributions, ROC AUCs reduced significantly from 0.7083 to 0.6189 for centralized learning, from 0.6360 to 0.6212 for FL, and 0.63+ to 0.62+ for CBFL, despite faster convergence (see Figure 6 and Table 6 ). It is worth noting that for the first time FL and CBFL outperformed centralized learning. We conjecture the reason to be that, in this particular task of predicting prolonged stay time on different training and test data, the beneficial effect of regularization [25] 
Community distribution analysis
The abovementioned evaluation results reveal that CBFL had better predictive accuracy in fewer communication rounds than FL in both mortality and stay time prediction tasks.
Communities tended to accommodate patients of similar diagnoses and geological locations, making individual community models on average easier to learn than one model for all patients. In this section, we took CBFL with five communities for mortality prediction as an example to investigate and illustrate performance difference of each community model. As shown in Table 7 
Discussion
Patients admitted to ICUs come from diverse ethnic and age groups, exhibit various levels of vital sign measurements and illness severity, and receive different diagnoses and treatment [34] . Among these dimensions, CBFL focused primarily on admission diagnoses for patients' unit stay and also on geological locations of hospitals. Via clustering patients of common features into the same community and learning separate models for individual communities, the algorithm converged to higher predictive accuracy in less communication rounds than the baseline FL model in both mortality and stay time prediction tasks. Clustering also made prediction results interpretable:
analyzing the distances between communities could help explain why prediction on some examples was more reliable than on others (refer to Table 7 as an example).
Moreover, unlike other optimization algorithms for federated learning on non-IID data [26] [27] [28] that required a fraction of all data to be shared across the clients, CBFL obviated any degrees of patient data transmission, thereby keeping privacy intact. Any data sent to the server for fitting the clustering model 
Conclusions
This study presents a novel federated machine learning model CBFL that sought to show that CBFL had predictive accuracy close to that of centralized learning, hence alleviating the non-IID problem, and that it outperformed FL in terms of all three metrics and in every prediction task, whether it be mortality or stay time prediction, and with or without same training/test data distributions. Patient communities formed by CBFL contained different overrepresented diagnoses and seemed to accommodate hospitals from diverse geological locations. In addition, performance difference in communities could be attributed to Euclidean distances on the PCA plot. A last point to make is that, while this study concerned with machine learning on ICU EMRs, CBFL could be extended to other biomedical informatics applications, such as medical image recognition or decision-making on medical planning across multiple healthcare silos with large, distributed, and privacy-sensitive data.
