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Introduction
Changes in vegetation over lengths of time too short
for evolution to change species, but too long for single
population dynamics to be relevant, are both ubiquitous
and difficult to study in any detail. The most casual ob-
server of nature is familiar with the procession of species
replacing one another after a major disturbance. The study
of this phenomenon by ecologists has traditionally been
one of the major battlegrounds for adherents to different
ecological persuasions (see McIntosh 1999, for a recent
review). To those who consider a community to be rela-
tively integrated and fixed, succession is a community-
level phenomenon (Clements 1916, Odum 1953). To the
adherents of an individualistic concept of vegetation
(Gleason 1926, 1927), succession is a process of species
replacement, rather than community replacement. Ecolo-
gists of all persuasions have been busy trying to find ap-
propriate descriptors of the process, from community
change through species change in multivariate species-
space (Orlóci and Orlóci 1988), via changes in commu-
nity rank-abundance curves (Bazzaz 1975), to community
invasibility and potential to invade of species (van Hulst
1988).
The focus on communities has not been very useful:
communities are abstract entities defined in terms of spe-
cies composition of dominants, physiognomy, and con-
stancy. However, when species composition and physiog-
nomy change, the defining characteristics of the
communities change also, thereby forcing us to deal with
species behavior once again. To focus on the species
might be useful if we had full information on the biology
of each species – something that is not usually the case.
Furthermore, even if such information were available, it
is doubtful that we would be able to handle all of it in a
useful model. In short, neither of these approaches has
done much to deepen our insight into what changes are
characteristic for all forms of succession, no matter what
species and what communities are involved.
It is also becoming clear that communities are too
much the products of chance factors to ever allow precise
prediction of particulars (Drury 1998). This suggests that
we should first attempt to obtain order of magnitude type
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predictions of general species characteristics, and only
once we can make these successfully, go on to tackle more
detailed predictions. The domain of biological scaling
laws (allometry) is concerned with just such predictions
(Niklas 1994, Enquist et al. 1999). Recent progress in this
field, as well as an increased understanding of biological
trade-offs (Bazzaz 1996) and resource allocation (Bazzaz
and Grace 1997), open the prospect of a general theory of
vegetation dynamics. Such a theory may be useful even if
we lack a detailed knowledge of the particulars of a site
and the natural history of all species involved. It is the aim
of this paper to sketch such a theory.
Succession is difficult to study for the obvious reasons
that it is slow and typically involves many species – dif-
ferent ones in different areas, and because it occurs at the
poorly understood interface between the species and the
community. Nevertheless, the last twenty years have seen
major progress in understanding the species-level con-
straints and trade-offs that lead to a more-or-less predict-
able pattern of community replacement in succession.
These constraints and trade-offs are often fundamental
and apply to all plants. They can therefore be understood
in a strict evolutionary framework, something that was
notably missing from early theorizing on succession
(Drury and Nisbet 1973).
What exactly is predictable about succession? For
someone who knows the local species complement, the
species appear after a disturbance in a more-or-less fixed
order. This order is a function of the species that are capa-
ble of reaching a disturbed site (local species comple-
ment, dispersal), the nature of the disturbance, and the
general constraints on plant species. These constraints
arise because of scaling laws and trade-offs. It is these
laws, I will argue, that permit a general insight into the
phenomenon. To develop such an insight is of great prac-
tical and theoretical importance, especially now that dis-
turbances of natural vegetation are becoming ever more
frequent (Vitousek 1994).
The aim of this paper is to show how new insights into
plant scaling lead to effective explanations of a number of
successional phenomena. However, I will also argue that
too little attention has been devoted to the relationship be-
tween site disturbance regimes and vegetation dynamics,
and I will attempt to remedy this here.
Disturbance regimes
Disturbance is defined here as any process that de-
stroys vegetation, whether by abiotic or biotic means. In
first approximation, two main features characterize the
disturbance regime of a site: the frequency of disturbances
and the average area disturbed. These two dimensions of
variation give rise to a range of disturbance regimes (Fig.
1). Along the main diagonal are the sites that are fre-
quently disturbed by small disturbances on one end, and
sites that are rarely disturbed by large disturbances at the
other. This range of disturbance regimes determines the
main range of vegetation dynamics, from frequent mini-
successions to classical succession. Off this diagonal we
find relatively uninteresting situations, with either domi-
nance by a few super-competitors or dominance by a few
ruderals. What complicates this simple picture is that be-
cause different species reach different sizes at maturity,
the relevant spatial scales can be quite different. The same
site may experience frequent small disturbances, as well
as experiencing the odd large-scale disturbance. The im-
plications of these disturbances for different plant species
can be quite different.
While this division allows us to differentiate between
some important categories of vegetation change, it is ob-
vious that both disturbance frequency and disturbance ex-
tent are scale dependent and need to be defined relative to
the longevity and size of the species affected. Let us there-
fore define a disturbance frequency of greater than one
during the lifetime of the dominant species as ‘high’, and
less than 0.01 during the lifetime as ‘low’. Similarly, de-
fine a disturbance that affects only areas smaller in size
than those occupied by average adult dominants, as
‘small’. If the area affected is larger than the area occu-
pied by 100 individuals, call it ‘large’.
Further subdivisions of disturbance categories may be
desirable. For example, disturbances that eliminate all
plant propagules give rise to ‘primary’ successions in
which all propagules must arrive anew. Some forms of
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disturbance favor certain species: fire, for example, is a
sufficiently regular form of disturbance in certain ecosys-
tems that fire-adapted species have evolved there (Bond
and van Wilgen 1996). Similarly, evolution of species to
any form of disturbance can be expected if that distur-
bance is ‘predictable’ and of sufficiently regular occur-
rence.
The most important feature of disturbance is how
common it is in an environment – provided that common
is defined appropriately, i.e., on a time scale of the same
order of magnitude as the longevity of the dominant or-
ganisms. Even forests, those bulwarks of permanence, are
buffeted by disturbances that are rare and large in terms
of human experience, but common and small on the time
and spatial scales of their dominant species (Drury 1998,
Chambers et al. 1998).
Because the frequency distributions of disturbances
and of the sizes of disturbances are both skewed to the
right, small and frequent disturbances predominate in
most sites (White and Pickett 1985). Most vegetation dy-
namic action therefore takes place in the upper left corner
of Figure 1, and it is appropriate to concentrate on this in
subsequent sections.
Local species complement
Some regions have a large pool of species from which
colonizers and invaders are sampled. In other regions, this
pool is small. The most spectacular examples of coloniza-
tion or invasion by novel species involve species that
were introduced by humans, intentionally or not. Often,
the species that did become established, share some com-
bination of ecological factors (involving the lack of local
enemies or the ability to profit from disturbance, or some
other feature). In a subsequent section, I discuss invasion
of existing communities. Here, the factor that interests us
is simply the size and nature of the pool from which po-
tential colonizers and invaders are sampled. Often, this
pool will be fairly well-known, but in areas where the lo-
cal flora and fauna are poorly known, floristic uncertainty
will add to the uncertainty that surrounds vegetation dy-
namics. Sampling from the local pool of species will
rarely be at random (Begon et al. 1996), and constitutes a
second intrusion of chance events in the successional
process.
Dispersal
Neither empty habitats nor invasable communities are
reliably present, but the dispersal patterns of some species
seem optimally adjusted to find just such habitats and
communities (Begon et al. 1996). Species that produce
many light and widely dispersed seeds are at a disadvan-
tage when they try to invade an existing, closed commu-
nity. However, such seeds are often likely to arrive first
after a major disturbance, when local seed producers have
been removed. The trade-off between seed number and
seed size is one of the driving forces of vegetation dynam-
ics and is discussed further below. Seeds that normally
germinate in open gaps do not need to carry large amounts
of reserve food, but those that germinate in established
vegetation on a thick layer of litter do (Westoby et al.
1992, Kimmins 1997).
On the other hand, plants that colonize disturbed habi-
tats typically produce as many small seeds as possible, be-
cause the chances that any seed will be dispersed to an
appropriate disturbed site are also small. Environments
that are subject to repeated disturbance typically have
many species that produce small, easily dispersed seeds
(Silvertown and Lovett Doust 1993). Sometimes recently
disturbed sites can be most easily found by ‘hitching a
ride’ with animals that frequent such sites (Stiles 1992).
Recent work on seed dispersal patterns in forests
(Clark et al. 1999) offers some hope that both short and
long range seed dispersal of many species can be pre-
dicted. It also suggests that past models of seed dispersal
have tended to underestimate long range spread following
environmental change.
Dispersal in time can also be very effective (Silver-
town and Lovett Doust 1993). In plants, this takes two
forms: dormancy and suspended development. Sites that
have an average inter-disturbance time shorter than the
longevity of buried dormant seeds are almost always
colonized first by such seeds. Suspended development is
especially common in forests, where some species form
‘oskars’, suppressed juveniles that can spend many years
waiting for a gap in the canopy without doing much grow-
ing (Silvertown and Lovett Doust 1993). Such dispersal
in time allows a long period of collection of rare dispersal
elements, something that is especially important if the av-
erage time between disturbances is long compared to the
rate of expected arrival of these dispersal elements.
Dispersal also is strictly a function of what propagules
are locally available. It therefore involves both particular
site factors and the vagaries of geography and history.
This leads to a strong asymmetry in ecology between
presence (a species can grow in a site) and absence (a spe-
cies may be absent for many reasons).
The importance of dispersal in vegetation dynamics is
subject to experimental verification: seeds or other
propagules can be experimentally planted, and their fate
can be studied (van Hulst 1997). Since successful disper-
  
   

 
sal to a site is essential for subsequent growth, dispersal
forms the first step of vegetation change.
Clonal propagation
Growth into small gaps often occurs clonally. A small
gap in a forest (smaller than, say, one-tenth the area of a
typical adult tree) is readily filled by the neighboring
trees. The same phenomenon occurs in many other vege-
tation types. The advantage that accrues to already estab-
lished individuals growing into gaps is caused by the
much greater reserves such individuals can generally rely
on compared to those that are present in a seed. Plants, as
modular organisms, are uniquely able to profit from this.
Clonal exploration and propagation generally repre-
sent a very effective means for plants to harvest local or
temporally variable resources. In Figure 1 these condi-
tions prevail in the upper left hand corner of the diagram.
The small extent of most disturbances makes clonal fill-
ing of gaps possible, and the relatively long time between
major disturbances allows long lived plants to grow (Baz-
zaz 1996).
Clonal propagation is also important in spatially very
diverse environments, and represent a way for plants to
utilize such an environment by effectively averaging local
conditions. Spatial diversity may have been present in the
environment even before the arrival of the plants in ques-
tion. Often, however, it is at least in part biotically caused:
small initial spatial differences that resulted from chance
factors become entrenched and are often enlarged.
What combinations of traits are possible: scaling,
constraints, and trade-offs
The ideal plant produces many large seeds, it starts
producing these when it is only a few weeks old, and con-
tinues to do so for many centuries. It grows fifty meters
high within one growing season, and has small, thick, ev-
ergreen leaves loaded with anti-herbivore defenses that it
keeps for many years. However, its leaves are also very
efficient in photosynthesis. It has a very high growth rate,
both in open and shaded environments…
If such a plant existed, it would be the only kind of
plant found in any environment (and there would be no
large animals around either). But, of course, such a plant
would be impossible. In this section, we will ask why.
Long-lived plants (and animals) invariably have low
relative growth rates (RGR, the rate of growth on a per
unit biomass basis; Charnov 1993, Stearns 1992). Plants
that differ enormously in their growth rates and their lon-
gevities often do attain similar adult sizes (Enquist et al.
1999), they just vary in the time they take to do so. Such
life history differences, and many other ones, reflect dif-
ferences in the patterns of resource allocation between
different species. Arguably the most important resource
for a plant is biomass or carbon, because most other re-
quired resources can be acquired with carbon (Poorter and
Villar 1997).
We now know that the metabolic rate B of both ani-
mals and plants scales as the 3/4 power of above-ground
body mass M (West et al. 1997, 1999), and this for essen-
tially identical reasons. Both plants and animals must ob-
tain resources from their environment through surfaces,
and distribute these resources to their tissues through a
system of pipes. Some reasonable assumptions about
these pipes lead to the general scaling law B = M
 
(West
et al. 1997, Enquist et al. 1999).
The implications of this are considerable: the metabo-
lic rate (and other rates that are related to it, such as the
maximum relative growth rate) must fall further and fur-
ther behind body mass, as the latter increases. This is true
for animals as well as plants, but plants are stationary
when adult, and they compete with other plants for light,
water, and dissolved substances. This is unlike the situ-
ation in mobile animals that can actively forage. In plants,
competition is generally won by the plant with the highest
leaves, or the most widespread or deepest roots. Having
high leaves implies having long stems to support them,
and having deep roots implies having long roots. Both of
these require a large body mass, and large body mass is
associated with relatively low metabolic rate. Unfortu-
nately, to attain a large body mass fast a plant must have
an extra large metabolic rate, especially in competitive
situations, where time is of the essence, and in heavily dis-
turbed sites, where the time between disturbances is short.
This leads to an interesting (and well-known) phe-
nomenon: the first plants to colonize a disturbed area are
typically fast growing weedy species of small stature. In-
itially, most competition such plants face is intraspecific,
but eventually they are outcompeted by even taller, but
more slowly growing plants. This continues until a limit
set by two factors of the local environment: the resources
available, and the time until the next disturbance. This
gradual replacement of small, quick growers (and quick
reproducers) by large, slow growers is a universal charac-
teristic of most vegetation dynamics.
Of course, this assumes that the density of all plants is
the same, which is definitely not the case: woody plants
generally have greater density than herbaceous ones (Nik-
las 1994, 1997), and within woody plants there are also
pronounced differences. For example, the wood of pop-
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lars is less dense than that of oaks. Low density for a tall
plant increases the risk of buckling and breakage, and is
only seen in relatively short-lived trees (Niklas 1994).
Poplars are much shorter lived than oaks, and the risk of
a killing storm increases with time of exposure.
The maximum mean weight that is reached by com-
peting plants (or animals) is proportional to their density
to the power –4/3, no matter whether competition is intra-
or interspecific (the famous, and misnamed ‘-3/2 thinning
law’, see Enquist et al. 1998). The total energy that is
available to plants in an area must be proportional to M

,
that is constant (the maximum plant population density
N ∝ M
 
, so eventually the rate of resource use per
unit area will become M
 
• M
 
; Enquist et al. 1998).
Or, stated differently, total energy use (productivity) is in-
dependent of body size. This principle of ‘energy equiva-
lence’, valid for both plants and animals, is probably the
most basic finding in ecology over the last decade, and it
also has far-reaching implications for our understanding
of successional vegetation change.
If productivity is independent of body size, why are
all plants not the size of mosses? The answer, of course,
lies in the competititive advantage of the tall. Why are all
plants not big trees? Because many environments are dis-
turbed too frequently to allow for the growth of tall and
long-lived species. Where we see further differentiation
between species is in the ways they capture and deploy
their resources. The environment determines what re-
sources are most critical to a growing plant, and in general
the plant will allocate its resources so as to maintain maxi-
mal growth. This can usually be accomplished by simply
keeping internal pools of critical products at constant lev-
els (Lambers et al. 1998). The only use of a plant’s re-
sources that ultimately matters, evolutionarily speaking,
is the production of as many viable offspring as possible.
How best to achieve this depends on the ecological con-
ditions. In relatively constant (or at least predictable) en-
vironments, this may be best accomplished by clonal re-
production. In environments where water is limiting,
maximum allocation to roots is optimal. Light capture is
important for photosynthesis, all the more so where an in-
creased allocation to leaves, shoots, or rubisco (ribulose
biphosphate carboxylase/oxygenase, the main constraint
on CO-uptake in most plants) pays off in terms of in-
creased carbon for the plant. If minerals are scarce, heav-
ier root investment may be indicated, or carbon invest-
ment to support symbiotic Rhizobium bacteria or to
sustain mycorrhizae. Defense against herbivores or
pathogens (Loehle 1988) may require a substantial invest-
ment of carbon (and other resources), and competition
with other plants may require the ‘luxury uptake’ of min-
erals which are not yet required, but will be in the future.
Storage of carbon, finally, may be beneficial because of
environmental constraints.
All these competing demands on a finite pool of carb-
on need to be reconciled, and the optimal allocation will
depend on details of the environment and the constraints
that the plant is under (Bazzaz 1997, Chapin 1993,
Gleeson and Tilman 1994). What interests us here is the
way in which optimal allocation strategies shift as the suc-
cessional environment changes. One simple idea is Til-
man’s suggestion that many successions reflect a shift
from communities limited by nitrate to communities lim-
ited by light (Tilman 1988). This certainly is an important
shift in most primary and some secondary successions,
but even more important and more general is the shift
from small to large sized plants.
Growth rate, for example, depends (understandably)
on local light conditions, but differently for different spe-
cies and also differently through the life of a plant. Often,
however, species which are fast growing under low-light
conditions are also fast-growing under high light condi-
tions (Poorter 1999, Poorter and Werger 1999). Plant spe-
cies that are usually exposed to high light levels vary in
relative growth rate as a function of physiological and
morphological differences. The physiological differences
are chiefly associated with net assimilation rate (NAR;
Poorter 1999, Körner 1991), while morphological differ-
ences are related to light intensity and evaporation (leaf
area ratio, density, size, and opening characteristics of
stomata; Lambers et al. 1998).
Leaf size and leaf photosynthetic rate, however, are
both independent of plant mass (Brown and West 2000).
Leaf size is related to thermal load: small leaves have a
thinner boundary layer and maintain lower temperatures
in hot and open conditions (Lambers et al. 1998). Under
high light conditions, leaves with a thick mesophyll layer
are also more effective than thin leaves (Lambers et al.
1998), with the result that such leaves are common in
early successional habitats. Thick leaves are generally
more durable than thinner leaves, and they require a
longer productive period to make up for their construction
costs. In most habitats this long pay-back period requires
the leaves to be protected from herbivores, and the incor-
poration of protective chemicals lengthens their pay-back
time even more. Unfortunately, photosynthetic efficiency
of a leaf also decreases with leaf thickness and leaf age,
making such leaves less efficient than larger, thinner
leaves (Lambers et al. 1998). Similar trade-offs exist be-
tween growth rate and woodiness (essential for tall plants,
see Poorter and Villar 1997, Sibly and Vincent 1997), be-
tween growth and defense (Lerdau and Gershenzon
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1997), between reproduction and growth (Reekie 1997),
and between a host of other plant traits.
The ubiquity of such trade-offs means that what is op-
timal for the plant is very dependent on local conditions,
and on what other species, competitors, herbivores,
pathogens are present. From an evolutionary perspective,
adaptation to local physico-chemical conditions is less
troublesome, as long as they remain constant over evolu-
tionary time. Adaptation to biotic conditions, conversely,
often leads to never ending spirals of adaptation and
counter-adaptation (Begon et al. 1996), and to a prolifera-
tion of alternative species.
Species invasions
Succession involves colonization of newly disturbed
habitats, as well as invasion into existing communities.
What makes a community invasable? What makes a spe-
cies a good invader? These are important questions in a
world in which many non-native species accompany hu-
mans in their travels (Lodge 1993). However, it is first
necessary to differentiate between species invasion at a
global level and invasion at a local level. At the global
level, invasion studies are concerned with how successful
an alien species is in a local community. It is not easy to
compare the invasiveness of different species and the in-
vasibility of different communities, because unavoidably
these factors become confounded with species, commu-
nity, and locality differences (Lonsdale 1999). However,
invasion is also a local process, where a species that is not
necessarily alien but was hitherto not present at a site be-
comes part of a community (van Hulst 1988). Thus, ‘in-
vasive’ species are not necessarily aliens.
What governs whether a species is a good invader?
This question cannot be answered without considering the
community being invaded (Lodge 1993). Similarly, the
question, ‘What makes a community resistant to inva-
sion?’, can only be answered in relation to a specific in-
vader. Good invaders are often species that have a high
relative growth rate and high plasticity (Hengeveld 1989,
Levine and D’Antonio 1999), but some correlative evi-
dence suggests otherwise (Lawton and Brown 1986). In-
vaders also rely often on disturbance to gain a foothold in
a community, and, as we saw above, there exists a conti-
nuum of disturbances both in terms of scale and fre-
quency. Moreover, the process of invasion is inherently a
stochastic one, in terms of sampling from a pool of poten-
tial invaders, early establishment, and interactions with
already established plants. We therefore cannot predict
the outcome of any particular invasion event, but can only
say something about the process in general. Tilman
(1999) has pointed out that the lower levels of available
resources that are a consequence (or a cause?) of greater
diversity also make a community less susceptible to inva-
sion. This suggests that the slowing down of the rate at
which new species become established after a disturbance
is a consequence not only of a ‘sampling effect’ (fewer
and fewer new species available for invasion), but also of
diminishing resource availability. Experiments are re-
quired to test these ideas.
Synthesis: Do we understand succession?
The vegetation changes that occur after a disturbance
support few generalizations, in spite of many attempts at
finding them (Grime 1977, Miles 1979, McIntosh 1999).
In part, this is no doubt because generalizations have been
sought in the wrong places, at the community level or at
the level of particular species. Researchers also have un-
derestimated the extent to which actual successions are
influenced by historical contingencies (Bazzaz 1996). It
now appears that what generalizations can be made about
the process are all related to general scaling laws, biologi-
cal constraints, and specific trade-offs. As with all proc-
esses that incorporate a substantial stochastic component,
prediction in specific cases of vegetation dynamics will
have to be in terms of probabilities, and it will always be
easier to explain successional phenomena after they have
occurred than to predict them.
Two critical features of a habitat are the distribution
of times between disturbances and the sizes of these dis-
turbances. Both must be measured on a time scale appro-
priate for the organisms that might inhabit that habitat. In
habitats where the expected time between disturbances is
short, and the expected size of a disturbance is large, or-
ganisms have to grow rapidly. Even where the expected
time between disturbances is long, the first colonizers af-
ter a disturbance will be fast growing plants, because
plants that are well represented in the seed rain are rapid
growers adapted to disturbed habitats. Fast growth rate
and large size are incompatible, so early successional
plants will generally be of small stature. The only excep-
tions to this appear to be several fast growing tree species
that also are very fragile – trees that clearly have traded-
off sturdiness against fast growth.
If light, water, and minerals are present in excess, then
early colonizers will be fast growing, weedy plants or
ruderals. If light or water are limiting, then growth will be
less spectacular, for the resource shortage will depress the
maximum metabolic rate. Adaptations to enhance photo-
synthesis under low light and to conserve water are ener-
getically costly (Lambers et al. 1998). If mineral nutrients
are limiting, as is often the case in primary succession,
then fast growth is prevented by a combination of the lack
  

of mineral resources and reduced photosynthesis resulting
from a shift of resources to roots (Lambers et al. 1998).
With a plant cover, however sparse, some conditions
may ameliorate (organic matter in the soil, nutrients avail-
able, shelter), while others can only deteriorate (more in-
terspecific competition, in particular less light). If a major
disturbance does not occur, there will be a gradual shift
toward larger (and therefore more competitive) and
longer lived plants. These must also have lower metabolic
rates and therefore lower growth rates. This is not a prob-
lem in habitats where major disturbances are infrequent.
Here, we see not only to a shift toward larger plant size,
but also a proliferation of strategies to make optimal use
of an increasingly complex habitat.
Plants have to deal with many problems that are re-
lated to their relative immobility, at least after the seed
stage. One of the most serious of these is the fact that,
when growing up, a plant can increase in size by many
orders of magnitude (almost twelve in the case of a se-
quoia tree, West et al. 1999). Some traits are sufficiently
plastic that a plant can change them during ontogeny (sun
and shade leaves are a classic example). Other traits are
species specific: RGR(Poorter 1999), the arrangement
of branches and leaves in a tree (Horn 1971), and the lo-
cation of meristems (Boggs 1997). As a plant matures it
must deal with many different environments, only some
of which it can adjust to. The environment is experienced
by a plant in an extremely fine-grained way, especially as
plant-induced environmental differences proliferate dur-
ing succession.
The view of succession that emerges is one centered
on disturbance: the absence of a major disturbance for
some time enables different species with increasingly
long lifetimes, and of increasing size, to proliferate. These
species also are increasingly specialized to a variety of
conditions that are largely plant-induced. In many envi-
ronments, this process of invasion of new species may be
halted (perhaps temporarily so) by space or resource pre-
emption by dominants. Small disturbances are generally
sufficient to prevent this from happening, and such distur-
bances are common in many habitats (Bazzaz 1996). The
energy available at a site greatly constrains the size, lon-
gevity, maximum growth rate, and number of species that
can colonize or invade. It is therefore appropriate to use
two key variables, time between disturbances and energy
available, in a scheme that summarizes different forms of
succession (Figure 2). While the diagram can summarize
some features of succession, its main shortcoming is that
it focuses on colonization, but completely neglects the
process of invasion and its counterpart, dominance by ex-
isting species. Much remains to be studied in this field,
and experimental interference with existing systems
looks particularly promising.
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