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Kohti tutkatuulihavaintojen hyödyntämistä numeerisissa sääennustusmalleissa
Tiivistelmä
Sääennustusmallilla simuloidaan ilmakehän tilan kehitystä ratkaisemalla ilmakehää kuvaava yhtälöryhmä numee-
risesti. Ennusteen onnistumisen kannalta on tärkeää, että mallin alkutila kuvaa mahdollisimman hyvin ilmakehän 
todellista tilaa ennusteen alkuhetkellä ja että malli itsessään kuvaa ilmakehän käyttäytymistä mahdollisimman 
realistisesti. Mallin alkutilan määrittämisessä käytetään data-assimilaatiomenetelmiä, jotka yhdistävät havainto-
tiedon ja mallitiedon tilastollisesti optimaalisella tavalla. Tämän väitöskirjatyön tavoite on ollut kehittää menetel-
miä säätutkalla mitattujen säteen suuntaisten tuulihavaintojen (jatkossa tutkatuulihavainto) hyödyntämiseksi nu-
meerisissa sääennustusmalleissa. Työssä on käytetty High Resolution Limited Area Model (HIRLAM) rajoitetun 
alueen sääennustusmallia.
Havainnon tarkka mallintaminen on tärkeää, kun hyödynnetään sellaisia havaintotyyppejä, jotka eivät ole sääen-
nustusmallin muuttujia. Tutkatuulihavainto mallinnetaan interpoloimalla sääennustusmallin tuuliprofiili havainto-
pisteeseen ja laskemalla mallin tuulivektorin projektio tutkasäteen suunnassa. Havainnon mallinnuksessa huo-
mioidaan tutkakeilan leveneminen mittausetäisyyden kasvaessa  ja ilmakehän olosuhteista riippuva tutkasäteen 
taipuminen. Tutkatuulihavainto mallinnetaan havaintovirheiden puitteissa. Havaintovirheet koostuvat instrument-
ti-, mallinnus- ja edustavuusvirheistä. Havainnon tarkalla mallintamisella voidaan minimoida systemaattisia ja sa-
tunnaisia mallinnusvirheitä. Satunnaisia instrumentti- ja edustavuusvirheitä voidaan vähentää laskemalla tutkaha-
vainnoista aluekeskiarvoja, nk. superhavaintoja.
Havaintojen laadunvalvonta on tärkeää etenkin silloin, kun mallin analyysijärjestelmässä otetaan käyttöön uusi 
havaintotyyppi.  Tutkasäteen suuntaisten tuulihavaintojen kohdalla  perinteisesti  laskettu harha on usein lähellä 
nollaa, vaikka havainnoissa olisikin systemaattisia virheitä. Tässä väitöskirjatyössä on kehitetty tutkatuulihavain-
noille harhan estimointimenetelmä, jossa otetaan huomioon tutkatuulimittauksen tyypilliset ominaisuudet. Tutka-
tuulihavainnon tarkka mallintaminen ja harhan estimointimenetelmä mahdollistavat havaintotyypin käyttämisen 
myös sääennustusmallien validoinnissa. Vertaamalla kahta HIRLAM mallin versiota, joissa pintastressin para-
metrisointi on toteutettu hieman toisistaan poikkeavalla tavalla, on osoitettu, että tutkatuulihavaintojen käyttämi-
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nen, Magnus Lindskog, Sami Niemelä, and Simo Järvenoja, (who is sadly no longer
with us), for their fruitful co-operation and discussions.I would also like to thank the
FMI radar team for deepening my radar knowledge and for organizing many enjoyable
occasions.
I express my gratitude to my parents, Vappu and Lasse, and my sister Tarja and her
family for constant support. I would like to thank my dear friends for being sympathetic
listeners, and also for taking care that I remember that there is also life outside work.
Finally, I wish to thank Heikki for encouraging me to face thechallenges arising, and




L IST OF ORIGINAL PUBLICATIONS 9
SUMMARIES OF THE ORIGINAL PUBLICATIONS 10
1 INTRODUCTION 12
2 BASIC CONCEPTS OF NUMERICAL WEATHER PREDICTION 15
2.1 GOVERNING EQUATIONS AND PHYSICAL PARAMETERIZATIONS 15
2.2 DATA ASSIMILATION 16
3 DOPPLER RADAR RADIAL WIND MEASUREMENT 19
3.1 MEASUREMENT PRINCIPLE 19
3.2 RANGE-VELOCITY AMBIGUITY PROBLEM 19
3.3 OTHER ERROR SOURCES 20
4 MAIN RESULTS 22
4.1 MODELLING OF THE OBSERVATIONS 22
4.2 PROCESSING OF THE OBSERVATIONS FOR DATA ASSIMILATION 24
4.3 BIAS ESTIMATION METHOD 28





L IST OF ORIGINAL PUBLICATIONS
I Järvinen, H, Salonen, K, Lindskog, M, Huuskonen, A, Niemelä, S and R Eres-
maa, 2008: Doppler radar radial winds in HIRLAM. Part I: Observation mod-
elling and validation.Tellus A, accepted for publication.
II Salonen, K, Järvinen, H, Haase, G, Niemelä, S and R Eresmaa, 2008: Doppler
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SUMMARIES OF THE ORIGINAL PUBLICATIONS
The contents of PAPERs I–IV and the author’s contribution are briefly outlined below.
I Järvinen, H, Salonen, K, Lindskog, M, Huuskonen, A, Niemelä, S and R Eres-
maa, 2008: Doppler radar radial winds in HIRLAM. Part I: Observation mod-
elling and validation.Tellus A, accepted for publication.
PAPER I describes the Doppler radar radial wind measurement and its modelling
in detail. The observation operator developed has been incorporated into the
HIRLAM limited area numerical weather prediction (NWP) system, and has been
tested in a one-month model experiment in which the radar radial wind data were
passively monitored against the model counterparts. The author of this thesis has
contributed to the observation operator design and is responsible for coding the
radar pulse volume broadening and the pulse path bending dueto refraction. The
author is also responsible for all the experimentation and for a significant part of
the writing.
II Salonen, K, Järvinen, H, Haase, G, Niemelä, S and R Eresmaa, 2008: Doppler
radar radial winds in HIRLAM. Part II: Optimizing the super-observation pro-
cessing.Tellus A, accepted for publication.
PAPER II considers the optimal Doppler radar radial wind processing trategy for
varying NWP model resolutions. The radar radial wind observations are mod-
elled within observation errors arising from instrumental, modelling and repre-
sentativeness sources. The impact of the random part of the instrumental and
representativeness errors can be decreased by calculatingspatial averages, so-
called super-observations, from the raw observations. TheHIRLAM model ex-
periments indicate that the generation of super-observations does not improve the
fit of the radial wind observations to the model in terms of bias. However, the
impact of random observation errors is reduced. The author is responsible for all
the experimentation and for most of the analyses and writing.
III Salonen, K, Järvinen, H, Eresmaa, R and S Niemelä, 2007: Bias estimation of
Doppler-radar radial-wind observations.Quarterly Journal of the Royal Meteo-
rological Society, 133: 1501–1507.
PAPER III discusses some special aspects related to the bias estimation for Doppler
radar radial wind observations. Calculating the bias in theconventional way by
summing up the observation minus background values can givea zero result even
when there are systematic differences in the wind speed and/or direction. A bias
estimation method designed for this observation type is introduced in the paper.
The author is the primary contributor to the article, including the bias estimation
method development, coding, testing, and also most of the analyses and writing.
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IV Salonen, K, Järvinen, H, Järvenoja, S, Niemelä, S and REresmaa, 2008: Doppler
Radar Radial Wind Data in NWP model validation.Meteorological Applications,
15: 97–102.
PAPER IV investigates the possibility of exploiting Doppler radar r dial wind
observations in NWP model validation. Two versions of the HIRLAM model,
which differ only in the formulation of the surface stress direction, are validated
over a period of one month. The observation minus backgroundstatistics ad-
vocate the use of high-resolution radar data as model validation material. It is
demonstrated that subtle differences in model versions dueto different parame-
terization details can be distinguished with high statistical confidence. The au-




Numerical weather prediction (NWP) models provide the basis for modern weather
forecasting by simulating the evolution of the atmosphericstate. NWP models are
based on a set of governing equations which describe the evolution of atmospheric vari-
ables, such as pressure, temperature, wind, and humidity. The first attempt to predict
the weather numerically was made by Richardson (1922). The forecast failed spectac-
ularly due to imbalances between initial winds and initial pressures (Lynch, 2006). The
history of the computer-based NWP dates back to the beginning of the 1950’s (Charney
and Eliassen, 1949; Charney et al., 1950). The accuracy of NWP models has improved
considerably during recent decades due to improved observational networks, increased
computing power and the development of sophisticated methods for numerical mod-
elling and for determining the initial state for the NWP model, i.e., data assimilation
(e.g. Shuman, 1989; Untch et al., 2001).
The atmospheric phenomena that the NWP models simulate occur n many differ-
ent spatial and temporal scales (e.g. Daley, 1991). These range from large planetary-
scale systems down to small microscale phenomena. Planetary-sc le atmospheric phe-
nomena extend over several thousand kilometres and last from several days to weeks.
Synoptic-scale phenomena, such as the high and low pressuresystems in midlatitudes,
occur on scales from several hundred kilometres to several thousand kilometres and
have a time-span of days to a week. Mesoscale phenomena including convective sys-
tems and topographically-generated weather systems, sucha mountain waves and sea
and land breezes, have a spatial scale of the order of a few to several hundred kilometres
and a time scale from hours up to a day. The finest-scale modelsalso aim to simulate
microscale phenomena such as turbulent eddies and individual cumulus clouds.
NWP models can be roughly divided into two types. Global models are typically
used for medium-range forecasts, i.e., for∼ 2 - 15 day forecasts; in these, the main
focus is on forecasting global and synoptic-scale phenomena. Limited area models
can be run with a higher spatial resolution than global models, and are used for more
detailed forecasts and for shorter time ranges, typically from about 3-hour to 2-day
forecasts. In present-day limited area models the horizontal resolution is of the order
of 2 – 10 km. Limited area models are not self-contained; theyrequire lateral boundary
conditions at the borders of the model domain. These lateralboundary conditions are
typically obtained from a global model or from a coarser resoluti n limited area model
that has a larger model domain (e.g. Kalnay, 2003).
The time integration of an NWP model is an initial-value problem, i.e., a good
forecast requires the initial state of the atmosphere to be known accurately, and the
NWP model to be a realistic representation of the atmosphere. Data assimilation meth-
ods are used to produce the initial conditions for NWP models. In data assimilation,
the model background field, which is typically a short-rangefor cast, is updated with
available observations in a statistically optimal way. Theestimate of the state of the
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atmosphere so obtained is called the analysis.
Various kind of observations are exploited when producing the analysis for an
NWP model. Radiosonde observations which provide measurements of temperature,
pressure, humidity, and wind at different altitudes are still the most important source
of information for NWP models (Bouttier and Kelly, 2001). Inaddition, surface synop
observations, ship and buoy observations as well as aircraft observations provide useful
in situ measurements for NWP models. However, the observation network for these
conventional observations is spatially and temporally sparse nd irregularly distributed.
To overcome these limitations, conventional observationscan be augmented by remote
sensing observations, such as those from satellites and radars (e.g. Ohring et al., 2002;
Eresmaa et al., 2008; Alberoni et al. 2001). Typically, remote sensing observations
have an excellent spatial and temporal resolution. However, remote sensing observa-
tions are usually not of model variables as such, and observation modelling is required.
For extra-tropical synoptic-scale motions the horizontalvelocities are approxi-
mately geostrophic, i.e., the coriolis force and the horizontal pressure-gradient force
balance each other (e.g. Holton, 1992). Thus, for a synoptic-scale NWP, the accurate
initial condition of the mass-wind balanced flow is essential for acceptable forecast
quality. For a mesoscale NWP, accurate initial conditions for both the balanced and the
unbalanced parts of the wind field are essential to generate forecasts of acceptable qual-
ity. For these scales, the theory of geostrophic adjustment(Rossby, 1938) implies that
wind observations are necessary for determining the state of the atmosphere (Kalnay,
1985). This sets an additional requirement for mesoscale obs rving networks: high spa-
tial and temporal resolution observations are necessary, wind observations in particular
being important.
Doppler radar winds are one potential source of wind observations for mesoscale
NWPs (e.g. Sun and Crook, 1997; Alberoni et al. 2001; Lindskog et al. 2004; Seko et
al. 2004; Xiao et al. 2005; Montmerle and Faccani, 2008). In many countries, as also
in Finland, the Doppler weather radar network has a good geographical coverage and
radial wind velocity measuring capability.
The objective of this thesis has been to develop and exploit data assimilation
tools for Doppler radar radial wind observations. The work has been carried out in
the High Resolution Limited Area Model (HIRLAM; Undén et al., 2002) framework,
using a three-dimensional variational data assimilation system (3D-Var; Gustafsson et
al., 2001; Lindskog et al., 2001). This thesis consists of anintroductory part and of four
peer-reviewed articles. The key questions considered in PAPERs I – IV included in this
thesis are:
• How should one model Doppler radar radial wind observations? What are the
main aspects to be taken into account, and what are their relative importances?
(PAPER I)
• How and why should the raw radial wind observations be preprocessed prior to
data assimilation? (PAPER II)
14
• What are the special features of radar radial wind observations, and how should
they be taken into account in bias estimation? (PAPER III)
• Could radar radial wind observations be of additional valuein NWP model vali-
dation? (PAPER IV)
The introductory part of this thesis is organised as follows: Chapter 2 discusses
numerical weather prediction by providing an overview of the governing equations of
the atmosphere and data assimilation. Chapter 3 introducesthe Doppler radar radial
wind measurement and the related error characteristics. Chapter 4 presents the main
results from PAPERs I – IV. Conclusions are drawn in Chapter 5.
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2 BASIC CONCEPTS OF NUMERICAL WEATHER
PREDICTION
A numerical weather prediction system consists of two main components: a forecast
model and a data assimilation system. The former consists ofthe physical description
of the atmosphere, whereas the latter is used to produce the ini ial conditions for the
forecast model.
2.1 GOVERNING EQUATIONS AND PHYSICAL PARAMETERIZATIONS
The evolution of the atmospheric state can be described witha set of partial differential
equations (e.g. Pielke, 2002):
∂ρ
∂t
= −(∇ · ρ~V ) (2.1)
∂θ
∂t
= −~V · ∇θ + Sθ (2.2)
∂~V
∂t
= −~V · ∇~V − ρ−1∇p − g~k − 2~Ω × ~V (2.3)
∂qn
∂t
= −~V · ∇qn + Sqn, n = 1, 2, 3 (2.4)
∂χm
∂t
= −~V · ∇χm + Sχm , m = 1, 2, . . . , M (2.5)
Equations 2.1 – 2.5 represent the conservation laws of mass,heat, motion, water, and
other gaseous and aerosol materials, respectively. In the equations above,ρ is density,
t is time, ~V is the 3-dimensional wind vector,θ is potential temperature,p is pressure,
−g~k is gravitational acceleration,~Ω is the angular velocity of the Earth’s rotation,qn
is the mass ratio between each of the water phases and air, andχm is the mass ratio
between any chemical species, except water, and air.Sθ, Sqn, andSχm are the source-
sink terms of heat, water, and other chemical species, respectively.
Typically these equations are simplified to some degree in NWP models. One of
the most common simplifications is the hydrostatic approximat on, i.e., the vertical ac-
celeration term (∂ω
∂t
) is neglected in the equation of conservation of motion, 2.3. The
hydrostatic approximation requires that the vertical acceleration is small compared with
the gravitational acceleration. Scale analysis shows thatthe hydrostatic approximation
is valid as long as the horizontal extent of the circulation is larger than its vertical
counterpart (e.g. Holton, 1992). To represent small-scalephenomena, such as convec-
tive clouds or storms, in an NWP model, it is necessary to use the equation of motion
without the hydrostatic approximation. The HIRLAM model utilised in this thesis is a
hydrostatic NWP model.
The non-linear partial differential equations 2.1 – 2.5 arediscretized over finite
spatial and temporal scales, and solved using numerical techniques. The solution of the
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equations is an initial-value problem, i.e., initial fieldsof mass and velocity are required
to obtain the mass and velocity distribution at some future time. Because of the non-
linearity of the equations, small errors in the initial conditions will grow in time, and
thus the accuracy of the solution will degrade in time (e.g. Thompson, 1957; Lorenz,
1965; Palmer, 1993).
For the discretization, all the dependent variables in 2.1 –2.5 are de-composed as
φ = φ + φ′, (2.6)
whereφ is any one of the dependent variables (Pielke, 2002). In 2.6φ represents the
spatial average over a grid-box, andφ′ the subgrid-scale perturbations around the aver-
aged state. Discretization is applied to all variables in 2.1 – 2.5. A grid-box average,
which is linear in the perturbations, is zero by definition, i.e. φ′ = 0 andφφ′ = 0.
The averaged terms,φ φ = φφ, are resolved explicitly by the model dynamics, while
the subgrid-scale correlation terms,φ′φ′, must be parameterized as a function of the
grid-averaged variables. These parameterizations constitute he model physics.
The model parameterizations comprise the radiation processes and subgrid-scale
transport of the dependent variables, such as momentum, heat, and moisture down to
the small scales associated with turbulence. The thermodynamics associated with latent
heat release, such as condensation, evaporation, sublimation, nd precipitation, as well
as the surface, soil and orography related processes must also be parameterized (e.g.
Pielke, 2002; Kalnay, 2003).
2.2 DATA ASSIMILATION
As discussed in the previous section, the solution of the governing equations is an
initial-value problem. Talagrand (1997) has defined the purpose of data assimilation
as the use of all the available information to determine the sate of the atmospheric or
oceanic flow as accurately as possible.
The initial conditions for an NWP model are produced througha statistical combi-
nation of the model background statexb, which is typically a short-range forecast from
the previous analysis, and of the observationsy (e.g. Lorenc, 1986). The analysisxa
obtained with the least-squares estimation method is defined as follows:
xa = xb + K(y − Hxb) (2.7)
K = BHT(HBHT + R)−1 (2.8)
In 2.7, H is the observation operator which produces the model counterpart for the
observed quantity, andK is the optimal gain matrix. In 2.8B andR are the error
covariance matrices for the model background and for the obsrvations, respectively.
H is the tangent linear observation operator, andHT its transpose, which is called
the adjoint of the observation operator. The resulting analysis is a minimum variance
estimate, i.e., the analysis state is as close as possible toth rue state in the rms sense.
In the derivation of the analysis equation, the following assumptions are made:
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• The tangent linear hypothesis,H(x)−H(xb) = H(x−xb), is valid. This means
that the variations of the observation operator in the vicinity of the background
state are linear.
• The observation and the background errors are uncorrelatedwi h each other.
• The expectation of the background errors and the observation err rs is zero.
• The observation and the model background error covariance matrices are posi-
tively definite.
There are two alternative approaches to solve the analysis equation 2.7: to directly
compute the gain matrixK, or to search for an approximate solution by minimisation
of a cost function which is proportional to the square of the distance between the model
state and both the background and the observations. The formr approach leads to data
assimilation techniques such as optimal interpolation (Gandin, 1963), Kalman filtering
(Kalman, 1960) and its modifications such as fast Kalman filtering (Lange, 2001) and
reduced rank square-root Kalman filtering (Veerlan and Heemink, 1997). The latter
approach, on the other hand, leads to 3-dimensional and 4-dimensional variational data
assimilation methods (e.g. Lewis and Derber, 1985; Lorenc,1986; Courtier and Ta-
lagrand, 1990). The analysis method in the HIRLAM model version utilized in this
thesis is 3-dimensional variational data assimilation (Gustafsson et al., 2001; Lindskog
et al., 2001).
The major difference between Kalman filtering based data assimilation algorithms
and other data assimilation algorithms is that in Kalman filtering the forecast error
covariance is advanced in time by the model, instead of estimating the error covari-
ances with a constant background error covariance matrixB. However, Kalman filter-
ing is computationally very expensive and is thus often impractical for use in opera-
tional NWP models. A widely-used simplification of Kalman filtering is the ensemble
Kalman filtering technique (Evensen, 1994; Houtekamer and Mitchell, 1998). In this
approach an ensemble ofn data assimilation cycles is made, and the ensemble is used
to estimate the forecast error covariance matrix.
Variational data assimilation
In variational data assimilation the direct computation ofthe gain matrixK is avoided.
In 3-dimensional variational data assimilation (3D-Var),the analysis is obtained by
minimising a cost function





TB−1(x − xb) +
1
2
(Hx − y)TR−1(Hx − y). (2.9)
In 2.9, the termJb measures the distance between the model statex nd the model back-
ground statexb, while the termJo measures the distance between the model state and
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the observationsy. The solution is sought by using iterative methods and performing
several evaluations of the cost function and its gradient
∇J = B−1(x − xb) −H
TR−1(y − Hx). (2.10)
4-dimensional variational data assimilation (4D-Var) is ageneralisation of 3D-Var, and
takes into account the exact observation time. The cost function is similar to 2.9, but
the observation operators are generalised to include a forecast model that will allow a
comparison between the model state and the observations at the ppropriate time.
In operational implementations the cost function is often implemented in its in-
cremental form (Courtier et al., 1994), where the full resoluti n assimilation increment
δx = x − xb is represented at a lower horizontal resolution than the full model state.
The use of the incremental form is an efficient way of reducingomputational demands.
The advantage of the variational data assimilation is its relativ ly straightforward
way of exploiting indirect observations of the NWP model variables, such as satellite
infrared radiances (e.g. Eyre, 1990), GPS zenith total delays and slant delays (e.g.
Vedel and Huang, 2004; Eresmaa and Järvinen, 2006), radar reflectivities (e.g. Cau-
mont et al., 2006a), and Doppler radar radial winds (e.g. Lindskog et al., 2004; Sun
and Crook, 1997, Seko et al., 2004). A common factor in the exploitation of these data
types is the observation modelling. The observed quantities ar expressed in terms of
the model variables with the observation operatorH. In addition, the tangent linear and
the adjoint of the observation operator needs to be provided.
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3 DOPPLER RADAR RADIAL WIND MEASUREMENT
3.1 MEASUREMENT PRINCIPLE
A Doppler radar emits electromagnetic pulses which backscatter from atmospheric hy-
drometeors. The scattering hydrometeors are in three-dimensional motion. The radial
velocity,vr, of these hydrometeors can be determined from the phase shift between the







In 3.1λ is the radar wavelength,∆Φ is the phase difference, and∆t is the time differ-
ence between successive radar pulses.
Typically, the number of the scattering hydrometeors in a rada pulse volume is
large, and the distribution of their velocity can be approximated by a continuous dis-
tribution (Sauvageot, 1992). The power-weighted velocitydistribution of the back-
scattered signal is called the Doppler spectrum. The power weight depends on the
scatterers’ reflectivity and in addition also on the weightsgiven to the scatterers by the
radiation pattern, the transmitted pulse shape, and the receiver’s response to it. The av-
erage radial velocity in the radar pulse volume is the momentof order 1 of the Doppler
spectrum.
Shape of the radar pulse volume
The volume of the emitted radar pulse broadens with increasing measurement range
in the horizontal and vertical directions. The shape of the rada pulse volume is de-
termined by the radar antenna radiation pattern. Most of theenergy in the radiation
pattern is concentrated in the main lobe and in addition, several side lobes exist. The
width of the main lobe is defined as containing half the power of the maximum radia-
tion on the pulse path axis, i.e.,−3 dB. The main lobe contains more than 80% of the
total energy transmitted by the antenna. The power distribution in the radar pulse main
lobe is approximately Gaussian (Probert-Jones, 1962).
The radar pulse volume shape remains unchanged in the radialdirection as the
pulse propagates away from the antenna. The power distribution in the radial direction
is determined by the pulse shape, the receiver impulse response, and the processing
performed in the radar signal processor.
3.2 RANGE-VELOCITY AMBIGUITY PROBLEM
Interpretation of the Doppler radar radial wind measurements is complicated by the
range-velocity ambiguity problem (Doviak and Zrnić, 1993). Doppler radar measure-
ments are often made with a constant pulse repetition frequency (PRF). In that case, the
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Thus, echoes for the transmitted pulsen from scatterers located at a range longer than
the maximum unambiguous range are received in the same time interval as echoes for
the transmitted pulsen + 1 from ranges shorter thanrmax. This means that the range
r to a distant scatterer may appear to have a value ofr′ = r − (N − 1)rmax, whereN
designates the number ofrmax intervals to the scatterer. In 3.2c is the speed of light.
The other ambiguity relates to the scatterer’s velocity measurement. If the radial
velocity is such that the phase difference between the succesive pulses is greater thanπ
radians, there is an ambiguity concerning the measurement of the phase and, therefore,






The pulse repetition frequency PRF appears in both equations 3.2 and 3.3. Thus,
the maximum unambiguous velocityvmax and the maximum unambiguous rangermax





The product of the maximum values of the velocity and the range is a constant which
depends on the radar wavelengthλ. For example, for a C-band radar operating with a
wavelength of 5.7 cm, a maximum unambiguous range of 200 km results in an unam-
biguous velocity interval of only±10.7 ms−1. The choice ofrmax andvmax is always
some kind of a compromise in operational radar measurements.
Various measurement techniques, such as dual-PRF (Dazhanget l., 1984), stag-
gered pulse repetition time (Sirmans et al., 1976) and Simultaneous Multiple Pulse
Repetition Frequency code (Pirttilä et al., 2005) have been developed to decrease the
limitations caused by the range-velocity ambiguity problem. The measurements can
also be postprocessed by using so-called dealiasing algorithms (e.g. Ray and Ziegler,
1977; Haase and Landelius, 2004). Alleviating the range-velocity ambiguity problem
is a continuous research topic in radar meteorology.
3.3 OTHER ERROR SOURCES
There are several other sources of errors that affect the accuracy of the radar radial wind
measurements besides the range-velocity ambiguity problem. These can be divided into
instrumental errors and misinterpretation of echoes from nn-meteorological targets,
i.e., clutter.
Instrumental errors consist of fluctuations in the stability of the electronics, sig-
nal processing accuracy, antenna accuracy and possible electromagnetic interference
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caused, e.g., by other radars (Michelson et al., 2004). Instrumental errors can be both
random and systematic. Systematic errors, such as the orientation accuracy of the radar
antenna, can be decreased effectively by careful maintenanc of the radar. The impact
of the random part of the instrumental errors can be minimised by super-observation
processing, as will be discussed in section 4.2.
Clutter is caused by non-meteorological scatterers such asbird , insects, sea, and
ground. Clutter can be identified and removed with various kinds of postprocessing
methods (e.g. Larkin, 1991; Gabella and Notarpietro, 2002;Peura, 2002). In this thesis
it is assumed that the radar observations are free of clutter.
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4 MAIN RESULTS
In the following sections, the main results of this thesis are covered. The results of
PAPERs I, II, III, and IV are discussed in Sections 4.1, 4.2, 4.3, and 4.4, respectively.
4.1 MODELLING OF THE OBSERVATIONS
Observation modelling is a key element in exploiting indirect observations of the NWP
model variables. PAPER I considers the observation operator development for radar
radial wind observations and builds on earlier work presented in Lindskog et al. (2000)
and Lindskog et al. (2004). The purpose of the observation modelling is to express the
observed radar radial wind component in terms of the model horizontal wind vector at
the observation location.
The observation operator for Doppler radar radial winds includes the following
three steps:
1. The NWP model profiles of the horizontal wind componentsu andv are interpo-
lated to the observation location.
2. The interpolated wind components are projected on the horizontal plane towards
the radar using
vh = u sin θ + v cos θ, (4.1)
whereθ is the azimuth angle of the radar measurement.
3. vh is projected on the vertical plane to the slanted direction towards the radar
using
vr = vh cos (φ + α), (4.2)
wherevr is the radar radial wind component andφ is the radar antenna elevation
angle.










whereh is the height of the radar antenna above mean sea level,d is the measurement
range, andr is the radius of the Earth (Doviak and Zrinić, 1993).
In the formulation of the observation operator, it is assumed that the fall speed of
hydrometeors is not observed. This assumption is made in 4.1where only the NWP



















FIGURE 4.1. An illustration of the radar pulse volume broadening with a 0.7◦ two-way
beamwidth (shaded area), the radar horizon and the upper limit for the Gaussian av-
eraging kernel (dashed lines), and the shapes of the averaging kernel at measurement
ranges of 50 km and 150 km. The dotted horizontal lines represnt the HIRLAM
model levels. The radar antenna elevation angle is 0.5◦. (Figure 3 of PAPER I)
Doppler radar radial wind measurements at low elevation angles, i.e., elevation an-
gles, at which the projection of the vertical wind componenton he radar pulse path can
be assumed to be negligible.
The horizontal interpolation is performed with bi-linear interpolation in step 1. of
the observation operator. In the basic version of the observation operator, the vertical
interpolation is done with a linear interpolation, i.e., asa convolution between a full
model wind profile and a “hat” function which peaks at the observation height, and has
a width of two model levels.
However, the radar radial wind velocity is not a point measurement, but rather a
weighted average over the radar pulse volume, as described in Section 3.1. Figure 4.1
illustrates the vertical pulse volume broadening as a functio of measurement range.
In the first refinement of the observation operator, the hat function is replaced with a
Gaussian averaging kernel





in the vertical interpolation. In 4.4z is the model level height andz0 is the observation
height. The argumentκ
κ = (zk − z0)
2 (4.5)
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defines the width of the kernel. In 4.5zk is the height of the upper limit of the volume
half-power width, calculated with the so-called4
3
r -law at measurement ranged. The
4
3
r -law assumes the standard atmospheric refraction conditios of the so-called ICAO
standard atmosphere (Doviak and Zrinić, 1993). The obscuring effect of the radar
horizon is taken into account by assuming a radar horizon of 0◦ elevation angle, while
an empirical upper bound is set to a height of 1.5 times the volume half-power width.
Outside these bounds the model information is not used in thevertical interpolation.
Examples of the vertical averaging kernel at ranges of 50 km and 150 km are shown
in Fig. 4.1. The dotted horizontal lines represent the HIRLAM model levels. It can
be clearly seen that the radar pulse volume extends over seveal model levels in the
vertical, especially at longer measurement ranges.
The radar pulse volume broadens in the horizontal and in the vertical directions
in the same way. The horizontal resolution of the NWP model determines whether the
horizontal broadening of the pulse volume has to be taken into account. A bi-linear
horizontal interpolation is expected to be accurate enoughif the horizontal extent of the
pulse volume is small compared to the NWP model grid cell.
The second refinement of the observation operator concerns modelling of the radar
pulse path bending. Typically the observation height at ranged is obtained with the4
3
r
-law. The actual local refraction index in the NWP model atmosphere can be calculated
from the NWP model temperature, pressure, and water vapour partial pressure profiles.
The radar pulse path bending in the NWP model atmosphere is thn obtained by ap-
plying Snell’s law. Modelling the pulse path bending has twoeffects: the observation
height at ranged is different from that obtained with the4
3
r -law, and the effective
elevation angle of the radar pulse path is different from theant nna elevation angle.
A one-month model experiment for January 2002 has been performed to validate
the basic version of the observation operator and the two refinements. The general
conclusion of the validation is that modelling of the Doppler radar volume broadening
improves the accuracy of the observation operator. The impact of using the Gaussian
averaging kernel in the vertical interpolation is largest when there is a local maximum
or minimum in the wind profile near the observation height. Modelling of the pulse path
bending operates mainly through changes in the observationheight, and only to a minor
extent through changes in the effective elevation angle. Modelling of the pulse path
bending has on average a negligible impact on the observation minus model background
(OmB) bias and standard deviation statistics.
4.2 PROCESSING OF THE OBSERVATIONS FOR DATA ASSIMILATION
Observation processing is another key element in exploiting radar radial wind obser-
vations in NWP models. PAPER II considers this aspect. A benefit of the variational
data assimilation, combined with the observation modelling, s that the conversion of
the observations into the NWP model variables is avoided. Inthe case of radar radial
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wind observations some preprocessing is, however, necessary to reduce the enormous
amount of raw observations before they are introduced into the data assimilation sys-
tem.
The radar radial wind observation operator is accurate, apart from three types of
error:
• Instrumental errors, such as errors in the radar calibration.
• Modelling errors, such as numerical errors, and errors in the observation mod-
elling.
• Representativeness errors, which are due to the model’s incapability to describe
the observed phenomena with its limited physics or dynamics, or due to insuffi-
cient resolution of the model discretization.
All of the above-described error types consist of a systematic and a random part.
The random part of the instrumental and representativenesserrors can be effectively
decreased by computing a spatial mean from a small number of raw observations. The
concept of a so-called super-observation was first introduce by Lorenc (1981). Super-
observations are spatial averages and can be thought to better represent the scales de-
scribed by the NWP model. Super-observation generation methods have been applied
to conventional observation types (e.g. Lorenc, 1981; Lönnberg and Shaw, 1983), and
for remote sensing observations such as atmospheric motionvectors (Berger et al.,
2004), satellite soundings of temperature and moisture (Hart et al., 1993), and radar
radial winds (e.g. Albers, 1995; Xiao et al., 2003; Lindskoget al., 2004; Seko et al.,
2004; Swarbrick, 2006).
A fundamental question concerning super-observation generation is, what is the
optimal size for the spatial averaging area? The random errors of the resulting super-
observations are small when a large averaging area is used. However, observations
may represent different atmospheric phenomena if they originate too far apart from
each other. On the other hand, a small averaging area ensuresthat the observations
represent the same atmospheric phenomena but it may not be large enough to reduce
the impact of random errors.
In the HIRLAM approach to super-observation (hereafter SO)generation, the av-
eraging area and the spacing of the SOs are determined by two free parameters, the
azimuthal averagingφ and the range bin spacingR. A schematic illustration of the SO
generation is shown in Fig. 4.2. The SO generation algorithms designed so that fewer
raw observations are used in the SO near the radar than at longer measurement ranges.
In practice, the size of the averaging area of an SO is usuallydefined with the parameter
φ, and the range spacing withR. Thus, the choice of the parameterφ impacts mainly
on averaging out the random errors, and the choice of the parameterR has a thinning
effect on the data in the radial direction.
In PAPER II the SO processing has been experimentally optimized. Theimpact








FIGURE 4.2. A schematic illustration of the HIRLAM approach to super-observation genera-
tion. ParameterR defines the range bin spacing and parameterφ defines the az-
imuthal averaging. (Figure 1 of PAPER II)
model resolutions of 5.5 km, 11 km, and 22 km. The resolution of the raw radar radial
wind observations is 1 km in range and 420 azimuth gates per 360◦ scan, resulting in
a ∼0.9◦ azimuthal resolution. The viewpoint is that the impact of the random instru-
mental errors can be minimised by optimizing the super-observation processing. The
impact of the random representativeness errors may also be decr ased to some extent,
as super-observations better represent the scales of the NWP model. However, removal
of the impact of the random modelling errors is thought to be beyond the capabilities
of the super-observation processing.
Results from the model experiments with SO data sets, whereφ has a constant
value andR varies, indicate that the OmB vector wind bias at measurement ranges
shorter than 10 km is notably larger for anR value of 5 km than forR values of 10
km and 20 km. This is due to the fact that at short ranges radar me surements are
contaminated with ground clutter, as the lower part of the rada pulse volume may be
reflected from the ground, buildings etc. The SO data set in which R = 5 km includes
notably more of these erratic measurements than the other two SO data sets. The bias
and the standard deviation are at the same level for all threeSO data sets, if observations
from measurement ranges shorter than 10 km are excluded. Thus the choice of the
parameterR is not very critical, affecting mainly the data amounts. Using R = 5 km
(R = 20 km) doubles (halves) the data amount compared to usingR = 10 km. A
constant value of 10 km forR has been used in the experiments where varying values
for φ are studied. The choice can be justified as the SO data sets arelarge enough for
reliable bias estimation and the data handling is convenient.
Figure 4.3 illustrates the OmB vector wind bias as a functionof the parameterφ.
Raw observations thinned to a 10 km range resolution are alsoconsidered. This data set
is marked in Fig. 4.3 as ’RAW’. The vector wind bias is the smallest for the thinned raw
data, and the bias increases with increasingφ. This is valid for all model resolutions.
In the data sets studied, the wind speed bias is dominant overthe wind direction bias,
and the vector wind bias behaves in a similar manner to the wind speed bias.
The increase in the wind speed bias as a function ofφ may be partly explained by
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FIGURE 4.3. Vector wind bias shown as a function of azimuthal averaging (φ) used in the SO
generation. The thinned raw data is marked with ’RAW’. Blackbars indicate the 5.5
km model run, gray bars the 11 km model run, and white bars the 22 km model run.
(Figure 7 of PAPER II)
the fact that using a wideφ in the SO processing reduces the maximum (towards and
away from the radar antenna) wind speeds. However, theoretical considerations applied
to a uniform and linear wind field show that the bias introduced by azimuthal averaging
is extremely small. Thus, it is unlikely that the reduction in maximum wind speeds due
to averaging in azimuth direction could alone explain the increase in the wind speed
bias. The increase in the bias can be significantly stronger if ground clutter is present
in the raw data. Thus, the increase of the bias as a function ofφ seen in Fig. 4.3 may
be a consequence of remaining clutter, even though clutter removal has been performed
prior to the SO processing.
Figure 4.4 displays the OmB standard deviation of the radar radial wind com-
ponent as a function ofφ. The OmB standard deviation decreases until it reaches a
minimum at SOs generated with a value of 3.4◦ for φ, and increases again for the larger
φ. The behaviour is similar for all three model resolutions considered. This implies
that generating SOs with a large averaging area decreases random errors effectively to
a certain point. However, too wide aφ degrades the quality of the SOs.
Based on the model experiment results, PAPER II recommends the use of aφ value
of the order of 0.9◦ – 1.7◦. In more general terms, the recommended parameter value
φ=1.7◦ corresponds to a 1.7 km2 averaging area at a 50 km measurement range, and a
7.3 km2 averaging area at a 100 km measurement range.
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FIGURE 4.4. As Fig. 4.3 but for observation minus model background standard deviation of
the radar radial wind component. (Figure 9 of PAPER II)
4.3 BIAS ESTIMATION METHOD
PAPER III 1 introduces a bias estimation method specially designed forDoppler radar
radial wind observations. The bias estimation method has been applied in the analysis
of the model experiment results in PA ER I, PAPER II, and PAPER IV.
Doppler radar measures the radial wind component by azimuthal scanning through
360◦. In the case of a uniform wind field, the radial wind componenthas a cosine form
as a function of azimuth angle at a given elevation and range.The amplitude of the
cosine function determines the wind speed, and its phase determines the wind direction
(e.g. Sauvageot, 1992). Aggregation of the radar radial wind OmB values for different
azimuth directions in the bias calculation can result in a zero bias, even in the presence
of systematic differences in the observed and modelled windspeed and/or direction.
This is due to the symmetric nature of the radial wind component as a function of
azimuth angle.
The Doppler radar radial wind bias estimation method present d i PAPER III en-
ables presenting the systematic differences between the radar dial wind observations
and their model counterparts in terms of wind speed and direction biases. The bias
estimation method includes the following steps.
1. A reference direction is chosen to make the radial wind observations comparable
1After PAPER III was published, an error was found in the super-observation processing software.
The super-observations utilised have been generated usingan azimuthal averaging of 3.4◦ instead of
1.7◦. This does not affect the interpretation of the results.
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with each other.
2. A rotation angle∆φ is determined as a difference between the reference wind
direction and the model wind direction. The azimuth angle corresponding to the
observation is rotated by adding∆φ to it.
3. After the rotation, an azimuth bin average is calculated.By fitting the radial
wind equationvr = vh cos(δ−φ) to the bin-averaged observations, estimates for
horizontal wind speedvh and directionδ + π are obtained.
The steps of the bias estimation method are illustrated in Fig. 4.5. The top panel
of Fig. 4.5 shows ca. 16 300 radial wind observations as a function of azimuth angle
from four different radars on 31 January 2002 at 12 UTC. Different wind directions are
represented in the data set. In this illustration the reference direction is chosen to be
180◦, i.e., South (step 1). The middle panel of Fig. 4.5 shows the radial wind obser-
vations after the rotation (step 2). The general shape of thecloud of points indicates a
southerly wind direction due to the rotation. The bottom panel of Fig. 4.5 shows the
bin-averaged radial wind speed (black dots) and the fitted radial wind curve (black solid
line) (step 3). In this data set, the mean observed wind speedis 9.3 ms−1 from 173◦.
The above-described procedure is also applied to the model cunterparts of the
observations. The differences in the amplitude and phase ofthe fittedvr curves indicate
biases in the wind speed and direction, respectively. In thecas of the data set shown in
Fig. 4.5, the mean model background wind speed is 9.4 ms−1 from 180◦. Thus, there
is a 0.1 ms−1 bias in the wind speed and a 7◦ bias in the wind direction.
The functioning of the bias estimation method has been demonstrated with a one-
month data set in PAPER III. A more extensive evaluation of the applicability of Doppler
radar radial wind observations in NWP model validation is presented in PAPER IV.
4.4 DOPPLER RADAR RADIAL WIND OBSERVATIONS INNWP MODEL
VALIDATION
The tools developed for data assimilation of indirect observations of the NWP model
variables can also be used to exploit the observations for NWP model validation (e.g.
Rikus, 1997; Niemelä and Fortelius, 2005; Caumont et al., 2006b). PAPER IV 1 investi-
gates the potential of exploiting Doppler radar radial windobservations in NWP model
validation. The study makes use of both the developed radar radial wind observation
operator (PAPER I), and the radar radial wind bias estimation method (PAPER III).
A HIRLAM surface stress parameterization detail which affects the boundary
layer winds in a systematic manner offers an interesting framework for the validation
1After PAPER IV was published, an error was found in the super-observation pr cessing software.
The super-observations utilized have been generated usingan azimuthal averaging of 3.4◦ instead of
1.7◦. This does not affect the interpretation of the results.
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FIGURE 4.5. An illustration of the bias estimation method. Ca. 16 300 Doppler radar radial
wind observations as a function of the azimuth angle (top panel). The Doppler
radar radial wind observations after the rotation (middle panel). The bin-averaged
observed radial wind speed (black dots) and the fitted cosinecurvevr = 9.3m/s ·
cos(δ − 7◦) (bottom panel). (Figure 2 of PAPER III)
study. A systematic feature in the HIRLAM model has been a slight over-prediction
of mid-latitude depressions during recent years. The cyclogenesis of the depressions
has been correctly predicted, but the low pressure systems have tended to remain too
deep due to insufficient filling of the cyclones. Tijm (2003) suggested that the cyclone
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decay forecast can be improved by modifying the formulationof the surface stress di-
rection. Sass and Nielsen (2004) introduced a surface stress parameterization where
the surface stress is turned clockwise (in the northern hemisphere) by a fixed amount.
Consequently, the cross-isobar flow increases in the planetary boundary layer towards
lower pressure. A validation study by Järvenoja (2004) indicates that the modified sur-
face stress reduces the negative bias in surface pressure and the positive bias in the
10-metre winds, but upper air winds become slightly more biased.
Two one-month (January 2002) HIRLAM model experiments havebe n carried
out to demonstrate the applicability of radar radial wind observations for NWP model
validation. The two model experiments differ only in the surface stress parameteriza-
tion feature described above. In the experiment designatedas REF, the surface stress
is parallel to the lowest model level wind, while in the experiment designated as ROT
the surface stress has been rotated as suggested by Sass and Nielsen (2004). The model
validation is done against three data sets: (i) radar radialwind observations from four
radars in the Swedish radar network, (ii) conventional radiosonde wind observations
from the HIRLAM model domain, and (iii) radiosonde wind observations from Swe-
den. The radar radial wind data set is five times larger than the radiosonde wind data set,
and over 100 times larger than the subset of the Swedish radiosonde wind observations.
Figure 4.6 shows the vector wind bias for 6-hour forecasts asa function of height.
In the top panel of Fig. 4.6 the bias is calculated against theradar wind observations.
Near the ground and above 4 km altitude the vector wind bias isover 1 ms−1. The
vector wind bias takes into account both the wind speed and direction bias. In this case
the bias is caused mainly by the wind direction bias below an altitude of 2 km. The
95% confidence intervals in the lowest 2 km are±0.03 ms−1. Even though the bias is
relatively large near the ground, it is evident that the biasis significantly larger for the
experiment ROT than for the experiment REF.
The middle panel of Fig. 4.6 shows the vector wind bias for 6-hour forecasts cal-
culated against radiosonde observations from the whole model domain. The magnitude
of the bias is notably smaller for the radiosonde observations over the model domain
than for the radar wind observations over Sweden. However, th result is consistent in
that the bias is smaller for the REF experiment than for the ROT experiment. The 95%
confidence intervals for the lowest 2 km (±0.08 ms−1) are almost three times as wide
as the confidence intervals for the radar observations. The confidence intervals overlap
at all altitudes, especially above an altitude of 1 km, and thus statistically significant
conclusions about the differences between the experimentsca not be made.
The bottom panel of Fig. 4.6 shows the vector wind bias calculted against ra-
diosonde observations from the Swedish radiosonde stations alone. The radiosonde
vector wind bias is larger for Sweden than for the whole modeldomain. The 95%
confidence intervals vary from±0.2 ms−1 to ±0.4 ms−1, and are largely overlapping.
Again, no statistically significant conclusion can be drawn.
The validation study performed successfully shows that minor differences in NWP
model versions can be distinguished and validated in a statistically confident manner
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FIGURE 4.6. The vector wind bias as a function of height for radar wind observations (top
panel). The solid line indicates the experiment with rotated surface stress and the
dashed line indicates that without the rotation. Solid and dashed bars show the 95%
confidence intervals. The number of observations is shown onthe right side of the
figure. The same is shown for radiosondes from the model integration area (middle
panel) and for radiosondes from Sweden (bottom panel). (Figures 3 and 4 of PAPER
IV)
by using radar radial wind observations. The results obtained are in good accordance
with the earlier validation results presented by Järvenoja (2004). The large amount of
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radar data results in narrow and non-overlapping confidenceintervals, and allows one




The development of NWP modelling is focusing increasingly on high resolution and
the forecasting of quickly-developing mesoscale phenomena. Doppler radars provide
radial wind measurements with excellent spatial and temporal resolution. In this thesis,
radar radial wind data assimilation tools have been developed, tested and exploited.
Concluding remarks on the key questions raised in Chapter 1 are m de in the following.
PAPER I introduces an observation operator for Doppler radar radial w nd obser-
vations. The observation operator has been incorporated ino the HIRLAM variational
data assimilation system. The radar radial wind observation operator interpolates the
vertical model wind profile to the observation location, andcalculates the projection
of the model wind vector on the radar pulse path. The refinements of the observation
operator take into account the vertical broadening of the radar pulse volume, and the
bending of the radar pulse path due to atmospheric conditions. The impact of the refine-
ments on the observation minus model background (OmB) statistic have been studied.
It can be concluded that modelling the broadening of the radar pulse volume improves
the accuracy of the observation operator. The modelling of the radar pulse path bending
has on average a neutral effect. However, also taking this aspect into account makes
the observation operator more realistic, which can be very bneficial in some individual
super- or subrefraction cases.
The advantage of variational data assimilation is that the exploitation of indirect
observations of the model variables is straightforward, anu known errors introduced
by preprocessing of the observations are avoided. In the case of Doppler radar radial
wind observations, a certain amount of preprocessing is, however, found to be bene-
ficial, as discussed in PAPER II. Radar radial wind observations are modelled within
observation errors which consist of instrumental, modelling, and representativeness er-
rors. The impact of the random part of the instrumental and representativeness errors
can be decreased by calculating spatial averages, so calledsuper-observations, from
the raw observations. HIRLAM model experiments indicate that e super-observation
generation clearly improves the fit of the radial wind observations to the model in terms
of OmB standard deviation. However, averaging of observations over a wide azimuthal
angle degrades the quality of the super-observation and should be avoided.
Monitoring the quality of the observations is an important aspect, especially when
a new observation type is introduced into a data assimilation system. In PAPER III it
is demonstrated that for Doppler radar radial wind observations, the conventional way
to calculate OmB bias does not provide correct information about systematic differ-
ences in the observed and modelled wind speeds and directions. In fact, aggregating
the OmB values over different azimuth directions in the biasc lculation can result in
a zero bias even in the presence of significant systematic differences. This is due to
the azimuthal symmetry of the radial wind component. The bias estimation method in-
troduced in PAPER III resolves the problem by utilising the knowledge of NWP model
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wind direction at the observation location. A reference direction is chosen and a ro-
tation angle is defined as a difference between the referencewind direction and the
model wind direction. The azimuth angle corresponding to the observation is rotated
by adding the rotation angle to it. By calculating azimuth bin average for the rotated
observations and for their model counterparts, and by fitting the radial wind equation
to the bin averages, reliable estimates of the wind speed andwind direction bias can be
provided. Random errors, on the other hand, can be expected to be evenly distributed
over all azimuth directions. Thus, there is no information lss when the radial wind
OmB standard deviation is studied directly.
The observation operator developed, together with the biasestimation method,
also enables the exploitation of the Doppler radar radial wind observations for NWP
model validation. The one-month model experiments performed in PAPER IV with
HIRLAM model versions differing only in a surface stress parameterization detail in-
dicate that the use of radar wind observations in NWP model validation is very bene-
ficial. The large amount of radar observations results in narrow and non-overlapping
confidence intervals, unlike the validation against radiosonde wind observations in the
case studied. This allows one to make statistically significant conclusions about the
differences between the model experiments.
An interesting and important question not covered in this thesis is the impact of
using Doppler radar radial wind observations on the NWP model analysis and fore-
casts. This is the subject of ongoing research in the HIRLAM framework, and the
tools developed in this thesis are utilised in the work. The results will be published in
peer-reviewed journals in the future.
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Doviak, R J and D S Zrnić, 1993:Doppler radar and weather observations. Second
edition. San Diego Academic Press, Inc., 562 pp.
37
Eresmaa, R and H Järvinen, 2006: An observation operator for ground-based GPS
slant delays.Tellus, 58A, 131–140.
Eresmaa, R, Healy, S, Järvinen, H and K Salonen, 2008: Impleentation of a ray-
tracing operator for ground-based GPS Slant Delay observation modeling. J.
Geophys. Res., 113, D11114, doi:10.1029/2007JD009256.
Eyre, J R, 1990: Progress on direct use of satellite soundingradiances in numerical
weather prediction. Preprints WMO International Symposium on Assimilation
of Observations in Meteorology and Oceanography; Clermont- Ferrand, France;
9-13 July 1990; WMO Report, pp. 117–121.
Evensen, G, 1994: Sequential data assimilation with a nonliear quasi-geostrophic
model using Monte Carlo methods to forecast error statistics. J. Geophys. Res.,
99, 10143–10162.
Gabella, M and R Notarpietro, 2002: Ground clutter characteization and elimination
in mountainous terrain.ERAD Publication Series, Vol. 1, 312–317.
Gandin, L S, 1963: Objective analysis of meteorological fields,Gidrometeorologich-
eskoe Izdatelstvo, Leningrad. English translation by Israeli Program for Scientific
Translations, Jerusalem, 1965.
Gustafsson, N, Berre, L, Hörnquist, S, Huang, X-Y, Lindskog, M, Navascués, B, Mo-
gensen, K S and S Thorsteinsson, 2001: Three-dimensional vari tional data as-
similation for a limited area model. Part I: General formulation and the back-
ground error constraint.Tellus, 53A, 425–446.
Haase, G and T Landelius, 2004: Dealiasing of Doppler radar velocities using a torus
mapping.J. Atmos. and Oceanic Tech., 21, 1566–1573.
Hart, T, Bourke, W, Steinle, P and R Seaman, 1993: Impact of higher-resolution
satellite soundings of temperature and moisture on large-scale numerical weather
prediction.Mon. Wea. Rev. 121, 1746–1758.
Holton, J, 1992:An introduction to dynamic meteorology. 3rd edition. Academic
Press, San Diego. 511 pp.
Houtekamer, P L and H L Mitchell, 1998: Data assimilation using an ensemble
Kalman filter technique.Mon. Wea. Rev., 126, 796–811.
Järvenoja S, 2004: Experimentation with a modified surfacestress.HIRLAM Newslet-
ter, 45, 113–123. Available online at
http://hirlam.org/open/publications/NewsLetters.
Kalman, R E, 1960: A new approach to linear filtering and prediction problems.Jour-
nal of Basic Engineering, 82, 35–45.
38
Kalnay, E, Jusem, J C and J Pfaendtner, 1985: The relative importance of mass and
wind data in the FGGE observing system. Proceedings of the NASA Symposium
on Global Wind Measurements, 1–5.
Kalnay, E, 2003:Atmospheric modeling, data assimilation and predictability. Cam-
bridge University Press, United Kingdom, 341 pp.
Lange, A A, 2001: Simultaneous Statistical Calibration of the GPS signal delay mea-
surements with related meteorological data.Phys. Chem. Earth (A), 26, 471–
473.
Larkin, R P, 1991: Sensitivity of NEXRAD algorithms to echoes from birds and in-
sects.Prepr., Radar Meteorol. Conf., 25th, 203–205.
Lewis, J and J Derber, 1985: The use of adjoint techniques to solve variational adjust-
ment problem with advective constraint.Tellus, 37A, 309–322.
Lindskog, M, Järvinen, H and D B Michelson, 2000: Assimilation of Radar Radial
Winds in the HIRLAM 3D-Var.Phys. Chem. Earth (B), 25, 1243-1249.
Lindskog, M, Gustafsson, N, Navascués, B, Mogensen, K S, Huang, X-Y, Yang, X,
Andræ, U, Berre, L, Thorsteinsson, S and J Rantakokko, 2001:Three-dimensional
variational data assimilation for a limited area model. Part II: Observation han-
dling and assimilation experiments.Tellus, 53A, 447–468.
Lindskog, M, Salonen, K, Järvinen, H and D B Michelson, 2004: Doppler radar wind
data assimilation with HIRLAM 3DVAR.Mon. Wea. Rev., 132, 1081–1092.
Lorenc, A C, 1981: A global three dimensional multivariate stati tical interpolation
scheme.Mon. Wea. Rev., 109, 701–721.
Lorenc, A C, 1986: Analysis methods for numerical weather prediction. Q. J. R.
Meteorol. Soc., 112, 1177–1194.
Lorenz, E N, 1965: A study of the predictability of a 28-variable atmospheric model.
Tellus, 17, 321–333.
Lynch, P, 2006: The Emergence of Numerical Weather Prediction: Richardson’s
Dream. Cambridge University Press. 279 pp.
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