ABSTRACT Airplane landing gear detection is essential in the intelligent flight safety assurance system. However, it is challenging due to the small object scale. Modern detectors based on deep convolutional neural networks (CNNs) fail to detect landing gears accurately in real-time. In this work, an analysis of small object detection is presented. We demonstrate that the low discrimination of features and low density of anchors on the deep feature map make the CNN-based detectors failing to detect small objects accurately. Therefore, we propose increasing the feature discrimination and the anchor density for higher detection accuracy by increasing image resolution and exploiting the inherent multi-scale features of CNNs. To optimize the high computational overhead brought by increasing image resolution, we propose a simple and effective Dynamic Up-sampling Network (DUN) which dynamically up-samples the interesting regions that may have landing gears and uses a light weight one-stage detector (LWOD) for detection. To evaluate the effectiveness of our method, we compare DUN with the state-of-the-art CNN-based detectors. The results show that DUN achieves a competitive accuracy and an improved speed on detecting small landing gears. Specifically, DUN can run in 24 ms at 97.2 AP on a 2080Ti GPU. Therefore, it is a practical and accurate solution to small landing gear detection.
I. INTRODUCTION
An intelligent flight safety assurance system needs to detect airplane landing gears accurately and fast for the safe landing of the airplane. In order to improve the fault tolerance of the landing phase, it is necessary to carry out the detection of landing gears when the airplane is far away. At that point, landing gears are very small (see Fig. 1 ).
Small object detection has always been one of the core challenges of object detection. Compared with medium size and large size objects, small objects have less information due to their low resolution, and have easier possibility of confusion with the background due to their obscure appearance and feeble contrast. Therefore, it is difficult to extract a discriminative feature from a small object.
In recent years, deep convolutional neural networks (CNNs) have achieved great success in object detection because of their powerful feature representation ability [1] - [9] . These CNN-based detectors [10] - [14] indeed work well on large
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detection, but it also brings high computational overhead. Thus, it is impractical for real-time applications. Some others [17] - [22] try to use the shallow feature maps from the layers near to the input to detect small objects. Combining high-resolution shallow feature maps with semantic deep feature maps, these methods efficiently improve the accuracy of small object detection with low additional computational overhead.
While these efforts have significantly helped to improve small object detection, several important questions on small object detection are not well answered:
• Why it is difficult for CNN-based detectors to detect small objects?
• Compared with increasing image resolution, the method of using shallow feature maps efficiently improves the accuracy of small object detection. Is it an attractive alternative to increasing image resolution for small object detection in practical applications? In order to answer the first question, we conduct an in-depth analysis on CNN-based detectors and find two influence factors that prevent them from accurately detecting small objects. Modern CNN-based detectors use the deep feature map produced by the top layer of the CNNs to detect objects. We find that the low-resolution deep feature map cannot provide discriminative features for small object detection. Besides, the low density of anchors on the low-resolution deep feature map impairs the performance of small object detection.
In order to answer the second question, we design controlled experiments to analyze the effectiveness of increasing image resolution and using shallow feature maps on small object detection. These experiments reveal that, for small object detection, increasing image resolution is necessary and using shallow feature maps is not an attractive alternative to increasing image resolution. However, increasing image resolution brings high computational overhead.
Based on these observations, we propose a novel Dynamic Up-sampling Network (DUN), which benefits from more discriminative features and denser anchors brought by increasing image resolution and exploiting the inherent multi-scale features of CNNs without paying the penalty of high additional computational overhead. Two methods are adopted to optimize computational overhead. On the one hand, we dynamically up-sample the interesting regions that may have landing gears instead of the entire image. On the other hand, we design a light weight one-stage detector (LWOD) for detection.
We evaluate our DUN on a dataset for small landing gear detection. Small instances are common on the dataset, so it provides suitable testbed for evaluating methods on small object detection. Compared with the state-of-the-art CNN-based detectors, our method achieves a competitive accuracy and an improved speed on detecting small landing gears. DUN achieves 97.2 AP at 50% overlap in 24 ms on a 2080Ti GPU as accurate as Faster R-CNN w FPN [17] but 4 times faster.
To sum up, this work makes the following contributions: 1) We conduct an in-depth analysis to figure out the reasons why CNN-based detectors have difficulty detecting small objects. 2) We analyze the effectiveness of increasing image resolution and using shallow feature maps on small object detection and demonstrate the necessity of increasing image resolution for small object detection. 3) We propose a novel Dynamic Up-sampling Network to accurately detect small landing gears in real-time.
II. RELATED WORK
With the development of CNNs [1] - [8] , modern object detectors show dramatic improvements in accuracy. Benefitting from the powerful feature representation of CNNs, SPPnet [10] , Fast R-CNN [11] , Faster R-CNN [12] , R-FCN [13] , and YOLO [14] become stat-of-the-art detectors, which use features produced by the top layer of the CNN to detect objects. However, the standard pipeline [10] - [14] which detects on a single deep feature map fails to detect small objects accurately. Some efforts have been devoted to addressing small object detection problems. There are generally three main types of methods to improve the accuracy of small object detection.
A. INCREASING IMAGE RESOLUTION
Increasing image resolution is a method inheriting from the era of hand-engineered features [23] , [24] . Based on the scale space theory [25] , [26] , many detectors based on handengineered features [24] , [27] tackled variable scale object detection by creating an image pyramid. To obtain scaleinvariant features, features of small objects were extracted from the high-resolution image in the image pyramid. Modern CNN-based detectors [7] , [13] , [15] , [16] , [28] continue to use this method to improve the accuracy of small object detection. Up-sampling the image during training and inference is a common practice for small object detection [7] , [13] , [15] , [16] . SNIP [29] demonstrates that normalizing scales for small objects by up-sampling the image can improve small object detection. But naively increasing image resolution will make the image becoming too large to fit into a GPU. SOS-CNN [30] breaks large images into small patches and detects these patches batch by batch, effectively alleviating the memory requirement. However, high computational overhead brought by increasing image resolution makes this method unsuitable in practical applications.
B. USING SHALLOW FEATURE MAPS
A CNN computes a feature hierarchy layer by layer, and with sub-sampling layers the feature hierarchy has an inherent multi-scale. Among the feature hierarchy, the feature maps from the layers closer to the input have higher resolution and richer detail information of the image. Some research tries to use these shallow feature maps. SSD [16] , MS-CNN [31] , SSH [32] directly predict small objects on 98406 VOLUME 7, 2019 FIGURE 2. Dynamic Up-sampling Network (DUN) for small landing gear detection. RoI up-sampling module uses an airplane detector (LWOD) to obtain the interesting regions that may have landing gears and up-samples these interesting regions. Landing gear detection module uses a landing gear detector (a variant of the LWOD) to detect landing gears on the up-sampled interesting regions and transforms detected objects from the interesting regions to the entire image. The architecture of the airplane detector and the landing gear detector are shown in Fig. 3 and Fig. 4 respectively. the shallow feature maps. However, the shallow features may impair the performance of small object detection due to the lack of semantic information. FPN [17] , Mask R-CNN [18] , RetinaNet [19] , DSSD [20] build a high-resolution semantic feature map by passing semantic information from the deep feature map to the shallow feature map, greatly improving the accuracy of small object detection. STDN [33] uses DenseNet [8] to combine features from different layers and uses the scale-transfer layer to obtain a high-resolution feature map. Although these methods efficiently improve the accuracy of small object detection with low additional computational overhead, we demonstrate that using shallow feature maps alone is not enough for detecting small objects.
C. CALIBRATING FEATURES
This type of method tries to improve the accuracy of small object detection by narrowing representation difference between small objects and large objects. Perceptual GAN [34] uses a generative adversarial network (GAN) to calibrate the representations of small objects to the discriminative representations of large objects. SAN [35] maps the convolutional features from different scales onto a scaleinvariant subspace. Having successfully been applied to the region-based two-stage detectors, these methods still have difficulty in extending to one-stage detectors which are preferred in practical applications.
Our proposed method addresses the small object detection problem by increasing image resolution and exploiting the inherent multi-scale features of CNNs. It improves the accuracy of small object detection and optimizes computational overhead.
III. DYNAMIC UP-SAMPLING NETWORK

A. MOTIVATION
Before introducing the details of our proposed Dynamic Up-sampling Network (DUN), we want to share the motivation behind it.
The standard CNN-based detectors which detect on a single deep feature map fail to detect small objects accurately. We find the low feature discrimination and the low anchor density on the low-resolution deep feature map are two important factors impair the performance of small object detection.
Increasing image resolution and using shallow feature maps are effective methods to bridge the above shortcomings of the deep feature map. We find using shallow feature maps alone is not enough for accurate detection of small object and increasing image resolution is necessary. However, naively increasing image resolution will bring unacceptable computational overhead for real-time applications.
Therefore, we adopt a simple and effective method to increase image resolution efficiently and design an end-toend network to realize this method.
The aforementioned findings will be clarified in detail in Section IV.
B. OVERVIEW
Now, we introduce the Dynamic Up-sampling Network (DUN) for fast small landing gear detection. DUN improves the accuracy of small object detection by increasing image resolution and exploiting the inherent multi-scale features of CNNs. Besides, two methods are adopted to optimize computational overhead. On the one hand, we dynamically up-sample the interesting regions that may have landing gears instead of the entire image. On the other hand, we design a light weight one-stage detector (LWOD) for detection. Fig. 2 shows the architecture of the DUN. DUN consists of a RoI up-sampling module and a landing gear detection module. The RoI up-sampling module is responsible for obtaining the interesting regions on the entire input image and up-sampling these interesting regions. The landing gear detection module detects landing gears on the up-sampled interesting regions and transforms object bounding boxes from the interesting regions to the entire image. We describe each component of DUN next.
C. LIGHT WEIGHT ONE-STAGE DETECTOR
Fast one-stage detectors are preferred in real-time applications. So, we design a light weight one-stage detector (LWOD) for our DUN. Fig. 3 shows the architecture of LWOD, which follows the standard one-stage dense detection pipeline. We use ResNet-18 [7] as our backbone network. We modify this network for detection by removing the top average pooling layer and the 1000-class fully connected layer. Instead, we add on three 3 × 3 convolutional layers with 512 filters each and two parallel 1 × 1 convolutional layers. We use ReLU [1] to activate the feature maps of the three 3 × 3 convolutional layers. The two parallel 1 × 1 convolutional layers perform object classification and bounding box regression respectively. The classification layer with κζ filters predicts the probability of object presence at each spatial position for each of the ζ anchors and κ object classes. The classification layer is followed by the sigmoid activation to output binary predictions. The regression layer with 4ζ filters predicts the relative offset between the anchor and the ground-truth box (we use the standard box parameterization from R-CNN [36] ) for each of the ζ anchors per spatial location.
1) ANCHORS
We use translation-invariant anchor boxes similar to those in the RPN [12] . Following [37] , we run k-means clustering on the training set bounding boxes to automatically find the good anchors which match the sizes and aspect ratios of bounding boxes in the dataset. Specifically, we represent a bounding box by its width and height and run k-means on the bounding boxes in the training set to divide them into ζ clusters. Then we use the centroid of each cluster as an anchor. Note that the Intersection-over-Union (IoU) distance proposed in [37] is adopted for distance metric. We refer to [37] for details. During training, each anchor is assigned a classification target and a 4-vector of box regression targets. We use the assignment rule from RPN [12] but adjust the thresholds for assignment. Specifically, we assign a groundtruth box to two kinds of anchors: (1) the anchor with the highest IoU overlap with the ground-truth box, or (2) the anchor that has an IoU overlap higher than 0.5 with the ground-truth box. And we assign background to an anchor if its IoU is lower than 0.4 with any ground-truth box. If an anchor is unassigned, which may happen with overlap in [0.4, 0.5), it is ignored during training. We set the classification target of an anchor to the class ID (> 0) of the groundtruth box if it is assigned to a ground-truth box; to 0 if it is assigned to background; and to −1 if it is unassigned. Box regression targets are computed as the offset between each anchor and its assigned ground-truth box, or omitted if the anchor is assigned to background or unassigned.
2) TRAINING
The base ResNet-18 [7] model is pre-trained on ImageNet1k [38] . For the other new convolutional layers except the classification layer, their weights are initialized by MSRA [39] and their biases are set to zero. Following [19] , we initialize the weight of the classification layer by a zeromean Gaussian distribution with standard deviation 0.01 and set the bias = − log((1 − π)/π), where π specifies that at the start of training every anchor should be labeled as foreground with confidence of ∼ π. We use π = 0.01 in all experiments. To alleviate the imbalance of positive and negative samples during training a dense one-stage detector, we use focal loss [19] as the loss for object classification. The training loss is the sum of the focal loss and the standard smooth L1 loss [36] used for box regression.
D. RoI UP-SAMPLING MODULE
RoI up-sampling module needs to obtain the interesting regions that may have landing gears fast and accurately. In the landing gear detection task, landing gears are in the airplane and the airplane is easy to detect because of its large scale. Therefore, we can obtain the interesting regions by detecting airplanes. We use the LWOD to detect airplanes on 416 × 416 size images.
During inference, we feed an image to the airplane detector. Then, we decode box predictions after excluding predictions with a confidence less than 0.05. Non-maximum suppression [27] with a threshold of 0.3 is applied to yield the final detections. We keep detections that have confidence higher than 0.1 as the interesting regions.
After obtaining the interesting regions, we up-sampling them to 416 × 416 by bilinear interpolation. Up-sampling the interesting regions to a fixed resolution is equivalent to adopting a dynamic up-sampling rate which is low when the area of the interesting region is large and is high when the area of the interesting region is small. The design of dynamic up-sampling rate normalizes scales of small objects thus making the learning task of the subsequent landing gear detector easier. Besides, up-sampling the interesting regions to a fixed resolution makes the detection on different up-sampled interesting regions can run in parallel, improving the efficiency of the subsequent landing gear detection. 
E. LANDING GEAR DETECTION MODULE
In the landing gear detection module, a landing gear detector is used to detect landing gears on the up-sampled interesting regions. We use a variant of the LWOD which exploits the inherent multi-scale features of CNNs to further improve the accuracy of small landing gear detection. As shown in Fig. 4 , this variant of the LWOD detects on a high-resolution semantic feature map built by combining the shallow feature maps and the deep feature map. We can use a higher resolution input image and directly detect on the deep feature map. But we find that using the high-resolution semantic feature map for detection while up-sampling the interesting regions to 416 × 416 obtains a comparable accuracy as well as much lower computational overhead.
Following [17] , we build high-resolution semantic feature maps on top of the ResNet-18 [7] . The ResNet-18 can be divided into five stages and each stage consists of the layers producing feature maps of the same size. We denote the output of the last layer of each stage in ResNet-18 as {C1, C2, C3, C4, C5}. Note that they have strides of {2, 4, 8, 16, 32} pixels with respect to the input image. Using the top-down pathway and lateral connections proposed in [17] , we build three different resolution semantic feature maps, denoted to {P2, P3, P4}, corresponding to {C2, C3, C4} that are respectively of the same spatial sizes. As shown in Fig. 4 , we use the semantic feature map P2 with the highest resolution to detect.
We adopt MSRA [39] to initialize the weights of the new convolutional layers used to build the high-resolution semantic feature maps and set their biases to zero.
During inference, we feed the up-sampled interesting regions to the landing gear detector. Then, we decode box predictions from at most 1000 top-scoring predictions after excluding predictions with a confidence less than 0.05. Non-maximum suppression [27] with a threshold of 0.3 is applied to yield the final detections.
After obtaining landing gear detections, we transform them from the up-sampled interesting regions to the entire image.
IV. ANALYSIS ON SMALL OBJECT DETECTION
In this section we clarify our findings on the small object detection problem of CNN-based detectors, which motivate us to propose the DUN. We first conduct an analysis to figure out the reasons why CNN-based detectors have difficulty detecting small objects. Then, we analyze the effectiveness of two methods for improving small object detection and present a guidance to design a more accurate detector for small object detection.
A. LANDING GEAR DETECTION DATASET
We build a landing gear detection dataset. Images in the dataset come from videos which have airplanes with a variety of pose and appearance changes. Landing gears in the image are labelled with bounding boxes manually. We divide the dataset into a training set, a validation set, and a test set, containing 1700, 566, 590 images with ground-truth annotations respectively.
As shown in Fig. 1 , landing gears in the dataset are very small. Compared with COCO [40] and PASCAL VOC [41] datasets, our landing gear detection dataset has smaller objects. Therefore, it provides a suitable testbed for evaluating methods on small object detection. Experiments in this section are conducted on this dataset.
B. DETECTOR FOR ANALYSIS
The LWOD introduced in Section III-C which uses a single deep feature map to detect, follows the standard pipeline of modern CNN-based detectors. Therefore, it can reflect the CNN-based detectors' shortcomings on small object detection and can provide a representative platform for studying the small object detection problem. We conduct analyses based on this detector.
C. SMALL OBJECT DETECTION ON DEEP FEATURE MAP
The standard pipeline of CNN-based detectors attaches a detection subnetwork to the deep feature map produced by the top layer of the backbone, usually failing to detect small objects accurately. We conduct an in-depth analysis to figure out the reasons. We find that the low-resolution deep feature map cannot provide discriminative features for small VOLUME 7, 2019 object detection. Besides, the low density of anchors on the low-resolution deep feature map impairs the performance of small object detection.
1) FEATURE DISCRIMINATION ANALYSIS
Feature discrimination plays an important part in detection. Therefore, we train a LWOD which receives 416 × 416 size images on the landing gear detection dataset and analyze whether the deep feature map can provide discriminative features for small objects.
Firstly, we visualize the deep feature map from the trained model. Fig. 5 shows the feature representation difference between small objects and large objects on the deep feature map. When an object has clear appearance (see Fig. 5a , 5b), we find there is a large response at the corresponding position in the deep feature map, which is necessary to realize slidewindow detection. The response range in the deep feature map varies with the scale of object. Compared with the deep feature map of a small object, the deep feature map of a large object has a wide response range and reflects many details in the image, such as the two tires and the brace of the landing gear in Fig. 5b .When an object has obscure appearance and feeble contrast (see Fig. 5c, 5d) , we find the response of a small object in the deep feature map is not discriminative. For example, the response of the leftmost landing gear in Fig. 5c (labeled by a green box) is not large enough to be distinguished from nearby responses. However, for a large object, although some information is lost due to the degradation of the appearance quality, the deep feature map still has large responses at the remaining details of the object, such as the large responses at the left tire and the brace of the landing gear in Fig. 5d . Therefore, we believe that the low-resolution features of small objects on the deep feature map are not as robust as the high-resolution features of large ones. When a small object has obscure appearance and feeble contrast (this is a frequently occurring situation), the deep FIGURE 6. Method for taking out features of an object in the deep feature map. First, the object bounding box (the green box) is mapped from the image to the deep feature map. Given the deep feature map's stride ς, (x, y) and (x/ς, y/ς) are the center coordinates of the object bounding box in the image and in the deep feature map respectively. Then, features in the 1 × 1 region (the blue box) into which the center of the object bounding box falls are taken out.
feature map cannot provide discriminative features for it to be accurately detected.
We further conduct a quantitative analysis on the feature discrimination of small objects on the deep feature map. Considering that the object detection consists of the object classification and the object localization, we design controlled experiments to analyze the ability of the deep feature map to represent class and location of a small object.
In the experiments, we take out features in the deep feature map to represent an object. We first map an object bounding box from the image to the deep feature map. Then, we choose the 1 × 1 region which is closest to the object bounding box in the deep feature map and take out the features in this 1 × 1 region to represent the object (see Fig. 6 ). We find that a 1 × 1 region is big enough to cover the object because objects in the landing gear dataset are really small. Formally, if the center coordinates of the object bounding box in the image are (x, y) and the deep feature map has a stride of ς pixels with respect to the image, then the index for the 1 × 1 region corresponds to:
Equation (1) means the center of the object bounding box falls into the 1 × 1 region with index (i, j), thus the 1 × 1 region is closest to the object bounding box. Thanks to the large receptive field of the deep feature map, the features in above 1×1 region are capable of representing the object even the object is not completely in the 1 × 1 region.
In the small object classification experiment, we adopt the above method to take out features in the deep feature map to represent an object. Then, we use the classification layer to classify based on the features of the object. If the confidence is higher than 0.5, the features lead to a successful classification. We use this evaluation method on the test set of the landing gear detection dataset. Table 1a shows the classification success rate and the average classification confidence on the deep feature map.
In the small object localization experiment, we adopt the same method to take out features in the deep feature map to represent an object. Then, we use the regression layer to regress relative offset based on the features of the object and decode box predictions. If the predicted box has an IoU overlap higher than 0.5 with the object bounding box, the features lead to a successful localization. Evaluation results on the test set of the landing gear detection dataset are shown in Table 1a .
Although the deep feature map in the LWOD has large receptive field (627×627), results in Table 1a indicate that the features in the corresponding 1 × 1 region are not discriminative enough for small object classification and localization. As [22] , [42] , [43] point out, context surrounding the small object can improve small object detection. So, we analyze the ability of the deep features enriched by context to represent class and location of a small object.
We enlarge the 1 × 1 region to n × n. The enlarged region has the same center as the original 1 × 1 region but has richer context information. In order to classify and regress based on the features in the enlarged region, we try two different methods to process the context-enriched features. The first method is that we directly apply the classification layer and the regression layer on enlarged regions. Specifically, we change the kernel size of the predicting layers in the LWOD from 1 × 1 to n × n. The second method is that we adopt a pooling layer to reduce the spatial size of the features before the features are fed into the classification and regression layers. Specifically, we add a n × n maxpooling layer or average-pooling layer with stride 1 before the predicting layers in the LWOD. We train above variants of the LWOD on 416×416 size images on the landing gear detection dataset and adopt aforementioned methods to evaluate their performance of small object classification and localization. Evaluation results are shown in Table 1b-1e.
Results in Table 1 indicate that context information can improve deep feature map's feature discrimination for small object classification and localization. There are two interesting things in Table 1 . Firstly, we find that large convolutional layer can make better use of context information than pooling layer. We think it is the learnable filters make the convolutional layer learning how to use context information. Secondly, we find that the context information in a 3 × 3 region around the small object is enough and a larger region does not get better results. However, the accuracy of small object classification and localization is still low. It demonstrates that the deep feature map cannot provide discriminative features for small object detection.
2) ANCHOR DENSITY ANALYSIS
The stride of slide-window detection also plays an important part in detection. The majority of state-of-the-art modern CNN-based detectors adopt a mechanism called anchor to realize the traditional slide-window detection, while the stride of slide-window detection depends on the density of anchors. Therefore, we analyze the influence of the anchor density on small object detection.
In modern CNN-based detectors, the density of anchors is determined by the resolution of the deep feature map (see Fig. 7a ). However, the deep feature maps in modern CNN-based detectors usually have low resolution due to their large strides with respect to the input image, such as 32 pixels. Therefore, the density of anchors on the deep feature map is low.
During inference, the low density of anchors leads to large stride (32 pixels) of slide-window detection, which is bound to miss many small objects. During training, a ground-truth box is assigned to anchors based on IoU overlaps. We find there are more ground-truth boxes having no overlap or a low overlap with anchors due to the low density of anchors. As shown in Fig. 7b , if a ground-truth box does not have overlap with any anchor, it becomes an invalid ground-truth box. Besides, as shown in Fig. 7c , if a ground-truth box has a low overlap with anchors, these anchors become low quality positive samples which have more background pixels. Both the reduced training data and the low-quality positive samples degrade detection performance. Therefore, we believe the low density of anchors on the low-resolution deep feature map impairs the performance of small object detection.
We further conduct an experiment to demonstrate our viewpoint. We increase the density of anchors in LWOD without changing the resolution of the deep feature map as shown in Fig. 7d . We train and evaluate this variant of LWOD on the landing gear detection dataset. As shown in Table 2 , a much better small object detection performance is obtained by increasing the density of anchors, which strongly supports our viewpoint.
D. ANALYSIS ON SMALL OBJECT DETECTION METHODS
We analyze the effectiveness of increasing image resolution and using shallow feature maps on small object detection and present a guidance for small object detection.
1) INCREASING IMAGE RESOLUTION
Increasing image resolution can increase the resolution of small objects, so these small objects can behave more like large objects that have high-resolution discriminative features on the deep feature map as shown in Section IV-C1. Meantime, increasing image resolution can increase the resolution of the deep feature map, thus leading to denser anchors. Therefore, increasing image resolution can effectively improve small object detection.
To further demonstrate the effectiveness, we train and evaluate two variants of LWOD receiving 832 × 832 and 1664 × 1664 size images respectively on the landing gear detection dataset. As shown in Table 3b and 3c, increasing image resolution indeed improves the accuracy of small object detection.
2) USING SHALLOW FEATURE MAPS
By combining the detail information on the shallow feature maps and the semantic information on the deep feature map, the high-resolution semantic feature maps can provide more discriminative features for small objects. Meantime, the density of anchors on the high-resolution semantic feature maps is higher than that on the deep feature map. Therefore, using shallow feature maps can effectively improve small object detection.
To further demonstrate the effectiveness, we train and evaluate variants of LWOD using shallow feature maps. Following [17] , we build high-resolution semantic feature maps on top of the ResNet-18 [7] . Using the top-down pathway and lateral connections proposed in [17] , we build three different resolution semantic feature maps, denoted to {P2, P3, P4}, corresponding to {C2, C3, C4} that are respectively of the same spatial sizes. As shown in Fig. 8 , we create three variants of LWOD which use {P2, P3, P4} respectively to detect.
We adopt MSRA [39] to initialize the weights of the new convolutional layers used to build the high-resolution semantic feature maps and set their biases to zero. We train and evaluate these variants of LWOD on 416 × 416 size images on the landing gear detection dataset. As shown in Table 3d , 3e, and 3f, the accuracy increases with the resolution of feature map.
3) GUIDANCE FOR SMALL OBJECT DETECTION
We present a guidance for improving accuracy of small object detection by studying the performance difference between increasing image resolution and using shallow feature maps.
When the feature map used to detect has the same resolution, we find increasing image resolution can obtain a higher accuracy of small object detection than using shallow feature maps. We think it is because that the blurred semantic information from the top-down pathway may destroy the details in the shallow feature maps when we build the highresolution semantic feature maps. Meantime, using shallow feature maps is limited in its ability to improve small object detection. Because the resolution of the feature map is limited by the resolution of the input image. Therefore, using shallow feature maps is not an attractive alternative to increasing image resolution for small object detection. Therefore, we conclude that it is necessary to increase image resolution for small object detection.
Following the guidance, we propose the DUN which increases image resolution and uses shallow feature maps together to improve the accuracy of small object detection. Furthermore, as elaborated in Section III, the DUN optimizes computational overhead by dynamically up-sampling the interesting regions that may have landing gears instead of the entire image and using a light weight one-stage detector (LWOD) for detection.
V. EXPERIMENTS
We present experimental results on the landing gear detection dataset. For training, we first train our model on the training set and finetune training parameters on the validation set. Then, we use the training set and the validation set to train our final model. For evaluation, we report PASCAL-style AP [41] on the test set.
A. TRAINING DETAILS
We train the airplane detector and the landing gear detector in DUN separately. We find this training method is more stable than the end-to-end training. Without finetuning, DUN can run end-to-end inference well.
The airplane detector is trained on the landing gear detection dataset with bounding box annotations. The input image is resized to 416 × 416. We adopt SGD on a GPU with 4 images per minibatch. Model is trained for 10 epochs with an initial learning rate of 0.001, which is then divided by 10 at the 6th epoch. Weight decay of 0.0001 and momentum of 0.9 are used.
The landing gear detector is trained on the up-sampled interesting regions. We use ground-truth boxes of airplanes to obtain the interesting regions in the entire image and resize the interesting regions to 416 × 416. Then, groundtruth boxes of landing gears are transformed from the entire image to the up-sampled interesting regions. Before training, we run k-means clustering on these transformed bounding boxes to obtain anchors. We use three different anchors in our experiments. During training, these up-sampled interesting regions and these transformed bounding boxes are fed to the landing gear detector. We adopt SGD on a GPU with 4 images per minibatch. Model is trained for 7 epochs with an initial learning rate of 0.001, which is then divided by 10 at the 6th epoch. Weight decay of 0.0001 and momentum of 0.9 are used. VOLUME 7, 2019 TABLE 4. Comparisons of the performance of our airplane detector and the RPN in generating RoIs. All models are trained on the training and validation set and evaluated on the test set of the landing gear detection dataset. We use horizontal image flipping as the only form of data augmentation.
B. MODEL ARCHITECTURE DESIGN 1) RoI GENERATOR
The airplane detector in our DUN is designed for generating the interesting regions for small landing gear detection, so can be called a RoI generator. A good RoI generator is expected to generate as few invalid RoIs as possible while maintaining a high recall rate. To verify the superiority of the airplane detector in our DUN, we compare it with the RPN [12] . Following the default configuration in [12] , we train and evaluate the RPN on the landing gear detection dataset. During evaluation, we only keep RoIs that have confidence higher than 0.1 for fair comparisons.
As shown in Table 4b , the results of the RPN lag behind ours. On the one hand, our airplane detector can generate RoIs with higher localization accuracy. On the other hand, our airplane detector generates one RoI per object while the RPN generates many invalid RoIs.
We conduct further experiments to present main reasons why the airplane detector has better performance than the RPN. There are some differences in design between the RPN and our airplane detector. Firstly, our airplane detector adopts a stronger but lighter backbone than the RPN. We replace the backbone in the RPN with ResNet-18. Table 4c shows the improved results. Secondly, we normalize the box regression targets by their mean and standard deviation during training, which is an effective trick adopted in [12] , [17] to improve the convergence of the learning process. We use this trick in the RPN and obtain much better results than the original RPN as shown in Table 4d . Thirdly, we do not eliminate the anchors which are out of the image during training like RPN. Table 4e shows the results of the improved RPN.
2) LANDING GEAR DETECTOR
The size of the up-sampled interesting regions and the semantic feature map used to detect in the landing gear detector influence the accuracy and speed of DUN. We show the impact of these two factors in Fig. 9a and plot the accuracy/ speed trade-off curve in Fig. 9b . We resize the interesting regions to 416 × 416 and adopt the P2 feature map for detecting landing gears by default. [40] . We use these comparisons to find the state-of-the-art methods on small object detection.
C. EFFECTIVENESS EXPERIMENTS
LWOD baseline. We conduct effectiveness experiments to verify the effectiveness of several designs in our DUN. Table 5c shows the results of our DUN without adopting the dynamic up-sampling mechanism. With this modification, we feed 416 × 416 size images to the landing gear detector in DUN. The results in Table 5c lag far behind ours, which proves the effectiveness of the dynamic up-sampling on improving the accuracy of small object detection. Furthermore, we compare our DUN with several baselines which simply increase image resolution (Table 5d , 5e). Our DUN obtains a better performance in accuracy with more acceptable computational overhead, which proves the effectiveness of the dynamic up-sampling on optimizing the computational overhead. It can be expected that by further increasing the resolution of the input image, a simple image up-sampling model can achieve the same accuracy as DUN. However, the computational overhead will far exceed DUN. Table 5f shows the results of our DUN without using the high-resolution semantic feature map. With this modification, the landing gear detector in DUN detects on the C5 feature map produced by the top layer of the backbone. DUN improves AP by 7.1 points, which proves the effectiveness of using the high-resolution semantic feature map. Table 6 shows the evaluation results of representative methods on COCO benchmark [40] . We pick out the methods achieving high accuracy on small object detection and evaluate them on the landing gear detection dataset. Table 7 and Fig. 10 compare our DUN with all these methods. Our DUN achieves a competitive accuracy on detecting small landing gears. Moreover, our DUN runs in real-time and is faster than all of the methods in comparisons. Fig. 11 shows some qualitative detection results of the above methods. All methods achieve similar results when the landing gears have a relatively large scale. However, there are more false positives and false negatives in the detection results of Libra R-CNN [44] , YOLOv3 [45] , RetinaNet [19] and FCOS [46] with the landing gears become smaller. While our DUN and Cascade R-CNN-HRNet [47] , [48] , etc. can still detect these landing gears accurately. In addition to the high detection accuracy, our DUN runs in 24 ms per image.
1) THE EFFECTIVENESS OF DYNAMIC UP-SAMPLING
2) THE EFFECTIVENESS OF USING HIGH-RESOLUTION SEMANTIC FEATURE MAP
D. COMPARISON TO STATE OF THE ART
Therefore, DUN is a practical and accurate solution to small landing gear detection.
E. RETHINKING THE DYNAMIC UP-SAMPLING NETWORK
Evaluation results show that DUN achieves a competitive accuracy and an improved speed on detecting small landing gears. Reviewing the design of DUN, we want to make it comprehensible to readers why our DUN can have such a good performance on small landing gear detection.
On the one hand, since DUN is proposed based on in-depth analyses on small object detection, it is not surprising that the DUN which extracts features from a high-resolution input image and detects on a high-resolution semantic feature map can achieve such a high accuracy on detecting small landing gears. Besides, the dynamic up-sampling mechanism FIGURE 11. Qualitative comparisons of single-model results on the landing gear detection dataset. The green, red, yellow boxes denote the true positives, false positives, and false negatives respectively. VOLUME 7, 2019 normalizes scales of landing gears so the network can focus on learning the discriminative features at a certain scale, making the learning task easier. While the Faster R-CNN w FPN [17] , RetinaNet [19] , YOLOv3 [45] , etc. have to learn to cope with larger variations in object scales. On the other hand, DUN only up-samples the interesting regions that may have landing gears instead of the entire image and adopts a light weight one-stage detector (LWOD) for detection, so it has a high speed.
However, in our DUN, small landing gear detection depends on whether the interesting regions that have these landing gears can be generated. Thanks to the effective designs in the airplane detector shown in Section V-B1, the airplane detector can generate the interesting regions accurately. But when the airplane (the interesting regions) becomes a small object itself, we find the airplane detector usually fails to detect it. Since the small airplane detection is a more challenging small object detection problem than the small landing gear detection, we are planning to undertake research into this problem.
VI. CONCLUSION
In this work, we present an analysis on small object detection which demonstrates that the low discrimination of features and low density of anchors on the deep feature map make the CNN-based detectors failing to detect small objects accurately. Based on the analysis, a novel Dynamic Up-sampling Network (DUN) is proposed for fast small landing gear detection. By increasing image resolution and exploiting the inherent multi-scale features of CNNs, DUN improves the accuracy of small object detection. Meantime, by adopting a dynamic up-sampling mechanism and a light weight onestage detector, DUN optimizes the computational overhead. Extensive experiments demonstrate DUN achieves a competitive accuracy and an improved speed on detecting small landing gears. Compared with small landing gear detection, general small object detection is a more challenging problem. We would like to explore this direction in future work. 
