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Abstract
The vastly disparate length and time scales existing in new devices and ma-
terials born out of nanotechnology have made thermal modeling and simulation
more important and more difficult. The experimental thermal characterization
of such systems, e.g. modern computer processors, can be prohibitively difficult
or expensive making numerical simulation the only route to effective technology
design. However, obtaining solutions that account for small scales, but are still
computationally feasible, requires innovative modeling approaches. The research
contained herein represents three independent contributions to the understanding
of the modeling of thermal transport processes in systems with nano-sized fea-
tures. At their common core, all contributions in this thesis are rooted in trans-
port theory—the solution or approximation of the Boltzmann equation (BE)—to
statistically describe a system made up of a great many energy-carrying particles.
The work roughly divides into the three modes of heat transfer—convection, con-
duction, and radiation. First, a framework for the discretization of the BE (in its
many forms) based on lattices is presented. The widely-used lattice Boltzmann
method for the simulation of fluid flow is shown to be a sub-case. The framework
gives a new rigorous foundation to the use of lattice methods which have emerged
in recent years with applications ranging from Brownian motion to astrophysical
radiation. Second, we give a thorough presentation of recently proposed models
of heat conduction derived from the phonon BE which provides rigor and insight
into the different approaches. Most notably, the “new heat equation” is derived
directly from the phonon BE for the first time along with a novel boundary con-
dition. The result is shown to give excellent agreement with the more detailed
description provided by the equation of phonon radiative transport. Last, we
provide the radiative characterization of a nano-porous material using Maxwell’s
equations in order to recover coefficients to the linear BE governing thermal ra-
diative transfer.
iii
Contents
Acknowledgements i
Dedication ii
Abstract iii
List of Tables vii
List of Figures viii
1 Introduction 2
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Scope of research and summary of contributions . . . . . . . . . . 4
2 Overview of relevant physics: transport theory 8
2.1 The distribution function and phase space . . . . . . . . . . . . . 8
2.2 Transport equations . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Linear transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3 Lattice Methods 16
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2 General framework . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2.1 Discretization in velocity space . . . . . . . . . . . . . . . 18
3.2.2 Discretization in space and time . . . . . . . . . . . . . . . 21
iv
3.2.3 Quadrature Accuracy . . . . . . . . . . . . . . . . . . . . . 23
3.3 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3.1 BGK Boltzmann equation . . . . . . . . . . . . . . . . . . 24
3.3.2 Fokker-Planck equation . . . . . . . . . . . . . . . . . . . . 30
3.3.3 Linear Boltzmann equation . . . . . . . . . . . . . . . . . 34
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.6 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4 Thermal Transport by Phonons 42
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2 Overview of phonon transport physics and problem statement . . 44
4.3 The equation of phonon radiative transport: the photon/phonon
analogy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.3.1 The ballistic-diffusive approximation . . . . . . . . . . . . 51
4.3.2 The new heat equation . . . . . . . . . . . . . . . . . . . . 58
4.3.3 Another candidate . . . . . . . . . . . . . . . . . . . . . . 68
4.4 The C-F model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.4.1 Governing equation . . . . . . . . . . . . . . . . . . . . . . 70
4.4.2 Boundary and initial conditions . . . . . . . . . . . . . . . 73
4.5 Numerical formulations . . . . . . . . . . . . . . . . . . . . . . . . 74
4.5.1 Numerical Formulation in Space . . . . . . . . . . . . . . . 76
4.5.2 An isochronous integration framework [GS4] for time dis-
cretization of first/second-order Systems . . . . . . . . . . 78
4.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.6.1 Temperature jumps and effective thermal conductivity . . 91
4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.8 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5 Radiative Scattering by 3DOM Ceria Particles 97
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
v
5.2 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.3 Governing Equations . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.4 Solution methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.4.1 Discrete dipole approximation . . . . . . . . . . . . . . . . 103
5.4.2 Finite element method . . . . . . . . . . . . . . . . . . . . 106
5.4.3 Lorenz-Mie theory . . . . . . . . . . . . . . . . . . . . . . 108
5.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.5.1 Orientation-averaged radiative properties . . . . . . . . . . 110
5.5.2 Effects of particle orientation . . . . . . . . . . . . . . . . 111
5.5.3 Lorenz-Mie theory . . . . . . . . . . . . . . . . . . . . . . 112
5.5.4 Numerical validation . . . . . . . . . . . . . . . . . . . . . 112
5.6 Summary and conclusions . . . . . . . . . . . . . . . . . . . . . . 113
5.7 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
References 117
Appendix A. BGK-Boltzmann Lattice Weights 131
A.1 D1Q3 LBM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
A.2 D2Q9 and D3Q27 LBM . . . . . . . . . . . . . . . . . . . . . . . 133
A.3 D2Q6 LBM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
A.4 D2Q7 LBM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
A.5 D3Q19 LBM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
vi
List of Tables
3.1 Discrete force representation for the D2Q9 case used to solve the
Taylor-vortex with bulk motion problem. Here C1 = 2/
√
3RT and
C2 = 1/2/
√
3RT . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Discrete force and scattering term definition of the lattice FPE for
the D1Q3 case. C3 = vT
√
6 and C4 = 6/γ. . . . . . . . . . . . . . 33
4.1 A summary of the models developed in this chapter along with their
boundary conditions. All equations are in their non-dimensionalized
form. For each row, the boundary condition for x = 0 (η = 0) is
listed on top and the one for x = L (η = 1) is at the bottom. The
exact expressions for the non-dimensional ballistic temperature and
heat flux results for the thin film problem can be found in the table
but not in this chapter. More details can be found in [59]. . . . . 75
5.1 Particle orientations considered in this study. Cases 1, 3, and 4
represent a plane wave traveling along a major symmetry plane of
the lattice resulting in transparent windows in the particle. . . . . 101
A.1 Discrete force term for the D1Q3 case. C5 = 2
√
3RT . . . . . . . 133
A.2 Force term for the LBM D2Q6 lattice. C6 = 12
√
RT/
√
2. C7 =
2
√
6RT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
A.3 Force term for the LBM D2Q7 lattice. C8 = 12
√
RT . C9 =
12
√
RT/
√
3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
A.4 Force term for the LBM D3Q19 lattice. C10 = 2
√
3RT . . . . . . . 139
vii
List of Figures
1.1 Examples of modern technologies exhibiting both nano- and macro-
scopic length scales. (a) The latest computer processors from Intel
utilize millions of 22 nanometer transistors on a chip that measures
a few centimeters. How can size effects be effectively incorporated
into a heat transfer simulation when dealing with this dramatic size
range? Images from [1, 2]. (b) A dual-zone solar thermo-chemical
reactor for producing components of synthetic gas featuring reac-
tive thin-walled cerium-dioxide micro-structure undergoing partial
reduction/oxidation reactions. The porous material has features
on the scale of nanometers yet the full reactor is on the scale of
meters. Can we predict how these nano-scale features effect the
macroscopic performance? . . . . . . . . . . . . . . . . . . . . . . 3
viii
2.1 A summary of the physical theories underlying the three modes
of heat transfer with respect to length scales along with popular
numerical solution methods. Governing equations or theories are
given in bold along with their numerical solution methods listed be-
low them. Key: *—item receives significant treatment in the thesis
ˆ—item is used or discussed in the thesis †—after a proper veloc-
ity discretization by DOM or PN, ordinary continuum simulation
methods such as those listed under macroscopic theory are used Ab-
breviations: DOM—discrete ordinates method PN—spherical har-
monics approximation GS4—Generalized Single Step Single Solve
QFT—quantum field theory . . . . . . . . . . . . . . . . . . . . . 9
2.2 Examples of the atomic-scale physics often integrated into trans-
port equations. (a) A plot of the absorption coefficient versus
wavenumber used for high resolution simulations of thermal ra-
diation in participating gases [6]. (b) A phonon dispersion relation
for a fictional material. . . . . . . . . . . . . . . . . . . . . . . . 13
3.1 Lattice solutions of the Taylor-vortex with bulk motion. (a) Snap-
shots in time along x = 0 and (b) a vector plot visualization of the
lattice solution at a single point in time. . . . . . . . . . . . . . . 30
3.2 A convergence plot showing the second-order accuracy of the pre-
sented formulation. . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3 A solution to the FPE using the algorithm derived in Section 3.3.2
plotted against the exact solution given by (3.34). . . . . . . . . . 34
ix
4.1 Size dependent phonon transport regimes in a thin solid film. The
Knudsen number Kn = λ/L is defined in terms of the thickness
of the film given by L and the average distance traveled between
scattering of heat carriers is represented by λ. From left to right,
the three primary transport regimes are described as follows: The
Fourier regime—heat carriers scatter repeatedly in traveling across
the thin film creating the classical description of heat conduction
associated with a temperature gradient. The transition regime—
since the thickness of the film is on the order of the mean free
path of the heat carriers, some scatter and some do not leading to
partially ballistic and partially diffusive transport. The ballistic or
Casimir regime—all carriers travel in a ballistic manner across the
film causing radiation-like transport. . . . . . . . . . . . . . . . . 44
4.2 An illustration of the approximation used to obtain the boundary
condition (4.84). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.3 Equilibrium distribution functions vs energy (frequency) justifies
the energy split suggested by the C-F model. Reproduced from [50]. 71
4.4 Kn = 0.1: the highly diffusive regime. Compare with Figure 4.1a. 84
4.5 Kn = 1: the transition regime. Compare with Figure 4.1b. . . . 85
4.6 Kn = 10: the highly ballistic regime. Compare with Figure 4.1c. . 87
4.7 Snapshots in time demonstrating the shortcomings of the NHE
and the BDA in approximating the EPRT. Key: Diff-TE: the dif-
fusive part of the original BDA formulation where “TE” stands
for “Telegraphers equation.” Diff-NHE: the diffusive part of the
ballistic-NHE. B-NHE: the sum of ballistic and diffusive parts of the
ballistic-NHE NHE-BC: the NHE along with the newly-proposed
boundary conditions (4.84). . . . . . . . . . . . . . . . . . . . . . 89
x
4.8 Convergence plots demonstrating the second-order accuracy of the
iIntegration framework. First- and second-order systems in time
can be solved using the same code here demonstrated by (a) the
hyperbolic heat equation and (b) the parabolic heat equation. . . 90
4.9 Dimensionless temperature jump at the surface of the thin film as
a function of Knudsen number as predicted by (4.84). . . . . . . . 92
5.1 Scanning electron microscope images of 3DOM ceria with (a) 10000
times magnification and (b) 300 times magnification. . . . . . . . 100
5.2 Illustration of target orientation angles and incident wavevector
direction as well as a unit cell of 3DOM ceria . . . . . . . . . . . 101
5.3 DDA geometrical representation of the model 3DOM ceria particle
for (a) θ = 0 and φ = 0, (b) θ = 22.5 and φ = 0, (c) θ = 45 and
φ = 0, and (d) θ = 45 and φ = 45. . . . . . . . . . . . . . . . . . . 104
5.4 FEM geometrical representation of the model 3DOM ceria particle
for (a) θ = 0 and φ = 0, (b) θ = 22.5 and φ = 0, (c) θ = 45 and
φ = 0, and (d) θ = 45 and φ = 45. . . . . . . . . . . . . . . . . . . 106
5.5 Orientation-averaged spectral radiative properties of the 3DOM ce-
ria particle for the spectral range 300–10,000 nm: (a) absorption
efficiency factor, (b) scattering efficiency factor, (c) extinction effi-
ciency factor, and (d) asymmetry factor. . . . . . . . . . . . . . . 115
5.6 Spectral radiative properties of the 3DOM ceria for various par-
ticle orientations for the spectral range λ = 300 nm − 10000 nm:
(a) absorption efficiency factor, (b) scattering efficiency factor, (c)
extinction efficiency factor, and (d) asymmetry factor. . . . . . . 116
xi
1“[Error] is in the nature of science.
Only through error, error is conquered.”
— K. Razi Naqvi
Chapter 1
Introduction
1.1 Motivation
Engineers and scientists can now boast of the ability to work on extraordinary
scales. Modern macroscopic devices, such as those found in figure 1.1, contain
components measured in nanometers. Similarly novel bulk materials, such as
those based on carbon nanotubes or nanoparticles, have features constructed on
the nanoscale. These extraordinarily disparate length scales found in modern
technology result in some significant new challenges. The characterization of such
materials and devices, needed to facilitate new technology development, can be
extraordinarily difficult or even impossible by experimental methods. Even if
characterization is possible, it is likely exorbitantly expensive. In such cases the
use of predictive computational tools becomes tantamount to the design process
in terms of minimizing time and cost as well as evaluating feasibility and perfor-
mance. The work contained in this thesis creates new modeling and computation
methodologies, or utilizes existing ones, in order to analyze thermal transport
processes in systems exhibiting very disparate scales of space and time.
2
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Figure 1.1: Examples of modern technologies exhibiting both nano- and macro-
scopic length scales. (a) The latest computer processors from Intel utilize mil-
lions of 22 nanometer transistors on a chip that measures a few centimeters.
How can size effects be effectively incorporated into a heat transfer simulation
when dealing with this dramatic size range? Images from [1, 2]. (b) A dual-
zone solar thermo-chemical reactor for producing components of synthetic gas
featuring reactive thin-walled cerium-dioxide micro-structure undergoing partial
reduction/oxidation reactions. The porous material has features on the scale of
nanometers yet the full reactor is on the scale of meters. Can we predict how
these nano-scale features effect the macroscopic performance?
41.2 Scope of research and summary of contribu-
tions
The research contained in this thesis is loosely divided into three chapters by the
three macroscopic modes of heat transfer: convection, conduction, and radiation.
The common thread that binds all aspects of this research is the use of kinetic
transport theory to describe the physical system under study as a large collection
of particles that interact with their surroundings through the use of some form
of the Boltzmann equation (BE). Before getting to original contributions of the
thesis, an overview of relevent physics is given in Chapter 2.
Chapter 3 presents an original framework for the discretization and solution
of the BE itself. The discretization is based on a lattice and enjoys widespread
use within the fluid mechanics community under the name “lattice Boltzmann
method” (LBM). This method has emerged as a competitive alternative to tradi-
tional Navier-Stokes-based fluid mechanics simulations. Not only is the method
simple and scaleable, its foundations are in the more fundamental physics of fluids
based on the BE whose validity can extend below the scales of the Navier-Stokes
description.
Interest in lattice-based solvers have grown due to the success of the LBM.
Applications to other transport-equation-based physics have led to a need to put
the method on a firm foundation. In this work we formulate a rigorous framework
for the generation of lattice-based numerical solution methods that is applicable
to arbitrary transport equations. The approach is based on a weighted residual
method to discretize velocity, space, and time. The unifying framework provides
a new perspective on the a priori derivation of the LBM, which is shown to be a
particular case of our methodology. We demonstrate the flexibility and ease of the
new framework by formulating lattice transport equations for numerous physical
problems including dilute gases (LBM), radiative transfer, and Brownian motion.
Numerical examples are also included for elucidation and verification.
5All contents of this chapter are the original work of the author. Origi-
nal contributions contained in Chapter 3: (i) a rigorous framework for
the development of lattice transport equations directly from the con-
tinuous transport equation, (ii) a derivation of the lattice discretiza-
tion of the radiative transport equation, (iii) a new expression for the
macroscopic force appearing in the lattice kinetic equation, and (iv)
rigorous demonstration that the point-wise approximation holds for
lattice discretization of the scattering term of the BE.
Chapter 4 is a monograph dedicated to the solution and approximation of
the relaxation time phonon BE. Efforts to describe heat conduction at smaller
scales have led to numerous developments based on this equation. The equation
of phonon radiative transport (EPRT) has provided a vehicle for the approximate
solution to the phonon BE by analogy with the photon radiative transfer equation.
While approximations to the phonon BE that stay within the realm of statisti-
cal physics—such as EPRT—can provide accurate predictions, their reliance on
a seven-dimensional phase space description of transport is computationally pro-
hibitive. We give two promising approximation approaches to the EPRT. The
first is the widely-cited ballistic-diffusive approximation and the second is a novel
approach to the modeling of heat conduction in thin films whose theory is rooted
in the original efforts to describe Brownian motion in the 1930’s termed the new
heat equation (NHE). The NHE is derived directly from the phonon BE for the
first time and a new boundary condition is found. The model is shown to agree
with EPRT predictions very well despite being dependent upon only space and
time. This approximation is therefore very promising for use in computationally
efficient modeling of very small-scale devices and materials.
Another phonon-BE-based model is derived, the C-F model, that has the abil-
ity to recover both the classical heat conduction equation and the hyperbolic heat
conduction equation based on the choice of a novel parameter. Other choices for
the parameter yield new mathematical models. Because of its generality all mod-
els, except EPRT, are discretized in terms of the C-F model. The newly-developed
6time marching scheme, iIntegrators, provides a unified approach to the discretiza-
tion of the first- or second-order ordinary differential equations in time resulting
from spatial discretization approaches such as the finite element method.
The contents of this chapter regarding the derivation and analysis of
EPRT, the ballistic-diffusive approximation, NHE, and C-F are the
author’s own. However, ample credit is due to Professor K. Razi
Naqvi and Professor Kumar K. Tamma for their original development
and aid in understanding of the NHE and C-F models, respectively.
The original time discretization method presented in this chapter was
done in collaboration with Professor Siti Masuri. Original contribu-
tions contained in Chapter 4: (i) a full derivation of the new heat
equation based on the phonon BE (previous efforts are based on the
Fokker-Planck equation or Langevin equation), (ii) a boundary condi-
tion which accurately predicts the expected temperature jump in thin
films, (iii) a derivation of the thin film effective thermal conductiv-
ity found originally by consideration of the EPRT and (iv) a unified
approach to time discretization.
The work presented in Chapter 5 utilizes electrodynamics, a fundamental the-
ory valid down to nano-scales, to recover the necessary inputs to solve the ra-
diative transfer equation, a form of the linear BE. Radiative properties of spheri-
cal heterogeneous particles consisting of three-dimensionally ordered macroporous
(3DOM) cerium dioxide (ceria) are numerically predicted in the spectral range
290–10000 nm. The particles are 1000 nm in diameter, with interconnected pores
of diameter 330 nm and a face-centered cubic lattice arrangement. Predictions
are obtained by solving macroscopic Maxwell’s equations using the discrete dipole
approximation and the finite element method as a complementary means of nu-
merical prediction. The scattering and absorption efficiency factors as well as the
asymmetry factor are determined as a function of the particle orientation rela-
tive to the direction of the incident plane wave. The scattering and absorption
7efficiency factors show significant dependence on the particle orientation in the
spectral range 560–1000 nm. Compared to homogeneous ceria particles, 3DOM
particles of the same diameter have a significantly reduced extinction efficiency
for wavelengths greater than 560 nm. Approximating the 3DOM particles as a
homogeneous sphere with properties calculated from an effective medium theory
is also considered. This approach is shown to be valid only for wavelengths much
greater than the pore size, which demonstrates that a detailed geometrical repre-
sentation of the internal particle structure is essential to obtain accurate radiative
characteristics of highy-ordered nano-structured particles.
In this chapter finite element, effective medium, and Mie theory calcu-
lations, as well as analysis are the work of the author. The overview of
thermochemical cycles appearing in this chapter is due Professor Wo-
jciech Lipin´ski. The discrete dipole approximation calculations were
performed by Professor Jaona Randrianalasoa. Original contributions
contained in Chapter 5: (i) radiative characterization of particles made
up of a highly regular lattice of pores, and (ii) an analysis of the va-
lidity of volume averaging theory for the particles under study.
Chapter 2
Overview of relevant physics:
transport theory
The theory contained in this chapter is often found under the heading “Kinetic
Theory.” We have chosen the term “Transport Theory” after the definition used
by Duderstadt and Martin in their very clear and enlightening treatment of the
subject [3]: Transport theory is a sub-set of kinetic theory whose primary concern
is the solution or approximation to equations provided by kinetic theory to obtain
meaningful insights on physical problems. Thus, we do not go deeply into kinetic
theory, only deeply enough that we might understand the governing transport
equations and the quantities extracted from them. Much of the remainder of the
thesis will be focused on the generation of new solution methods (Chapter 3) and
approximation methods (Chapter 4).
2.1 The distribution function and phase space
The physics of classical heat transfer are limited to the assumption of local ther-
modynamic equilibrium in a control volume. This allows one to define a local
temperature and heat flux and to construct partial differential equations. These
equations, along with the proper boundary and initial conditions, give solutions
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everywhere in space and time. Such a description of the world belies the fact
that matter is not a continuum. Rather, it is made up of a vast multitude of
interacting particles. At the most fundamental level, one can describe the world
in terms of these individual particles using quantum theory. In order to take a
quantum theoretic description and use it as a predictive tool at the scale of say
a diesel engine, one must solve for so many degrees of freedom that the problem
becomes intractable. In order to preserve some of the detailed physics that can
be accounted for using quantum theory, while still having a manageable amount
of information, one must turn to a statistical description of reality, see Figure 2.1.
This description has at its core, not unexpectedly, a probability—the distribution
function:
f(x,v, t) d3x d3v represents the mean number of particles located be-
tween x and x + dx and has a velocity between v and v + dv at time
t. Units: f [=](m3 · (m/s)3)−1.
This definition is relatively standard, although we have used a slightly adjusted
version from [4]. Additionally, we define
n(x, t) d3x represents the mean number of particles located between x
and x + dx regardless of velocity at time t.
From these definitions we have the relationship,
n(x, t) =
∫
f(x,v, t) d3v. (2.1)
All information about a given system is (statistically) contained within the dis-
tribution function. Once it is known, quantities of physical interest, e.g. density
or heat flux can be calculated. The physical description of a system using the
distribution function is, in a sense, simpler since we are now only dealing with a
single scalar function. However, the price we have paid for such a description is
the additional dependence on particle velocity making the distribution function
a seven-dimensional variable—a function of phase space. The added difficulty of
11
extra independent variables with respect to numerical simulation will be given
extensive treatment in Chapter 3.
If we normalize the distribution function in terms of the particle velocity,
1
n(x, t)
∫
f(x,v, t) d3v = 1, (2.2)
we can see that the normalized distribution function has all the characteristics of
a probability density function. Using this probability, it is natural to define the
mean value of some quantity χ as,
〈χ〉(x, t) = 1
n(x, t)
∫
χ(x,v, t)f(x,v, t) d3v. (2.3)
The mean value of a particle-level physical quantity goes by at least one other
name which we will use most commonly in this work—moment. The quantity 〈χ〉
is the value of χ averaged over particles traveling with any velocity at a location
between x and x + dx at time t. Conceptually, we have “smeared out” the
small-scale behavior (particle velocities) of the distribution function and ended
up with a quantity that is only in terms of variables that are independent of
length scale—space and time. We have therefore connected the statistical world
to the macroscopic world by finding the most likely configuration of particles
with respect to some measureable quantity in position space—the mean value or
moment. In general, we can define the µth moment by
〈χµ〉(x, t) = 1
n(x, t)
∫
χ(x,v, t)µf(x,v, t) d3v. (2.4)
For illustration, consider a gas of molecules. In this case, n(x, t) is the particle
density, generally denoted by ρ(x, t), and the macroscopic velocity of the fluid is
u(x, t) = 〈v〉(x, t) = 1
ρ(x, t)
∫
vf(x,v, t) d3v. (2.5)
12
Similarly, we can find the average kinetic energy of the fluid made up of molecules
with mass m using
〈ε〉 = 1
2
m〈v2〉(x, t) = m
2ρ(x, t)
∫
v2f(x,v, t) d3v. (2.6)
We can further define a moment which describes the behavior of an entire
system over time,
χµ(t) =
1
N(t)
∫ ∫
χ(x,v, t)µf(x,v, t) d3v d3x, (2.7)
where
N(t) =
∫ ∫
f(x,v, t) d3v d3x (2.8)
is the total number of particles in the system. Note that the quantity χµ(t) is also
often referred to as a moment.
2.2 Transport equations
In order to obtain the macroscopic moments, we need to have the distribution
function for all values of x, v, and t. In kinetic theory, one generally obtains this
function by solving a transport equation. Here we use the terms “transport equa-
tion,” “kinetic equation,” and “Boltzmann equation” interchangeably to mean
an equation that describes phase space evolution of a single particle distribution
function. Such equations are derived in a number of ways. In the realm of classical
physics1 describing the behvior of a dilute gas, the most fundamental derivation
begins at the particle level and reduces the very large set of equations of mo-
tion corresponding to each particle down to a single particle distribution function
through various approximations [5]. Phenomenological derivations using control
1In this work we deal exclusively with classical or semi-classical kinetic theory. That is to say
we either describe particles classically or assume particles arising from quantum theory—such
as phonons—can be described classically. Quantum kinetic theories do exist [5] but are beyond
the scope of this work.
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(a) (b)
Figure 2.2: Examples of the atomic-scale physics often integrated into transport
equations. (a) A plot of the absorption coefficient versus wavenumber used for
high resolution simulations of thermal radiation in participating gases [6]. (b) A
phonon dispersion relation for a fictional material.
volumes, such as those found in [4, 6, 3], are quite common.
In its most general form, a transport equation is written
∂f
∂t
+ v ·
∂f
∂x
+ F ·
∂f
∂v
= Φ + s, (2.9)
where F = ∂v
∂t
is the force per mass acting on a particle, s is a source of particles,
and Φ is the collision term. This equation very generally describes the behavior of
a collection of particles. The physical systems that fall under this description range
from astrophysical transport of photons to electron transport in a semiconductor.
The unique form of the collision term is what gives each system its distinctive
physical qualities and can take on very different mathematical forms. For example,
the classical BE describing a dilute gas takes the form of a seven-fold integral while
a plasma undergoing grazing collisions can be described by a scattering term
represented by first and second order derivatives in velocity (the Fokker-Planck
equation) [5]. More detailed examples will be given in Chapter 3.
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2.3 Linear transport
The linear BE is a sub-case of the general transport equation (2.9) that arises in
numerous areas of physics. Because of its prominence in this thesis, we will give a
more detailed overview here. There are two defining features of the linear BE. (i)
We assume that all particles travel at a single speed c. As a consequence any ve-
locity can be described by this speed along with some direction sˆ such that v = csˆ
so f = f(x, sˆ, t). The direction, in turn, can be defined by two angles θ and φ.
Thus, phase space is reduced from a seven-dimensional space to a six-dimensional
one. (ii) We assume that particles with a defining quality such as frequency or
wavenumber only interact with other particles with that same quality. In the
case of photonic radiative transfer and its phononic analogy—both found in this
thesis—we will identify particles by their frequency. Detailed frequency-dependent
physics, or similarly wavenumber-dependent as seen in Figure 2.2, arising from
fundamental theories are often used as inputs to provide the most accurate de-
scription of transport possible. These inputs serve as a bridge between the atomic
scale and the mesoscale. In Chapter 5 we utilize Maxwell’s equations to provide
such a fundamental description of porous particles and recover the scattering and
absorption coefficients needed for the transport equation for photons which will
be given shortly. To accommodate these two new assumptions, the distribution
function takes on the spectral definition:
fω(x,v, t) d
3x d3v represents the mean number of particles with a fre-
quency between ω and ω + dω located between x and x + dx and
whose direction of propagation lies between θ as well as θ + dθ and φ
and φ+ dφ at time t. Units: fω[=](m
3 · sr · (s−1))−1.
Then naturally,
n(x, t)ω d
3x represents the mean number of particles with a frequency
between ω and ω + dω located between x and x + dx regardless of
velocity at time t.
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The linear BE for a particular frequency ω can be written as [3]
1
c
∂fω
∂t
+ sˆ ·
∂fω
∂x
= −κωfω − σωfω + σω
4pi
∫
p(sˆ, sˆ′)fω(sˆ′) dΩ′ + s (2.10)
where κ is the absorption coefficient, σ is the scattering coefficient, p is the scatter-
ing phase function, and dΩ = sin(θ) dθ dφ is the infinitesimal solid angle formed
by the angles θ and φ that define the direction sˆ. In the case of photon scattering
in the vaccuum of space or (to an extraordinarily close approximation) in the
atmosphere, where they truly travel at a single speed, this equation is an exact
form of the BE. For other cases where this equation is applied, such as to phonons
in Chapter 4, it is an approximate form of the governing transport equation.
Additionally, the moments described in Section 2.1 are redefined to include
frequency dependence and a constant speed,
〈χµω〉(x, t) =
1
n(x, t)
∫
χ(x, sˆ, t)µfω(x, sˆ, t) dΩ, (2.11)
such that, ∫
〈χµω〉 dω = 〈χµ〉. (2.12)
Similarly,
χµ(x, t) =
1
N(t)
∫ ∫
χ(x, sˆ, t)µfω(x, sˆ, t) dΩ dω d
3x. (2.13)
Chapter 3
Lattice Methods
3.1 Introduction
Lattice-based simulation techniques, such as the lattice Boltzmann method (LBM),
for numerical solution to transport problems have seen enormous growth in recent
decades. The popularity of such methods can be attributed to the simplicity of
their implementation, even for very complex problems, and to their scalability
due to the explicit nature of computations. The LBM can be seen as the parent
of most lattice-based solution methods. Although the LBM is formulated for the
simulation of dilute gases, methods inspired by the LBM have been applied in
a wide variety of research areas beyond fluids. Examples can be found in rela-
tivistic hydrodynamics [7], non-ideal gases [8], weakly ionized isothermal plasmas
[9], thermal radiative transfer [10], phonon-mediated thermal transport [11], and
Brownian motion [12].
Well-established solution approaches, such as the finite element method, for
the solution of partial differential equations involving only functions of space and
time have achieved a level of sophistication where one only needs to choose discrete
solution points (a mesh) and an approximating function (an element type). After
these choices, the discretization is essentially an automated process where contin-
uous equations are transformed into discrete ones for numerical implementation.
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A framework to generate lattice methods directly from the governing transport
equations is well-known for a limited number of problems. However, a framework
does not exist for arbitrary transport problems.
The LBM, or any other lattice method by extension, is rooted in cellular
automata [13], but has since become a free-standing solution strategy in its own
right. The works of He and Luo [14], Shan and co-workers [15, 16], and Abe [17]
have shown that despite its origins, LBM is, in fact, a particular discretization
of the Boltzmann Equation (BE) under the BGK approximation. That is, the
LBM can be shown to be a discretization of a continuous theory in an a priori
fashion which dispenses with the need for the a posteriori parameter-matching
methods inherent to cellular automata. These theories have been shown to be
robust enough to extend a priori treatments beyond the BGK approximation.
Examples include non-ideal gases by a discretization of the Enskog equation [18],
binary gas mixtures [19], and solution to the Fokker-Planck equation [12]. While
enlightening, these works are still not general enough to be applied to arbitrary
physical problems that include arbitrary external force terms and collision terms.
As a consequence, the parameter-matching approach has persisted in much of the
lattice-based solution literature.
In this exposition, a framework to generate lattice methods for arbitrary trans-
port problems is formulated using a weighted residual approach. From the high-
level framework it is show that a posteriori formulations of lattice methods are
unnecessary if one can formulate a proper interpolatory quadrature or cubature
in velocity space, regardless of the form of the scattering term. The methodology
is first presented for a very general transport equation. The approach is then
applied to three different examples to demonstrate the ease and flexibility of the
framework. We consider this work important not only to shed light on existing
methods, but also to provide a rigorous methodology for applying powerful and
scalable lattice methods to new problems.
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3.2 General framework
The problem we consider here is the solution to transport equations in the general
form [3],
∂f
∂t
+ v ·
∂f
∂x
+ F ·
∂f
∂v
= Φ
(
x,v, t; f,
∂f
∂v
,
∂2f
∂v2
;M (0), ...,M (m)
)
+ s, (3.1)
where f = f(x,v, t) is the distribution function, x is a location in space, v is the
microscopic particle velocity, F is an external force per unit mass, t is time, and
s is a source term. The non-linear operator Φ is, in general, a function of the
macroscopic moments. The µth moment is given by
M (µ)(x, t) =
∫
Γ
vµf(v,x, t) dDv, µ ∈ {0, ...,m}, (3.2)
where Γ represents a potentially infinite interval of velocity space and D is the
dimensionality of the problem under consideration.
We will proceed with the derivation by first discretizing (3.1) in velocity space
in Section 3.2.1, then simultaneously in space and time in Section 3.2.2.
3.2.1 Discretization in velocity space
To begin the derivation, we approximate the solution in velocity space in a manner
standard to weighted residual methods [20]:
f(x,v, t) ≈
N∑
k
ψk(v)ak(x, t), (3.3)
where ψk represents a set of complete, linearly independent approximating func-
tions and ak are the corresponding expansion parameters. Our choice for the
approximating function is
ψk =
W (v)λk(v)∫
Γ
W (v)λk(v) dDv
= W (v)λk(v)/wk. (3.4)
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Here W (v) is a weighting function corresponding to an appropriate quadrature
for approximating the macroscopic moment given by (3.2) 1. Note that we use
“quadrature” to mean both multivariate and one-dimensional numerical inte-
gration methods. The set of functions, called cardinal functions [21], λk(v),
k ∈ {1, ...N} satisfy λk(vj) = δkj where δkj is the Kronecker delta. The func-
tion L(f,v) =
∑N
i λif(x,vi, t) interpolates the distribution function at N points
in velocity space and satisfies L(f,vi) = f(x,vi, t). Details on the construction of
these approximating functions for the case of LBM can be found in the appendix.
Before we proceed, we point out some features of the proposed approximation:
(i) Each ψk corresponds to a properly normalized distribution since
∫
Γ
ψk d
Dv = 1.
Thus we seek a solution that is a superposition of pre-determined normalized
distributions. (ii) The integral in the denominator denoted by wk corresponds
to the weight of an interpolation-based quadrature scheme [21]. This will have
important consequences in the recovery of macroscopic moments. We will soon
show that this choice of approximating function will immediately lead to a lattice
transport equation and that the chosen interpolation points vj correspond to a
unique choice of velocity space discretization, quadrature, and lattice.
Substituting (3.3) into (3.1) gives
(
∂
∂t
+ v ·
∂
∂x
+ F ·
∂
∂v
) N∑
k
ψk(v)ak − Φ− s = Rv, (3.5)
where Rv is the residual resulting from our approximation. We employ a collo-
cation method to obtain a solveable set of equations. In other words, we impose
that the residual goes to zero at a finite number of points corresponding exactly
to the points of the pre-determined quadrature. By applying a weighted integral
procedure with the weight function given by the Dirac delta function we impose:∫
Γ
δ(v − vj)Rv dDv = 0. (3.6)
1e.g. W (v) = e−v
2/C would be chosen in the one-dimensional case for an integration over R
where C is some reference velocity
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Using the sifting property of λk and multiplying by wj/W (vj) gives
∂aj
∂t
+ vj ·
∂aj
∂x
+ Fj = Φj + sj, (3.7)
where sj = wjW (vj)
−1s, Φj = wjW (vj)−1Φ¯j and Φ¯j is the discrete scattering
term for the jth velocity resulting from the velocity descretization process just
described. This term cannot be written in a more precise form until the problem
at hand is defined. We will give details of its evaluation in the next section in
some example problems. Fj is the discrete force term given by
Fj = F(vj) ·
wj
W (vj)
N∑
k
ak
∂ψk
∂v
∣∣∣∣
v=vj
. (3.8)
Equation (3.6) establishes the relationship,
f(x,vj, t) ≈ W (vj)
wj
aj(x, t). (3.9)
as well as
∂f
∂v
∣∣∣∣
v=vj
≈
N∑
k
ak
∂ψk
∂v
∣∣∣∣∣
v=vj
. (3.10)
Using (3.9), (3.10), and the assumption that the abscissa chosen to evaluate (3.4)
produces an accurate enough quadrature scheme we can write the macroscopic
moments (3.2) as
N∑
j
vµj aj ≈
N∑
j
vµj
wj
W (vj)
f(x,vj, t) =
∫
Γ
vµf dDv = M (µ), (3.11)
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and the macroscopic forcing behavior as
N∑
j
vµj Fj ·
wj
W (vj)
N∑
k
ak
∂ψk
∂v
∣∣∣∣
v=vj
≈
N∑
j
wj
W (vj)
vµj Fj ·
∂f
∂v
∣∣∣∣
v=vj
=
∫
Γ
vµF ·
∂f
∂v
dDv. (3.12)
Thus, the expansion parameters aj introduced in (3.4) satisfy both the discrete-
velocity transport equation given by (3.7) and recover the proper macroscopic
moments and forcing behavior with a simple summation, characteristic of the
LBM, given by (3.11) and (3.12). We will show that, in the case of LBM, aj
is the discrete distribution function appearing in the lattice transport equation.
That is to say, in the existing literature, the discrete distribution function found
in the LBM may not be the actual distribution at a point in velocity space, but
the distribution times some factor related to the underlying quadrature scheme
for the calculation of moments. Similar conclusions were made in [14, 15].
3.2.2 Discretization in space and time
Now we discretize in space and time. We do so simultaneously by a method best
described as a “Lagrangian point collocation” approach. We begin by imposing
dx
dt
= vj. (3.13)
Then integrating along one of the chosen, discrete velocity directions over a dis-
tance ∆x and corresponding time ∆t, we get∫ x+∆x
x
dx′ =
∫ t+∆t
t
vj dt
′, (3.14)
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so
∆x = vj∆t. (3.15)
Equation (3.13) allows for a Lagrangian description of the distribution func-
tion. As a result, we have now effectively reduced the general trasport equation
(3.1), to a set of N ordinary differential equations that are only a function of time
t. Equation (3.7) can now be written
a˙j + Fj − Φj − sj = 0, (3.16)
where aj = aj(x(t), t) = aj(t) and a˙j ≡ ∂aj/∂t + vj · ∂fj/∂x is the material
derivative. We achieve a complete discretization of the transport equation by
applying a weighted residual statement to address the time discretization,
We approximate the solution between t and t + ∆t by a linear shape func-
tion φ(t) = [t+ ∆t− t′, t′ − t] /∆t such that aj(t) ≈ φ(t)a(e)j where a(e) =
[atj a
t+∆t
j ]
T is a set of discrete nodal values of the distribution function along
the streamline vj. Choosing to minimize the residual at time t yields,∫ t+∆t
t
δ(t′ − t)Rt dt′ = 0, (3.17)
where
Rt =
Dφ(t′)
Dt′
a
(e)
j + Fj(t
′)− Φj(t′)− sj. (3.18)
Evaluating the integral in (3.17) and multiplying by ∆t gives,
at+∆tj = a
t
j −∆tF tj + ∆tΦtj + ∆tsj. (3.19)
Equation (3.19) represents the general lattice transport equation. We have
made no assumptions about the form of the scattering term to achieve this dis-
cretization making it valid for arbitrary transport equations. We have, however,
made some choices in the discretization that have profound effects on the quality
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of the solution that will be found and depends very much on the particular choice
of transport equation. As such, we hold further discussion of the consequences of
our discretization choices until the presentation of some examples. In all cases, it
is worth noting that (3.19) is only first-order accurate in time. Because of (3.15),
the method is also first-order accurate in space.
3.2.3 Quadrature Accuracy
We now return to (3.11) and address the aforementioned assumption of quadrature
accuracy. In the one-dimensional case with a polynomial interpolation function,
we can say that the first equality appearing in (3.11) only holds for quadratures
that can exactly integrate a polynomial of order P + µ where P is the order of
the interpolating polynomial in (3.4). Thus, if the abscissa are properly chosen
in (3.4), the only velocity discretization error in these moment calculations corre-
sponds to error in the approximation of the distribution function, not error due
to integral approximation.
As with (3.11), the validity of (3.12) is dependent upon the accuracy of the
chosen quadrature scheme and will exhibit macroscopic forcing behavior with
no quadrature error for schemes capable of exactly integrating polynomials to a
certain order. This order cannot be specified in general and depends on the chosen
form of the weight function and interpolating function in (3.4).
An extension of the above statements regarding quadrature error to higher
dimensions is natural if a one-dimensional integration scheme is used in each di-
rection (see tensor product methods [21]). A ready example of this is given by the
D1Q3, D2Q9, and D3Q27 LBM which are widely used in the fluid mechanics lit-
erature 2. As is well known, these schemes correspond to a 3-point Gauss-Hermite
quadrature extended into one, two, and three dimensions [14]. Higher-dimensional
quadratures in general are not as easily characterized since they are not based on
known one-dimensional quadratures. For example the D2Q6, D2Q7, and D3Q19
2DxQy corresponds to an x-dimensional scheme with y discrete velocities
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schemes do not correspond to a tensor product method. However, it is demon-
strated for the LBM in Appendices A.3, A.4, and A.5 that these methods can
be constructed by an interpolatory quadrature. The ability of these quadrature
schemes to exactly integrate polynomials can be analyzed after the method is
constructed.
A more thorough understanding of the general class of discretizations described
here is important since identification of the minimal number of abscissa in higher
dimensions to achieve the desired accuracy of the macroscopic moments means
achieving the most computationally efficient lattice method. The appropriate
choice of this quadrature method is not trivial. Two important features of the
quadrature are, in a sense, competing attributes; the quadrature with highest
possible polynomial accuracy may not have the proper symmetry for a lattice and
vice-versa. Additionally, we would like the least number of points that satisfy
these properties for computational efficiency. It is clear the problem becomes
difficult.
3.3 Applications
To this point, we have said nothing of the physics of the problem at hand other
than that it is governed by a general transport equation (3.1) and that we wish
to recover the macroscopic moments (3.2). To illustrate the application of the
preceding framework we only need to evaluate the collision term for a given ve-
locity direction Φj. We begin by showing the classical LBM can be derived using
our framework then proceed to more recently-formulated lattice-based solution
applications.
3.3.1 BGK Boltzmann equation
The LBM is a lattice-based approach to solving the BE under the BGK approxi-
mation to the scattering integral [13]. This method can be shown to recover the
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Navier-Stokes equations using a multi-scale expansion [13] and has been shown
to be a competitive alternative to traditional continuum-based approaches [22].
It has matured far beyond simple academic problems and become an important
tool for realistic complex macroscopic flow problems such as multi-phase flows and
deformable particle-laden flows. An excellent review of such applications, as well
as an overview of the recent theoretical development of the LBM can be found in
[22].
We now formulate a lattice algorithm for the BGK-BE using the proposed
framework. Next, the LBM is shown as a sub-case.
Formulation
For the BGK approximation, the collision term is given by
Φ = −1
τ
f +
1
τ
g, (3.20)
where τ is the relaxation time and g is the local equilibrium distribution function.
After the discretization process described in Section 3.2 we get the discrete BGK
approximation,
Φj = −1
τ
aj +
1
τ
gj, (3.21)
where gj is the local Maxwellian evaluated at vj,
gj =
wj
W (vj)
ρ(x, t)
(2piRT )D/2
exp
(
−(vj − u(x, t))
2
2RT
)
. (3.22)
Here R is the gas constant, T is temperature, and u is the macroscopic velocity
given by the first-order moment.
Substituting (3.21) into our general general lattice transport equation (3.19)
gives
at+∆tj = a
t
j −∆tF tj −
∆t
τ
atj +
∆t
τ
gtj. (3.23)
This expression is exactly the LBM with undetermined coefficients, a different
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approximation to the equilibrium distribution function, and a new expression for
the force term [13]. In order to obtain a implementable algorithm, one must choose
a particular quadrature scheme and corresponding approximating function (3.4).
We give a concrete example shortly.
Equivalence to canonical LBM
In order to recover the LBM in its widely-used form, we can expand, without
approximation, the discrete equilibrium distribution function about u = 0 as
gj =
wj
W (vj)
ρ
(2piRT )D/2
exp
(
− v
2
j
2RT
)
×
(
1 +
vj ·u
RT
+
(vj ·u)2
2(RT )2
− u
2
2RT
)
+O(u3). (3.24)
Next we must specify the weight function W (v). By choosing a gaussian given by
W (v) = exp(−v2/2RT ), we now have
gj = ωjρ
(
1 +
vj ·u
RT
+
(vj ·u)2
2(RT )2
− u
2
2RT
)
+O(u3), (3.25)
where ωj is a dimensionless quadrature weight with an extra factor ζ due to the
non-dimensionalization of the quadrature weight, i.e. wj = ζωj. See Appendix
A.1 for details.
To completely recover the LBM, we must choose the quadrature points and
argue that the O(u3) terms are negligible. We begin with the former. The sim-
plest example is given by selecting a Lagrange polynomial to interpolate the three
points
√
2RT [−√3/2, 0,√3/2]. This leads to a 3-point Gauss-Hermite quadra-
ture. Evaluation of the corresponding integrals in (3.4) leads to ω0 = 2/3,
ω1 = ω2 = 1/6 where the subscript 0 corresponds to the rest velocity and 1, 2
to the negative and positive velocity directions, respectively. This choice exactly
recovers the D1Q3 LBM [22]. Details of the construction of the approximating
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function and resulting lattice weights ωi can be found in Appendix A.1. The con-
struction process easily extends to the D2Q6, D2Q7, D2Q9, D3Q27, and D3Q19
lattices. Details for these cases can be found in Appendices A.2, A.3, A.4, and
A.5.
In the standard treatment of the LBM, the O(u3) terms in the series given
in (3.24) are truncated leaving the LBM only appropriate for low Mach numbers
[13]. In the work of Shan and co-workers [23], this is justified by the need to
project the equilibrium distribution function onto a so-called Hermite-truncated
basis. A similar interpretation can be adopted here. The proper interpolating
function, found in (3.4), for the D1Q3, D2Q6, D2Q7, D2Q9, D3Q27, and D3Q19
LBM lattices are second-order polynomials in v. Note that the expansion terms
in (3.25) containing O(um) terms also contain O(vm) terms where m is a positive
integer. Therefore, discarding O(u3) terms amounts to approximating the equi-
librium distribution function up to O(v3) making the approximation consistent
with the non-equilibrium distribution approximation. We conclude that truncat-
ing these terms will have a negligible effect on the solution. Thus we recover the
equilibrium distribution function in its oft-used form [13],
gj ≈ ωjρ
(
1 +
vj ·u
RT
+
(vj ·u)2
2(RT )2
− u
2
2RT
)
. (3.26)
Furthermore, the quadrature schemes for the lattices given in the appendices,
with the exception of the D2Q6, can exactly integrate polynomials in v up to
degree 5. These schemes can recover M (0), M (1), and M (2) (corresponding to
density, velocity flux, and energy density, respectively) without quadrature error
since the interpolation polynomials are order 2. This also means that neglecting
O(u3) terms, and O(v3) terms along with them, in (3.24) will have little effect on
the macroscopic moments calculated from solving the transport equation, further
justifying their truncation.
Truncation of the series in (3.24) is not necessary for the purpose of implement-
ing the proposed algorithm. However, such an expansion is convenient to show
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the recovery of the Navier-Stokes equations when a Chapman-Enskog multi-scale
expansion is carried out. We have shown that our formulation is consistent with
this analysis despite the pointwise evaluation of the scattering term. This point is
further illustrated in the following section with an example. Also note that if the
expansion in terms of u were carried out before the discretization of the BGK-BE,
we would have arrived at the very same result.
In terms of existing theory based on the LBM, the new contributions provided
with this work are a new perspective on a priori derivation methods and a new
expression for the external force term given by (3.8). To our knowledge, this
term does not appear anywhere else in the literature. In fact, the existence of
a force term in terms of only the distribution function, as given here, has been
clearly stated to not be possible in the work of Shan et al. [23] as well as Buick
and Greated [24]. While this may be so if one only considers a single discrete
distribution at a point in space, our term is stated in terms of potentially all
discrete distributions at a given point in space. Note that this does not increase
the computational storage cost since these values are already stored in memory
for any given timestep.
Numerical example
In order to demonstrate our new formulation of the force term (3.8), we solve the
two-dimensional Taylor-Green vortex problem in the presence of bulk fluid motion
utilizing the widely-used D2Q9 LBM as formulated in Appendix A.2. Note that we
have elected to use the pointwise Maxwellian in (3.22) rather than the expansion
given by (3.24). The exact expressions used for the force term can be found in
Table 3.1.
The macroscopic problem has an exact solution for the macroscopic velocity
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Table 3.1: Discrete force representation for the D2Q9 case used to solve the Taylor-
vortex with bulk motion problem. Here C1 = 2/
√
3RT and C2 = 1/2/
√
3RT .
j vj/
√
3RT
∑N
k ak
∂ψk
∂vx
∣∣∣
v=vj
∑N
k ak
∂ψk
∂vy
∣∣∣
v=vj
0 (0, 0) C1(a1 − a3) C1(a2 − f4)
1 (1, 0) C2(−3a1 − a0 + a3) C1(a5 − a8)
2 (0, 1) C1(a5 − a6) C2(−3a2 − a0 + a4)
3 (−1, 0) C2(3a3 + a0 − a1) C1(a6 − a7)
4 (0,−1) C1(a8 − a7) C2(3a4 + a0 − a2)
5 (1, 1) C2(−3a5 − a2 + a6) C2(−3a5 − a1 + a8)
6 (−1, 1) C2(3a6 + a2 − a5) C2(−3a6 − a3 + a7)
7 (−1,−1) C2(3a7 + a4 − a8) C2(3a7 + a3 − a6)
8 (1,−1) C2(−3a8 − a4 + a7) C2(3a8 + a1 − a5)
fields u = [ux uy] given by
ux = −u0 cos(k1x) sin(k2y)e−ν(k21+k22)t + ub, (3.27)
uy = u0
k1
k2
sin(k1x) cos(k2y)e
−ν(k21+k22)t, (3.28)
where u0 is a velocity scaling factor, ub is the bulk fluid velocity, k1 and k2 are wave
numbers, and ν is the shear viscosity. The macroscopic governing equations are
the Navier-Stokes equations with an external force F = [Fx Fy] given by Fx =
k1u0ub sin(k1x) sin(k2y)e
−νt(k21+k22), Fy = k21k
−1
2 u0ub cos(k1x) cos(k2y)e
−νt(k21+k22).
The discrete distributions were initialized by equilibrium distributions with macro-
scopic velocities corresponding to the exact solution at t = 0. The simulation was
run on a L× L square domain with dimensions (in meters) −pi
2
≤ x, y ≤ pi
2
and a
21 × 21 evenly-spaced nodal grid with ∆t = pi/20 s and ∆x/∆t = 1 m s−1. The
physical parameters were chosen to be u0 = 10
−4 m s−1, ub = 0.3u0, k1 = k2 =
2.0 m−1, ρ0 = 1.3 m−3, ν = 10−4 m s−2.
Figure 3.1 shows excellent agreement with the exact solution. The velocities
and viscosities were chosen such that the spatial and temporal changes in the
external force are small. This makes so-called “discrete lattice effects” negligible
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Figure 3.1: Lattice solutions of the Taylor-vortex with bulk motion. (a) Snapshots
in time along x = 0 and (b) a vector plot visualization of the lattice solution at a
single point in time.
leading to a second-order accurate recovery of the Navier-Stokes equations [25].
This accuracy is demonstrated by the convergence plot given in Figure 3.2.
3.3.2 Fokker-Planck equation
The Fokker-Planck equation (FPE) has been used to describe numerous physical
systems including plasmas, neutral fluids, and stochastic processes such as Brown-
ian motion [5]. A lattice-based solution method was recently put forth by Moroni
et. al. [12, 26, 27] using the Hermite polynomial expansion approach founded by
Shan and co-workers [15]. A different solution of the FPE on a lattice has been
put forth [28], but it uses a BGK approximation with an altered equilibrium distri-
bution to obtain the correct macroscopic dynamics instead of directly discretizing
the FPE.
We give a derivation of a lattice FPE within the presented framework. We
find the approach to be much simpler and transparent than the method described
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Figure 3.2: A convergence plot showing the second-order accuracy of the pre-
sented formulation.
in [12].
Formulation
The Fokker-Planck equation is given by (3.1) when
Φ = γ
∂
∂v
· (vf) + γv2T
∂2f
∂v2
, (3.29)
where γ is the friction coefficient and v2T = kBT/m is the thermal velocity. Particle
mass is denoted by m and kB is Boltzmann’s constant.
First an appropriate weight function and interpolation function, corresponding
to a quadrature scheme, must be chosen. Since the velocity space for the FPE is
the same as in the BE, the same weight and interpolation functions for the LBM
may be used for the lattice FPE. Next we substitute (3.3) into (3.29), perform
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the collocation given by (3.6), and multiply by wjW (vj)
−1 to get
Φj =
wj
W (vj)
N∑
k
ak
[
γ
∂
∂v
· (vψk) + γv2T
∂2ψk
∂v2
]
v=vj
. (3.30)
The final lattice transport equation can be expressed as
at+∆tj = a
t
j −∆tF tj + ∆tγav,j + ∆tγv2Tav2,j, (3.31)
where
av,j =
wj
W (vj)
N∑
k
ak
[
∂
∂v
· (vψk)
]
v=vj
, (3.32)
and
av2,j =
wj
W (vj)
N∑
k
ak
[
∂2ψk
∂v2
]
v=vj
. (3.33)
Similar to the lattice method presented in [12], the solution to (3.31) can re-
cover the balance equations for the macroscopic moments of the FPE to O(∆t).
We do not repeat the analysis here, but it can be shown that the lattice FPE
can recover the balance equations to O(∆t2) by a proper substitution of a ∆t-
dependent friction coefficient and a redefinition of macroscopic hydrodynamic vari-
ables [12]. This is analogous to the LBM where the Navier-Stokes equations (free
of the force term) can be recovered to O(∆t2) by substituting a ∆t-dependent
viscosity into the LBM.
Numerical Example
To demonstrate our formulation of the solution to the Fokker-Planck equation
(3.29), we solve the simple problem described in [12]. The problem is one-
dimensional on an infinite domain simulated by periodic boundary conditions.
The simulations begins with a distribution of particles having a macroscopic ve-
locity of zero. At t > 0, a force, F , begins to act on the particles. The macroscopic
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Table 3.2: Discrete force and scattering term definition of the lattice FPE for the
D1Q3 case. C3 = vT
√
6 and C4 = 6/γ.
j vj/vT C3
∑N
k ak
∂ψk
∂v
∣∣
v=vj
C4Φ¯j
1 −√3/2 (3a1 + a2 − a3) (11a1 − 7a2 + 5a3)
2 0 4(a3 − a1) 2(−8a1 + 7a2 − 8a3)
3
√
3/2 (a1 − a2 − 3a3) (5a1 − 7a2 + 11a3)
density stays constant while the macroscopic velocity has the exact solution
u = Fγ−1(1− e−γt). (3.34)
Since the macroscopic moments are obtained by an integration over all R,
we choose the weight function to be W = exp(−v2/v2T ). For the quadrature we
choose a three point Gaussian-Hermite quadrature with the abscissa given by
vT [−
√
3/2, 0,
√
3/2]. This generates the D1Q3 lattice. Exact expressions needed
for evaluating the force term and scattering term (3.30) are given in Table 3.2.
Using (3.15) and our choice of abscissa, we obtain the relationship
vT =
√
2
3
∆x
∆t
. (3.35)
Thus we observe that the imposition of the a Lagrangian description along stream-
lines results in physical parameters that are “tied” to the lattice. A similar re-
lationship arises in the LBM when it is imposed that RT = β∆x/∆t where β is
a constant related to the abscissa choice. This imposition leads to the so-called
“speed of light” for LBM schemes when an arbitrary choice for a space-time rela-
tionship is made, such as ∆x/∆t = 1.
Simulations were run for ∆t = 1/3 s with ∆x/∆t = 1 m s−1 and a domain
width of 10 m. Initially, the macroscopic density, ρ0 is set to one and the macro-
scopic velocity u0 is set to zero by setting each discrete distribution to fj = ρ0/3.
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Figure 3.3: A solution to the FPE using the algorithm derived in Section 3.3.2
plotted against the exact solution given by (3.34).
The external force per mass was set to F = 0.1 m s−2. Solutions for various val-
ues of γ are shown in Fig. 3.3. Excellent agreement can be seen with the exact
solution.
3.3.3 Linear Boltzmann equation
The linear BE has been extensively used to model the transport of non-interacting
particles [3]. The form we use in this section is most closely associated with
thermal radiative transfer in the notation of [6] but can just as easily represent
the transport of neutrons and phonons.
The application of a lattice method for neutron and thermal radiative transfer
appeared only recently with independent developments by Anisari et. al. [29] using
an ad hoc approach and Ma et. al. [30] using an approach based on a Chapman-
Enskog expansion. Other efforts follow these works to extend their application to
more general problems [31, 10].
Stemming from the work of Majumdar [32], modeling of thermal phonon trans-
port by the linear BE has seen treatments using a lattice approach [11, 33]. Other
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lattice-based approaches that do not approximate the equilibrium distribution
function with an integral over solid angle but use the Bose-Einstein distrubtion,
such as those found in [34, 35], are not a part of the discussion in this section.
However, the solution to such a formulation of phonon transport is certainly pos-
sible within the proposed framework.
Existing treatments, to our knowledge, rely on phenomenology, post-processing,
or macroscopic hydrodynamic analysis to develop the lattice algorithm. An a pri-
ori derivation directly from the linear BE is now given.
Formulation
The linear BE equation, as used in thermal radiative transfer, can be recovered
from (3.1) by assuming: (i) the distribution function is replaced by an intensity
defined for a particular frequency of particles ω as I(x, sˆ, t) = ~ωcf(x,v, t) where
sˆ is a unit direction and ~ is Planck’s constant divided by 2pi, (ii) particles move
at a constant speed c, thus v = csˆ, (iii) particles feel no external force so F = 0,
(iv) the source term s is given by Planck’s blackbody radiative intensity Ib, and
(v) the scattering term is given by
Φ = −κI − σI + σ
4pi
∫
p(sˆ, sˆ′)I(sˆ′) dΩ′. (3.36)
Here κ is the absorption coefficient, σ is the scattering coefficient, p is the scat-
tering phase function, and the integration is over solid angle Ω′.
To begin the discretization over angular space, by analogy of the more general
velocity space given in Section 3.2.1, let W (sˆ) and wj correspond to a quadrature
scheme integrating over the unit sphere. We substitute our velocity (ordinate)
approximation (3.3) and carrying out a weighted residual procedure, analogous to
(3.6),
∫
δ(sˆ− sˆj)Rsˆ dΩ = 0. By approximating the in-scattering integral with the
same quadrature as chosen for angular discretization, we get
Φj = −κaj − αaj + Sj, (3.37)
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where the in-scattering integral is given by
Sj =
wj
W (sˆj)
σ
4pi
N∑
l
wlp(sˆj, sˆ
′
l)
N∑
k
W (sˆ′l)λk(sˆ
′
l)
wk
ak
=
σ
4pi
wj
W (sˆj)
N∑
l
W (sˆ′l)p(sˆj, sˆ
′
l)al. (3.38)
We have used the interpolation property of λk to get (3.38).
Applying the space-time discretization process of Section 3.2.2, the final lattice
transport equation can be stated as
at+∆tj = a
t
j −∆tκIbj −∆tκaj −∆tαaj + ∆t
σ
4pi
wj
W (sˆj)
N∑
l
W (sˆ′l)p(sˆj, sˆ
′
l)al.
(3.39)
This result is essentially the same as that found by Bindra et. al. [10] who validated
the solution for the D1Q2 and D2Q4 case. As such, we do not include a numerical
example for validation and instead direct the reader their work.
Recovery of the discrete ordinates method
We digress for a moment to consider a special case of the above analysis. Let
W (sˆ) = 1. Since the distribution of intensity over direction need not be differ-
entiated, we are free to choose an approximating function that is not continuous.
Thus we can choose a nearest neighbor type interpolation function of the form
λk =
{
1 for sˆ in Ωk
0 else
, (3.40)
under the condition
N∑
k
∫
λk dΩ = 4pi. (3.41)
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The quadrature weight is now chosen simply by choosing the size of the intervals
over which the interpolating functions are equal to one. Each weight corresponds
to a fraction of the surface of the unit sphere and the sum of all fractions recovers
the entire spherical surface as specified by (3.41). A similar approach to finding
weight functions was used in the original formulation of the lattice solution for
thermal radiative transfer [29] but only after the prescription of a lattice. After the
weighted residual procedure in the angular domain, we are left with a relationship
analogous to (3.9),
aj = wjI(x, sˆj, t) = wjIj. (3.42)
Substituting this expression into the directionally-discrete linear BE, then dividing
by wj gives
∂Ij
∂t
+ csˆj ·
∂Ij
∂x
= −κIbj − κIj − σIj +
σ
4pi
N∑
l
wlp(sˆj, sˆ
′
l)Il, (3.43)
where Ib has been treated as the source term s in Section 3.2.1. This is exactly
the expression obtained by use of the discrete ordinates method [6]. The flexibil-
ity of the interpolation functions used to obtain this result means the numerous
quadrature schemes developed for the discrete ordinates method (see [6]) are rig-
orously included in our approach. Whether the chosen quadrature scheme leads
to a viable lattice is a question we do not approach here.
As a consequence of the analysis in this section, we conclude that the treatment
of a lattice method as a new angular discretization that can be compared to the
discrete ordinates method, as found in [10], is misleading. The novelty of solving
the linear BE on a lattice amounts to the use of a first-order accurate discretization
in space and time with a Lagrangian description of the particles as laid out in
Section 3.2.2. While this leads to a computationally efficient algorithm, it greatly
restricts the possible angular resolution of the discrete ordinates method.
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Lattice speeds
Using (3.13) as it applies to the problem of radiative transfer gives
∆x = csˆj∆t. (3.44)
The consequences of this relationship are important; particles are only allowed to
travel at a single speed c as is imposed by the use of the linear BE in the first
place. The use of a square lattice with photon propagation bisecting the side of the
square as well as along its diagonal, as found in [29], would imply a multi-speed
discretization of the radiative transfer equation–an inconsistency. This was not
overlooked by Asinari et. al. [29] and they state, “[...] the real transient description
[...] is lost, but an effective numerical tool is obtained for solving steady-state
problems.” Other efforts [30, 10], have limited the use of lattice methods to a
D1Q2 or D2Q4 lattice which would allow for a valid transient description. While
physically consistent, the angular resolution of such an approach is very low.
And, as we have just shown, it is analogous to the use of a low resolution discrete
ordinates method. In the phonon literature, it has been reported that a square
lattice gives erroneous results for transient studies while a hexagonal lattice gives
accurate results [11]. Given the above analysis, this is not surprising since the use
of multiple speeds was not accounted for in this study.
3.4 Discussion
We are not aware of any other attempts to create an a priori framework for the
generation of lattice-based solution methods for an arbitrary transport equation
as presented here. However, significant efforts have been made in the context of
the LBM and we find it prudent to compare two such prevalent methodologies
with the current one. Notably, He and Luo [14] provided the first a priori deriva-
tion by defining the discretized distribution function as a weighted component of
a numerical quadrature. Their approach is quite general but fails to discretize
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derivatives in velocity space, such as those due to an external force or a FPE
scattering term, without resorting to a parameter-matching process. Shan et al.
[15, 16, 23] showed the LBM to be an approximation to the BE by a Hermite poly-
nomial expansion, motivated by the work of Grad [36]. This framework is quite
robust and the inclusion of velocity derivatives can be handled naturally within
the framework. However, the extension of this framework to linear transport
problems such those presented in Section 3.3.3 is not obvious. The discretization
process we have described here, on the other hand, depends only on the choice of
an interpolatory quadrature. The interpolation function used to approximate the
distribution function serves to both “give shape” to the approximated solution,
allowing a natural inclusion of velocity derivatives, and to approximate the inte-
grals needed to find the macroscopic moments. Assuming an appropriate choice, a
lattice kinetic equation and associated lattice are then “automatically” generated
by the weighted residual procedures described in Section 3.2.
Perhaps the most important result here is that, in agreement with Shan and
co-workers [15, 16, 23] who found this result for the classical BGK approxima-
tion by other means, the discretization in velocity space is independent of the
discretization in space and time. The “stream and collide” interpretation of the
LBM is due to the particular choice of space-time discretization described in Sec-
tion 3.2.2. The high scalability, for which LBM is renowned, can be retained by
using an explicit time integration scheme where space is discretized separately.
Examples of using more sophisticated methods in space and time can be found
in the work of Lee et al. [37]. For problems with non-linear relationships between
space and time such as those found in relativistic lattice Boltzmann studies [7],
such approaches could be very important.
Much like the Hermite polynomial projection method [23], the presented frame-
work allows for higher-order corrections to the Navier-Stokes equations. To achieve
this, one needs to prescribe an interpolatory quadrature with high enough poly-
nomial accuracy. Considering the aforementioned restrictions on abscissa choice,
this is not a trivial matter when limited to a lattice. Quadrature methods that
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do not have the proper symmetries to result in a lattice, however, are certainly in
existence [21]. The use of such quadrature schemes to obtain the velocity discrete
transport equation (3.7) followed by a space-time discretization that does not
couple velocity, space, and time through Equation (3.13) would allow a straight-
forward way to achieve such higher-order methods.
3.5 Conclusion
We have presented, for the first time, a framework for the generation of lattice-
based numerical solution methods that is applicable to general transport problems.
The discretization process is free of ad-hoc constructions and parameter-matching;
the lattice kinetic equations are derived directly from their continuous counterpart.
The classic LBM has been shown to be a particular application of our method-
ology. With the aid of examples, we have demonstrated that the framework can
easily handle derivatives as well as integrals in velocity space. Such operators are
encountered in many areas of transport modeling.
3.6 Future work
The use of the proposed discretization method in velocity space holds promise
for new insights on the boundary conditions applied to lattice methods. In the
above work we have avoided the issue of boundary conditions by applying periodic
boundary conditions in our numerical examples. By using a partial lattice element
and identifying a quadrature scheme by the methods shown in Appendix A, it
may be possible to construct a boundary element that satisfies the needed order
of integration to recover the desired macroscopic equations. Such an approach
to boundary conditions is not present in the current literature and could be very
important to the development of lattice methods for boundaries with arbitrary
shapes.
The identification of interpolatory quadrature as the underlying foundation of
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lattice methods leads one to the question: what can higher order quadratures do?
We conjecture that, in the case of fluid mechanics, the lattice methods described
here could provide a simple way to add higher-order corrections to the Navier-
Stokes equations, i.e. solve the Burnett and super-Burnett equations. This line of
work may contain very promising strategies for the simulation of nano-scale flows.
Chapter 4
Thermal Transport by Phonons
4.1 Introduction
Non-Fourier thermal transport processes in solids, especially in low-dimensional
and sub-continuum systems, is a topic of active research and growing interest
[38, 39, 40]. The proposed existence [41] and recent measurement [42] of ballistic
transport has also fueled research activity in non-Fourier heat transfer. Many
interesting applications such as high efficiency thermoelectrics and effective heat
dissipation are being explored [43].
The use of the BE to predict thermal transport processes at small scales has
been repeatedly validated in recent years. McGaughey and Kaviany [44] demon-
strated the predictive abilities of the BE by calculating the relaxation time of
phonon transport using molecular dynamics then passing the result to the BE.
No fitting parameters were required to achieve predictions in agreement with ex-
isting data. Similarly Broido et. al. utilized density functional theory along with
the phonon BE to calculate thermal conductivity of semiconductors with no fitting
parameters [45]. Methods of this type have since been used to predict a multitude
of thermal conductivities for materials exhibiting nanometer-scale features includ-
ing single wall carbon nanotubes [46]. A review of such studies can be found in
[47], and a overview of the prediction process itself can be found in [48]. Predictive
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results have even been shown under the relaxation time approximation which is
perhaps the most simplified version of the BE [44, 49]. While the use of ab initio
methods such as molecular dynamics and density functional theory can lead to
predictive results along with the BE, these approaches are very computationally
expensive.
Since the phonon BE exists in phase space it is expensive to solve even without
the coupling to an ab initio method. This is due to the need to discretize phase
space which creates many degrees of freedom per solution point in position space.
The work of Majumdar [32] simplifies the phase space description by showing the
relaxation time approximation to the BE leads to a classical linear BE allowing
for a simplified transport equation analogous to the radiative transfer equation for
photons, aptly named the equation of phonon radiative transport (EPRT). The
difficulty in solving the phonon BE in its full form, and even in the the simplified
form given by the EPRT has led to the development of a number of models based
on the BE that claim the ability to preserve small-scale physics while reducing
the phase space description to that of one only dependent upon position and time
[50, 51, 52, 53].
This chapter is dedicated to the approximate solution to the relaxation time
phonon BE. While original contributions can be found in this chapter (and will be
pointed out when addressed), our efforts will be focused on a relatively complete
overview of the field from one unified standpoint and clearly state all assumptions
that go into the approximations inherent to existing models. The contents will
be divided as follows: In the first section we will give an overview of phonon
transport physics. Then we will discuss the EPRT and its approximations—the
ballistic diffusive equations and the new heat equation. Next we derive and discuss
the C-F model [50]. A numerical discretization method valid for all models is then
presented followed by results to numerical simulations and discussion.
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Figure 4.1: Size dependent phonon transport regimes in a thin solid film. The
Knudsen number Kn = λ/L is defined in terms of the thickness of the film given
by L and the average distance traveled between scattering of heat carriers is repre-
sented by λ. From left to right, the three primary transport regimes are described
as follows: The Fourier regime—heat carriers scatter repeatedly in traveling across
the thin film creating the classical description of heat conduction associated with
a temperature gradient. The transition regime—since the thickness of the film is
on the order of the mean free path of the heat carriers, some scatter and some do
not leading to partially ballistic and partially diffusive transport. The ballistic or
Casimir regime—all carriers travel in a ballistic manner across the film causing
radiation-like transport.
4.2 Overview of phonon transport physics and
problem statement
The atoms that make up a crystalline solid material are arranged in a lattice.
When the atoms are disturbed a wave propagates through the solid and, because
of the periodicity of the atomic structure, the energy with which these acoustic
waves can exist are quantized. This quantization of elastic energy leads to the
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notion of a phonon—a quanta of energy due to lattice vibrations. It was suggested
in the early 20th century by Landau [54] that a large collection of such quanta
could be treated like a gas of ordinary particles. Thus, the collective behavior of
a solid could be governed by the well-established kinetic theory or some version of
it. This insight led to a new way to analyze thermal transport processes in solids
by way of a BE.
We will limit the contents of this chapter to the study of a single physical
setup—the thin film problem. The problem has received significant attention
theoretically as well as experimentally as discussed in Section 4.1. The problem
exhibits the difficulties of ballistic transport, as widely discussed in the literature
and demonstrated in Figure 4.1. Despite this, the problem is still simple enough
for an easy comparison between competing modeling methods since it is only one
dimensional1. We assume the relaxation time approximation to the phonon BE
is a valid approximation to the thermal transport process taking place in the film
since, as discussed in the introduction, it has been shown on a number of occasions
to give a predictive description [44, 49].
The thin film problem is rigorously stated as follows: A thin solid film made of
a dielectric material is at equilibrium when suddenly the boundary is subject to a
heat flux resulting from a constant surface temperature. We assume the process
by which heat transfer occurs within the film can be accurately described by a
large collection of particles, namely phonons, whose behavior is governed by the
phonon BE. The relaxation time phonon BE in one spatial dimension governing
the transport of phonons with a frequency ω is given by
∂fω
∂t
+ vω
∂fω
∂x
=
1
τω
f 0ω −
1
τω
fω, (4.1)
1All models are easily extended to three dimensions following the derivations contained here
with the exception of the new heat equation of Section 4.3.2
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where vω is the phonon velocity projected onto in the x-direction. The Bose-
Einstein equilibrium distribution function is represented by
f 0ω =
1
e
~ω
kBT − 1
, (4.2)
where ~ is Planck’s constant divided by 2pi, kB is Boltzmann’s constant, and T
is the local temperature. Far more detailed descriptions of the scattering process
have been derived, for example [55], but we do not consider them here.
While (4.1) appears to be simply a particular case of Equation (2.9) given in
Chapter 2, it is not. A BE describes the distribution function as it evolves through
phase space. Classically, this space is made up of all the available locations and
momenta (velocities) available to a classical particle. A phonon, however, cannot
be described in terms of classical phase space. A phonon is a quasi-particle that
can be identified by two quantities, its location x and its wave vector k. The wave
vector is proportional (by ~) to the momentum of the phonon and therefore serves
as the quantum mechanical analog to the velocity represented in classical phase
space. Thus the phase space in which a phonon resides is made up of all possible
positions and wave vectors (k-space). Naturally, the distribution function is a
function of these variables, fω = fω(x,k, t). Note that the units of a distribution
function is per unit in phase space. Since a wave vector has units of per meter
fphonon[=]1 while for a classical distribution we have fclassical[=](m
3 ·m/s3)−1 or
flinear[=](m
3 · sr)−1 in the case of linear transport. The velocity appearing in (4.1)
also does not represent the same velocity as appears in (2.9). Rather, it stands for
the direction and magnitude of energy flow—the group velocity. For a phonon,
the group velocity is related to the dispersion relation for the material under study
(see Figure 2.2b) by vω =
∂ω
∂k
.
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For a film of thickness L, we impose a distribution at each boundary corre-
sponding to some desired macroscopic temperature,
fω(x = 0) = fLW, for 0 < µ < 1, (4.3)
fω(x = L) = fRW, for − 1 < µ < 0, (4.4)
where the subscripts on the prescribed distributions correspond to “left wall” and
“right wall” and µ corresponds to the angle at which phonons are introduced into
the system from the wall. An initial distribution is given by
fω(t = 0) = f0. (4.5)
We are now ready to define the quantities relevant to the study of heat transfer
in a thin solid film. For phonons, the internal energy density can be found by [56]
u =
∑
p
∫
~ωf d3k =
∫
~ωfωD(ω) dω, (4.6)
where ~ is Planck’s constant divided by 2pi and D(ω) is the phonon density of
states for the material under study, and the summation is over phonon polariza-
tion. Here we see the density of states D(ω) in terms of its mathematical meaning:
D(ω) is a function, much like a Jacobian determinant, that allows an integral over
k-space to be replaced by an integral over frequency-space. Physically, it repre-
sents the change in the number of phonon states available per change in frequency
per unit volume. The specific heat capacity of phonons is then,
CV =
∫
~ω
df 0ω
dT
D(ω) dω, (4.7)
where f 0ω is the equilibrium distribution function. Temperature takes the definition
that relates these two quantities,
u = CV T. (4.8)
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The flux of energy carried by phonons defines the heat flux,
q =
∫
~ωvfωD(ω) dω. (4.9)
Having stated the physical problem at hand, we now move to the focus of this
chapter—the accurate description of phonon transport by analogy or approxima-
tion to the phonon BE.
4.3 The equation of phonon radiative transport:
the photon/phonon analogy
The equation of phonon radiative transport (EPRT) was introduced by Majumdar
[32] as a way to analyze phonon transport in a manner similar to photon transport.
In a more general sense, his formulation provides a way to replace modeling a
system by the phonon BE (4.1), which exists k-space, with a transport equation
that exists in classical phase space. This was achieved by defining a phonon
intensity as
Iω(x, θ, φ, t) = cω(θ, φ)~ωfωD(ω), (4.10)
where cω(θ, φ) is the speed of phonons with frequency ω traveling in the direction
(θ, φ) within a unit solid angle. The intensity I can be interpreted as the flux
of energy per unit time, per unit area, per unit solid angle per frequency. In
one dimension we replace the angular dependence by a single angular cosine,
µ = cos(θ).
The heat flux of phonons (4.9) can be redefined in terms of this new intensity
as,
q =
∑
p
∫
v~ωfω d3k =
∫ ∫
µcω~ωfωD(ω) dω dµ =
∫ ∫
µIω dω dµ. (4.11)
From its definition (4.10) and use in recovering the heat flux (4.11) it can
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be seen that the phonon intensity is exactly analogous to the spectral radiative
intensity familiar to thermal photon transport modeling [6]. By multiplying (4.1)
by cω~ωD(ω) then utilizing this definition we get,
∂Iω
∂t
+ cωµ
∂Iω
∂x
=
1
τω
I0ω −
1
τω
Iω, (4.12)
where I0ω = cω~ωD(ω)f 0ω. Majumdar named (4.12) the EPRT and since this
equation has exactly the same form as a scattering-only form of the linear BE for
photon transport and governs a quantity exactly analogous to photonic spectral
radiative intensity. The idea that we can define a quantity for particles in k-
space such that the quantity behaves classically is an important one; much of this
chapter will be dedicated to the consequences of this idea.
From here we will break from Majumdar’s original treatment of EPRT. Instead
of the phonon definition of intensity(4.10) we define a quantity with a behavior
analogous to a classical distribution function. At the suggestion of Naqvi and
Waldenstrøm [57] consider the quantity,
` =
∫
ξ(x, θ, φ, t)
4pi
~ωfω(x, t)D(ω) dω. (4.13)
The important factor introduced here is ξ. This quantity ξ(x, θ, φ, t)/4pi represents
the probability of a phonon at location x and time t to be propagating in a direc-
tion within the solid angle defined by θ+ dθ and φ+ dφ. The normalization factor
1/4pi comes from the total solid angle of a unit sphere. In the one-dimensional case
under study here, this factor becomes 1/2 after an integration over φ. Another
important aspect of this quantity to note is that any dependence of the phonon
distribution function on wave-vector is now contained in the phonon density of
states D. The quantity ` can be loosely thought of as an energy distribution
function; it behaves much like a standard distribution function, but instead of
describing the distribution of particles in phase space it describes the distribution
of energy. While the frequency-dependence of the phonon distribution function
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is important, we concern ourselves with this new frequency-integrated quantity.
It will serve to simplify our presentation of the two approximations to the EPRT
that have appeared in the literature—the ballistic-diffusive approximation [52]
and the new heat equation [57].
By multiplying (4.1) by (4pi)−1~ωξD then integrating over frequency and sum-
ming over polarization, we find that the quantity ` satisfies a transport equation
in phase space,
∂`
∂t
+ µc
∂`
∂x
=
1
τ
`0 − 1
τ
`, (4.14)
where `0 =
∫
~ωξf 0ωD dω/4pi. To obtain this equation, we have assumed that a
frequency independent phonon speed c and relaxation time τ can be defined. This
assumption is easily justifiable since it is used in the numerical examples given in
[32, 52, 53, 57] and we aim to compare our results with theirs. In addition, we have
assumed that the angular distribution of phonons does not change dramatically
with time and space, ∂ξ/∂t = ∂ξ/∂x = 0. This restriction has not been pointed
out in the literature to date.
We can find the definitions for internal energy density and heat flux in terms
of the new quantity,
u =
∫
` dµ, (4.15)
q =
∫
µc` dµ (4.16)
By integrating (4.14) over µ, we get the following equality:
∂u
∂t
+
∂q
∂x
=
1
τ
∫
`0 dµ− 1
τ
∫
` dµ. (4.17)
Since the left hand side is a statement of energy conservation, the right hand side
must be equal to zero. We can therefore define a new local equilibrium distribution
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as was imposed by Majumdar [32],
`eq =
1
2
∫
` dµ. (4.18)
If we replace `0 with `eq, we are left with the EPRT in its final form, but in terms
of the newly-suggested energy distribution function,
∂`
∂t
+ µc
∂`
∂x
=
1
2
1
τ
∫
`(µ′) dµ′ − 1
τ
`. (4.19)
Equation (4.19) is a slight simplification to (2.10) since it is one-dimensional mak-
ing the angular dependence describable by µ only and represents a purely scat-
tering medium where τ−1 is the scattering rate.
Our derivation of the EPRT is unique in the use of an apparent distribution
function ` instead of an intensity I. While this is a minor point, the use of the
angular distribution function ξ is noteworthy. Its existence is only implied in the
original derivation [32] as well in a the ballistic-diffusive approximation [52, 53]
to EPRT which will be treated next. It will be shown that an assumption of
isotropy—ξ is constant—is necessary for the derivation.
4.3.1 The ballistic-diffusive approximation
Chen proposed [52, 53] the so-called ballistic-diffusive approximation (BDA) to
the EPRT in an effort to do away with the phase space description inherent to
the EPRT which makes it computationally cumbersome. In order to preserve the
ballistic nature of the phonon transport, however, Chen introduced a split dis-
tribution function—one for ballistic carriers and one for diffusive carriers. The
approximation is enlightening to the nature of thermal transport at small scales
and does a very good job of approximating EPRT without introducing unknown
constants. However, it does suffer from some physical inconsistencies, and still
requires a simplified phase space solution through expensive integrations to calcu-
late a known exact solution [52, 53]. We now derive this approximation in terms
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of the newly-introduced energy distribution function `.
The key assumption that goes into the ballistic-diffusive approximation is that
one can split the distribution of phonons into two parts,
`(x, µ, t) = `b(x, µ, t) + `d(x, µ, t), (4.20)
where the subscripts b and d correspond to ballistic and diffusive particles, respec-
tively. It is further assumed that these two distributions behave independently of
each other and that they are each described by a different transport equation. By
definition, ballistic particles are those that have yet to scatter after being emitted
from a thermal source. All other particles are considered diffusive. An immedi-
ate consequence of such a distinction along with (4.8) and (4.9) is the following
definitions of temperature and heat flux:
T = Tb + Td, (4.21)
q = qb + qd. (4.22)
Note that temperatures cannot be additive. However, we adopt this notation for
simplicity and stress that we have made no physical blunder if we consider it a
shorthand for the internal energy of each particle type: C−1V (ub + ud) = Tb + Td.
Governing equations
The governing equation for the BDA has three components: (i) a constitutive
equation relating the diffusive heat flux to the diffusive temperature, (ii) an exact
solution for the distribution of ballistic particles, and (iii) an energy balance
equation. The derivation will proceed in this order.
Diffusive particles are assumed to satisfy the EPRT (4.19). From it we de-
rive a constitutive relationship between heat flux and temperature for diffusive
phonons by a simple application of the definitions found in Section 4.2. Multiply-
ing (4.19) by µcτ then integrating over directional cosine gives the desired result.
53
We consider each term individually. For the time derivative term,∫
µcτ
∂`d
∂t
dµ = τ
∂
∂t
∫
µc`d dµ = τ
∂qd
∂t
. (4.23)
For the gradient term we get∫
µ2c2τ
∂`d
∂x
dµ ≈
∫
µ2τc2
d`0
dTd
dµ
∂Td
∂x
≈ k∂Td
∂x
. (4.24)
Here we have utilized the definition of the phonon specific heat (4.7) and identified
the thermal conductivity in terms of its classical kinetic value [4],∫
µ2τc2
d`0
dTd
dµ =
∫
µ2
ξ(µ)
2
dµ τc
(
λ
τ
)∫
~ω
df 0ω
dTd
D dω ≈
(
1
3
)
cλCV = k.
(4.25)
Two important assumptions have been made here. The first says that the change
in distribution function in space can be approximated by a temperature gradient,
∂fd
∂x
≈ df0
dTd
∂Td
∂x
. This approximation has been used on numerous occasions [50, 32]
and implies a diffusion-like behavior of the particles. This is, of course, in accord
with our treatment of diffusive particles. The second is that diffusive particles are
approximately isotropic so ξ ≈ 1. For particles behaving diffusively—constantly
scattering—this assumption should hold. The isotropic scattering integral found
in the derivation of EPRT (4.18) gives further credence to this assertion.
The third term simply yields the definition of the diffusive heat flux,∫
µc` dµ = qd. (4.26)
The in-scattering term vanishes since the only µ-dependence appears as simply µ
and
∫ 1
−1 µ dµ = 0. We are left with what is known as the Cattaneo [58] definition
of heat flux,
qd + τ
∂qd
∂t
= −k∂Td
∂x
. (4.27)
Next we consider the ballistic particles. It is assumed that ballistic particles
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only experience scattering out of a particular velocity direction µ at an average rate
of the inverse of the relaxation time τ . Their corresponding transport equation is
then
∂`b
∂t
+ cµ
∂`b
∂c
= −1
τ
`b. (4.28)
This equation is subject to the boundary and initial conditions given by the energy
distribution function analogs of (4.3), (4.4) and (4.5).
Thankfully, the solution to this equation is not so difficult to construct. Con-
sider a propagation direction given by µ. If we assume a Lagrangian description,
and since the particles are not acted upon by some external force, we can write,
∂x
∂t
= cµ, (4.29)
and we can conclude that the distribution function is now only a function of a
single parameter, `b = `b(x(t), µ(t), t) = `b(t). As a consequence of (4.29), we can
rewrite (4.28) as
d`b
dt
= −1
τ
`b, (4.30)
where df
dt
represents the total or material derivative. Thus, the solution to (4.28)
is given simply by
`b(x, µ, t) = `b(0)e
−t/τ , (4.31)
where `b(0) ensures the satisfaction of the boundary and initial conditions while
being mindful of the fact that (4.29) must also be satisfied. The ballistic temper-
ature and heat flux can be calculated everywhere in space using (4.31) along with
the definitions (4.6), (4.8), and (4.9).
Before moving beyond the ballistic particles, we derive a relationship for future
use. We take ballistic transport equation (4.28), then integrate over µ. We go
straight to the desired relationship since it is a direct result of definitions:
CV τ
∂Tb
∂t
+ τ
∂qb
∂x
+ CTb = 0. (4.32)
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Lastly, we impose that energy is conserved in any differential slice of the film,
∂u
∂t
= CV
∂T
∂t
= −∂q
∂x
. (4.33)
Using the definition of BDA definitions of temperature (4.21) and heat flux (4.22)
this becomes,
CV
∂Tb
∂t
+ CV
∂Td
∂t
= −∂qb
∂x
− ∂qd
∂x
(4.34)
The final governing equation for the diffusive particles is obtained by taking a
spatial derivative of (4.27) and using (4.34) to eliminate qd. Three of the four
remaining ballistic terms can be eliminated using (4.32). We leave out the tedium
of mathematical manipulations and jump to the final result,
CV τ
∂2Td
∂t2
+ CV
∂Td
∂t
= k
∂2Td
∂x2
− ∂qb
∂x
. (4.35)
We pause for a moment to point out some inconsistencies in the original pre-
sentation of the BDA in [52]. The distribution function used in [52] must be a
classical distribution function with units of per phase space in order for the given
definitions of heat flux and internal energy to be valid. The subsequent change
of variables from velocity space to frequency space results in a non-traditional
(if not non-physical) definition of density of states. While these inconsistencies
make no difference in the validity of the final result, they may lead to unneeded
confusion for the reader who wishes to understand the derivation itself. The later
treatment, found in [53], corrects these errors.
In the original formulation by Chen [53], a spherical harmonic approximation
is used to describe the diffusive particles. We find the derivation given here to be
much more transparent and enlightening since it does not require the introduction
of the non-physical quantities inherent to such an approximation. By using the
temperature gradient approximation, we show the importance of isotropy in the
modeling of diffusive heat carriers. This concept will be shown to be important
throughout our treatment in this chapter. A full three-dimesional derivation which
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approximately follows the approach used in this section, but includes frequency
dependence, can be found in [59].
Boundary and initial conditions
The last component of the formulation is to assign boundary conditions and an
initial condition. We achieve a boundary condition in a manner similar, but not
identical, to Chen by the following line of reason: Any particle at a boundary
that is moving in a direction away from that boundary, by definition must be a
ballistic particle. Likewise, a diffusive particle can only be impinging upon the
surface, not emitted from it. We conclude that the diffusive particles must have
a vanishing distribution at the boundary. In other words, they satisfy a perfectly
absorbing boundary condition.
Consider a surface at x = 0 with particles being emitted in the positive x
direction. The linear transport equation governing diffusive particles therefore
must satisfy the perfectly absorbing condition,
`d(0, µ, t) = 0 for µ > 0. (4.36)
The strategy we employ to develop an absorbing boundary condition follows [60].
Let the distribution function be partitioned into an isotropic and non-isotropic
part,
`d(x, µ, t) = `i(x, µ, t) + `n(x, µ, t), (4.37)
where we take the isotropic part to be the internal energy density divided into
equal (solid) angles,
`i(x, µ, t) =
1
2
u(x, t), (4.38)
and the non-isotropic part to be an odd function of direction,
`n(x, µ, t) = −`n(x,−µ, t). (4.39)
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Since `n is odd, we have
qd =
∫ 1
−1
cµ`d dµ = 2
∫ 1
0
cµ`n dµ. (4.40)
Substituting (4.37) into (4.36) then multiplying by cµ and integrating over µ from
zero to one results in:∫ 1
0
cµ`i(0, µ, t) dµ+
∫ 1
0
cµ`n(0, µ, t) dµ =
1
4
cud(0, t) +
1
2
qd(0, t). (4.41)
Then applying the definition of temperature (4.8) we obtain,
1
2
cCV Td + qd = 0. (4.42)
Inserting this relationship into the definition of the diffusive heat flux (4.27) yields
the final boundary condition
k
∂Td
∂x
=
1
2
cCV τ
∂Td
∂t
+
1
2
cCV Td at x = 0. (4.43)
The opposite film boundary is found by the same argument, but the integration
over angular cosine is from −1 to 0 resulting in the condition,
−k∂Td
∂x
=
1
2
cCV τ
∂Td
∂t
+
1
2
cCV Td at x = L. (4.44)
The initial conditions are given by
Td(t = 0) = T0, (4.45)
which results directly from (4.45), and
T˙d(t = 0) = T˙d0. (4.46)
The condition (4.46) is now necessary because the governing equation for the
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diffusive carriers is second order in time.
4.3.2 The new heat equation
The new heat equation (NHE) has also been recently proposed by Naqvi and
Waldenstrøm [57] to approximate the EPRT. This model necessitated an added
parameter in order to fit both the transient temperature profile and heat flux
profile predicted by the EPRT. The added parameter was introduced only to
identify the proper temperature jump at the boundary; once this was known the
predictions were in excellent agreement with the transient solution to the EPRT.
In this chapter we derive the proper boundary condition directly from the phase
space boundary condition and will show later that the result, as expected, is in
excellent agreement with the EPRT without the need for extra fitting param-
eters. Our derivation of the NHE follows directly from the EPRT. Unlike the
original presentation, which relied upon the analogy between Brownian motion
and radiative particles, our treatment reveals the necessary conditions for such an
approximation to hold.
A diffusion equation valid for any time scale
Now we establish a general diffusion-like equation existing in configuration space.
Following in a manner similar to Ornstein and Van Wijk [61], we consider a
collection of free phonons and define the probability that a phonon lies between
x and x+ dx by
F (Φ0, x, t) =
∫
fωD dω∫ ∫
fωD dω dx
=
n(x, t)
N(t)
, (4.47)
where n is the number of phonons at a location in space at time t and N is the
total number of phonons in the system at time t (recall the definitions of Chapter
2). Φ0 denotes the the ensemble of initial constants. Let ψ = ψ(Φ0, x,∆x, t,∆t)
be the probability of an increase of the variable x between the limits ∆x and
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∆x + d∆x within some small period of time ∆t. Without any outside influence,
the change in density over this time will follow,
F (Φ0, x, t+ ∆t) =
∫ ∞
−∞
F (Φ0, x−∆x, t)ψ(Φ0, x−∆x,∆x, t,∆t) d(∆x). (4.48)
Taylor expanding the integrand on the right hand side about ∆x = 0 and dropping
terms of order higher than ∆x2, we get
F (Φ0, x, t+ ∆t) =
∫ ∞
−∞
{(
ψ −∆x∂ψ
∂x
+
∆x2
2
∂2ψ
∂x2
)
F
+
(
∆x2
∂ψ
∂x
−∆xψ
)
∂F
∂x
+
∆x2
2
ψ
∂2F
∂x2
}
d(∆x), (4.49)
where functions are assumed to be evaluated at (x, t) unless otherwise indicated.
First note that we must have, ∫ ∞
−∞
ψ d(∆x) = 1, (4.50)
in order for ψ to represent a probability. Then by dividing by ∆t, defining
γi = lim
∆t→0
∫∞
−∞ ψ∆x
i d(∆x)
∆t
, (4.51)
and taking the limit as ∆t→ 0, we arrive at the Fokker-Planck equation:
∂F
∂t
=
γ2
2
∂2F
∂x2
+
(
∂γ2
∂x
− γ1
)
∂F
∂x
+
(
1
2
∂2γ2
∂x2
− ∂γ1
∂x
)
F. (4.52)
Note that γi can, in general, depend upon both x and t. However, in order to
get a closed-form expression for these, we assume only a dependence upon time t.
The resulting equation—with variables renamed for clarity—is found to be
∂F
∂t
=
a(t)
2
∂2F
∂x2
− b(t)∂F
∂x
. (4.53)
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Note that in obtaining (4.53) we have made no assumptions about the temporal
scales other than truncating the Taylor series approximating F (Φ0, x, t + ∆t) at
first order. From here we seek two things in order to arrive at the new heat
equation: (i) we need a connection to the EPRT (4.19) such that the behavior of
this equation represents the small-scale physics of the EPRT and (ii) we need to
relate the probability density function F , with the temperature.
The desired connection to the small-scale physics is found by considering the
expectation value defined by
xi(t) =
∫ ∞
−∞
xiF (x, t) dx. (4.54)
Multiplying (4.53) by x and integrating over all space gives us,∫ ∞
−∞
x
∂F
∂t
dx =
a(t)
2
∫ ∞
−∞
x
∂2F
∂x2
dx− b(t)
∫ ∞
−∞
x
∂F
∂x
dx. (4.55)
Integrating by parts then utilizing the definition (4.54) and the fact that the
density must vanish at x = ±∞, we find
dx
dt
= b(t). (4.56)
We repeat the above procedure after multiplying by x2,∫ ∞
−∞
x2
∂F
∂t
dx =
dx2
dt
=
a(t)
2
∫ ∞
−∞
x2
∂2F
∂x2
dx− b(t)
∫ ∞
−∞
x2
∂F
∂x
dx
= a(t)
∫ ∞
−∞
F dx+ 2b(t)
∫ ∞
−∞
xF dx.
Therefore,
dx2
dt
= a(t) + 2b(t)x. (4.57)
We have now formally obtained a diffusion-like equation derived using no lim-
iting assumptions regarding a largeness or smallness of elapsed time. We therefore
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conclude that a proper choice of the spatial moments will result in a diffusion-like
equation that circumvents a known weakness of the ordinary diffusion equation—
an infinite speed of propagation. The quantities a(t) and b(t)—whose physical
significance was rather abstractly defined in terms of a transition probability—
were found to have a physically concrete meaning; they describe the time evolution
of the expectation values of x and x2.
Before moving forward with finding the desired expectation values, we take the
general diffusion equation (4.53), now defined in terms of the probability density
F , and write it in terms of the local temperature. Note the relationship,
F (x, t)〈ε〉(x, t) =
∫
fωD dω∫ ∫
fωD dω dx
∫
~ωfωD dω∫
fωD dω
=
u(x, t)
N(t)
, (4.58)
where 〈ε〉(x, t) is the average energy of a phonon located at x at time t. Thus, the
internal energy density of phonons is equal to the total number of phonons times
the probability of finding a phonon at x and t times average phonon energy at x
and t: u(x, t) = N〈ε〉F .
We make the following assumptions: (i) the total number of phonons in the
system is slowly varying with time, dN/dt ≈ 0, (ii) the average phonon energy
does not rapidly vary in space, d〈ε〉/dx ≈ 0 and (iii) does not change dramatically
with time, d〈ε〉/dt ≈ 0. While these assumptions may seem rather limiting, there
are no restrictions on the magnitude of energy transfer due to a change in the
number of phonons at a location in space and time, i.e. by changes in F (x, t).
The listed assumptions allow us to write:
N〈ε〉∂F
∂t
≈ ∂u
∂t
=
∂u
∂T
∂T
∂t
= CV
∂T
∂t
, (4.59)
and
N〈ε〉∂F
∂x
≈ ∂u
∂x
=
∂u
∂T
∂T
∂x
= CV
∂T
∂x
. (4.60)
We conclude,
∂T
∂t
=
a(t)
2
∂2T
∂x2
− b(t)∂T
∂x
. (4.61)
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Connection to the equation of phonon radiative transport
We now obtain the first and second spatial moments from the linear BE governing
the transport of phonons (4.19). First we establish a relationship to the new
quantity ` and the desired expectation values,
1
N(t)
∫ ∫
xiµj` dµ dx =
1
N(t)
∫ ∫ ∫ (
xiµj~ω
ξ
2
)
fωD dµ dx = xiµjε,
using the definition of expectation values. Since the frequency of a particular
phonon is independent of its location and direction for an isotropic material, we
can assume the expectation values are independent and we get the result,∫ ∫
xiµj` dµ dx = N(t)xiµjε. (4.62)
The quantity ε = ε(t) is the average frequency (energy) of a phonon in the entire
system. Multiplying the EPRT (4.19) by xiµj and integrating over µ and x gives,
∂xiµj
∂t
− ic xi−1µj+1 = 1
2
1
τ
∫
µj dµ xi − 1
τ
xiµj. (4.63)
Note that this equation is only valid for i > 0 since we have integrated by parts
to get the second term. In order to obtain an equation that is independent of N
and ε, we have assumed the average phonon frequency over the entire space is not
strongly dependent on time, dε/dt ≈ 0. Since we have already imposed that the
average frequency at a point in space does not vary much with space and time,
this is assumption is relatively inconsequential.
Equation (4.63) provides a vehicle for finding the desired moments and, as
a consequence, the coefficients a(t) and b(t). It has been shown that (i, j) =
(0, 1), (1, 0), (1, 1), (0, 2), and (2, 0) yields an easily-solvable set of ordinary differ-
ential equations in [62] and so the analysis will not be repeated here. However,
we will consider a simple sub-case of this general analysis in full detail. Let us
assume that the phonons have an isotropic distribution of initial directions. That
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is, at any point in space and time, the particles are equally likely to be traveling
in any direction. We can then state the expectation values of µ and µ2 as
µ = 0, µ2 =
1
3
. (4.64)
For (1, 0) we get the simple ordinary differential equation,
dx
dt
= 0. (4.65)
Then, regardless of the initial configuration, we conclude from (4.56) that
b(t) = 0. (4.66)
We now seek only a(t) which, due to (4.66), is equal to the time derivative of
the expectation value of the second moment in space, dx2/dt = a(t). We proceed
by simplifying (4.63) evaluated at (2, 0),
dx2
dt
− 2cxµ = 0. (4.67)
Thus, a(t) = 2cxµ.
We find xµ by evaluation of (4.63) with (i, j) = (1, 1). The analysis proceeds
as follows:
dxµ
dt
− cµ2 = dxµ
dt
− c1
3
= −1
τ
xµ.
Thus, to find a(t) we solve the following ordinary differential equation and initial
condition,
dxµ
dt
− c1
3
= −1
τ
xµ, xµ(0) = x0µ0 = x0(0) = 0. (4.68)
The exact solution is given by
xµ(t) =
1
3
cτ(1− e−t/τ ), (4.69)
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which finally gives us,
a(t) =
2
3
c2τ(1− e−t/τ ) = 2α(1− e−t/τ ). (4.70)
In this expression we have identified the macroscopic thermal diffusivity which
can be found by other (more rudimentary) arguments in classical kinetic theory
[4] as α = 1
3
c2τ = 1
3
cλ.
Substituting (4.66) and (4.70) into (4.61) allows us to write the new heat
equation [57]:
CV
∂T
∂t
= (1− e−t/τ )k∂
2T
∂x2
. (4.71)
For future use, we note that since the number of phonons in the system is
varying only slightly with time, we can write a continuity equation of the form
CV
∂T
∂t
= −∂q
∂x
, (4.72)
and comparison with (4.71) allows us to identify the constitutive relation inherent
to the NHE,
q = (1− e−t/τ )k∂T
∂x
. (4.73)
It is interesting to note that this result can be arrived at—with a slightly differ-
ent definition of the diffusivity—when starting from the Fokker-Planck equation
governing the random motion of particles and assuming the initial distribution in
velocity is equal to a Maxwellian. The choice to begin with the EPRT has not
been shown previously. The original work on NHE justified its use for phonon
transport by analogy [57]. With this derivation, we bring rigor to its use in heat
transfer problems and have identified the necessary assumptions. The develop-
ment also allows for the natural inclusion of predictive boundary conditions to be
derived shortly.
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Boundary and initial conditions
Before we proceed, a brief discussion of what has been accomplished so far is in
order. We have a utilized the phonon/photon analogy to recast the solution to the
phonon BE (4.1) as a solution to a linear BE (4.19) in classical phase space. From
here, we have approximated the linear BE by formulating an appropriate diffusion-
like equation that gives macroscopic behavior matching the linear BE description
without resorting to phase space. This goal was (presumably) achieved by assum-
ing the general coefficients appearing in the Fokker-Planck equation depend only
on time. The coefficients were then found to be related to the spatial moments
of the phonons. These moments were identified in terms of relevant quantities by
analysis of the linear BE—under certain assumptions—to provide a link between
the phase-space behavior of the particles and the position space behavior of the
particles. Previous work that utilizes this approach [57] clearly shows that given
the appropriate boundary condition, the NHE does a very good job of matching
the behavior of the linear Boltzmann equation. The work in [57], however, relies
on the use of extrapolated end points where the extrapolation parameter needs to
be chosen in order to fit the desired curve. The BDA derived in the previous sec-
tion, does not suffer from this issue and allows the proper boundary temperature
to be solved for instead of prescribed.
In this section we identify the appropriate boundary condition that necessi-
tates no new fitting parameters but predicts the boundary temperature accurately.
The formulation follows directly from the phase-space boundary condition (4.3)
rewritten in the general form,
f(0, t) = fw(t), (4.74)
We use the definition of ` (4.13) to transform this condition into a classical phase
space description,
`(0, µ, t) = `w(µ, t). (4.75)
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The strategy used to develop an absorbing boundary condition follows exactly
from the one utilized in Section 4.3.1 to obtain a perfectly absorbing condition.
Let the distribution function be partitioned into an isotropic and non-isotropic
part
`(x, µ, t) = `i(x, µ, t) + `n(x, µ, t) (4.76)
where we take the isotropic part to be the internal energy density divided into
equal (solid) angles,
`i(x, µ, t) =
1
2
u(x, t), (4.77)
and the non-isotropic part to be an odd function of direction,
`n(x, µ, t) = −`n(x,−µ, t). (4.78)
Since `n is odd, we have
q =
∫ 1
−1
cµ` dµ = 2
∫ 1
0
cµ`n dµ. (4.79)
Substituting (4.37) into (4.75) then multiplying by cµ and integrating over µ from
zero to one results in:∫ 1
0
cµ`i(0, µ, t) dµ+
∫ 1
0
cµ`n(0, µ, t) dµ =
1
4
cu(0, t) +
1
2
q(0, t) =
∫ 1
0
cµ`w dµ.
(4.80)
Utilizing (4.8) and (4.73) yields,
(1− e−t/τ )k∂T
∂x
=
1
2
cCV T − 2
∫ 1
0
cµ`w dµ at x = 0. (4.81)
Equation (4.81) can be further simplified if we assume the distribution given
at the surface `w is independent of propagation direction such that it can be
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expressed in terms of the internal energy,
`w(0, µ, t) =
1
2
uw(t), (4.82)
so that,
2
∫ 1
0
cµ`w dµ = cuw(t)
∫ 1
0
µ dµ =
1
2
cCV Tw. (4.83)
The boundary condition can finally be written for the left boundary as
(1− e−t/τ )1
3
k
∂T
∂x
=
1
2
cCV (T − TLW) at x = 0. (4.84)
Repeating the analysis for the right boundary gives,
−(1− e−t/τ )1
3
k
∂T
∂x
=
1
2
cCV (T − TRW) at x = L. (4.85)
The final result for the boundary condition (4.84) has a rather straight forward
physical interpretation since it only required two assumptions: (1) the distribu-
tion function can be split into an isotropic and a non-isotropic component where
the non-isotropic component is an odd function of velocity and (2) the imposed
wall distribution appearing in (4.75) is isotropic. From here, the result followed
exactly from the original boundary condition. Thus the expression (4.84) is the
position space analog of the phase space condition (4.3) under some reasonable
assumptions. Note that assumption (2) is not even necessary, but is convenient
for getting a final result in terms of macroscopic quantities like temperature. See
Figure 4.2 for an illustration depicting the new boundary condition.
The final form of the boundary condition lends itself to another physical in-
terpretation. If we set the wall term of (4.84) equal to zero, we are left with the
perfectly absorbing condition derived in [60]. That is to say any phonon incident
on the surface is absorbed. The wall term, therefore, has the natural interpretation
as a source of phonons being injected into the domain. This is exactly analogous
to Chen’s ballistic-diffusive split of the distribution function. Extending this idea
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Figure 4.2: An illustration of the approximation used to obtain the boundary
condition (4.84).
further, and further using the results in [60], would also allow us to account for a
non-perfectly absorbing surface by the introduction of a parameter that accounts
for the probability of absorption.
4.3.3 Another candidate
For completeness, we will also propose another approximation to the EPRT that
amounts to a fusion of the two approaches presented here in detail—the BDA
and the NHE. Instead of allowing the diffusive particles of the BDA obey the
Cattaneo constitutive relation (4.27), we impose that they obey the analogous
relation provided by the NHE, (4.73). Then beginning with the statement of the
first law of thermodynamics for a differential slice of a thin solid film with ballistic
and diffusive carriers—rewritten here for convenience—we get,
CV
∂Td
∂t
= −∂qd
∂x
−
(
CV
∂Tb
∂t
+
∂qb
∂x
)
. (4.34)
By using (4.73) to write the diffusive flux in terms of Td and (4.32) to simplify
the term in the parenthesis, we are left with,
CV
∂Td
∂t
= (1− et/τ )k∂
2Td
∂x2
+
CV
τ
Tb. (4.86)
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We will call this equation the “Ballistic-NHE.” We subject it to the boundary
conditions analogous to (4.43) obtained by using the NHE definition of heat flux
in lieu of the Cattaneo definition, i.e. we use (4.84) with Tw = 0,
(1− e−t/τ )k∂Td
∂x
=
1
2
cCV Td at x = 0, (4.87)
and
−(1− e−t/τ )k∂Td
∂x
=
1
2
cCV Td at x = L, (4.88)
with an initial condition given by (4.45).
This model has never been proposed previously.
4.4 The C-F model
In an effort entirely independent of EPRT and its approximations, the ”C-F
model” developed by Tamma, Zhou, and Anderson [50, 63, 64] is a model based
on the phonon BE that claims to be valid at very small scales. Indeed, with a
single parameter the model is shown to be able to fit a large swath of experimen-
tal and ab initio predictions of thin film thermal conductivities [65]. However,
these fits are found at steady steady and the C-F model is no different than the
classical heat equation in this limit. More interesting is the ability of the model
to unify the ideas of wave and diffusion processes in phonon transport. Reports
of wave-like thermal behavior date back to early investigations of second sound
at extremely low temperatures, [66] but has also been observed recently at more
commonly-encountered temperatures in metals through the use of pulsed laser
heating [67] and in non-homogeneous materials such as porous media and biologi-
cal species [68, 69]. Since the C-F model can recover the classical heat conduction
equation and the wave equation by the choice of a single parameter, inclusion
here will provide insight on the assumptions made to achieve more established
thermal transport equations (classical and hyperbolic) as well as provide a more
recently-proposed governing equation to describe transient heat transfer in a thin
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film. In addition, since the C-F model contains all mathematical terms found
in other models included in our study, the discretization of all models outlined
previously will be a sub-case of the discretization of the C-F model.
4.4.1 Governing equation
The assumption at the foundation of the derivation of the C-F model is that
phonons can be split into high and low energy carriers. This leads to the simulta-
neous coexistence of heat carriers that behave “Fourier-like” and “Cattaneo-like,”
hence the model’s name. This allows us to define the heat flux as
q = qC + qF =
∫ ωT
0
v~ωf(x, t)D dω +
∫ ωD
ωT
v~ωf(x, t)D dω, (4.89)
where ωD is the Debye frequency, ~ is Planck’s constant divided by 2pi, v is the
phonon velocity projected on the x direction and D = D(ω) is the density of
states. The theoretical frequency, ωT that appears in (4.89) serves as a time
dependent threshold frequency which separates the energy ranges at which the
Cattaneo and Fourier-like fluxes exist.
If we consider each of the processes separately, we can write two separate
phonon BEs (4.1). Multiplying (4.1) by v~ωD and integrating over the respective
frequency ranges gives,
τ
∫ ωT
0
v~ωD
∂f
∂t
dω +
∫ ωT
0
v2τ~ωD
∂f
∂x
dω
=
∫ ωT
0
v~ωD
(
f 0 − f) dω (4.90)
and
τ
∫ ωD
ωT
v~ωD
∂f
∂t
dω +
∫ ωD
ωT
v2τ~ωD
∂f
∂x
dω
=
∫ ωD
ωT
v~ωD
(
f 0 − f) dω. (4.91)
71
Figure 4.3: Equilibrium distribution functions vs energy (frequency) justifies the
energy split suggested by the C-F model. Reproduced from [50].
As with the models described in Section 4.3, we have introduced a frequency
independent relaxation time, τ .
To justify this splitting of the heat flux, consider Figure 4.3. At a certain
frequency, the distribution function for classical, bosonic, and fermionic systems
all rapidly approach zero at what is above called the cutoff frequency. This not
only justifies the split in flux, it is also argued that the first term in (4.91) is
negligible by pointing out that these distributions are relatively constant above
this frequency and are therefore not significantly changing over time. This reduces
(4.91) to ∫ ωD
ωT
v2τ~ωD
∂f
∂x
dω =
∫ ωD
ωT
v~ωD
(
f 0 − f) dω. (4.92)
We define thermal conductivity for both carrier types as in [70].
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k =
∫ ωD
0
v2τ~ωD
∂f 0
∂T
dω
=
∫ ωT
0
v2τ~ωD
∂f 0
∂T
dω +
∫ ωD
ωT
v2τ~ωD
∂f 0
∂T
dω
=kC + kF . (4.93)
By assuming the existence of a temperature gradient, we have again approxi-
mated the spatial derivative of the distribution function as ∂f
∂x
= ∂f
0
∂T
∂T
∂x
. Note that
the governing equation of the C-F model is not claimed to be valid for the length
scales on the order of or smaller than the mean free path without the application
of particular parameter-dependent boundary conditions [50].
By substituting the temperature gradient approximation into (4.90) and (4.92)
and using the above definitions of thermal conductivity (4.93) with the definition
of heat flux (4.89), we get the following expressions for heat flux.
qF = −kF dT
dx
, (4.94)
qC + τ
dqC
dt
= −kC dT
dx
. (4.95)
Now, we introduce the dimensionless “heat conduction model number” given by,
FT =
kF
kC + kF
. (4.96)
This allows us to write the C-F model as,
qF = −FTkdT
dx
(4.97)
qC + τ
dqC
dt
= −(1− FT )kdT
dx
. (4.98)
If we consider a differential width of our thin film, conservation of energy yields
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CV
∂T
∂t
= −dq
dx
+ S, (4.99)
where S is a heat source within the film. Equation (4.99) along with (4.89), (4.97),
and (4.98) gives the one-step temperature formulation of the C-F model:
CV τ
∂2T
∂t2
+ CV
∂T
∂t
= k
∂2T
∂x2
+ τFTk
∂
∂t
[
∂2T
∂x2
]
+ S + τ
∂S
∂t
, for FT < 1, (4.100)
CV
∂T
∂t
= k
∂2T
∂x2
+ S, for FT = 1. (4.101)
One should note the ability of the C-F model to recover both the parabolic heat
equation, FT = 1, as well as the hyperbolic heat equation, FT = 0. This trait
will be exploited to examine the computational framework that is described sub-
sequently.
4.4.2 Boundary and initial conditions
In order to put the C-F model on equal footing with BDA and NHE, we will
apply a boundary condition analogous to the one developed for the NHE (4.84).
We begin with the expression derived for x = 0 (4.80) and assume an isotropic
wall term,
1
2
cu(0, t) + q(0, t) =
1
2
cuLW. (4.102)
An expression for the total heat flux due to high and low energy carriers is found
by imposing energy conservation. We get from (4.100),
τ
q
∂t
+ q = k
∂T
∂x
+ τFTk
∂
∂t
[
∂T
∂x
]
for FT < 1, (4.103)
q = k
∂T
∂x
for FT = 1. (4.104)
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By substituting these expressions into (4.102) we find the desired boundary con-
dition at x = 0,
k
∂T
∂x
+ kFT τ
∂
∂t
∂T
∂x
=
1
2
cCV τ
∂T
∂t
+
1
2
cCV (T − TLW) for FT < 1, (4.105)
k
∂T
∂x
=
1
2
cCV (T − TLW) for FT = 1. (4.106)
Similarly for x = L,
−k∂T
∂x
− kFT τ ∂
∂t
∂T
∂x
=
1
2
cCV τ
∂T
∂t
+
1
2
cCV (T − TRW) for FT < 1, (4.107)
−k∂T
∂x
=
1
2
cCV (T − TRW) for FT = 1. (4.108)
The initial condition for this model is again given by (4.45). For FT < 1 we also
must enforce (4.46) because of the second-order derivative in time.
4.5 Numerical formulations
We now proceed to solve the models described in this chapter. Before getting to
the numerical discretization, we introduce some dimensionless variables to simplify
the presentation: ∆T = TLW − TRW, θ = (T − TRW)/∆T , q∗ = q/(CV c∆T ),
η = x/L, and t∗ = t/τ . If we assume the classic kinetic theory result, k = 1
3
CV cλ
we can rewrite all models in terms of only the Knudsen number, Kn = λ
L
and
the heat conduction model number in the case of the C-F model. The resulting
governing equations and associated boundary conditions can be found in Table
4.1. Note that the non-dimensionalization of the BDA also involves what Chen
calls a “normalization procedure” to minimize the error introduced by the BDA
[53] which we do not consider here. The discretization of EPRT is also not given
in this chapter. For details on how it was solved, our original work on the topic
can be consulted [71]. We use the finite element method [20] to discretize in space
and a novel framework for our temporal discretization as described in our previous
work here: [72].
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Table 4.1: A summary of the models developed in this chapter along with their
boundary conditions. All equations are in their non-dimensionalized form. For
each row, the boundary condition for x = 0 (η = 0) is listed on top and the one
for x = L (η = 1) is at the bottom. The exact expressions for the non-dimensional
ballistic temperature and heat flux results for the thin film problem can be found
in the table but not in this chapter. More details can be found in [59].
Model Governing Equation(s) Boundary Conditions
EPRT ∂`
∂t
+ µc∂`ω
∂η
= 1
2
1
τ
∫
` dµ− 1
τ
` ` = `LW, 0 < µ < 1
` = `RW, −1 < µ < 0
BDA ∂
2θd
∂t∗2 +
∂θd
∂t∗ =
Kn2
3
∂2θd
∂η2
−Kn∂q∗b
∂η
Kn
3
∂θd
∂η
= 1
2
∂θd
∂t∗ +
1
2
θd
q∗b =
1
2
∫ 1
0
H
(
t∗ − ηKnµ
)
µe−
η
Knµ dµ −Kn
3
∂θd
∂η
= 1
2
∂θd
∂t∗ +
1
2
θd
NHE ∂θ
∂t∗ = (1− e−t
∗
)Kn
2
3
∂2θ
∂η2
(1− e−t∗)Kn
3
∂θ
∂η
= 1
2
(θ − 1)
−(1− e−t∗)Kn
3
∂θ
∂η
= 1
2
θ
Ballistic-NHE ∂θd
∂t∗ = (1− e−t
∗
)Kn
2
3
∂2θd
∂η2
+ θb (1− e−t∗)Kn3 ∂θd∂η = 12θd
θb =
1
2
∫ 1
0
H
(
t∗ − ηKnµ
)
e−
η
Knµ dµ −(1− e−t∗)Kn
3
∂θd
∂η
= 1
2
θd
Kn
3
∂θ
∂η
+ Kn
3
FT
∂
∂t∗
∂θ
∂η
C-F, FT ∈ (0, 1) ∂2θ∂t∗2 + ∂θ∂t∗ = 12 ∂θ∂t∗ + 12(θ − 1)
= Kn
2
3
∂2θ
∂η2
+ Kn
2
3
FT
∂
∂t
[
∂2θ
∂η2
]
Kn
3
∂θ
∂η
+ Kn
3
FT
∂
∂t∗
∂θ
∂η
= 1
2
∂θ
∂t∗ +
1
2
θ
Fourier, FT = 1
∂θ
∂t∗ =
Kn2
3
∂2θ
∂η2
Kn
3
∂θ
∂η
= 1
2
(θ − 1)
−Kn
3
∂θ
∂η
= 1
2
θ
Cattaneo, FT = 0
∂2θ
∂t∗2 +
∂θ
∂t∗ =
Kn2
3
∂2θ
∂η2
Kn
3
∂θ
∂η
= 1
2
∂θ
∂t∗ +
1
2
(θ − 1)
Kn
3
∂θ
∂η
= 1
2
∂θ
∂t∗ +
1
2
θ
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4.5.1 Numerical Formulation in Space
The C-F model is quite general in that it contains all terms contained in other
models. The discretization of any model can be achieved by dropping terms from
the spatial discretization and the time marching scheme we employ will uniquely
include both first and second order systems in time. We therefore proceed to
discretize the fully continuous C-F model rewritten as,
θ¨ + θ˙ − Kn
2
3
∂2θ
∂η2
− Kn
2
3
FT
∂2θ˙
∂η2
− s = 0. (4.109)
where we have grouped the usual source term into s = S + τ∂S/∂t.
We employ the classical Galerkin finite element method with with quadratic
shape functions. We use a uniform mesh with elements of width h. Thus the
solution is approximated within an element by
θ ≈ bNc{θ}, (4.110)
where
bNc =
(
1− 3η
h
+
2η2
h2
4η
h
− 4η
2
h2
− η
h
+
2η
h2
)
(4.111)
is the row vector of shape functions and
{θ} = (θ1 θ2 θ3)T (4.112)
is a column vector of discrete dimensionless temperatures. The weighted residual
statement for an arbitrary element is then,∫ h
0
bNcT
{
bNc{θ¨}+ bNc{θ˙}
−Kn
2
3
∂2bNc{θ}
∂η2
− Kn
2
3
FT
∂2bNc{θ˙}
∂η2
− s
}
dη = 0. (4.113)
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This can be written more compactly as
[M ]{θ¨}+ ([C1] + [C2]){θ˙}+ [K1]{θ} − {s} = {q1} (4.114)
where
[M ] =
∫ h
0
bNcT bNc dη, [C1] =
∫ h
0
bNcT bNc dη,
[K1] =
Kn2
3
∫ h
0
bBcT bBc dη, [C2] = Kn
2
3
FT
∫ h
0
bBcT bBc dη, (4.115)
{s} =
∫ h
0
bNcT s dη. (4.116)
Here we have defined bBc = d
dη
bNc. The term on the right hand side resulted
from the use of integration by parts on the third and fourth term in (4.113),
{q1} =
[
bNcTKn
2
3
∂{θ}
∂η
]h
0
+
[
bNcTKn
2
3
FT
∂{θ˙}
∂η
]h
0
. (4.117)
These terms can be readily identified as left-hand-side of the boundary condition
given by (4.106). The application of these boundary conditions (denoted by a B)
result in additional contributions to the capacitance matrix and stiffness matrix
as well as the right-hand side upon full assembly of the system. The resulting,
fully assembled semi-discretized system can be expressed as
[M ]{θ¨}+ [C]{θ˙}+ [K]{θ} = {q}, (4.118)
where
[C] =
∑
[C1] + [C2] + [CB], [K] =
∑
[K1] + [KB], (4.119)
{q} =
∑
{s}+ {q1}+ {qB}.
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The symbol
∑
denotes the assembly process and {θ} along with its time deriva-
tives are the column vectors of all nodal values.
4.5.2 An isochronous integration framework [GS4] for time
discretization of first/second-order Systems
We now have a mathematical model that has been reduced to either a first- or
second-order system of ordinary differential equations in time. Until recently,
one would have to resort to numerically solving each with entirely different,
independently-programmed algorithms. In the case of the second-order system one
would rely upon, perhaps, the trapezoidal scheme such as the Newmark method
and the like. While for first-order systems one must choose from an entirely differ-
ent set of algorithms such as the trapezoidal family of schemes, which includes the
Crank-Nicolson scheme. The iIntegration computational framework that is sub-
sequently described alleviates this difficulty and provides a unified way to solve
either system.
The Generalized Single Step Single Solve (GS4) computational framework has
been recently developed to yield a family of second-order accurate, implicit, uncon-
ditionally stable algorithms with controllable numerical dissipation on the zeroth,
first, and second-order time derivatives and zero-order overshooting behavior. The
GS4-2 framework was developed by Zhou and Tamma et. al in a series of papers,
[73, 74, 75, 76] with a focus on structural dynamics problems which are second-
order systems in time. Later, the approach was extended to GS4-1, a framework
dealing with time-marching of first-order systems [77]. These algorithms have the
same desirable features as their second-order counterparts.
The essence of the framework and the underlying “Algorithms by Design”
approach is as follows: using a generalized method of time weighted residuals,
the various unknowns to be solved for and the consequent update variables are
chosen to be approximated by general asymptotic series expansions. This al-
lows for a general algorithm architecture, or rather a whole family of infinitely
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many algorithms, which are expressed in terms of the coefficients of the expansion
terms. By imposing a “wish list” (a set of algorithmic properties) the authors
were able to reduce these coefficients down to a set of parameters all described in
terms of the eigenvalues of the amplification matrix. These parameters, known as
(ρmin∞ , ρ
max
∞ , ρ
s
∞), allow the user to choose between virtually any known (to-date,
in the context of LMS methods) implicit algorithm for second-order systems in
time.
Because of their common roots, it has been suspected that there is a connec-
tion between GS4-1 and GS4-2. Indeed, it has been shown that the first-order
algorithms can be recovered from the second-order algorithms by a shift in vari-
ables and parameters [78]. The resulting general set of algorithms can recover
most implicit time integration algorithms which are first- or second-order. The
framework also includes new and optimal designs of algorithms with useful fea-
tures that preserve the problem physics. The complete details and derivation of
this iIntegration framework can be found in [78]. Here we point out the important
features of the iIntegration framework:
• order-preserving and second-order time accurate
• implicit2 and unconditionally stable
• controllable numerical dissipation
• solves first- and second-order systems via the same time integration compu-
tational framework; hence the name “isochronous” integration framework
We obtain a fully discretized system by applying the GS4 framework to (4.118)
along with the initial conditions,
{θ}(0) = 0,
{θ˙}(0) = 0. (4.120)
2The development of an “Algorithms by Design” based family of explicit schemes is currently
nearing completion.
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The result is the following system,
[M ]{˜¨θ}+ [C]{˜˙θ}+ [K]{θ˜} = {q˜}, (4.121)
where
{˜¨θ} ={θ¨}n + Λ6W1({θ¨}n+1 − {θ¨}n), (4.122)
{˜˙θ} ={θ˙}n + Λ4W1∆t{θ¨}n + Λ5W2∆t({θ¨}n+1 − {θ¨}n), (4.123)
{θ˜} ={θ}n + Λ1W1∆t{θ˙}n
+ Λ2W2∆t
2{θ¨}n + Λ3W3∆t2({θ¨}n+1 − {θ¨}n), (4.124)
{q˜} =(1−W1){q}n +W1{q}n+1, (4.125)
and the subscript n indicates the timestep. Substituting these into (4.121), we
can solve for {∆θ¨} = {θ¨}n+1 − {θ¨}n from the linear system,
(Λ6W1[M ] + Λ5W2∆t[C] + Λ3W3∆t
2[K]){∆θ¨}
=− [M ]{θ¨}n − [C]({θ˙}n + Λ4W1∆t{θ¨}n) (4.126)
− [K]({θ}n + Λ1W1∆t{θ˙}n + Λ2W2∆t2{θ¨}n)
+ (1−W1){q}n +W1{q}n+1.
Once {∆θ¨} is found we can compute the dimensionless temperature and its
first- and second-order derivatives in time, at time t = tn+1 from,
{θ¨}n+1 = {θ¨}n + {∆θ¨}, (4.127)
{θ˙}n+1 = {θ˙}n + λ4∆t{θ¨}n + λ5∆t{∆θ¨}, (4.128)
{θ}n+1 = {θ}n + λ1∆t{θ˙}n + λ2∆t2{θ¨}n + λ3∆t2{∆θ¨}, (4.129)
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where
Λ1W1 =
3 + ρmin∞ + ρ
max
∞ − ρmin∞ ρmax∞
2(1 + ρmin∞ )(1 + ρmax∞ )
,
Λ2W2 =
1
(1 + ρmin∞ )(1 + ρmax∞ )
,
Λ3W3 =
1
(1 + ρmin∞ )(1 + ρmax∞ )(1 + ρs∞)
,
Λ4W1 =
3 + ρmin∞ + ρ
max
∞ − ρmin∞ ρmax∞
2(1 + ρmin∞ )(1 + ρmax∞ )
,
Λ5W2 =
2
(1 + ρmin∞ )(1 + ρmax∞ )(1 + ρs∞)
, (4.130)
Λ6W1 =
2 + ρmin∞ + ρ
max
∞ + ρ
s
∞ − ρmin∞ ρmax∞ ρs∞
(1 + ρmin∞ )(1 + ρmax∞ )(1 + ρs∞)
,
W1 =
3 + ρmin∞ + ρ
max
∞ − ρmin∞ ρmax∞
2(1 + ρmin∞ )(1 + ρmax∞ )
,
λ1 = 1, λ2 = 1/2, λ4 = 1,
λ3 =
1
2(1 + ρs∞)
, λ5 =
1
1 + ρs∞
,
are the algorithmic parameters which can be controlled via a set of user-defined
parameters (ρmin∞ , ρ
max
∞ , ρ
s
∞) associated with the high frequency damping of the
variables ({θ},{θ˙},{θ¨}) respectively. These parameters must satisfy the relation
1 ≥ ρmax∞ ≥ ρmin∞ ≥ ρs∞ ≥ 0. (4.131)
Note that the algorithm given by (4.130) corresponds to the so-called V 0 family
of algorithms of GS4-2. There also exists a family of U0 algorithms. Details can
be found in [73].
This entirely describes the spatial and temporal discretization of (4.109). To
achieve this for a first-order system one must perform the following procedure:
1. [M ] := [C]
2. [C] := [K]
82
3. [K] := [0]3
4. Treat {θ¨} as {θ˙}
5. Treat {θ˙} as {θ}
6. ρmax∞ = 1
7. Treat ρmin∞ as ρ∞
8. Disregard (4.120)
where := is the assignment operation (i.e., assign the value of [C] to [M ]). We
have essentially interpreted the (n + 1)st order derivative and its corresponding
coefficient matrix as the nth order derivative and its corresponding coefficient
matrix. This set of operations yields the GS4-1 family of algorithms exactly as
given in [77]. The framework reduces to
[C]{˜˙θ}+ [K]{θ˜} = {q˜}, (4.132)
where
{˜˙θ} = {θ˙}n + Λ6W1({θ˙}n+1 − {θ˙}n), (4.133)
{θ˜} = {θ}n + Λ4W1∆t{θ˙}n + Λ5W2∆t({θ˙}n+1 − {θ˙}n), (4.134)
{q˜} = (1−W1){q}n +W1{q}n+1. (4.135)
Now one can solve for {∆θ˙} = {θ˙}n+1 − {θ˙}n using
(Λ6W1[C] + Λ5W2∆t[K]){∆θ˙}
=− [C]{θ˙}n − [K]({θ}n + Λ4W1∆t{θ˙}n) (4.136)
+ (1−W1){q}n +W1{q}n+1,
3Note that because of this assignment, {θ} no longer participates in the solution.
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with the updates
{θ˙}n+1 = {θ˙}n + {∆θ˙}, (4.137)
{θ}n+1 = {θ}n + λ4∆t{θ˙}n + λ5∆t{∆θ˙}, (4.138)
where
Λ4W1 =
1
1 + ρ∞
,
Λ5W2 =
1
(1 + ρ∞)(1 + ρs∞)
,
Λ6W1 =
3 + ρ∞ + ρs∞ − ρ∞ρs∞
2(1 + ρ∞)(1 + ρs∞)
, (4.139)
W1 =
1
1 + ρ∞
,
λ4 = 1, λ5 =
1
1 + ρs∞
.
Note that the family of algorithms given above, namely (4.132)-(4.139), for
first-order systems need not be programmed directly. It was only given for illus-
trative purposes and for comparison with “Algorithm 2” described in [77]. Per-
forming the shifts indicated above, this framework is recovered directly from the
second-order computational framework. We now have an integrated computa-
tional framework in which general first- and second-order systems can be solved
using the same code.
It should be pointed out that the parameters, (ρmin∞ , ρ
max
∞ , ρ
s
∞) serve to control
the numerical dissipation on the zeroth, first, and second order derivative of the
dependent variable for a second-order system, respectively. When GS4 is shifted
to handle first-order systems, ρmax∞ = 1 while (ρ∞, ρ
s
∞) now control the numerical
dissipation on the zeroth and first order derivatives, respectively. From (4.131),
the family of first order algorithms must now satisfy the relation,
1 ≥ ρ∞ ≥ ρs∞ ≥ 0. (4.140)
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Figure 4.4: Kn = 0.1: the highly diffusive regime. Compare with Figure 4.1a.
4.6 Results
The thin film problem has been solved for three different cases: Kn = 10, 1, 0.1.
These three cases represent the three important regimes: diffusive—particles
scatter numerous times when crossing the film, transition—ballistic and diffu-
sive transport both important, and ballistic—most particles travel across the film
without scattering. We consider the solution at three different snapshots in time
for each case. Since the EPRT is the physical description closest to the original
governing equation, the relaxation time phonon BE, we use its solution as the
standard to which we compare the performance of other models.
Figures 4.4–4.6 display the solution to the models described in Table 4.1 along
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Figure 4.5: Kn = 1: the transition regime. Compare with Figure 4.1b.
with the appropriate initial conditions. The Ballistic-NHE (Section 4.3.3) solution
was not included here since the results are indistinguishable from the BDA solution
in most cases. The C-F results correspond to the choice of FT = 0.5. Each
dimensionless temperature solution was found using a mesh of 50 elements and 50
timesteps. Resolution for the EPRT solution was reduced for the Kn = 10 case
in order to avoid the non-physical numerical oscillations arising from the strongly
hyperbolic nature of the problem. The solution to EPRT is found by means of a
16 point discrete ordinates methods along with the finite element method using
streamline-upwind Petrov-Galerkin (SUPG) elements to stabilize the convective
term and GS4 time integration. Details can be found here [71].
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Figure 4.4 demonstrates the behavior of each approximation in the diffusive
regime. The ballistic-diffusive approximation is shown to give unsatisfying results
compared to the NHE in all but the early transients. Near the wall where ballistic
particles are injected into the film a non-physical dip in the solution curve can
be seen. This inadequacy is particularly apparent in the steady state where the
BDA can be shown to not satisfy the expected linear temperature profile. Chen
discusses this shortcoming in [53]. The NHE suffers from no such problem and
naturally provides accurate results as the film begins to demonstrate entirely
diffusive behavior. The C-F, Fourier, and Cattaneo results all deviate from the
EPRT result at very early times but give extremely good results thereafter. All
models give excellent (identical) predictions at steady-state with the exception of
BDA. This will be true for all regimes and gives credence to the new boundary
condition which has been applied to all models except the BDA and EPRT.
Figure 4.5 shows the results for the transition regime. Here, where the exis-
tence of ballistic particles is very important, we begin to see some striking dif-
ferences between the models. Two shortcomings of the BDA can be seen in this
figure. First, the wave-like nature of the BDA apparent at time t∗ = 1 which
produces a non-physical hump in the solution. Chen points this out clearly in
his full-length article on the topic [53]. Second, the BDA gives notable disagree-
ment with the temperature prediction found in the steady state. Results due to
Fourier’s law are shown to over-predict the heat flux until the solution reaches
steady state. This behavior was noted in [32] for the steady-state case, but is
shown to be remedied by the use of the novel boundary condition derived in
Section 4.3.2. The Fourier result also develops toward steady-state notably more
quickly than EPRT. Wave-like models, Cattaneo and C-F, show behavior opposite
to the Fourier results; they under-predict the heat flux and arrive at steady-state
slowly. NHE gives excellent approximations to EPRT for all three snapshots in
time.
Figure 4.6 gives the results for the transient temperature and heat flux profile
for a very thin film. The NHE result gives satisfactory solutions in the very early
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Figure 4.6: Kn = 10: the highly ballistic regime. Compare with Figure 4.1c.
transients and in the steady state. However, the prediction for the heat flux is
found to be not as good as the BDA for intermediate times. This is not surprising
since the assumption of isotropy, necessary for the formulation of NHE to hold, is
not as well-justified in this case. That is, since the film is so small, the particles
emitted from the boundary only scatter a few times, if at all, before reaching the
other boundary. Thus the directionality associated with these emitted particles
are not yet entirely randomized. Trends noted for the transition regime related
to the Fourier, C-F, and Cattaneo models are found again in the ballistic regime.
Figure 4.7 highlights the shortcomings of the proposed approximations to the
EPRT. The bottom left plot demonstrates the lagging heat flux prediction for
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very thin films given by the NHE. Though it is not attempted here, we believe
that weakening the assumption of isotropy would rectify the disagreement between
NHE and EPRT in the highly ballistic case. This simply means that µ¯ and µ2
would no longer have constant values but would evolve toward isotropy after a
finite amount of time. The resulting equation (new definitions of a(t) and b(t)
4.3.2) has been derived in [62]. Such an approach would require the definition
of an extra parameter that represents the expectation value of the propagation
direction at time t = 0, µ¯0. Simple geometrical arguments would make this
parameter easy to approximate. The top center plot shows a particularly poor
steady-state temperature prediction by the BDA and Ballistic-NHE as was noted
by Chen [53]. The artificial wave front due to the Cattaneo definition of the heat
flux used by Chen to establish the BDA is very apparent in the rightmost plots.
This inaccuracy was also well-noted by Chen [53]. The Ballistic-NHE is shown
to be free of the artificial wave front of the BDA. We argue that this makes it a
better approximation to the EPRT.
The C-F model and its sub-cases (Fourier and Cattaneo) can be used to obtain
predictions very comparable to the EPRT through the use of a fitting parameter
in a boundary condition much like the one derived in Section 4.3.2. This approach
was used extensively by C.V.D.R Anderson in [65] to fit experimental and molec-
ular dynamic predictions of thermal conductivity data for thin films. In addition
to the evidence given here by the success of the NHE, these results further suggest
that the use of a model based on macroscopic variables like temperature and heat
flux can give predictive results even at very small scales given the proper bound-
ary condition. It should be noted that much of the thin film experimental data
used in Anderson’s studies were in-plane measurements so the effective thermal
conductivity derived in the next section is not expected to fit this data well.
Note that some numerical difficulties inherent to solving the EPRT are ap-
parent in the top right plot of fig. 4.6. The convective term dominates in this
regime. The oscillations resulting from this term were combated by upwinding
(SUPG elements) as well as numerical dissipation in the time integration scheme,
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Figure 4.7: Snapshots in time demonstrating the shortcomings of the NHE and
the BDA in approximating the EPRT.
Key:
Diff-TE: the diffusive part of the original BDA formulation where “TE” stands
for “Telegraphers equation.”
Diff-NHE: the diffusive part of the ballistic-NHE.
B-NHE: the sum of ballistic and diffusive parts of the ballistic-NHE
NHE-BC: the NHE along with the newly-proposed boundary conditions (4.84).
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Figure 4.8: Convergence plots demonstrating the second-order accuracy of the
iIntegration framework. First- and second-order systems in time can be solved
using the same code here demonstrated by (a) the hyperbolic heat equation and
(b) the parabolic heat equation.
but still can be seen near the left wall.
To validate the iIntegration framework described in Section 4.5.2, convergence
plots have been constructed for two example problems. The first is the hyperbolic
heat equation arising from the C-F model with FT = 0 and the second is the the
parabolic heat equation from the choice of FT = 1. It can be seen that second-
order accuracy is achieved for the arbitrary choices of (ρmin∞ , ρ
max
∞ , ρ
s
∞) seen in
Figure 4.8. Note that to properly obtain second-order accuracy of the highest
time derivative of θ, one must use use the time-shifting concept described in [75].
Further examples of the use of this framework for heat conduction problems can
be found in [72].
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4.6.1 Temperature jumps and effective thermal conduc-
tivity
It has long been speculated that phonon transport for large Knudsen numbers will
behave like radiative transfer [41]. In the original work on EPRT [32], Majumdar
utilized this analogy and demonstrated a jump in temperature at the boundary
of a thin film—i.e. a difference between the applied and predicted temperature at
the boundary. Since the boundary condition given by (4.84) along with NHE has
been shown to accurately predict the temperature profile of EPRT, an expression
for the temperature jump can be determined if an exact solution to the NHE with
this boundary condition can be found. While we believe such an analysis to be
possible through a proper integral transformation, we will concern ourselves with
the simpler problem of finding the steady state temperature jump as a function
of Knudsen number.
Regardless of whether we use the parabolic heat equation, hyperbolic heat
equation, C-F model, or the new heat equation we obtain the same steady state
solution, and all are in very good agreement with the EPRT result. We can there-
fore characterize the temperature jump found on the boundaries of thin films by
solving the steady state heat equation along with the proposed boundary con-
dition and get the desired result which is shown in Figure 4.9. The expected
behavior can be seen; the temperature jump goes to zero in the thick film case
(Kn → ∞) and goes to 0.5 in the thin film case (Kn → 0). We have used the
definitions Tjump = TLW − T (x = 0) and ∆T = TLW − TRW. Previous attempts
to characterize boundary conditions that result in a boundary temperature jump
rely on phenomenology or parameter matching [79, 65].
The phenomenon of a jump in temperature at the boundary has given rise
to the notion of an effective thermal conductivity since the classical definition of
the thermal conductivity is often determined in terms of boundary temperatures.
Majumdar [32] was able to obtain an expression for this effective conductivity
by way of radiation analogy. By a different argument, we will reach the same
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Figure 4.9: Dimensionless temperature jump at the surface of the thin film as a
function of Knudsen number as predicted by (4.84).
expression.
Consider the steady-state version of the problem we previously solved tran-
siently. It can be stated as
d2T
dx2
= 0, (4.141)
subject to the boundary conditions,
1
3
λ
∂T
∂x
=
1
2
(T − TL) at x = 0, (4.142)
−1
3
λ
∂T
∂x
=
1
2
(T − TR) at x = L. (4.143)
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We get the exact solution,
T (x) =
3x(TR − TL) + 2λ(TL + TR) + 3LTL
3L+ 4λ
. (4.144)
From here, we note that no matter which definition of heat flux in terms of
temperature we use, Fourier’s, Cattaneo’s, C-F, or the NHE, the heat flux through
the film must be the same. Thus, we can define an effective thermal conductivity
by
qFourier = Keff
TL − TR
L
=
1
3
Cvcλ
dT
dx
= qNHE. (4.145)
Then using the solution 4.144, we get
Keff =
1
3
Cvcλ
(
1
4
3
λ
L
+ 1
)
. (4.146)
This can be written in the form of the classical kinetic theory result by defining
an effective mean free path as
Keff =
1
3
Cvcλeff, (4.147)
where
λeff =
(
λ
4
3
λ
L
+ 1
)
. (4.148)
This is exactly the expression for effective thermal conductivity previously found
Majumdar in his analysis of the EPRT [32]. More recently, this expression was
found to give accurate predictions even for very thin films exhibiting highly bal-
listic behavior by comparison to molecular dynamics simulations [80].
It is also worth noting that the new boundary condition (4.84) recovers the
expected macroscopic boundary condition as the film thickness gets large enough.
This can easily be seen by non-dimensionalizing (4.84) with the definition η = x/L.
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We get the expression
(1− e−t/τ )1
3
Kn
∂T
∂η
=
1
2
(T − Tw) at x = 0. (4.149)
As the film thickness goes to infinite the Knudsen number goes to zero. Thus,
T (x = 0) = Tw (4.150)
4.7 Conclusion
From a unified treatment based on the introduction of an energy distribution
function, we have derived the EPRT and its two well-known approximations:
BDA and NHE. For completeness and to provide a vehicle for a general numerical
discretization approach, we have also included analysis of the C-F model and the
parabolic and hyperbolic descriptions of heat transfer along with it. The angular
dependence of phonons in radiation-like descriptions of transport has never been
rigorously considered as it was here. The assumption of isotropy was found to be
of paramount importance in the formulation of position space models for phononic
thermal transport. An important finding in this work is the appropriate boundary
condition necessary for the NHE to give very close agreement with EPRT. Not only
does the NHE along with the proposed boundary condition yield transient results
that agree very well with the EPRT; the steady-state result gives exactly the same
results as EPRT for the purpose of finding effective thermal conductivities. We
reiterate that this expression was found to be valid down to very small scales.
This was all achieved without the need to solve the expensive EPRT and added
no additional parameters.
Perhaps the most notable contribution of this work is to help dispel the idea
that since Fourier’s law describes diffusion (under limiting assumptions) and it
has shown to be ineffective in describing heat transfer for very thin films, that dif-
fusion cannot descibe heat transfer in thin films; one should look to a “radiative”
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description instead. If one considers diffusion in the sense of random motion, as
invisaged by the original builders of the subject (Smoluchowski, Einstein, Orn-
stein, et. al.), instead of a temperature gradient, the idea that diffusion can govern
thermal transport at this scale is not surprising. Indeed, the NHE is essentially
a diffusion equation that describes the motion of particles up to the point of true
randomness as well as thereafter.
For the thin film problem considered here, the NHE along with the proposed
boundary condition appears to be the best choice to approximate the phonon BE.
Not only does it provide predictions that are in excellent agreement with EPRT, it
does not require the discretization of phase space making it far more computation-
ally efficient. Alternatives such as the BDA, introduce physical inconsistencies—
such as those seen in Figure 4.7—and increased computational cost from the need
to evaluate the integrals that represent the exact ballistic solution. The telegra-
phers equation, inherent to the BDA and C-F, has also received notable criticism
for being a non-physical description of transport [81] and for being valid only in
the limit of thick films [32].
4.8 Future work
A more complete comparison to experiment is highly desired to validate our model.
In particular, time-dependent data from measurements detecting ballistic trans-
port such as that found in [42] would be a very interesting for comparison. It
should be noted that this study utilized the theory of the BDA [53] to interpret
experimental results.
The NHE has not yet been derived for two or three dimensional problems. The
relative ease with which the relative thermal conductivity results were obtained
in Section 4.6.1 motivates the extension to higher dimensions such that closed-
form expressions can be obtained for in-plane thermal conductivity measurements
which are essentially two dimensional.
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The inclusion of frequency-dependence in the NHE is possible. It was ex-
cluded here to make the presentation of the important approximations more clear.
Frequency-dependence could be very important for characterizing thermal trans-
port at small scales. However, if one would like to study the effects of different
phonon frequencies in heat transfer, we recommend moving beyond the relaxation
time approximation to one that better accounts for the Umklapp processes that
drive thermal resistance as described by Peierls [55].
Chapter 5
Radiative Scattering by 3DOM
Ceria Particles
5.1 Introduction
Cerium dioxide (ceria) has been proposed as a novel reactive material to realize
solar-driven thermochemical cycles to split water and carbon dioxide for produc-
tion of hydrogen and carbon monoxide [82, 83, 84, 85]. Ceria forms oxygen vacan-
cies in its lattice structure in response to changes in physical conditions, such as
temperature and oxygen partial pressure, making the material suitable for non-
stoichiometric redox chemical reactions. Three-dimensionally ordered macrop-
orous (3DOM) ceria structures offer high porosity and specific surface area. Faster
chemical kinetics were observed for packed beds of 3DOM structures in comparison
to the kinetics measured for sintered ceria structures [86]. Synthesis techniques
have resulted in improved structural stability, as well as retention of the 3DOM
structure when the material undergoes thermochemical cycling, which makes the
3DOM structure more desirable than conventional micro-structured porous ce-
ramics [87]. Radiative properties are needed to determine medium temperature
and the reaction rates. The characteristics of the reactive medium, which can
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be tailored by modifying medium morphology and composition, should simulta-
neously allow for (i) efficient absorption of incident concentrated solar radiation,
(ii) rapid heat transfer between the absorption and reaction sites, (iii) confine-
ment of the emitted thermal radiation in the close vicinity of the reaction site,
(iv) minimum heat losses from the reacting medium by conduction and convec-
tion, and (v) rapid chemical reactions. High specific surface area and porosity in
addition to varying levels of semi-transparency in the visible and infrared spectral
ranges are a desired combination of morphological and optical characteristics to
satisfy the above criteria for optimizing reactive media for solar thermochemical
applications.
Previous pertinent studies of radiative characteristics of ceria ceramics and
packed beds are given in [88, 89, 90, 91, 92]. Overall transmittance of ceria
with average porosities of 0.08 and 0.72 was experimentally found in [88] for the
spectral range 0.3–1.1 µm. Both samples were found to be highly opaque up to
400 nm. Using the same materials for the spectral range 0.9–1.7 µm, it was found
in [89] that the mean radiation penetration length is shorter in higher porosity
samples suggesting higher scattering. Using the Monte Carlo ray tracing technique
along with experimental transmittance data, the transport scattering coefficient
of porous ceria was obtained in [92] and found to be in agreement with theoretical
estimates based on Mie theory.
Heterogeneous particles and groups of heterogeneous particles were radiatively
characterized in the studies [93, 94, 95, 96, 97, 98]. Of particular interest to so-
lar thermochemical applications are the effects of internal particle structure on
macroscopic radiative characteristics. The effect of porosity on absorption char-
acteristics was previously studied in [93] using the discrete dipole approximation
(DDA) for spherical composite particles. It was found that a shift in the inclusion
volume fraction corresponded to a shift in the absorption peak of the particle.
Results obtained using the DDA for composite particles were in good agreement
with observed interstellar extinction efficiency factors [94]. Also using the DDA,
Voschinnikov et al. [95] concluded that porosity of particles has only a slight effect
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on optical properties for porosities less than 0.5. The use of an effective medium
theory with exact solutions on approximate geometry, such as the Lorenz–Mie
theory, to reproduce scattering characteristics obtained with the DDA as well as
the finite element method (FEM) was examined in [96, 97, 98]. It was concluded
in [96] that effective medium theories agree well with numerical methods directly
discretizing the geometry for a wide range of porosities and particle size param-
eters as long as the effective medium theory assumptions are upheld: statistical
uniformity and small inclusions compared to wavelength. Porosities up to 90%
were found to be accurately modeled when the inclusions are in the Rayleigh limit
[98].
In the present paper, ceria particles 1000 nm in diameter are studied in the
spectral range 290–10000 nm. The DDA is employed to compute the radiative
properties in the entire spectral range for 4 particle orientations and in the range
380–800 nmfor 25 particle orientations. The FEM is applied to solve macroscopic
Maxwell’s equations to provide a reference numerical solution. The FEM/DDA
results are compared to those obtained using the Lorenz–Mie in conjunction with
effective medium theories.
5.2 Problem statement
3DOM ceria structure consists of a face-centered cubic (FCC) lattice of overlap-
ping pores in a continuous matrix of cerium dioxide as shown in Figure 5.1a. This
geometry can be described by two parameters, the lattice constant a and the pore
diameter D, as shown in Figure 5.2. In this study, we consider a 3DOM structure
with a = 440 nm and D = 330 nm, for which the width of the interconnecting
struts is approximately 90 nm and the porosity is p = 0.85.
We consider an idealization of the non-uniform particle morphology seen in
Figure 5.1b. This study examines a single particle of 3DOM ceria under the fol-
lowing assumptions: (i) the particle is spherical with a uniform pore structure (ii)
the pores are vacuous (iii) the electromagnetic behavior is sufficiently described
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(a) (b)
Figure 5.1: Scanning electron microscope images of 3DOM ceria with (a) 10000
times magnification and (b) 300 times magnification.
by a continuous complex index of refraction, m = n − ik. Since ceria is non-
magnetic and the smallest feature size of the structure is greater than 10 nm, the
last assumption should be valid [99]. The radius of the model particle is chosen
as rp = 500 nm, which is representative of the smaller particles shown in Fig.
5.1b. It is selected to allow for obtaining meaningful physical insights into the
radiation–particle interactions, in particular the anisotropy effects, at a moderate
computational cost.
An interesting aspect of optical characterization of highly-ordered nano-structured
materials is the potentially strong dependence of properties on particle orienta-
tion due to the anisotropy of the pore arrangement. Such dependence is expected
to be most pronounced for orientations corresponding to transparent windows in
the direction of electromagnetic wave propagation. The windows exist along the
major symmetry planes of the FCC lattice. In this work, the particle orientation
with respect to a fixed reference frame is described by two angles θ and φ shown
in Figure 5.2. θ is the angle between the particle main axis ζˆ and the x axis of
the fixed reference. φ is the rotation angle of the ζˆ axis around the x axis, which
is taken equal to the incident wavevector direction. The main computations are
performed for 4 selected particle orientations (see Table 1) to predict radiative
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Figure 5.2: Illustration of target orientation angles and incident wavevector direc-
tion as well as a unit cell of 3DOM ceria
characteristics in a broad spectral range, 290–10000 nm. Computations are also
performed for 25 particle orientations in a narrower spectral range, 380–800 µm, to
elucidate the effect of the number of selected particle orientations on the predicted
orientation-averaged radiative characteristics.
The complex refractive index of ceria at 950 ◦C is taken from Patsalas et al.
[100] for the spectral range 290–1500 nm. It is observed from this data that
ceria is non-absorbing in the near to far infrared spectral ranges, and strongly
absorbing for wavelengths less than λ ≈ 700 nm. The real part of the complex
Table 5.1: Particle orientations considered in this study. Cases 1, 3, and 4 repre-
sent a plane wave traveling along a major symmetry plane of the lattice resulting
in transparent windows in the particle.
Angle (◦) Case 1 Case 2 Case 3 Case 4
θ 0 22.5 45 45
φ 0 0 0 45
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refractive index is wavelength independent in the near to far infrared range. This
is consistent with numerous experimental data reported for ceria such as in [101,
102].
5.3 Governing Equations
Electromagnetic theory is applied. Assuming linear constitutive models, and the
relative permeability is equal to unity, Maxwell’s equations are given as
∇×∇× E− η20m2E = 0 (5.1)
∇×∇×H− η20m2H = 0 (5.2)
where E and H are complex-valued electric and magnetic field vectors, respec-
tively, and η0 is the vacuum wave number. The complex refractive index is given
by m2 = (n − ik)2 = rel − iσ/ω0, where rel is the relative permittivity of the
material, ω is the angular frequency of radiation, σ is the electrical conductivity
of the material, and 0 is the vacuum permittivity. We assume a time-harmonic
(or quasi-steady) field of constant frequency such that E(r, t) = E(r) exp(iωt).
At an interface between two materials, indicated by subscripts 1 and 2, boundary
conditions enforce the normal and tangential components of the fields to be equal.
nˆ× (E1 − E2) = 0 (5.3)
nˆ · (E1 − E2) = 0 (5.4)
nˆ× (H1 −H2) = 0 (5.5)
nˆ · (H1 −H2) = 0 (5.6)
where we have assumed the surface charge density and surface current density
are zero. Radiative properties of the particle will be related to the time-averaged
Poynting vector given by
S =
1
2
(E xH∗) (5.7)
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where H∗ is the complex conjugate of the magnetic field. S represents the time-
averaged flux of electromagnetic energy in W m−2. The domain is excited by a
plane wave propagating in the x-direction with the electric field only having a
z-component (perpendicularly polarized) given by
E = Ezzˆ exp(−η0ix) (5.8)
where Ez and zˆ are the electric field component and the unit vector in the z-
direction, respectively.
5.4 Solution methods
The DDA is used to solve Maxwell’s equations, (5.1)–(5.2), and accurately ac-
count for the complex 3DOM structure of the ceria particle. We employ the FEM
to provide a complementary solution. Given the expense and complexity associ-
ated with the DDA and FEM solutions, we also consider the approximation of
3DOM ceria particles as homogeneous spheres, with effective properties given by
volume averaging theory. We then apply Lorenz–Mie theory as a computationally
inexpensive approach to obtaining radiative properties of the 3DOM ceria parti-
cle. Details on each numerical method and expressions used to recover spectral
radiative properties are given in the following text.
5.4.1 Discrete dipole approximation
Several implementations of the DDA exist, as reviewed in [103, 104]. DDSCAT
[105, 106, 107] and ADDA [108] are popular open-source programs that are attrac-
tive for characterization of non-homogeneous targets. These programs are highly
portable and modifiable, able to automatically generate a number of standard
target shapes, and offer the option of supplying a list of occupied lattice sites
to describe any desired target geometry. In this work, DDSCAT is employed.
The inputs to DDSCAT are the list of dipole locations and the refractive indices
104
(a) (b) (c) (d)
Figure 5.3: DDA geometrical representation of the model 3DOM ceria particle
for (a) θ = 0 and φ = 0, (b) θ = 22.5 and φ = 0, (c) θ = 45 and φ = 0, and (d)
θ = 45 and φ = 45.
nj − ikj for each dipole j, as well as the parameters for controlling convergence,
the target orientation or incident wave direction, and the desired output data such
as the Mueller scattering matrix components.
A spherical particle consisting of dipoles arranged in a cubic lattice of param-
eter d is generated first. Next, the pores are generated by deleting dipoles from
the dipole lattice such that the center of the spherical particle corresponds to the
center of a pore. The resulting dipole representation of the 3DOM ceria particle
can be seen in Figure 5.3.
The validity condition of the DDA for the current scattering problem is not
known a priori. Prior investigations have shown that the discrete dipole spacing
should be small compared to any structural length in the target geometry, and
the radiation wavelength [105]. A convenient “rule of thumb” developed to satisfy
these criteria is given in [105] which we adapt here to get the dipole spacing for
the entire spectral range of our study as
d <
1
2 max (|m|η) (5.9)
where m is the relative complex refractive index of the target material with respect
to the host medium. For ceria as the target material and air as the host medium,
the dipole spacing is selected as d = 0.008 µm, resulting in 125 discrete dipoles
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along the particle diameter. Further analysis of this choice is given in section
5.5.4.
By substituting the continuum target with a finite array of N dipoles, each
located at position rj, the solution to a scattering problem is found by solving the
local electric field Ej for each dipole j [105]:
Ej = Einc,j +
∑
m6=j
Em (5.10)
where Einc,j is the incident electric field vector on the dipole j. The quantity
Em = −AjmPm is the electric field vector from the dipole m, in which Pm is the
dipole moment vector and Ajm is a 3× 3 complex symmetric matrix constituted
of the wavenumber η = 2pi/λ and the space vector separating the dipoles j and
m, namely rjm = rj − rm. It can be shown that the solution to the scattering
problem is reduced to solving a system of 3N complex linear equations with 3N
unknown dipole moments [105]:
N∑
m=1
AjmPm = Einc,j (5.11)
The extinction, absorption, and scattering efficiency factors are then obtained
using [105, 109, 106]
Qext =
4η
E2incr
2
p
N∑
j=1
Im(E∗inc,jPj) (5.12)
Qabs =
4η
E2incr
2
p
N∑
j=1
{
Im[Pj(α
−1
j )
∗P ∗j ]−
2
3
k3P 2j
}
(5.13)
and
Qsca =
η4
E2incpir
2
p
∫
4pi
∣∣∣∣∣
N∑
j
[Pj − nˆ(nˆ ·Pj)] exp(−iηnˆ · rj)
∣∣∣∣∣
2
dΩ (5.14)
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(a) (b) (c) (d)
Figure 5.4: FEM geometrical representation of the model 3DOM ceria particle
for (a) θ = 0 and φ = 0, (b) θ = 22.5 and φ = 0, (c) θ = 45 and φ = 0, and (d)
θ = 45 and φ = 45.
where Einc is the amplitude of the incident electric field, αj is the polarizability of
the dipole j, and the integration takes place over the solid angle dΩ corresponding
to the unit vector nˆ. Finally, the asymmetry parameter can be recovered by
g =
η4
E2incQscapir
2
p
∫
4pi
nˆ · xˆ
∣∣∣∣∣
N∑
j
[Pj − nˆ(nˆ ·Pj)] exp(−iηnˆ · rj)
∣∣∣∣∣
2
dΩ
where we have xˆ since the incident plane wave is in the x-direction.
5.4.2 Finite element method
FEM geometrical representations of the model 3DOM ceria particle is shown in
Figure 5.4.
For this study, we have employed a commercially available FEM package,
COMSOL 4.3. FEM can be computationally very expensive in the case of op-
tical studies. At least 6 elements per wavelength in each spatial direction are
recommended to obtain proper spatial resolution of the wave solution [110].
The application of the non-reflecting and absorbing boundary conditions is
important to the accuracy of electromagnetic scattering calculations. The per-
fectly matched layer (PML) approach, developed by Berenger [111], allows for the
convenient geometric representation and conservation of matrix sparsity make it
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the proper choice for the proposed study. In this approach, additional elements
are introduced around the domain under study. Here, we select a layer with 5–6
elements across as recommended in [112]. In addition to implementing a spherical
PML, we have applied a simple first-order absorbing condition [110] given by
nˆ× [∇× (Etot + Einc)]− iη0nˆ× (Etot × nˆ) = 0 (5.15)
This condition perfectly absorbs waves at normal incidence making the PML more
effective.
In order to apply an external plane wave with a desired wavelength incident
at the boundary of the domain with PML, the electric field is split into relative
and incident components [110],
Etot = Erel + Einc (5.16)
where Etot is the total electric field, Einc is the incident plane wave propagating
through a medium without scatterers, and Erel is the electric field resulting from
interactions with scatterers. Using the split field formulation, (5.16), the radiative
properties are obtained in terms of the relative and total fields. The absorption
efficiency factor is calculated by volume-integrating over a sphere encompassing
the 3DOM ceria particle,
Qabs =
1
Sincpir2p
∫
V
σE2tot dV (5.17)
where σ is the electrical conductivity of ceria and Sinc is the magnitude of the
Poynting vector of the incident radiation given by Sinc =
√
0/µ0E0/2.
The scattering efficiency factor is calculated by integrating over the surface of
a sphere containing the particle,
Qsca =
1
Sincpir2p
∫
Γ
Srel · nˆ dΓ (5.18)
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Since the PML is known to be a poor absorber of evanescent waves [113], the radius
of the integration sphere is chosen to be a wavelength larger than the radius of
the model particle. The extinction efficiency factor is then obtained from
Qext = Qabs +Qsca (5.19)
The asymmetry factor is calculated by
g =
∫
Γ
Srel · nˆ (nˆ · xˆ) dΓ∫
Γ
Srel · nˆ dΓ
(5.20)
where the surface integral is now defined to be in the far-field zone of the scatterer.
5.4.3 Lorenz-Mie theory
The scattering, extinction and absorption efficiency factors and the scattering
asymmetry factor are given by [114, 6],
Qsca =
2
x2
∞∑
n=1
(2n+ 1)(|an|2 + |bn|2) (5.21)
Qext =
2
x2
∞∑
n=1
(2n+ 1)R(an + bn) (5.22)
Qabs = Qext −Qsca (5.23)
g =
4
x2Qsca
∞∑
n=1
{
n(n+ 2)
n+ 1
R
(
ana
∗
n+1 + bnb
∗
n+1
)
+
2n+ 1
n(n+ 1)
R (anb∗n)
}
(5.24)
where x = 2pirp/λ is the particle size parameter. an and bn are the Mie scattering
coefficients, which depend on x and the relative complex index of refraction of the
particle material.
Studies of the validity of various effective medium theories in the radiative
characterizations of particles are widely reported in the literature [97, 93, 98, 115].
Existing results suggest that effective medium theories can be valid for a wide
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range of porosities and size parameters when the particle inclusions are in the
Rayleigh limit. Thus, the effective medium approach is expected to give large
errors in the short wavelength part of the spectral range in this study. However,
we consider this approach for the purpose of exploration of its applicability to
highly-ordered porous particles. Following the studies analyzing the application
of effective medium theories to radiative characterization of ordered porous thin
films [116, 117, 118], we apply the volume averaging theory (VAT) developed in
[119, 120] to Maxwell’s equations, (5.1)–(5.2) to obtain the effective complex index
of refraction meff = neff − keff,
n2eff =
1
2
(
A+
√
A2 +B2
)
(5.25)
k2eff =
1
2
(
−A+
√
A2 +B2
)
(5.26)
where
A = p
(
n2pore − k2pore
)
+ (1− p) (n2CeO2 − k2CeO2) (5.27)
B = 2nporekporep+ 2nCeO2kCeO2 (1− p) (5.28)
The effective complex index of refraction is used as an input to the Lorenz–Mie
calculations to obtain the radiative efficiency factors to be compared to those
obtained using the DDA and FEM calculations.
5.5 Results
DDA simulations were run in the spectral range 290–6000 nm at 310 nm incre-
ments and 6000–10000 nm at 1000 nm increments. This corresponds to a range
of particle size parameters from x = 0.314 to 10.833. FEM computations were
carried out at 4 wavelengths (size parameters) of interest: the endpoints of the
DDA study, 290 nm (x = 0.314) and 10, 000 nm (x = 10.833) as well as near
the peak of the solar spectrum, 510 nm (x = 6.160), and near the peak in the
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emission spectrum corresponding to an expected typical temperature of a solar
thermochemical reactor, 2000 nm (x = 1.571). It is acknowledged that a higher
resolution scan of the spectrum is necessary to capture the potentially intricate
fluctuating behavior typical for a scattering characteristics analysis. However,
even without a high spectral resolution, noteworthy conclusions are drawn.
5.5.1 Orientation-averaged radiative properties
Radiative characteristics obtained using DDA and FEM for the 4 particle orien-
tations listed in Table 1 were averaged to obtain the radiative properties shown
in Figure 5.5. Figure 5.5 also shows the orientation-averaged properties obtained
using DDA for 25 orientations by considering 5 angular intervals between 0◦ to 45◦
for θ and φ. It can be seen that very small differences in the DDA-predicted prop-
erties using the 4- and 25-orientation averages are observed for low and high size
parameters. In the intermediate range of size parameters, corresponding to high
variation in radiative properties with particle orientation as seen in Figure 5.6,
differences in predictions are less than 20%. The property exhibiting the largest
deviation in its averages for 4 and 25 orientations is Qabs at x = 8.2. Additional
computations with 9 angular intervals for both φ and θ resulted in a difference
within 0.5% of the value obtained with 25 orientations.
The scattering and extinction efficiency factors increase monotonically for par-
ticle size parameters from 0.5 to 5.5. For the size parameter increasing from 5.5
to 8.25, the scattering and extinction efficiency factors are maximum with fluctu-
ations known as the interference structures due to interference between diffracted
and transmitted waves. Interestingly, the interference structure is found for the
3DOM ceria particle in the range of the values of the parameter 2x|m − 1| be-
tween 14 to 25, corresponding to the wavelength range 375–550 nm comparable
to the pore size. In contrast, for a homogeneous particle shown in Figure 5.5,
the interference structure is found for 4 < 2x|m − 1| < 25, with the lower limit
corresponding to λ = 1800 nm. For 4 < 2x|m−1| < 14, the interference structure
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in the 3DOM particle disappears because the diffracted waves and waves passing
the particles either through pore channels and/or through the solid interfere de-
structively. In the limit of short wavelengths, 2x|m−1| > 30, the efficiency factors
predicted by DDA and FEM converge to the values of the geometric optics limit,
Qext = 2, Qabs = 1 and Qsca = 1.
5.5.2 Effects of particle orientation
The orientational dependence of the radiative characteristics is important in the
spectral range corresponding to the aforementioned interference structures as
shown in Figure 5.6. This behavior could prove to be important for the parti-
cles being incorporated into a reactive flow since the flow could cause a preferred
orientation of the particles. Indeed, it has been shown that for groups of non-
spherical and non-homogeneous particles, radiative properties can significantly
differ from those of a volume-equivalent sphere, even if the particles are randomly
oriented [121]. For x < 3.6, the standard deviation between radiative properties
obtained for the studied particle orientations is less than 0.002.
The DDA-predicted properties show satisfactory agreement with those ob-
tained using FEM. Asymmetry parameter calculations at short wavelengths demon-
strate the computational challenges of the FEM approach as a very high spatial
resolution is needed to obtain the properties even for the homogeneous particle.
The maximum relative error found between DDA and FEM results is approxi-
mately 10%. This error, attributed to DDA, is expected to originate from the
inaccurate modeling of pore edges, which impact the interference pattern, and
can be addressed by reducing the dipole spacing.
It is noteworthy that there is no strong distinction between the radiative prop-
erties of particles oriented such that the window features of the 3DOM ceria are
in line with the incident wave and the properties of particles oriented differently.
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5.5.3 Lorenz-Mie theory
For incident wavelengths much greater than pore diameter, the structure of the
3DOM ceria particle is anticipated to have little effect on the radiative properties
obtained using the FEM and DDA approaches. In this case, the properties be-
come consistent with those obtained using VAT with Lorenz-Mie theory. For the
absorption efficiency factor and asymmetry parameter, VAT gives accurate pre-
dictions up to particle size parameters of 7.8 and 4, respectively. The extinction
and scattering efficiency factors are found to be accurately predicted using VAT
with Lorenz–Mie theory for x < 0.6. The effective medium theory represented by
VAT, however, does not accurately capture the scattering and absorption efficiency
factors of 3DOM ceria particles at larger x, for which the interference structure
between diffracted and transmitted waves through the particle is present. This
finding is consistent with results from previous studies that confirmed the validity
of effective medium approximations only for pore size in the Rayleigh scattering
limit. The effective medium theory does, however, accurately predict the occur-
rence of the interference.
5.5.4 Numerical validation
The DDA and FEM simulations were verified by comparing the scattering and ab-
sorption efficiency factors as well as the asymmetry parameter for a homogeneous
ceria sphere with those obtained using the exact solution given by Lorenz–Mie
theory. A comparison at wavelengths of 300 nm, 500 nm, 1000 nm, and 10000 nm
showed that (i) the FEM results match accurately the exact results confirming
the correctness of its implementation, and (ii) the DDA is satisfactory with a
maximum error of approximately 3% at 500 nm. To check for convergence of
the FEM simulations, solutions at successive mesh refinements were compared.
Relative errors in the predicted radiative properties were found be less than 5%.
Similarly for DDA simulations, successive discretizations at critical wavelengths
corresponding to high magnitude of refractive index, λ = 300 nm and λ = 500 nm,
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were carried out. Relative errors were found to be less than 3% for predicted ra-
diative properties. The iterative solutions were considered converged when the
relative errors between the results of two successive iterations were less than 10−3
and 10−5 for the FEM and DDA, respectively.
5.6 Summary and conclusions
Radiative characteristics of 3DOM cerium dioxide particles have been computed
using two numerical approaches, the discrete dipole approximation and the finite
element method. The particle characteristics were found to be strongly dependent
on the orientation at wavelengths comparable to the pore size, at which (i) the
solar radiation power is maximum and (ii) the role of interference phenomenon
seems very important. The incorporation of ordered, overlapped pores within the
1000 nm ceria particle diminishes extinction of the incident wave for wavelengths
greater than 560 nm. A spherical particle made up of an effective medium based
on volume averaging theory was also considered as a computationally economi-
cal alternative. The scattering problem was solved using the Lorenz–Mie theory
and found to give excellent accuracy in the scattering, absorption, and extinction
efficiency factors for wavelengths greater than 5000 nm—five times the diameter
of the particle. Inaccurate quantitative predictions were found at shorter wave-
lengths. The predicted trends still showed similarities to those obtained using
FEM and DDA.
5.7 Future work
The effect of pore size and shape on macroscopic radiative properties of 3DOM
ceria particles is an obvious direction for further study. Follow-up investigations
of pore size were carried out here [122], but no efforts have yet been directed
towards pore shape.
The derivation of a transport equation valid for bulk 3DOM and randomly
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porous materials was the original goal of the research found in this chapter. The
ability to characterize materials strongly dependent upon the wave-like behavior
of light but too large for numerical study is a very challenging but potentially
fruitful line of work.
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Figure 5.5: Orientation-averaged spectral radiative properties of the 3DOM ceria
particle for the spectral range 300–10,000 nm: (a) absorption efficiency factor,
(b) scattering efficiency factor, (c) extinction efficiency factor, and (d) asymmetry
factor.
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Figure 5.6: Spectral radiative properties of the 3DOM ceria for various particle
orientations for the spectral range λ = 300 nm − 10000 nm: (a) absorption effi-
ciency factor, (b) scattering efficiency factor, (c) extinction efficiency factor, and
(d) asymmetry factor.
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Appendix A
BGK-Boltzmann Lattice Weights
A.1 D1Q3 LBM
In this appendix, we develop the approximating function (3.4) for the D1Q3 LBM
from scratch. In the appendices that follow, where we address higher-dimensional
lattices, we exclude many of the details given here since the process is essentially
the same with a very large increase of algebra.
First, let
W (v) = exp(− v
2
2RT
). (A.1)
To construct the interpolating function, we begin with the ansatz,
LD1Q3(v) = c1 + c2v + c3v
2. (A.2)
where ci is some constant to be determined. To ensure this polynomial obeys the
interpolation property, we impose
LD1Q3(−ζ) = f1,
LD1Q3(0) = f2, (A.3)
LD1Q3(ζ) = f3.
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To recover a Gauss-Hermite quadrature, we have set ζ =
√
3/2
√
2RT . Solving
the set of equations (A.3) for the constants ci we obtain the desired polynomial
and corresponding cardinal functions given by
λ1(v) = − v
2
√
3RT
+
v2
6RT
, (A.4)
λ2(v) = 1− v
2
3RT
, (A.5)
λ3(v) =
v
2
√
3RT
+
v2
6RT
. (A.6)
We can obtain the quadrature weights by the following integrals,
w1 =
∫ ∞
−∞
W (v)λ1(v) dv =
1
3
√
pi
2
√
RT, (A.7)
w2 =
∫ ∞
−∞
W (v)λ2(v) dv =
2
3
√
2pi
√
RT, (A.8)
w3 =
∫ ∞
−∞
W (v)λ3(v) dv =
1
3
√
pi
2
√
RT. (A.9)
We have now entirely determined the approximating function ψk defined by
(3.4). Next we illustrate the recovery of the lattice weights. Define
Ξj =
(
1 +
vj u
RT
+
(vj u)
2
2(RT )2
− u
2
2RT
)
, (A.10)
so the expanded equilibrium distribution function as considered in (3.24) can be
written in one dimension as
gj ≈ wj
W (vj)
ρ
(2piRT )1/2
exp
(
− v
2
j
2RT
)
Ξj. (A.11)
The exponentials cancel leaving
gj ≈ ωjρΞj, (A.12)
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Table A.1: Discrete force term for the D1Q3 case. C5 = 2
√
3RT .
j vj/
√
3RT C5
∑N
k ak
∂ψk
∂v
∣∣
v=vj
1 −1 3a1 + a2 − a3
2 0 4(a3 − a1)
3 1 a1 − a2 − 3a3
where ωj = wj/(2piRT )
1/2 is the lattice weight in the ordinary sense of LBM.
Thus,
ω1 =
1
6
, (A.13)
ω2 =
2
3
, (A.14)
ω3 =
1
6
. (A.15)
For illustration and reference, we also include the evaluation of the force term
defined in (3.8). The results for D1Q3 are found in Table A.1.
A.2 D2Q9 and D3Q27 LBM
There is more than one path available to construct the approximating function
and associated lattice weights for the D2Q9 and D3Q27 cases. The easiest way
is to use the fact that the same approximation used for D1Q3 can be used for
any velocity direction and that the approximations are independent of each other.
That is to say
ψD2Q9k (vx, vy) = ψ
D1Q3
k (vx)ψ
D1Q3
k (vy), (A.16)
and
ψD3Q27k (vx, vy) = ψ
D1Q3
k (vx)ψ
D1Q3
k (vy)ψ
D1Q3
k (vz). (A.17)
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These expressions yield the exact same results found when considering the poly-
nomial ansatz for the 2D case
LD2Q9(v) = c1 + c2vx + c3vy + c4vxvy + c5v
2
x
+ c6v
2
y + c7v
2
xvy + c8vxv
2
y + c9v
2
xv
2
y, (A.18)
or the 3D case,
LD3Q27(v) = c1 + c2vx + c3vy + c4vz + c5vxvy
+ c6vxvz + c7vyvz + c8v
2
x + c9v
2
y + c4vz + c5vxvy
+ c10v
2
z + c11v
2
xvy + c12v
2
xvz + c13vxv
2
y + c14v
2
yvz
+ c15vxv
2
z + c16vyv
2
z + c17v
2
xv
2
y + c18v
2
xv
2
z
+ c19v
2
yv
2
z + c20vxvyvz + c21v
2
xvyvz + c22vxv
2
yvz
+ c23vxvyv
2
z + c24vxv
2
yv
2
z + c25v
2
xvyv
2
z + c26v
2
xv
2
yvz
+ c27v
2
xv
2
yv
2
z , (A.19)
then proceeding with the analysis analogous to that carried out in Appendix A.1.
The force term for the the D2Q9 case can be found in Table 3.1. We do not include
the D3Q27 case here for the sake of saving space since it can be constructed from
the information in Appendix A.1.
A.3 D2Q6 LBM
The D2Q6 lattice can be constructed by means similar to those found in Appendix
A.1. However, the interpolatory quadrature scheme for this case is not known.
To find such a scheme we start with, again, a weight function defined by,
W (v) = exp
(
−v
2
x + v
2
y
2RT
)
, (A.20)
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and a polynomial ansatz:
LD2Q6 = c1 + c2vx + c3v
2
x + c4vy + c5vxvy + c6vxv
2
y. (A.21)
To find the coefficients of (A.21), we impose the polynomial pass through six
points constructing a regular hexagon in terms of the parameter α,
LD2Q6(α, 0) = f1,
LD2Q6(α cos(pi/3), α sin(pi/3)) = f2,
LD2Q6(−α cos(pi/3), α sin(pi/3)) = f3, (A.22)
LD2Q6(−α, 0) = f4,
LD2Q6(−α cos(pi/3),−α sin(pi/3)) = f5,
LD2Q6(α cos(pi/3),−α sin(pi/3)) = f6.
We are now able to identify the cardinal functions as
λ1 =
1
6
(
4v2x
α2
+
3vx
α
− 4vxv
2
y
α3
− 1
)
,
λ2 =
1
6
(
−2v
2
x
α2
+
4vxv
2
y
α3
+
2
√
3vxvy
α2
+
√
3vy
α
+ 2
)
,
λ3 =
1
6
(
−2v
2
x
α2
− 4vxv
2
y
α3
− 2
√
3vxvy
α2
+
√
3vy
α
+ 2
)
,
λ4 =
1
6
(
4v2x
α2
− 3vx
α
+
4vxv
2
y
α3
− 1
)
, (A.23)
λ5 =
1
6
(
−2v
2
x
α2
− 4vxv
2
y
α3
+
2
√
3vxvy
α2
−
√
3vy
α
+ 2
)
,
λ6 =
1
6
(
−2v
2
x
α2
+
4vxv
2
y
α3
− 2
√
3vxvy
α2
−
√
3vy
α
+ 2
)
.
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Carrying out the integral,
∫∞
−∞
∫∞
−∞Wλi d
2v to find the quadrature weights gives,
wi =
1
3
piRT
(
4RT
α2
− 1
)
for i = 1, 4, (A.24)
wi =
2piRT (α2 −RT )
3α2
for i = 2, 3, 5, 6. (A.25)
With the quadrature weights now constructed in terms of α, we can find the
appropriate value for α following the approach found in Section 7 of Chapter 5
in [123]. That is, we impose that the numerical integration formula can exactly
integrate monomials vmx v
n
y to the highest order possible. It can easily be shown
that odd monomials integrate to zero and are satisfied regardless of the value
of α. However, we achieve the desired value, α =
√
2RT , by imposing that a
second-order monomial is integrated exactly:
6∑
i=1
wiv
2
x,i =
∫ ∞
−∞
∫ ∞
−∞
Wv2x d
2v. (A.26)
Note that the same value is found by using the monomial v2y. It is also worth noting
that this integration scheme is only exact for monomials satisfying m + n ≤ 3.
The resulting weight is
wi =
piRT
3
, (A.27)
for all directions resulting in a classical LBM lattice weight of
ωi =
1
6
. (A.28)
This matches the existing D2Q6 formulation [14]. The novel force term for the
D2Q6 lattice resulting from our framework can be found in Table A.2.
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Table A.2: Force term for the LBM D2Q6 lattice. C6 = 12
√
RT/
√
2. C7 =
2
√
6RT
j vj/
√
2RT C6
∑N
k ak
∂ψk
∂vx
∣∣∣
v=vj
C7
∑N
k ak
∂ψk
∂vy
∣∣∣
v=vj
1 (1, 0) −a1 − 4a2 − 4a3 + 5a4 − 4a5 − 4a6 3a2 − a3 + a5 − 3a6
2 (1
2
,
√
3
2
) 4a1 − 2(a2 + 4a3 − 2a4 + a5 + a6) −2a1 − 2a2 − 2a3 + 2a4 − 2a5
3 (−1
2
,
√
3
2
) 2(−2a1 + 4a2 + a3 − 2a4 + a5 + a6) 2a1 − 2a2 − 2a3 − 2a4 − 2a6
4 (−1, 0) −5a1 + 4a2 + 4a3 + a4 + 4a5 + 4a6 −a2 + 3a3 − 3a5 + a6
5 (−1
2
,−
√
3
2
) 2(−2a1 + a2 + a3 − 2a4 + a5 + 4a6) −2a1 + 2a2 + 2a4 + 2a5 + 2a6
6 (1
2
,−
√
3
2
) 4a1 − 2(a2 + a3 − 2a4 + 4a5 + a6) 2a1 + 2a3 − 2a4 + 2a5 + 2a6
A.4 D2Q7 LBM
To construct the D2Q7 scheme, one need only to follow the analysis of Appendix
A.3 with an additional point at (0, 0). As such, we do not include the details of
the derivation, but give the appropriate form of the interpolating polynomial
LD2Q7 = c1 + c2vy + c3v
2
y + c4vx + c5vxvy + c6vxv
2
y + c7v
2
x, (A.29)
and the value of α found after imposing the quadrature exactly integrates second-
order monomials, α = 2
√
RT . Note that this integration scheme is exact for
monomials of the form vmx v
n
y for m+ n ≤ 5.
The force term for the D2Q7 lattice can be found in Table A.3.
A.5 D3Q19 LBM
The D3Q19 lattice cannot be constructed by a tensor product approach used in
Appendix A.2. We choose a weight function according to
W (v) = exp
(
− v
2
2RT
)
. (A.30)
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Table A.3: Force term for the LBM D2Q7 lattice. C8 = 12
√
RT . C9 =
12
√
RT/
√
3
j vj/
√
4RT C8
∑N
k ak
∂ψk
∂vx
∣∣∣
v=vj
C9
∑N
k ak
∂ψk
∂vy
∣∣∣
v=vj
0 (0, 0) 18(a1 − a4) 6(a2 + a3 − a5 − a6)
1 (1, 0) 3a4 − 15a1 − 2a0 3a2 − a3 + a5 − 3a6
2 (1
2
,
√
3
2
) 3(a1 − 2a2 − 2a3 + a4)− a0 −a0 − 3a1 − 6a2 + a4 + 2a6
3 (−1
2
,
√
3
2
) a0 − 3(a1 − 2a2 − 2a3 + a4) −a0 + a1 − 6a3 − 3a4 + 2a5
4 (−1, 0) 2a0 − 3a1 + 15a4 −a2 + 3a3 − 3a5 + a6
5 (−1
2
,−
√
3
2
) a0 − 3(a1 + a4 − 2a5 − 2a6) a0 − a1 − 2a3 + 3a4 + 6a5
6 (1
2
,−
√
3
2
) 3(a1 + a4 − 2a5 − 2a6)− a0 a0 + 3a1 − 2a2 − a4 + 6a6
The cardinal functions and corresponding quadrature are constructed by consid-
ering the polynomial ansatz
LD3Q19(v) = c1 + c2vx + c3vy + c4vz + c5vxvy
+ c6vxvz + c7vyvz + c8v
2
x + c9v
2
y + c4vz + c5vxvy
+ c10v
2
z + c11v
2
xvy + c12v
2
xvz + c13vxv
2
y + c14v
2
yvz
+ c15vxv
2
z + c16vyv
2
z + c17v
2
xv
2
y + c18v
2
xv
2
z
+ c19v
2
yv
2
z . (A.31)
This amounts to a truncation of the D3Q27 approximating polynomial after 19
terms. Using this polynomial, then following the analysis of Appendix A.1, results
in the lattice weights widely-used in the literature [22]. We do not include the
cardinal functions here but skip to the discrete force term which can be found in
Table A.4.
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