Abstract-Massively Online Virtual Environments (MOVEs) have been gaining popularity for several years. Today, these complex networked applications are serving thousands of clients simultaneously. However, these MOVEs are typically hosted on specialized server clusters and rely on internal knowledge of the services to optimize the load balancing. This makes running MOVEs an expensive undertaking as it cannot be outsourced to third party hosting providers.
I. INTRODUCTION Today, Massively Online Virtual Environments (MOVEs) are getting increasingly popular. For Example, Massively Multiplayer Online Games (MMOGs) are a prime example of such environments and have become one of the most popular applications of the Internet and count tens of millions of paying clients. For one instance of such an application, the level of concurrency has also increased from a few dozens to tens of thousands of clients interacting simultaneously with each other and the virtual world. Examples of these applications include World of Warcraft, [1] , and Second Life, [2] , the former currently having over 11,500,000 paying users with peak rates of over 500,000 players online at the same time albeit distributed over multiple parallel worlds called realms.
Online Virtual Environments are no longer restricted to the domain of online games but are gaining popularity in online communities and corporate environments. Given the high complexity of MOVEs, their massive scale and strict Quality of Experience (QoE) requirements, efficient managing systems must be in place to meet their demands. A key requirement is that they are able to autonomously manage the virtual world in such a way that QoE decreases due to a server overload are avoided or solved as quickly as possible.
We argue there is a need for a generic MOVE service hosting platform to support the increasing demand for distributed online environments. Current MMOG hosting infrastructures are focused on specific game implementations, lack the flexibility to host multiple virtual worlds and are often not capable of dynamic resource usage optimization. We propose the creation of a platform that allows developers to create a MOVE with the required functionalities for third party service hosting providers to host multiple independent MOVEs and allow autonomic resource usage optimization. In this paper we present a formal analysis of the cost parameters which determine the load on a MOVE hosting platform and an algorithm to optimize the load distribution at runtime. The efficiency of the algorithm is compared to a dedicated MMOG hosting solution.
The remainder of this paper is organized as follows. In Section II we give an overview of the current state of the art of both the distributed service hosting domain and the MMOG hosting domain. Next we describe an MMOG-specific load balancing technique in Section III which makes use of the internal application knowledge. In Section IV we present a generalized technique for load optimization which does not require this application knowledge. The evaluation results of both techniques are presented in Section V followed by the final Conclusions in Section VI.
II. RELATED WORK
Due to the large scale of a MOVE, it is not possible to host the virtual environment on a single server. As a result, load balancing techniques need to be used to distribute the load of thousands of clients among a large number of servers. Traditional load balancing techniques simply redirect client requests to separate servers running the same service, possibly with fail-over and session replication to increase the robustness of the platform. These techniques have already been applied to middleware platforms to make this application independent [3] . Another approach is to virtualize hardware or even entire clusters and networks to which resources can be dynamically assigned [4] . The authors of [5] propose a policy for task assignments to environments like web serving clusters hosting mirrored services with negligible cost workconserving migration available between hosts. However, these techniques are suited toward parallel deployments of the same application with independent non-interacting clients and hence are not suited for MOVE-like applications.
Online games which allow only a limited amount of player per virtual world can be managed dynamically and additional independent game servers can be set up and torn down dynamically to accommodate more players as described by [6] . If Service Level Agreements (SLAs) between hosting providers and clients are applicable, the requirements of the SLAs can be taken into account as well to fine tune the deployment and resource allocation to optimize the profit and minimize the operational costs of the hosting provider as shown in [7] .
Dynamically relocating applications is a technique proposed by the authors of [8] . However, they assume applications to be atomic units which can be replicated without any additional synchronization or session management costs, nor do they offer support for service to service communication. The authors of [9] propose a set of load distribution algorithms for distributed systems with heterogeneous resources and different classes of processing tasks. The focus of their work is to optimize and speed up the relocation of tasks by reassigning batches of tasks to optimize the resource negotiations. For systems with a distributed memory architecture the authors of [10] propose a dynamic load balancing library which can be used for parallelizing scientific applications.
Currently MMOGs typically have specific optimization and load balancing algorithms. For instance, in World of Warcraft the world is replicated in a number of "realms". These realms are separate entities and it is impossible for players to interact with players from other realms. An alternative approach is taken by Second Life, [2] , where the virtual world is divided into several cells and each cell is hosted on its own server. In this system, the players can move from one cell to another, but the cell assignment is fixed and no runtime load balancing can be performed.
Specific techniques targeted to load balancing in MMOG or Distributed Virtual Environments are to divide the virtual world in cells [11] and perform load balancing through reassigning the cells to the available processing resources. Alternatively the authors of [12] propose an architecture where the connected clients are distributed over the server set by grouping nearby clients, with the goal of thereby minimizing inter-server communications. However, no state is maintained about the virtual environment. In [13] the authors employ active networks to minimize the number of required communication channels. The architecture is self-adjusting and can be deployed on both local and wide area networks. An in depth overview of the current state of the art of network and application level optimizations for multiplayer computer games can be found in [14] .
Another technique to optimize the load distribution of MMOGs is the use of microcells which we introduced in [15] , [16] . In this case the virtual environment is divided in a large amount of smaller parts, called microcells, which can be assigned to different servers. By dynamically reassigning microcells to different servers it is possible to shift the load generated by a certain cell from one server to another and as such perform load balancing. The Player Route Adjustment algorithm we introduced in [16] will be used in this paper as a benchmark for the evaluation of the obtained results.
III. DEDICATED MOVE HOSTING WITH MICROCELLS
When an MMOG uses microcells, this should not impact the user experience of the end user who should be unaware of their existence. Therefore the microcells will communicate with their adjacent microcells or neighbors to forward any player movements or actions that could be visible across microcell borders. When a player migrates from one microcell to another, the data associated with this player should be migrated as well. It is to be expected that the costs associated with migrating between two microcells deployed on the same server, are lower than the costs associated with migrating between microcells which are deployed on two different servers. As a consequence, it is important to deploy microcells with lots of inter-cell interactions on the same server.
To optimally distribute the load of a given virtual world, the size of the microcells is an important factor. Choosing the size of the microcells sufficiently small allows a fine grained load distribution. However, choosing the microcells too small will cause too much overhead due to the extra communication and synchronization overhead. In the remainder of this section we give a formal Integer Linear Programming (ILP) problem description of the microcell approach and an MMOG specific heuristic which allows us to optimize the microcell load balancing problem.
A. Formal Problem Formulation
The problem can be stated as an Integer Linear Programming formulation [17] . The model input parameters and decision variables can be found in Tables I and II respectively. The remainder of this section will outline the ILP constraints and objective function. 
Name
Description N The set of microcells.
K
The set of servers.
An
The list of neighbors of microcell n ∈ N . A neighbor is a microcell that interacts directly with n.
Pn
The player actions per microcell per time unit.
The load per time unit caused by the player communication from microcell n to microcell a for microcell n.
The load per time unit caused by the player communication from microcell a to microcell n for microcell n. M from n,a
The load per time unit caused by the player migration from microcell n to microcell a for microcell n.
The load per time unit caused by the player migration from microcell a to microcell n for microcell n.
First we define that every microcell is assigned to exactly one server:
Next we define the values of the y variables. A y variable only equals 1 if both of the involved microcells are deployed on the same server: Name Description
Expresses the assignment of a microcell n ∈ N to the servers in K. If x n,k equals 1, microcell n is assigned to server k, if it is 0 it is not assigned to k. y n,a,k Binary variables to express that microcell n ∈ N and a neighbor a ∈ An are assigned to server (k). z n,a,k Binary variables to express that microcell n ∈ N is assigned to server k and his neighbor a is not assigned to k. l k
The total load experienced by server k.
L
The maximum server load in the system.
The next set of constraints determines the values of the binary z variables. A z variable equals 1 when two neighboring microcells are assigned to a different server:
The costs and load parameters that are taken into account are as follows: β for the cost of processing an action performed in a microcell, α An overview of the α parameters which represent the costs associated with player actions visible across microcell borders (α C ) and player migrations across microcell borders (α M ).
The load l k experienced by one server is described by the following expressions: ∀k ∈ K,
B. ILP Solution
The maximal server load in the system, defined as L, can be defined with the following constraint:
The actual objective is minimizing the maximum load experienced by a single server:
It is important to note that minimizing the total server load in general does not provide usable results. Minimizing the total load without any constraints on the maximum server capacity would result in a deployment of all microcells on one single server. With the constraints for the maximum server capacity, some servers will almost always be experiencing the maximum server load. This is not desirable as this makes these servers very sensitive to small changes in the generated load and would more often require the redeployment of components.
IV. MOVE-SERVICE HOSTING
To allow the development of a generic MOVE-service hosting platform capable of balancing the load over multiple servers, it is required that MOVE-applications can be split into smaller components or services. Furthermore, it is desirable that multiple instances of these services can each be deployed in parallel to improve the scalability. In that case, an additional load will be generated due to synchronization between the different instances. In highly interactive applications, such as MOVEs, the network delay has a significant influence on the Quality of Experience of the users. Therefore this should be considered an optimization factor when determining an optimal deployment of the MOVE services as well.
Finally, to make MOVE-service hosting attractive to hosting providers, the load and delay optimization need to be performed with a minimal set of resources to allow an optimal usage of available resources in a data center hosting multiple MOVEs. This requires both the capability to free processing resources when they are no longer required, and requesting extra processing resources in overload situations.
For a practical implementation we assume that the costs of executing a given service or application component, as well as the interactions between different components can be sufficiently accurately measured or estimated. This includes the number of invocations and the associated delays. In the remainder of this section we present a formal ILP problem formulation and an optimizing heuristic. This formulation needs to be able to handle replication of services and the chaining of services, i.e. services can invoke other services.
A. Problem Formulation
An example deployment of two services, with replication of one service, on three processing nodes is shown in Figure 2 . Every service has a processing cost c cpu associated with invoking the service and a cost c cpusync required to synchronize the service. Servers and network edges each have a given capacity a cpu and a mem for the cpu and memory and a network delay a del respectively. An overview of all input parameters and decision variables is given in Tables III and IV respectively. First, we demand that each service is deployed at least once through the following constraint:
Each service is invoked by a certain client which reside at the end of the network. For every service at least one aggregated client is defined and is deployed on a client node origin as defined by :
In case the network link between a client and a processing node should be taken into account, multiple origin nodes can be defined with specific network links to the processing nodes. The set of clients that initiate calls C 2 The set of clients that are linked to any Service F The set of call flows of interacting services. A call flow consists of a list of clients which represent one call flow
ccpu(s)
The CPU-cost of invoking service s defined in the number of cycles one service invocation requires.
ccpusync(s)
The cpu-cost of synchronizing the service with another instance in case of a distributed deployment c nd (e)
The
The amount of cpu processing power available in node n defined in number of available cycles per second.
amem(n)
The amount of memory available in node n defined in available bytes.
The maximum delay a call flow may experience when being invoked
TABLE IV MODEL VARIABLES
Name Description
The number of times Service s or an equivalent is deployed on node n d sameb (s, n)
Service s or an equivalent is deployed on node n (i.e. binary version of dsame(s, n) dsamer(s, n 1 , n 2 )
Service s is deployed on node n 1 and s or an equivalent is deployed on n 2 . dcs(c, n 1 , s, n 2 )
Client c is deployed on node n 1 and Service s is deployed on n 2 .
dcount(n)
The number of services deployed on node n.
A service is deployed on node n.
lcpu(n)
The cpu load of node n lcpuo(n)
The cpu overhead of node n due to synchronization L The highest cpu load percentage of all nodes
The delay of a call flow f caused by processing
The delay of a call flow f caused by network delays
The delay of a call flow f caused by processing delays for synchronization To model service composition where one or more services can invoke one or more other services, we define a set of virtual clients C 2 each assigned to a service. These clients are deployed on the same node as their root-service, as defined by :
and have a target-service which they invoke with a given call rate f (c, s) like the standard clients. Using these clients we can create a chained list of services to model call flows of interacting services. We define the set of chained call flows created this way as F . In order to prevent duplicate counting of loads and to allow a service to be part of multiple call flows we create a duplicate variable of the service representing an equivalent service for every call flow it is part of. For example if a given service is part of 3 call flows, three deployment variables will be used as well as three client variables. This does require additional constraints to identify equivalent services, for example to calculate synchronization costs. Therefor we first introduce a number of convenience variables which enable us to formulate the objective function. The constraint ∀n ∈ N, ∀s 1 ∈ S : (14) defines the number of times a Service s or an equivalent service is deployed on a node n, where S same is the set of equivalent services. d sameb (s, n) a binary variant of d same (s, n), represents that a service or an equivalent is deployed on node n and is defined as follows:
m is the amount of duplicate services that are created due to the support for call flows (this is an input parameter). The constraints ∀s ∈ S, ∀n 1 ∈ N, ∀n 2 ∈ N :
define the variables d samer (s, n 1 , n 2 ) which represent that service s is deployed on node n 1 and that service s or an equivalent is deployed on node n 2 . With similar constraints we can also define variable d cs (c, n 1 , s, n 2 ) which indicates that Client c is deployed on Node n 1 and Service s is deployed on node n 2 .
Finally we introduce a set of variables that represent the number of services deployed on a node as follows:
To determine if a variable has any service deployed at all d countb (n) is defined by constraints similar to constraints (15) and (16) . Next we define a number of variables to express the load observed by the various components in the network. The load experienced by a server is determined by the load generated by executing services and the load generated due to synchronization and is defined by the following constraints
l cpu (n) defines the load generated by the actual service execution and l cpuo (n 1 ) is the extra load generated by the extra synchronization cost of every other deployment of a service on another node. The processing and synchronization costs of services may never exceed the total processing capacity of the node they are deployed on:
The delay experienced by a call flow consists of both the processing delay and the network delay. The variables to express these delays are defined by the following constraints:
The maximum acceptable delay of a given call flow should never be exceeded:
(26)
B. ILP Solution
The highest load of all nodes, defined as L, and the highest delay D experienced by different call flows, both normalized to the maximum processing capacity and acceptable delay are defined by the following expressions respectively:
The objective function can be defined as a minimization of the following parameters:
where α, δ and σ are the weights we assign to every metric and which allow us to influence the impact of any of the parameters. The summation parameter allows to minimize the required number of processing nodes. Additional parameters, such as the memory usage, i/o-operations etc. can be integrated in this formulation as well by defining similar expressions as those to define the variables L and D and their required constraints. To use this model for microcell MOVE evaluations we map each microcell on a service with the corresponding load generated by that microcell. For all communication between a microcell and each adjacent neighbor two new instances of the same services are created and added to the call flow. One of these instances is deployed on the same node as the microcell itself and the other instance is deployed on the same node as the respective neighboring microcell. An additional restriction enforces the deployment of these two services s 1 and s 2 as follows:
As such, when synchronization cost is set to the communication overhead with external neighbors, the correct costs are calculated for communicating microcells.
C. Communication Based Service Deployment (CBSD)
This heuristic tries to aggregate the service components according to the specified call flows onto a minimal set of processing nodes while optimally distributing the load. It assumes that it is beneficial to deploy service components that interact or communicate with each other in order to minimize the overhead due to synchronization and network delays. To obtain this result the heuristic runs in two steps, an aggregation step which determines the minimum number of nodes required for deployment and an optimizing step to optimally distribute the load across these nodes.
Initially every service is deployed on a separate server node. Next the most loaded server is chosen and aggregated with the node that requires the most synchronization or has the highest communication rate with this node. Both server deployments are only aggregated if the combined load of both servers does not exceed the capacity of a single server. In case two or more communicating servers have an equal communication cost, the highest loaded one is chosen. This process is repeated for as long as the highest loaded server can be deployed on a real node and no additional aggregations can be performed. At this point this server is removed from the list of aggregation candidates. Now the newly highest loaded server is chosen, and the process is repeated. This operation continues until all possible aggregations are performed.
Always choosing the highest loaded servers to aggregate prevents a final component distribution where all nodes experience a load of just a little more than 50% and thus using more resources than necessary. However, selecting the highest loaded servers can result in highly unbalanced deployments. Therefore, a second step in the algorithm is executed. In step two, the capacity of the processing servers is chosen a little lower than the maximal load from step one, and the algorithm is executed again. This is repeated for as long as the new solution does not require more servers than the previous step. This results in a solution with a more balanced load distribution among the processing nodes. As such the deployment is able to sustain small fluctuations in the system load without causing overload on any of the servers. The actual load decrease used in this second phase was chosen 5% for the evaluation results presented in this paper. A smaller percentage may result in a more equal load distribution but will require more iterations in the algorithm.
V. EVALUATION A. Evaluation Setup
To evaluate the feasibility and performance of the generalized service hosting approach the results obtained with the CBSD heuristic are first compared with the solutions obtained with the ILP Problem formulation for the small-scale scenario shown in Figure 3 . The call flow consists of 5 services and represents a set of aggregated clients. Aggregating multiple clients into one large virtual client was chosen to keep the problem small enough to be solvable by the ILP solver. Each service has a different execution and synchronization cost and each server node was given a processing capacity of 200. Using the ILP problem formulation, a solution was determined to obtain the lowest possible delay, and a solution that merely minimizes the number of resources required, regardless of the delay of a call flow. For this test a full mesh network is constructed where every link has a delay of 5ms and the number of parallel call flows is increased linearly.
A second and large-scale test uses the data from an MMOG with 10000 interacting clients and compares the obtained result for the CBSD and PRA heuristic. Determining the optimal deployment with the ILP formulation was not feasible in this case due to the large number of variables and constraints. In the deployments of the virtual world on 4 or 8 nodes, all nodes are connected in a full mesh network. For this test, the network delay was not taken into account.
To validate the performance of the CBSD heuristic, the results were compared to the results obtained with the Player Route Adjustment (PRA) heuristic which we introduced and evaluated in [16] . PRA is the top performing heuristic in almost all cases except for virtual worlds with very large microcells. This heuristic starts with the assumption that if one player in an MMOG follows a certain itinerary other players will do the same. Therefore it will select a number of players randomly and follow them around as they move through the virtual world. When a neighboring microcell of the player cell is located on another server the algorithm will try to reassign the neighboring microcells to the same server. Thus trying to prevent the expensive player migration operation. However, a microcell will only be reassigned if this results in an improvement of the server loads. The following changes are considered a global improvement: the highest server load is reduced or the average server load is reduced. If significant amount of players follow the same path, this should reduce the overall load. The focus of this algorithm is to keep the load distributed as evenly as possible and to prevent overload situations instead of solving them after they occur.
B. Evaluation Results
The results of the first test to minimize the number of servers (Figure 4) shows that minimizing the delay will overall require the most resources. To minimize the delay the optimal deployment will try to put all the services in a single call flow on one server. As such the delay of the call flow is limited to the processing delay, which can not be further reduced. However, this approach results in higher synchronization costs and as a consequence generates more load. Furthermore, these synchronization costs prevent to infinitely distribute parallel call flows to separate servers. When solely minimizing the number of required resources regardless of the delay, the number of servers required is only determined by the total load. This requires less servers, as the main goal here is to minimize the synchronization overhead. The results of the CBSD heuristic are between both optima, which is to be expected as the first step of the algorithm will try to minimize the number of nodes in a greedy fashion, though not explicitly avoiding synchronization overhead.
The maximum and average delays of the call flows are shown in Figure 5 (a) and Figure 5 (b) respectively. The delays observed for the heuristic are again situated between the delays of the two optimal solutions, both for the maximal and average delay. The delay optimized solution shows that for more than 7 client nodes, it is no longer possible to obtain the minimal delay by deploying complete call flows to a single server due to the synchronization overhead. The maximum delay shows a variable behavior for the load optimizing ILP and less explicitly for the CBSD heuristic. Both try to minimize the number of resources and as such it might be beneficial to assign services of a single call flow to different nodes, which results in higher delays. The delay minimizing ILP actively prevents this. Simulating more clients with the ILP formulation was not possible within an acceptable time limit. Figure 6 shows the delay results obtained for the CBSD heuristic versus the required number of nodes. The maximum delay remains constant when more clients are evaluated because the services of one call flow containing 5 services can not be spread across more than 5 nodes which would result in the maximum response times due to network delays. The delays caused by processing are smaller than the delays caused by the network in the evaluated cases. After this point the number of required nodes starts increasing faster as the synchronization overhead becomes larger with each added node up until the point it is no longer possible to support additional clients. The results of the second and large-scale evaluation of the MMOG use case are shown in Figure 7 . The player movements and interactions in this world were exactly the same for all configurations and the measured server load consists of the summation of all cost parameters as detailed in Section III. The simulation was executed for virtual worlds consisting of 16 (4x4), 64 (8x8), 256 (16x16) and 1024 (32x32) microcells and deployments on 4 and 8 nodes respectively. The costs associated with player actions, migrations and communication were obtained from [16] . A general observation is a decrease in the server load for configurations with 64 or 256 microcells as these smaller cells allow the system to more optimally distribute the loads. For even smaller cells the load increases again, as the overhead of using smaller microcells (more intercell communication) increases and becomes more important than the advantage of the load distribution granularity. However, in this specific test case the optimal load distribution for the 4x4 world configuration allows the most optimal load distribution due to the minimal overhead of inter-cell communications. As already mentioned in Section V-A the PRA heuristic does not perform very well for large microcell sizes, but the CBSD heuristic does find this better solution. However, for large-scale deployments where much more processing servers are required this is unlikely to be the case. The second observation is that the heuristic performs almost equally well as the specialized PRA algorithm. The decrease in performance is minimal, which shows the effectiveness of the algorithm and proves it is possible to obtain high quality deployments even without the internal knowledge of the MOVE application. Furthermore, did the heuristic obtain all results within minutes, making it a suitable candidate for runtime optimizations.
VI. CONCLUSION
In this paper we introduced the concept of a generic Service Hosting platform targeted toward Massively Online Virtual Environments or MOVEs. Such a platform makes it possible to let third party providers efficiently host multiple MOVEs with the flexibility of dynamic resource allocation. This means it is no longer necessary to provide a dedicated infrastructure for every single MOVE capable of handling any peak load.
An Integer Linear Programming model and a heuristic was presented for both the dedicated MOVE hosting platform and the generic MOVE service hosting platform. The solutions generated by the Communication Based Service Deployment optimize both the delay of the call flows and the number of required resources. The evaluation results show that if accurate performance data of the components of a MOVE are available, the generic CBSD heuristic generates solutions almost equally performant as the solutions generated by the specialized Player Routing Algorithm. The current results validate the concept of the MOVE Service Hosting platform.
