Abstract: If a graph G has a drawing in the plane in such a way that every two crossings are independent, then we call G a plane graph with independent crossings or IC-planar graph for short. In this paper, the structure of IC-planar graphs with minimum degree at least two or three is studied. By applying their structural results, we prove that the edge chromatic number of G is ∆ if ∆ ≥ 8, the list edge (resp. list total) chromatic number of G is ∆ (resp. ∆ + 1) if ∆ ≥ 14 and the linear arboricity of G is ∆/2 if ∆ ≥ 17, where G is an IC-planar graph and ∆ is the maximum degree of G.
Introduction
All graphs considered in this paper are finite, simple and undirected. We use V (G), E(G), δ(G) and ∆(G) to denote the vertex set, edge set, minimum degree and maximum degree of a graph G, respectively. The crossing number of G, denoted by cr(G), is the minimum possible number of crossings in a drawing of G in the plane. A -alternating cycle in a graph G is a cycle of even length in which alternate vertices have degree in G. Throughout this paper, a -, + -and − -vertex (resp. face) in a graph is a vertex (resp. face) of degree , at least and at most , respectively. Any undefined notation follows that of Bondy and Murty [3] .
Structure of IC-planar graphs
Throughout this paper, we always assume that any given IC-planar graph has already been drawn in the plane with all its crossings independent and with the minimum number of crossings. It is known that |E(G)| ≤ 3|V (G)| − 6 for every planar graph [3] and |E(G)| ≤ 4|V (G)| − 8 for every 1-planar graph [9] . Similarly, we can also obtain a linear upper bound for the size of an IC-planar graph.
Proposition 2.1.
Let G be an IC-planar graph on vertices and edges. Then ≤ 13 /4 − 6 and this bound is the best possible.
Proof. Since every two crossings in G are independent, cr(G) ≤ /4. We delete one edge from each crossing and Actually, Proposition 2.2 also follows trivially by deleting one edge from each crossing (which forms a matching), resulting in a planar graph, which has minimum degree at most 5. In the following, we will use Proposition 2.2 to prove three stronger results. Before we proceed, we first introduce some definitions and notations. Let G be an IC-planar graph. Let be a vertex of an IC-planar graph G. By N 2 ( ) we denote the number of 2-vertices that are adjacent to in G. By G ( ) and G ( ) we denote the number of true and false 3-faces that are incident with in G × , respectively. Since every two crossings in G are independent, G ( ) ≤ 2 for every in G. Throughout this section, we call a vertex in G small if it is of degree at most 3. Denote by G ( ) the number of small vertices that are adjacent to in G. In particular, if is a 2-vertex in G with N G ( ) = { } such that crosses at a point and are faces of G × (see the left graph of Figure 2 ), then we call a special neighbor of in G. Denote by G ( ) the number of special neighbors of . One can easily deduce the following inequality. Every IC-planar graph with minimum degree at least 2 contains one of the following configurations: Let be a vertex in G and let G × be the associated plane graph of G. Denote by G ( ) the number of false vertices that are adjacent to in G × . Since G is IC-planar, G ( ) ≤ 1. Moreover, G also satisfies the following properties.
(P1) follows directly from the absence of the configuration (b). Let = be a false 3-face in G × that is incident with a 2-vertex . Without loss of generality, assume that is a false vertex and that are two mutually crossed edges in G. Since N G ( ) = { }, we can redraw graph G by putting into the face (with respect to the original drawing) that is incident with the path . By doing so, we reduce the number of crossings by one and then get a contradiction to our global assumption that the number of crossings is minimum. Therefore, shall be a 4 + -face and we have proved (P2). Now we prove (P3). If G ( ) = G ( ), then by (P1), it is easy to see that G ( ) ≤ G ( )/2 and thus (P3) is satisfied. So we assume that G ( ) ≤ G ( ) − 1. be the neighbors of in a clockwise sequence with respect to the drawing of G such that F is a fan for every 1 ≤ ≤ and
where F is the subgraph of G induced by the edge set E = Figure 2 ).
Note that ≥ 1 and we do not necessarily have =1 = G ( ) here. It is easy to see that
by (P1). Without loss of generality, assume that is odd for every ≤ and is even for every > . Combine (2) and (3), we have
since ≤ and G ( ) ≤ G ( ) − 1. This completes the proof of (P3). Now we show that (P4) is a direct corollary of (P3). Suppose that crosses in G. Since ( ) = 2, ∈ E(G). With respect to the graph 
, which completes the proof of (P4). Similarly, one can also prove (P5) by using the inequality (5) . At last we prove (P6). Here we also suppose that crosses in G but consider the graph G = G − instead. Note that we have now
by (4). Hence the proof of (P6) completes.
Now we assign an initial charge to
is a plane graph, by Euler's formula, one can easily deduce that
We redistribute the charges of vertices in G and faces in G × according to the following rules (see Figure 3 ) and check that the final charge on each vertex and each face is nonnegative. Since our rules only move charge around and do not affect the total charges, this leads to a contradiction to (6) and completes our proof. 
The last cases are G ( ) ≥ 17. In the following we only prove ( ) ≥ 0 for every 17-vertex in G, since the proofs of another cases are almost the same. Now consider that may send out charges through its special neighbors by R5.2. First of all, we suppose that is adjacent to no false vertices in G × , that is, G ( ) = 0. So we have G ( ) = 0. Note that there are G ( ) many 3 − -vertices that are adjacent to in G, at most one of which may be a 2-dependent of . So by R2.2, R3, R4 and R5.2, 
If G ( ) ≤ G ( ) − 3 and G ( ) = 2, then by R1, R2.2, R3, R4 and R5.2,
If G ( ) = G ( ) − 2 and G ( ) = 1, then by (1), we have G ( ) = 0, that is to say, has no special neighbors in G. Thus by R1, R2.2, R3 and R4,
If G ( ) = G ( ) − 2 and G ( ) = 2, then we also have G ( ) = 0. If is adjacent to no 2-vertices in G, then by R1, R2.2 and R4, Let X = { : 2 ≤ G ( ) ≤ 3} and Y = { : ∈ N G ( ) ∈ X }. Since G contains no 3-alternating subgraph, we can prove the following result.
Claim. If X is not empty, then there exists a bipartite subgraph F of G, with partite sets X and Y , such that F ( ) = 1 for each ∈ X and F ( ) ≤ 2 for each ∈ Y .
The proof idea of the claim is borrowed from the proof of [6, Theorem 8] . Actually, one can also find that the proof of it is just a part of the proof of [19, Lemma 2.4], so we omit the detailed proof of the claim here. Let F be the bipartite subgraph from the claim. If ∈ F and ∈ X , then is called the 3-master of and is called the 3-dependent of .
Combine these lines of discussions, we conclude that G has the following properties.
(P1) Every 2-vertex in G has a 2-master and a 3-master.
(P2) Every 3-vertex in G has a 3-master.
(P3) Every vertex in Y may have at most one 2-dependent and at most two 3-dependents.
Our proof of the theorem also uses the discharging method. First of all, we assign an initial charge to In the following we show that the final charge for every vertex and face is nonnegative. This implies that
for every ∈ V (G) and ( ) = G × ( ) − 4 for every ∈ F (G ×
Note that the rules R1, R2 and R5 are highly similar to the corresponding ones in the proof of Theorem 2.3. So by some analogous arguments, one can check that ( ) ≥ 0 for every face in G × and ( ) ≥ 0 for every vertex of degree between 4 and 12 in G. Since 2-vertices and 3-vertices participate only in R3 and R4, one can also conclude that ( ) = 0 for every 2-vertex and every 3-vertex in G by (P1) and (P2). If is a 13-vertex in G, then is adjacent to (1)).
Let be a vertex in G with G ( ) ≥ 14. First of all, suppose that has at least one special neighbor, that is, G ( ) ≥ 1. Then by R1, R2.2, R3, R4, R5.2, (P3) and (1),
if G ( ) = 0. Thus we assume that has no special neighbors in G. If has no 2-dependents or is incident with at most G ( ) − 1 many 3-faces, then 
Theorem 2.5.
Every IC-planar graph with minimum degree at least 3 contains one of the following configurations:
(a) a 3-alternating cycle;
Proof. Suppose that G is a minimal counterexample to the theorem. Then it is easy to see that G is connected. Let We check that the final charge on each vertex and each face is nonnegative. And we also show that the final charge of the common pot is nonnegative. Since our rules only move charge around and do not affect the sum, this leads to a contradiction that the total final charge is nonnegative and completes the proof.
Since |V + 10 | > 2|V 3 | by (7), the charge of the common pot is positive. By the above rules, one can easily check that every 3-face in G × would receive exactly 1 from the vertices that are incident with it and every 4 + -face does not take part in the discharging rules. So we conclude that ( ) ≥ 0 for every ∈ F (G × ).
Let be a vertex in G. because can be incident with at most two false 3-faces. Similarly one can also check that 
Corollary 2.7.
Every IC-planar graph with minimum degree at least 4 contains an edge with ( ) + ( ) ≤ 12.
To end this section, we would like to point out that the upper bound 12 mentioned in Theorem 2.5 and Corollary 2.7 is the best possible due to the existence of a 6-regular IC-planar graph (see the right graph of Figure 1) . Meanwhile, the condition δ(G) ≥ 3 in Corollary 2.6 is essential because the weight of any edge of the complete bipartite graph K 2 is 2 + , not bounded by a constant. But we still do not know whether Theorems 2.3 and 2.4 are tight or not. We leave this as an open problem for further research.
Applications to coloring problems
A proper edge (resp. total) coloring of a graph is an assignment of colors to the edges (resp. to the vertices and edges) of a graph so that no two adjacent edges (resp. elements) receive the same color. The smallest number of colors needed in a proper edge (resp. total) coloring of a graph G is the edge (resp. total) chromatic number, denoted by χ (G) (resp. χ (G)).
For edge coloring, the well-known Vizing's theorem states that for any graph G, ∆(G) ≤ χ (G) ≤ ∆(G) + 1. This theorem divides all graphs into two classes: class one graphs have χ (G) = ∆(G) and class two graphs have χ (G) = ∆(G) + 1. Consequently, a major question in the area of edge colorings is that of determining to which of these two classes a given graph belongs. It is known that every planar graph with maximum degree at least 7 [16] and every 1-planar graph with maximum degree at least 10 [22] is of class one. What can we say about IC-planar graph? The following answer can be seen as a corollary of Proposition 2.1.
Proposition 3.1.
Every IC-planar graph with maximum degree at least 8 is of class one.
Proof. Let G be a minimum counterexample to the theorem with maximum degree ∆ ≥ 8. Then G is a connected graph of class two and χ (G − ) < χ (G) for every edge of G. In fact, such a graph G is also called ∆-critical graph in the literature. In [12] , Li showed that the average degree of every ∆-critical graph with ∆ ≥ 8 is at least 13/2. This implies that |E(G)| ≥ 13|V (G)|/4. However, on the other hand we have |E(G)| ≤ 13|V (G)|/4 − 6 by Proposition 2.1. This is a contradiction.
Proposition 3.2.
There are IC-planar graphs of class two with maximum degree ∆ for each ∆ ≤ 6.
Proof. Since Vizing [17] presented examples of planar graphs of class two with maximum degree no more than five, the theorem holds for ∆ ≤ 5. Now we construct an IC-planar graph G with maximum degree 6 by replacing an edge of the 6-regular IC-planar graph G shown in Figure 1 In view of the above two propositions, we leave a conjecture here.
Conjecture 3.3.
Every IC-planar graph with maximum degree 7 is of class one.
Let be a function into positive integers. We say that G is edge--choosable (resp. totally--choosable) if, whenever we are given a list of ( ) colors to each element ∈ E(G) (resp. ∈ E(G) ∪ V (G)), there exists a proper edge (resp. total) coloring of G such that each element is colored with a color from its own list. In particular, if ( ) = for every element, then we say that G is edge--choosable (resp. totally--choosable). The list edge (resp. list total) chromatic number of G, denoted by χ (G) (resp. χ (G)), is the smallest integer such that G is edge--choosable (resp. totally--choosable). The following is the well-known List Coloring Conjecture, see [6, 10] .
Conjecture 3.4.
For any graph G, χ (G) = χ (G) and χ (G) = χ (G).
As far as we know, this conjecture was confirmed for several classes of graphs including planar graphs with maximum degree at least 12 [6] and 1-planar graphs with maximum degree at least 21 [23] . We now focus on IC-planar graphs. Actually, based on Theorem 2.4 and Theorem 2.5, one can respectively prove the following two theorems. The proofs of the above two theorems are omitted here since highly similar proofs constructed by Borodin et al. can be found in [6] . The interested readers can refer to Theorem 9 of their paper.
We have now confirmed the List Coloring Conjecture for IC-planar graphs with maximum degree at least 14. By the way, let us recall the well-known Total Coloring Conjecture, which asserts that every graph of maximum degree ∆ admits a (∆ + 2)-total coloring. This conjecture has already been confirmed for planar graphs with maximum degree at least 7 [15] and 1-planar graphs with maximum degree at least 13 [21] . By Theorem 3.6, we can additionally conclude that the Total Coloring Conjecture also holds for IC-planar graphs with maximum degree at least 11.
A linear forest is a forest in which every connected component is a path. A mapping φ from E(G) to {1 2 } is called a -linear coloring if the subgraph induced by φ −1 ( ) is a linear forest for every 1 ≤ ≤ . The linear arboricity la(G) of a graph G is the minimum number for which G has a -linear coloring. Akiyama, Exoo and Harary [1] conjectured that la(G) = (∆(G) + 1)/2 for any regular graph G. It is obviously that la(G) ≥ ∆(G)/2 for every graph G and la(G) ≥ (∆(G) + 1)/2 for every regular graph G. So this conjecture is equivalent to the following conjecture, which is known as Linear Arboricity Conjecture.
Conjecture 3.7.
For any graph G, ∆(G) 2
This conjecture has been completely confirmed for planar graphs by Wu [18, 20] . Moreover, Cygan et al. [7] proved that la(G) = ∆(G)/2 for every planar graph with maximum degree at least 9. For an IC-planar graph, we can also determine its linear arboricity provided that its maximum degree is large enough. The proof of the following theorem is based on Theorem 2.3. We omit it here since a highly similar proof can be found in [18] . 
