Abstract: Artificial neural networks with stochastic state transitions and calculations, such as Boltzmann machines, have excelled over other machine learning approaches in various benchmark tasks. The networks often achieve better results than deterministic neural networks of similar sizes, but they require implementation of nonlinear continuous functions for probabilistic density functions, thus resulting in an increase in computational effort. The architecture size of cutting-edge artificial neural networks are ever-growing; therefore, they require dedicated hardware. Conversely, asynchronous cellular automaton-based neuron models have been investigated to model the highly nonlinear dynamics of biological neurons. They are special types of cellular automata and are implemented as small asynchronous sequential logic circuits. In this study, we propose a new type of asynchronous network of cellular automaton-based neuron for the efficient implementation of Boltzmann machines. Experimental comparisons demonstrate that the proposed approach achieves comparable or better performances in such benchmark tasks as image classification and generation while it requiring much less computational resources than traditional implementation approaches.
Introduction
Artificial neural networks with deep architecture have recently achieved state-of-the-art results in various benchmark and practical tasks (see [1] [2] [3] for a review). These successes largely depend not only on convolutional neural networks [4] but on neural networks employing Monte Carlo methods such as Boltzmann machines [5, 6] and variational autoencoders [7, 8] . Boltzmann machines are artificial neural networks consisting of bidirectionally connected units with stochastic state transitions. The Boltzmann machines can approximate a given probability distribution by using an appropriate learning algorithm [9] . They require the computation of nonlinear functions to calculate probability distributions such as logistic function and Gaussian function in addition to repeated Gibbs sampling from the distributions [6] . The architecture size of the cutting-edge artificial neural networks are ever-growing [10] ; therefore, they require dedicated hardware [11, 12] . However, many studies have investigated dedicated hardware for deterministic feedforward neural networks and often employ simpler activation functions with limited nonlinearity such as rectified linear unit. Therefore, these studies cannot be applied directly to Boltzmann machines.
Conversely, more biologically plausible neural network model called spiking neural network also attracts attention as an alternative artificial neural network [13] [14] [15] . Their applications include approximation of arbitrary functions and probability distributions as well as modeling of biological neuronal activity. Some studies have modified spiking neural network models to act as Boltzmann machines [16] [17] [18] . They employ stochastic state transitions or strong noise induction to implement the stochastic units. These studies demonstrate that although a spiking neuron has the potential to act as a stochastic unit in Boltzmann machines, they lack a perspective of computational efficiency. Recently, an alternative modeling and implementation approach called asynchronous network of cellar automaton-based neurons (ANCAN) has been investigated for implementing spiking neural networks [14, [19] [20] [21] [22] . In this approach, a neuron's nonlinear dynamics is modeled as an asynchronous cellular automaton and implemented as an asynchronous sequential logic circuit. These models have achieved better results in tasks such as reproducing the nonlinear dynamics of a mammalian nervous system and have required less computational resources than traditional artificial neural networks.
In this paper, we propose a new type of ANCANs for hardware-oriented Boltzmann machines. This study implements Bernoulli-Bernoulli restricted Boltzmann machines on the proposed approach and on conventional approximation approaches [18, 23] . Experimental results confirm that the proposed ANCAN acts as a Boltzmann machine and approximates a given probability distribution. The approximation accuracy of the proposed ANCAN is comparable to or better than those of the competitive approaches; moreover, the proposed ANCAN requires much less computational resources. In addition, the restricted Boltzmann machines are implemented by using both the proposed and the competitive approaches and trained to model the joint probability distribution of the pixels and class labels of the MNIST handwritten digit database [24] . Although the classification accuracy of the proposed approach is not better than but almost comparable to the competitive approaches, the proposed approach remarkably generates a wide variety of images and achieves the best modeling accuracy measured by the log-likelihood of the pixels.
The preliminary and limited results are found in a conference paper [25] .
Proposed neural network model

Asynchronous network of cellular automaton-based neuron
This study proposes a type of cellular automaton-based neuron model (ab. CAN) [14, [19] [20] [21] [22] . The dynamics of CAN in this paper is similar to those of the previously proposed models but has significant differences. Figure 1 (a) shows a diagram of a CAN that is denoted by an index k. The CAN k has an internal state V k , which is limited to a range of [0, 1). The internal state V k can be regarded as a membrane potential from a neuron model viewpoint. The CAN k accepts a periodic internal clock C k (t) expressed as
where f C k is the internal clock frequency, θ k is its initial phase, and t ∈ [0, ∞) is the continuous time. The CAN also accepts multiple external inputs S l (t) ∈ {0, 1} indexed by l. They can be regarded as pre-synaptic action potentials from the pre-synaptic neurons l. The accepted inputs generate the following signal
where G k,l can be regarded as a synaptic weight from the pre-synaptic neuron l to the CAN k, and G k,l > 0 (G k,l < 0) implies excitation (inhibition). According to the external inputs S l (t), the following virtual membrane potentialṼ k is calculated;
where the parameter c k represents a leak current and ξ(t) is a noise term. At the rising edge of the internal clock C k (t), the membrane potential V k is updated. When the virtual membrane potential V k reaches or exceeds 1.0, the membrane potential V k is immediately reset and the CAN k generates an output Y k (t) = 1 as follows;
o t h e r w i s e ,
and
where the variable t + denotes the moment just after t, i.e., t + = lim →+0 t + , and C k (t) =↑ denotes the internal clock C k at a rising edge. An asynchronous network of CANs (ab. ANCAN) [14] consists of multiple CANs. A CAN l is connected to another CAN k via a synaptic weight G k,l . An action potential Y l (t) = 1 generated by the CAN l is delivered to the CAN n h l and is accepted as a pre-synaptic action potential S l (t) = 1, i.e.,
In previous studies [14, [19] [20] [21] [22] , the internal states of a CAN such as membrane potential were discretized and always changed by the minimum unit, resulting in very slow time constants. This is because the purpose of the CANs and the ANCANs was modeling the dynamics of biological neural tissue, thereby suppressing the frequency of spike generation within a biologically plausible range. Conversely, since the purpose of this study is modeling a given Bernoulli distribution, the CAN is required to efficiently represent the probability from 0.0 to 1.0. Hence, we inject noise ξ into the internal states and allow them to jump by c k so that the frequency of spike generation becomes stochastic and is able to reach 1 per unit time.
Conversion from Boltzmann machine
A detailed description of dynamics of the Boltzmann machine is omitted since it is outside the scope of this paper. This study focuses on a Bernoulli-Bernoulli restricted Boltzmann machine, consisting of n v visible units and n h hidden units. They have bias terms b v and b h and are connected via synaptic weights W k,l (see Fig. 2(a) ). Each unit has a binary state 0 or 1 and follows a Bernoulli distribution Ber(y): The probability y that the state takes a value of 1 is determined by the logistic function
where x corresponds to the summation U k of all the input signals S l multiplied by the weights G k,l . The ANCAN was constructed with n v CANs corresponding to the visible units and n h CANs was randomly chosen from a uniform distribution U(1, 2). We assumed that the noise term ξ follows a normal distribution N(μ ξ , σ ξ ) and found that μ ξ = 2 3 and σ ξ = 3 were suited for mimicking the logistic function. Since a straight-forward implementation of the normal distribution used for the CAN is troublesome, a binomial distribution was employed for digital circuit implementation instead of a normal distribution. For comparison, a synchronous version of the ANCAN, called SNCAN, was also prepared: All the internal clocks C k shared a uniform frequency of 1; the initial phases θ k of all the visible units were set to 0 and those of the hidden units were set to 0.5. Under this condition, all the visible units were updated simultaneously and all the hidden units were updated after the update of the visible units as is the case with ordinary restricted Boltzmann machines.
Approximation of Boltzmann machines
Activation function
The empirical probability y of action potential was calculated as
When a CAN accepts a fixed input U k (t) = x, the empirical relationship between input x and output y is depicted in Fig. 3(a) . For comparison, the logistic function y = (1 − exp(−x)) −1 and its piecewise linear approximation known as PLAN [23] are also depicted. PLAN is expressed as
PLAN is one of the most efficient approximation methods for implementation on a sequential logic circuit. The multiplications in the equation can be implemented as shift registers and logical operators. In addition, the cumulative distribution function (ab. cdf) of a normal distribution is also depicted [18] . The cdf of a normal distribution N(μ, σ 2 ) is expressed as where erf(u) is the error function defined as
The cdf is known as a function similar to the logistic function [18, 26] , and the probability that a sample from the normal distribution N(x, σ 2 )
is greater than zero is a good approximation of the logistic function. We found that the cdf with μ = 0 and σ = 1/0.589 has the minimum squared error from the logistic function. Figure 3(b) shows the differences of the PLAN, the cdf-based approximation, and the proposed CAN from the logistic function that illustrates that they are almost comparable. The proposed CAN is a good approximation of the logistic function.
Digital circuit implementation
This section considers digital circuit implementations of the CAN and the other activation functions. They were implemented with fixed-point numbers with a scaling factor of 2 8 . The 16-bit M-sequence random number generator (ab. M-seq. RNG) was used to generate random variables. The M-seq. RNG was updated according to the internal clock with a frequency of 1. For the logistic function and the PLAN, the M-seq. RNG generated a sample from a uniform distribution U(0, 1) with fixed-point numbers with a scaling factor of 2 8 . On the other hand, the implementation of random variables following normal distributions used for the CAN and the cdf-based approximation is troublesome. Commonly-used approaches such as Box-Muller's method require highly nonlinear computations. Instead, we used the summation of the n B binary random variables sampled from the M-seq. RNG, which follows a binomial distribution Bi(n B , 0.5). For the proposed CAN, the 16-bit M-seq. RNG generated a sampleξ from the binomial distribution Bi(12, 0.5) and the noise term ξ was calculated asξ + 2 3 − 6. For the cdf-based approximation, the M-seq. RNG generated a sampleξ from the binomial distribution Bi(n B , 0.5). We found ξ = 2 ) for n B = 47 has the minimum squared error from the logistic function. Figure 4 shows the activation functions and the differences from the logistic functions after implementation. Although the differences obtained from the CAN and the cdf-based approximation became larger, they remain comparatively small.
Kullback-leibler divergence
We evaluated approximation accuracy of the aforementioned approaches. A Bernoulli-Bernoulli restricted Boltzmann machine was prepared, where the number of neurons was set to n v = n h = n, and the synaptic weights G k,l and the bias term b k were initialized to the samples from the normal distribution N(0, (n + 1) −1 ). The Boltzmann machine was first implemented on a general purpose computer (PC) with 64-bit floating point numbers, the logistic function, and the Mersenne Twister pseudo-random number generator. This Boltzmann machine us hereafter referred to the original one. The Boltzmann machine was implemented also with the fixed-point numbers with scaling factor 2 8 by using the logistic function, the PLAN, the cdf-based approximation, and the proposed CAN. After the Boltzmann machines were initialized and the neurons were updated repeatedly, the Boltzmann machines reached stationary distributions. In this paper, we focus on the outputs of the first five visible neurons and their distribution. The Kullback-Leibler divergence D KL was used to measure the similarity between the stationary distributions of the original Boltzmann machine and the imple- 
Implementation on FPGA device
The Boltzmann machines were also implemented on a field programmable gate array (FPGA) device. We used a Xilinx FPGA Kintex-7 XC7K325T-2FFG900C mounted on the Kintex-7 FPGA KC705 Evaluation Kit [27] . A bitstream file for the FPGA configuration was generated by the Xilinx design software environment ISE 14.7. Table I shows the corresponding implementation cost, i.e., the number of the occupied slices on the FPGA devices. Straight-forward implementation of the logistic function is troublesome and thus it was omitted. When n = 5, the ANCAN and the SNCAN require computational resources less than 50 % of that required by the PLAN. When n = 20, the ANCAN and the SNCAN reduced the implementation cost by 30 %. The cdf-based approximation required massive implementation costs. The normal distributions in the cdf-based approximation were approximated by the binomial distributions, which does not require nonlinear functions but the summation of samples from the M-seq. RNG, i.e., sequential addition operations. This requires significant computational cost.
Classification and generation of the MNIST database
In this section, the Boltzmann machines were evaluated for the MNIST handwritten digit database [24] (see Fig. 6 for examples). The MNIST database is a dataset of 28 × 28 grayscale images of 70,000 handwritten digits 0-9; 60,000 images for training and 10,000 images for testing. We constructed a Boltzmann machine with a hidden layer of 500 units and a visible layer of 794 units; 784 units for the pixels of a single image and 10 units for the one-hot coded class labels (see Fig. 2(b) ). Pixel intensities were normalized to the range of [0, 1], which represented the probability that the corresponding visible unit had a value of 1. We divided the 60,000 training images into 50,000 training images and 10,000 validation images. The Boltzmann machines were trained with the persistent constructive divergence algorithm of k = 10 [28] and a learning rate of 2 −8 owing to the implementation with fixed-point numbers with a scaling factor of 2 8 . The number of the learning iterations was chosen according to the classification accuracy for the validation subset. First, we evaluated the classification accuracy of the Boltzmann machines. The average classification accuracies of five trials for the test subset are summarized in Table III . The ANCAN achieved the worst result but all the classification accuracies were almost comparable with each other. Second, we also evaluated the generation ability of the Boltzmann machines. Each Boltzmann machine generated 10,000 binarized images from the randomly initialized visible units, summarized in Fig. 7 . They demonstrate that the Boltzmann machine implemented using the ANCAN generated a wide variety of images compared to the other Boltzmann machines. Following previous works on generative models [29] [30] [31] , we evaluated the generation abilities of the Boltzmann machines by the log-likelihood of the test subset. The probability of the test subset was estimated by fitting a Gaussian Parzen window to the samples from the Boltzmann machines. The σ parameter of the Gaussian Parzen window was determined by cross-validation on the validation set. A larger log-likelihood implies that the Boltzmann machine builds a better model of the distribution of a given dataset. The second column of Table IV summarizes the test log-likelihood of each Boltzmann machine and the binarized samples of the training subset. Interestingly, the ACAN achieved a better log-likelihood than not only all the Boltzmann machines implemented with fixed point numbers but also the Boltzmann machines implemented on a PC.
For a more detailed comparison, we evaluated the Boltzmann machines implemented on a PC where the weight parameters were transferred from the Boltzmann machines trained with the other approximations of activation functions, summarized in the second rightmost column of Table IV . Even when the weight parameters were transferred from the SNCAN and the ANCAN, the Boltzmann machines on a PC did not achieve the log-likelihoods at similar levels to the original SNCAN and ANCAN. However, the Boltzmann machines with the weight parameters transferred from the ANCAN achieved a relatively better log-likelihood compared to those with the weight parameters transferred from the other approaches. In addition, the parameters learned on a PC were transferred to the Boltzmann machines with the other approximations of activation functions, summarized in the rightmost column of Table IV . In this case, the SNCAN did not achieve a log-likelihood at a similar level to the original SNCAN despite that the ANCAN achieved a lower log-likelihood.
Discussion
Previous studies confirm that a Boltzmann machine has a risk of generating an insufficiently wide variety of images even when the Boltzmann machine classifies the MNIST database with an accuracy of better than 95% (e.g., [28] ). For classification tasks, Boltzmann machines have to model at least limited features contributing to the classification. Thus, good classification accuracy does not always imply good approximation of the data distribution. The data distribution of the MNIST database has local minima, and the Boltzmann machines easily get trapped in them in both the learning phase and the generation phase. This would explain why the Boltzmann machines generated a limited variety of images.
As shown in Table II , under the condition that all the approaches share common weight parameters, the ANCAN achieves better Kullback-Leibler divergences, i.e., the ANCAN represents the probability distribution similar to the original Boltzmann machine. However, the SNCAN does not achieve good Kullback-Leibler divergences. These results are consistent with the results on the generation of the MNIST database summarized in the rightmost column of Table IV , where the weight parameters were learned on a PC. Due to the asynchrony, the ANCAN has a larger potential to escape from the local minima by perturbing the states of the units and generate a wide variety of images. However, simultaneously, this asynchrony negatively influences the classification accuracy. The visible units corresponding to the class labels sometimes suffer from perturbation and converge to incorrect labels.
The second rightmost column in Table IV demonstrates that the weight parameters learned by the ANCAN contribute to the generation of a wider variety of images by the Boltzmann machine implemented on a PC. In this study, we use the persistent constructive divergence algorithm to train the Boltzmann machines [28] . With this algorithm, the Boltzmann machines continue to generate images for approximating gradients of the Kullback-Leibler divergence from the data distribution to the model distribution. Hence, the asynchrony of the ANCAN contributes not only to the generation but also to learning weight parameters suited for generation.
Conversely, the SNCAN achieved a better likelihood than the other Boltzmann machines, except for the ANCAN, when the weight parameters were learned by the SNCAN itself (see the second column of Table IV ). The dynamics of the SNCAN has no asynchrony but has internal state transitions. Actually, the outputs of each unit of the SNCAN and the ANCAN are not totally random but are related to previous outputs. Immediately after a neuron elicits a spike, it has a less chance of eliciting another spike. This dynamics also perturbs the states of the units and would contribute to learning and generation. However, the weight parameters learned by the Boltzmann machine on a PC did not enhance the performance of the SNCAN and vice versa (see the two rightmost columns of Table IV) . Even worse, the SNCAN does not represent a probability distribution similar to the original Boltzmann machine as shown in Table II . These results imply that the dynamics of the SNCAN is not always helpful for the original Boltzmann machine depending on the data distribution.
Conclusion
This study proposed a new type of asynchronous networks of cellular automaton-based neurons for hardware-oriented Boltzmann machines. It is a special type of cellular automata and is implemented as small asynchronous sequential logic circuits. The experimental results demonstrate that the proposed approach achieves remarkable results in tasks involving the approximation of a Boltzmann machine. Due to its asynchrony, it learns weight parameters better suited for approximating the distribution of the given dataset and generates a wide variety of artificial data. Although the proposed approach does not produce notable results for classification tasks, its performance is almost comparable to the competitive approaches. The main benefit of the proposed approach is that it requires much less computational resources than traditional implementation approaches. These results suggest that the ANCAN is a better approximation and requires much less computational resources compared with the Boltzmann machines implemented by using other approximations.
