This paper designs a low-frequency learning adaptive control architecture for a flexible spacecraft. The proposed architecture involves a new and novel controller structure involving a modification term in the update law. In particular, this modification term filters out the high-frequency content contained in the update law while preserving stability of the system error dynamics. This key feature of our design allows for robust, fast adaptation in the face of high-gain learning rates. A numerical illustrative study is provided for a flexible spacecraft to demonstrate the efficacy of the proposed design.
ẋ(t) = Ax(t) + B∆(x(t)) + Bu(t), x(0) = x 0 , t ≥ 0, (1) where x(t) ∈ R n , t ≥ 0, is the state vector, u(t) ∈ R m , t ≥ 0, is the control input, A ∈ R n×n and B ∈ R n×m are known matrices such that the pair (A, B) is controllable, and ∆ : R n → R m is a matched system uncertainty. We assume that the full state is available for feedback and the control input u(·) is restricted to the class of admissible controls consisting of measurable functions such that u(t) ∈ R m , t ≥ 0. In addition,
we consider the reference system given bẏ x m (t) = A m x m (t) + B m r(t), x m (0) = x m0 , t ≥ 0,
where x m (t) ∈ R n , t ≥ 0, is the reference state vector, r(t) ∈ R r , t ≥ 0, is a bounded piecewise continuous reference input, A m ∈ R n×n is Hurwitz, and B m ∈ R n×r . We assume that the matched uncertainty in (1) to be linearly parameterized as
where W ∈ R s×m is an unknown constant weighting matrix and β : R n → R s is a basis function of the form β(x) = [β 1 (x), β 2 (x), . . . , β s (x)].
Our aim here is to construct a feedback control law u(t), t ≥ 0, such that the state of the nonlinear uncertain dynamical system given by (1) asymptotically tracks the state of the reference model given by (2) in the presence of matched uncertainty satisfying (3). For this purpose, consider the feedback control law
where R ∈ R n×n is a given positive-definite matrix. Since A m is Hurwitz, it follows from converse Lyapunov theory 8, 9 that there exists a unique positive-definite P ∈ R n×n satisfying (8) for a given positive definite matrix R ∈ R n×n .
It should be noted that the feedback control law given by (4), (5), and (6), along with the standard update law given by (7) ensures that e(t) → 0 as t → ∞ andW (t) Ŵ (t) − W remains bounded 10-12 for all t ≥ 0.
However, if a high-gain learning rate is used to achieve fast adaptation in the face of large system uncertainty and abrupt changes in the system dynamics, then high-frequency oscillations in the control response can lead to system instability.
1, 2, 4
II. Low-Frequency Learning and Fast Adaptation
In this section, we overview the low-frequency learning adaptive control architecture of Ref. 4. Let W f (t) ∈ R s×m , t ≥ 0, be a low-pass filter weight estimate ofŴ (t), t ≥ 0, given bẏ
where Γ f ∈ R s×s is a positive-definite filter gain matrix. Note that sinceŴ f (t), t ≥ 0, is a low-pass filter weight estimate ofŴ (t), t ≥ 0, the filter gain matrix Γ f is chosen such that λ max (Γ f ) ≤ γ f,max , where γ f,max > 0 is a design parameter. For addressing high-frequency oscillations in the standard model reference adaptive control problem, we now add a modification term to the standard update law given by (7) in order to minimize the distance betweenŴ (t), t ≥ 0, andŴ f (t), t ≥ 0. In particular, considering the cost function
F and taking the negative gradient of this cost function with respect toŴ , we obtain the structure of the proposed modification term as ∂ −J (Ŵ (t),Ŵ f (t)) /∂Ŵ (t) = − Ŵ (t)−Ŵ f (t) , t ≥ 0. We now construct the proposed update law by adding "− Ŵ (t)−Ŵ f (t) " to (7) to obtain the modified update lawẆ
where σ > 0 is a modification gain.
To establish stability properties for the proposed adaptive control architecture, define e(t) x(t)−x m (t),
Then, the system error, weight update error, and filtered weight update error dynamics are, respectively, given bẏ
The following theorems adopted from Ref. 4 present the transient and steady-state performance properties of the low-frequency learning adaptive control architecture.
Theorem 1 (Asymptotic Stability). Consider the nonlinear uncertain dynamical system given by (1), the reference system given by (2), and the feedback control law given by (4), (5), and (6). Furthermore, let the update law be given by (10). Then, the solution e(t),W (t),W f (t) of the closed-loop system given by (11), (12), and (13) is Lyapunov stable for all e 0 ,W 0 ,W f,0 ∈ R n ×R s×m ×R s×m and t ≥ 0, and x(t) → x m (t)
as t → ∞.
Theorem 2 (Transient Performance Guarantees). Consider the nonlinear uncertain dynamical system given by (1), the reference system given by (2), and the feedback control law given by (4), (5), and (6).
Furthermore, let the update law be given by (10). Then, for all t ≥ 0, the system error, weight update error, and filtered weight update error satisfy the transient performance bounds given by
A. Shaping the Negative Slope of the Filter
As it is noted in Ref. 4, the proposed update law given by (10) along with (9) can be extended to include p multiple low-pass filters in order to shape (i.e., decrease) the negative slope of the filter after the cut off frequency. This can be done by considering the update law given bẏ
(20)
B. Uncertainty in the Control Effectiveness
To address cases such as nominal controller failure and/or degradation in the control effectiveness, replace B
in (1) with B = B 0 Λ, where B 0 ∈ R n×m is a known matrix and Λ ∈ R m×m is an unknown diagonal matrix with diagonal entires λ (i,i) > 0, i = 1, . . . , m. Let the nominal control gains K 1 ∈ R m×m and K 2 ∈ R m×r be such that A m = A − B 0 K 1 and B m = B 0 K 2 hold. Furthermore, let the adaptive control law u ad (t), t ≥ 0, be given by
where
Then, using similar arguments as in the proofs of Theorems 1 and 2 and assuming that r(·) is uniformly continuous, it can be shown that identical results hold 4 .
C. Unstructured Uncertainties
Consider the case of unstructured uncertainties where the nonlinear uncertain dynamical system given by
(1) includes bounded exogenous disturbances and/or the matched uncertainty in (1) cannot be perfectly parameterized. Then, the matched uncertainty assumption can be relaxed by considering
where W (t) ∈ R s×m , t ≥ 0, is an unknown time-varying matrix satisfying W (t) F ≤ w, w > 0, and
is the system modeling error satisfying ε(x) 2 ≤ ε max , ε max > 0, and D x is a compact subset of R n . In this case, as noted in Ref. 4, the proposed update law given by (10) along with (9) can be replaced
with Γ = γI s , γ > 0, and Γ f = γ f I s , γ f > 0, where Proj : R s×m × R s×m → R s×m denotes the projection operator , 13 to guarantee uniform boundedness of the system error e(t), t ≥ 0, weight update errorW (t), t ≥ 0, and the filtered weight update errorW f (t), t ≥ 0.
III. Numerical Illustrative Study on a Flexible Spacecraft
This section provides a numerical illustrative study to demonstrate the efficacy of the proposed lowfrequency learning adaptive control architecture for a flexible spacecraft. Specifically, consider the spacecraft model with flexible dynamics 5-7 given by
where J ∈ R 3×3 is the inertia matrix, ω ∈ R 3 is the angular velocity with respect to an inertial frame expressed in the body frame, η ∈ R N is the modal coordinate vector relative to the main body, u ∈ R 3 is the control input vector, d ∈ R 3 is an external disturbance, δ ∈ R N ×3 is the coupling matrix between the spacecraft's rigid and flexible dynamics,
N ×N is the stiffness matrix, Λ i is the mode i th 's natural frequency, and ξ i , i = 1, . . . , N is the mode i th 's damping with N denoting the number of elastic modes.
Regarding this flexible spacecraft model, we use the same system parameter values provided in Ref.
5 for inertia matrix, external disturbance, coupling matrix, damping matrix, and stiffness matrix with N = 3. Furthermore, we assume a possible worst-case scenario such that a priori knowledge of these system parameter values for the feedback control law design do not exist and an existing nominal control law u n (t),
We use the unit quaternion to represent attitude of the spacecraft. In particular, the resulting kinematic equation can be given byq
where Q = [q, q T ] ∈ R 4 denotes the unit quaternion vector representing the attitude orientation of the spacecraft in the body framework with respect to the inertial frame. For our study, in addition, we set this flexible spacecraft's initial conditions to
For our control design, we resort to the unstructured uncertainty formulation given by (24), and hence,
for the standard adaptive control design anḋ
for the low-frequency learning adaptive control design with
1 + e w1 , 
In addition, for computing P in (35) and (36), we consider reference system matrices given by
and B m = [0 3×3 I 3 ] with R = I 6 . Here our aim is to stabilize the flexible spacecraft model, and therefore, the reference input r(t) is set to zero. Note that setting r(t) ≡ 0 and assuming x m (t) ≡ 0 yield e(t) = x(t), t ≥ 0, in the update laws given by (35) and (36). In this study, we focus on comparing the standard adaptive control design with the low-frequency learning adaptive control design. Furthermore, we also investigate the performance of the low-frequency learning adaptive control design with respect to filters having different negative slopes as highlighted in Section II.A. Figure 1 presents the performance of the standard adaptive controller on this flexible spacecraft with a learning gain γ = 10. Since we could not achieve a stringent stabilization performance with this learning gain, we increased γ to 100 and 1000 in Figures 2 and 3 , respectively. Even though the performance in Figure   3 quickly stabilizes the flexible spacecraft as compared to Figures 1 and 2 , existence of high-frequency signal contents in system responses is not satisfactory. Figures 4-9 present the performance of the low-frequency learning adaptive controller with γ = 1000, σ = 0.005, and γ f = 0.5, where we increased the number of low-pass filters, p, from 1 to 6, respectively, in order to shape (i.e., decrease) the negative slope after the cut off frequency. As expected from the proposed theoretical framework, our adaptive controller prevents from attempting to learn through the high-frequency signal contents as we increase p. Therefore, we achieve a better stabilization performance by increasing p, which is clearly superior as compared to the standard adaptive controller performance in Figures 1-3 .
IV. Conclusion
This paper presented a low-frequency learning adaptive control design for a spacecraft with flexible dynamics. We showed that the proposed design achieves superior performance as compared with a standard adaptive control design, since the proposed design filters out the high-frequency content contained in the update law in order to achieve robust, fast adaptation in the face of high-gain learning rates. Future research will include the development of optimization algorithms to reveal optimal filter selections for shaping the transient system performance as well as extensions to systems with limited state information.
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