Laser-induced fluorescence measurements of cuvette-contained laser dye mixtures are made for evaluation of multivariate analysis techniques to optically thick environments. Nine mixtures of Coumarin 500 and Rhodamine 610 are analyzed, as well as the pure dyes. For each sample, the cuvette is positioned on a two-axis translation stage to allow the interrogation at different spatial locations, allowing the examination of both primary (absorption of the laser light) and secondary (absorption of the fluorescence) inner filter effects. In addition to these expected inner filter effects, we find evidence that a portion of the absorbed fluorescence is re-emitted. A total of 688 spectra are acquired for the evaluation of multivariate analysis approaches to account for nonlinear effects.
Introduction
Fluorescence excitation-emission data are utilized in the fields of medicine [1] and analytical chemistry [2] , as well as for scientific studies focused on the environment [3] , defense/security [4] , and energy [5] . Specifically relating to energy research, Sandia has recently begun an effort to characterize the fluorescence signatures of bulk algal samples for assessment of both local and remote approaches for appraisal of algal health for biofuel production [6] . Considering a matrix of excitation-emission data, the norm of the matrix is ideally proportional to the outer product of the excitation spectrum and emission spectrum [7] . However, nonlinear deviations, also known as inner filter effects, can result from absorption of both the excitation (termed "primary absorption") and fluorescence (termed "secondary absorption"), with both effects increasing with increasing concentration. We note that several other factors might result in a departure from this simple linear model, including diffusion, temperature and pH variations, fluorescence quenching, and ionic strength [8] , but we limit this study to inner filter effects.
Adamsons et al. [9] summarize previous work evaluating inner filter effects, and we present a condensed version of their review here. In 1938, Sen-Gupta [10] presented the first theoretically derived expressions accounting for inner filter effects in the right angle geometry for a single fluorophore. Further studies followed pertaining to multiple fluorophores, and more in-depth mathematical studies were applied to the problem in the 1950s [11, 12] , with additional treatment of the measurement geometry occurring in the 1960s [13, 14] . In 1973, Van Slageren et al. [15] published a theoretical account that included cell geometry, primary and secondary absorptions, and cell surface reflections. In the 1970's and 1980's it was recognized that using a vibrating mirror [16, 17] , or shifting [18] or rotating [9, 19] the cell could account for inner filter effects. Improvement of these methods, such as automating the cuvette translation [20] [21] [22] , continued with Tucker et al. publishing a related tutorial article [23] in 1992. Accounting for inner filter effects with alternative methods, such as Raman scattering [24] , continue.
In this work, we acquire a dataset to perform an evaluation of multivariate approaches to account for inner filter effects. In addition to primary and secondary absorption, we see evidence that a significant fraction of the absorbed fluorescence is re-emitted. We anticipate that such effects will be important when probing algal samples, for which the absorption and emission spectra of different pigments significantly overlap. Sandia is a recognized leader in developing and applying multivariate approaches, using such techniques to quantify the relative components in time-of-flight secondary ion mass spectrometry (TOF-SIMS), attenuated total reflectance Fourier transform infrared spectroscopy (ATR-FTIR), Raman spectroscopy, X-ray diffraction, and spectrally resolved laser-induced fluorescence (LIF). Applying multivariate approaches to data collected from the cuvette-contained samples will allow extrapolation of the cuvette results to a fieldable lidar system. More generally, the methods discussed here could have much broader applications in the field of remote sensing, where nonlinear effects routinely degrade the fidelity of analysis by linear spectral unmixing. A discussion of these potential applications is included in the summary.
Experiment

Laser Excitation and Optical Detection
The experimental apparatus used for these measurements is a mini-lidar system originally constructed for the analysis of cuvette-contained samples of algae. The laser source is a Sandia-built diodepumped Nd:YAG microlaser, similar to those described by Aniolek et al. [25] and Reichardt et al. [26] , frequency tripled to generate 355-nm pulses at a 100-Hz repetition rate. The laser is softly focused into the cuvette to a beam waist w of 160 µm. The cuvette is mounted on a two-axis translation stage to allow repeatable probing at different spatial locations. Figure 1 displays the coordinate system describing the location in the cuvette, where the x-coordinate corresponds to increased primary absorption of the laser beam, and the y-coordinate corresponds to increased secondary absorption of the fluorescence, as well as potential re-emission of that absorbed fluorescence. The emission is collected and collimated with a 25.4-mm diameter, 50.8-mm focal length (f#/2) achromatic lens, and the light is transmitted through a custom 355-nm blocking filter (Barr Associates), and focused onto the 100-µm vertical slit of a JY CP140-1602 f#/2 imaging spectrograph (blazed for 350 nm) with a lens identical to the collection optic, providing 1x magnification. The probe volume can therefore be considered to be a cylinder of 100-µm length (defined by the slit width) with diameter 2w = 320 µm. An Andor DH501-25F-913 ICCD (intensified charge-coupled device) is mounted to the spectrometer to capture the dispersed fluorescence. Unless otherwise stated, the ICCD collects data while implementing full vertical binning and with a gain setting of 50, which provides a gain of 5.6 when referenced to the gain setting of 0 (see Fig. 2 ), and 100 single-shot spectra are accumulated for each acquired spectrum. The horizontal pixel range of the ICCD, spectrally calibrated with a mercury lamp and a multi-wavelength HeNe laser, spans from 284 nm to 726 nm. Because any analysis of these data would likely be performed on raw ICCD counts, we present spectra in this report in terms of these counts. However, the spectrally dependent sensitivity was previously calibrated with a standard lamp, so relative temporally-integrated radiance values could be calculated from the spectra presented in this report. Comparing signal levels from different samples requires maintaining constant laser pulse energy. The average pulse energy is maintained at 160 +/-2 µJ, and is monitored at ~10 minute intervals. Rotating the waveplate can account for any long term drifts, but the pulse energy is quite stable, and such waveplate adjustments are required only after several hours of operation. While the long-term stability of the laser is ~1%, the statistics output of the Coherent energy meter indicates that the laser source exhibits pulse-to-pulse energy fluctuations of +/-7%. This measured instability warrants further investigation, because visible inspection of single-shot fluorescence data indicates that the laser is more stable than this. Nevertheless, the potential impact of these energy fluctuations is reduced by accumulating 100 laser shots for each acquired spectrum.
Positioning the Cuvettes
Quantitatively comparing spectra from different cuvette-contained samples requires consistent positioning of the cuvettes from one sample to the next. Also, decoupling the x and y translations requires that the beam path be oriented 90 o relative to the centerline of the detection optics. Achieving these goals requires special attention be given to the experimental configuration. Using commercial optical mounts, a cuvette mounting assembly was constructed with three contact points for repeatable cuvette positioning. Before beginning a series of measurements, we direct the laser beam path at 90 o with respect to the centerline of the detection optics. We then position the cuvette in the mounting assembly so the beam path is parallel to the front exit face of the cuvette. This alignment is performed by visible inspection, and a cuvette filled with quinine water typically used in this procedure. After the optics are positioned, no further alignment modifications are made for the duration of the experiment.
Ideally, the focus of the collection optics should be well-matched to the laser beam path. However, translating the cuvette in the y-dimension affects the focus of the collection optics due to the different indices of refraction of air and methanol, the solvent used in these experiments. Knowing that the ycoordinate affects the focus of the collection optics, we optimize the collection at y = 4 mm, approximately the midway point of y-translation. Figure 3 displays the full-frame spectrometer images as a function of y, demonstrating the sharpest focus at y = 4.0 mm. The spatial coordinates of the location probed in the cuvettes is referenced to the point x = 0.0 mm, y = 0.0 mm, a position where both primary and secondary absorptions are minimized. To allow collection of data at this reference point while avoiding interference from the cuvette windows, this position is set approximately 0.5 mm from each cuvette window (see Fig. 1 ).
Dye Mixtures
The laser dyes Coumarin 500 and Rhodamine 610 are used in the series of measurements. These two dyes were chosen knowing that Coumarin 500 would be excited by the 355-nm light and that the resulting fluorescence from Coumarin 500 would be absorbed by the Rhodamine 610. Rhodamine 610 also absorbs 355-nm light, but to a lesser extent than Coumarin 500 does for comparable concentrations (see Fig. 4 ). Also, unlike Coumarin 500, the absorption and emission spectra for Rhodamine 610 significantly overlap. Mixing these two dyes in different ratios allows spanning a large range of primary and secondary absorption for a data set rich in inner filter effects. Through iterative dilutions of the two dyes, we chose concentrations for the pure dyes that resulted in similar levels of fluorescence while providing significant attenuation of the laser excitation wavelength: the concentration of the pure Coumarin 500 is 80 mg/L, while that of the pure Rhodamine 610 is 72 mg/L. Fig. 4 . Absorbance measurements performed with a Cary 500 spectrophotometer on 10x diluted samples of the pure Coumarin and Rhodamine dye mixtures. The absorbance is normalized to the concentration (mg/L) of each dye to allow comparison of these measurements to results in the literature.
Acquired Spectra: Evidence of Fluorescence ReEmission
The acquired spectra span the spatial range Viewing the raw data in Figs. 5-15 , several initial observations can be made:
1. The variation of measured spectra with the y-coordinate is a result of self-absorption. The 460-600 nm wavelength range associated with this variation matches the primary absorption feature of Rhodamine (see Fig. 4 ). 2. For each value of x, the spectrum for pure Coumarin (see Fig. 5 ) is independent of the ycoordinate, demonstrating that Coumarin does not exhibit self-absorption. In contrast, the opposite is true for pure Rhodamine (see Fig. 15 ). 3. Observing Fig. 5 and comparing the graphs for x = 0.0 mm and x = 7.0 mm, we conclude that the fluorescence spectra were recorded with adequate signal-to-noise ratio even while spanning two orders of magnitude in signal strength. We anticipate that the absorption of 355-nm light could likely be calculated from the spectrally integrated signal strength as a function of x for a given value of y.
As suggested in the Introduction, fluorescence lidar measurements might be subject not only to the absorption of the initial fluorescence, but to the re-emission of that absorbed light as well. We have evidence that such re-emission is present in our laser-dye data. Figure 16 displays the calculated absorbance per cm measured as a function of y for a 50/50 mixture of the Coumarin and Rhodamine dyes. For each value of the x-coordinate, the spectrally resolved absorbance Abs(λ) can be calculated by ratioing the spectra S y , acquired at different y locations, to the spectrum S 0 , acquired at y = 0.0 mm, through the equation
For all values of x, the absorbance spectrum for y = 1.0 mm agrees quite well with the spectral shape of Rhodamine absorbance measured with the Cary 500 spectrophotometer (see Fig. 4 ). However, for larger values of y the deviation from this reference spectrum over the 530-570 nm range is significant. Such behavior would not be expected if absorption of the initial emission were the sole secondary filtering effect. It is apparent that the 530-570 nm absorbance decreases with increasing values of y, resulting from photons absorbed at shorter wavelengths being subsequently emitted at longer wavelengths -an effect which becomes more pronounced with increasing path length of the emission through the sample.
As a consistency check, we compare the absolute absorbance values calculated for y = 1.0 mm with the spectrophotometer measurements displayed in Fig. 4 . For the 50/50 mixture, the Rhodamine concentration is 0.5 × 72 mg/L = 36 mg/L, and from Fig. 4 we calculate a peak absorbance of 36 × 0.15 = 5.4. While in reasonable agreement with the peak absorbance value of ~6.5 (see Fig. 16 ), this 20% difference likely warrants further investigation. 
Summary
This work has resulted in a data set rich in nonlinear effects to which we can apply multivariate approaches. With these data, we will assess the ability of principal component regression (PCR), partial least squares (PLS), classical least squares (CLS), and multivariate curve resolution (MCR) to understand linear and nonlinear effects when evaluating the fluorescence lidar signal return from optically thick media.
While the measurements described here were not subject to light scattering by the medium, scattering is also a critical issue associated with probing turbid samples (e.g., algae). Accounting for the effect of scattering to obtain "scattering-free" fluorescence spectra has been of interest to the research community for some time [27] [28] [29] [30] [31] [32] [33] [34] [35] . Light scattering could be incorporated into our experiment by adding a scattering matrix to the cuvette-contained samples. However, analyzing a particle size range of relevance to algal samples would require agitating the mixture to keep the particles from settling over the time span of the measurement. Such agitation can be readily provided by standard laboratory equipment (e.g., using small stir bars).
Finally, we note that while this project focused on interpreting data acquired through laser-based measurements, any mathematical approaches developed to account for nonlinear effects in these data would have applications well beyond lidar. In particular, the interpretation of multispectral/ hyperspectral data for classification or target detection is hindered by nonlinear effects such as Fresnel reflection, absorption, re-emission, scattering, and diffraction [36] . As with laser-induced fluorescence, forward models can be used to predict these effects [37] , but improving solutions of the inverse problem is of high value. If multivariate approaches could account for nonlinear effects in a rigorous manner, this added capability would likely find broad use in the sensing community.
