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LINEAR STABILITY OF SLOWLY ROTATING KERR BLACK HOLES
DIETRICH HA¨FNER, PETER HINTZ, AND ANDRA´S VASY
Abstract. We prove the linear stability of slowly rotating Kerr black holes as solutions
of the Einstein vacuum equation: linearized perturbations of a Kerr metric decay at an
inverse polynomial rate to a linearized Kerr metric plus a pure gauge term. We work in a
natural wave map/DeTurck gauge and show that the pure gauge term can be taken to lie
in a fixed 7-dimensional space with a simple geometric interpretation. Our proof rests on a
robust general framework, based on recent advances in microlocal analysis and non-elliptic
Fredholm theory, for the analysis of resolvents of operators on asymptotically flat spaces.
With the mode stability of the Schwarzschild metric as well as of certain scalar and 1-form
wave operators on the Schwarzschild spacetime as an input, we establish the linear stability
of slowly rotating Kerr black holes using perturbative arguments; in particular, our proof
does not make any use of special algebraic properties of the Kerr metric. The heart of the
paper is a detailed description of the resolvent of the linearization of a suitable hyperbolic
gauge-fixed Einstein operator at low energies. As in previous work by the second and
third authors on the nonlinear stability of cosmological black holes, constraint damping
plays an important role. Here, it eliminates certain pathological generalized zero energy
states; it also ensures that solutions of our hyperbolic formulation of the linearized Einstein
equation have the stated asymptotics and decay for general initial data and forcing terms,
which is a useful feature in nonlinear and numerical applications.
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1. Introduction
We continue our investigation of stability problems in general relativity from a system-
atic microlocal and spectral theoretic point of view. In previous work [HV18b, Hin18a], the
second and third authors proved the full nonlinear stability of slowly rotating Kerr–de Sit-
ter (KdS), resp. Kerr–Newman–de Sitter (KNdS) black holes as solutions of the Einstein
vacuum equations, resp. Einstein–Maxwell equations, with positive cosmological constant
Λ > 0. The proofs of these results rest on the completion of two main tasks:
(1) control of asymptotics and decay of tensor-valued linear waves on exact slowly ro-
tating KdS spacetimes via spectral theory/resonance analysis—we were in fact able
to deduce the structure of resonances as well as mode stability of slowly rotating
KdS black holes from that of spherically symmetric Schwarzschild–de Sitter (SdS)
spacetimes;
(2) robust control of the regularity of linear waves on asymptotically KdS spacetimes
via microlocal analysis on the spacetime. (Combined with the spectral theoretic
results on exact KdS spacetimes, this gives precise regularity and decay results for
waves on asymptotically KdS spacetimes.)
The present paper completes the first task on slowly rotating Kerr spacetimes: we show that
solutions of the linearization of the Einstein vacuum equation around a slowly rotating Kerr
solution decay at an inverse polynomial rate to a linearized Kerr metric, plus a pure gauge
solution which, in a linearized wave map gauge, lies in an (almost) explicit 7-dimensional
vector space.
More precisely, recall that the metric of a Schwarzschild black hole with mass m > 0 is
given in static coordinates by
g(m,0) =
(
1− 2m
r
)
dt2 −
(
1− 2m
r
)−1
dr2 − r2/g, t ∈ R, r ∈ (2m,∞),
where /g is the standard metric on S2 [Sch16]. The more general Kerr family of metrics
g(m,a) [Ker63] depends in addition on the angular momentum a ∈ R3. These metrics are
solutions of the Einstein vacuum equation
Ric(g) = 0. (1.1)
Fix a mass parameter m0 > 0 and set b0 = (m0, 0) ∈ R4. Restricting to Kerr black hole
parameters b = (m,a) ∈ R4 close to b0, we can regard gb as a smooth family of stationary
(time-independent) Lorentzian metrics on a fixed 4-dimensional manifold
M◦ := Rt × [r−,∞)× S2,
where r− < 2m0. The level sets of t here are equal to those of t in r > 4m0, i.e. far away
from the black hole, and are regular and transversal to the future event horizon H+, which
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for b = b0 is located at the Schwarzschild radius r = 2m0. Linearizing equation (1.1) for
g = gb in the parameters b, we see that the linearized Kerr metrics
g˙b(b˙) :=
d
ds
∣∣∣∣
s=0
gb+sb˙, b˙ ∈ R4,
are solutions of the linear equation DgbRic
(
g˙b(b˙)
)
= 0.
Our main result concerns the long-time behavior of general solutions of the linearized
Einstein vacuum equation
DgbRic(h) = 0. (1.2)
To describe it, recall that the non-linear equation (1.1) admits a formulation as a Cauchy
problem [CB52, CBG69]: fix a Cauchy surface
Σ◦0 = t
−1(0) ⊂M◦.
Then the initial data are a Riemannian metric γ and a symmetric 2-tensor k on Σ◦0, and
one seeks a solution g of (1.1) such that −γ and k are, respectively, the induced metric
and second fundamental form of Σ◦0 with respect to g. A solution g exists locally near Σ◦0
if and only if γ, k satisfy the constraint equations, which are the Gauss–Codazzi equations,
see (14.3). The Cauchy problem for (1.2) is the linearization of this initial value problem;
its solutions exist globally and are unique modulo addition of a Lie derivative LV gb of gb
along any vector field V .
Theorem 1.1. Let b = (m,a) be close to b0 = (m0, 0); let α ∈ (0, 1). Suppose γ˙, k˙ ∈
C∞(Σ◦0;S2 T ∗Σ◦0) satisfy the linearized constraint equations, and decay according to
|γ˙(r, ω)| ≤ Cr−1−α, |k˙(r, ω)| ≤ Cr−2−α,
together with their derivatives along r∂r and ∂ω (spherical derivatives) up to order 8. Let h
denote a solution of the linearized Einstein vacuum equation (1.2) on M◦ which attains the
initial data γ˙, k˙ at Σ◦0. Then there exist linearized black hole parameters b˙ = (m˙, a˙) ∈ R×R3
and a vector field V on M◦ such that
h = g˙b(b˙) + LV gb + h˜, (1.3)
where for bounded r the tail h˜ satisfies the bound |h˜| ≤ Cηt−1−α+η for all η > 0.
Upon imposing a suitable linearized generalized harmonic gauge condition on h, and
replacing g˙b(b˙) by its gauge-fixed version, we can choose V to lie in a 7-dimensional space
(only depending on b) of smooth vector fields on M◦.
The gauge-fixed version of g˙b(b˙) is a symmetric 2-tensor g˙
′
b(b˙) = g˙b(b˙) + LV (b˙)gb, where
V (b˙) is a suitable vector field chosen so that g˙′b(b˙) satisfies the chosen gauge condition. We
refer the reader to Theorem 14.6 for the precise result, which (1) operates under precise
regularity assumptions on γ˙, k˙ encoded by weighted Sobolev spaces, (2) controls h˜ in a
weighted spacetime Sobolev space, and (3) gives uniform estimates on spacetime, namely
pointwise bounds on h˜ by t−1−α+η∗ (
〈r〉+t∗
t∗ )
−α+η (in t∗ ≥ 1), where t∗ is equal to t near the
black hole, and equal to t − (r + 2m log(r − 2m)) (which is an affine time function along
null infinity) for large r. See Figure 1.1 for an illustration of the setup.
The gauge in which we work is (the linearization of) the natural wave map gauge for
studying perturbations of a given spacetime (M◦, gb). In this gauge, the vector field V
in (1.3) is then asymptotic (as r → ∞) to a linear combination of translations and boosts
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Σ◦0
t−1∗ (c)
i0
i+
H+
I +
Figure 1.1. Part of the Penrose diagram of a slowly rotating Kerr space-
time, including the future event horizonH+, null infinityI +, future timelike
infinity i+ and spacelike infinity i0. Shaded in gray is the domain {t ≥ 0}
inside of M◦ where we solve the linearized Einstein equation. Also shown
are the Cauchy surface Σ◦0 = t−1(0), and a level set of the function t∗ with
respect to which we measured decay in Theorem 1.1.
of Minkowski space (and an additional non-geometric vector field, which can be eliminated
by a small, only b-dependent, modification of the gauge); asymptotic rotations either do
not appear (when gb is a Schwarzschild metric, which is spherically symmetric) or can be
subsumed in the infinitesimal change a˙ of the rotation axis. Thus, we can read off the
change b˙ of black hole parameters (mass and angular momentum) as well as the shift V of
the rest frame of the black hole (translation and boost). In a nonlinear iteration, one thus
expects to be able to change the gauge condition at each step to ‘re-center’ the black hole;
a (less explicit, in the sense that it is more analytic than geometric) version of this was a
key ingredient in [HV18b].
We use the DeTurck trick [DeT82] to relate equation (1.1) to a quasilinear wave equation
P (g) = 0 for the Lorentzian metric g, which correspondingly relates equation (1.2) to a
linear wave equation Lgbh := DgbP (h) = 0 for the symmetric 2-tensor h. After reduction to
a forcing problem for Lgb , with forcing supported in the future of a hypersurface transversal
both to H+ and future null infinity I +, we immediately pass to the Fourier transform in
t∗. The main part of the proof then takes place on the spectral/resolvent side; see §1.1 for
a description of the key ingredients.
Importantly, our hyperbolic formulation Lgbh = 0 of the linearized Einstein equation
is significantly better than stated in Theorem 1.1: any pair of Cauchy data on Σ◦0 (i.e.
a pair of smooth sections of the spacetime symmetric 2-tensor bundle S2T ∗M◦ over Σ◦0)
with r−1−α, resp. r−2−α decay produces a solution h of the form (1.3). (In this sense, the
geometric origin of initial data in Theorem 1.1 is irrelevant; their only use is to eventually
ensure that h not only solves Lgbh = 0, but also the linearized Einstein equation (1.2).) We
expect such a strong stability statement to be useful in nonlinear applications, as explained
at the end of [HV18b, §1.1] in the KdS setting; it also relates to numerical (in)stabilities
when solving Einstein’s equation, cf. [Pre05].
Beyond our straightforward choice of gauge condition, our construction of Lgb with these
properties involves the implementation of constraint damping (CD), which was first dis-
cussed in [GCHMG05] and played a central role both in numerical work [Pre05] and the
nonlinear stability proofs [HV18b, Hin18a, HV17]. In fact, CD is a crucial input already
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in the proof of Theorem 1.1, as it makes the low energy behavior of the spectral family
of Lgb non-degenerate and thus perturbation-stable, allowing us to deduce Theorem 1.1
perturbatively from the statement for Schwarzschild parameters b = b0; we discuss this
in §§1.1.2–1.1.3.
Indeed, a key feature of our analysis is that we (prove and) use a suitable version of mode
stability only of the Schwarzschild metric, as proved by Regge–Wheeler [RW57], Vishvesh-
wara [Vis70], and Zerilli [Zer70]; we work with the formalism of Kodama–Ishibashi [KI03].
The only structure of Kerr metrics which we use, beyond the fact that they satisfy the
Einstein equation, concerns their asymptotic behavior as r → ∞. A central aim of this
paper is thus to show how the (in principle straightforward) computations on Schwarzschild
spacetimes, when combined with robust, perturbation-stable tools from modern microlocal
analysis, imply the linear stability of slowly rotating Kerr spacetimes, without the need for
delicate separation of variable techniques. (See §1.3 for comments about the full subex-
tremal range |a| < m of Kerr parameters.) The relevant recent advances in microlocal
analysis include (see §1.1 for more details):
(1) non-elliptic Fredholm theory, as introduced by Vasy [Vas13] (see also [HV15, §2]);
for a quick guide, see Zworski [Zwo16];
(2) a robust conceptual understanding of normally hyperbolic trapping, and the mi-
crolocal estimates which are consequences of its structural properties, as discussed
in the context of Kerr and KdS black holes by Wunsch–Zworski [WZ11], Dyatlov
[Dya16], and Hintz [Hin17] (see also [HV14, Hin18b, HV18b]);
(3) specific to the asymptotically flat setting: scattering theory at the large end of
Euclidean, or asymptotically conic, spaces, in the form pioneered by Melrose [Mel94]
and extended by Vasy–Zworski [VZ00] and Vasy [Vas19a, Vas19b];
(4) elliptic b-analysis (analysis on manifolds with cylindrical ends), introduced by Mel-
rose [Mel93], and used here for the study of stationary solutions (bound states,
half-bound states, and generalizations).
(We refer the reader to Dyatlov–Zworski [DZ18] for an introduction to some of these
themes in scattering theory.) A commonality of these tools is that they rely only on
structural properties of the null-bicharacteristic flow of the (wave) operator in question,
rather than any special algebraic structures; we note here that our hyperbolic formulation
Lgb of the linearized Einstein operator is a principally scalar wave operator, to which these
microlocal tools readily apply.
Nonlinear stability problems for solutions of (1.1) have attracted a large amount of inter-
est, see Friedrich [Fri86], Christodoulou–Klainerman [CK93], Lindblad–Rodnianski [LR10]
for de Sitter and Minkowski spacetimes, the aforementioned [HV18b, Hin18a] on cosmo-
logical black holes spacetimes, and the recent proof, by Klainerman–Szeftel [KS17], of the
nonlinear stability of the Schwarzschild metric under axially symmetric and polarized per-
turbations; see also Remark 1.6. We also mention the backwards construction of black hole
spacetimes settling down at an exponential rate to a Kerr solution [DHR13].
In very recent work, Andersson, Ba¨ckdahl, Blue, and Ma [ABBM19] proved Theorem 1.1
for initial data with strong decay (roughly pointwise r−7/2 decay of γ˙), proving t−3/2+ decay
for the metric coefficients using energy methods; the strong decay ensures that solutions
are purely radiative, i.e. decay to zero (so b˙ = 0) modulo pure gauge solutions, see also
[AA13]; we recover this by using the structure of the zero energy dual bound states, see
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Remark 14.7. They work in an outgoing radiation gauge, available on algebraically special
spacetimes [ABBM19, Remark 3.3]. Their argument uses the Newman–Penrose [NP62] and
Geroch–Held–Penrose [GHP73] spin formalism, and in fact conditionally proves the linear
stability of the Kerr metric in the full subextremal range, assuming integrated energy decay
holds for the Teukolsky equation; in the slowly rotating case, the latter was proved by Ma
[Ma17] and Dafermos–Holzegel–Rodnianski [DHR17]. See Finster–Smoller [FS16] for results
in the general case. Mode stability for curvature perturbations of Schwarzschild and Kerr
spacetimes was proved by Bardeen–Press [BP73], Teukolsky [Teu73], Whiting [Whi89], and
Andersson–Ma–Paganini–Whiting [AMPW16]; see Chandrasekhar’s book on the subject
[Cha92] for an extensive literature review.
Previously, Dafermos–Holzegel–Rodnianski [DHR16] proved the linear stability of the
Schwarzschild metric in a double null gauge by reconstructing a perturbation from a certain
decoupled quantity; they prove t−1/2+ decay of metric coefficients, and stronger decay for
certain geometric quantities. Giorgi [Gio18a, Gio19] establishes the linear stability of weakly
charged Reissner–Nordstro¨m black holes using similar techniques. (See [Gio17, Gio18b]
for progress in the nonlinear, axially symmetric, polarized setting.) Hung–Keller–Wang
[HKW17] proved t−1/2 decay in the generalized harmonic gauge also used in the present
paper, extending work by Hung–Keller [HK16]; Hung [Hun18] proves t−1+ decay for the
odd part of the linear perturbation (called ‘vector part’ on the level of individual modes
in §8), and in upcoming work [Hun19] proves up to t−2+ decay (for α close to 1) for the even
part. Similarly, Johnson [Joh18] obtained t−1/2 decay using a modification of this gauge by
suitable gauge source functions. We furthermore mention the work by Hung–Keller–Wang
[HKW18] on the decay of master quantities for the perturbation of higher-dimensional
Schwarzschild black holes. We will discuss further related work in §1.2.
1.1. Ingredients of the proof. We define the gauge 1-form
Υ(g; g0) := g(g0)−1δgGgg0,
where g0 is an arbitrary ‘background metric’ on M◦; this vanishes iff the pointwise identity
map (M◦, g) → (M◦, g0) is a wave map. Here, δg is the negative divergence (thus, the
adjoint of the symmetric gradient δ∗g), and Gg = 1 − 12g trg is the trace reversal operator
in 4 spacetime dimensions. Following DeTurck [DeT82], one then considers the nonlinear
operator
P (g; g0) := Ric(g)− δ∗gΥ(g; g0). (1.4)
Solving the initial value problem for Ric(g) = 0 in the gauge Υ(g; g0) = 0 is then equivalent
to solving the quasilinear wave equation P (g) = 0 with suitable Cauchy data constructed
from the geometric initial data, namely, the Cauchy data induce the given geometric data
at Σ◦0, and the gauge condition Υ(g; g0) = 0 holds there.
Let now gb, b = (m,a), denote a fixed Kerr metric. It is then natural to study pertur-
bations of gb in the gauge Υ(−) := Υ(−; gb) = 0. (Note that gb itself satisfies this gauge
condition.) The linearization of P (g; gb) around g = gb is
Lb := DgbP (−; gb) = DgbRic− δ∗gb ◦DgbΥ. (1.5)
We solve DgbRic(h) = 0 in the gauge DgbΥ(h) = 0 by solving Lbh = 0 with suitable initial
data. Explicitly, Lb =
1
2gb + lower order terms; this is thus a linear wave operator acting
on symmetric 2-tensors. Simple linear theory (using the framework of [HV17]) allows us
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to solve the initial value problem for Lbh = 0 up to a hypersurface which is transversal to
future null infinity I + and the future event horizon H+, see Figure 1.1.
Concretely, fix a function t∗ which equals t∗ = t+ r∗ near H+ and t∗ = t− r∗ near I +,
where r∗ = r + 2m log(r − 2m) is the Regge–Wheeler tortoise coordinate. It then remains
to solve a forcing problem
Lbh = f, t∗ ≥ 0 on supph, supp f,
where f has compact support in t∗ and suitable decay (roughly, r−2−α) as r → ∞. Our
approach is to take the Fourier transform in t∗, giving the representation
h(t∗) =
1
2pi
∫
Imσ=C
e−iσt∗L̂b(σ)−1fˆ(σ) dσ, (1.6)
initially for C  1 (which gives exponential bounds for h). We point out that typically one
takes the Fourier transform in t rather than t∗; the advantage of the latter is that precise
mapping properties of L̂b(σ) are easier to read off, and, more importantly, the analysis near
σ = 0 is simplified.
The strategy of our proof of Theorem 1.1 is to shift the contour of integration in (1.6)
to C = 0, which requires a detailed analysis of L̂b(σ). A simple combination of microlocal
tools already gives a large amount of information on L̂b(σ):
(1) the operator L̂b(σ) is Fredholm (of index 0) as an operator between suitable func-
tion spaces based on weighted Sobolev spaces. This uses the non-elliptic Fredholm
framework of [Vas13], scattering (radial point) estimates at infinity [Mel94, Vas19a]
(for non-zero σ), radial point estimates at the horizons [Vas13], real principal type
propagation of regularity [DH72], and (for σ = 0) elliptic b-theory [Mel93];
(2) L̂b(σ) satisfies high energy estimates (in particular: is invertible) for |Reσ|  1 and
bounded Imσ ≥ 0. This uses semiclassical estimates at the aforementioned places,
together with estimates at normally hyperbolic trapping [WZ11, Dya15b, Dya16,
Hin17] which originate with [NZ13]; see also [GS87, Chr07]. High energy estimates
at infinity are due to Vasy–Zworski [VZ00] and Vasy [Vas19a];
(3) uniform Fredholm estimates for L̂b(σ) down to σ = 0 [Vas18, Vas19b]; see also
[BH10, VW13]. (See also [GH08, GH09, GHS13] for an explicit construction of the
resolvent, in the t-Fourier transform picture, of Schro¨dinger operators on asymp-
totically conic manifolds.)
We discuss these results in more detail in §4. We only need to apply them once in order to
obtain the uniform Fredholm statements for L̂b(σ); the rest of the paper, starting with §5,
contains no further microlocal analysis.
There are only two remaining ingredients, the proofs of which occupy §§6–12:
(4) mode stability of Lb, that is, the invertibility of L̂b(σ) for Imσ ≥ 0, σ 6= 0;
(5) the regularity of the resolvent L̂b(σ)
−1 near σ = 0.
(The regularity at low frequency determines the decay rate in Theorem 1.1, as we explain in
detail in §§13–14.) We first sketch our arguments on Schwarzschild spacetimes in §§1.1.1–
1.1.2. In §1.1.3, we explain the perturbative arguments which give (4)–(5) on slowly rotating
Kerr spacetimes.
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We stress that the linearized Einstein operator itself is analytically very ill-behaved
(infinite-dimensional kernel and cokernel, no control of regularity of solutions, etc.), which
precludes the study e.g. of mode stability of slowly rotating Kerr black holes by perturba-
tive arguments starting with the mode stability of the Schwarzschild metric. On the other
hand, the gauge-fixed operator is well-behaved, in the sense of points (1)–(3) above, and has
strong stability properties under perturbations. Thus, a general theme underlying §§3–11
is the exploitation of the exploitation relationship between Lb and DgbRic.
1.1.1. Mode stability. We work with a fixed Schwarzschild metric gb0 , and study mode
solutions, with frequency σ ∈ C, of the operator Lb0 ,
Lb0h = Dgb0 Ric(h)− δ∗gb0Dgb0 Υ(h) = 0, h = e
−iσt∗h0, (1.7)
where h0 is stationary, i.e. only depends on the spatial coordinates (r, ω), and satisfies an
outgoing radiation condition, which in particular entails the smoothness of h across H+.
Proposition 1.2. (See Proposition 9.1.) Mode stability holds for Lb0: there are no non-
trivial mode solutions of (1.7) with σ 6= 0, Imσ ≥ 0.
The linearized gauge-fixed Einstein operator Lb0 and the linearized Einstein operator
Dgb0 Ric are distinct, but closely related, allowing for a conceptually straightforward proof
of this proposition which relies on (1) mode stability for the wave equation on 1-forms and
(2) mode stability for the linearized Einstein equation on a Schwarzschild background.
Indeed, suppose first that in addition to (1.7), h also satisfies the linearized gauge con-
dition
Dgb0 Υ(h) = 0, (1.8)
then we also have Dgb0 Ric(h) = 0. Mode stability of the Schwarzschild metric [RW57,
Vis70, Zer70] implies that h is pure gauge, that is, of the form h = δ∗gb0ω (which equals
the Lie derivative LV gb0 , V = 12ω]), where the gauge potential ω is outgoing and has time
frequency σ as well. Our gauge condition (1.8) further restricts ω, to wit
(Dgb0 Υ ◦ δ∗gb0 )ω = 0. (1.9)
(We refer to this as the gauge potential wave equation.) But this is one half times the wave
equation on 1-forms on the Schwarzschild spacetime, for which we prove mode stability
in §7 by adapting the arguments from [HV18a].1 Therefore, ω = 0 and so h = 0.
In order to prove (1.8), we note that the linearization of the second Bianchi identity,
δgb0Ggb0 ◦Dgb0 Ric ≡ 0, applied to (1.7) gives the equation (which we refer to as the constraint
propagation wave equation)
Pb0(Dgb0 Υ(h)) = 0, Pb0 = 2δgb0Ggb0 ◦ δ∗gb0 . (1.10)
Therefore, mode stability for Pb0 , which is the 1-form wave operator as well, implies (1.8).
1Mode stability for (1.9) for KdS metrics is likely false: it is known to be false for de Sitter metrics
[HV18b, Appendix C]. In this sense, the spectral theory for the linearized gauge-fixed Einstein operator
on KdS spacetimes is more complicated than on Kerr or Schwarzschild spacetimes. Since the behavior of
L̂b0(σ) for real σ is more delicate on Kerr spacetimes, we gladly use the extra information here.
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1.1.2. Zero energy modes; resolvent near zero. We need to analyze
(a) the space of bound and half-bound states, and more generally the space of (gener-
alized) zero energy modes of the operator Lb0 in (1.7), and
(b) the regularity of the resolvent L̂b0(σ)
−1 near σ = 0.
This is markedly different from the analysis of spacetimes with positive cosmological con-
stant Λ > 0: the asymptotic flatness of the spacetime causes the (regular part of) the
resolvent to only have finite regularity at σ = 0. Moreover, the operator L̂b0(σ) satisfies
uniform estimates as σ → 0 only on function spaces with a restricted range of allowed decay
rates as r → ∞, roughly, requiring the decay rate to be between r−1 and r0 = 1. (This
is closely related to the fact that the Euclidean Laplacian on R3 is invertible on suitable
weighted (b-)Sobolev spaces only when the weight of the domain allows for r−1 asymptotics
but disallows r0 asymptotics as r →∞; this is in turn is linked to the off-diagonal r−1 decay
of the Green’s function of the Euclidean Laplacian in 3 dimensions.) In particular, the zero
modes of interest are of size o(1) as r →∞, and smooth across H+.
Proposition 1.3. (See Propositions 9.1 and 9.4.) The space Kb0 of zero energy modes
of Lb0 is 7-dimensional; it is the sum of a 3-dimensional space of linearized Kerr metrics
g˙b0(0, a˙) corrected by addition of a pure gauge solution to arrange the gauge condition (1.8),
a 3-dimensional space of pure gauge solutions δ∗gb0ω with ω asymptotic to a translation, and
another 1-dimensional space of (spherically symmetric) pure gauge solutions.2
The space of generalized zero energy modes (with o(1) decay as r → ∞ for fixed t∗, but
allowing for polynomial growth in t∗) of Lb0 contains the space K̂b0 which is the sum of
Kb0, a 1-dimensional space of linearized Schwarzschild metrics g˙b0(m˙, 0) corrected by a pure
gauge solution, and a 3-dimensional space of pure gauge solutions δ∗gb0ω with ω asymptotic
to a Lorentz boost.
The proof of the first part is similar to that of Proposition 1.2, albeit more subtle. The
constraint propagation operator Pb0 in (1.10) does have a zero mode, which however has
exactly r−1 decay, and thus decays more slowly than Dgb0 Υ(h) = o(r
−1) when h is a
zero mode (L̂b0(h) = 0 with h = o(1)). Thus, h in fact solves Dgb0 Ric(h) = 0, and is
therefore a sum of a pure gauge solution and a linearized Kerr metric, in the precise sense
stated in Theorem 8.1. An analysis of the gauge potential equation (1.9) then restricts the
possibilities to those stated above. Note here that in general a linearized Kerr metric g˙b0(b˙)
does not lie in kerLb0 ; rather, g˙b0(b˙)+δ
∗
gb0
ω does, where ω needs to solve equation (1.9) with
non-trivial right hand side −Dgb0 Υ(g˙b0(b˙)), which is not always possible with stationary ω.
The fact that the linearization of the Schwarzschild family in the mass parameter does not
give rise to a zero mode is, in this sense, due to our choice of gauge; see §9.1. The second
part of Proposition 1.3 lists all linearly growing generalized zero energy modes, as can be
shown by similar arguments; see §9.2.
It turns out that there do exist generalized zero modes of Lb0 which are (at least) quadrat-
ically growing in t∗; see §9.3. However, these are pathological in that they are not solutions
of the linearized (not gauge-fixed) Einstein equation, and do not satisfy the linearized
2The gauge potential of the latter is given in Proposition 9.1, but has no geometric significance. See
Remark 10.13 for an indication of how to eliminate it.
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gauge condition (1.8). Thus, their existence is due to the failure of equation (1.10) to
enforce Dgb0 Υ(h) = 0 for h which grow quadratically in t∗.
To remedy this, we thus implement constraint damping, which means replacing δ∗gb0 in
the definition (1.4) of the gauge-fixed Einstein operator by a zeroth order modification;
concretely, we shall take
δ˜∗g,γω := δ
∗
gω + γ
(
2c⊗s ω − g〈c, ω〉G
)
, G = g−1,
for a suitable (future timelike) 1-form c with compact support near H+ and small non-zero
γ. The linearized modified gauge-fixed Einstein operator Lb0,γ is then given by (1.5) with
δ˜∗gb0 ,γ in place of δ
∗
gb0
, and correspondingly the modified gauge propagation operator is
Pb0,γ = 2δgb0Ggb0 ◦ δ˜∗gb0 ,γ .
Proposition 1.4. (See Proposition 10.11.) For a suitable choice of c and γ, Pb0,γ has no
modes σ ∈ C with Imσ ≥ 0.
For this modified version Lb0,γ of the linearized gauge-fixed Einstein equation, we can
then show that quadratically or faster growing generalized zero modes do not exist, and thus
Proposition 1.3 captures the full space of generalized zero modes of Lb0,γ , accomplishing
(the constraint damping modification of) part (a):
Proposition 1.5. (See Theorem 10.4.) The space of generalized zero energy modes of Lb0,γ
is equal to K̂b0.
Remark 1.6. For comparison of our linear result with the nonlinear analysis of Klainerman–
Szeftel [KS17] for axially symmetric and polarized perturbations of a Schwarzschild metric,
we observe that the subspace of K̂b0 consisting of those elements which verify (the linearized
version of) these symmetry conditions is 4-dimensional, spanned by infinitesimal changes of
the Schwarzschild black hole mass (1 dimension), the Lie derivative of gb0 along the asymp-
totic translations and asymptotic boosts in the direction of the axis of rotational symmetry
(2 dimensions), and the spherically symmetric pure gauge solution of Proposition 1.3 (1
dimension).
Part (b), or rather the precise regularity of the resolvent of Lb0,γ near σ = 0, is the
most technical part of the argument; it relies on a careful analysis of the formal resolvent
identity (dropping b0, γ from the notation for brevity) Lˆ(σ)
−1− Lˆ(0)−1 = −Lˆ(σ)−1(Lˆ(σ)−
Lˆ(0))Lˆ(0)−1: when does it hold and how often can it be applied, restrictions coming from
the limited range (as far as weights at r = ∞ are concerned) of spaces on which Lˆ(σ)−1
acts in a uniform manner near σ = 0 and the mapping properties of Lˆ(σ) − Lˆ(0) on such
spaces. This is discussed in general in [Vas18, §7] and [Vas19b, §6], and executed in detail
in the setting of current interest in §§11.2–12.
1.1.3. Perturbation to Kerr metrics. The main work is the extension of Proposition 1.5
to the operators Lb,γ for b near b0. We accomplish this constructively by exhibiting an
11-dimensional space K̂b of generalized zero energy modes of Lb,γ . This can be done with
robust arguments which only use the asymptotic behavior of the Kerr metric g(m,a): the
model case to keep in mind is that for scalar wave operators, the operator ̂g(m,a)(0) equals
̂g(m,0)(0) modulo two orders (in the sense of decay of coefficients) lower, and equals ̂
¯
g(0)
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(with
¯
g the Minkowski metric) modulo one order down; the latter operator is the Euclidean
Laplacian on R3. (We discuss the precise sense in which these statements hold in §3.
We thus use normal operator arguments familiar from b-analysis [Mel93], or more simply
from the analysis of ODEs with regular-singular points. Namely, an element of the nullspace
of the asymptotic model (or normal operator) ̂
¯
g(0) can be corrected to an element of the
nullspace of the actual operator of interest ̂gb(0); see Proposition 6.2 and its proof for
the simplest instance of this. In this fashion, we can extend asymptotic symmetries of
Minkowski spacetimes, namely translations, boosts, and rotations, to gauge potentials on
Kerr spacetimes whose symmetric gradients already span most of K̂b. (The non-geometric
gauge potential mentioned in Proposition 1.3 can easily be extended to Kerr spacetimes,
too.) The rest of K̂b is constructed by adding to linearized Kerr metrics suitable pure gauge
solutions in order to ensure the linearized gauge condition.
Throughout §§6–9 (with the exception of §8), in which we study the (generalized) zero
modes of various wave operators of interest, we shall construct those for Kerr black holes at
the same time as those for Schwarzschild black holes using such normal operator arguments.
Finally, Proposition 1.2 for the modified operator Lb0,γ holds for Lb,γ by simple per-
turbative arguments which exploit the non-degeneracy of L̂b0,γ(σ) near σ = 0. The basic
structure of the argument is illustrated by a simple linear algebra example: suppose Lˆ(σ) is
holomorphic with values in N ×N matrices; suppose ker Lˆ(0) = Ch and ker Lˆ(0)∗ = Ch∗.
Then if the pairing 〈∂σLˆ(0)h, h∗〉 is non-degenerate (i.e. non-zero), then Lˆ(σ)−1 has a sim-
ple pole at σ = 0. If now Lˆ(σ) = L̂0(σ) is a member of a continuous family L̂a(σ), a ∈ Rp,
of holomorphic operators, and ker L̂a(0) = Cha, ker L̂a(0)∗ = Ch∗a, with ha, h∗a continu-
ously depending on a, then L̂a(σ)
−1 has a simple pole at σ = 0 as well, since the pairing
〈∂σL̂a(0)ha, h∗a〉 is non-degenerate for small a by continuity. Thus, invertibility of L̂b,γ(σ)−1
in a uniform punctured neighborhood of σ = 0 follows from such arguments. On other
hand, invertibility for σ ∈ C, Imσ ≥ 0, |σ| & 1, follows from that of L̂b0,γ(σ) by standard
(Fredholm) perturbation theory. See §11.1.
1.2. Further related work. Decay of solutions of Maxwell’s equation to stationary states
was proved on Schwarzschild spacetimes by Sterbenz–Tataru [ST15] and Blue [Blu08], and
on slowly rotating Kerr spacetimes by Andersson–Blue [AB15b]. Pasqualotto [Pas19] proved
decay for the Teukolsky equation for Maxwell fields on Schwarzschild spacetimes. Finster–
Kamran–Smoller–Yau considered Dirac waves on Kerr spacetimes [FKSY03].
There is a vast literature on the scalar wave equation on Kerr spacetimes, starting
with the work by Wald and Kay–Wald [Wal79, KW87]. Sharp pointwise decay (Price’s
law [Pri72a, Pri72b]) is now known in the full subextremal range (|a| < m) by work of
Tataru [Tat13] (see also the subsequent work by Metcalfe–Tataru–Tohaneanu [MTT12])
and Dafermos–Rodnianski–Shlapentokh-Rothman [DRSR16, SR15] (building on prior work
[DR10, DR11] which followed L∞ estimates on Schwarzschild spacetimes by Donninger–
Schlag–Soffer [DSS12]). Finster–Kamran–Smoller–Yau [FKSY06] proved decay without
quantitative rates. Earlier results include decay on slowly rotating Kerr black holes due to
Andersson–Blue [AB15a] and Tataru–Tohaneanu [TT11]. Marzuola–Metcalfe–Tataru–To-
haneanu and Tohaneanu [MMTT10, Toh12] proved Strichartz estimates on Kerr spacetimes.
See Luk [Luk13] for the solution of a scalar semilinear equation with null form nonlinearity
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on Kerr black holes, and Ionescu–Klainerman and Stogin [IK15, Sto16] for a wave map
equation related to the study of polarized perturbations. We remark that Theorems 6.1
and 7.1 easily imply the decay of scalar waves (to zero) and 1-forms (to an element of a
1-dimensional space of stationary solutions) on slowly rotating Kerr spacetimes when com-
bined with results on the regularity of the resolvent which follow by (a simpler version of)
arguments in §§11–12.
Closely related to black hole stability problems is the black hole uniqueness problem;
the stability of Kerr family would imply that it gives, locally, the full space of stationary
solutions of the Einstein vacuum equation. See [IK09, AIK14, Rob09, CCH12] for results
and further references, and [Hin18c] for results in the cosmological setting.
In the algebraically more complicated but analytically less degenerate context of cos-
mological black holes, we recall that Sa´ Barreto–Zworski [SBZ97] studied the distribution
of resonances of SdS black holes; exponential decay of linear scalar waves to constants
was proved by Bony–Ha¨fner [BH08] and Melrose–Sa` Barreto–Vasy [MSBV14] on SdS and
by Dyatlov [Dya11b, Dya11a] on KdS spacetimes, and substantially refined by Dyatlov
[Dya12] to a full resonance expansion. (See [DR07] for a physical space approach giving
superpolynomial energy decay.) Tensor-valued and nonlinear equations on KdS spacetimes
were studied in a series of works by Hintz–Vasy [HV15, HV16, HV18a, HV18b, Hin18a].
For a physical space approach to resonances, see Warnick [War15], and for the Maxwell
equation on SdS spacetimes, see Keller [Kel17].
1.3. Future directions. A natural problem is the extension of Theorem 1.1 to the full
subextremal range of Kerr spacetimes, as conditionally accomplished by [ABBM19]. In our
framework, this requires:
(1) a suitable version of mode stability for metric perturbations of Kerr spacetimes,
generalizing §8;
(2) a mode analysis of 1-form operator, and the implementation of constraint damping;
(3) non-degenerate control of generalized zero energy states.
We stress that these are all ingredients on the level of individual modes. It is natural
to expect that (1) and (3) can be accomplished by following, on the level of modes, the
procedure in [ABBM19, §§3, 8] for recovering metric perturbations from the Teukolsky
scalar—for which mode stability is known [Whi89, AMPW16]. Problem (2) has, to the
authors’ knowledge, not yet been studied in the full subextremal range (though it is related
to mode stability for the Maxwell equation on Kerr). The explicit nature of these ingredients
suggests that the use of arguments specifically tailored to the special nature of the Kerr
metric, such as separation of variables, are unavoidable. On the other hand, the general
Fredholm framework discussed in points (1)–(3) at the beginning of §1.1 applies in the full
subextremal range, hence full linear stability would follow from the above mode stability
inputs, as shown for slowly rotating Kerr black holes in the present paper. (See [Dya15a] for
a discussion of trapping for scalar waves in this generality. Work by Marck [Mar83] implies
that tensor-valued waves on Kerr spacetimes can be treated as well using the techniques of
[Hin17]; this will be taken up elsewhere.)
In another direction, we expect that the methods of the present paper can be used to
give another proof of the results by Andersson–Blue and Sterbenz–Tataru [AB15b, ST15]
on decay to the stationary Coulomb solution for the Maxwell equation on slowly rotating
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Kerr spacetimes, or more generally on stationary perturbations of such spacetimes. In fact,
we expect that differential form-valued waves (of any form degree) on slowly rotating Kerr
spacetimes decay to stationary solutions as in the Kerr–de Sitter case studied in [HV18a];
for differential 1-forms, this follows from Theorem 7.1 and (a simpler version of) the argu-
ments in §§11–13. Coupling the Maxwell equation to the Einstein equation, we expect the
full linear stability of slowly rotating Kerr–Newman spacetimes (with subextremal charge)
under coupled gravitational and electromagnetic perturbations to follow by an (essentially
only computational) extension of the methods of the present paper.
Moreover, we expect the linear stability of higher-dimensional Schwarzschild black holes
(see [HKW18] for a first step in this direction) and their perturbations, slowly rotating
Myers–Perry black holes [MP86], to follow by similar arguments, the main task again
being computational, namely the detailed mode analysis; the general microlocal tools apply
to such spacetimes as well. (See [DHS14] for linear instabilities of black holes in high
dimensions with large angular momenta.)
1.4. Outline of the paper. The paper is structured as follows:
• in §2, we introduce notions pertaining to geometry and analysis on compactifications
of non-compact spaces (such as spatial slices Σ◦0 of M◦), namely b-analysis and
scattering analysis and associated bundles and function spaces, following Melrose
[Mel93, Mel94];
• in §3, we describe the Kerr family of metrics as a smooth family of metrics on a
fixed spacetime manifold;
• in §4, we define the gauge-fixed Einstein operator, prove the general properties listed
in §1.1, and introduce general constraint damping modifications;
• in §5, we introduce useful terminology for the description of scalar, 1-form, and
2-tensor perturbations of spherically symmetric spacetimes;
• in §6, we study modes for the scalar wave equation on Schwarzschild and slowly
rotating Kerr spacetimes;
• in §7, we do the same for 1-forms, and also construct the gauge potentials for
asymptotic translations, boosts, and rotations;
• in §8, we prove the version of mode stability of the Schwarzschild metric used in
the sequel;
• in §9, we combine the previous results, analyze the mode stability of the linearized
gauge-fixed Einstein operator, and motivate the need for constraint damping;
• in §10, we implement constraint damping and discuss the consequences for the
linearized modified gauge-fixed Einstein operator Lb,γ ;
• in §11, we prove mode stability for Lb,γ and determine the structure of its resolvent
near zero frequency;
• in §12, we prove higher regularity of the regular part of the resolvent of Lb,γ near
zero frequency as well as for large frequencies;
• in §13, we combine the previous sections to establish the precise asymptotic behavior
of solutions of the linearized modified gauge-fixed Einstein operator;
• in §14 finally, we reduce the initial value problem for the Einstein equation to the
general decay result of the previous section.
For the reader interested in getting an impression of the flavor of our arguments, we
refer to the construction of (generalized) zero energy modes in §6.1 and §7.4; the proof
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of Proposition 9.1 can be read early on as well, and serves as motivation for most of the
preceding constructions. The key idea/calculation behind the perturbation theory in the
context of constraint damping is explained in §10.1. The perturbative arguments for the
existence of the resolvent on slowly rotating Kerr spacetimes are given in §11.1.
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2. b- and scattering structures
We first discuss geometric structures on manifolds with boundaries or corners, and corre-
sponding function spaces. Thus, let X be a compact n-dimensional manifold with boundary
∂X 6= ∅, and let ρ ∈ C∞(X) denote a boundary defining function: ∂X = ρ−1(0), dρ 6= 0 on
∂X. We then define the Lie algebras of b-vector fields and scattering vector fields by
Vb(X) = {V ∈ V(X) : V is tangent to ∂X}, Vsc(X) = ρVb(X). (2.1)
In local adapted coordinates x ≥ 0, y ∈ Rn−1 on X, with x = 0 locally defining the
boundary of X (thus ρ = a(x, y)x for some smooth a > 0), elements of Vb(X) are of the
form a(x, y)x∂x+
∑n−1
i=1 b
i(x, y)∂yi , with a, b
i ∈ C∞(X), while elements of Vsc(X) are of the
form a(x, y)x2∂x +
∑n−1
i=1 b
i(x, y)x∂yi . Thus, there are natural vector bundles
bTX → X, scTX → X,
with local frames given by {x∂x, ∂yi}, resp. {x2∂x, x∂yi}, such that Vb(X) = C∞(X; bTX)
and Vsc(X) = C∞(X; scTX); thus, for example, x∂x is a smooth, non-vanishing section of
bTX down to ∂X. Over the interior X◦, these bundles are naturally isomorphic to TX◦,
but the maps bTX → TX and scTX → TX fail to be injective over ∂X. We denote by
Diffmb (X), resp. Diff
m
sc(X) the space of m-th order b-, resp. scattering differential operators,
consisting of linear combinations of up to m-fold products of elements of Vb(X), resp.
Vsc(X).
The dual bundles bT ∗X → X (b-cotangent bundle), resp. scT ∗X → X (scattering cotan-
gent bundle) have local frames
dx
x
, dyi, resp.
dx
x2
,
dyi
x
,
which are smooth down to ∂X as sections of these bundles (despite their being singular
as standard covectors, i.e. elements of T ∗X). A scattering metric is then a section g ∈
C∞(X;S2 scT ∗X) which is a non-degenerate quadratic form on each scattering tangent
space scTpX, p ∈ X; b-metrics are defined analogously.
These structures arise naturally on compactifications of non-compact manifolds, the sim-
plest example being the radial compactification of Rn, defined by
Rn :=
(
Rn unionsq ([0, 1)ρ × Sn−1)
)
/ ∼ (2.2)
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where the relation ∼ identifies a point in Rn \ {0}, expressed in polar coordinates as rω,
r > 0, ω ∈ Sn−1, with the point (ρ, ω) where
ρ = r−1;
this has a natural smooth structure, with smoothness near ∂Rn = ρ−1(0) meaning smooth-
ness in (ρ, ω). In polar coordinates in r > 1, the space of b-vector fields is then locally
spanned over C∞(Rn) by ρ∂ρ = −r∂r and V(Sn−1); scattering vector fields are spanned by
ρ2∂ρ = −∂r and ρV(Sn−1). Using standard coordinates x1, . . . , xn on Rn, scattering vector
fields on Rn are precisely those of the form
n∑
i=1
ai∂xi , a
i ∈ C∞(Rn);
this entails the statement that {∂x1 , . . . , ∂xn}, which is a frame of T ∗Rn, extends by con-
tinuity to a smooth frame of scT ∗Rn down to ∂Rn. Thus, the space of scattering vector
fields on Rn is generated over C∞(Rn) by constant coefficient (translation-invariant) vector
fields on Rn. On the other hand, Vb(Rn) is spanned over C∞(X) by vector fields on Rn
with coefficients which are linear functions, i.e. by ∂x1 , . . . , ∂xn , and x
i∂xj , 1 ≤ i, j ≤ n.
On the dual side, scT ∗Rn is spanned by dxi, 1 ≤ i ≤ n, down to ∂Rn. Therefore, a
scattering metric g ∈ C∞(Rn, S2 scT ∗Rn) is a non-degenerate linear combination of dxi ⊗s
dxj = 12(dx
i⊗dxj+dxj⊗dxi) with C∞(Rn) coefficients. In particular, the Euclidean metric
(dx1)2 + · · ·+ (dxn)2 ∈ C∞(Rn;S2 scT ∗Rn)
is a Riemannian scattering metric.
By extension from T ∗X◦, one can define Hamilton vector fields Hp of smooth functions
p ∈ C∞(scT ∗X). In fact Hp ∈ Vsc(scT ∗X) is a scattering vector field on scT ∗X, which is a
manifold with boundary scT ∗∂XX. (Likewise, if p ∈ C∞(bT ∗X), then Hp ∈ Vb(bT ∗X).) For
us, the main example will be the Hamilton vector field HG where G(z, ζ) := |ζ|2g−1z is the
dual metric function of a scattering metric g ∈ C∞(X;S2 scT ∗X).
We next introduce Sobolev spaces corresponding to b- and scattering structures. As an
integration measure on X, let us fix a scattering density, i.e. a positive section of scΩ1X =
|Λn scT ∗X|, which in local adapted coordinates takes the form a(x, y)|dx
x2
dy
xn−1 | with 0 < a ∈
C∞(X). (On Rn, one can take |dx1 · · · dxn|.) This provides us with a space L2(X); the
norm depends on the choice of density, but all choices lead to equivalent norms. Working
with a b-density on the other hand would give a different space, namely a weighted version
of L2(X); we therefore stress that even for b-Sobolev spaces, we work with a scattering
density. Thus, for k ∈ N0, we define
Hk• (X) := {u ∈ L2(X) : V1 · · ·Vju ∈ L2(X) ∀V1, . . . , Vj ∈ V•(X), 0 ≤ j ≤ k}, • = b, sc,
called b- or scattering Sobolev space. Using a finite spanning set in V•(X), one can give this
the structure of a Hilbert space; Hs•(X) for general s ∈ R is then defined by duality and
interpolation. If ` ∈ R, we denote weighted Sobolev spaces by
Hs,`• (X) = ρ
`Hs•(X) = {ρ`u : u ∈ Hs•(X)}.
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For example, Hs,`sc (Rn) ∼= 〈x〉−`Hs(Rn) is the standard weighted Sobolev space on Rn. The
space of weighted (L2-)conormal functions on X is
H∞,`b (X) =
⋂
s∈R
Hs,`b (X).
Dually, we define
H−∞,`b (X) =
⋃
s∈R
Hs,`b (X).
Note that Hs,`b (X) ⊂ C−∞(X) := C˙∞(X)∗ (where C˙∞(X) ⊂ C∞(X) is the subspace of
functions vanishing to infinite order at ∂X) consists of tempered distributions. (In par-
ticular, they are extendible distributions at ∂X in the sense of [Ho¨r07, Appendix B].) We
furthermore introduce the notation
Hs,`+b :=
⋃
>0
Hs,`+b , H
s,`−
b :=
⋂
>0
Hs,`−b (2.3)
for s ∈ R ∪ {±∞}. A space closely related to H∞,`b (X) is
A`(X) := {u ∈ ρ`L∞(X) : Diffb(X)u ⊂ ρ`L∞(X)},
consisting of weighted L∞-conormal functions. For X = R3, we have the inclusions
H∞,`b (R3) ⊂ A`+3/2(R3), A`(R3) ⊂ H∞,`−3/2−b (R3),
by Sobolev embedding. (The shift 32 in the weight is due to our defining b-Sobolev spaces
with respect to scattering densities; indeed, for s > 32 ,
Hs,`b (R3; |dx1 dx2 dx3|) = Hs,`+3/2b (R3; 〈r〉−3|dx1 dx2 dx3|) ↪→ 〈r〉−`−3/2L∞(R3), (2.4)
with the second density here being a b-density on R3.) We define A`+ and A`− analogously
to (2.3). These notions extend readily to sections of rank k vector bundles E → X: for
instance, in a local trivialization of E, an element of Hs,`• (X,E) is simply a k-tuple of
elements of Hs,`• (X).
We next turn to the notion of E-smoothness, where E ⊂ C×N0 is an index set ; the latter
means that (z, k) ∈ E implies (z, j) ∈ E for 0 ≤ j ≤ k and (z − i, k) ∈ E , and that any
sequence (zj , kj) ∈ E with |zj |+ |kj | → ∞ satisfies Im zj → −∞. The space
AEphg(X) ⊂ A−∞(X) =
⋃
`∈R
A`(X)
then consists of all u for which∏
(z,j)∈E
Im z≥−N
(ρDρ − z)u ∈ AN (X) ∀N ∈ R,
where we define Dρ = i
−1∂ρ with respect to any fixed collar neighborhood of ∂X. Equiva-
lently, there exist a(z,j) ∈ C∞(∂X), (z, j) ∈ E , such that
u−
∑
(z,j)∈E
Im z≥−N
ρiz| log ρ|ja(z,j) ∈ AN (X) ∀N ∈ R. (2.5)
We say that u ∈ A−∞(X) is polyhomogeneous if it is E-smooth for some index set E .
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Suppose now X ′ is a compact manifold with boundary, and let X ⊂ X ′ be a submanifold
with boundary. Suppose that its boundary decomposes into two non-empty sets
∂X = ∂−X unionsq ∂+X, ∂−X = ∂X \ ∂X ′, ∂+X = ∂X ′; (2.6)
we consider ∂+X to be a boundary ‘at infinity’, while ∂−X is an interior, ‘artificial’ bound-
ary. Concretely, this means that we define (by a slight abuse of notation)
Vb(X) := {V |X : V ∈ Vb(X ′)}, Vsc(X) := {V |X : V ∈ Vsc(X ′)};
these vector fields are b or scattering at infinity, but are unrestricted at ∂−X. A typical
example is X ′ = Rn and X = {r ≥ 1} ⊂ X ′, in which case ∂−X = {r = 1}, while
∂+X = ∂X
′ is the boundary (at infinity) of Rn. See Figure 2.1.
∂+X = ∂X
′
∂−X
Figure 2.1. A typical example of the setting (2.6): X (dark gray) is a
submanifold of X ′ (the union of the dark and light gray regions) with two
boundary components ∂+X = ∂X
′ and ∂−X ⊂ (X ′)◦. We then consider
function spaces such as H¯s,`b (X), which measures b-regularity of degree s at
∂+X (with decay rate `), and standard regularity (regularity with respect
to incomplete vector fields) at ∂−X.
There are now two natural classes of Sobolev spaces: those consisting of extendible dis-
tributions,
H¯s,`• (X) := {u|X◦ : u ∈ Hs,`• (X ′)}, • = b, sc, (2.7)
and those consisting of supported distributions,
H˙s,`• (X) := {u : u ∈ Hs,`• (X ′), suppu ⊂ X}. (2.8)
Away from ∂−X, these are the same as the standard spaces H
s,`
• (X); thus, the subspaces of
H¯s,`• (X) or H˙
s,`
• (X) consisting of those elements which are polyhomogeneous (in particular
automatically conormal) at ∂+X are well-defined.
If X is the ‘spatial part’ of a stationary spacetime M = Rt×X with projection piX : M →
X, and F(X) denotes a space of distributions on X such as F(X) = H¯∞,`b (X) or H˙−∞,`b (X)
in the setting (2.6), we will be interested not only in zero modes F(X) ∼= pi∗XF(X), i.e.
t-independent distributions, but also generalized zero modes,
Poly(t)F(X) :=
⋃
k∈N0
Polyk(t)F(X), Polyk(t)F(X) :=

k∑
j=0
tjaj : aj ∈ F(X)
 . (2.9)
(Here, we do not require X to be spacelike or dt to be timelike. Note that the definition (2.9)
is independent of a choice of metric on M .)
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For high energy estimates of the resolvent on Kerr spacetimes, we will work with semi-
classical b-Sobolev spaces. Thus, if X is a manifold with boundary, we define Hs,`b,h(X) =
Hs,`b (X) as a set, but with norm depending on the semiclassical parameter h ∈ (0, 1]: if
V1, . . . , VN ∈ Vb(X) spans Vb(X) over C∞(X), we let
‖u‖2
Hkb,h(X)
:=
∑
1≤i1,...,ij≤N
0≤j≤k
‖(hVi1) · · · (hVij )u‖2L2(X), ‖u‖Hk,`b,h(X) := ‖ρ
−`u‖Hkb,h(X),
for k ∈ N0; for k ∈ R, we take the dual and interpolated norms. (Alternatively, one can de-
fine Hs,`b,h(X) using semiclassical b-pseudodifferential operators, see [HV18b, Appendix A].)
On manifolds X as in (2.6), one can then define semiclassical spaces H¯s,`b,h(X) and H˙
s,`
b,h(X)
of extendible and supported distributions analogously to (2.7)–(2.8).
3. The spacetime manifold and the Kerr family of metrics
In §3.1, we define a manifold M◦, equipped with the metric of a Schwarzschild black hole
with mass
m0 > 0,
which is a (small) extension of the domain of outer communications across the future event
horizon; the purpose of such an extension is that it allows the immediate application of
by now standard microlocal tools at the event horizon, as we will discuss in §4. In §3.2,
we define the Kerr family with black hole parameters (m,a) ∈ R × R3 close to (m0, 0)
as a smooth family of metrics on M◦. In §3.3, we elucidate the structure of stationary
differential operators on M◦ near spatial infinity. In §3.4 finally, we describe the full null-
geodesic dynamics of slowly rotating Kerr spacetimes.
3.1. The Schwarzschild metric. Fix a mass parameter m0 > 0. We define the static
patch of the mass m0 Schwarzschild spacetime to be the manifold
M = Rt ×X , X = (2m0,∞)r × S2, (3.1)
with t called the static time function. We equip M with the metric
g(m0,0) := µ(r) dt
2 − µ(r)−1 dr2 − r2/g, (3.2)
with /g denoting the standard metric on S2, and where
µ(r) = 1− 2m0
r
. (3.3)
This is the unique family (depending on the real parameter m0) of spherically symmetric
solutions of the Einstein vacuum equation in 3 + 1 dimensions:
Ric(g(m0,0)) = 0.
We denote the dual metric by G(m0,0) = g
−1
(m0,0)
. The form (3.2) of the metric is singular
at the Schwarzschild radius r = r(m0,0) := 2m0. This is merely a coordinate singularity:
switching to the null coordinate
t0 := t+ r∗, r∗ := r + 2m0 log(r − 2m0), |dt0|2G(m0,0) = 0, (3.4)
20 DIETRICH HA¨FNER, PETER HINTZ, AND ANDRA´S VASY
so dr∗ = µ−1dr, the Schwarzschild metric and its dual take the form
g(m0,0) = µdt
2
0 − 2 dt0 dr − r2/g, G(m0,0) = −2∂t0∂r − µ∂2r − r2 /G. (3.5)
This is now smooth and non-degenerate on the extended manifold
M◦ = Rt0 ×X◦ ⊃M, X◦ = [r−,∞)r × S2 ⊃ X , (3.6)
where the endpoint r− ∈ (0, 2m0) is an arbitrary fixed number.
On the other hand, the metric g(m0,0) is a warped product in static coordinates, which is
a useful structure at infinity; we thus introduce another coordinate,
tχ0 := t+
∫
1− χ0(r)
µ(r)
dr, (3.7)
where χ0 is smooth, vanishes near r ≤ 3m0, and is identically 1 for r ≥ 4m0; thus, tχ0 − t0
is smooth and bounded in r ≤ 4m0, while tχ0 = t for r ≥ 4m0 provided we choose the
constant of integration suitably.
We compactify X◦ as follows: recalling the definition of R3 from (2.2), we set
X := X◦ ⊂ R3, ρ := r−1,
adding the boundary {ρ = 0} ∼= S2 at infinity, with ρ a boundary defining function of
infinity. Thus, X = {r ≥ r−}, and we let ∂−X = r−1(r−), ∂+X = ∂R3 ⊂ X. Within X,
the topological boundary of X has two components,
∂X = ∂−X unionsq ∂+X , ∂−X := r−1(2m0), ∂+X := ρ−1(0). (3.8)
We shall call (somewhat imprecisely) ∂−X the event horizon.
The level sets of t0 are smooth submanifolds of M
◦ (unlike those of t which are singular
at r = 2m0) which are transversal to the future event horizon Rt0 × ∂−X . However, a
sequence of points with t0 bounded and r → ∞ tends to past null infinity. Thus, for the
description of waves near the future event horizon and future null infinity (and in between),
we introduce another function
t∗ := t+ (r + 2m0 log(r − 2m0))χ(r)− (r + 2m0 log(r − 2m0))(1− χ(r)), (3.9)
where χ(r) ≡ 1 for r ≤ 3m0 and χ(r) ≡ 0 for r ≥ 4m0; it smoothly interpolates between
t+ r∗ near the event horizon and t− r∗ near null infinity. In the bulk of this paper, we will
study forcing problems for wave equations of the type g(m0,0)u = f , where f is supported
in t∗ ≥ 0. (Choosing t∗ more carefully so as to make dt∗ future causal would ensure that
u is supported in t∗ ≥ 0 as well; since we are not arranging this, we will have t∗ ≥ −C on
suppu for some constant C ≥ 0 depending only on our choice of t∗.) Note that Rt∗ × ∂X
has two components,
Σfin := Rt∗ × ∂−X (3.10)
(which is a spacelike hypersurface inside of the black hole) and Rt∗ × ∂+X (which is future
null infinity, typically denoted I +); moreover, the future event horizon is Rt∗ × ∂−X .
The more common setting for the Einstein equation is to place asymptotically flat initial
data on a Cauchy surface
Σ◦0 ⊂M◦ (3.11)
which we can choose to be a smooth and spacelike transversal to t0-translations, and equal
to t−1(0) in r ≥ 3m0. See Figure 3.1.
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i0
i+
i−
t
tχ0
t0
t∗H+
H+
I +
I −
Figure 3.1. Illustration of time functions on M◦ in the Penrose diagram
of the Schwarzschild metric (including future/past null infinity I ±, the fu-
ture/past event horizon H±, spacelike infinity i0, and future/past timelike
infinity i±). Shown are level sets of the static time function t, of its mod-
ification near the event horizon tχ0 , of the null coordinate t0, and of the
function t∗.
3.2. The Kerr family. Write b0 := (m0, 0). Consider black hole parameters b = (m,a) ∈
R×R3, with a ∈ R3 denoting the angular momentum. If a = |a| 6= 0, choose adapted polar
coordinates (θ, ϕ) on S2, meaning that aˆ = a/|a| is the north pole θ = 0; for a = 0, adapted
polar coordinates are simply any polar coordinates. The Kerr metric in Boyer–Lindquist
coordinates (t, r, θ, ϕ) is then
gBLb =
∆b
%2b
(dt− a sin2 θ dϕ)2 − %2b
(dr2
∆b
+ dθ2
)
− sin
2 θ
%2b
(
a dt− (r2 + a2)dϕ)2,
GBLb =
1
∆b%
2
b
(
(r2 + a2)∂t + a∂ϕ
)2 − ∆b
%2b
∂2r −
1
%2b
∂2θ −
1
%2b sin
2 θ
(∂ϕ + a sin
2 θ ∂t)
2,
∆(m,a) = r
2 − 2mr + a2, %2(m,a) = r2 + a2 cos2 θ.
(3.12)
This is a solution of the Einstein vacuum equation:
Ric
(
gBL(m,a)
)
= 0. (3.13)
Here, we will focus on parameters (m,a) close to (m0, 0); in particular, we are looking at
slowly rotating (a  m) Kerr black holes. The form (3.12) of the metric breaks down at
the event horizon
r = r(m,a) := m +
√
m2 − a2. (3.14)
This is again merely a coordinate singularity: for χ ∈ C∞(R), vanishing in r ≤ 2m, put
tb,χ = t+
∫
r2 + a2
∆b
(1− χ(r)) dr, ϕb,χ = ϕ+
∫
a
∆b
(1− χ(r)) dr. (3.15)
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The metric gBLb then takes the form
gb,χ =
∆b
%2b
(dtb,χ − a sin2 θ dϕb,χ)2 − 2(1− χ)(dtb,χ − a sin2 θ dϕb,χ)dr
− χ(2− χ)%
2
b
∆b
dr2 − %2b dθ2 −
sin2 θ
%2b
(
a dtb,χ − (r2 + a2)dϕb,χ
)2
,
(3.16)
which is smooth and non-degenerate on M◦b = Rtb,χ × [r−,∞)r × S2θ,ϕb,χ . Taking χ = χ0
as in (3.7), and choosing suitable constants of integration, we have tb,χ0 ≡ t, ϕb,χ0 ≡ ϕ for
r ≥ 4m0; defining the diffeomorphism
Φb : M
◦
b →M◦, (tχ0 , r, θ, ϕ)(Φb(p)) = (tb,χ0 , r, θ, ϕb,χ0)(p),
where tχ0 is defined in (3.7) and (θ, ϕ) denotes polar coordinates on S2 adapted to a,
gb = (Φb)∗(gBLb ) ∈ C∞(M◦;S2T ∗M◦) (3.17)
is a stationary metric on M◦. For b = b0 = (m0, 0), this produces the Schwarzschild metric
gb0 , thus the notation is unambiguous. As in [HV18b, Proposition 3.5], one can prove that
gb is a smooth family of metrics on M
◦.
Furthermore, an inspection of (3.12) shows that the mass parameter m contributes
ρC∞(X) terms to the metric, while the angular momentum a only contributes ρ2C∞(X)
terms; see also (3.26)–(3.27) below.
The choice (3.17) of defining the Kerr family as a smooth family of metrics on the
fixed manifold M◦ is not unique, and in fact another presentation is more convenient for
calculations later on. Namely, we also consider coordinates tb,0, ϕb,0 (that is, tb,χ and ϕb,χ
for the function χ ≡ 0) and use the embedding
Φ0b : M
◦
b →M◦, (t0, r, θ, ϕ)(Φ0b(p)) = (tb,0, r, θ, ϕb,0)(p).
Denote the resulting presentation of the Kerr family on M◦ by
g0b = (Φ
0
b)∗(g
BL
b ) ∈ C∞(M◦;S2T ∗M◦).
We have Φ0b0 = Φb0 , hence g
0
b0
= gb0 ; see also (3.21a) below. The full Schwarzschild family
becomes
g0(m,0) = µm dt
2
0 − 2dt0 dr − r2/g, µm = 1−
2m
r
. (3.18)
Linearizing the families gb and g
0
b in the parameter b yields linearized Kerr metrics,
g˙
(0)
(m,a)(m˙, a˙) =
(
d
dsg
(0)
(m,a)+s(m˙,a˙)
)∣∣
s=0
, (3.19)
with linear dependence on b˙ = (m˙, a˙). We record the particular cases
g˙0(m0,0)(1, 0) = −2m0r dt20, g˙0(m0,0)(0, a˙) = (4m0r dt0 + 2dr) sin2 θ dϕ, (3.20)
where in the second line |a˙| = 1, and (θ, ϕ) are spherical coordinates adapted to a˙. By
linearizing (3.13), we find (D
g
(0)
(m,a)
Ric)
(
g˙
(0)
(m,a)(m˙, a˙)
)
= 0.
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Remark 3.1. Since gb = (Φ
0
b ◦ Φ−1b )∗g0b , the linearized Kerr metric g˙(m,a) can be obtained
from g˙0(m,a) by pullback along a diffeomorphism and addition of a Lie derivative of g(m,a)
along a suitable vector field. More precisely, in (t∗, r, θ, ϕ) coordinates on M◦, we have
Φ0b◦Φ−1b : (t∗, r, θ, ϕ) 7→
(
t∗ +
∫ (
r2 + a2
∆b
− r
2
∆b0
)
χ0 dr, r, θ, ϕ+
∫
a
∆b
χ0 dr
)
. (3.21a)
In particular, for b˙ = (m˙, a˙), the two versions of the linearization of the Kerr metric at gb0
are related by
g˙b0(b˙) = g˙
0
b0(b˙) + LV (b˙)gb0 ,
V (b˙) =
d
ds
∣∣∣∣
s=0
(Φ0
b0+sb˙
◦ Φ−1
b0+sb˙
)
= m˙
(∫ r
r0
2r3
∆2b0
χ0 dr
)
∂t∗ + a˙
(∫ r
r0
χ0
∆b0
dr
)
∂ϕ.
(3.21b)
(Since ∂t∗ and ∂ϕ are Killing vector fields for gb0 , the constants of integration, and thus r0
in the definition of V (b˙), can be chosen arbitrarily.)
Finally, we note that spherically symmetric outgoing light cones for g(m,0) depend on m
via a logarithmic (in r) correction. Thus, we introduce the function
tm,∗ := t∗ −
(
2m log(r − 2m)− 2m0 log(r − 2m0)
)
(1− χ(r)), (3.22)
generalizing (3.9); it is smooth on M◦, and equals t− (r + 2m log(r − 2m)) in r ≥ 4m0. In
particular, in r ≥ 4m0, we have
g(m,0) = µm dt
2 − µ−1m dr2 − r2/g = µm dt2m,∗ + 2dtm,∗ dr − r2/g,
which thus has the same form as g(m0,0) with respect to t∗ = tm0,∗; in particular, dtm,∗ is
null for large r. (One can also construct t(m,a),∗, a lower order (O(r−1)) correction of tm,∗,
which takes the angular momentum a into account and has the property that dt(m,a),∗ is
null with respect to g(m,a) for large r; see [PI98].)
3.3. Stationarity, vector bundles, and geometric operators. In the notation (3.6),
denote the projection to the spatial manifold by
piX : M
◦ → X◦;
this is independent of the choice of time function. Suppose E1 → X◦ is a vector bundle;
then differentiation along ∂t = ∂t0 = ∂t∗ is a well-defined operation on sections of the
pullback bundle pi∗XE1. The tangent bundle of M
◦ is an important example of such a
pullback bundle, as
TM◦ ∼= pi∗X(Tt−10 (0)M
◦) ∼= pi∗X(Tt−1∗ (0)M
◦),
likewise for the cotangent bundle and other tensor bundles.
Let E2 → X◦ be another vector bundle, and suppose L̂(0) ∈ Diff(X◦;E1, E2) is a
differential operator; fixing t = t∗ + F , F ∈ C∞(X◦), with dt 6= 0 everywhere, we can then
define its stationary extension by assigning to u ∈ C∞(M◦;pi∗XE1) the section (Lu)(t,−) :=
L̂(0)(u(t,−)) of pi∗XE2; this extension does depend on the choice of t. The action of L on
stationary functions on the other hand is independent of the choice of t since
Lpi∗X = pi
∗
X L̂(0). (3.23)
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Via stationary extension, one can consider Diffb(X;E) (for E → X a smooth vector
bundle down to ∂+X) to be a subalgebra of Diff(M
◦;pi∗XE); likewise Diffsc(X;E) ↪→
Diff(M◦;pi∗XE).
Conversely, if L ∈ Diff(M◦;pi∗XE1, pi∗XE2) is stationary, i.e. commutes with ∂t, there
exists a unique (independent of the choice of t) operator L̂(0) ∈ Diff(X◦;E1, E2) such that
the relation (3.23) holds. More generally, we can consider the formal conjugation of L by
the Fourier transform in t,
L̂(σ) := eiσtLe−iσt ∈ Diff(X◦;E1, E2),
where we identify the stationary operator eiσtLe−iσt with an operator on X◦. Switching
from t to another time function, t + F ′, F ′ ∈ C∞(X◦), amounts to conjugating L̂(σ) by
eiσF
′
.
In order to describe the uniform behavior of geometric operators at ∂+X concisely, we
need to define a suitable extension of T ∗M◦ to ‘infinity’. To accomplish this, note that the
product decomposition (3.6) induces a splitting
T ∗M◦ ∼= T ∗Rt0  T ∗X◦ = pi∗T (T ∗Rt0)⊕ pi∗X(T ∗X◦),
where piT : M0 → Rt0 is the projection. We therefore define the extended scattering cotan-
gent bundle of X by
s˜cT ∗X := Rdt0 ⊕ scT ∗X. (3.24)
At this point, dt0 is merely a name for the basis of a trivial real rank 1 line bundle over
X; considering the pullback bundle pi∗X s˜cT
∗X →M◦, we identify it with the differential of
t0 ∈ C∞(M◦), giving an isomorphism
(pi∗X s˜cT
∗X)|M◦ ∼= T ∗M◦. (3.25)
Smooth sections of s˜cT ∗X → X are linear combinations, with C∞(X) coefficients, of dt0
and the 1-forms dxi, where (x1, x2, x3) are standard coordinates on X◦ ⊂ R3. One can
switch to another time function in (3.24), say, t∗, by writing dt∗ = dt0 + (dt∗ − dt0), with
the second term being a smooth scattering 1-form on X; likewise for tχ0 and also for the
static time t in r > 2m0.
For a stationary metric g on M◦, there exists a unique g′ ∈ C∞(X◦;S2 s˜cT ∗X) such that
pi∗Xg
′ = g, namely g′ is the restriction (as a section of S2 s˜cT ∗X) of g to any transversal
of piX , such as level sets of t0, tχ0 , t∗. Identifying g with g′ and applying this to the Kerr
family, we then have
gb, g
0
b ∈ C∞(X;S2 s˜cT ∗X); (3.26)
they are non-degenerate down to ∂+X. Moreover, we have
gb −
¯
g ∈ ρC∞,
¯
g := dt2χ0 − dr2 − r2/g,
g(m,a) − g(m,0) ∈ ρ2C∞,
(3.27)
i.e. a Kerr metric equals the Minkowski metric
¯
g to leading order, and is a O(ρ2) pertur-
bation of the Schwarzschild metric of the same mass.
We proceed to discuss basic geometric operators on Kerr spacetimes. We write
(δ∗gω)µν =
1
2(ωµ;ν + ων;µ), (δgh)µ = −hµν;ν , Gg = 1− 12g trg, (3.28)
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and furthermore denote by
g,0, g,1, g,2, (3.29)
the wave operator −trg∇2 on scalars, 1-forms, and symmetric 2-tensors, respectively. When
the bundle is clear from the context, we shall simply write g.
Proposition 3.2. Writing the operator gb,2 as
gb,2 = |dtχ0 |2GbD2tχ0 + ̂gb,2(0) +QbDtχ0 , (3.30)
we have ̂gb,2(0) ∈ ρ2Diff2b(X;S2 s˜cT ∗X) and Qb ∈ ρ2Diff1sc(X;S2 s˜cT ∗X).
Away from ∂+X, this merely states that gb,2 is a second order differential operator
with smooth coefficients, with principal symbol given by the dual metric function. It thus
suffices to analyze g,2 near spatial infinity where tχ0 ≡ t is the static or Boyer–Lindquist
time coordinate; there, Proposition 3.2 is a consequence of:
Lemma 3.3. Suppose g is a stationary Lorentzian metric on M◦ for which
g(∂t, ∂t) ∈ 1 + ρC∞(X),
g(∂t,−) ∈ ρ2C∞(X; scT ∗X),
g|scTX×scTX ∈ −h+ ρC∞(X;S2 scT ∗X),
(3.31)
where h ∈ C∞(X;S2 scT ∗X) is Riemannian. Then the operator g = g,2 takes the form
g = |dt|2GD2t + ̂g(0) +QDt,
with ̂g(0) ∈ ρ2Diff2b(X;S2 s˜cT ∗X) and Q ∈ ρ2Diff1sc(X;S2 s˜cT ∗X). Moreover, ̂g(0) mod
ρ3Diff2b(X;S
2 s˜cT ∗X) only depends on h.
Proof. We use the splittings
s˜cT ∗X = 〈dt〉 ⊕ scT ∗X, (3.32a)
S2 s˜cT ∗X = 〈dt2〉 ⊕ (2dt⊗s scT ∗X)⊕ S2 scT ∗X, (3.32b)
s˜cT ∗X ⊗ s˜cT ∗X = 〈dt2〉 ⊕ (dt⊗ scT ∗X)⊕ (scT ∗X ⊗ dt)⊕ (scT ∗X ⊗ scT ∗X), (3.32c)
s˜cT ∗X ⊗ S2 s˜cT ∗X = (dt⊗ S2 s˜cT ∗X)⊕ (scT ∗X ⊗ S2 s˜cT ∗X), (3.32d)
S2 s˜cT ∗X ⊗ S2 s˜cT ∗X = (dt2 ⊗ S2 s˜cT ∗X)⊕ ((2dt⊗s scT ∗X)⊗ S2 s˜cT ∗X)
⊕ (S2 scT ∗X ⊗ S2 s˜cT ∗X),
(3.32e)
with the S2 s˜cT ∗X factors in (3.32d)–(3.32e) further split according to (3.32b). Thus,
writing Ok := ρkC∞(X) (and writing f = Ok in the spirit of O-notation instead of f ∈ Ok
when f is a smooth function), we have
g = (1 +O1, O2, −h+O1)T , trg = (1 +O1, O2, − trh +O1) (3.33)
in the splitting (3.32b) and its dual. The dual metric takes the form G := g−1 = (1 +
O1,O2,−h−1 +O1).
For subsequent calculations, let us introduce coordinates
z = (z0, z1, z2, z3),
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where z0 = t, and z1, z2, z3 are standard coordinates on R3. We use Latin letters i, j, k for
indices from 1 to 3, and Greek letters µ, ν, λ for indices from 0 to 3. We first compute the
Levi-Civita connection of g; for example, 2Γ0ij = ∂ig0j + ∂jg0i = O3 since g is stationary,
and since ∂i ∈ ρVb(X) maps g0j ∈ ρ2C∞(X) into ρ3C∞(X). The same reasoning shows
that all Christoffel symbols of g lie in O2 except for
Γkij = Γ
k
ij(h) +O2; (3.34)
by an explicit calculation, some Christoffel symbols have faster decay. We collect all of
them by stating the form of ∇ ∈ Diff1(M◦;T ∗M◦, T ∗M◦ ⊗ T ∗M◦), defined by u 7→ ∇u,
(∇u)(V,W ) = (∇V u)(W ): the dzµ ⊗ dzν coefficient of ∇(u dzλ), with u a scalar function,
is given by
(∇µ(u dzλ))ν =
(
∂µδ
λ
ν − Γλµν
)
u.
In the splittings (3.32a) and (3.32c), we then have
∇s˜cT ∗X =

∂t +O4 O2
O2 ∂t +O3
dX +O2 O3
O3 ∇h +O2
 , (3.35)
where dX is the exterior differential on X, and ∇h is the Levi-Civita connection of h.
Note that dX ∈ ρDiff1b(X;C, scT ∗X) (with C := X × C → X the trivial bundle) and
∇h ∈ ρDiff1b(X; scT ∗X, scT ∗X ⊗ scT ∗X).
Using this, one computes ∇ acting on symmetric 2-tensors, expressed in the split-
tings (3.32b) and (3.32d) (the latter refined by (3.32b) as explained before), to be
∇S2 s˜cT ∗X =

∂t +O4 O2 0
O2 ∂t +O3 O2
0 O2 ∂t +O3
dX +O2 O3 0
O3 ∇h +O2 O3
0 O3 ∇h +O2
 . (3.36)
Now δg = − tr13g ∇ on symmetric 2-tensors, where tr13g is the contraction of the first and
third slot. In the splittings (3.32d) and (3.32a), we have
tr13g =
(
1 +O1 O2 0 O2 −trh +O1 0
0 1 +O1 O2 0 O2 −tr13h +O1
)
,
hence
δg =
(−∂t + ρ3Diff1b +O1∂t −δh + ρ2Diff1b +O2∂t O3
O2 −∂t + ρ3Diff1b +O1∂t −δh + ρ2Diff1b +O2∂t
)
. (3.37)
Symmetrizing ∇ : C∞(M◦;T ∗M◦ ⊗ S2T ∗M◦) → C∞(M◦;T ∗M◦ ⊗ T ∗M◦ ⊗ S2T ∗M◦) in
the first two factors on the right and expressing the resulting symmetrized gradient in the
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splittings (3.32d) and (3.32e) (both refined by (3.32b)), one furthermore computes
Sym∇s˜cT ∗X⊗S2s˜cT ∗X
=

∂t+O4 O2 0 O2 0 0
O2 ∂t+O3 O2 0 O2 0
0 O2 ∂t+O3 0 0 O2
1
2dX+O2 O3 0 12∂t+O3 O2 0
O3 12∇h+O2 O3 O2 12∂t+O3 O2
0 O3 12∇h+O2 0 O2 12∂t+O3
O3 0 0 ∇h+O2 O3 0
0 O3 0 O3 ∇h+O2 O3
0 0 O3 0 O3 ∇h+O2

,
(3.38)
where ∇h in the (8, 5) entry acts on scT ∗X ⊗ scT ∗X, which is isomorphic to the 5-th
summand of (3.32d) when refined by (3.32b), i.e. scT ∗X ⊗ (2dt⊗s scT ∗X); the meaning of
the other ∇h is analogous.
The trace in the first factor on the left of (3.32e), expressed in the splittings (3.32e) and
(3.32b), is given by
tr12g =
1+O1 0 0 O2 0 0−trh+O1 0 00 1+O1 0 0 O2 0 0 −tr12h +O1 0
0 0 1+O1 0 0 O2 0 0 −tr12h +O1
 .
Combining this with (3.36) and (3.38), one finds that on symmetric 2-tensors,
g = − tr12g ∇∇ = (1 +O1)D2t +
trh∇hdX 0 00 tr12h ∇h∇h 0
0 0 tr12h ∇h∇h

+
 0 O2Dt 0O2Dt 0 O2Dt
0 O2Dt 0
+ ρ3Diff1bDt + ρ3Diff2b;
(3.39)
The third and fourth summand lie in ρ2Diff1scDt. Lastly, the coefficient of D
2
t can be
computed from the principal symbol of g, hence is |dt|2G as stated. The proof is complete.

By (3.34) and the discussion preceding it, the Riemann curvature tensor
Rg ∈ ρ2C∞
(
X; s˜cTX ⊗ (s˜cT ∗X)3) (3.40)
is determined, modulo ρ3C∞, by h; likewise for the Ricci curvature Ric(g) ∈ ρ2C∞. We
similarly obtain that the scalar and 1-form wave operators for metrics of the form (3.31)
are given by
g,j = |dtχ0 |2GD2tχ0 + ̂g,j(0) +QjDtχ0 , j = 0, 1, (3.41)
where Q0 ∈ ρ3Diff1b(X) and Q1 ∈ ρ2Diff1sc(X; s˜cT ∗X), and where ̂g,j(0) mod ρ3Diff2b(X)
only depends on h. Indeed, for j = 0, (3.33) and (3.35) imply
δg = − trg∇ = (−∂t + ρ3Diff1b +O1∂t, −δh + ρ2Diff1b +O2∂t),
which together with d = (∂t, dX)
T gives g,0 = δgd = G00D2t −∆h + ρ3Diff2b + ρ3Diff1bDt.
The proof for j = 1 follows from a simple variant of the calculations of Lemma 3.3.
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We furthermore note that Gg ∈ C∞(X; End(S2 s˜cT ∗X)), with Gg mod ρC∞ depending
only on h. Moreover,
δg = −ιdt]χ0Dtχ0 + δ̂g(0), δ̂g(0) ∈ ρDiff
1
b(X;S
2 s˜cT ∗X, s˜cT ∗X),
δ∗g = dtχ0 ⊗s Dtχ0 + δ̂∗g(0), δ̂∗g(0) ∈ ρDiff1b(X; s˜cT ∗X,S2 s˜cT ∗X),
(3.42)
with δ̂g(0), δ̂∗g(0) mod ρ2Diff
1
b only depending on h.
In the context of (3.27), it is useful to record the following strengthening of the leading
order control: if g1, g2 are two metrics of the form (3.31) and so that in addition g1 − g2 ∈
ρ2C∞(X;S2 s˜cT ∗X), then
δ̂∗g1(0)− δ̂∗g2(0) ∈ ρ3C∞(X; Hom(s˜cT ∗X,S2 s˜cT ∗X)), (3.43)
similarly for other operators, including
̂g1,j(0)− ̂g2,j(0) ∈ ρ4Diff2b(X; s˜cT ∗X), j = 0, 1, 2, (3.44)
and Rg1 −Rg2 ∈ ρ4C∞.
When g is the Kerr metric, then g|scTX×scTX = −h+ρC∞ is to leading order equal to the
Euclidean metric h = (dx1)2 + (dx2)2 + (dx3)2 on R3 (equipped with standard coordinates
(x1, x2, x3) on R3 \B(0, 3m) ∼= X◦ \ {r < 3m}). Thus, the leading order terms at ρ = 0 are
simply those of the corresponding operators on Minkowski space R4 = Rt×R3x with metric
¯
g = dt2 − dx2. (3.45)
But the latter take a very simple form in the standard coordinate trivialization of s˜cT ∗X
by dt, dxi, i = 1, 2, 3:
Lemma 3.4. Let N0 = 1, N1 = 4, N2 = 10. For g = g(m,a), we have
̂g,j(0)− ̂
¯
g,j(0) ∈ ρ3Diff2b,
where 
¯
g is the scalar wave operator on Minkowski space, given by 
¯
g,j = 
¯
g ⊗ 1Nj×Nj in
the standard coordinate basis. Likewise,
δ∗g − δ∗
¯
g ∈ ρ2Diff1b, δ∗g(m,a) − δ∗g(m,0) ∈ ρ3Diff1b.
Proof. By Lemma 3.3, the only structure of g(m,a) relevant for this calculation is (3.31), with
h the Euclidean metric on X = R3. That is, it suffices to compute 
¯
g,j , where
¯
g = dt2 − h
is the Minkowski metric. The claim is then immediate since dt, dxi are parallel for
¯
g. The
final statement follows from (3.43) combined with (3.27). 
In the language of [Mel93], the normal operators of ̂g,j(0) and ̂
¯
g,j(0) at ∂+X are the
same; this will allow us to deduce precise asymptotic expansions of zero energy modes for
waves on Kerr spacetimes from simple calculations on Minkowski in §§6–9.
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3.4. Properties of the null-geodesic flow. Fix black hole parameters b = (m,a) close
to b0, and let
g = g(m,a), G = g
−1.
We proceed to describe the null-bicharacteristic flow of the spectral family of the wave
operator g on Schwarzschild or slowly rotating Kerr spacetimes. (Since this concerns
only the principal symbol of g, which is the dual metric function, this discussion applies
to the scalar, 1-form, and symmetric 2-tensor wave operators, as well as to the linearized
gauge-fixed Einstein operator Lg in (4.2) below.) Concretely, recalling the function tm,∗
from (3.22), we are interested in the null-bicharacteristic flow of
̂g(σ) := eitm,∗σge−itm,∗σ ∈ Diff2sc(X), (3.46)
both for finite σ as well as in the semiclassical regime, see (3.47).
The principal symbol of −̂g(σ) as a large parameter (in σ) differential operator is
p(σ; ξ) := −G(−σ dtm,∗ + ξ) ∈ C∞(scT ∗X × Cσ), ξ ∈ ∂⊥tm,∗ = scT ∗X;
the overall minus sign ensures that p(σ;−) has positive principal symbol for σ ∈ R and
large r.
Remark 3.5. One typically considers the spectral family of g with respect to another
‘time’ function such as tχ0 , which equals t for large r. (Formally taking b = (0, 0), so
gb = dt
2 − dr2 − r2/g =
¯
g is the Minkowski metric, the spectral family with respect to t is
−∆ + σ2, with ∆ ≥ 0 the Euclidean Laplacian.) For future reference, let us thus define
˜g(σ) := eitχ0σge−itχ0σ;
this can be obtained from ̂g(σ) by conjugation by the stationary function ei(tm,∗−tχ0 )σ.
The semiclassical rescaling of −̂g(σ) is −h2̂g(h−1z) where h = |σ|−1, z = σ/|σ|, and
its semiclassical principal symbol is
p~(ξ) := −G(−z dtm,∗ + ξ) ∈ C∞(scT ∗X). (3.47)
For the sake of definiteness, we consider the case σ > 0, so z = 1. We then define
Σ~ ⊂ scT ∗X
as the closure of p−1~ (0) in the (fiber-wise) radially compactified scattering cotangent bundle.
Note that on the set where ∂tm,∗ = ∂t is timelike, in particular for large r, p~(ξ) is classically
elliptic since p~(ξ) & |ξ|2 (with | · | denoting the Euclidean metric) for large |ξ|. We shall
consider the rescaled Hamilton flow of p~, namely, the flow of the vector field
H := |ξ|−1ρ−1Hp~ ∈ Vb(scT ∗X).
The structure of the H-flow on subextremal Kerr spacetimes has been described in de-
tail before: by the third author [Vas13, §6] on Kerr–de Sitter spacetimes, which are very
similar to Kerr spacetimes except for the presence of a cosmological horizon; by Dyat-
lov [Dya15a, §§3.1–3.3] on subextremal Kerr spacetimes, building on the work by Wunsch–
Zworski [WZ11], and with refinements in the presence of bundles due to the Dyatlov [Dya16]
and the second and third authors [Hin17, HV18b, Hin18a, Hin18b]; see also [DZ13]. (We
refer the reader to [Zwo17] for a survey of trapping phenomena.) Vasy–Zworski [VZ00] an-
alyzed the semiclassical scattering behavior near ∂X for the null-bicharacteristic flow of the
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semiclassical principal symbol of −σ−2˜g(σ), which is the same, up to a canonical trans-
formation, as that of p~. In the non-semiclassical setting, i.e. for fixed σ, the description
of the Hamilton dynamics within the characteristic set of ∂X is due to Melrose [Mel94];
the remaining part of the characteristic set in this setting lies over r ≤ 2m on a mass m
Schwarzschild spacetime, and in a neighborhood thereof for slowly rotating Kerr spacetimes.
Here, we shall thus merely list (without proof) the relevant properties of the flow. To
begin, over ∂+X, we have G(−dtm,∗+ ξ) = |−dt+ (dr+ ξ)|2
¯
G = 1−|dr+ ξ|2, where ¯G = ¯
g−1
is the dual of the Minkowski metric, hence
Σ~,∂ := Σ~ ∩ scT ∗∂XX = {ζ − dr : |ζ|2 = 1}.
Note that the semiclassical characteristic set of −σ−2˜g(σ) over ∂X is the zero set of
G(−dt + ξ), i.e. equal to Σ~,∂ + dr. More generally, conjugation by ei(tm,∗−tχ0 )σ (is a
semiclassical scattering FIO which) shifts the characteristic set by d(tm,∗−tχ0), but preserves
the qualitative properties of the null-bicharacteristic flow discussed here.
First of all, Σ~,∂ has two distinguished submanifolds (of radial points),
Rin = {−2dr ∈ scT ∗pX, p ∈ ∂X}, Rout = o∂X ⊂ scT ∗∂XX, (3.48)
with o∂X denoting the zero section; these are critical manifolds for the rescaled Hamilton
vector field ρ−1Hp~ within Σ~,∂ (see [Mel94]) and in fact within all of Σ~ (see [VZ00]),
with Rin being a source and Rout a sink. (Indeed, the linearization of ρ−1Hp~ at Rout,
resp. Rin, is −2(ρ∂ρ + ηsc∂ηsc), resp. 2(ρ∂ρ + ηsc∂ηsc), where we write scattering covectors
as ξr dr + rηsc with ηsc ∈ T ∗S2; this calculation uses that to leading order at ∂X we have
p~ = (1 + ξr)
2 + |ηsc|2 − 1.)
Next, globally, Σ~ has two connected components,
Σ~ = Σ
+
~ ∪ Σ−~ , (3.49)
with Σ~,∂ ⊂ Σ+~ ; they are defined as the intersection of the future (+), resp. past (−) light
cone in scT ∗X intersected with −dtm,∗ + scT ∗X. (Over a point p ∈ X, Σ−~ is empty unless
scT ∗pX is timelike or null, i.e. unless ∂t is spacelike or null, i.e. unless p lies in the ergoregion,
on the event horizon, or inside the black hole.)
We recall that fiber infinity of the conormal bundle of the event horizon ∂−X , see (3.8),
has two components
∂
(
N∗∂−X
)
= R+~ ∪R−~ , R±~ ⊂ Σ±~ ,
which are invariant under the H-flow.
Finally, recall that there is a trapped set Γ ⊂ Σ+~ ∩T ∗X◦ consisting of all α ∈ T ∗X◦ such
that r remains in a compact subset of (r(m,a),∞) along the H-integral curve with initial
condition α. The trapped set is r-normally hyperbolic for every r ∈ R [HPS77] as proved
in [WZ11, Dya15a].
Recalling the definition of the final hypersurface Σfin from (3.10), the global structure of
the H-flow is then as follows:
Proposition 3.6. Let s 7→ γ(s) ⊂ Σ±~ be a maximally extended integral curve of ±H with
domain of definition I ⊆ R; let s− = inf I, s+ = sup I.
(1) If γ ⊂ Σ−~ , then either γ ⊂ R−~ ; or γ(s) → R−~ as s → s−, and γ(s) crosses Σfin
into the inward direction (decreasing r) in finite time s+ <∞.
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(2) If γ ⊂ Σ+~ , then either:
(a) γ ⊂ Γ ∪R+~ ∪Rin ∪Rout; or
(b) as s→ s−, γ(s) tends to R+~ ∪Rin ∪ Γ, and as s→ s+, γ(s) tends to Rout ∪ Γ
or crosses Σfin into the inward direction (decreasing r) in finite time s+ <∞.
Moreover, γ(s) cannot tend to Γ in both the forward and backward direction.
Next, we discuss the properties of the null-bicharacteristic flow of ̂g(σ) ∈ Diff2sc(X) when
σ ∈ R is fixed ; concretely, we consider H := |ξ|−1ρ−1Hp(σ;−). Since ̂g(σ) is a scattering
differential operator, its characteristic set is a subset of ∂scT ∗X = scT ∗∂XX unionsq S∗X◦, and
indeed is a disjoint union
Σσ = Σσ,∂ ∪ Σσ,∞, Σσ,∂ = {ζ − σ dr : |ζ|2 = σ2}, Σσ,∞ = Σσ ∩ S∗X◦.
Note here that on X◦, ̂g(σ) is elliptic where ∂tm,∗ = ∂t is timelike, which is in particular
true for large r; the component Σσ,∞ lies over r ≤ 2m for g = g(m,0), and in a neighborhood
thereof for small angular momenta. In fact, Σσ,∞ is the boundary at fiber infinity of Σ~,
and as such has two connected components Σ±σ,∞ as a consequence of (3.49). Fiber infinity
of the conormal bundle of the event horizon,
R± := R±~ ⊂ S∗X◦,
is again an invariant submanifold of H. The analogue of Proposition 3.6 is that maximally
extended ±H-integral curves inside of Σσ,∞ tend to R± in one direction and escape through
Σfin in the other; integral curves in Σσ,∂ on the other hand tend to
Rσ,in = {−2σ dr}, resp. Rσ,out = o∂X
in the backward, resp. forward direction.
In the case σ = 0, p(0,−) vanishes quadratically at o∂X ⊂ scT ∗∂XX, and in fact ̂g(0) ∈
ρ2Diff2b(X) by Proposition 3.2 and equation (3.41). (The degeneracy of Σσ,∂ as σ → 0 can
be resolved by working on a resolution of a parameterized version [0, 1)σ × bT ∗X of phase
space, see [Vas19b].) Away from ∂X on the other hand, thus in Σ0,∞, the characteristic
set and null-bicharacteristic flow remain non-degenerate, i.e. have the same structure as for
non-zero real σ.
4. The gauge-fixed Einstein operator
We now commence the study of the Einstein equation in a wave map (or DeTurck
[DeT82], or generalized harmonic coordinate [CB52, Fri85]) gauge. We shall deduce a
significant amount of information from the structural and dynamical properties of Kerr
metrics discussed in §§3.3–3.4; only once we turn to obtaining very precise (spectral) infor-
mation in subsequent sections do we need to use their exact form.
4.1. The unmodified gauge-fixed Einstein operator. We first study the gauge-fixed
operator arising from a natural wave map gauge which we already used in the Kerr–de Sitter
setting in [HV18b], following [GL91]:
Definition 4.1. Given two pseudo-Riemannian metrics g, g0 on M◦, we denote the gauge
1-form by
Υ(g; g0) := g(g0)−1δgGgg0.
In local coordinates, Υ(g; g0)µ = gµν(g
−1)κλ(Γ(g)νκλ − Γ(g0)νκλ).
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Fixing g0, the (unmodified) gauge-fixed Einstein operator is then the map
g 7→ P (g) := Ric(g)− δ∗gΥ(g; g0). (4.1)
(Modifications are discussed in §4.2.) For any choice of g0, the equation P (g) = 0 is a
quasilinear wave equation for g with Lorentzian signature. Fix Kerr black hole parameters
b = (m,a),
and let g0 = gb. The linearization of 2P around g = gb is then given by the operator
Lgb := 2DgbP = 2(DgbRic + δ
∗
gb
δgbGgb) = gb,2 + 2Rgb , (Rgbu)µν := (Rgb)κµνλuκλ,
(4.2)
see [GL91]. We call Lgb the linearized (unmodified) gauge-fixed Einstein operator. By
Proposition 3.2 and the membership (3.40), and writing ρ = r−1, we have
Lgb = |dtχ0 |2GD2tχ0 + L̂gb(0) +QDtχ0 ,
L̂gb(0) ∈ ρ2Diff2b(X;S2 s˜cT ∗X), Q ∈ ρ2Diff1sc(X;S2 s˜cT ∗X).
(4.3)
As motivated in §1, we consider the spectral family of Lgb with respect to the function
tm,∗ from (3.22); the level sets of tm,∗ are approximately null in the sense that
|dtm,∗|2Gb ∈ ρ2C∞(X). (4.4)
(On the other hand, we only have |dtm′,∗|2Gb ∈ ρC∞(X) when m′ 6= m.) Thus, let
L̂gb(σ) := e
iσtm,∗Lgbe
−iσtm,∗ ∈ Diff2(X;S2 s˜cT ∗X). (4.5)
We prove that this fits into the framework of [Vas19a, Vas19b]. We work in the collar
neighborhood [0, (3m)−1)ρ × S2 of ∂X.
Lemma 4.2. Let ρ = r−1. The operator L̂gb(σ) has the form
L̂gb(σ) = 2σρ(ρDρ + i) + L̂gb(0) + σQ
′ + ασ2, (4.6)
where Q′ ∈ ρ2Diff1sc(X;S2 s˜cT ∗X), α ∈ ρ2C∞(X), and L̂gb(0) ∈ ρ2Diff2b(X;S2 s˜cT ∗X).
As a concrete illustration, we note that on Minkowski space with metric
¯
g = dt2− dr2−
r2/g, and taking the Fourier transform in t− r, we have
L̂
¯
g(σ) = ̂
¯
g,2(σ) = 2σρ(ρDρ + i) +
(−(ρ2Dρ)2 + 2iρ3Dρ − ρ2 /∆).
We also remark that the form of the first term in (4.6) is consistent with [HV17, Lemma 3.8]
(taking γ = h = 0 in the reference); see also the proof of Lemma 14.5.
Proof of Lemma 4.2. Changing from tχ0 , r coordinates in (4.3) to tm,∗, r coordinates, with
tm,∗ ≡ tχ0 − (r+ 2m log(r− 2m)) modulo bounded smooth functions in r ≥ 3m, transforms
∂tχ0 , ∂r into ∂tm,∗ , ∂r − ((1− 2mr )−1 + ρ2C∞)∂tm,∗ .
Thus, since Q is a sum of terms of the form ρ2C∞, ρ2Dr, ρ3V(S2), the spectral family
of QDtχ0 is of the form σρ
2Diff1sc + σ
2ρ2C∞. In a similar vein, the tm,∗-spectral family of
an operator in ρ4Diff2b(X;S
2 s˜cT ∗X), extended by stationarity using the time function tχ0 ,
lies in the space ρ4Diff2b + σρ
2Diff1sc + σ
2ρ2C∞. Terms in ρ2Diff2(S2) in L̂gb(0) in (4.3) are
unaffected upon changing coordinates. Cross terms involving ∂r and V(S2) only arise for
b = (m,a) with a 6= 0 and hence contribute at the level of, schematically, r−2∂r◦r−1V(S2) =
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ρ4(r∂r) ◦ V(S2) ⊂ ρ4Diff2b(X), see (3.27); hence upon changing coordinates, they can be
subsumed in the final three terms in (4.6).
It remains to consider the terms (1 − 2mr )−1D2tχ0 + ((1 −
2m
r )∂
2
r +
2
r∂r) coming from
the first two summands in (4.3); upon changing coordinates to (r, tm,∗), the D2tm,∗ terms
cancel modulo ρ2C∞(M)D2tm,∗ , which gives α upon passing to the spectral family. (The
membership of α can also be directly deduced from principal symbol considerations: α ∈
ρ2C∞(X) is equivalent to (4.4).) The only remaining unaccounted term is
2(1− 2mr )∂r ◦ (−(1− 2mr )∂tm,∗)− 2r−1∂t∗ ,
whose spectral family is, modulo terms that can be subsumed in Q′, α, equal to 2σρ(ρDρ+i).
The proof is complete. 
We can now prove (omitting the vector bundle S2 s˜cT ∗X from the notation for brevity):
Theorem 4.3. Let b0 = (m0, 0). There exists  > 0 such that for b ∈ R4 with |b− b0| < ,
the following holds. Suppose that s > 52 and ` < −12 with s+ ` > −12 .
(1) (Uniform estimates for finite σ.) For any fixed C > 1, and s0 < s, `0 < `, there
exists a constant C ′ > 0 (independent of b) such that
‖u‖
H¯s,`b
≤ C ′
(∥∥L̂gb(σ)u∥∥H¯s−1,`+2b + ‖u‖H¯s0,`0b ) (4.7)
for all σ ∈ C, Imσ ∈ [0, C], satisfying C−1 ≤ |σ| ≤ C. If ` ∈ (−32 ,−12), then this
estimate holds uniformly down to σ = 0, i.e. for |σ| ≤ C.
(2) (High energy estimates in strips.) For any fixed C > 0, there exist C1 > 1 and
C ′ > 0 (independent of b) such that for σ ∈ C, Imσ ∈ [0, C], |Reσ| > C1, and
h := |σ|−1, we have
‖u‖
H¯s,`b,h
≤ C ′∥∥L̂gb(σ)u∥∥H¯s,`+1b,h . (4.8)
Moreover, the operators
L̂gb(σ) : {u ∈ H¯s,`b (X) : L̂gb(σ)u ∈ H¯s,`+1b (X)} → H¯s,`+1b (X), Imσ ≥ 0, σ 6= 0, (4.9a)
L̂gb(0) : {u ∈ H¯s,`b (X) : L̂gb(0)u ∈ H¯s−1,`+2b (X)} → H¯s−1,`+2b (X) (4.9b)
are Fredholm operators of index 0.
The fixed frequency version of (4.8) reads
‖u‖
H¯s,`b
≤ C ′
(
‖L̂gb(σ)u
∥∥
H¯s,`+1b
+ ‖u‖
H¯
s0,`0
b
)
.
The relationship between this and (4.7) is obscured by our usage of imprecise function
spaces: we refer the reader to [Vas19a, Vas19b] to the precise statements in terms of second
microlocal scattering-b-Sobolev spaces, and only remark here that the above estimates are
optimal as far as the b- (as well as scattering) decay orders are concerned.
Proof of Theorem 4.3. The main ingredient which did not arise in spectral theory on Kerr–
de Sitter spacetimes [Dya11b, Vas13, HV18b] and which goes beyond the settings discussed
in [Mel94, GH08, GH09, GHS13] is the Fredholm analysis near zero energy. Furthermore,
we are working with tm,∗ here, rather than the more usual tχ0 , which allows for concise
proofs of stronger (in terms of function spaces) results. Concretely, we use the main results
34 DIETRICH HA¨FNER, PETER HINTZ, AND ANDRA´S VASY
of [Vas19a] for the estimates at fixed σ 6= 0, Imσ ≥ 0, as well as for high energy estimates
when |Reσ| → ∞ with Imσ ≥ 0 bounded, while the uniform description in Imσ ≥ 0 near
σ = 0 is provided by [Vas19b].
Radial point estimates at R±~ = R± require the computation of threshold regularities,
which was done for Schwarzschild–de Sitter metrics in [HV18b]; the calculations there
apply also in the case of Schwarzschild metrics for which the cosmological constant Λ
vanishes. In short, the subprincipal operator (see [Hin17]) at R~ is computed in §9.2;
[HV18b, Equation (9.9] (with the bottom sign, κ− = (4m0)−1 being the surface gravity, and
with γ1 = γ2 = 0) gives as eigenvalues of its 0-th order part −4κ−,−2κ−, 0, 2κ−, 4κ−, and
in the subsequent displayed equation, with β−,0 = 2κ− by [HV18b, Equations (3.13), (3.27),
(6.1), (6.15)], the bundle endomorphism βˆ− of S2T ∗X◦ thus has eigenvalues −2,−1, 0, 1, 2.
As discussed in [HV18b, Theorem 5.4], the threshold regularity (for spectral parameters
σ ∈ C, Imσ ≥ 0, thus taking C = 0 in the reference) is therefore 12 + 2 = 52 .3 This implies
that the threshold regularity for nearby Kerr metrics is close to 52 ; a calculation shows that
it is in fact equal to 52 for all b.
4
For 0 6= σ ∈ R, radial point estimates at Σσ,∂ for L̂gb(σ) similarly require the computa-
tion of a threshold decay rate relative to L2(X). Concretely, the threshold −12 from [Mel94,
Propositions 9 and 10], [VZ00], [Vas19a, Theorems 1.1 and 1.3] is modified by the subprin-
cipal symbol scσ1(
1
2iρ(L̂gb(σ)− L̂gb(σ)∗))|Rσ,in/out ; we now argue that this symbol vanishes.
Indeed, formally taking b = (0, 0), so gb =
¯
g is the Minkowski metric, and working in
the trivialization of S2 s˜cT ∗X given in terms of the differentials of standard coordinates
t, x1, x2, x3, the operator Lgb is the wave operator on Minkowski space acting on symmet-
ric 2-tensors, hence a 10 × 10 diagonal matrix of scalar wave operators, and therefore the
subprincipal symbol vanishes when using the fiber inner product on S2 s˜cT ∗X which makes
dt2, 2 dt dxi, dxi dxj orthonormal. Changing from the Minkowski metric to a Kerr metric
does not affect the subprincipal symbol at Rσ,in/out, as follows from a simple calculation
using (3.27) and Proposition 3.2 together with (the proof of) Lemma 4.2.
Combining the radial point estimates at infinity from [Vas19a] with those at the event
horizon from [Vas13] (see also [HV15, Proposition 2.1]), gives the stated uniform estimates
for Imσ ∈ [0, C], C−1 ≤ |σ| ≤ C for any fixed C > 1. (We also point the reader to [Vas18,
§6] for a discussion of the low energy Fredholm analysis for the tχ0-spectral family of the
scalar wave equation on Kerr spacetimes.) The uniformity of the stated estimate down to
σ = 0 is proved in [Vas19b, Proposition 5.3]; this uses the invertibility of a model operator,
see [Vas19b, §5], which in the current setting and in the standard coordinate trivialization
of S2 s˜cT ∗X is the 10×10 identity matrix tensored with the scalar model operator discussed
(and proved to be invertible) in [Vas19b, Proposition 5.4].
The high energy estimates in strips of bounded Imσ ≥ 0 use the phase space dynamics
of the Hamilton vector field of the semiclassical principal symbol, as described in Propo-
sition 3.6. The main new ingredient concerns the trapped set which was discussed, for
3Dually, the cokernel may contain 2-tensors which barely fail to lie in H−3/2 at the event horizon,
thus permitting at most once differentiated δ-distributions, which indeed arise, see Proposition 9.1. The
threshold regularity is 1
2
for gb acting on functions and 12 + 1 =
3
2
for gb acting on 1-forms, the latter
being a consequence of [HV18b, Equation (6.15)].
4This calculation is not needed if one assumes that s is some fixed amount larger than 5
2
, say, s > 3,
which ensures that it exceeds the threshold regularity for Lgb for b close to b0 simply by continuity.
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Schwarzschild–de Sitter spacetimes, in [HV18b, §10.1]; the calculations there apply directly
in the Schwarzschild setting (Λ = 0) as well, and imply (as discussed in [Hin17, §4] and
[HV18b, §5.1]) that the semiclassical estimates at Γ proved in [Dya16] (see [HV16, §4.4]
for the microlocalized version) apply. (See also the discussion prior to, and the proof of
[HV18b, Theorem 5.4] for further details.)
It remains to prove that L̂gb(σ) has index 0 as stated in (4.9a)–(4.9b). This is clear
when |σ| is large since L̂gb(σ) is then invertible; hence we only need to consider bounded σ.
One approach is to prove the continuity of the index in σ by exploiting uniform Fredholm
estimates; we present the details of such an argument in the proof of Theorem 6.1. Here,
we instead use a deformation argument, which reduces the index 0 property of L̂gb(σ) to
that of the Fourier-transformed scalar wave operator (which is established, by means of
direct, non-perturbative arguments for real σ, in the proof of Theorem 6.1).
We first treat the case σ = 0: choose a global trivialization of S2 s˜cT ∗X, then L̂gb(0) is
a 10 × 10 matrix of scalar operators in ρ2Diff2b(X), with the off-diagonal operators lying
in ρ2Diff1b(X). Since adding an element of ρ
2Diff1b to L̂gb(0) does not change the domain
in (4.9b), we can continuously deform L̂gb(0) within the class of Fredholm operators on the
spaces in (4.9b) to a diagonal 10 × 10 matrix with all diagonal entries equal to the scalar
wave operator at zero energy, ̂gb(0); the latter operator is well known to be invertible for
b = b0 (we recall the argument in the proof of Theorem 6.1 below), and thus for |b − b0|
small enough by a perturbative argument as in [Vas13, §2.7], which we recall in the proof
of Theorem 6.1 below; in particular, it has index 0. Thus, L̂gb(0) has index 0 as well.
Moreover, as shown in [Vas19b, §5], the invertibility of ̂gb(0) for b near b0 implies that
of ̂gb(σ) on the spaces (4.9a) for (b, σ) (with Imσ ≥ 0) near (b0, 0). For these (b, σ), we
can use a completely analogous deformation argument to deform L̂gb(σ) to a 10×10 matrix
of scalar operators ̂gb(σ), hence L̂gb(σ) is Fredholm of index 0 indeed.
For σ ∈ C, Imσ ≥ 0, bounded away from 0 and∞, say C−1 ≤ |σ| ≤ C, the index 0 claim
follows again by a deformation argument together with the invertibility of ̂gb(σ). The
latter invertibility is straightforward to prove for b = b0 using boundary pairing/integration
by parts arguments; we recall the argument in the present conjugated setting in the proof
of Theorem 6.1. Thus, invertibility holds for b with |b− b0| sufficiently small (depending on
C) by a perturbative argument as in [Vas13, §2.7]. 
Moreover, we can describe putative elements of the nullspace of L̂gb(σ) rather precisely:
Proposition 4.4. Let s > 52 , and suppose b = (m,a) is close to b0.
(1) Suppose u ∈ H¯s,`b (X), ` ∈ (−32 ,−12). If L̂gb(0)u = 0, then u ∈ A1−(X). More
precisely, there exists u0 ∈ C∞(∂X;S2 s˜cT ∗∂XX) such that u − r−1u0 ∈ A2−(X).
More generally, for arbitrary ` ∈ R, every u ∈ ker L̂gb(0)∩ H¯s,`b is polyhomogeneous
with index set contained in {(z, k) : z ∈ iN, k ∈ N0}.
(2) If u ∈ ker L̂gb(0)∗ ∩ H˙−∞,`b (X), then near ∂X, u ∈ H∞,`b (X), and it has expansions
as in part (1). Moreover, u ∈ H˙1−s,`b (X) for all s > 52 .
(3) If σ 6= 0 and u ∈ ker L̂gb(σ) ∩ H¯s,`b (X) for some ` ∈ R with s + ` > −12 , then
u ∈ ρC∞(X) +A2−(X).
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Proof. For part (1), note that u ∈ H¯∞,`b (X) by elliptic regularity, the propagation of regular-
ity at the radial sets R± at the horizons, and real principal type propagation. The polyho-
mogeneity of u is then a consequence of the fact that L̂gb(0) ∈ ρ2Diff2b is a (weighted) elliptic
b-operator near ∂X, see [Mel93, §§4–5], with boundary spectrum contained in iZ× {0}.
In more detail, the normal operator of L̂gb(0) is the negative Euclidean Laplacian −∆ =
ρ2(ρ∂ρ(ρ∂ρ−1)− /∆) tensored with the 10×10 identity matrix when working in the standard
coordinate trivialization of S2 s˜cT ∗X (meaning: the difference of the two operators lies in
ρ3Diff2b). Thus, the asymptotic behavior of u can be found by writing
ρ−2∆(χu) = ρ−2(L̂gb(0)− (−∆))(χu)− ρ−2[L̂gb(0), χ]u ∈ H¯∞,`+1b ,
where χ is a cutoff, identically 1 near ∂+X and vanishing for r ≤ 3m0; one then takes the
Mellin transform in ρ and uses the properties of the meromorphic (in λ ∈ C) inverse of the
operator ρ̂−2∆(λ) = iλ(iλ+ 1) + /∆ on C∞(∂+X;S2 s˜cT ∗∂XX) to deduce a partial expansion
of χu, plus a remainder term in H¯∞,`+1b near ∂+X. An iterative argument gives a full
polyhomogeneous expansion.
The boundary spectrum of the scalar Euclidean Laplacian is, by definition, the divisor
of ρ̂−2∆(λ)−1. Decomposing functions on ∂X into spherical harmonics, and denoting by Sl
a degree l ∈ N0 spherical harmonic, we have
ρ−iλ∆(ρiλSl) =
(
iλ(iλ+ 1) + l(l + 1)
)
Sl,
which vanishes for λ = il,−i(l+ 1). Thus, the boundary spectrum of ∆ is equal to iZ, with
space of resonant states at il given by rlSl for l ≥ 0 and rlS−l−1 for l ≤ −1. (The need to
allow for logarithmic powers of ρ in the expansion of u arises as usual from the presence of
integer coincidences in the boundary spectrum.)
Part (2) is proved similarly; the regularity statement follows from the fact that we have
u ≡ 0 in the interior r < rb of the black hole, together with a radial sink estimate at R±.
In part (3), smoothness of u away from ∂X follows as above, while the radial point
estimates at ∂X in [Vas19a] imply that u is conormal at ∂X. But then note that the
normal operator of L̂gb(σ) (which for σ 6= 0 merely lies in ρDiff2b) is 2σρ(ρDρ + i) by
Lemma 4.2, whose boundary spectrum consists of the single point {(−i, 0)}. This implies
u ∈ AEphg(X) where E ⊂ {(−i, 0)} ∪ {(−ij, k) : 2 ≤ j ∈ N, k ∈ N0}. 
We will make abundant use of such the normal operator arguments. Note that part (1)
holds under much weaker assumptions, namely L̂gb(0)u ∈ C∞c (X◦) or just L̂gb(0)u ∈
H¯
∞,5/2−
b (except for the last statement).
Remark 4.5. The relationship of ker L̂gb(σ) to the usual outgoing condition on Schwarzschild
spacetimes is as follows: any u ∈ ker L̂gb(σ) as in part (3) solves
Lgb
(
e−iσtχ0u′
)
= 0, u′ = eiσ(tχ0−tm,∗)u;
but tχ0 − tm,∗ ≡ r∗ = r + 2m log r up to addition of a smooth bounded function, hence
u′ ∼ r−1eiσr∗ for large r.
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4.2. Constraint damping and the modified gauge-fixed Einstein operator. We
will show in §10 and exploit in §11 and subsequent sections that the properties of the low
energy resolvent of the linearized gauge-fixed Einstein operator can be crucially improved by
modifying the way the gauge 1-form is combined with the Ricci tensor in (4.1). Concretely:
Definition 4.6. Let E ∈ C∞(M◦; Hom(T ∗M◦, S2T ∗M◦)), and let g denote a pseudo-
Riemannian metric. Then the modified symmetric gradient is
δ˜∗g,E := δ
∗
g + E.
In this paper, we shall use E of the form
E = E(g; c, γ1, γ2) := 2γ1c⊗s (−)− γ2g−1(c,−)g, (4.10)
where γ1, γ2 ∈ R, and c is a stationary 1-form on M◦ with compact spatial support, i.e.
c ∈ C∞c (X◦; s˜cT ∗X). The modified gauge-fixed Einstein operator is then the map
g 7→ PE(g) := Ric(g)− δ˜∗g,EΥ(g; g0). (4.11)
Fixing g0 = g(m,a) to be a subextremal Kerr metric, and linearizing around g = g(m,a), we
then have
Lg,E := 2DgPE = 2(DgRic + δ˜
∗
g,EδgGg) = g,2 + 2EδgGg + 2Rg. (4.12)
Here, it will suffice to use small γ1, γ2 and perturbative arguments in order to reap the
benefits of constraint damping, as outlined in §1 and explained in detail in §§9.3 and 10.
Thus, we record here that Theorem 4.3 and Proposition 4.4 remain valid for L̂gb,E(σ), E =
E(gb; c, γ1, γ2) for some fixed c ∈ C∞c (X◦; s˜cT ∗X), provided b is sufficiently close to b0 and
|γ1|, |γ2| are sufficiently small (depending on the regularity parameter s), with the estimates
in Theorem 4.3 being uniform for such b, γ1, γ2. (For s > 3, say, the point being that it is
a fixed amount about 52 , the theorem and the proposition hold for |b− b0|+ |γ1|+ |γ2| < 
with  independent of s.)
We note that for g satisfying Ric(g) = 0, we have Lg,E(δ
∗
gω) = 0 for a 1-form ω provided
that δgGgδ
∗
gω = 0, which is the tensor wave equation on 1-forms. In this way, suitable zero
energy states of the 1-form wave equation give rise to pure gauge bound states of Lg,E .
Dually, we have
L∗g,E = 2
(
Gg(DgRic)Gg + Ggδ
∗
g δ˜g,E
)
, δ˜g,E = (δ
∗
g,E)
∗, (4.13)
which satisfies L∗g,E(Ggδ
∗
gω
∗) = 0 provided δ˜g,EGgδ∗gω∗ = 0. (For E = 0, this is the same
equation as for ω, though we need to solve it on different function spaces.) Such ‘dual-pure-
gauge’ 2-tensors Ggδ
∗
gω
∗ are thus, for suitable ω∗, bound states of L∗g,E .
5. Spherical harmonic decompositions
We introduce the terminology which will be used in the subsequent precise (generalized)
mode analysis, borrowing from [KI03], and taking some of the notation from [Hin18a, §5].
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5.1. Spherical harmonics on the sphere. Recall that /g denotes the standard metric on
S2, and denote geometric operators on S2 using a slash, thus /tr = tr/g , /δ = δ/g, etc. We
denote by Ylm, l ∈ N0, m ∈ Z, |m| ≤ l, the usual spherical harmonics on S2 satisfying
/∆Ylm = l(l + 1)Ylm. Define the space
Sl := span{Ylm : |m| ≤ l} (5.1)
of degree l spherical harmonics. Thus, L2(S2) =
⊕
j∈N0 Sj is an orthogonal decomposition.
Consider next 1-forms on S2. Denote the Hodge Laplacian by /∆H = (/d+ /δ)2; the tensor
Laplacian /∆/g,1 = − /tr /∇2 (also denoted /∆ for brevity) satisfies /∆ = /∆H−Ric(/g) = /∆H−1.
Therefore, a spectral decomposition of /∆ on L2(S2;T ∗S2) is provided by the scalar/vector
decomposition
/dSl, Vl := /?/dSl ⊂ ker
(
/∆− (l(l + 1)− 1)) (l ≥ 1); (5.2)
note that /δVl = 0, and that the two spaces in (5.2) are trivial for l = 0.
For symmetric 2-tensors finally, we have an analogous orthogonal decomposition into
scalar and vector type symmetric 2-tensors: the scalar part consists of a pure trace and a
trace-free part, the latter defined using the trace-free symmetric gradient /δ∗0 := /δ∗ +
1
2/g/δ:
Sl/g (l ≥ 0), /δ∗0/dSl (l ≥ 2). (5.3a)
(Note here that for S ∈ S0 ⊕ S1, we have /δ∗0/dS = 0, hence the restriction to l ≥ 2.) The
vector part consists only of trace-free tensors with l ≥ 2 (since the 1-forms V1 are Killing),
/δ∗Vl (l ≥ 2). (5.3b)
The geometric operators on S2 which we will encounter here preserve scalar and vec-
tor type spherical harmonics; indeed, this holds in the strong sense that a scalar type
function/1-form/symmetric 2-tensor built out of a particular S ∈ Sl is mapped into another
scalar type tensor with the same S, likewise for vector type tensors; this is clear for /d on
functions, /δ on 1-forms (/δ(/dS) = l(l + 1)S). Furthermore, for S ∈ Sl and V ∈ Vl,
/δ∗(/dS) = − l(l+1)2 S/g + /δ∗0/dS, /δ(S/g) = −/dS, /δ(/δ∗0/dS) = l(l+1)−22 /dS,
/δ/δ∗V = l(l+1)−22 V, /∆(/δ
∗
0/dS) = (l(l + 1)− 4)/δ∗0/dS, /∆(/δ∗V) = (l(l + 1)− 4)/δ∗V.
5.2. Decompositions on spacetime. Rather than working in a splitting into temporal
and spatial parts, we split the spacetime M◦ in (3.6) into an aspherical and spherical part,
M◦ = X̂ × S2, pi : M◦ → X̂, /pi : M◦ → S2, (5.4)
where X̂ = Rt∗ × [r−,∞)r. Via pullback by pi∗, we can identify C∞(X̂) with the subspace
pi∗C∞(X̂) ⊂ C∞(M◦) of aspherical functions. Similarly, C∞(S2) ⊂ C∞(M◦) via pullback
by /pi, and C∞(X̂;T ∗X̂) ⊂ C∞(M◦;T ∗M◦), likewise for other tensor bundles on X̂ and S2.
Functions on M◦ can be decomposed into spherical harmonics in the S2 factor; restricting
to degree l0 harmonics gives the space of scalar l = l0 functions {uSl0 : u ∈ C∞(X̂)}.
We can split the cotangent bundle of M◦ into aspherical and spherical parts,
T ∗M◦ = T ∗AS ⊕ T ∗S , T ∗AS = pi∗T ∗X̂, T ∗S = /pi∗T ∗S2; (5.5)
this induces the splitting
S2T ∗M ∼= S2T ∗AS ⊕ (T ∗AS ⊗ T ∗S )⊕ S2T ∗S (5.6)
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of the second symmetric tensor power into the aspherical, mixed, and spherical subbundles;
here, the second summand is a subbundle of S2T ∗M via a⊗ s 7→ 2a⊗s s.
Corresponding to the scalar/vector decomposition (5.2), there are two classes of 1-forms
of fixed spherical harmonic degree on M◦, which we write in the splitting (5.5) and using
T ∈ C∞(X̂;T ∗X̂), L ∈ C∞(X̂):
scalar l = l0 (l0 ≥ 1): (TS, L/dS), S ∈ Sl0 ,
scalar l = 0: (T, 0),
vector l = l0 (l0 ≥ 1): (0, LV), V ∈ Vl0 .
(5.7)
Similarly, symmetric 2-tensors on M◦ come in two classes, with low spherical harmonic
degrees requiring separate treatment. Below, HL, HT ∈ C∞(X̂), f ∈ C∞(X̂;T ∗X̂), and
f˜ ∈ C∞(X̂;S2T ∗X̂):
scalar l = l0 (l0 ≥ 2): (f˜S, f ⊗ /dS, HLS/g +HT /δ∗0/dS), S ∈ Sl0 ,
scalar l = 1: (f˜S, f ⊗ /dS, HLS/g), S ∈ S1,
scalar l = 0: (f˜ , 0, HL/g),
vector l = l0 (l0 ≥ 2): (0, f ⊗ V, HT /δ∗V), V ∈ Vl0 .
vector l = 1: (0, f ⊗ V, 0), V ∈ V1.
(5.8)
We call tensors of this form scalar type S, resp. vector type V if S, resp. V are fixed.
6. Mode analysis of the scalar wave operator
As a preparation for the precise spectral analysis of wave-type operators on tensor bun-
dles, we briefly discuss the properties of the Fourier-transformed scalar wave operator on
slowly rotating Kerr spacetimes. As in (4.5), we define the spectral family of a stationary
operator L on a Kerr spacetime with parameters b = (m,a) by
L̂(σ) := eiσtm,∗Le−iσtm,∗ . (6.1)
Theorem 6.1. Let g = g(m0,0). For Imσ ≥ 0, σ 6= 0, the operator
̂g(σ) : {u ∈ H¯s,`b (X) : ̂g(σ)u ∈ H¯s,`+1b (X)} → H¯s,`+1b (X)
is invertible when s > 12 , ` < −12 , and s+ ` > −12 . The stationary operator
̂g(0) : {u ∈ H¯s,`b (X) : ̂g(0)u ∈ H¯s−1,`+2b (X)} → H¯s−1,`+2b (X)
is invertible for all s > 12 and ` ∈ (−32 ,−12). Both statements continue to hold for g = g(m,a)
with (m,a) near (m0, 0).
Proof. We analyze the case of the Schwarzschild metric first, beginning with σ = 0. Thus,
suppose ̂g(0)u = −(r−2Drµr2Dr + r−2 /∆)u = 0, where µ = 1 − 2m0r , and u ∈ H¯s,`b (X).
Then u ∈ H¯∞,`b , and in fact |u|, |r∂ru| . r−1 by Proposition 4.4. Therefore,
0 = −
∫
S2
∫ R
2m0
(∂rµr
2∂r − /∆)u · u¯ dr|d/g|
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=
∫
S2
∫ R
2m0
(
µ|r∂ru|2 + | /∇u|2
)
dr|d/g| −
∫
{r=R}
µr2(∂ru) · u¯ |d/g|.
The second term is . R−1. Taking the limit R →∞, we thus conclude that u is constant
and hence vanishes in r ≥ 2m0; the infinite order vanishing at r = 2m0 and smoothness
in r ≤ 2m0 then imply u ≡ 0 in r ≤ 2m0 as well, see [Zwo16, Lemma 1]. Thus, ̂g(0) is
injective.
To prove surjectivity, we can either use an abstract deformation or perturbation argument
to show that ̂g(0) has index 0; or we can proceed directly, and show that v ∈ H˙1−s,−`−2b (X)
with 0 = ̂g(0)∗v = ̂g(0)v vanishes. We do the latter: energy estimates in r < 2m0 for
̂g(0)∗ (which is a hyperbolic operator there, with r a timelike function) show that v
vanishes there; furthermore, v is smooth in r > 2m0, and |v|, |r∂rv| . r−1 in r > 2m0.
Moreover, radial point estimates at the event horizon imply that v ∈ H1/2− there. We
claim that v|r>2m0 is smooth down to r = 2m0; the arguments above then imply v = 0 in
r > 2m0, hence v ≡ 0 since v cannot be a (differentiated) δ-distribution at r = 2m0 since
it lies in L2.5 To prove the smoothness, recall that v is conormal at r = 2m0 by [HV13],
hence we can obtain the asymptotic behavior of v there by writing
(µr2Dr)
2v + µr4 /∆v = 0, (6.2)
where the crucial point is that µ = 0 at r = 2m0. Now (µr
2Dr)
2 is a Fuchsian operator
with a double indicial root at 0: it annihilates 1 and logµ in µ > 0; we thus have v =
H(r− 2m0)(v0 + v1 logµ) + v′ where v0, v1 ∈ C∞(S2) and v′ ∈ A1−({r ≥ 2m0}) is conormal
at r = 2m0 and bounded by µ
1−. Now ̂g(0)H(r − 2m0) = 0, so
0 = ̂g(0)v = ̂g(0)(v1H(r − 2m0) logµ) + ̂g(0)v′ = v1
2m0
δ(r − 2m0) + ̂g(0)v′.
The second term lies in A0−, whereas the first term does not lie in A0− unless v1 = 0. Using
this information in the asymptotic analysis of (6.2) at µ = 0 then implies v ∈ C∞({r ≥
2m0}), as desired.
We shall sketch the proof of invertibility of ̂g(σ) for non-zero σ as well to illustrate the
relationship between outgoing solutions in the ‘conjugated perspective’ (i.e. using tm0,∗ to
define spectral families) and in the ‘standard perspective’, cf. Remark 4.5. We start with
0 6= σ ∈ R. In this case, u ∈ ker ̂g(σ) gives rise to an outgoing solution
˜g(σ)u′ = 0, ˜g(σ) := eiσtge−iσt, u′ := e−iσ(t−tm0,∗)u. (6.3)
A boundary pairing argument, see [Mel95, §2.3] and also the proof of Proposition 7.5
(starting at (7.22)) below, then shows that the leading order terms of u′ at the event
horizon and at infinity must vanish, thus u(2m0) = 0 and u ∈ A2−(X). An indicial root
argument then implies that u vanishes to infinite order at r = 2m0 and ∂X. A unique
continuation argument6 then gives u ≡ 0 in r ≥ 2m0, hence also in r < 2m0 using energy
estimates as in [Zwo16]. This proves the injectivity of ̂g(σ) for 0 6= σ ∈ R.
5One can alternatively check by an explicit calculation that sums of differentiated δ-distributions at
r = 2m0 do not lie in ker ̂g(0).
6One can use either unique continuation at infinity for ˜g(σ)u′ = 0 as in [Ho¨r05, Theorem 17.2.8], or
unique continuation at r = 2m0 using [Maz91].
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The proof of surjectivity is not quite symmetric from the conjugated perspective, hence
we sketch the direct argument; for an abstract perturbative argument, see the discussion
of the Imσ > 0 case below. First, one notes that v ∈ ker ̂g(σ)∗ ∩ H˙−s,−`−1b , where now
−s < −12 and −` − 1 > −12 , is an element of a second microlocal scattering-b space as
defined in [Vas19a, §2], to wit, v ∈ H˙−s,−s−`−1,−`−1sc,b , where the orders denote the scattering
regularity, scattering decay, and b-decay (which can be thought of as a very precise form of
‘scattering decay order at 0 scattering frequency’). Note that −s− `−1 < −12 . Let us work
in r > 3m0; then elliptic regularity implies v ∈ H∞,−s−`−1,−`−1sc,b , and a normal operator
argument at ∂X as in the proof of Proposition 4.4(3) improves the b-decay order to +∞,
so v ∈ H∞,−s−`−1,∞sc,b in r > 3m0. Radial point estimates at the (lift of the) outgoing radial
set Rout, see (3.48), improve the scattering decay order to +∞ away from Rin. This now
implies that (restricting to r > 3m0 still) WFsc(u
′) ⊂ Rin. At this point, we can again
consider (6.3); thus u′ is now an incoming mode solution, and can easily be shown to be
equal to7 e−iσr∗(cr−1 + A2−) for some c ∈ C. The same boundary pairing and unique
continuation arguments as for the direct problem prove that v = 0.
For Imσ > 0, the proof of injectivity uses that u′ in (6.3) now decays exponentially fast as
|r∗| → ∞ where r∗ = r+2m0 log(r−2m0) is the tortoise coordinate; taking imaginary parts
of 0 = 〈˜g(σ)u′, u′〉 then implies u′ = 0. Surjectivity is proved most easily by establishing
that ̂g(σ) has index 0. This holds for fixed Imσ =: C > 0 when |Reσ|  1, since then
̂g(σ) is in fact invertible by high energy estimates, cf. Theorem 4.3. We claim that the
index of ̂g(σ) is constant on Imσ = C, and thus equal to 0 for all such σ; it suffices to
show that it is locally constant. Let
X (σ) := {u ∈ H¯s,`b (X) : ̂g(σ)u ∈ H¯s,`+1b (X)}.
Then if ̂g(σ0), Imσ0 = C, has kernel and cokernel of dimension k1 and k2, respectively,
we define an operator
L(σ) =
(
̂g(σ) L1
L2 0
)
: X (σ)⊕ Ck2 → H¯s,`+1b (X)⊕ Ck1 ,
where L1 : Ck2 → C∞c (X◦) maps into a complement of ran ̂g(σ0), and L2 : D ′(X◦) → Ck1
restricts to an isomorphism ker ̂g(σ0)→ Ck1 ; thus, L(σ0) is invertible. Uniform Fredholm
estimates for ̂g(σ) imply such for L(σ); but L(σ0) is invertible, hence so is L(σ) for σ
near σ0 by the perturbation arguments in [Vas13, §2.7]. Therefore, the index of ̂g(σ) is
constant (namely, equal to k1 − k2), as claimed.8
That the same results hold for slowly rotating Kerr metrics gb, with b close to b0, was
already discussed in the proof of Theorem 4.3. Here, we flesh out the argument near zero
7One can follow the arguments of [Mel94, §12]. An approach closer in spirit to the conjugated perspective
passes to the spectral family relative to the time variable 2t− tm0,∗, which is the time-reversed analogue of
tm0,∗: its level sets are transversal to the past event horizon and past null infinity. Indeed, what we have
just proved is that an incoming mode solution for ̂g(σ) is an outgoing mode solution for this new spectral
family.
8One can give a more direct argument, in which one directly realizes ̂g(σ) as a Fredholm family of
operators acting between σ-independent function spaces for Imσ > 0, by using the more precise microlocal
point of view sketched in [Vas19a, Remark 4.17].
42 DIETRICH HA¨FNER, PETER HINTZ, AND ANDRA´S VASY
energy, as we shall need more general versions of this later on. The key is that we have
uniform estimates for s0 < s, `0 < `,
‖u‖
H¯s,`b
≤ C(∥∥̂gb(0)u∥∥H¯s−1,`+2b + ‖u‖H¯s0,`0b ),
for b close to b0. Thus, if ker ̂gb(0) were non-trivial for a sequence bj → b0, j → ∞, we
could find uj ∈ H¯s,`b ∩ ker ̂gb(0), ‖uj‖H¯s,`b = 1; this estimate gives a positive lower bound
‖uj‖H¯s0,`0b ≥ (2C)
−1 > 0 for large j, hence we can extract a weakly convergent subsequence
uj ⇀ u ∈ H¯s,`b (thus uj → u in H¯s0,`0b ) with the limit u necessarily non-zero and satisfying
̂gb0 (0)u = limj→∞
(
̂gb0 (0)(u− uj) +
(
̂gb0 (0)− ̂gbj (0)
)
uj
)
= 0.
But this contradicts ker ̂gb0 (0) = 0. Surjectivity, which is equivalent to the injectivity of
the adjoint, is shown similarly.
A minor modification of this argument (now using the uniformity of the estimate (4.7)
near rather than merely at zero energy) applies more generally to putative sequences of
normalized elements uj ∈ ker ̂gb(σj) ∩ H¯s,`b where σj → 0, Imσj ≥ 0. Thus, ̂gb(σ) is
injective for (b, σ) near (b0, 0); surjectivity follows from the index 0 property. 
6.1. Growing zero modes. For later use, we record the explicit form of scalar functions
in ker ̂g(0) which are allowed to have more growth at infinity. Their differentials are 1-
forms, some of which are gauge potentials for (pure gauge) metric perturbations arising in
the spectral analysis of L̂gb(0) in §9.
Proposition 6.2. For b = (m,a) near b0 = (m0, 0), we have
ker ̂gb(0) ∩ H¯∞,−3/2−b = 〈ub,s0〉, (6.4a)
ker ̂gb(0)∗ ∩ H˙−∞,−3/2−b = 〈u∗b,s0〉, (6.4b)
where, in the notation (3.14),
ub,s0 = 1, u
∗
b,s0 = H(r − r(m,a)). (6.5)
Furthermore, the spaces
ker ̂gb(0) ∩ H¯∞,−5/2−b = 〈ub,s0〉 ⊕ {ub,s1(S) : S ∈ S1}, (6.6a)
ker ̂gb(0)∗ ∩ H˙−∞,−5/2−b = 〈u∗b,s0〉 ⊕ {u∗b,s1(S) : S ∈ S1} (6.6b)
are 4-dimensional; the maps b 7→ ub,s1(S) and b 7→ u∗b,s1(S) can be chosen to be continuous
(with values in the respective spaces), and to take the values
u(m,0),s1(S) = (r −m)S, u∗(m,0),s1(S) = (r −m)H(r − 2m)S. (6.7)
Remark 6.3. We keep the notation ub,s0 etc. even though the spherical harmonic and
scalar/vector decompositions cease to be globally well-defined on Kerr spacetimes with
non-zero angular momentum. In later sections, proving the existence of continuous families
of zero energy solutions will in fact require mixing continuous (in b) extensions of 1-forms
or symmetric 2-tensors which at b = b0 are of distinct types, see e.g. (7.44) and (9.8).
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Remark 6.4. The dual states automatically vanish in r < rb, are smooth in r > rb, and are
conormal at ∂+X. They are only singular at the event horizon (and in fact only microlocally
at its conormal bundle), where they lie in H1/2− in the present, scalar setting. Since we are
interested in the construction of modes with controlled decay or growth, we shall typically
not state the precise regularity of dual states; the center of attention is the weight at ∂+X.
Proof of Proposition 6.2. Consider first an element u ∈ ker ̂gb(0) ∩ H¯∞,−3/2−b . By normal
operator arguments as in Proposition 4.4,9 u has an expansion at infinity, u = u0 + u˜,
where u0 is constant and u˜ ∈ H¯∞,−1/2−b ; but then 0 = ̂gb(0)u0 + ̂gb(0)u˜ = ̂gb(0)u˜
and Theorem 6.1 imply u˜ = 0, hence u = u0 is constant. Conversely, constants do lie in
ker ̂gb(0), proving (6.4a). The proof of (6.4b) is analogous: by normal operator arguments
as in Proposition 4.4, the space in (6.4b) is at most 1-dimensional, and indeed u∗b,s0 ∈
ker ̂gb(0)∗.
Passing to the weights (6.6a), one crosses the point λ = i in the boundary spectrum,
corresponding to l = 1 and asymptotics rS, S ∈ S1; since dim S1 = 3, the space in (6.6a) is
at most 4-dimensional, with its elements equal to rS plus functions with faster decay. To
prove that it is 4-dimensional indeed, let v := rS ∈ H¯∞,−5/2−b and fix a cutoff χ ∈ C∞(R)
with χ ≡ 0 for r ≤ 3m, χ ≡ 1 for r ≥ 4m; then
e := ̂gb(0)(χv) = χ̂
¯
g(0)v + [̂
¯
g(0), χ]v +
(
̂gb(0)− ̂
¯
g(0)
)
(χv)
∈ 0 + H¯∞,∞b + H¯∞,1/2−b = H¯∞,1/2−b ,
where we used Lemma 3.4 for the third summand. Now, ̂gb(0)w = −e can be solved with
w ∈ H¯∞,−3/2−b ; indeed, e is L2-orthogonal to the kernel of ̂gb(0)∗ on H˙−∞,−1/2+b , which is
trivial by Theorem 6.1. Therefore, χv+w furnishes an element in (6.6a) with leading term
rS. The continuous dependence on b is a consequence of this construction.
A similar argument gives (6.6b), using in the final step now that ker ̂gb(0) ∩ H¯∞,−1/2+b
is trivial. The explicit expressions (6.7) on the Schwarzschild spacetime (M◦, gb0) are found
by solving the radial ODE ̂gb0 (0)
(
p(r)S
)
= 0 for p(r) with p(r)−r = o(r). (Concerning the
computation of these expressions for general Schwarzschild metrics with parameters (m, 0),
note that the stationary operator ̂g(m,0)(0) is the same for any two choices of presentations
of g(m,0) as a metric on M
◦ that are related by pullback along a diffeomorphism of M◦ of
the form (tχ0 , r, θ, φ) 7→ (tχ0 + F (r), r, θ, φ) for any smooth F ; therefore, calculations for
g(m,0) are the same as those for g(m0,0) upon replacing m0 by m.) 
7. Mode analysis of the 1-form wave operator
While we are ultimately interested in the linearized gauge-fixed Einstein operator acting
on symmetric 2-tensors, the wave operator on 1-forms, g := g,1, appears in two different
functions when studying the unmodified operator: once as the (unmodified) constraint
propagation operator acting on the gauge 1-form, and once as an operator acting on gauge
potentials; see the discussion in §1.1.1. We thus study it here in detail, largely following
the notation, and parts of the presentation, of [HV18a].
9Note that passing from the weight − 3
2
+ 0 to − 3
2
− 0, we cross the point 0 in the boundary spectrum,
corresponding to λ = 0 and l = 0 and the solution 1 of the normal operator, ̂
¯
g(0)1 = 0.
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Theorem 7.1. Let g = g(m0,0), and consider g acting on 1-forms.
(1) For Imσ ≥ 0, σ 6= 0, the operator
̂g(σ) :
{
ω ∈ H¯s,`b (X; s˜cT ∗X) : ̂g(σ)ω ∈ H¯s,`+1b (X; s˜cT ∗X)
}
→ H¯s,`+1b (X; s˜cT ∗X)
is invertible when s > 32 , ` < −12 , s+ ` > −12 .
(2) For s > 32 and ` ∈ (−32 ,−12), the stationary operator
̂g(0) :
{
ω ∈ H¯s,`b (X; s˜cT ∗X) : ̂g(0)ω ∈ H¯s−1,`+2b (X; s˜cT ∗X)
}
→ H¯s−1,`+2b (X; s˜cT ∗X)
(7.1)
has 1-dimensional kernel and cokernel.
Both statements continue to hold for g = g(m,a) with b = (m,a) near b0 = (m0, 0). Con-
cretely, there exist ωb,s0 ∈ H¯∞,−1/2−b and ωb,s0 ∈ H˙−∞,−1/2−b , depending continuously on b
near b0, such that
ker ̂gb(0) ∩ H¯∞,−1/2−b = 〈ωb,s0〉, (7.2a)
ker ̂gb(0)∗ ∩ H˙−∞,−1/2−b = 〈ω∗b,s0〉. (7.2b)
Explicitly, using the notation of Proposition 6.2, we can take
ωb0,s0 = r
−1(dt0 − dr), ω∗b0,s0 = du∗b0,s0 = δ(r − 2m0)dr,
ω∗b,s0 = du
∗
b,s0 = δ(r − r(m,a))dr.
(7.3)
In the spirit of Remark 6.4, we note that the precise regularity for dual states here is
smoothness away from the event horizon, conormality at infinity, and conormality relative
to H−1/2− at the event horizon.
Remark 7.2. We can give an explicit expression for ωb,s0 by noting that the elements
1
r2−2m0rdr, r
−1dt ∈ kergb0 ,1 (in the static patch r > 2m0) have analogues on Kerr space-
times. Namely, the 1-forms
ω0b,1 :=
1
∆b
dr, ω0b,2 :=
r
ρ2b
(dt− a sin2 θ dφ) = r
ρ2b
(dtb,0 − a sin2 θ dϕb,0)− r
∆b
dr
lie in kerg0b ,1 in r > r(m,a), and hence so does their linear combination ω
0
b,s0 = ω
0
b,2 + rbω
0
b,1
which depends continuously on b and is smooth across the event horizon. We can then
define ωb,s0 as the pullback (Φ
0
b ◦ Φ−1b )∗ω0b,s0, cf. Remark 3.1.
Remark 7.3. Regarding the nullspace of the adjoint in (7.2b), we note that the dual of the
target space of ̂g(0) in (7.1) is H˙−s+1,−`−2b , whose weight lies in (−32 ,−12); elements of the
kernel of ̂g(0)∗ thus automatically have the decay rate −12− stated in (7.2b) by indicial
root (or normal operator) arguments as in Proposition 4.4.
The arguments in the proof of Theorem 4.3 apply also to ̂gb(σ), thus it is Fredholm of
index 0, and the determination of its kernel suffices to determine the dimension of the kernel
of the adjoint; we find the latter, when non-trivial, by a simple observation, see (7.30). In
the Schwarzschild case b = b0, one can prove Theorem 7.1 using separation of variables into
radial and spherical variables, and expanding further into 1-form spherical harmonics; this
is the approach used in the proof of mode stability for the linearized Einstein metric in §8.
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Here, we instead opt for a more conceptual proof, adapting the arguments of [HV18a] to
the present asymptotically flat setting.
The main part of the proof is the analysis of the Schwarzschild case; let us thus put
m = m0, g = g(m,0), until specified otherwise. Since g is Ricci-flat, the tensor wave operator
equals the Hodge d’Alembertian,
g = (d+ δg)2 = dδg + δgd.
We are specifically interested in its action on 1-forms, though by virtue of g being a square
of d + δg, which mixes form degrees, most of our analysis will apply more generally to g
acting on forms without a restriction on their form degree. We shall first prove the absence
of mode solutions in Imσ ≥ 0 in §§7.1–7.2, and proceed to compute the space of stationary
solutions on Schwarzschild spacetimes in §7.3; simple perturbative arguments then finish
the proof of Theorem 7.1 for slowly rotating Kerr metrics.
We write g = g(m,0) in the static patch M (see (3.1)) as
g = α2 dt2 − h, h = α−2 dr2 + r2/g, 0 < α =
√
1− 2m
r
, (7.4)
We use α as a (radial) coordinate; note dα = m
r2
α−1 dr. Denoting points on S2 by y,
h = β˜2 dα2 + k(α2, y, dy), β˜ =
r2
m
=
(2m/(1− α2))2
m
, k = r2/g.
The (non-zero) quantity
β := β˜|α=0 = 4m,
which is the reciprocal of the surface gravity of the event horizon, will play an important
role in describing outgoing asymptotics below.
We set up our analysis by splitting the (full) form bundle on M:
ΛM = ΛX ⊕ (αdt ∧ ΛX ). (7.5)
Correspondingly, we write differential forms on M as
ω(t, x) = ωT + αdt ∧ ωN =:
(
ωT
ωN
)
,
where ωT , ωN are t-dependent forms on X . In this splitting, we have
d =
(
dX 0
α−1∂t −α−1dXα
)
, Gk =
(
(−1)kHk 0
0 (−1)k−1Hk−1
)
, (7.6)
where Gk is the fiber inner product on Λ
kM induced by g (thus G1 = g−1 is the dual
metric), and Hk is the fiber inner product on Λ
kX induced by h. The adjoint of d is thus
δ ≡ δg =
(−α−1δXα −α−1∂t
0 δX
)
, (7.7)
where δX is the adjoint of dX with respect to h (giving both the volume density on X and
the fiber inner product).
Recall the two components ∂−X (event horizon) and ∂+X (infinity) of the boundary of
the closure X ⊂ X from (3.8); both are diffeomorphic to Y := S2.10 Near ∂−X , we refine
10In [HV18a], we used the notation Xeven for the part of (in present notation) X near the event horizon.
46 DIETRICH HA¨FNER, PETER HINTZ, AND ANDRA´S VASY
the splitting (7.5) by writing
ΛX = ΛY ⊕ (dα∧ΛY ), i.e. ω = ωTT + dα∧ωTN +αdt∧ωNT +αdt∧ dα∧ωNN . (7.8)
(Note that this is not smooth down to ∂−X , as dα is not smooth at ∂−X .) In this splitting,
we also record, using [/δ, β˜] = 0:
dX =
(
/d 0
∂α −/d
)
, δX =
(
/δ ∂∗α
0 −/δ
)
. (7.9)
Here, ∂∗α is the adjoint of ∂α : L2(X ; |dh|,ΛY,K)→ L2(X ; |dh|,ΛY, β˜−2K) (with K denoting
the metric on forms on Y induced by k), so
∂∗α = −β−2∂α + α2p1∂α + αp2, p1, p2 ∈ C∞(X ).
Outgoing modes are of the form e−iσt0ω′(x) near ∂−X , where t0 = t + r∗, and with ω′
smooth down to ∂−X . Such a mode is a linear combination, with C∞(X ; ΛY ) coefficients, of
1, d(α2), dt∗, and dt∗ ∧ d(α2). Using that r∗ = r+ 2m log(r− 2m) ∈ β logα+ C∞([2m,∞)),
we find that such forms e−iσt0ω′ =: e−iσtω are precisely those for which ω has the form
ωTT
ωTN
ωNT
ωNN
 = Cα−iβσ

ω˜TT
ω˜TN
ω˜NT
ω˜NN
 , C :=

1 0 0 0
0 α βα−1 0
0 0 α−1 0
0 0 0 1
 , ω˜∗∗ ∈ C∞(X ; ΛY ). (7.10)
We denote the space of stationary differential forms ω ∈ C∞(X ; ΛX ) with this structure
near ∂−X , and which for σ 6= 0 lie in eiσr∗H∞,`b near ∂+X for some ` ∈ R, and for σ = 0 lie
in H∞,`b near ∂+X for some ` ∈ (−32 ,−12), by
C∞(σ).
Phrased differently, the membership ω ∈ C∞(σ) amounts to the smoothness of e−iσtω on M◦
down to Rt∗ × ∂−X , together with an outgoing condition at Rt∗ × ∂+X.
We denote the conjugation of d by the t-Fourier transform by
d̂(σ) = eiσtde−iσt,
likewise δ̂(σ) = eiσtδe−iσt, acting on t-independent forms onM.11 Note that d̂(σ) and δ̂(σ)
preserve C∞(σ), hence C−1d̂(σ)C and C−1δ̂(σ)C preserve α−iβσC∞(X \ ∂+X ; (ΛY )4). For
later use, we note that the components of ω ∈ C∞(σ) in (7.10) satisfy
ωTT , ωNN ∈ α−iβσC∞, ωTN , ωNT ∈ α−iβσ−1C∞. (7.11)
For ω satisfying only (7.11) (rather than having the precise structure (7.10)), it only follows
from (7.6)–(7.7) and (7.9) that the components of v = d̂(σ)ω and w = δ̂(σ)ω lie in the
spaces (7.11) with the exceptions of vNN , wTT ∈ α−iβσ−2C∞. (This is discussed in [HV18a,
Equations (3.13)–(3.14)].)
Near ∂+X , we record that
d̂(σ), δ̂(σ) ∈ Diff1sc(X ; ΛX ⊕ ΛX ), (7.12)
11This is different from the normalization used in (6.1).
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using the splitting (7.5); note here that α ∈ 1 + ρC∞(X ). More precisely, we can split ΛX
near ∂+X , and in fact globally on X , into
ΛX = Λ(r T ∗Y )⊕ (dr∗ ∧ Λ(r T ∗Y )); (7.13)
we thus identify ΛX ∼= ΛY ⊕ ΛY via (η, ζ) 7→ rdeg(η)η + dr∗ ∧ rdeg(ζ)ζ on the pure form
summands of ΛY , with deg denoting the form degree. In view of (7.4), the inner product
on k-forms is Hk = /Gk⊕α−2 /Gk−1. Correspondingly, we express forms onM as finite sums
of forms of the type
ω = rdTTωTT + dr∗ ∧ rdTNωTN + αdt ∧ rdNTωNT + αdt ∧ dr∗ ∧ rdNNωNN (7.14)
where the ω•• are Λd••Y -valued forms on X . The point of rescaling spherical forms accord-
ing to their degree in (7.13) is that the size of the coefficients of ω in the basis dt, dxi, with
x1, x2, x3 standard coordinates on R3, is comparable to the size of ω•• as forms on Y = S2
with respect to the standard metric. In the splitting (7.13), one computes that
dX =
(
r−1/d 0
∂r∗ + α
2r−1 deg −r−1/d
)
, δX =
(
r−1/δ −α−1r−2∂r∗r2α−1 + r−1 deg
0 −r−1/δ
)
. (7.15)
7.1. Absence of modes in Imσ > 0. We are interested in mode solutions
g(e−iσtω) = 0, ω ∈ C∞(σ), Imσ > 0.
In particular, ω is exponentially decaying at ∂+X . This equation is equivalent to
̂g(σ)ω =
(
d̂(σ) + δ̂(σ)
)2
ω = 0 (7.16)
Proposition 7.4. Any solution ω of (7.16) for σ ∈ C, Imσ > 0, vanishes identically.
Proof. It suffices to show that if ω is outgoing with
(d̂(σ) + δ̂(σ))ω = 0, (7.17)
then ω ≡ 0: applying this first to (d̂(σ) + δ̂(σ))ω in place of ω and subsequently to ω itself
then proves the proposition. Assuming (7.17), we obtain ω = 0 using an integration by
parts argument by following [HV18a, §3.1] verbatim. Due to the exponential decay of ω at
∂+X , integration by parts is immediately justified there. 
7.2. Absence of non-zero real modes. Here, the argument differs slightly from the
Schwarzschild–de Sitter case discussed in [HV18a] in that the outgoing condition at ∂+X
enters; this boundary at infinity is not present for de Sitter black holes. Concretely, fixing
σ ∈ R, σ 6= 0, the outgoing condition ω ∈ C∞(σ) implies, using the identification ΛM ∼=
ΛX ⊕ ΛX via (7.5), that in r ≥ r0  1, we have (following Proposition 4.4)
ω(r, y) = eiσr∗
(
r−1ω+(y) + ω˜(r−1, y)
)
,
ω+ ∈ C∞(∂+X; scΛ∂+XX ⊕ scΛ∂+XX),
ω˜(ρ, y) ∈ A2−([0, r−10 )ρ × S2y; scΛX ⊕ scΛX).
(7.18)
Proposition 7.5. If σ ∈ R, σ 6= 0, and ω ∈ C∞(σ) solves ̂g(σ)ω = 0, then ω ≡ 0.
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Proof. We give the full proof, which is similar to that in [HV18a, §3.2], in order to point
out where the outgoing condition at infinity comes in. It suffices to show that any outgoing
solution of the first order equation (d̂(σ) + δ̂(σ))ω = 0 vanishes identically. Expanding this
equation into its tangential and normal components, this means
(αdX − δXα)ωT + iσωN = 0, −iσωT + (−dXα+ αδX )ωN = 0. (7.19)
We apply (−dXα+ αδX ) to the first equation and use the second to obtain the decoupled
equation
(dXαδXα+ αδXαdX − dXα2dX − σ2)ωT = 0. (7.20)
Applying dX from the left, the outgoing form vT := dXωT satisfies the simpler equation
(dXαδXα− σ2)vT = 0. (7.21)
It suffices to show that all outgoing solutions of this equation vanish identically; indeed,
this would first give vT = 0, i.e. dXωT = 0, which by (7.20) implies (dXαδXα− σ2)ωT = 0,
hence ωT = 0; using (7.19) and σ 6= 0, this implies ωN = 0.
Note that the operator dXαδXα in (7.21) is formally self-adjoint in L2(X ;α|dh|,ΛX , H).
Let now f ∈ C∞((2m,∞)) denote a positive function with f(r) = α(r) = (1− 2m/r)1/2 for
2m < r < 3m and f(r) = r−1 for r > 4m. Fix moreover a cutoff χ ∈ C∞([0,∞)) which is
identically 0 on [0, 12 ] and identically 1 on [1,∞). For small  > 0, define then
χ := χ(f/) ∈ C∞c (X ). (7.22)
Thus, χ ≡ 1 when α ≥ , r < −1, while α ≥ 12, r < 2−1 on suppχ. We then evaluate
0 = lim
→0
〈(dXαδXα− σ2)vT , χvT 〉 − 〈vT , χ(dXαδXα− σ2)vT 〉
= lim
→0
〈vT , [dXαδXα, χ]vT 〉.
(7.23)
(The localizer χ is necessary to make sense of the pairings since vT fails, just barely, to lie in
L2.) The commutator has two pieces: one near ∂−X , and one near ∂+X . The former piece
was analyzed in [HV18a, Proof of Proposition 3.6]: writing vT = (α
−iβσv′TT , α
−iβσ−1v′TN ),
its contribution to the above limit is
−2iβ−2σ‖v′TN |∂−X ‖2L2(∂−X ;|dk|,K).
The latter piece, at ∂+X , can be evaluated using (7.15): put χ(r) = χ(1/(r)) =: ψ(r),
with ψ(r′) ≡ 1, resp. 0 for r′ ≤ 1, resp. r′ ≥ 2; then ∂rχ = ψ1,, ψ1,(r) := ψ′(r). Thus,
[dXαδXα, χ] = 
(
0 −α2r−1ψ1,/d
α4r−1ψ1,/δ ψ1,
(−α2∂r∗ +A1)− ∂r∗(1 +A1)ψ1,
)
.
Inserted in the pairing (7.23), the off-diagonal terms here give terms of the form∫
(eiσr∗r−1) · r−1ψ1,O(1)eiσr∗r−1v′′r2 dr |d/g|
with v′′ bounded on X ; as → 0 and changing variables to r′ = r, this is  ∫ ψ′(r′)O(1) dr′ =
O()→ 0. Likewise, the two A1 terms on the diagonal give vanishing contributions in the
limit → 0. Next, writing v = rdTT vTT + dr∗ ∧ rdTN vTN as in (7.14), and further writing
vTN = e
iσr∗(r−1vTN,+ + v˜TN ), v˜TN ∈ A2−,
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we note that ∂r∗vTN = e
iσr∗(iσr−1vTN,+ + v˜′TN ), v˜
′
TN ∈ A2−, hence in view of α − 1 ∈
r−1C∞(X \ ∂−X ):
〈vTN ,−ψ1,α2∂r∗vTN 〉 = iσ
∫∫
ψ′(r)|vTN,+|2 dr |d/g|+ o(1)→ −iσ‖vTN,+‖L2(S2;ΛS2).
Similarly, we have 〈vTN ,−∂r∗ψ1,vTN 〉 → −iσ‖vTN,+‖L2 as → 0, as can be seen by first
integrating by parts and then taking the limit. In summary, (7.23) reads
− 2iσ(β−2‖v′TN |∂−X ‖2L2 + ‖vTN,+‖2L2) = 0, (7.24)
which implies v′TN |∂−X ≡ 0 and vTN,+ ≡ 0.
A simple indicial root argument then shows that vT in fact vanishes to infinite order
at ∂−X , which by Mazzeo’s unique continuation result [Maz91] implies vT ≡ 0 near ∂−X ,
which by standard unique continuation implies vT ≡ 0 globally, finishing the proof. Alter-
natively, one can study vT near ∂+X by calculating
e−iσr∗(dXαδXα− σ2)eiσr∗ =
( −σ2 −iσr−1/d
iσr−1/δ −2iσr−1(r∂r + 1)
)
+A2−Diff2b.
Applying this to e−iσr∗vT =: (vˆTT , vˆTN ), which is conormal with vˆTN ∈ A2− in view
of (7.24), the first line shows that vˆTT ∈ A3−; the second line then implies, by integration
of r∂r + 1 and using vˆTN ∈ A1+, that vˆTN ∈ A3− as well. Proceeding iteratively, this gives
e−iσr∗vT ∈ A∞, hence vT vanishes to infinite order at ∂+X . Unique continuation at infinity
then implies that vT ≡ 0 near ∂+X , and thus globally as before. 
7.3. Description of zero modes. Membership in ω ∈ C∞(0) together with ̂g(0)ω = 0
implies, by normal operator arguments as in Proposition 4.4, that
ω(r, y) = r−1ω+(y) + ω˜(r−1, y),
with ω+ and ω˜ ∈ A2− as in (7.18). We now restrict to 1-forms on M◦. Define
K1 = ker ̂g(0) ∩ C∞(0).
We aim to show that K1 is 1-dimensional and spanned by ωb0,s0, see (7.3). The proof
proceeds in several steps, making use of various calculations of [HV18a, §3.3–3.4], but
simplified and made concrete in the present Schwarzschild 1-form setting. First, writing
ω ∈ C∞(0) near ∂−X as ω = C ω˜ as in (7.10) (with σ = 0), we define the restriction map
R : ω 7→ ω˜NT |∂−X .
Define also the space
H1 := {ω ∈ C∞(0) : d̂(0)ω = δ̂(0)ω = 0, Rω = 0}.
Lemma 7.6. If ω ∈ K1, then Rω is a constant function. Let ι : H1 ↪→ K1 denote the
inclusion map; then the following sequence is exact: H1 ι−→ K1 R−→ C.
Lemma 7.7. H1 = {0}.
These two lemmas together imply that dimK1 ≤ 1. The statement (7.2a) of Theorem 7.1
thus follows from the fact that ωb0,s0 ∈ C∞(0) and ̂(0)ωb0,s0 = 0, which is a direct calculation
using [HV18a, Lemma 4.3]. We now drop ‘(0)’ from the notation and write d̂ ≡ d̂(0), etc.
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Proof of Lemma 7.6. Near ∂−X , we compute
d̂C =

/d 0 0 0
∂α −α/d −βα−1/d 0
0 0 −α−1/d 0
0 0 −α−1∂α /d
 , δ̂C =

−/δ −α−1∂∗αα2 −βα−1∂∗α 0
0 α/δ βα−1/δ 0
0 0 α−1/δ ∂∗α
0 0 0 −/δ
 ,
and
C−1d̂C =

/d 0 0 0
α−1∂α −/d 0 0
0 0 −/d 0
0 0 −α−1∂α /d
 , C−1δ̂C =

−/δ −α−1∂∗αα2 −βα−1∂∗α 0
0 /δ 0 −βα−1∂∗α
0 0 /δ α∂∗α
0 0 0 −/δ
 .
Since α∂∗α : C∞(X ) → α2C∞(X ), the (NT ) coefficient of C−1̂C ω˜ is therefore equal to
− /∆ω˜NT + α2C∞; since this vanishes when ω = C ω˜ ∈ K1, we find that ω˜NT |∂−X is a
harmonic 0-form on ∂−X ∼= S2, hence constant. This proves the first claim.
Now if ω ∈ K1, ω = C ω˜, has Rω = 0, i.e. ω˜NT |∂−X = 0, we proceed as follows. First,
given ̂ω = 0, we can apply either d̂ or δ̂, obtaining
d̂δ̂d̂ω = 0, δ̂d̂δ̂ω = 0. (7.25)
Consider the first equation, and write ω′ = d̂ω, which is outgoing and decays faster, by
a factor r−1, than ω itself. Writing ω′ = C ω˜′, we have ω˜′NT |∂−X = 0. Note that d̂ and −δ̂
are adjoints of each other with respect to the L2 pairing with volume density α|dh| and
fiber inner product H⊕H. We work with this inner product from now on, unless otherwise
specified. With χ, χ as in (7.22), we then have
0 = − lim
→0
〈d̂δ̂ω′, χω′〉 = lim
→0
〈δ̂ω′, δ̂χω′〉 = lim
→0
‖χ1/2 δ̂ω′‖2 + 〈δ̂ω′, [δ̂, χ]ω′〉. (7.26)
Let us evaluate the second term on the right. It has two pieces; using the O(r−1), resp.
O(r−2) decay of ω′, resp. δ̂ω′, the piece near ∂+X is easily shown to vanish in the limit.
Near ∂−X , we write χ1, := χ′(f/) = χ′(α/) and compute
[δ̂C , χ] ∈ −1χ1,

0 β−2α+ α3C∞ β−1α−1 + αC∞ 0
0 0 0 0
0 0 0 −β−2 + α2C∞
0 0 0 0
 .
Thus, using the vanishing of ω˜′NT at ∂−X , we have
[δ̂C , χ]ω˜
′ ∈ −1χ1,

αC∞
0
−β−2ω˜′NN + α2C∞
0
 .
We furthermore compute
(δ̂C ω˜′)TT ∈ −/δω˜′TT + 2β−2ω˜′TN − βα−1∂∗αω˜′NT + α2C∞,
(δ̂C ω˜′)NT ∈ αC∞.
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Since H ⊕H = K ⊕ β˜−2K ⊕K ⊕ β˜−2K is block-diagonal, we thus see that the pointwise
inner product of δ̂ω′ and [δ̂, χ]ω′ is bounded by α−1χ1,; using α|dh| = αβ˜ dα|dk|, it follows
easily that lim→0〈δ̂ω′, [δ̂, χ]ω′〉 = 0, and therefore (7.26) implies δ̂ω′ = 0, so δ̂d̂ω = 0.
Consider similarly the second equation (7.25), and let ω′′ = δ̂ω: we now have
0 = lim
→0
‖χ1/2 d̂ω′′‖2 + 〈d̂ω′′, [d̂, χ]ω′′〉. (7.27)
The contribution of the second term near ∂+X again vanishes in the limit, while the con-
tribution near ∂−X can be evaluated using
[d̂C , χ] = 
−1χ1,

0 0 0 0
1 0 0 0
0 0 0 0
0 0 −α−1 0
 ,
which for ω˜′′ = C−1ω′′ with ω˜′′NT |∂−X = 0 gives
[d̂C , χ]ω˜
′′ ∈ −1χ1,

0
C∞
0
αC∞
 ;
on the other hand, (d̂C ω˜′′)TN ∈ αC∞ and (d̂C ω˜′′)NN ∈ C∞. Thus, as in the previous
calculation, the pairing is pointwise bounded by α−1χ1,, whose integral with respect to
αβ˜ dα|dk| tends to 0 as → 0. We conclude that d̂ω′′ = 0, so d̂δ̂ω = 0.
We now repeat these arguments: replacing ω′ by ω in (7.26), we find δ̂ω = 0; using (7.27)
with ω in place of ω′′ gives d̂ω = 0. Therefore, ω ∈ H1, finishing the proof. 
Proof of Lemma 7.7. Let us write an outgoing 1-form as
ω = ωT + ωNαdt.
Then ωN is a function which lies in α
−1C∞(X \ ∂−X ) and takes the form r−1ωN,+ +A2−
near ∂+X ; moreover,
ωT = ωTT + ωTN dr, (7.28)
where ωTT ∈ C∞ and ωTN ∈ α−2C∞ near ∂−X ; near ∂+X on the other hand, ωTN =
r−1ωTN,++A2− and ωTT = ωTT,++A1− with ωTN,+ ∈ C∞(∂+X), ωTT,+ ∈ C∞(∂+X;T ∗S2).
Since d̂ and δ̂ are diagonal in the splitting (7.5), ωT and ωN satisfy decoupled equations.
For the function ωN , this gives dXαωN = 0, hence ωN = cα−1 = c(1 + O(r−1)) for some
c ∈ C; for this to be O(r−1) as r →∞, we need c = 0, hence ωN ≡ 0.
For the 1-form ωT , we first use dXωT = 0, i.e.
/dωTT = 0, ∂rωTT − /dωTN = 0.
Since H1(S2) = 0, we can write ωTT = /dφ with φ smooth down to ∂−X and of the form
φ = φ+ +A1− near ∂+X , φ+ ∈ C∞(∂+X ).
The second equation then gives /d(∂rφ− ωTN ) = 0, hence
(ωTT , ωTN ) = (/dφ, ∂rφ); (7.29)
there is no constant of integration since ωTN is required to decay as r →∞.
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Finally, we use δXωT = 0 and the expression δX = (r−2/δ,−αr−2∂rαr2) in the split-
ting (7.28). Expressing this equation in terms of φ gives
̂g,0(0)φ = 0, ̂g,0(0) = r−2∂rα2r2∂r − r−2 /∆.
By the normal operator calculations in the proof of Proposition 6.2, φ+ must be constant
and can thus be assumed to be zero by replacing φ by φ − φ+ (which preserves (7.29));
therefore φ ∈ A1− = H¯∞,−1/2−b . Theorem 6.1 gives φ = 0, and by (7.29), we get ωT ≡ 0. 
Since ̂gb0 (0) is Fredholm of index 0, this proves the 1-dimensionality of (7.2b) for b = b0.
But in fact, we have, for all b,
̂gb,1(0)(du∗b,s0) = d
(
̂gb,0(0)u∗b,s0
)
= d(0) = 0. (7.30)
This conversely implies that (7.2a) is at least 1-dimensional for b near b0.
A slight extension of the argument in the proof of Theorem 6.1 proves that Kb,1 :=
ker ̂gb(0)∩H¯∞,−1/2−b is at most 1-dimensional for b near b0. Indeed, fix η ∈ C˙∞c (X◦;T ∗X◦)
such that 〈ωb0,s0, η〉 = 1. Assuming that dim ker ̂gbj (0) ≥ 2 for a sequence of parameters
bj → b0, j → ∞, we can select uj in Kb,1 ∩ η⊥ of norm ‖uj‖H¯s,`b = 1, where we fix s >
3
2 ,
` ∈ (−32 ,−12). As in the proof of Theorem 6.1, we can pass to a weakly convergent (in H¯s,`b )
subsequence uj ⇀ u 6= 0; but 0 = 〈uj , η〉 → 〈u, η〉 = 1, which is a contradiction.
This finishes the proof of Theorem 7.1.
7.4. Growing and generalized zero modes. We shall later see that 1-form zero energy
states with more decay at infinity may generate asymptotic symmetries which contribute
to the kernel of the linearized gauge-fixed Einstein operator. This section can be skipped
at first reading; its purpose as well as the motivation behind the constructions in its proof
will become clear in §9.
Proposition 7.8. For b = (m,a) near b0 = (m0, 0), we have
ker ̂gb(0) ∩ H¯∞,−3/2−b = 〈ωb,s0〉 ⊕ 〈ω(0)b,s0〉 ⊕ {ωb,s1(S) : S ∈ S1}, (7.31a)
ker ̂gb(0)∗ ∩ H˙−∞,−3/2−b = 〈ω∗b,s0〉 ⊕ {ω∗b,s1(S) : S ∈ S1}, (7.31b)
where, with [ denoting the musical isomorphism V [ := gb(V,−), and using (6.6a)–(6.6b),
ω
(0)
b,s0 = ∂
[
t , (7.32)
ωb,s1(S) = dub,s1(S), ω∗b,s1(S) = du∗b,s1(S). (7.33)
Proof. This follows from a normal operator argument, using that the normal operator
̂
¯
g,1(0) (see Lemma 3.4) annihilates the 1-forms
dt, dx1, dx2, dx3; (7.34)
the first one is of scalar type l = 0, while the latter three are of scalar type l = 1.
We first construct the space on the right in (7.31a). Let v be one of 1-forms in (7.34),
in particular v ∈ H¯∞,−3/2−b ; then with a radial cutoff χ, identically 1 near infinity and
vanishing for r < 3m, we have
e := ̂gb(0)(χv) ∈ H¯∞,3/2−b ,
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with the extra order of vanishing due to the normal operator annihilating v; moreover,
supp e ∩ suppω∗b,s0 = ∅, the latter being a δ-distribution at the event horizon. Therefore,
we can find w ∈ H¯∞,−1/2−b with ̂gb(0)w = −e, and χv+w furnishes an element of (7.31a).
As v varies over span{dt, dx1, dx2, dx3}, we obtain the 4-dimensional supplement to 〈ωb,s0〉
as in (7.31a), with continuous dependence on b. The explicit expressions given in (7.32)
and (7.33) are of size O(1) and thus lie in the desired space. (Note that ∂t is Killing, hence
δ∗gb(∂
[
t ) = 0 and so gb,1(∂[t ) = 2δgbGgbδ∗gb(∂
[
t ) = 0.)
Next, note that the right hand side of (7.31b) indeed lies in the space on the left hand side.
Arguing more robustly in the Schwarzschild case b = b0, the 1-forms v = χdx
i, i = 1, 2, 3,
can be corrected similarly as above by decaying 1-forms with supported character at ∂−X,
giving the zero modes ω∗b0,s1(S); this uses that ker ̂gb0 (0) ∩ H¯
∞,−3/2+
b = 〈ωb0,s0〉 (which is
of scalar type l = 0) is orthogonal to the error term ̂gb0 (0)
∗(χv) ∈ H˙−∞,3/2−b (which of
scalar type l = 1). On the other hand, v = χ∂[t cannot be corrected in this fashion since
this orthogonality fails; indeed, we have〈
̂gb0 (0)
∗(χ∂[t ), ωb0,s0
〉
= 2, (7.35)
where we use the volume density and fiber inner product induced by gb0 in the pairing and
in the definition of the adjoint. (The resulting L2-type pairing is not positive definite, but
still non-degenerate, which is all that is needed here.)
In order to prove ‘⊆’ in (7.31a), note that any ω ∈ ker ̂gb(0) ∩ H¯∞,−3/2−b is of the
form ω = χ v + ω˜ where v is a linear combination (with constant coefficients) of the 1-
forms (7.34), and ω˜ ∈ H¯∞,−1/2−b ; this follows from (the proof of) Proposition 4.4. Upon
subtracting a linear combination of ω
(0)
b,s0 and ωb,s1(S) from ω, we can thus assume ω = ω˜,
which by Theorem 7.1 is a scalar multiple of ωb,s0.
The argument for proving ‘⊆’ in (7.31b) is slightly more subtle in view of the obstruc-
tion (7.35) to the existence of a mode with ∂[t asymptotics. Now, ω
∗ ∈ ker ̂gb(0)∗ ∩
H˙
−∞,−3/2−
b can be written as ω
∗ = χv + ω˜∗ where v = v0 dt + v′ with v0 ∈ C and v′ a
linear combination of dx1, dx2, dx3. Upon subtracting ω∗b,s1(S) for a suitable S ∈ S1, we can
assume v′ = 0. Therefore
v0̂gb(0)∗(χdt) = −̂gb(0)∗ω˜∗
is necessarily orthogonal to ker ̂gb(0) ∩ H¯∞,−1/2−b = 〈ωb,s0〉, which in view of (7.35) (and
continuity in b) implies v0 = 0, thus ω
∗ = ω˜∗ is a scalar multiple of ω∗b,s0 by Theorem 7.1. 
Remark 7.9. This is an instance of the relative index theorem [Mel93, Theorem 6.5] (albeit
in a non-elliptic setting): allowing more growth as in (7.31a) and thereby crossing the
indicial root 0, with 4-dimensional space of resonant states, shifts the index by 4; the
cokernel, consisting of a δ-distribution (which lies in every weighted Sobolev space with
below-threshold regularity), remains unchanged, and therefore the dimension of the kernel
must increase by 4. On the dual side (7.31b) on the other hand, the index still shifts by
4 when crossing the indicial root 0, but now the cokernel (of the adjoint), consisting of
ωb,s0 ∈ H¯∞,−1/2−b , disappears as one imposes more decay. Therefore, the dimension of the
kernel (of the adjoint) increases only by 4− 1 = 3.
Beyond the ‘asymptotic translations’ ωb,s1, we have ‘asymptotic rotations’:
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Proposition 7.10. There exist continuous families (with b near b0)
b 7→ ωb,v1(V) ∈ ker ̂gb(0) ∩ H¯∞,−5/2−b , b 7→ ω∗b,v1(V) ∈ ker ̂gb(0)∗ ∩ H˙−∞,−5/2−b ,
linear in V ∈ V1, which satisfy
ωb0,v1(V) = r
2V, ω∗b0,v1(V) = r
2VH(r − 2m0), (7.36)
and which are such that δ∗gbωb,v1(V) ∈ H¯
∞,1/2−
b and δ
∗
gb
ω∗b,v1(V) ∈ H˙−∞,−1/2−b .
Proof. This follows again from a normal operator argument. Indeed, let V ∈ V1 and put
v = r2V ∈ H¯∞,−5/2−b , which on Schwarzschild spacetimes is a 1-form dual to a rotation
vector field and thus lies in ker δ∗gb0 ⊂ kergb0 . On Kerr spacetimes, we need to correct it:
fixing a cutoff χ as in the previous proof, and writing b = (m,a), we have
e := ̂g(m,a)(0)(χv) = χ̂g(m,0)(0)v + [̂g(m,0)(0), χ]v +
(
̂g(m,a)(0)− ̂g(m,0)(0)
)
(χv)
∈ 0 + H¯∞,∞b + H¯∞,3/2−b ,
where we use that the operator in the third summand lies in ρ4Diff2b by (3.44). Since
ker ̂gb(0)∗ ∩ H˙−∞,−3/2+b = 〈ω∗b,s0〉 consists of δ-distributions with support disjoint from e,
we can solve away the error, −e = ̂gb(0)w, with w ∈ H¯∞,−1/2−b ; we then put ωb,v1(V) :=
χv + w. Its symmetric gradient is
δ∗gbωb,v1(V) = [δ
∗
gb
, χ]r2V+ χ(δ∗g(m,a) − δ∗g(m,0))r2V+ δ∗gbw
∈ H¯∞,∞b + H¯∞,1/2−b + H¯∞,1/2−b ,
where for the second term we used (3.43).
For the dual state, we argue similarly; the error term ̂gb(0)∗(χv) ∈ H˙−∞,3/2−b ⊂
H˙
−∞,1/2−
b can now be solved away by ̂gb(0)∗w, w ∈ H˙−∞,−3/2−b , in view of the trivi-
ality of ker ̂gb(0) ∩ H¯∞,−1/2+b proved in Theorem 7.1. (Note that we give up one order of
decay here compared to the construction of ωb,v1(V).) The explicit form of ω∗b0,v1 in (7.36)
can be verified by a direct calculation. 
Another useful family of 1-forms is the following; it plays a technical role in the sequel.
Lemma 7.11. There exist continuous families
b 7→ ω(1)b,s1(S) ∈ ker ̂gb(0) ∩ H¯∞,−5/2−b , b 7→ ω(1)∗b,s1 (S) ∈ ker ̂gb(0)∗ ∩ H˙−∞,−5/2−b ,
depending linearly on S ∈ S1, with b near b0, with specified leading order term:
ω
(1)
b,s1(S)− rS dtχ0 ∈ H¯∞,−3/2−b , ω(1)∗b,s1 (S)− χrS dtχ0 ∈ H˙−∞,−3/2−b ,
with χ ∈ C∞, χ = 0 for r ≤ 3m0, χ = 1 for r ≥ 4m0. Moreover, ω(1)b0,s1 = r(µdt0 − dr)S.
Proof. The key is that ̂
¯
g(0) annihilates x
i dt. Since rS dtχ0 ∈ H¯∞,−5/2−b , we thus have
̂gb(0)(χrS dtχ0) ∈ H¯∞,1/2−b ,
and this is orthogonal (by support considerations) to ker ̂gb(0)∗ ∩ H˙−∞,−1/2+b = 〈ω∗b,s0〉,
hence can be written as ̂gb(0)w with w ∈ H¯∞,−3/2−b . Then ω(1)b,s1(S) := χrS dtχ0 +w is the
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desired 1-form. The explicit expression on Schwarzschild spacetimes is obtained by a direct
calculation following these steps.
For the dual states, the error term is now ̂gb(0)∗(χrS dtχ0) ∈ H˙−∞,1/2−b ; but since
ker ̂gb(0) ∩ H¯∞,−1/2+b = 0, this error term can be solved away as claimed. 
For later use, we also record the leading order terms of the symmetric gradient,
δ∗gbω
(1)
b,s1(S) = dtχ0 ⊗s d(rS) + H¯∞,−1/2−b . (7.37)
Indeed, we can replace gb by
¯
g and ω
(1)
b,s1(S) by rS dtχ0 modulo error terms in H¯
∞,−1/2−
b ;
the calculation then becomes straightforward.
Lastly, we discuss generalized zero modes. As a simple instance of degeneracy/non-
degeneracy considerations in §9, we prove:
Lemma 7.12. For b close to b0, there does not exist a 1-form ω = t∗ω1 +ω0 with ω0, ω1 ∈
H¯
∞,−3/2+
b and ω1 6= 0 so that gbω = 0.
Proof. Consider first the Schwarzschild case. Given ω of this type solving
0 = gb0ω = t∗̂gb0 (0)ω1 +
(
[gb0 , t∗]ω1 + ̂gb0 (0)ω0
)
,
we deduce that ̂gb0 (0)ω1 = 0, hence (after rescaling by a non-zero constant) ω1 = ωb0,s0.
Since
[gb0 , t∗]̂(0) = i∂σ̂gb0 (0) ∈ ρ2Diff1b (7.38)
by Lemma 4.2, we conclude that
̂gb0 (0)ω0 = −[gb0 , t∗]ω1 ∈ H¯
∞,1/2−
b .
The existence of a 1-form ω0 ∈ H¯∞,`b for some ` ∈ R satisfying this equation requires that
the right hand side be orthogonal to ker ̂gb0 (0) ∩ H˙
−∞,−`−2
b 3 ω∗b0,s0. However,
〈[gb0 , t∗]ωb0,s0, ω∗b0,s0〉 = 2 6= 0; (7.39)
indeed, this holds for t0 in place of t∗ (using [gb0 , t0]ωb0,s0 = −2m0r−3dt0), and changing
back from t0 to t∗ gives a vanishing correction since for f(r) = t0 − t∗ = 2r + 4m0 log(r),
the 1-form [gb0 , f(r)]ωb0,s0 = ̂gb0 (0)(f(r)ωb0,s0) is orthogonal to ω
∗
b0,s0
(which annihilates
the range of ̂gb0 (0) acting on H¯
∞,−3/2−
b ). 
By continuity in the parameter b, the pairing in (7.39) remains non-zero for b near b0:
〈[gb , t∗]ωb,s0, ω∗b,s0〉 6= 0, b near b0. (7.40)
The relationship between the (non)degeneracy of such pairings and the (non)existence of
solutions which grow linearly in time will play a major role in §9.
On the other hand, there do exist linearly growing generalized modes with less restrictive
decay conditions at infinity, as well as linearly growing generalized dual zero modes. This
includes the ‘asymptotic Lorentz boosts’ ωˆb,s1(S) below:
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Proposition 7.13. There exist continuous families
b 7→ ωˆ∗b,s0 ∈ kergb ∩ Poly1(t∗)H˙−∞,−3/2−b ,
b 7→ ωˆb,s1(S)∈ kergb ∩ Poly1(t∗)H¯∞,−5/2−b ,
b 7→ ωˆ∗b,s1(S)∈ kergb ∩ Poly1(t∗)H˙−∞,−5/2−b ,
with linear dependence on S ∈ S1, which in addition satisfy
δ∗gbωˆb,s1(S) ∈ Poly1(t∗)H¯
∞,−1/2−
b ,
Ggbδ
∗
gb
ωˆ∗b,s0, Ggbδ
∗
gb
ωˆ∗b,s1(S) ∈ Poly1(t∗)H˙−∞,−1/2−b .
(7.41)
At b = b0, ωˆb,s1(S) takes the value
ωˆb0,s1(S) = t0ωb0,s1(S) + ω˘b0,s1(S), (7.42)
ω˘b0,s1(S) = −rωb0,s1(S)− ω(1)b0,s1(S) + m0S(dt0 + dr)
+ d
(
2m0(2m0 + (m0 − r) log
(
r
m0
))
S
)
.
In r  1, our construction gives ωˆb,s1(S) = t(ωb,s1(S) +A1) − ω(1)b,s1(S) +A0− = t(dxi +
A1)− xi dt+A0− when S = r−1xi, so ωˆb,s1(S) is indeed asymptotic to a Lorentz boost.
Proof of Proposition 7.13. • Scalar type l = 0 generalized dual modes. The ansatz ωˆ∗b,s0 =
t∗ω∗b,s0 + ω˘
∗
b,s0 gives an element of kergb iff ̂gb(0)∗ω˘∗b,s0 = −[gb , t∗]ω∗b,s0; note that the
right hand side is a differentiated δ-distribution at r = rb. This equation can be solved for
ω˘∗b,s0 ∈ H˙−∞,−3/2−b since ker ̂gb(0) ∩ H¯∞,−1/2+b = 0 for b near b0 by Theorem 7.1. While
ω˘∗b,s0 is unique modulo Ω
∗ := 〈ω∗b,s0〉 ⊕ {ω∗b,s1(S) : S ∈ S1}, one can force it to be unique,
and thus automatically continuous in b, by requiring that it be orthogonal to a collection
η1, . . . , η4 ∈ C˙∞(X; s˜cT ∗X) of 1-forms which are linearly independent functionals on Ω∗.
The membership in (7.41) holds since δ∗gbωˆ
∗
b,s0 = t∗δ
∗
gb
ω∗b,s0 + [δ
∗
gb
, t∗]ω∗b,s0 + δ
∗
gb
ω˘∗b,s0, with
the first summand a linearly growing differentiated δ-distribution at r = rb, and the last
two summands lying in H˙
−∞,−1/2−
b by definition and using (3.42).
• Scalar type l = 1 generalized modes. For better readability, we put
t = tχ0 .
Let hb,s0 := δ
∗
gb
ωb,s0 and hb,s1(S) = δ∗gbωb,s1(S). Note that
hb,s0, hb,s1(S) ∈ H¯∞,1/2−b (X;S2 s˜cT ∗X); (7.43)
for hb,s1(S), this is due to fact that the normal operator of δ̂∗gb(0) (which is δ̂∗
¯
g(0)) annihilates
the leading order term d(rS) (which is the differential of a linear function on R3) of ωb,s1(S).
Fixing S ∈ S1, the ansatz
ωˆb,s1 = t(ωb,s1(S) + cbωb,s0) + ω˘b,s1, (7.44)
with cb ∈ R and ω˘b,s1 to be determined, then gives
hˆ := δ∗gbωˆb,s1 = t(hb,s1(S) + cbhb,s0) +
(
[δ∗gb , t](ωb,s1(S) + cbωb,s0) + δ
∗
gb
ω˘b,s1
)
.
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In view of (7.43) and t∗−t ∈ A−1, we therefore have ωˆb,s1 ∈ kergb , hˆ ∈ Poly1(t∗)H¯∞,−1/2−b
provided the two conditions
̂gb(0)ω˘b,s1 = −[gb , t](ωb,s1(S) + cbωb,s0), (7.45a)
[δ∗gb , t]ωb,s1(S) + δ
∗
gb
ω˘b,s1 ∈ H¯∞,−1/2−b (7.45b)
are satisfied. (Note that [δ∗gb , t] ∈ A0 maps ωb,s0 into H¯
∞,−1/2−
b , which thus automatically
has the required decay). We first arrange (7.45b) using the refined ansatz
ω˘b,s1 = (−1)ω(1)b,s1(S) + ω˘′b,s1, (7.46)
with ω˘′b,s1 ∈ H¯∞,−3/2−b to be determined; the prefactor (−1) is explained below. Note
that (7.45b) is insensitive to the choice of ω˘′b,s1. Moreover, since [δ
∗
gb
, t]ωb,s1(S), δ∗gbω
(1)
b,s1(S) ∈
H¯
∞,−3/2−
b change by elements of H¯
∞,−1/2−
b when replacing b by any other Kerr parameters
such as b = (0, 0) (formally), we conclude that (7.45b) is a condition solely involving the
leading order parts of all appearing operators and 1-forms; we thus merely need to compute
[δ∗
¯
g , t]
(
d(rS)
)
= dt⊗s d(rS),
which indeed agrees modulo ρC∞ ⊂ H¯∞,−1/2−b with δ∗gb0ω
(1)
b0,s1
(S), see (7.37). (This is not
a coincidence, but merely the fact that on Minkowski space, δ∗
¯
g(t dx
i) = δ∗
¯
g(x
i dt), which is
precisely the statement that the Lorentz boost t dxi−xi dt is Killing.) Thus, (7.45b) holds,
and (7.44) is asymptotic to a Lorentz boost.
Turning to equation (7.45a), we write it using (7.46), and expanding the commutator as
[gb , t] = [2δgbGgb , t]δ∗gb + 2δgbGgb [δ
∗
gb
, t], as
̂gb(0)ω˘′b,s1 = −cb[gb , t]ωb,s0 − [2δgbGgb , t]hb,s1(S)
− 2δgbGgb
(
[δ∗gb , t]ωb,s1(S)− δ∗gbω
(1)
b,s1(S)
) ∈ H¯∞,1/2−b ,
where we used (7.43) and (7.45b) to get the improved decay of the second and third term,
respectively. But this can be solved for ω˘′b,s1 ∈ H¯∞,−3/2−b iff the right hand side integrates to
0 against ω∗b,s0 (which spans ker ̂gb(0)∗∩H˙−∞,−1/2+b ). In view of the non-degeneracy (7.40),
this can be accomplished by a suitable choice of cb, with cb continuous in b and linear in
S ∈ S1. (In the Schwarzschild case b = b0, we have
cb0 = 0 (7.47)
since the second and third summands in this equation are of scalar type l = 1, while ω∗b0,s0
is of scalar type l = 0, and 1-forms of different pure types are orthogonal.)
Making this explicit for Schwarzschild metrics, let us work for computational simplicity
with the function t = t0 − r; we make the ansatz ωˆb0,s1 = tωb0,s1(S) − ω(1)b0,s1(S) + ω˘′b0,s1.
Thus, we seek ω˘′b0,s1 such that
̂gb0 (0)ω˘
′
b0,s1 = −[gb0 , t]ωb0,s1(S) = −2m0r2 S dt0 −
2m0(r+m0)
r2
/dS =: e.
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We can solve this in two steps: firstly, one can check that e − ̂gb0 ,1(0)(m0(dt0 + dr)S) is
exact, and indeed equals df , f = 2m0(m0−3r)
r2
S; secondly, we have
̂gb0 ,0(0)u = f, u = 2m0
(
2m0 + (m0 − r) log
(
r
m0
))
S.
Combining these calculations gives the expression in (7.42).
• Scalar type l = 1 generalized dual modes. The arguments are completely analogous,
with the role of ω
(1)
b,s1(S) now being played by ω
(1)∗
b,s1 (S). 
8. Mode stability of the Schwarzschild metric
A crucial input for the spectral theory of the linearization Lgb0 of the gauge-fixed Einstein
operator at the Schwarzschild metric, defined in equation (4.2), is the mode analysis for the
linearization of the Einstein equation itself. We carefully follow the arguments of Kodama–
Ishibashi [KI03] (which in turn build on [KIS00, KS84]) in the form presented in [Hin18a,
§5]. In particular, we will highlight the places where decay assumptions at infinity are
used, and what asymptotics one obtains for the gauge potentials, i.e. the 1-forms whose
symmetric gradients produce a given pure gauge perturbation.
Throughout this section, we take m = m0 and
g = g(m,0), t∗ = tm,∗.
We work in the setting of §5.2, equipping M◦ with the Schwarzschild metric g = g(m,0),
written as g = ĝ − r2/g. Thus, the aspherical part X̂ in (5.4) carries the Lorentzian metric
ĝ = µdt20− 2dt0 dr; in static coordinates on Rt × (2m,∞)r, this means ĝ = µdt2− µ−1 dr2.
We shall moreover phrase the outgoing condition on modes from the conjugated perspective,
cf. Remark 4.5.
Theorem 8.1. Let σ ∈ C, Imσ ≥ 0, and suppose g˙ is an outgoing mode solution of the
linearized Einstein equation
DgRic(g˙) = 0. (8.1)
Then there exist parameters m˙ ∈ R, a˙ ∈ R3, and an outgoing 1-form ω on M , such that
g˙ − g˙(m,0)(m˙, a˙) = δ∗gω. (8.2)
More precisely:
(1) If σ 6= 0, suppose that g˙ = eiσt∗ g˙0 with g˙0 ∈ H¯∞,`b (X;S2 s˜cT ∗X) for some ` ∈ R.
Then (8.2) holds with (m˙, a˙) = (0, 0) and ω = eiσt∗ω0, with ω0 ∈ H¯∞,`
′
b (X;
s˜cT ∗X)
for some `′ ∈ R.
(2) If σ = 0, and g˙ ∈ H¯∞,`b (X;S2 s˜cT ∗X), ` ∈ (−32 ,−12), is a stationary perturbation,
we consider each part in the spherical harmonic decomposition of g˙—which is of
one of the types in (5.8)—separately:
(a) If g˙ is a scalar perturbation with l ≥ 1 or a vector perturbation with l ≥ 2, then
g˙ = δ∗gω,
where ω ∈ H¯∞,`−1b (X; s˜cT ∗X) is a 1-form of the same type as g˙;
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(b) if g˙ is a scalar perturbation with l = 0, i.e. spherically symmetric, then
g˙ − g˙(m,0)(m˙, 0) = δ∗gω,
where ω ∈ H¯∞,`−1b is a spherically symmetric 1-form;
(c) if g˙ is a vector perturbation with l = 1, then
g˙ − g˙(m,0)(0, a˙) = δ∗gω,
where ω ∈ H¯∞,`−1b is a vector type l = 1 1-form.
The zero energy scalar l = 0 and l = 1 statements can be strengthened as follows:
(d) If g˙ is a stationary scalar l = 1 perturbation with merely g˙ ∈ H¯∞,`b for some ` < −12 ,
` /∈ −12 − N, then g˙ is pure gauge,
g˙ = δ∗gω
with ω ∈ H¯∞,`−1b (X; s˜cT ∗X) of scalar type l = 1.
(e) if g˙ ∈ Poly(t∗)kH¯∞,`b (X;S2 s˜cT ∗X) is of scalar type l = 0 and satisfies DgRic(g˙) =
0, then there exists m˙ ∈ R such that
g˙ = g˙(m,0)(m˙, 0) + δ
∗
gω,
where ω ∈ Poly(t∗)k+1H¯∞,`
′
b (X;
s˜cT ∗X) (for some `′ ∈ R) is of scalar type l = 0.
Remark 8.2. In parts (2b) and (2c), we can replace g˙(m,0) by g˙
0
(m,0) upon changing ω by
an element of H¯
∞,−3/2−
b (X;
s˜cT ∗X); likewise in part (e). Indeed, this follows from (3.21b),
which gives V (b˙)[ ∈ A0− ⊂ H¯∞,−3/2−b .
We list a number of explicit expressions needed for the proof. Recall from [GL91] that
DgRic =
1
2g − δ∗gδgGg +Rg, (Rg g˙)µν = (Rg)κµνλg˙κλ,
where the expression for Rg simplifies when g is the Schwarzschild metric, since Ric(g) = 0.
We adorn operators on (X̂, ĝ) with hats. For the calculations below, we recall from [Hin18a,
§5.1] that in the splittings (5.5) and (5.6), and writing $ := d̂r and ̂ := ĝ, we have
g = ̂− r−2 /∆ + diag
[−2r−1∇̂$ + 4r−2$ ⊗s ι$, 4r−2$ ⊗s ι$ + (−r−1̂r + r−2|$|2)
2r−1∇̂$ − 2r−1̂r
]
+
 0 4r−3$ ⊗s /δ 2r−4($ ⊗$) /tr−2r−1/dι$ 0 2r−3$ ⊗ /δ
2/gι$ι$ −4r−1/δ∗ι$ 0
 ,
δ∗g =
 δ̂∗ 01
2
/d 12r
2d̂r−2
−r/gι$ /δ∗
 , δgGg = (r−2δ̂r2 + 12 d̂t̂r −r−2/δ −12r−2d̂ /tr1
2
/dt̂r r−2δ̂r2 −r−2/δ − 12r−2/d /tr
)
,
2Rg =
2µ′′Gĝ + 2r−1µ′ 0 r−3µ′ĝ /tr0 12µ′′ĝ + r−2(µ− 1) + 3r−1µ′ 0
rµ′/gt̂r 0 4r−2(µ− 1)G/g + 2r−1µ′
 .
(8.3)
On the static part Rt × (2m,∞)r of X̂, we furthermore split
T ∗X̂ = 〈d̂t〉 ⊕ 〈d̂r〉, S2T ∗X̂ = 〈d̂t2〉 ⊕ 〈2d̂t d̂r〉 ⊕ 〈d̂r2〉. (8.4)
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In the first splitting, $ = (0, 1). On functions,
d̂ =
(
∂t
∂r
)
, ̂ = −µ−1∂2t + ∂rµ∂r,
while on 1-forms, ι$ = (0,−µ) and
δ̂ = (−µ−1∂t, ∂rµ), δ̂∗ =
 ∂t −12µµ′1
2µ∂rµ
−1 1
2∂t
0 µ−1/2∂rµ1/2
 .
On symmetric 2-tensors, ∇̂$ = diag(−µ2∂rµ−1,−µ∂r,−∂rµ) and
δ̂ =
(−µ−1∂t ∂rµ 0
1
2µ
′µ−2 −µ−1∂t µ−1/2∂rµ3/2
)
, ι$ =
(
0 −µ 0
0 0 −µ
)
,
̂ = −µ−1∂2t + µ∂2r +

−µ′∂r + µ′22µ − µ′′ 2µ′∂t −12µµ′2
µ′
µ2
∂t µ
′∂r − µ′2µ µ′∂t
− µ′2
2µ3
2µ′
µ2
∂t 3µ
′∂r + µ
′2
2µ + µ
′′
 .
Below, we shall write f˜ ∈ C∞(X̂;S2T ∗X̂), f ∈ C∞(X̂;T ∗X̂), HL, HT ∈ C∞(X̂), and
T ∈ C∞(X̂;T ∗X̂), L ∈ C∞(X̂).
8.1. Scalar type perturbations. We discuss l ≥ 2, l = 1, and l = 0 modes separately.
We denote by S ∈ Sl a spherical harmonic with eigenvalue k2, where k =
√
l(l + 1). We
also introduce a rescaled version of the trace-free part of the Hessian:
/Hk = k
−2/δ∗0/d (l 6= 0).
8.1.1. Modes with l ≥ 2. Consider a metric perturbation of the form
g˙ =
 f˜S− rkf ⊗ /dS
2r2(HLS/g +HT /HkS)
 . (8.5)
Pure gauge solutions of the same type take the form
δg˙ = δ∗gω =
 (2δ̂∗T )S− rk (−krT + rd̂r−1L)⊗ /dS
2r2
[
(−r−1ι$T + k2rL)S/g − krL /HkS
]
 , ω = ( 2TS−2rk L/dS
)
; (8.6)
upon adding this to g˙, the quantities f˜ etc. change by
δf˜ = 2δ̂∗T, δf = −krT + rd̂r−1L, δHL = −r−1ι$T + k2rL, δHT = −krL. (8.7)
Defining the 1-form X := rk
(
f + rk d̂HT
)
, which satisfies δX = −T , the quantities
F˜ := f˜ + 2δ̂∗X, J := HL + 12HT − r−1ι$X (8.8)
are therefore gauge-invariant: δF˜ = δJ = 0. Conversely, if F˜ = J = 0, then g˙ is a pure
gauge solution:
δ∗gω = g˙, ω =
(−2X, 2r2
k2
HT /dS
)
. (8.9)
If g˙ is an outgoing mode solution with frequency σ 6= 0, then so is ω, with an extra factor of
r2 relative to g˙. When σ = 0 on the other hand, then HT is stationary; on time-independent
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functions, rd̂ in the definition of X acts as an unweighted b-operator, and therefore ω grows
at most by a factor of r more than g˙ in this case.
As explained after [Hin18a, Equation (5.27)], we can express the linearized Einstein
equation in terms of F˜ , J (by formally replacing f˜ , f,HL, HT by F˜ , 0, J, 0). Expressing the
scalar type symmetric 2-tensor equation 2DgRic(g˙) = 0 analogously to (8.5) in terms of
quantities f˜E , fE , HET , H
E
L , one obtains
f˜E = (̂− 2δ̂∗δ̂ − δ̂∗d̂t̂r)F˜ + 2r−1(2δ̂∗ι$F˜ − ∇̂$F˜ )
+ 4δ̂∗d̂J + 8r−1$ ⊗s d̂J + (µ′′ − k2r−2)F˜ − µ′′ĝt̂rF˜ = 0,
(8.10a)
− rkfE = −δ̂F˜ + 2d̂J − rd̂r−1t̂rF˜ = 0, (8.10b)
2r2HEL = ̂(2r2J) + 2rι$ δ̂F˜ − 2ι$ι$F˜ + rι$d̂t̂rF˜ + (rµ′ + k
2
2 )t̂rF˜ − 2k2J = 0, (8.10c)
2r2HET = −k2t̂rF˜ = 0. (8.10d)
Using (8.10d) and k2 6= 0, we can eliminate all occurrences of t̂rF˜ . Plugging d̂J = 12 δ̂F˜
from (8.10b) into (8.10a), one obtains a wave equation for F˜ which is (via subprincipal
terms) coupled to the wave equation for J resulting from (8.10c); i.e. we obtain a principally
scalar system of wave equations for (F˜ , J). When g˙ and thus (F˜ , J) are smooth modes,
then this wave equation becomes an ODE on the 1-dimensional space t−1∗ (0) with a regular-
singular point at r = 2m; the vanishing of (F˜ , J) in r > 2m thus implies its vanishing in
r ≤ 2m as well.
The goal is thus to prove (F˜ , J) = 0 in r > 2m; there, we can use the static coordinates
(t, r). By the linearization of the second Bianchi identity, δgGg(DgRic(g˙)) ≡ 0 (for any g˙),
the above equations are not independent: putting
E˜ := Gĝf˜
E + 2HEL ĝ,
we have
2r−2δ̂(r2E˜) + d̂(t̂rf˜E) + 2kr f
E = 0, t̂rf˜E − ( 2kr−2δ̂(r3fE) + 2(k2−2)k2 HET ) = 0.
In particular, the vanishing of fE and HET implies that of t̂rf˜
E and δ̂(r2E˜), and in this case,
f˜E and HEL are the trace-free, resp. pure trace part of E˜. By the calculations after (8.4),
the dr-component of δ̂(r2E˜) = 0 reads
µ′
2µ2
E˜tt − r2µ−1∂tE˜tr + µ−1/2∂r(r2µ3/2E˜rr) = 0,
so in view of µ′ 6= 0, the vanishing of E˜tr, E˜rr implies E˜tt = 0. We have thus reduced the
linearized Einstein equations to the system
(fE , HET , E˜tr, E˜rr) = 0,
with HET = 0 simply giving t̂rF˜ = 0. Let us combine F˜ (trace-free) and J by writing
F˜ + 2Jĝ =
 µX−µ−1Z
−µ−1Y
 (8.11)
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in the splitting (8.4); we have δ̂(F˜ + 2Jĝ) = 0 by (8.10b) and 4J = t̂r(F˜ + 2Jĝ) = X + Y .
The equations for fE , E˜tr, and µE˜rr =
1
2(µ
−1f˜Ett + µf˜Err)− 2HEL then read
∂tX + ∂rZ = 0, −∂rY + µ−2∂tZ + µ′2µ(X − Y ) = 0, (8.12a)
∂t∂rX − µ′2µ∂tX + ∂t∂rY +
(
2r−1 − µ′2µ
)
∂tY +
k2
r2µ
Z = 0, (8.12b)
µ−1∂2tX − µ
′
2 ∂rX + µ
−1∂2t Y −
(µ′
2 +
2µ
r
)
∂rY +
k2−2
r2
Y + 4rµ∂tZ = 0. (8.12c)
We first discuss the case that g˙ is a mode with σ 6= 0. We now have ∂tX = −iσX etc.,
so writing X ′ = ∂rX etc., the equations (8.12a)–(8.12b) becomeX ′Y ′
Z′
iσ
 = T
XY
Z
iσ
 , T =
 0
µ′
µ − 2r k
2
r2µ
− σ2
µ2
µ′
2µ − µ
′
2µ
σ2
µ2
1 0 0
 ,
while (8.12c) gives the linear constraint
γ
XY
Z
iσ
 = 0, γ = (−σ2
µ
− µ
′2
4µ
− µ
′
r
, −σ
2
µ
+
k2 − 2
r2
− µ
′2
4µ
+
2µ′
r
,
2σ2
rµ
− k
2µ′
2r2µ
)
. (8.13)
Thus, a generic linear combination Φ of X,Y, Ziσ satisfies a second order ODE; choosing Φ
carefully, one can make this ODE be of Schro¨dinger type
(µ∂r)
2Φ− (V − σ2)Φ = 0. (8.14)
Concretely, this holds if we let
m := k2 − 2, x := 2m
r
, H := m+ 3x,
Φ :=
2Z
iσ − r(X + Y )
H
, V =
µ
r2H2
(
9x3 + 9mx2 + 3m2x+m2(m+ 2)
)
. (8.15)
Conversely, one can recover X,Y, Ziσ from Φ by means of
X =
(
σ2r
µ − PX02rH2
)
Φ + PX12H Φ
′, Y =
(−σ2rµ − PY 02rH2 )Φ + PY 12H Φ′, Ziσ = PZ2HΦ− rµΦ′, (8.16)
where
PX0 = 27x
3 + 24mx2 + 3m(3m+ 2)x+ 2m2(m+ 2), PX1 = 9x
2 + (5m− 6)x− 4m,
PY 0 = 9x
3 + 6mx2 + 3m(m+ 2)x, PY 1 = 3x
2 − (m+ 6)x,
PZ = 3x
2 + 3mx− 2m.
It thus remains to show that Φ ≡ 0. Now m,x,H > 0 are bounded away from 0 in
[2m,∞)r, hence V > 0 is of size O(µ) near r = 2m, and of size O(r−2) as r →∞; passing
to the Regge–Wheeler coordinate r∗ =
∫
µ−1 dr = r+2m log(r−2m), this means exponential
decay as r∗ → −∞ and O(r−2∗ ) decay as r∗ → +∞.
Note then that F˜ and J , as a 2-tensor, resp. function on X̂ (which extends across r = 2m)
are smooth. Thus, the contribution of J = (X +Y )/4 to Φ is smooth at the event horizon.
Similarly, recall that in static coordinates, the vector fields
∂t, ∂r + µ
−1∂t (8.17)
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are smooth across the event horizon, hence Z = −µF˜tr = −µF˜ (∂t, ∂r + µ−1∂t) + F˜tt is
smooth as well. Thus, Φ(t∗, r) = e−iσt∗C∞([2m,∞)); writing this as
Φ(t, r) = e−iσtΨ(r), Ψ(r) ∈ e−iσr∗C∞([2m,∞)),
we see that Ψ decays exponentially as r∗ → −∞ when Imσ > 0.
Consider first the case that Imσ > 0. The outgoing condition on g˙ implies the rapid
vanishing of g˙, hence of (F˜ , J), thus of (X,Y, Z/iσ) and finally of Ψ as r →∞ (for constant
t). Switching to the tortoise coordinate r∗ in (8.14), i.e. (D2r∗ + V − σ2)Ψ = 0, we can
integrate against Ψ¯ in L2(Rr∗ ; dr∗) and integrate by parts, obtaining
0 = ‖V 1/2Ψ‖2 − σ2‖Ψ‖2 + ‖Dr∗Ψ‖2.
When σ /∈ i(0,∞), taking the imaginary part gives Ψ = 0, while for σ ∈ i(0,∞), this is a
sum of squares, hence again Ψ = 0; in both cases, we deduce Φ = 0.
When σ ∈ R, σ 6= 0, note that Ψ = Ψ(r) inherits the radiation condition from g˙. Since it
satisfies the ODE (8.14), this excludes the ‘incoming’ asymptotics e−iσr∗ as r∗ →∞ and thus
forces Ψ = eiσr∗(Ψ+ +A1−), Ψ+ ∈ C; here, A` denotes the space of functions on R which
are conormal at ∞ relative to r−`L∞, i.e. remain in this space upon application of (r∂r)j ,
j ∈ N0. A standard boundary pairing, or in the present ODE setting Wronskian, argument
then implies that limr∗→±∞ e∓iσr∗Ψ = 0 (the upper sign corresponding to Ψ+ = 0), which
then implies Ψ ≡ 0, finishing the argument in the case σ 6= 0.
Next, we describe the modifications for the case σ = 0. Now, g˙ and thus F˜ , J and X,Y, Z
are stationary, but Z/iσ is no longer well-defined; hence we first rewrite the treatment of
the case σ 6= 0: using (8.13), we can express Z/iσ as a linear combination of X,Y . Plugging
the resulting expression into (8.15) and making the σ-dependence explicit, we get
Φ(σ) = CX(σ)X + CY (σ)Y,
CX/Y (σ) =
PX/Y
3H˜(σ)
, H˜(σ) = (k2µ′ − 4rσ2)H,
PX = (9x− 3(6 +m))x, PY = −3(9x+ 5m− 6)x+ 12m.
(8.18)
But this means that Φ(σ) exists down to σ = 0 (note that µ′ 6= 0 in r > 2m); we thus
define the master variable at zero frequency to be Φ := Φ(0). One can then check that the
linearized Einstein equations (8.12a)–(8.12c) imply the master equation
(µ∂r)
2Φ− V Φ = 0, (8.19)
with V as before. Using the expressions (8.16) with σ = 0, one can recover X,Y from Φ.
Since g˙ ∈ H¯∞,`b ⊂ A`+3/2, we also have X,Y ∈ A`+3/2. Now H ∈ m+ ρC∞([2m,∞]) and
thus H˜(0) ∈ −2k2mm/r2 + ρ3C∞, while PX , PY ∈ C∞; therefore, CX(0), CY (0) ∈ ρ−2C∞,
implying that Φ ∈ A`−1/2 ⊂ A−2+ a priori. Consider now the asymptotic behavior of
solutions of (8.19): note that
V (r) =
1
r2m2
m2(m+ 2) + ρ3C∞ = k
2
r2
+ ρ3C∞,
hence V = k
2
r2∗
+ A3− as a function of r∗. Thus, the leading order part (as a weighted b-
differential operator on [0, 1)x, x = r
−1∗ ) of (µ∂r)2 − V is r−2∗ (r2∗∂2r∗ − k2), which has kernel
r
λ±∗ , λ± = 12(1 ±
√
4k2 + 1). Since k2 ≥ 6, we have λ+ ≥ 3; since therefore Φ = o(rλ+),
the leading order term of Φ at infinity must be r
λ−∗ = O(r−2). This suffices to justify
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pairing (8.19) against Φ (on t = 0) and integrating by parts, giving Φ ≡ 0 since V ≥ 0.
Thus, X = Y = 0 in r > 2m; by (8.12b), we then also have Z = 0, hence (F˜ , J) = 0,
proving that g˙ is pure gauge.
8.1.2. Modes with l = 1. We now have k2 = l(l + 1) = 2. We shall again show that an
outgoing mode solution g˙ is pure gauge, with the gauge potential an outgoing mode as well.
Consider a general metric perturbation g˙ satisfying the linearized Einstein equation (8.1)
and of the form
g˙ =
 f˜S− rkf ⊗ /dS
2r2HLS/g
 (8.20)
with S ∈ S1. While HT is no longer defined in this situation, we use the expressions from
the l ≥ 2 discussion with HT set to 0, thus
X := rkf, F˜ := f˜ + 2δ̂
∗X, J := HL − r−1ι$X. (8.21)
Pure gauge solutions δg˙ = δ∗gω, ω = (2TS,−2rk L/dS), as in (8.6) change f˜ , f,HL as in (8.7),
and therefore δX = −T + r2k d̂r−1L. Let us first choose L = 0, T = X, and replace g˙ by
g˙ + δ∗gω, ω = (2XS, 0), (8.22)
which for σ = 0 lies in the same weighted space as g˙ itself, and for σ 6= 0 is still outgoing;
note though that ω has an extra factor of r relative to g˙. This replacement implements the
partial gauge X = 0 (thus f = 0), in which we shall work from now on. The remaining
gauge freedom is the following: given any aspherical function L, we can add
δ∗gω, ω =
(
2T (L)S,−2rk L/dS
)
, T (L) := r
2
k d̂r
−1L, (8.23)
which ensures that δX = 0. The change in the quantities F˜ and J upon addition of such a
pure gauge term is
δF˜ = 2k δ̂
∗r2d̂r−1L, δJ = k2rL− rk ι$d̂r−1L. (8.24)
In the gauge X = 0 and for any fixed choice of L, we have (F˜ , J) = (f˜ , HL) as before,
and the linearized Einstein equation is again given by the system (8.10a)–(8.10c) (with the
equation (8.10d) for HET absent since we are considering scalar l = 1 modes). Moreover,
if F˜ = J = 0, we have f˜ = HL = 0 (and f = 0), hence g˙ ≡ 0, which means our original
perturbation g˙ is pure gauge,
g˙ = δ∗gω(L), ω(L) =
(
2T (L)S,−2rk L/dS
)
. (8.25)
We shall choose L so as to simplify the structure of the linearized Einstein equations
further. Namely, let us define HET := − k
2
2r2
t̂rF˜ , cf. (8.10d), and note that by (8.24),
δHET = kr
−2δ̂r2d̂r−1L = kg(r−1L).
We shall demonstrate how to arrange HET + δH
E
T = 0 by choosing L appropriately.
Let us first consider non-stationary mode solutions, Imσ ≥ 0, σ 6= 0. In this case, ω
in (8.23) is an outgoing mode, and
g(r−1L) = −k−1HET = k2r2 t̂rF˜ (8.26)
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has a spherically symmetric and outgoing mode solution r−1L, since the right hand side
is outgoing and ̂g(σ) is invertible on the relevant function spaces by Theorem 6.1. The
linearized Einstein equation for g˙′ := g˙ + δ∗gω(L) now takes the form (8.12a)–(8.12c), with
F˜ , J and X,Y, Z defined relative to g˙′; one can then follow the arguments of the previous
section to deduce that the quantities F˜ , J vanish, and therefore g˙′ ≡ 0 (since g˙′ is in the
gauge X = 0), so g˙ = −δ∗gω(L) is pure gauge.
Next, we consider stationary mode solutions, σ = 0, with g˙ ∈ H¯∞,`b , where we only assume
` < −12 (as in part (d) of Theorem 8.1). Since δ̂∗ acts on the stationary X ∈ H¯∞,`−1b as
an element of ρDiff1b, we have δ̂
∗X ∈ H¯∞,`b ; f˜ lies in the same space. The right hand side
of (8.26) thus lies in H¯∞,`+2b . Since ̂g(0) : H¯
∞,`
b → H¯∞,`+2b is surjective for any ` < −12 ,
` /∈ −12 − N, we can solve (8.26) with r−1L ∈ H¯∞,`b , so L ∈ H¯∞,`−1b ; moreover, L is
spherically symmetric since F˜ is. Therefore, ω(L) ∈ H¯∞,`−1b . Letting
g˙′ = g˙ + δ∗gω(L), (8.27)
the quantities F˜ and J for g˙′ change, relative to those for g˙, by terms in H¯∞,`b in view
of (8.24), hence g˙′ ∈ H¯∞,`b lies in the same weighted space as g˙; and we now have t̂rF˜ = 0.
We will apply a modification of the arguments of the scalar l ≥ 2, σ = 0 discussion
in §8.1.1 to g˙′. We still have X,Y ∈ H¯∞,`b , but the quantities in (8.18) (at σ = 0) are now
PX = 9x(x−2), PY = −9x(3x−2) (which have r−1 more decay at infinity than in the case
` ≥ 2) and H˜ = 24m2r−3 (likewise), hence
CX =
r(m−r)
2m , CY =
r(r−3m)
2m , V = 2mr
−3(1− 2mr );
the master quantity Φ is thus
Φ = CXX + CY Y = CX(X + Y ) + (CY − CX)Y = CX(X + Y ) + r2m µY ∈ H¯∞,`−2b .
As discussed around (8.17), X + Y = 4J is smooth at r = 2m, and so is µY = −µ2(F˜rr +
2Jgˆrr), hence so is Φ. The ODE (8.19) has two linearly independent solutions
Φ1 = r, Φ2 =
r
2m log(1− 2mr ),
in r > 2m. The smoothness of Φ at r = 2m implies that Φ = cΦ1, c ∈ R. By (8.16) with
σ = 0 and k2 = 2, this implies X = −c, Y = −c, hence Z = 0 by (8.12b), and therefore
F˜ = 0 and J = −12c in (8.11). But since J ∈ H¯∞,`b , we must have c = 0 if ` > −32 , hence
Φ = 0 and X = Y = 0, and we are done. If on the other hand ` < −32 , then c may be
non-zero; but by (8.21), and since X = 0, the metric perturbation then equals
g˙ = −cr2S/g = δ∗gω, ω =
(
0
−2cr2
k2
/dS
)
by (8.6) (or (8.24) with L = c rk , T = T (L) = 0), hence is pure gauge with gauge potential
ω ∈ ρ−1C∞ ⊂ H¯∞,`−1b , as desired.
8.1.3. Spherically symmetric modes (l = 0). We follow the linearization of the argument
in [SW10] as in [HV18b, §7.2] and [Hin18a, §5.5]. Thus, we work with the coordinates
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(t0, r) in which g = µdt
2
0 − 2dt0 dr − r2/g. Rather than using the form (5.8) of spherically
symmetric (scalar type l = 0) metric perturbations, we write g˙ in the form
g˙ = µ˙ dt20 − 2X˙ dt0 dr + Z˙ dr2 − 2r2Y˙ /g,
with coefficients which are smooth functions of (t0, r) in 0 < r < ∞. To describe pure
gauge perturbations, we calculate that as a map between sections of 〈∂t0〉⊕〈∂r〉 and 〈dt20〉⊕
〈2 dt0 dr〉 ⊕ 〈dr2〉 ⊕ 〈/g〉, so in particular g˙ = (µ˙,−X˙, Z˙,−2r2Y˙ ), we have
L(−)g =

2µ∂t0 −2∂t0 + µ′
µ∂r − ∂t0 −∂r
−2∂r 0
0 −2r
 .
Therefore, putting
Z1 :=
1
2
∫ r
3m
Z˙ dr, ω := Z1∂t0 − rY˙ ∂r =
(
Z1
−rY˙
)
, (8.28)
we have
δg˙ := Lωg =

2µ∂t0Z1 + 2r∂t0 Y˙ − rµ′Y˙
1
2µZ˙ − ∂t0Z1 + ∂r(rY˙ )
−Z˙
2r2Y˙
 .
Consider the case that g˙ is a mode. If σ = 0, so g˙ ∈ H¯∞,`b and ω are stationary, then
Z1, ω ∈ H¯∞,`−1b , δg˙ ∈ H¯∞,`b .
When σ 6= 0, we integrate in (8.28) along level sets of t∗, thus ω, δg˙ are outgoing modes as
well. If g˙ ∈ Poly(t∗)kH¯∞,`b is a generalized zero mode as in part (e) of Theorem 8.1, then in-
tegration gives ω ∈ Poly(t∗)kH¯∞,`
′
b for some `
′ ≤ `−1, and therefore δg˙ ∈ Poly(t∗)kH¯∞,`
′−1
b .
Replacing g˙ by g˙ + δg˙, we have reduced to the case
g˙ = µ˙ dt20 − 2X˙ dt0 dr,
without increasing the highest power of t∗ in the generalized zero mode setting.
Next, the Einstein equation Ric(gˇ) = 0 for metrics gˇ = µˇ dt20−2Xˇ dt0 dr− r2/g, with µˇ, Xˇ
functions of (t0, r), has dr
2-component ∂rXˇ/(2rXˇ) = 0, thus implies ∂rXˇ = 0 when Xˇ 6= 0.
For gˇ = g, we have Xˇ = 1; the linearized Einstein equation for g˙ thus implies ∂rX˙ = 0, so
X˙ = X˜(t0) (8.29)
for some function X˜; since X˙ is a mode, we have X˜(t0) = X˜(0)e
−iσt0 . Thus, for σ 6= 0, X˙
violates the outgoing condition unless X˜ = 0; for σ = 0, the membership g˙ ∈ H¯∞,`b ⊂ A`+3/2
(so g˙ = o(1), thus X˙ = o(1)) likewise forces X˙ ≡ 0. Therefore, when g˙ is a mode, we have
g˙ = µ˙ dt20. (8.30)
The spherical component of the linearized Einstein equation then reads −∂r(rµ˙) = 0,
therefore µ˙ = −2m˙r , where m˙ = m˙(t0) is a constant of integration. The dt20 component of
the linearized Einstein equation however implies ∂t0m˙(t0) = 0, so m˙ is in fact constant. This
shows that g˙ in (8.30) is necessarily stationary (in particular, if g˙ is a mode solution with
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non-zero frequency, it must vanish), and in fact equal to the metric perturbation arising by
an infinitesimal change of the Schwarzschild mass: g˙ = g˙0(m,0)(m˙, 0).
In the generalized zero mode case, we can only conclude X˙ ∈ Poly(t0)k from (8.29);
however, we cannot conclude that X˙ = 0 since X˙ does not necessarily decay at infinity.
Instead, write X˙ = ∂t0f with f = f(t0) ∈ Poly(t0)k+1; note that this has an extra power
of t0. Then
δg˙ := L2f∂t0g = (4µX˙, −2X˙, 0, 0),
and therefore g˙ + δg˙ is now of the form (8.30), hence a linearized Schwarzschild metric as
before.
8.2. Vector type perturbations. We discuss l ≥ 2 and l = 1 modes separately. We
denote by V ∈ Vl (in particular /δV = 0) a spherical harmonic 1-form with eigenvalue k2,
k = (l(l + 1)− 1)1/2.
8.2.1. Modes with l ≥ 2. Here, k2 ≥ 5. To study metric perturbations of the form
g˙ =
 0rf ⊗ V
− 2kr2HT /δ∗V
 , (8.31)
we first compute the form of pure gauge solutions of the same type, to wit
δg˙ = δ∗gω =
 0r2d̂r−1L⊗ V
2rL/δ∗V
 , ω = ( 0
2rLV
)
.
The change in the parameters f,HT of g˙ upon adding δg˙ is thus
δf = rd̂r−1L, δHT = −krL,
which implies that the quantity
J := f + rk d̂HT
is gauge-invariant. If J = 0, then g˙ is a mode solution; indeed,
g˙ = δ∗g
(
0,−2r2k HTV
)
.
The gauge potential here has an extra factor of r relative to g˙.
Expressing the vector type tensor DgRic(g˙) similarly to (8.31) in terms of f
E (aspherical
1-form) and HET (aspherical function), the linearized second Bianchi identity gives
r−2δ̂r3fE + k
2−1
k H
E
T = 0.
Thus, fE = 0 automatically gives HET = 0. The linearized Einstein equation for g˙ is
thus equivalent to fE = 0; using the calculations starting with (8.3), see also [Hin18a,
Equation (5.73)], this takes the form
r−2δ̂r4d̂r−1J − (k2 − 1)r−1J = 0. (8.32)
Now, on an orientable, signature (p, q) pseudo-Riemannian manifold of dimension n = p+q,
one has ?2 = (−1)k(n−k)+q and δ = (−1)k(n−k+1)+q?d? on k-forms. Therefore, (8.32) implies
?̂rJ = d̂(rΦ), Φ := 1
k2−1r
3δ̂r−1?̂J.
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Applying rδ̂r−2 = r?̂d̂ ?̂r−2 from the left, we obtain the equation k
2−1
r2
Φ = rδ̂r−2d̂rΦ, so
(̂− V )Φ = 0, V = r−2
(
k2 + 1− 6m
r
)
. (8.33)
In static coordinates (t, r), this reads
(D2t − (µDr)2 − µV )Φ = 0. (8.34)
Note that V > 0 in r > 2m, and its asymptotic behavior is V = (k2 + 1)r−2 + O(r−3).
To show that g˙ is pure gauge, it suffices to show that Φ must vanish. In Imσ > 0, this
follows from the positivity of V and an integration by parts argument as in §8.1.1; note
that Φ is outgoing at r = 2m and rapidly decaying as r →∞. When σ ∈ R is non-zero, Φ
is outgoing on the real line Rr∗ , as follows from its definition; therefore, a boundary pairing
or Wronskian argument implies the vanishing of Φ in this case as well.
For σ = 0 finally, note that J ∈ H¯∞,`b , therefore Φ ∈ H¯∞,`−1b , in particular Φ = o(r).
In view of (8.33), the asymptotic behavior of Φ as r → ∞ is governed by the indicial
roots of r2∂2r − (k2 + 1), which are λ± = 12(1 ±
√
4k2 + 5); using k2 ≥ 5, the solution
rλ+ corresponding to λ+ ≥ 3 is excluded, hence Φ = O(rλ−) = O(r−2). Thus, one can
pair (8.34) with Φ and integrate by parts, obtaining again Φ = 0.
8.2.2. Modes with l = 1. Finally, we consider a metric perturbation g˙ = (0, rf ⊗V, 0) with
V ∈ V1. Pure gauge solutions of the same type are
δg˙ = δ∗gω =
 0r2d̂r−1L⊗ V
0
 , ω = ( 0
2rLV
)
,
and adding them to g˙ changes f by δf = rd̂r−1L. Therefore, the quantity d̂(r−1f) is
gauge-invariant; note that this is a (top degree) differential 2-form on X̂.
If d̂(r−1f) vanishes, then g˙ is pure gauge: indeed, since X̂ is contractible, we can write
r−1f = d̂(r−1L), and then
g˙ = δ∗gω, ω = (0, 2rLV). (8.35)
Let us determine the size of L: in the splitting T ∗X̂ = 〈dt∗〉 ⊕ 〈dr〉, and using the basis
dt∗ ∧ dr for 2-forms, the exterior differential d̂ acting on modes of frequency σ, that is, the
operator d̂(σ) := eiσt∗ d̂e−iσt∗ , is given by
d̂(σ) =
(−iσ
∂r
)
on functions, d̂(σ) = (−∂r, −iσ) on 1-forms.
If σ 6= 0, write L = e−iσt∗L′, f = e−iσt∗f ′. Then d̂(r−1f) = 0 is equivalent to ∂r(r−1f ′t∗) +
iσr−1f ′r = 0. Thus, for L′ =
i
σf
′
t∗ , we have d̂(σ)(r
−1L′) = r−1f ′; hence, we can take
L = iσft∗ , which is outgoing, in (8.35). In the stationary case σ = 0, we have ∂r(r
−1ft∗) = 0,
so ft∗ = cr, c ∈ C; since f ∈ H¯∞,`b is o(1) as r → ∞, we must have c = 0, so ft∗ ≡ 0.
Therefore, we have
r−1f = r−1fr dr = d̂(r−1L), L := r
∫ r
∞
r−1fr dr,
with L ∈ H¯∞,`−1b , thus also ω ∈ H¯∞,`−1b in (8.35).
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Returning to the study of g˙, the linearized Einstein equation is equivalent to the single
equation r−2δ̂r4d̂r−1f = 0 for f , thus
d̂(?̂r4d̂r−1f) = 0,
i.e. the function ?̂r4d̂r−1f is constant. Now, differentiating the Kerr family in the angular
momentum parameter, we recall from (3.20) that
g˙0(m,0)(0,a) = 2rfm ⊗s V, fm = 2mr−2 dt0 + r−1 dr, V = sin2 θ dϕ = (∂ϕ)[.
In particular, ?̂r4d̂r−1fm = 6m; this equality is independent of the particular presentation of
the Kerr family since d̂r−1f is gauge-independent. Therefore, replacing g˙ by g˙− g˙(m,0)(0, a˙)
for a suitable linearized angular momentum a˙ ∈ R, we may assume that ?̂r4d̂r−1f ≡ 0,
hence d̂r−1f = 0, so g˙ is pure gauge.
This finishes the proof of Theorem 8.1.
9. Modes of the unmodified linearized gauge-fixed Einstein operator
We now combine the results of the previous sections to study the linearized unmodified
gauge-fixed Einstein operator
Lg = 2(DgRic + δ
∗
gδgGg)
from (4.2) on the Schwarzschild spacetime g = gb0 . In §9.1, we prove the absence of non-zero
modes of this operator in the closed upper half plane Imσ ≥ 0, and compute the space of
zero modes. In §9.2, we find all generalized zero modes on Schwarzschild spacetimes which
grow at most linearly in t∗; these include asymptotic Lorentz boosts. We briefly discuss
(at least) quadratically growing generalized modes of Lgb0 in §9.3; they do exist, but do
not satisfy the linearized Einstein equation. We will eliminate such pathological modes by
means of constraint damping in §10.
In §§9.1–9.2, we will at the same time construct spaces of zero modes and linearly growing
zero modes of Lgb , where b = (m,a) denotes Kerr black hole parameters close to b0, which
have the same dimension as the corresponding spaces for Lgb0 . However, we stress that,
prior to controlling the resolvent of Lgb0 on a Schwarzschild spacetime in a neighborhood of
σ = 0 in a suitably non-degenerate manner, cf. the toy model at the end of §1.1.3, we cannot
even prove the absence of small non-zero modes for Lgb . Thus, the results in §§9.1–9.2 are
merely existence results for generalized zero modes of Lgb when a 6= 0. The constraint
damping modification Lgb,γ , γ 6= 0, discussed in §§4.2 and 10, does have a non-degenerate
(and rather explicit) resolvent, as we show in §11.
9.1. Modes in Imσ ≥ 0. We now prove the analogue of Theorems 6.1 and 7.1; we use
the notation for 1-forms from Theorem 7.1 and Propositions 7.8 and 7.10, and define the
spectral family L̂gb(σ) for b = (m,a) using the function tm,∗ as in (4.5).
Proposition 9.1. The spectral family of Lgb0 on the Schwarzschild spacetime has the fol-
lowing properties:
(1) For Imσ ≥ 0, σ 6= 0, the operator
L̂gb0 (σ) : {ω ∈ H¯
s,`
b (X;S
2 s˜cT ∗X) : L̂gb0 (σ)ω ∈ H¯
s,`+1
b (X;S
2 s˜cT ∗X)}
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→ H¯s,`+1b (X;S2 s˜cT ∗X)
is invertible when s > 52 , ` < −12 , s+ ` > −12 .
(2) For s > 52 and ` ∈ (−32 ,−12), the zero energy operator
L̂gb0 (0) : {ω ∈ H¯
s,`
b (X;S
2 s˜cT ∗X) : L̂gb0 (0)ω ∈ H¯
s−1,`+2
b (X;S
2 s˜cT ∗X)}
→ H¯s−1,`+2b (X;S2 s˜cT ∗X)
(9.1)
has 7-dimensional kernel and cokernel.
The second statement holds also for L̂gb(0) with b = (m,a) near (m0, 0); concretely,
ker L̂gb(0) ∩ H¯∞,−1/2−b = 〈hb,s0〉 ⊕ {hb,v1(V) : V ∈ V1} ⊕ {hb,s1(S) : S ∈ S1}, (9.2a)
ker L̂gb(0)
∗ ∩ H˙−∞,−1/2−b = 〈h∗b,s0〉 ⊕ {h∗b,v1(V) : V ∈ V1} ⊕ {h∗b,s1(S) : S ∈ S1}, (9.2b)
where the h
(∗)
b,•• depend continuously on b, with
hb,s0 = δ
∗
gb
ωb,s0, h
∗
b,s0 = Ggbδ
∗
gb
ω∗b,s0, (9.3a)
hb,s1(S) = δ∗gbωb,s1(S), h
∗
b,s1(S) = Ggbδ
∗
gb
ω∗b,s1(S), (9.3b)
hb,v1(V) = g˙b(b˙) + δ∗gbω, h
∗
b,v1(V) = Ggbδ
∗
gb
ω∗b,v1(V), (9.3c)
where b˙, ω ∈ H¯∞,−3/2−b depend on b,V; here S ∈ S1, V ∈ V1. At b = b0, we have
hb0,v1(V) = 2ωb0,s0 ⊗s V. The dual states are supported in r ≥ rb, C∞ in r > rb, conormal
at ∂+X with the stated weight, and lie in H
−3/2− near the event horizon.
Furthermore, all zero modes are solutions of the linearized Einstein equation and satisfy
the linearized gauge condition; that is, ker L̂gb(0)∩H¯∞,−1/2−b ⊂ kerDgbRic∩kerDgbΥ(−; gb)
in the notation of Definition 4.1.
The zero energy states are linear combinations of linearized Kerr metrics and pure gauge
tensors. The dual states all turn out to be dual-pure-gauge solutions: recall from (4.13)
(with E = 0) that L∗g annihilates Ggδ∗gω∗ if 0 = δg(Ggδ∗gω∗) =
1
2g,1ω∗, which is the origin of
the expressions on the right in (9.3a)–(9.3c). We also note, as in Remark 7.3, that elements
of ker L̂gb(0)
∗ which lie in the dual space H˙−s+1,−`−2b of the range of (9.1) automatically
have the decay rate −12− by normal operator arguments as in Proposition 4.4.
The vector l = 1 modes hb0,v1(V) on Schwarzschild spacetimes are linearizations of the
Kerr family (plus a suitably chosen pure gauge term) in the angular momentum, see the
arguments following (9.7) below. On the other hand, the linearized Schwarzschild family,
i.e. the linearization of g(m,0) in m, does not appear here due to our choice of gauge (see
also Remark 10.13); it shows up only as a generalized zero mode in §9.2.
Proof of Proposition 9.1. We first consider the Schwarzschild case b = b0 = (m0, 0), and
write g = gb0. Consider a non-zero mode solution L̂g(σ)h = 0, Imσ ≥ 0. The linearized
second Bianchi identity implies
δgGgδ
∗
g(δgGgh) = 0.
If σ 6= 0, then δgGgh is an outgoing mode; if σ = 0, then δgGgh ∈ H¯∞,1/2−b by (3.42). In
both cases, Theorem 7.1 and the fact that the generator ωb0,s0 of the kernel in (7.2a) does
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not lie in H¯
∞,1/2−
b imply
δgGgh = 0 (9.4)
and thus also
DgRic(h) = 0. (9.5)
Next, we apply the mode stability result, Theorem 8.1. Consider first the case σ 6= 0;
then h = δ∗gω with ω an outgoing mode; plugging this into (9.4), we obtain g,1ω = 0 and
hence ω = 0 by Theorem 7.1, thus h = 0. This proves the injectivity of L̂g(σ) for non-zero
σ with Imσ ≥ 0, hence its invertibility by Theorem 4.3.
Suppose σ = 0; without loss, we can assume h to be of pure type. If h is of scalar or
vector type l ≥ 2, then h = δ∗gω with ω ∈ H¯∞,−3/2−b , and again ω ∈ ker ̂g(0) by (9.4). By
Proposition 7.8, there are no non-trivial such scalar or vector type l ≥ 2 1-forms, giving
ω = 0 and thus h = 0 again. We study the remaining three types of zero modes separately.
• Scalar type l = 0 modes. If h is of scalar type l = 0, then
h = g˙0b0(m˙, 0) + δ
∗
gω, ω ∈ H¯∞,−3/2−b ,
and (9.4) gives the additional condition
̂g(0)ω = −2δgGg g˙0b0(m˙, 0) = 4m˙r2 dt0.
Integrating this against ω∗b0,s0, see (7.3), which annihilates the range of ̂g(0) on H¯
∞,`
b for
any ` ∈ R, the left hand side gives 0, while the right hand side equals −8m˙ in view of
〈δgGg g˙0b0(1, 0), ω∗b0,s0〉 = 4. (9.6)
Therefore, m˙ = 0, and h = δ∗gω is pure gauge, with ω of scalar type l = 0 and of size o(r);
by Proposition 7.8, we therefore have ω = c1ωb0,s0 + c2ω
(0)
b0,s0
for some c1, c2 ∈ C. In view
of (7.32), this gives h = δ∗gω = c2δ∗gωb0,s0 = c2hb,s0, as advertised in (9.3a). Conversely,
hb0,s0 ∈ ker L̂g(0); in fact, hb0,s0 satisfies both equation (9.4) (by construction in terms of
the zero mode ωb,s0 of δgGgδ
∗
g) and equation (9.5) (since it is pure gauge).
• Scalar type l = 1 modes. If h is of scalar type l = 1, then h = δ∗gω, with ω ∈ H¯∞,−3/2−b ∩
ker ̂g(0) of scalar type l = 1, which means ω = cωb0,s1(S) for some S ∈ S1 by Proposi-
tion 7.8, and thus h = cδ∗gωb0,s1(S) = chb0,s1(S) indeed, giving (9.3b). Conversely, hb0,s1(S)
satisfies equations (9.4)–(9.5), hence is, a fortiori, a zero mode of Lg.
• Vector type l = 1 modes. For h of vector type l = 1, we have
h = g˙b0(0, a˙) + δ
∗
gω, ω ∈ H¯∞,−3/2−b ,
with a˙ ∈ R3, and ω moreover satisfies ̂g(0)ω = −2δgGg g˙b0(0, a˙) ∈ H¯∞,1/2−b . Since the
vector type l = 1 kernel of ̂g(0) on H¯∞,−3/2−b is trivial, there is at most one such ω
for fixed a˙. Conversely, given a˙ ∈ R3, the existence of ω is guaranteed by duality since
ker ̂g(0)∗ ∩ H˙−∞,−1/2+b does not contain non-zero vector l = 1 solutions by Theorem 7.1.
Thus, the vector l = 1 nullspace of L̂g(0) is 3-dimensional and spanned by such h.
We can easily find h explicitly by writing it as
h = g˙0b0(0, a˙) + δ
∗
gω
0 (9.7)
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and verifying that it has the required decay at infinity. Here, rescaling to |a˙| = 1, ω0 solves
̂g(0)ω0 = −2δgGg g˙0b0(0, a˙) = −4r−1V,
where V = sin2 θ dϕ in polar coordinates adapted to a˙. This has the explicit solution
ω0 = 2(m0 + r)V, hence δ∗gω0 = −(1 + 2m0r )dr ⊗s V and therefore indeed
h = 4mr−1(dt0 − dr)⊗s V = 4mωb0,s0 ⊗s V,
finishing the calculation of zero energy states on Schwarzschild spacetimes.
• Dual states for Schwarzschild and Kerr spacetimes. From our calculations thus far, and
noting that Lgb0 , restricted to tensors of pure type, is Fredholm of index 0, we conclude
that the dimensions of the spaces of dual zero energy states of pure type are 1 (scalar type
l = 0), 3 (scalar type l = 1), and 3 (vector type l = 1). We can find bases for them by a
dual-pure-gauge ansatz, as explained above, using the calculations of 1-forms zero energy
dual states in §7. In fact, the elements on the right in (9.3a)–(9.3c) span a 7-dimensional
space of dual states also on slowly rotating Kerr spacetimes. We briefly check the required
decay at infinity: for h∗b,s0, which is a differentiated δ-distribution at the event horizon
r = rb, this is clear; for h
∗
b,s1, it follows from δ̂
∗
gb
(0) ∈ ρDiff1b and ω∗b,s1(S) ∈ H˙−∞,−3/2−b ; and
for h∗b,v1, it was proved in Proposition 7.10.
• Persistence for slowly rotating Kerr spacetimes. The argument at the end of §7.3 shows
that the dimensions of ker L̂gb(0)∩ H¯∞,−1/2−b and ker L̂gb(0)∗ ∩ H˙−∞,−1/2−b are upper semi-
continuous at b = b0, where they are equal to 7; the explicit construction of a 7-dimensional
space of dual states for Lgb shows that they are at least 7-dimensional for b near b0. Thus,
they equal 7; the continuous dependence of the nullspace on b then follows by a general
functional analytic argument (cf. the proof of Lemma 10.5).
Getting a precise description of the space zero energy states of Lgb requires a direct
argument. Now, we certainly have hb,s0, hb,s1(S) ∈ ker L̂gb(0); it remains to construct a
continuous family (in b) of elements of ker L̂gb(0) ∩ H¯∞,−1/2−b extending hb0,v1(V). For
V ∈ V1 which is (dual to) the rotation around the axis a˙ ∈ R3 (with V having angular
speed |a˙|), we make the ansatz
hb,v1(V) = g˙b(λb(a˙), a˙) + δ∗gbω, (9.8)
with λb ∈ (R3)∗, λb0 = 0, and ω ∈ H¯∞,−3/2−b to be found. The equation L̂gb(0)hb,v1(V) = 0
is then satisfied provided
̂gb(0)ω = −2δgbGgb g˙b(λb(a˙), a˙) ∈ H¯∞,1/2−b . (9.9)
In view of Theorem 7.1, the obstruction for solvability of this is the cokernel ker ̂gb(0)∗ ∩
H˙
−∞,−1/2+
b = 〈ω∗b,s0〉. That is, we need to choose λb(a˙) so that the right hand side of (9.9)
is orthogonal to ω∗b,s0. This gives
λb(a˙) = −
〈δgbGgb g˙b(0, a˙), ω∗b,s0〉
〈δgbGgb g˙b(1, 0), ω∗b,s0〉
;
note here that the denominator is non-zero b near b0 by continuity from the calculation (9.6)
and the orthogonality 〈δgb0Ggb0 (δ∗gb0ω), ω
∗
b0,s0
〉 = 0 for any ω. The proof is complete. 
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Remark 9.2. The ‘asymptotic rotations’ ωb,v1(V) of Proposition 7.10 were not used here,
even though they give rise to zero energy states hb(V) := δ∗gbωb,v1(V) ∈ ker L̂gb(0) ∩
H¯
∞,−1/2−
b . To explain why they are, in fact, already captured by Proposition 9.1, note
first that when b = (m, 0) describes a Schwarzschild black hole, then ωb,v1(V) = r2V is
dual to a rotation, thus Killing, vector field, hence hb(V) ≡ 0. On the other hand, when
b = (m,a) with a 6= 0, consider the orthogonal splitting V1 = 〈∂[ϕ〉 ⊕ V⊥, where ∂ϕ is unit
speed rotation around the axis a/|a|; the latter is a Killing vector field for the metric gb,
and thus hb(∂
[
ϕ) = 0. On the other hand, V⊥ 3 V 7→ hb(V) is now injective; that this does
not give rise to new (i.e. not captured by Proposition 9.1) zero energy states is due to the
fact that for such b, the parametrization of the linearized Kerr family b˙ 7→ g˙b(b˙) is no longer
injective when quotienting out by pure gauge solutions, but rather has a 2-dimensional
kernel. Indeed, if a˙ ⊥ a, then g˙(m,a)(0, a˙) is pure gauge: it merely describes the same Kerr
black hole with rotation axis rotated infinitesimally, i.e. is precisely of the form hb(V) for
V ∈ V⊥ (plus an extra pure gauge term depending on the presentation of the Kerr family,
as described in §3.2). In summary then,
hb,v1(V1) + hb(V1) = hb,v1(V1), b = (m,a),
is 3-dimensional for a = 0 as well as for a 6= 0.
9.2. Generalized stationary modes: linear growth. The zero energy behavior of the
linearized gauge-fixed Einstein operator in the vector l = 1 sector is non-degenerate, simi-
larly to the wave operator on 1-forms in Lemma 7.12:
Lemma 9.3. Let d ≥ 1. There does not exist h = ∑dj=0 tj∗hj with hj ∈ H¯∞,−1/2−b of vector
type l = 1 and hd 6= 0 for which Lgb0h = 0.
Proof. It suffices to prove this for d = 1; indeed, in the case d ≥ 2, given h as in the
statement, ∂t∗h has one degree less growth in t∗ and still lies in kerLgb0 , hence ∂t∗h = 0 by
induction, and in particular the leading term of h vanishes, contrary to the assumption.
Now, for h as in the statement of the lemma, we necessarily have h1 = hb0,v1(V) for some
0 6= V ∈ V1. We wish to show that there is no h0 ∈ H¯∞,−1/2−b such that
Lgb0h0 = −[Lgb0 , t∗]hb0,v1(V).
It suffices to check that the pairing of the right hand side with h∗b0,v1(V) is non-zero; as in the
proof of Lemma 7.12, the pairing is unchanged upon replacing t∗ by t0. For V = (sin2 θ)∂ϕ
(which can be arranged in adapted polar coordinates by rescaling h), we calculate
〈[Lgb0 , t0]hb0,v1(V), h∗b0,v1(V′)〉
=
〈
2r−2
(−(1 + m0r )dt0 + dr)⊗s V, 4m20δ(r − 2m0)dr ⊗s V′〉
= −2(vol(S2))−1〈V,V′〉L2(S2;T ∗S2),
(9.10)
which is non-zero for V′ = V, as desired. 
More generally, there are no non-trivial polynomially bounded solutions which are of a
pure type restricted to which L̂gb0 (0) has trivial kernel within H¯
∞,−1/2−
b ; this applies to
scalar type l ≥ 2 and vector type l ≥ 2 modes. On the other hand, there do exist generalized
scalar type l = 0 and l = 1 zero modes with linear growth:
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Proposition 9.4. For b0 = (m0, 0), define the spaces of generalized zero modes
K̂b0,s0 :=
{
h ∈ kerLgb0 ∩ Poly1(t∗)H¯
∞,−1/2−
b : h is of scalar type l = 0
}
,
K̂b0,s1 :=
{
h ∈ kerLgb0 ∩ Poly1(t∗)H¯
∞,−1/2−
b : h is of scalar type l = 1
}
.
Then K̂b0,s0 = span{hb0,s0, hˆb0,s0}, where hb0,s0 is defined in (9.3a) and
hˆb0,s0 = g˙
0
b0(−14 , 0) + δ∗gb0 (t0ωb0,s0 + ω˘
0
b0,s0), ω˘
0
b0,s0 = − r log(r/2m0)r−2m0 ∂[t + 12(1 + 2m0r )dr. (9.11)
Furthermore, K̂b0,s1 = span{hb0,s1(S), hˆb0,s1(S) : S ∈ S1} where hb0,s1(S) is defined (9.3b),
and hˆb0,s1 = δ
∗
gb0
ωˆb0,s1, see (7.42).
The generalized modes hˆb0,s0, hˆb0,s1(S) extend to continuous families
b 7→ hˆb,s0 = g˙b(b˙) + δ∗gbω ∈ kerLgb ∩ Poly1(t∗)H¯
∞,−1/2−
b ,
b 7→ hˆb,s1(S) := δ∗gbωˆb,s1(S) ∈ kerLgb ∩ Poly1(t∗)H¯
∞,−1/2−
b , S ∈ S1,
for suitable b˙ ∈ R4, ω ∈ Poly1(t∗)H¯∞,−3/2−b ; they furthermore satisfy hˆb,s0, hˆb,s1(S1) ∈
kerDgbRic ∩ kerDgbΥ(−; gb). Similarly, in the notation of Lemma 7.13, we have
b 7→ hˆ∗b,s0 = Ggbδ∗gbωˆ∗b,s0 ∈ kerL∗gb ∩ Poly1(t∗)H˙
−∞,−1/2−
b ,
b 7→ hˆ∗b,s1(S) = Ggbδ∗gbωˆ∗b,s1(S) ∈ kerL∗gb ∩ Poly1(t∗)H˙
−∞,−1/2−
b , S ∈ S1.
(9.12)
Proof. Given K̂b0,sj 3 h = t∗h1 + h0 for j = 0 or j = 1, we have Lgb0h1 = 0. Thus, either
h1 = 0, in which case h0 is a scalar multiple of hb0,sj by Proposition 9.1; or, after rescaling
by a non-zero constant, h1 = hb0,sj = δ
∗
gb0
ωb0,sj (depending on S ∈ S1 when j = 1). The
second Bianchi identity and δgb0Ggb0hb0,sj = 0 then imply, by (3.42) and (7.43),
kergb0 3 δgb0Ggb0h = [δgb0Ggb0 , t∗]hb0,sj + δgb0Ggb0h0
∈ H¯∞,1/2−b + H¯∞,1/2−b = H¯∞,1/2−b .
By Theorem 7.1, this implies δgb0Ggb0h = 0, thus Dgb0 Ric(h) = 0; thus, writing
h = δ∗gb0 (t∗ωb0,sj) + h
′
0, h
′
0 = h0 − [δ∗gb0 , t∗]ωb0,sj , (9.13)
we obtain the two equations
Dgb0 Ric(h
′
0) = 0, (9.14a)
[gb0 , t∗]ωb0,sj + 2δgb0Ggb0h
′
0 = 0. (9.14b)
• Generalized scalar l = 0 states. Here, j = 0. Then h′0 ∈ H¯∞,−1/2−b by (7.2a) and (3.42);
by mode stability, Theorem 8.1 and Remark 8.2, we have h′0 = g˙0b0(m˙, 0) + δ
∗
gb0
ω′1 for some
m˙ ∈ R and ω′1 ∈ H¯∞,−3/2−b . Equation (9.14b) thus reads
̂gb0 (0)ω
′
1 + [gb0 , t∗]ωb0,s0 + 2m˙δgb0Ggb0 g˙
0
b0(1, 0) = 0. (9.15)
Integrating this against ω∗b0,s0, the first term gives 0, the second term gives 2 by (7.39), and
the last term gives 8m˙ by (9.6); thus 2+8m˙ = 0. Let us hence fix m˙ = −14 . Since the second
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and third term in (9.15) lie in H¯
∞,1/2−
b , we can then solve for ω
′
1 ∈ H¯∞,−3/2−b ; moreover,
in this space, ω′1 is unique modulo multiples of 〈ωb,s0〉. Thus, h is necessarily of the form
h = hˆb0,s0 := g˙
0
(m0,0)
(−14 , 0) + δ∗gb0 (t∗ωb0,s0 + ω
′
1).
This proves that K̂b0,s0 is 2-dimensional. We can easily make this explicit by replacing t∗
by t0 and ω
′
1 by ω
0
1 := ω
′
1 + (t∗ − t0)ωb0,s0, the latter solving
̂gb0 (0)ω
0
1 = −[gb0 , t0]ωb0,s0 + δgb0Ggb0 g˙0(m0,0)(12 , 0) = −r−2(1− 2m0r )dt0,
which has the solution ω01 = ω˘
0
b0,s0
, see (9.11).
We next construct a generalized zero mode hˆb,s0 for b near b0. We change the point of
view and make ωb,s0 into the main term of an ansatz, while the linearized Kerr family will
give a correction term similarly to above. Thus, starting with
hˆb,s0 = δ
∗
gb
(t∗ωb,s0 + ω˘b,s0) + g˙b(m˙(b), 0), (9.16)
we shall determine m˙(b), with m˙(b0) = −14 , such that the equation Lgb hˆb,s0 = 0 can be
solved for ω˘b,s0 ∈ H¯∞,−3/2−b . But this can be done provided we arrange the orthogonality〈
[gb , t∗]ωb,s0 + 2δgbGgb g˙b(m˙(b), 0), ω∗b,s0
〉
= 0.
But as in the proof of Proposition 9.1, this holds for a unique m˙(b) because of the non-
degeneracy (9.6), which persists for b near b0.
• Generalized scalar l = 1 states. Now, j = 1 in (9.13), where ωb0,s1 = ωb0,s1(S) for some
S ∈ S1; and j = 1 in (9.14b), so h′0 ∈ H¯∞,−3/2−b since ωb0,s1(S) is only of size O(1). By
Theorem 8.1, equation (9.14a) now implies h′0 = δ∗gb0ω
′
1 for ω
′
1 ∈ H¯∞,−5/2−b , and therefore
h = δ∗gb0 (t∗ωb0,s1(S) + ω
′
1), (9.17)
with ω′1 satisfying ̂gb0 (0)ω
′
1 = −[gb0 , t∗]ωb0,s1(S) ∈ H¯
∞,−1/2−
b . By Lemma 7.11, ω
′
1 is
unique modulo {ω(1)b0,s1(S) : S ∈ S1} in the scalar type l = 1 sector. Expanding
h = t∗hb0,s1 + ([δ
∗
gb0
, t∗]ωb0,s1(S) + δ
∗
gb0
ω′1),
recall that the membership h ∈ K̂b0,s1 requires the term in parentheses to lie in H¯∞,−1/2−b ,
thus to be of size o(1). In view of (7.37), this implies that ω′1 is unique. Thus, there exists
at most one generalized scalar l = 1 mode of Lgb0 with leading term t∗hb0,s1(S).
On the other hand, existence of h of this form, and its extension to a continuous family of
generalized modes for Lgb , b near b0, follows immediately from Proposition 7.13 by setting
hˆb,s1(S) = δ∗gbωˆb,s1(S). (9.18)
• Generalized scalar l = 0 and l = 1 dual states. Certainly, the expressions in (9.12) pro-
duce elements kerL∗gb of the desired form. 
By Proposition 4.4, all zero energy modes are polyhomogeneous at r = ∞; this is also
true for the coefficients of t0∗ and t1∗ of the generalized zero modes constructed above. For
later use, we determine their leading order behavior more precisely. Note first that the
construction of hˆb,s0 in (9.16) shows that its t∗-coefficient is hb,s0. Consider similarly the
definition (9.18) of hˆb,s1(S) in terms of ωˆb,s1, which is constructed in (7.44); upon re-defining
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ωb,s1(S) as ωb,s1(S) + cbωb,s0 (which is still a continuous family in b, linear in S, and agrees
with ωb0,s1(S) for b = b0 since cb0 = 0 by (7.47)), and then letting hb,s1(S) = δ∗gbωb,s1(S), we
ensure that the t∗-coefficient of hˆb,s1(S) is equal to hb,s1(S). Analogous arguments apply to
hˆ∗b,s0 and hˆ
∗
b,s1. Choosing hb,s0 etc. in this manner, we now make the following definition:
Definition 9.5. For t∗ = tm,∗, S ∈ S1, V ∈ V1, we set
h˘b,s0 := hˆb,s0 − t∗hb,s0, h˘∗b,s0 := hˆ∗b,s0 − t∗h∗b,s0,
h˘b,s1(S) := hˆb,s1(S)− t∗hb,s1(S), h˘∗b,s1(S) := hˆ∗b,s1(S)− t∗h∗b,s1(S).
These are stationary (t∗-independent), and lie in H¯
∞,−1/2−
b and H˙
−∞,−1/2−
b , respectively.
Lemma 9.6. For S ∈ S1 and V ∈ V1, we have
hb,s0, hb,s1(S), hb,v1(V) ∈ H¯∞,1/2−b ,
h∗b,s1(S) ∈ H˙−∞,1/2−b ,
h∗b,v1(V) ∈ ρC∞ + H˙−∞,1/2−b ,
(9.19)
where the ρC∞ term has support in r ≥ 4m0; moreover, h∗b,s0 has compact support. In the
notation of Definition 9.5, we have
h˘b,s0, h˘b,s1(S) ∈ ρC∞ + H¯∞,1/2−b , h˘∗b,s0, h˘∗b,s1(S) ∈ ρC∞ + H˙−∞,1/2−b ; (9.20)
the remainder terms of h˘∗b,s0 and h˘
∗
b,s1(S) have support in r ≥ rb, are smooth in r > rb,
conormal at ∂+X with the stated weight, and lie in H
−3/2− near the event horizon r = rb.12
Proof. The statement for hb,v1 was proved in Proposition 7.10; the statement for h
∗
b,v1(V)
follows directly from Proposition 4.4, using the fact that zero frequency solutions of the wave
operator on symmetric 2-tensors on Minkowski space, which in the standard coordinate
splitting is a 10× 10 matrix of scalar wave operators, have r−1 asymptotics provided they
belong to H
∞,−1/2−
b near infinity.
The statements about h∗b,s0 and hb,s0 follow immediately from (7.3) and (9.3a). For hb,s0,
we record a more precise statement: since ωb,s0 ∈ ρC∞+ H¯∞,1/2−b (either by inspection, see
Remark 7.2, or by similar normal operator arguments), we have hb,s0 ∈ ρ2C∞ + H¯∞,3/2−b .
Since elements of the kernel of the spectral family of the scalar wave operator on Minkowski
space at zero energy with decay r−2 have a leading order term in r−2S1, we in fact deduce
from hb,s0 ∈ ker L̂gb(0) that
hb,s0 ∈ r−2Ω1 + H¯∞,3/2−b ,
where
Ω1 = span{S dt2, S dt⊗s dxi, S dxi ⊗s dxj : S ∈ S1, 1 ≤ i, j ≤ 3}. (9.21)
We proved the statement (9.19) for hb,s1(S) in equation (7.43); the argument given there
also applies to h∗b,s1(S). We again record a more precise statement: dropping the argument
12Put differently, we have h˘∗b,s0 ∈ ρC∞+χH∞,1/2−b + (1−χ)H˙−3/2−, where χ ≡ 1 for r > 4m0 and χ ≡ 0
for r < 3m0; likewise for h˘
∗
b,s1(S).
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S ∈ S1 from the notation, write b = (m,a) and denote by b1 = (m, 0) the Schwarzschild
parameters with the same mass. Then ωb,s1 = ωb1,s1 + ω
′, where ω′ ∈ H¯∞,−1/2−b solves
̂gb(0)ω′ = −̂gb(0)ωb1,s1 =
(
̂gb1 (0)− ̂gb(0)
)
ωb1,s1 ∈ H¯∞,5/2−b ; (9.22)
here, we used Lemma 3.4. Normal operator arguments give ω′ ∈ ρC∞ + H¯∞,1/2−b , hence
hb,s1 = δ
∗
gb
ωb,s1 = δ
∗
gb1
ωb1,s1 + (δ
∗
gb
− δ∗gb1 )ωb1,s1 + δ
∗
gb
ω′
∈ δ∗gb1ωb1,s1 + ρ
2C∞ + (ρ2C∞ + H¯∞,3/2−b )
⊂ ρ2C∞ + H¯∞,3/2−b .
A normal operator argument implies that the leading order term has to lie in Ω1, so
hb,s1(S) ∈ r−2Ω1 + H¯∞,3/2−b .
We argue similarly for h∗b,s1: by (6.7), (7.33), it lies in ρ
2C∞+H∞,3/2−b near infinity, hence
h∗b,s1 ∈ χr−2Ω1 + H˙−∞,3/2−b , (9.23)
where χ is a cutoff, identically 0 for r ≤ 3m0 and identically 1 for r ≥ 4m0.
To prove the statements (9.20), recall that h˘b,s0 solves
L̂gb(0)h˘b,s0 = −[Lgb , t∗]hb,s0 ∈ ρ3C∞ + H¯∞,5/2−b . (9.24)
This can be solved by first solving away the leading order term via inversion of the normal
operator of L̂gb(0) at infinity; since the latter has −i in its boundary spectrum, this may a
priori produce logarithmic terms r−1 log r in addition to r−1 terms. It then remains to find
a correction term that solves away, globally on X, an error term lying in H¯
∞,5/2−
b ; this can
certainly be done in the space H¯
∞,−1/2−
b (since we already know that a solution, h˘b,s0, to
the full equation (9.24) exists), and by the usual normal operator argument this correction
automatically lies in ρC∞ + H¯∞,−1/2−b .
Thus, it suffices to show that the leading term of [Lgb , t∗]hb,s0 can be solved away without
a logarithmic term of size r−1 log r. But this only requires a normal operator calculation;
in particular, in view of Lemma 4.2, we can replace [Lgb , t∗] by 2iρ(ρDρ+ i) where ρ = r
−1,
which on ρ2C∞/H¯∞,3/2−b is simply multiplication by 2; so the task is to solve

¯
g,2h˘ ∈ −2r−1 · r−2Ω1 = r−3Ω1. (9.25)
The space of (generalized) resonant states of ̂
¯
g,2(0)
∗ at −i, i.e. the space of tensors which
are (quasi)homogeneous of degree −1 and annihilated by ̂
¯
g,2(0)
∗, is spanned by r−1 times
dt2, dt⊗s dxi, dxi ⊗s dxj (1 ≤ i, j ≤ 3). (9.26)
Thus, h˘ has no logarithmic terms provided each of these are orthogonal to Ω1 when inte-
grated over the sphere S2 at infinity; and this is indeed the case, due to the fact that S ∈ S1
integrates to 0 over {ρ = 0} ∼= S2. The same argument proves the result for h˘b,s1.
The statement for h˘∗b,s0, which solves L̂gb(0)
∗h˘∗b,s0 = −[Lgb , t∗]h∗b,s0 with compactly sup-
ported right hand side, is clear. (Note also that the right hand side is one derivative less
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regular than h∗b,s0 at the event horizon; the solution operator (L̂gb(0)
∗)−1 gains one deriva-
tive there, hence h˘∗b,s0 has (at least) the same regularity as h
∗
b,s0 itself.) The claim for h˘
∗
b,s1
is proved like that for h˘b,s1 in view of (9.23). 
9.3. Generalized stationary modes: quadratic growth. We next study whether the
linearization Lgb0 at the Schwarzschild metric admits quadratically growing solutions of
scalar type l = 0 or l = 1. (For all other types, this possibility has been excluded already.)
Lemma 9.7. Let d ≥ 2. There does not exist h = ∑dj=0 tj∗hj with hj ∈ H¯∞,−1/2−b of scalar
type l = 1 and hd 6= 0 for which Lgb0h = 0.
Proof. By the argument at the beginning of the proof of Lemma 9.3, it suffices to prove
this for d = 2. Then h2 = hb0,s1(S) ∈ kerLgb0 for some 0 6= S ∈ S1, and
0 = Lgb0h = t∗
(
2[Lgb0 , t∗]h2 + Lgb0h1
)
+
(
[[Lgb0 , t∗], t∗]h2 + [Lgb0 , t∗]h1 + Lgb0h0
)
. (9.27)
The vanishing of the linear (in t∗) term is equivalent to Lgb0 (2t∗h2 + h1) = 0, thus 2t∗h2 +
h1 = 2hˆb0,s1(S)+chb0,s1(S′), c ∈ R, S′ ∈ S1. By subtracting from h the 2-tensor chˆb0,s1(S′) ∈
kerLgb0 , we can set c = 0, thus h1 = 2(hˆb0,s1 − t∗hb0,s1). It thus remains to determine
whether h0 can be chosen to make the constant term in (9.27) vanish. This is equivalent
to vanishing of the pairing of this term with h∗b0,s1; but, dropping S from the notation, a
lengthy calculation shows that, for S = cos θ (which can be arranged by choosing suitable
polar coordinates, and rescaling by a non-zero complex number),〈
[[Lgb0 , t∗], t∗]hb0,s1 + 2[Lgb0 , t∗](hˆb0,s1 − t∗hb0,s1), h∗b0,s1
〉
= −4m0 6= 0. (9.28)
(One can show that this calculation is unaffected when one replaces t∗ by t0; but then t0
being null implies that [[Lgb0 , t0], t0] ≡ 0, which simplifies the calculation.) 
By continuity, the non-degeneracy (9.28) remains valid for b0 replaced by nearby b.
For scalar type l = 0 modes on the other hand, one can verify that the pairing〈
[[Lgb0 , t∗], t∗]hb0,s0 + 2[Lgb0 , t∗](hˆb0,s0 − t∗hb0,s0), h∗b0,s0
〉
(9.29)
vanishes, which by the arguments following (9.27) implies the existence of a quadratically
growing generalized mode solution. We do not use this degeneracy in the sequel, but do
point out that this is the reason for implementing constraint damping, as we discuss momen-
tarily. The key observation is that these quadratically growing solutions are pathological
in that they cannot satisfy the linearized gauge condition:
Lemma 9.8. Suppose h = t2∗h2 + t∗h1 + h0 ∈ Poly2(t∗)H¯∞,−1/2−b is of scalar type l = 0
and solves Dgb0 Ric(h) = 0 and δgb0Ggb0h = 0, then necessarily h2 = 0. In particular, if
Lgb0h = 0 but h2 6= 0, then δgb0Ggb0h 6= 0.
Proof. The assumptions on h imply that Lgb0h = 0. Suppose we can find a generalized
mode h with h2 6= 0. As in the proof of the previous lemma, after multiplying by a
non-zero scalar and subtracting from h a multiple of hˆb0,s0, we must have h2 = hb0,s0 and
h1 = 2(hˆb0,s0−t∗hb0,s0). Thus, by Proposition 9.4, and writing ω˘b0,s0 = ω˘0b0,s0+(t0−t∗)ωb0,s0,
h = t2∗hb0,s0 + 2t∗(hˆb0,s0 − t∗hb0,s0) + h0 (9.30)
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= t2∗δ
∗
gb0
ωb0,s0 + 2t∗
(
δ∗gb0 (t∗ωb0,s0 + ω˘b0,s0)− t∗δ
∗
gb0
ωb0,s0 + g˙
0
b0(−14 , 0)
)
+ h0
= δ∗gb0 (t
2
∗ωb0,s0 + 2t∗ω˘b0,s0) + 2t∗g˙
0
b0(−14 , 0) + h′0,
where h′0 = −2[δ∗gb0 , t∗]ω˘b0,s0 + h0. Since Dgb0 Ric(h) = 0, we have Dgb0 Ric(t∗g˙
0
b0
(1, 0) −
2h′0) = 0; but then Theorem 8.1(e) implies that there exist scalar type l = 0 1-forms
ω0, ω1, ω2 ∈ H¯∞,`
′
b for some `
′ ∈ R such that
t∗g˙0b0(1, 0)− 2h′0 = δ∗gb0 (t
2
∗ω2 + t∗ω1 + ω0). (9.31)
Expanding the right hand side into powers of t∗, the coefficient of t2∗ vanishes, hence δ∗gb0ω2 =
0, thus ω2 = c∂
[
t , c ∈ C. The linear term of (9.31) then reads
g˙0b0(1, 0) = 2[δ
∗
gb0
, t∗]ω2 + δ∗gb0ω1 = δ
∗
gb0
(2ct∗∂[t + ω1); (9.32)
that is, the linearized Schwarzschild metric is pure gauge, which is not the case.13 
According to this lemma, in order to exclude quadratically (and faster polynomial) grow-
ing generalized mode solutions in the scalar l = 0 sector on Schwarzschild spacetimes, it
suffices to ensure that the linearized gauge condition necessarily holds for h ∈ kerLgb0 ∩
Poly2(t∗)H¯
∞,−1/2−
b . We thus proceed to explain why this may (and indeed does) fail for
the unmodified linearized gauge-fixed Einstein operator: consider again h as in (9.30); then
by the linearized second Bianchi identity, and writing h˘b0,s0 = hˆb0,s0− t∗hb0,s0 ∈ H¯∞,−1/2−b ,
kergb0 3 δgb0Ggb0h = 2t∗
(
[δgb0Ggb0 , t∗]hb0,s0 + δgb0Ggb0 h˘b0,s0
)
+
(
2[δgb0Ggb0 , t∗]h˘b0,s0 + δgb0Ggb0h0
)
.
The coefficient of the linear (in t∗) term thus lies in ker ̂gb0 (0) ∩ H¯
∞,1/2−
b , hence vanishes
by Theorem 7.1. Thus, the (stationary) second line lies in
ker
(
δgb0Ggb0 ◦ δ∗gb0
)̂(0) ∩ H¯∞,−1/2−b . (9.33)
But the latter space is non-trivial, allowing for δgb0Ggb0h = cωb0,s0 for c 6= 0. (This calcu-
lation also implies that necessarily Dgb0 Ric(h) 6= 0: indeed, we otherwise would also have
0 = δ∗gb0 δgb0Ggb0h = chb0,s0, forcing c = 0, and thus h would only be linearly growing by
Lemma 9.8—a contradiction.)
This is therefore the place where constraint damping (CD) becomes crucial. Namely,
replacing δ∗gb0 in the definition of the linearized gauge-fixed Einstein operator, and thus
in (9.33), by a lower order (and spherically symmetric) modification of the form described in
Definition 4.6—let us simply denote the resulting operator by δ˜∗ here—one can ensure that
the zero energy nullspace of δgb0Ggb0 ◦ δ˜∗ on H¯
∞,−1/2−
b is trivial. For putative quadratically
growing scalar l = 0 zero modes h, with non-vanishing t2∗ term, of the corresponding
linearized modified gauge-fixed Einstein operator, we can then conclude δgb0Ggb0h = 0,
which is a contradiction by Lemma 9.8.
13This is easy to check explicitly. Suppose equation (9.32) held; more generally, let ω = p(t0, r)dt0 +
q(t0, r)dr and suppose S := δ
∗
gb0
ω − g˙0b0(1, 0) = 0. Since Srr = ∂rq, we have q = q(t0). Then, Sθθ =
rp + (r − 2m0)q = 0 implies p = −(1 − 2m0r )q, and then St0r = 12q′ = 0 implies that q(t0) is a constant;
therefore, ω = q(−(1− 2m0
r
)dt0 + dr) = −q∂[t0 ; but then we have S = −g˙0b0(1, 0) 6= 0.
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10. Constraint damping (CD)
We proceed to describe constraint damping modifications, as motivated in §9.3. We
will show in §10.1 that replacing δ∗g by δ˜∗g,E , see Definition 4.6, with E = E(g; c, γ1, γ2)
(see (4.10)) being a modification, with a suitably chosen (and in fact compactly supported)
c, and with γ1, γ2 small, eliminates the zero energy nullspace of the constraint propagation
operator δgGg δ˜
∗
g,E on H¯
∞,−1/2−
b for the Schwarzschild metric g = gb0 , and thus for slowly
rotating Kerr metrics g = gb. This information suffices to get a complete description of
the generalized zero energy nullspace of Lgb , see Theorem 10.4. In §10.2 we show that one
can ensure that this modification not only eliminates the zero energy nullspace, but also
preserves the absence of non-zero resonances σ ∈ C, Imσ ≥ 0, both for the constraint
propagation operator and for the linearized modified gauge-fixed Einstein operator.
Remark 10.1. For comparison with the large (i.e. taking γ1, γ2  1) CD used in [HV18b],
note that here, the only problematic behavior which we aim to eliminate by means of CD
concerns quadratically (or more) growing generalized zero energy modes, whereas on Kerr–
de Sitter we needed to eliminate non-pure-gauge modes in the open upper half plane (see
e.g. [HV18b, Appendix C.2] for the explicit calculations on static de Sitter spacetimes),
which clearly cannot be done by perturbative methods.
Remark 10.2. On the other hand, in [HV17], we used small CD which however is asymp-
totically (at I +) non-trivial (roughly, in the reference we took c = r−1dt near I +). Such
CD modifications affect (albeit only mildly so for small γ1, γ2) the asymptotic behavior of
(mode) solutions of the modified linearized gauge-fixed operator. Recall however that CD
at I + in [HV17] was implemented only to ensure better decay properties of certain metric
components at I + in a nonlinear iteration scheme; hence, for the present linear stability
problem, there is no need for such asymptotically non-trivial CD. With an eye towards a
possible proof of the nonlinear stability of the Kerr family, we do remark however that this
type of CD can be implemented in this paper as well (as an additional small perturbation
on top of an already working compactly supported CD); the changes in the behavior of
the resolvent are minor, as discussed in a general setting in [Vas19b]. The details will be
discussed elsewhere.
Let χ ∈ C∞c ((r−, 3m0)) be a localizer, identically 1 near 2m0; let further
c′ := dt0 − v dr, c := χ(r)c′, (10.1)
with v ∈ R to be chosen later. (For v > 0, this is a future timelike 1-form on the Schwarz-
schild spacetime (M◦, gb0).) We then let
E = E(g; c, γ, γ), δ˜∗g,γ := δ˜
∗
g,E .
We study the linearized modified gauge-fixed Einstein operator
Lg,γ := Lg,E ,
see (4.12), in detail §11; here, we focus on the operator arising via the second Bianchi
identity, δgGgLg,γ := 2δgGg δ˜
∗
g,γ ◦ δgGg, and draw a few simple conclusions for Lg,γ . Define
thus the (modified) gauge propagation operator
Pg,γ := 2δgGg δ˜∗g,γ , Pb,γ := Pgb,γ . (10.2)
So far, we worked with L0 = Lgb , thus Pb,0 = gb,1 is the tensor wave operator.
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10.1. Zero frequency improvements. We show that the kernel ker P̂b,γ(0)∩H¯∞,−1/2−b =〈ωb,s0〉 for γ = 0 becomes trivial for small γ 6= 0 upon choosing v in (10.1) suitably:
Proposition 10.3. Let v 6= 1. There exists γ0 > 0 such that for fixed γ with 0 < |γ| < γ0,
the following holds: for b sufficiently close to b0,
ker P̂b,γ(0) ∩ H¯∞,−1/2−b = 0, ker P̂b,γ(0)∗ ∩ H˙−∞,−1/2−b = 0. (10.3)
Proof. Fix ` ∈ (−32 ,−12), s > 32 , and put
X s,`b =
{
u ∈ H¯s,`b : P̂b,γ(0)u ∈ H¯s−1,`+2b
}
.
Recall from (the proof of) Theorem 4.3 that P̂b,γ(0) : X s,`b → H¯s−1,`+2b is Fredholm of index
0 when γ is small. Since P̂b,γ(0) − P̂b,0(0) is a compactly supported, first order operator,
the space X s,`b does not depend on γ.
We first consider the Schwarzschild case b = b0. We split domain and target by writing
X s,`b0 = K⊥ ⊕K, K = kerX s,`b0 P̂b0,0(0) = 〈ωb0,s0〉,
H¯s−1,`+2b = R⊕R⊥, R = ranX s,`b0 P̂b0,0(0) = annω
∗
b0,s0,
where ann denotes the annihilator, K⊥ is a complementary subspace to K, and R⊥ = 〈η〉
is complementary to R inside of H¯s−1,`+2b ; here we may choose η ∈ C˙∞(X; s˜cT ∗X), and we
may arrange 〈η, ω∗b0,s0〉 = 1. The operator P̂b0,γ(0) takes the form
P̂b0,γ(0) =
(P00 + γP[00 γP[01
γP[10 γP[11
)
. (10.4)
If we identify C ∼= K via c 7→ cωb0,s0, and further C ∼= R⊥ via c 7→ cη (thus R⊥ → C is
given by η′ 7→ 〈η′, ω∗b0,s0〉), then P[11 is simply a number : indeed, one computes
P[11 =
〈
γ−1(P̂b0,γ(0)− P̂b0,0(0))ωb0,s0, ω∗b0,s0
〉
=
〈
2δgGg(2c⊗s ωb0,s0 −G(c, ωb0,s0)g), ω∗b0,s0
〉
= 4(v− 1).
(10.5)
Suppose now ker P̂b0,γ(0) 3 (ω0, ω1) ∈ K⊥ ⊕K; then ω0 = −γ(P00 + γP[00)−1P[01ω1, so(P[11 − γP[10(P00 + γP[00)−1P[01)ω1 = 0.
For v 6= 1 and small γ, this forces ω1 = 0, thus ω0 = 0, proving the injectivity, and hence
invertibility, of P̂b0,γ(0); it also implies that the adjoint has trivial kernel on H˙−∞,−3/2+b .
Fixing such small non-zero γ, the invertibility of P̂b0,γ(0) implies that of P̂b,γ(0) by simple
perturbation arguments as in [Vas13, §2.7]. 
This is sufficient to exclude quadratically growing zero modes of the operator Lgb0 ,γ ; in
fact, we can now give a full description of the generalized zero energy nullspace of Lgb,γ for
b near b0:
Theorem 10.4. Let s > 52 , ` ∈ (−32 ,−12), and fix γ as in Proposition 10.3. Then there
exists C0 > 0 such that for Kerr parameters b ∈ R4, |b − b0| < C0, the operator Lgb,γ has
the following properties:
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(1) the kernel of L̂gb,γ(0) is 7-dimensional,
Kb := kerH¯s,`b L̂gb,γ(0) = Chb,s0 ⊕ hb,s1(S1)⊕ hb,v1(V1), (10.6)
where we use the notation of Proposition 9.1;
(2) the generalized zero energy nullspace
K̂b := {h ∈ Poly(t∗)H¯s,`b : Lgb,γh = 0} (10.7)
is 11-dimensional. The quotient Kˆb/Kb is spanned by (the image, in the quotient
space, of) Chˆb,s0 ⊕ hˆb,s1(S1), where we use the notation of Proposition 9.4.
Part (1) is proved like Proposition 9.1; the arguments there are in fact slightly simplified
since the 1-form operator P̂b,γ(0), which controls whether a gauge potential has symmetric
gradient satisfying the linearized gauge condition, is injective. The proof of part (2) is more
subtle. In view of the role played by dual pairings such as (9.10), we first show that the
zero energy dual states can be chosen to be continuous in the parameters b, γ:
Lemma 10.5. In the notation of Theorem 10.4, the 7-dimensional14 space
Kγ∗b := ker L̂gb,γ(0)∗ ∩ H˙−∞,−1/2−b
depends continuously on (b, γ) near (b0, 0): there exist continuous (in b, γ) families
hγ∗b,s0, h
γ∗
b,s1(S), h
γ∗
b,v1(V) ∈ Kγ∗b , S ∈ S1, V ∈ V1,
linear in S and V, which satisfy h0∗b,s0 = h∗b,s0, h0∗b,s1(S) = h∗b,s1(S), and h0∗b,v1(V) = h∗b,v1(V).
Remark 10.6. Paralleling Remark 6.4, we note that the dual states are still necessarily
supported in r ≥ rb and smooth/conormal in r > rb. Their Sobolev regularity at the event
horizon r = rb is −32 +O(|γ|), as the constraint damping modification is non-trivial there
and may thus shift the threshold regularity; see [HV18b, §9.2].
Proof of Lemma 10.5. We use an argument by contradiction similar to that at the end
of §7.3. Namely, fix s > 52 , ` ∈ (−32 ,−12), and suppose there exists h∗j ∈ K
γj∗
bj
with
‖h∗j‖H˙s′,`′b = 1, where s
′ = 1− s < −32 , `′ = −2− ` ∈ (−32 ,−12), and where (bj , γj)→ (b0, 0)
as j →∞, but so that h∗j stays a fixed distance away from K0∗b0 ; that is, there exists h ∈ C˙∞
such that h ∈ annK0∗b0 , but |〈h, h∗j 〉| ≥ c > 0 for all j. Recall that we have uniform estimates
‖h∗‖
H˙s
′,`′
b
≤ C
(∥∥L̂gb,γ(0)∗h∗∥∥H˙s′−1,`′+2b + ‖h∗‖H˙s0,`0b )
for fixed s0 < s
′, `0 < `′, and for all (b, γ) in a fixed small neighborhood of (b0, 0). Applying
this to h∗j at (bj , γj) shows that ‖h∗j‖H˙s0,`0b is bounded from below by a positive constant;
hence a weak limit h∗j ⇀ h
∗ ∈ H˙s′,`′b , which automatically lies in K0∗b0 , is necessarily non-
zero. Since it also satisfies |〈h, h∗〉| ≥ c > 0, this is a contradiction. This argument works
equally well when (bj , γj)→ (b, γ) for some (b, γ) close to (b0, 0), finishing the proof of the
continuity of Kγ∗b .
In order to construct hγ∗b,s0, fix elements hb,1, . . . , hb,7 ∈ C˙∞, which induce linear forms
`b,j = 〈hb,j ,−〉 on Kγ∗b ; we may arrange that {h0∗b,s0} = K0∗b ∩ `−1b,1(1)∩
⋂7
j=2 `
−1
b,j (0), and that
14This is a consequence of Theorem 10.4(1) and the fact that L̂gb,γ(0) has index 0.
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the hb,j , `b,j depend continuously on b. We can then define h
γ∗
b,s0 by {hγ∗b,s0} = Kγ∗b ∩ `−1b,1(1)∩⋂7
j=2 `
−1
b,j (0). One can similarly construct h
γ∗
b,s1(S) when S is an element of a fixed basis of
S1, and define hγ∗b,s1(S) for general S as linear combination; similarly for h
γ∗
b,v1(V). 
Remark 10.7. An alternative proof of Lemma 10.5 proceeds by constructing hγ∗b,s0 etc. di-
rectly by adapting the normal operator arguments from §§6, 7 and 9; see the proof of
Lemma 10.8 for details.
Proof of Theorem 10.4(2). Recall that the choice of symmetric gradient does not affect the
existence of (generalized) mode solutions of the linearized gauge-fixed Einstein equation
which are solutions of the linearized Einstein equation and also satisfy the linearized gauge
condition; thus, for all these, the CD modification encoded by γ is irrelevant.
We first study the case b = b0 and prove that the space K̂b0 is exactly 11-dimensional.
The arguments in the proof of Lemma 9.3 imply that there are no growing scalar or vector
type l ≥ 2 zero energy modes for Lgb0 ,γ . Moreover, the non-existence of linearly growing
vector type l = 1 modes follows from the non-degeneracy of the pairing (9.10) for γ = 0;
this argument extends to nearby b and small γ by replacing Lgb0 , hb0,v1, h
∗
b0,v1
there by
Lgb0 ,γ , hb0,v1, h
γ∗
b0,v1
, respectively. The non-existence of quadratically growing scalar l = 1
modes of Lgb0 follows from the non-degeneracy of the pairing (9.28), which persists by
similar arguments.
Lastly, the existence of quadratically growing scalar l = 0 modes can be excluded for
small γ 6= 0 as follows: following the arguments around (9.33) with δ∗gb0 replaced by δ˜
∗
g,γ , and
using constraint damping (which requires γ to be non-zero) in the form of Proposition 10.3,
we conclude that a quadratically growing scalar l = 0 mode h with non-zero quadratic (in
t∗) term satisfies the linearized gauge condition δgb0Ggb0h = 0 and is thus, by Lemma 9.8,
in fact only linearly growing—a contradiction. In terms of pairings, this means that〈
[[Lgb0 ,γ , t∗], t∗]hb0,s0 + 2[Lgb0 ,γ , t∗](hˆb0,s0 − t∗hb0,s0), h
γ∗
b0,s0
〉
, (10.8)
which reduces to (9.29) for γ = 0, does not vanish for small non-zero γ. This completes the
argument for K̂b0 .
Fixing such γ, the pairing (10.8) remains non-degenerate for black hole parameters b
sufficiently close to b0, likewise for the analogues of the pairings (9.10) and (9.28) for
Lgb,γ . Thus, the arguments used around (9.10) and (9.28) show that the subspace of those
elements of Kb which arise as leading order terms of at least linearly growing zero modes is
4-dimensional, and the subspace consisting of those elements which are leading order terms
of at least quadratically growing zero modes is trivial. 
We record the analogue of Lemmas 9.6 and 10.5 for generalized zero energy dual states.
Lemma 10.8. In the notation of Theorem 10.4, the 11-dimensional space
K̂γ∗b := ker L̂gb,γ(0)∗ ∩ Poly(t∗)H˙−∞,−1/2−b
depends continuously on (b, γ), γ 6= 0, near (b0, 0); moreover, this space is continuous down
to γ = 0. Furthermore:
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(1) The quotient space K̂γ∗b /Kγ∗b is spanned by (the images in the quotient of) continuous
families of generalized zero modes
hˆγ∗b,s0, hˆ
γ∗
b,s1(S) ∈ K̂γ∗b ,
linear in S ∈ S1, which satisfy hˆ0∗b,s0 = hˆ∗b,s0 and hˆ0∗b,s1(S) = hˆ∗b,s1(S).
(2) We may choose the continuous families hγ∗b,s0, h
γ∗
b,s1(S) in Lemma 10.5 so that h
γ∗
b,s0,
hγ∗b,s1(S) are the t∗-coefficients of hˆ
γ∗
b,s0, hˆ
γ∗
b,s1(S), respectively.
(3) Putting h˘γ∗b,s0 := hˆ
γ∗
b,s0 − t∗hγ∗b,s0 and h˘γ∗b,s1(S) := hˆγ∗b,s1(S)− t∗hγ∗b,s1(S), we have
hγ∗b,s0, h
γ∗
b,s1(S), h
γ∗
b,v1(V) ∈ H˙−∞,1/2−b , (10.9a)
h˘γ∗b,s0, h˘
γ∗
b,s1(S) ∈ ρC∞ + H˙−∞,1/2−b , (10.9b)
where the ρC∞ terms are supported in r ≥ 4m0.
Proof. The first statement is proved similarly to Lemma 10.5 and uses the non-degeneracies
exploited in the proof of Theorem 10.4.
The (generalized) zero energy dual states for Lgb,γ are again dual-pure-gauge states with
suitable 1-forms as potentials, as we demonstrate momentarily. The analysis for γ = 0 in the
previous sections was simplified by the fact that some of the 1-form potentials themselves
were differentials of scalar generalized modes; since for γ 6= 0, the exterior derivative d and
P∗b,γ do not satisfy a useful commutation relation, we need to argue directly on the level
of 1-forms and 2-tensors in order to get more precise information on the dual-pure-gauge
potentials, as needed for the control of h˘∗b,s1 etc. as in the proof of Lemma 9.6. We recall the
space Ω1 from (9.21), and fix a cutoff χ ∈ C∞(R), χ ≡ 0 on (−∞, 3m0], χ ≡ 1 on [4m0,∞).
• Construction of hγ∗b,s0. We wish to set hγ∗b,s0 = Ggbδ∗gbωγ∗b,s0 with ωγ∗b,s0 ∈ ker P̂b,γ(0)∗,
but the kernel here is trivial when intersected with H˙
−∞,−1/2−
b when γ 6= 0. The key is
that we can now extend the 1-form ∂[t from r  1 to an element ω˜γ∗b,s0 ∈ ker P̂b,γ(0)∗ ∩
H˙
−∞,−3/2−
b , since the obstruction (7.35) coming from the non-triviality of ker ̂gb(0) ∩
H¯
∞,−3/2+
b , disappears for small non-zero γ: thus, we can set ω
γ∗
b,s0 = χ∂
[
t + ω
′
0, where
ω′0 ∈ H˙−∞,−1/2−b solves P̂b,γ(0)∗ω′0 = −[P̂b,γ(0), χ]∂[t ∈ C∞c (X◦). Therefore, we can put (i.e.
re-define), for now,
hγ∗b,s0 := Ggbδ
∗
gb
ωγ∗b,s0 ∈ χr−2Ω1 + H˙−∞,3/2−b , (10.10a)
where the structure of the leading order term again follows from the a priori membership
hγ∗b,s0 ∈ H˙−∞,1/2−b by normal operator considerations.
• Construction of hγ∗b,s1(S). Write b = (m,a) and b1 = (m, 0). Set ωγ∗b,s1(S) = χω∗b1,s1(S) +
ω′1, where ω′1 ∈ H˙−∞,−1/2−b satisfies P̂b,γ(0)∗ω′1 = −P̂b,γ(0)∗(χω∗b1,s1(S)) ∈ H˙
−∞,5/2−
b , cf.
(9.22), hence lies in ρC∞ + H˙−∞,1/2−b . Thus, we can re-define, for now,
hγ∗b,s1(S) := Ggbδ
∗
gb
ωγ∗b,s1(S) ∈ χr−2Ω1 + H˙−∞,3/2−b . (10.10b)
• Construction of hγ∗b,v1(V). In order for the ansatz ωγ∗b,v1(V) = χr2V + ω′ to produce an
element of ker P̂b,γ(0)∗, we need P̂b,γ(0)∗ω′ = −P̂b,γ(0)∗(χr2V) ∈ H˙−∞,3/2−b , which can be
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solved for ω′ ∈ H˙−∞,−1/2−b in view of Proposition 10.3. (Note that this is stronger than
what we proved in Proposition 7.10.) Thus,
hγ∗b,v1(V) := Ggbδ
∗
gb
ωγ∗b,v1(V) ∈ χr−2Ω1 + H˙−∞,3/2−b (10.10c)
as a consequence of the a priori H˙
−∞,1/2−
b membership.
• Construction of generalized dual states. We begin by constructing hˆγ∗b,s0 using the ansatz
hˆγ∗b,s0 = t∗
(
hγ∗b,s0 + h
γ∗
b,v1(V)
)
+ h˘γ∗b,s0,
which lies in kerL∗gb,γ provided
L̂gb,γ(0)
∗h˘γ∗b,s0 = −[L∗gb,γ , t∗]hγ∗b,s0 − [L∗gb,γ , t∗]hγ∗b,v1(V). (10.11)
This can be solved if and only if the pairing of the right hand side with Kb is trivial. The
pairing with hb,s0 and hb,s1(S) automatically vanishes, since the latter are leading order
terms of linearly growing generalized zero modes of Lgb,γ . On the other hand, the pairing
V1 × V1 3 (V,V′) 7→ 〈[L∗gb,γ , t∗]hγ∗b,v1(V), hb,v1(V′)〉 = −〈hγ∗b,v1(V), [Lgb,γ , t∗]hb,v1(V′)〉
is non-degenerate due to (9.10) and by continuity in (b, γ). Thus, we can choose V ∈ V1
such that (10.11) has a solution h˘γ∗b,s0 ∈ H˙−∞,−1/2−b . But then the arguments used in the
proof of Lemma 9.6 apply in view of (10.10a) and (10.10c) and imply that, in fact, h˘γ∗b,s0 ∈
χρC∞ + H˙−∞,1/2−b . Replacing hγ∗b,s0 by hγ∗b,s0 + hγ∗b,v1(V) for this choice of V accomplishes
parts (2) and (3) of the lemma.
The arguments for hˆγ∗b,s1 and h˘
γ∗
b,s1 are analogous, now using (10.10b) and (10.10c).
We have thus constructed an explicit basis of K̂γ∗b /Kγ∗b . By the already known continuity
of K̂γ∗b in (b, γ), we can then re-define hˆγ∗b,s0 and hˆγ∗b,s1(S) to be suitable linear combinations of
this basis and elements of Kγ∗b to ensure the continuity in (b, γ), in particular at γ = 0. 
10.2. Mode stability of the gauge propagation operator in Imσ ≥ 0. Without
further on restrictions v, γ, it may happen that the zero energy state of Pb,0 is perturbed
into a resonance of Pb,γ in the upper half plane. We now show that for v, γ with suitable
signs, this does not happen. We do this in two steps:
(1) we show in Lemma 10.10 that for v > 1 and for all sufficiently small γ > 0, Pb0,γ
has no modes in a fixed neighborhood of σ = 0 in the closed upper half plane.
(2) In Proposition 10.11, we combine this with high energy estimates, as well as with
perturbative (in γ) arguments in compact subsets of {Imσ ≥ 0, σ 6= 0}, to prove
the mode stability of Pb0,γ for sufficiently small γ > 0. Fixing such γ > 0, simple
perturbation arguments then imply the mode stability of Pb,γ for b close to b0.
Let s > 32 and ` ∈ (−32 ,−12). The domains
X s,`b (σ) =
{
ω ∈ H¯s,`b (X; s˜cT ∗X) : P̂b,γ(σ)ω ∈ H¯s−1,`+2b (X; s˜cT ∗X)
}
, (10.12)
of the operators P̂b,γ(σ) : X s,`b (σ) → H¯s−1,`+2b depend in a serious manner on σ (but are
independent of γ). Thus, the first step of the perturbation argument is to pass to operators
with fixed domain and target spaces. This relies on:
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Lemma 10.9. Fix v 6= 1, and fix a value γ1 6= 0 for which (10.3) (with γ replaced by γ1)
holds. Then P̂b0,γ1(σ) : X s,`b0 (σ) → H¯
s−1,`+2
b is invertible for σ ∈ C with Imσ ≥ 0 and |σ|
small. Moreover, P̂b0,γ1(σ)−1 is continuous (in σ) with values in Lweak(H¯s−1,`+2b , H¯s,`b ) (the
space of bounded operators equipped with the weak operator topology), and is continuous
with values in Lop(H¯s−1+,`+2+b , H¯s−,`−b ) (norm topology) for any  > 0.
Proof. Let us write P̂(σ) ≡ P̂b0,γ1(σ) in this proof. The first statement follows from having
uniform semi-Fredholm estimates
‖ω‖
H¯s,`b
≤ C(‖P̂(σ)ω‖
H¯s−1,`+2b
+ ‖ω‖
H¯
s0,`0
b
)
, ω ∈ X s,`b0 (σ) (10.13)
for σ ∈ C, Imσ ≥ 0, with |σ| small, together with the invertibility of P̂(0): this implies
by a standard contradiction argument, see e.g. [Vas19b, Proof of Theorem 1.1], that the
second, error, term on the right in (10.13) can be dropped for σ near 0 (upon increasing the
constant C if necessary). This gives the injectivity of P̂(σ); since this operator is Fredholm
of index 0, its invertibility is an immediate consequence.
We prove the continuity of P̂(σ)−1 following the line of reasoning of [Vas13, §2.7]. Sup-
pose σj → σ, and suppose fj ∈ H¯s−1,`+2b is a sequence converging to f ∈ H¯s−1,`+2b ; put
ωj = P̂(σj)−1fj , which is bounded in H¯s,`b . Consider a subsequential limit ωjk ⇀ ω ∈ H¯s,`b ;
then P̂(σ)ω is necessarily equal to the weak limit limk→∞ P̂(σjk)ωjk = f , independently
of the subsequence. Therefore, the entire sequence converges weakly, ωj ⇀ ω, proving
continuity in the weak operator topology.
Suppose the continuity in the operator norm topology failed: then we could find δ > 0, a
sequence σj → σ, and a bounded sequence fj ∈ H¯s−1+,`+2+b such that for ωj = P̂(σj)−1fj
and ω′j = P̂(σ)−1fj , we have
‖ωj − ω′j‖H¯s−,`−b ≥ δ. (10.14)
Passing to a subsequence, we can assume fj ⇀ f ∈ H¯s−1+,`+2+b , with norm convergence
in H¯s−1,`+2b ; in particular, ω
′
j → P̂(σ)−1f =: ω in H¯s,`b . On the other hand, by continuity
in the weak operator topology, we have ωj ⇀ ω in H¯
s,`
b , hence ωj → ω in H¯s−,`−b . But
this implies ωj − ω′j → 0 in H¯s−,`−b , contradicting (10.14) and finishing the proof. 
The improvement of Proposition 10.3 on the Schwarzschild spacetime is:
Lemma 10.10. Let s > 32 , ` ∈ (−32 ,−12), and v > 1. Then there exist γ′0 > 0, C0 > 0 such
that for all 0 < γ < γ′0 and σ ∈ C, Imσ ≥ 0, |σ| < C0, the operator P̂b0,γ(σ) : Xb0,γ(σ) →
H¯s−1,`+2b is invertible.
Proof. We abbreviate Pγ := Pb0,γ , X (σ) := X s,`b0 (σ).
• Formal argument. We first give a non-rigorous argument showcasing the relevant cal-
culation. Namely, split
X (0) = K⊥ ⊕K, K = kerX (0) P̂0(0) = 〈ωb0,s0〉,
H¯s−1,`+2b = R⊕R⊥, R = ranX (0) P̂0(0),
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where K⊥ ⊂ X (0) and R⊥ ⊂ H¯s−1,`+2b are arbitrary but fixed complementary subspaces;
we can identify R⊥ ∼= C via η′ 7→ 〈η′, ω∗b0,s0〉. We then write
P̂γ(σ) =
(P00(γ, σ) P01(γ, σ)
P10(γ, σ) P11(γ, σ)
)
,
where P01(0, 0) = P10(0, 0) = P11(0, 0) = 0, and P00(0, 0) is invertible. Suppose P̂γ(σ)ω =
0, and write ω = (ω0, ω1). Then ω0 = −P00(γ, σ)−1P01(γ, σ)ω1 and(P11(γ, σ)− P10(γ, σ)P00(γ, σ)−1P01(γ, σ)−1)ω1 = 0; (10.15)
we want to show that ω1 = 0 (and thus ω0 = 0) for |σ|+ γ small, γ > 0. Now, the second
summand in parentheses is of size O((|γ|+ |σ|)2) since P10(γ, σ),P01(γ, σ) = O(γ + |σ|); it
thus suffices to compute P11(γ, σ) modulo O(γ2 + |σ|2):
P11(γ, σ) = γP[11 + σP]11 +O(γ2 + |σ|2), P[11 = ∂γP11(0, 0), P]11 = ∂σP11(0, 0). (10.16)
The calculations (7.38), (7.39), and (10.5) give
P[11 = 4(v− 1), P]11 = 〈−i[P0, t∗]ωb0,s0, ω∗b0,s0〉 = −2i, (10.17)
and therefore
P11(γ, σ) = 4(v− 1)γ − 2iσ +O(γ2 + |σ|2). (10.18)
Fixing v > 1, this is non-zero in Imσ ≥ 0 for γ + |σ| ≤ C0, γ > 0, as desired.
• Passage to fixed function spaces. The above formal argument is not rigorous since the
splitting of X (0) does not give a splitting of X (σ) for σ 6= 0. To remedy this, we use a
standard trick in scattering theory and consider, for γ1 6= 0 as in Lemma 10.9, the operator
P̂γ(σ)P̂γ1(σ)−1 : H¯s−1,`+2b → H¯s−1,`+2b ,
which thus acts on a fixed space. We split the target space as R⊕R⊥ as above, and the
domain as K˜⊥ ⊕ K˜, where
K˜ = P̂γ1(0)K = 〈ω˜〉, ω˜ := P̂γ1(0)ωb0,s0 = (P̂γ1(0)− P̂0(0))ωb0,s0 ∈ C∞c (X◦),
and K˜⊥ is any complement of K˜ in H¯s−1,`+2b . In these splittings, we write
P̂γ(σ)P̂γ1(σ)−1 =
(P˜00(γ, σ) P˜01(γ, σ)
P˜10(γ, σ) P˜11(γ, σ)
)
, (10.19)
which is Fredholm of index 0; moreover, P˜01(0, 0) = P˜10(0, 0) = P˜11(0) = 0, and P˜00(0, 0) is
invertible, and Fredholm of index 0 for small (γ, σ), Imσ ≥ 0, since the (1, 2), (2, 1), (2, 2)
entries of (10.19) have rank ≤ 1, hence are compact operators.
• Invertibility of P˜00. We show that for |γ|+ |σ| small, there exists a uniform bound
‖P˜00(γ, σ)−1‖R→K˜⊥ ≤ C. (10.20)
This is proved similarly to Lemma 10.9, and uses that the bound (10.13), with Pγ in place
of P, is uniform for small |γ| + |σ|. Concretely, denote the projection onto R along R⊥
by Π; assuming that (10.20) fails, we then find sequences (γj , σj) → (0, 0) and fj ∈ K˜⊥,
‖fj‖H¯s−1,`+2b = 1 so that for ωj = P̂γ1(σj)
−1fj (which is bounded in H¯
s,`
b by Lemma 10.9),
we have ΠP̂γj (σj)ωj → 0 in H¯s−1,`+2b . Therefore,
‖ωj‖H¯s,`b ≤ C
(
o(1) + ‖(I −Π)P̂γj (σj)ωj‖H¯s−1,`+2b + ‖ωj‖H¯s0,`0b
)
, (10.21)
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where s0 < s, `0 < `. The second term on the right is bounded by a uniform constant times
|〈P̂γj (σj)ωj , ω∗b0,s0〉| =
∣∣〈ωj , (P̂γj (σj)− P̂0(0))ω∗b0,s0〉∣∣→ 0, j →∞; (10.22)
since (P̂γj (σj) − P̂0(0))ω∗b0,s0 converges to 0 in norm in H˙
−s,−`
b . We thus conclude from
equation (10.21) that a weakly convergent subsequence ωj ⇀ ω has a non-zero limit ω ∈
H¯s,`b . Since P̂γj (σj)ωj → P̂0(0)ω in distributions, and since by assumption and using (10.22)
this limit is 0, we have ω ∈ K. Now, taking a weakly convergent subsequence fj ⇀ f in
H¯s−1,`+2b , thus fj → f in H¯s−1−,`+2−b , we have ωj ⇀ P̂γ1(0)−1f in H¯s−,`−b , and therefore
f = P̂γ1(0)ω ∈ K˜, and f 6= 0 because of ω 6= 0 and since P̂γ1(0) is injective. But this
contradicts fj ∈ K˜⊥: indeed, choosing f∗ ∈ H˙−s+1,−`−2b such that K˜⊥ = ker f∗, we have
0 = f∗(fj)→ f∗(f) 6= 0. This proves (10.20).
• Differentiability of P˜01 and P˜11. The next step is to show that the rank 1 operator
P˜1(γ, σ) := P˜01(γ, σ)⊕ P˜11(γ, σ) : K˜ → H¯s−1,`+2b , (10.23)
is once differentiable at (0, 0). Writing
P̂γ(σ)P̂γ1(σ)−1 = I +
(P̂γ(σ)− P̂γ1(σ))P̂γ1(σ)−1, (10.24)
this amounts to proving the differentiability of the second summand at (0, 0). We first
prove its continuity: since ω˜ ∈ C∞c (X◦), the 1-form P̂γ1(σ)−1ω˜ ∈ H¯s
′,`′
b is continuous in σ
for any s′ ∈ R, `′ ∈ (−32 ,−12). But since P̂γ(σ)− P̂γ1(σ) ∈ Diff1 has coefficients in C∞c (X◦)
and depends smoothly on (γ, σ), the continuity of P̂γ(σ)P̂γ1(σ)−1ω˜ ∈ C∞c (X◦) follows.
We also deduce that for proving differentiability at (0, 0), it suffices to prove the differ-
entiability at σ = 0 of P̂γ1(σ)−1ω˜. To this end, we write (formally at this point)(P̂γ1(σ)−1 − P̂γ1(0)−1)ω˜ = P̂γ1(σ)−1(P̂γ1(0)− P̂γ1(σ))P̂γ1(0)−1ω˜. (10.25)
The right hand side is well-defined since P̂γ1(0)−1ω˜ = ωb0,s0 ∈ ρC∞+H¯∞,1/2−b is annihilated,
modulo H¯
∞,3/2−
b , by the normal operator −2σρ(ρDρ+ i) (cf. (4.6)) of P̂γ1(0)−P̂γ1(σ); thus
ω˜(σ) :=
(P̂γ1(0)− P̂γ1(σ))P̂γ1(0)−1ω˜ ∈ H¯∞,3/2−b ,
with smooth dependence on σ, to which one can indeed apply P̂γ1(σ)−1. With both sides
of (10.25) well-defined in H¯
∞,−1/2−
b , the equality can be justified by a regularization argu-
ment as in [Vas19b, §4]. More precisely, let us write
ω˜(σ) = σω˜′(0) +O(|σ|2), ω˜′(0) = −∂σP̂γ1(0)ωb0,s0,
then Lemma 10.9 gives(P̂γ1(σ)−1 − P̂γ1(0)−1)ω˜ = σP̂γ1(0)−1ω˜′(0) + oH¯s′,`′b (|σ|), σ → 0, (10.26)
that is, the remainder has H¯s
′,`′
b -norm o(|σ|); here, s′ ∈ R, `′ ∈ (−32 ,−12) are arbitrary.
Since K˜ is finite-dimensional, this proves the differentiability of (10.23) with error term of
the Taylor expansion of size o(|σ|) in Lop(K˜, H¯s−1,`+2b ).
In view of in the formal argument above, we need to compute the Taylor expansion
of P˜11(γ, σ). To do this, write Ĉ (σ) = ∂γP̂γ(σ); this is independent of γ, and we have
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P̂γ1(σ)− P̂γ2(σ) = (γ1 − γ2)Ĉ (σ) for all γ1, γ2 ∈ R. Therefore, by (10.24) and (10.26),
P̂γ(σ)P̂γ1(σ)−1ω˜
= P̂γ1(0)ωb0,s0 + (γ − γ1)Ĉ (σ)
(
ωb0,s0 − σP̂γ1(0)−1∂σP̂γ1(0)ωb0,s0 + o(|σ|)
)
= (P̂γ1(0)− P̂0(0))ωb0,s0 − γ1Ĉ (σ)ωb0,s0 + γĈ (0)ωb0,s0
+ σγ1
(
Ĉ (0)P̂γ1(0)−1∂σP̂γ1(0)ωb0,s0 − ∂σĈ (0)ωb0,s0
)
+O(|γσ|) + o(|σ|)
= γĈ (0)ωb0,s0 + σ
((P̂γ1(0)− P̂0(0))P̂γ1(0)−1(∂σP̂0(0) + γ1∂σĈ (0))ωb0,s0
− γ1∂σĈ (0)ωb0,s0
)
+O(|γσ|) + o(|σ|)
= γĈ (0)ωb0,s0 + σ∂σP̂0(0)ωb0,s0 − σP̂0(0)
(P̂γ1(0)−1∂σP̂γ1(0)ωb0,s0)+O(|γσ|) + o(|σ|),
with the error terms measured in H¯s
′,`′
b for any s
′, `′ ∈ R. Paired with ω∗b0,s0 to get the
component in R⊥, the third summand gives 0, and hence we obtain, using the calculation
leading to (10.18),
P˜11(γ, σ) = γP[11 + σP]11 + o(|γ|+ |σ|) = 4(v− 1)γ − 2iσ + o(|γ|+ |σ|). (10.27)
• Continuity of P˜10. Next, we prove that P˜10(γ, σ) : K˜⊥ → R⊥ is continuous at (γ, σ) =
(0, 0), which follows a fortiori from the continuity of (P˜10, P˜11) : H¯s−1,`+2b → R⊥, thus from
that of the complex-valued map
H¯s−1,`+2b 3 ω 7→ 〈P̂γ(σ)P̂γ1(σ)−1ω, ω∗b0,s0〉 = 〈P̂γ1(σ)−1ω, P̂γ(σ)∗ω∗b0,s0〉,
in (γ, σ) at (0, 0). In view of (10.20), its operator norm is bounded by a uniform constant
times ‖P̂γ(σ)∗ω∗b0,s0‖H˙−s,−`b ; the latter however is clearly continuous in (γ, σ), and equal to
0 at (γ, σ) = (0, 0). (In fact, one can prove the differentiability of (P˜10, P˜11) at (0, 0) by
means of arguments similar to those used above.)
• Conclusion of the proof. We now combine all the pieces: in view of (10.20), the proof
that P̂γ(σ)P̂γ1(σ)−1 is injective for γ > 0, Imσ ≥ 0, with |σ| + |γ| small, reduces, as
in (10.15), to the proof that the operator
P˜11(γ, σ)− P˜10(γ, σ)P˜00(γ, σ)−1P˜01(γ, σ) : K˜ → R⊥ (10.28)
is injective. But this follows from (10.27), the vanishing P˜01(γ, σ) = O(|σ| + γ), as well
as the vanishing P˜10(γ, σ) = o(1) as (γ, σ) → (0, 0): indeed, the operator (10.28) is equal
to P˜11(γ, σ) + o(|γ| + |σ|). Surjectivity of P̂γ(σ), which has index 0, is an immediate
consequence. 
We now show that robust high energy estimates and perturbation theory in compact
subsets of the closed upper half plane imply full mode stability, also on slowly rotating
Kerr spacetimes:
Proposition 10.11. Let v > 1, s > 32 , ` ∈ (−32 ,−12). Then there exists γ0 > 0 such
that for 0 < γ < γ0, there exists a constant C(γ) > 0 such that the following holds: if
|b − b0| < C(γ), then the operator P̂b,γ(σ) : X s,`b (σ) → H¯s−1,`+2b is invertible for all σ ∈ C,
Imσ ≥ 0.
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Proof. Consider first b = b0. Then Lemma 10.10 provides us with γ
′
0 > 0 and C0 > 0 such
that the conclusion holds when 0 < γ < γ′0 and |σ| < C0. For these γ, we have uniform
high energy estimates as in the proof of Theorem 4.3; in particular, there exists C1 > 1
such that for all γ ∈ (0, γ′0), the operator P̂b0,γ(σ) is invertible when Imσ ≥ 0, |σ| ≥ C1.
Suppose now σ0 ∈ C, Imσ0 ≥ 0, and C0 ≤ |σ0| ≤ C1. Then P̂b0,0(σ0) is invertible
by Theorem 7.1; a simple perturbation theory argument as in [Vas13, §2.7] implies the
invertibility of P̂b0,γ(σ) for (γ, σ) in an open set around (0, σ0). A compactness argument
implies the existence of 0 < γ′′0 such that P̂b0,γ(σ) is invertible for C0 ≤ |σ| ≤ C1, Imσ ≥ 0,
and |γ| < γ′′0 . The proposition thus holds for γ0 := min(γ′0, γ′′0 ) and b = b0.
Perturbation arguments as in the proof of Theorem 6.1 imply, for any fixed choice of
γ ∈ (0, γ0), the invertibility of P̂b,γ(σ) in Imσ ≥ 0 for b sufficiently close to b0. The proof
is complete. 
Corollary 10.12. Let s > 52 , ` ∈ (−32 ,−12), and fix γ ∈ (0, γ0) as in Proposition 10.11.
Then mode stability holds for the operator Lgb0 ,γ on the Schwarzschild spacetime: the op-
erator L̂gb0 ,γ(σ) : X
s,`
b0
(σ)→ H¯s−1,`+2b is invertible for σ ∈ C, Imσ ≥ 0, and σ 6= 0.
Proof. It suffices to prove injectivity. But any h ∈ ker L̂gb0 ,γ(σ) ∩ H¯
s,`
b satisfies
δgb0Ggb0h ∈ ker P̂b0,γ(σ) ∩ H¯
s−1,`
b = {0}
by Proposition 10.11, hence Dgb0 Ric(h) = 0. The rest of the proof is the same as the proof
of the corresponding statement for L̂gb0 ,0(σ) in Proposition 9.1. 
In Proposition 11.3 below, we prove this for Kerr parameters b 6= b0, the most delicate
input being a rather explicit description of the resolvent near zero energy; the latter will
rely on the non-degenerate structures used in the proof of Theorem 10.4.
Remark 10.13. Recall that besides the modified constraint propagation operator Pg,γ =
2δgGg ◦ δ˜∗g,γ , which controls the properties (in particular: absence of zero energy states) of
the gauge potentials of putative (generalized) zero modes of Lg,γ , there is another 1-form
wave operator, 2DgΥ◦δ∗g , which we called the gauge potential wave operator, which controls
what gauge potentials satisfy the linearized gauge condition, and also, more generally, how
to add to a given linearized Kerr solution a pure gauge term so as to obtain a solution of
the gauge-fixed Einstein equation. A modification of the gauge condition thus affects the
latter wave operator, but not the former. Concretely then, we may modified the linearized
gauge condition to be
δ˜g,γGgh = 0, δ˜g,γ := (δ˜
∗
g,γ)
∗.
Correspondingly, the modified gauge potential wave operator is
2δ˜g,γGg ◦ δ∗g = P∗g,γ ,
that is, gauge and constraint damping modifications are formally dual to one another (but
not on the level of function spaces, as we need to work with extendible spaces for both
when studying modes of Lgb,γ). Using the same type of calculation as in §10.2, one can then
show that 2δ˜g,γGgδ
∗
g does not have any modes in Imσ ≥ 0 (in particular, the zero energy
nullspace is trivial) when v > 2 and γ > 0 is small. With the thus modified gauge, the
space of generalized scalar l = 0 zero modes becomes 1-dimensional, spanned by a linearized
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Schwarzschild solution plus a pure gauge term (noting that the obstruction in (9.6) is now
absent). Ultimately, this leads to a reduction of the space of pure gauge solutions arising
in Theorem 1.1: it only consists of Lie derivatives along asymptotic translations, rotations,
and Lorentz boosts. In this sense, it is generated entirely by the asymptotic symmetries of
the spacetime at null infinity.
11. Structure of the resolvent of the linearized modified gauge-fixed
Einstein operator
We now use Theorem 10.4 (and the non-degenerate structure of Lgb,γ going into its
proof) to show that its resolvent L̂gb,γ(σ)
−1 exists for b close to b0 and σ ∈ C, Imσ ≥ 0,
σ 6= 0, see §11.1, in particular Proposition 11.3. This utilizes arguments similar to (but
more intricate, due to the more complicated generalized null space structure, than) those
used in the proof of Lemma 10.10. In §11.2, we give a precise description of the resolvent
near σ = 0 as the sum of a finite rank operator which is meromorphic in σ with a double
pole at 0, and the ‘regular part’ which is continuous down to σ = 0. Subsequent sections
refine this further by establishing higher regularity of the regular part.
We remark that the results in this section imply the mode stability of slowly rotating
Kerr black holes under metric perturbations; we stress that this is due to our embedding
of the linear stability problem into an analytically non-degenerate framework, obviating the
need for arguments based separations of variables in the non-Schwarzschild black hole case.
We stress that from this point onwards, we only use structural information on Lgb,γ
and its zero energy behavior from the previous sections (rather than explicit expressions
of (generalized) zero energy (dual) states): this is all one needs when using the general
perturbation stable Fredholm framework developed by Vasy [Vas19b, Vas19a] for the study
of resolvents on asymptotically conic spaces.
Define c by (10.1) with v > 1. Let
s > 52 , ` ∈ (−32 ,−12). (11.1a)
With γ0 > 0 as in Proposition 10.11, let us henceforth fix
γ ∈ (0, γ0). (11.1b)
We then put
Lb := Lgb,E , E = E(g; c, γ, γ), (11.1c)
where g = gb, |b− b0| < C(γ) is a slowly rotating Kerr metric. We re-define
X s,`b (σ) :=
{
h ∈ H¯s,`b (X;S2 s˜cT ∗X) : L̂b(σ)h ∈ H¯s−1,`+2b (X;S2 s˜cT ∗X)
}
.
Moreover, we recall the (generalized) zero modes hb,s0, hb,s1(S), hb,v1(S), hˆb,s0, hˆb,s1(S) from
Propositions 9.1 and 9.4, and denote the (generalized) zero energy dual states of Lb using
the notation of Lemma 10.5 by
h∗b,s0 := h
γ∗
b,s0, h
∗
b,s1(S) := h
γ∗
b,s1(S), h
∗
b,v1(V) := h
γ∗
b,v1(V);
we also write hˆ∗b,s0 := hˆ
γ∗
b,s0 etc. in the notation of Lemma 10.8, and
h˘b,s0 := hˆb,s0 − t∗hb,s0, h˘∗b,s0 := hˆ∗b,s0 − t∗h∗b,s0,
etc., which is the ‘same’ as in Definition 9.5, except here we use the dual states for the
modified operator. This constitutes an abuse of notation, as these dual states are not equal
92 DIETRICH HA¨FNER, PETER HINTZ, AND ANDRA´S VASY
to the dual states of Proposition 9.1; however, we henceforth only work with the modified
operator Lb, thus there is no ambiguity in meaning.
11.1. Existence of the resolvent; rough description near zero energy. The deter-
mination of the structure of the resolvent relies on perturbation arguments. As in §10.2,
we first perturb Lb to a ‘reference operator’ which is invertible near σ = 0:
Lemma 11.1. There exist V ∈ Ψ−∞(X◦;S2T ∗X◦), with compactly supported Schwartz
kernel, and a constant C1 > 0 such that
Lˇb(σ) := L̂b(σ) + V : X s,`b (σ)→ H¯s−1,`+2b
is invertible for σ ∈ C, Imσ ≥ 0, |σ| < C1, and |b − b0| ≤ C1. Moreover, Lˇb(σ)−1 is
continuous in σ with values in Lweak(H¯s−1,`+2b , H¯s,`b ) ∩ Lop(H¯s−1+,`+2+b , H¯s−,`−b ),  > 0.
Proof. It suffices to prove the invertibility for b = b0, σ = 0, since arguments as in the proof
of Lemma 10.9 then imply the invertibility and continuous dependence for (b, σ) close to
(b0, 0). In the splittings X s,`b0 (0) = K⊥ ⊕ K with K = ker L̂b0(0) and H¯
s−1,l+2
b = R ⊕ R⊥
with R = ran L̂b0(0), write
L̂b0(0) =
(
L00 0
0 0
)
.
The main input for the perturbation theory is the fact that K and R⊥ have the same (finite)
dimension, namely 7. Identifying K ∼= C7 by choosing a basis h1, . . . , h7, and identifying
R⊥ ∼= C7 via f 7→ (〈f, h∗j 〉)j=1,...,7, where h∗1, . . . , h∗7 is a basis of ker L̂b0(0)∗ ∩ H˙−∞,−3/2+b ,
it suffices (by the same arguments as in the proof of Proposition 10.3) to construct V so
that the 7× 7 matrix
(〈V hi, h∗j 〉)1≤i,j≤7 (11.2)
is invertible. To do this, select h]1, . . . , h
]
7 ∈ C∞c (X◦;S2T ∗X◦) such that (〈h]i , h∗j 〉) = δij ;
this is possible since the h∗i are linearly independent distributions. Likewise, the hi are
linearly independent; thus, we can select h[1, . . . , h
[
7 ∈ C∞c (X◦;S2T ∗X◦) with 〈hi, h[j〉 = δij .
We then set V =
∑7
k=1 h
]
k〈−, h[k〉. 
To set up the low energy spectral theory, we define the spaces
Kb,s0 := Chb,s0, K∗b,s0 := Ch∗b,s0,
Kb,s1 := hb,s1(S1), K∗b,s1 := h∗b,s0(S1),
Kb,s := Kb,s0 ⊕Kb,s1, K∗b,s := K∗b,s0 ⊕K∗b,s1,
Kb,v := hb,v1(V1), K∗b,v := h∗b,v1(V1),
Kb := Kb,s ⊕Kb,v, K∗b := K∗b,s ⊕K∗b,v.
(11.3)
The reason for combining the scalar l = 0 and scalar l = 1 spaces is that L̂b(σ) will be more
singular on both of them due to the existence of linearly growing solutions with leading
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terms in Kb,s. For Lˇb(σ) as in Lemma 11.1, we set
K˜b,sj := Lˇb(0)Kb,sj (j = 0, 1),
K˜b,s := Lˇb(0)Kb,s,
K˜b,v := Lˇb(0)Kb,v,
K˜b := K˜b,s ⊕ K˜b,v.
(11.4)
By definition of Lˇb(0), these are subspaces of C∞c (X◦;S2T ∗X◦) which depend continuously
on b. We fix a complementary subspace K˜⊥ ⊂ H¯s−1,`+2b of K˜.
We decompose the target space H¯s−1,`+2b into the range of L̂b(0) and a complement. To
do this in a continuous (in b) manner, we prove a slight generalization of the procedure
used in the proof of Lemma 11.1:
Lemma 11.2. There exists a linear projection map Π⊥b : H¯
s−1,`+2
b → H¯s−1,`+2b which is of
rank 7, depends continuously on b near b0 in the norm topology, and satisfies
〈(I −Π⊥b )f, h∗〉 = 0 ∀h∗ ∈ K∗b .
The Schwartz kernel of Π⊥b can be chosen to be independent of s, ` satisfying (11.1a).
Proof. Let h∗b,1, . . . , h
∗
b,7 ∈ H˙1−s,−1/2−b denote a basis of K∗b which depends continuously on
b, and fix h]1, . . . , h
]
7 ∈ C∞c (X◦) for which the matrix Ab = (Ab,ij) = (〈h]i , h∗b,j〉) is invertible
for b = b0, hence for nearby b. Therefore, there exists (p
ij
b ), continuous in b, such that∑7
i=1 p
ij
b Ab,ik = δjk. We then put Π
⊥
b = p
ijh]i〈−, h∗b,j〉, which satisfies all requirements. 
Defining the complementary projection
Πb := I −Π⊥b : H¯s−1,`+2b → ran Πb = annK∗b = ranX s,`b (0) L̂b(0),
we then split domain and target according to
domain: H¯s−1,`+2b ∼= K˜⊥ ⊕ K˜b,s ⊕ K˜b,v,
target: H¯s−1,`+2b ∼= ran Πb ⊕R⊥s ⊕R⊥v ,
(11.5)
where R⊥s , resp. R⊥v , is a space of dimension dimKb0,s = 4, resp. dimKb0,v = 3, chosen
such that the L2-pairing R⊥s ×K∗b,s → C, resp. R⊥v ×K∗b,v → C, is non-degenerate. (We can
choose R⊥s/v to be a subspace of C∞c (X◦;S2T ∗X◦).) Via these pairings, we can identify
R⊥s ∼= (K∗b,s)∗, R⊥v ∼= (K∗b,v)∗;
we shall use these identifications implicitly below.
We now prove that the resolvent at σ 6= 0, Imσ ≥ 0, exists; in the course of the proof,
we will obtain a rough description of its structure near σ = 0, which we will successively
improve later on.
Proposition 11.3. Fix s, `, γ as in (11.1a)–(11.1b). For small C0 > 0 and Kerr parameters
b ∈ R4, |b − b0| < C0, the operator L̂b(σ) : X s,`b (σ) → H¯s−1,`+2b is invertible for σ ∈ C,
Imσ ≥ 0, σ 6= 0.
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Proof. This is the content of Corollary 10.12 when b = b0. The key facts we will use in the
proof for b near b0 when σ is near 0 are:
(1) the zero energy nullspace Kb is 7-dimensional, and the generalized zero energy
nullspace K̂b is 11-dimensional, with both depending continuously on b in the
Poly(t∗)H¯
∞,−1/2−
b topology, see Theorem 10.4; similarly for the spaces K∗b and K̂∗b
of (generalized) dual states at zero energy in view of Lemmas 10.5 and 10.8;
(2) suitable pairings, such as (9.10), between (generalized) zero energy states and dual
states are non-degenerate for b = b0, which persists for b near b0; this was already
exploited in the proof of Theorem 10.4.
We recall that such pairings are closely related to properties of the Taylor expansion of L̂b(σ)
at σ = 0, as was already exploited in the proof of mode stability for the modified constraint
propagation operator in Proposition 10.11, see in particular equations (10.16)–(10.17).
Concretely then, we shall determine the structure of the operator
L̂b(σ)Lˇb(σ)
−1 : H¯s−1,`+2b → H¯s−1,`+2b
when (b, σ), Imσ ≥ 0, lies in a neighborhood of (b0, 0), and prove its invertibility for non-
zero σ. Thus, there is a fixed constant δ > 0 such that for all Kerr parameters b close to
b0, L̂b(σ) is invertible for 0 < |σ| < δ, Imσ ≥ 0. Given such δ > 0, and using high energy
estimates as well as perturbative arguments (starting with the mode stability of Lb0) in
compact subsets of {Imσ ≥ 0, σ 6= 0} as in the proof of Proposition 10.11, the operator
L̂b(σ) is invertible for |σ| ≥ δ > 0 when |b−b0| is sufficiently small, proving the proposition.
In the splittings (11.5) of H¯s−1,`+2b , we write
L̂b(σ)Lˇb(σ)
−1 =
L00 L01 L02L10 L11 L12
L20 L21 L22
 , Lij = Lij(b, σ); (11.6)
for instance, L00(b, σ) := ΠbL̂b(σ)Lˇb(σ)|K˜⊥ . Since the range of L̂b(σ) is annihilated by K∗b ,
we have L10(b, 0) = L20(b, 0) = 0; likewise, L̂b(σ)|Kb ≡ 0 implies that
Lker :=
L01 L02L11 L12
L21 L22

satisfies Lker(b, 0) = 0. Lastly, L00(b0, 0) is invertible.
• Uniform invertibility of (0, 0) entry. The first step of our analysis of L̂b(σ)Lˇb(σ)−1 is
the analogue of (10.20) in the present setting (and proved in the same manner): there exists
a uniform constant C <∞ such that for (b, σ) near (b0, 0),
‖L00(b, σ)−1‖Rb→K˜⊥ ≤ C. (11.7)
• Differentiability of Lij, (i, j) 6= (0, 0). The next step is the analogue of the differentia-
bility of (10.23), namely the differentiability of Lker(b, σ)h˜ at σ = 0 for h˜ = Lˇb(0)h, h ∈ Kb,
with uniform control of the error term of the Taylor expansion. The key is that(
Lˇb(σ)
−1 − Lˇb(0)−1
)
h˜ = Lˇb(σ)
−1(Lˇb(0)− Lˇb(σ))h, (11.8)
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as follows from a regularization argument as in [Vas19b, §4]. But
Lˇb(0)− Lˇb(σ) = L̂b(0)− L̂b(σ) = −σ∂σL̂b(0)− 12σ2∂2σL̂b(0), (11.9)
with ∂2σL̂b(0) ∈ ρ2C∞(X; End(S2 s˜cT ∗X)) decaying quadratically in r. Thus, using the
continuity properties of Lˇb(σ)
−1 proved in Lemma 11.1, we conclude that
L̂b(σ)Lˇb(σ)
−1(Lˇb(0)h) = (I − V Lˇb(σ)−1)(Lˇb(0)h)
= L̂b(0)h− V Lˇb(σ)−1(L̂b(0)− L̂b(σ))h (11.10)
= σV Lˇb(σ)
−1∂σL̂b(0)h+O(|σ|2)h,
where the error term (which in fact maps into C∞c ) is measured using the operator norm
on L(Kb, H¯s−1,`+2b ). Now note that ∂σL̂b(0)h ∈ H¯∞,3/2−b since ∂σL̂b(0) ∈ ρDiff1b, and
h ∈ Kb ⊂ H¯∞,1/2−b is quadratically decaying. Therefore,
Lˇb(σ)
−1∂σL̂b(0)h ∈ H¯∞,−1/2−b (11.11)
is continuous down to σ = 0, and hence
L̂b(σ)Lˇb(σ)
−1(Lˇb(0)h) = σV Lˇb(0)−1∂σL̂b(0)h+ o(|σ|)h, (11.12)
proving the desired differentiability. (The o(|σ|) remainder here, as well as in subsequent
calculations, is uniform in b, and is in fact uniformly (in b) bounded in norm by C|σ|1+α
for some α > 0 and for some uniform constant C > 0; this follows from the fact that Lˇb(σ)
is in fact Ho¨lder-α regular at σ = 0, with uniform Ho¨lder constant, when one strengthens
the domain or relaxes the target space, see Proposition 12.4 below.)
A crucial observation for subsequent arguments is that the continuity of (11.11) holds
provided merely h ∈ ρC∞ + H¯∞,1/2−b , i.e. an r−1 leading term is acceptable too; this relies
on the fact that the normal operator of ∂σL̂b(0) is −2ρ(ρDρ+ i) by Lemma 4.2, which maps
ρC∞ → ρ3C∞, i.e. gains one more order of decay than a priori expected from an element of
ρDiffb. (This was already exploited in the proof of Lemma 10.10 around equation (10.25).)
Similar arguments give the differentiability of L10 ⊕ L20 at σ = 0. Indeed, for f ∈ K˜⊥
and h∗ ∈ K∗b , we need to compute
〈L̂b(σ)Lˇb(σ)−1f, h∗〉 = 〈f, (Lˇb(σ)−1)∗L̂b(σ)∗h∗〉 = 〈f, h∗〉 − 〈f, (Lˇb(σ)−1)∗V ∗h∗〉,
where we can rewrite the second term by means of
(Lˇb(σ)
−1)∗V ∗ = (Lˇb(0)−1)∗V ∗ +
(
(Lˇb(σ)
−1)∗ − (Lˇb(0)−1)∗
)
Lˇb(0)
∗ ◦ (Lˇb(0)−1)∗V ∗. (11.13)
Since V ∗ has compactly supported (in (X◦)2) smooth Schwartz kernel, we have
(Lˇb(0)
−1)∗V ∗ = (Lˇb(0)∗)−1V ∗ : D ′(X◦)→ ρC∞ + H˙−∞,1/2−b (X). (11.14)
Therefore, we can rewrite the second term in (11.13) as
(Lˇb(σ)
−1)∗
(
Lˇb(0)
∗ − Lˇb(σ)∗
) ◦ (Lˇb(0)−1)∗V ∗;
by Taylor expansion as in (11.9) we conclude that
(Lˇb(σ)
−1)∗V ∗h∗ = (Lˇb(0)−1)∗V ∗h∗ − σ(Lˇb(0)−1)∗∂σL̂b(0)∗(Lˇb(0)−1)∗V ∗h∗ + o(|σ|)h∗.
The error term here is measured in the norm topology on L(K∗b , H˙−s+1,−`−2b ).
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• Coefficients of σ. We next compute the leading coefficient of some of the Lij . For
j = 1, 2, we rewrite (11.12) for h ∈ Kb using V = Lˇb(0)− L̂b(0) as
L̂b(σ)Lˇb(σ)
−1Lˇb(0)h = σ(I − L̂b(0)Lˇb(0)−1)∂σL̂b(0)h+ o(|σ|).
Pairing this against an element h∗ ∈ K∗b , the coefficient of σ is
〈∂σL̂b(0)h, h∗〉 − 〈Lˇb(0)−1∂σL̂b(0)h, L̂b(0)∗h∗〉. (11.15)
Consider this first for h = hb,v1(V) ∈ Kb,v, h∗ = h∗b,v1(V′) ∈ K∗b,v, V,V′ ∈ V1. Then the
second summand in (11.15) vanishes, and the first summand gives a non-degenerate pairing
on Kb,v ×K∗b,v ∼= V1 × V1 by continuity from (9.10). Thus, ∂σL22(b, 0) is invertible, and so
σ−1L22(b, σ) is invertible for (b, σ) near (b0, 0). (11.16)
Taking h ∈ Kb,v still, but now h∗ = h∗b,s0 ∈ K∗b,s, the second summand in (11.15) still
vanishes, and now the first summand does, too; likewise for h∗ = h∗b,s1(S). Indeed,
∂σL̂b(0)
∗h∗b,s0 = −i[Lb, t∗]h∗b,s0 = −iLb(hˆ∗b,s0 − h˘∗b,s0) = iL̂b(0)∗h˘∗b,s0, (11.17)
which gives
〈∂σL̂b(0)h, h∗〉 = 〈h, ∂σL̂b(0)∗h∗〉 = −i〈h, L̂b(0)∗h˘∗b,s0〉 = −i〈L̂b(0)h, h˘∗b,s0〉 = 0. (11.18)
For h ∈ Kb,s and h∗ ∈ K∗b , the pairing (11.15) vanishes, too, since
〈∂σL̂b(0)hb,s0, h∗〉 = i〈L̂b(0)h˘b,s0, h∗〉 = i〈h˘b,s0, L̂b(0)∗h∗〉 = 0.
We have thus proved that
∂σL11(b, 0) = ∂σL12(b, 0) = ∂σL21(b, 0) = 0. (11.19)
For h ∈ Kb,s, the conclusions for L11 and L21 imply Π⊥b ∂σ|σ=0(L̂b(σ)Lˇb(σ)−1Lˇb(0)h) = 0;
therefore, on Kb,s, we have ∂σL01(b, 0) = ∂σ(L̂b(σ)Lˇb(σ)−1)|σ=0, so
∂σL01(b, 0)(Lˇb(0)h)|σ=0 = iV Lˇb(0)−1L̂b(0)h˘
= i(V − V Lˇb(0)−1V )h˘, where Lb(t∗h+ h˘) = 0.
(11.20)
(Note that the right hand side only depends on h˘ mod Kb.) Similarly, using
(Lˇb(0)
−1)∗V ∗h∗ = h∗ − (Lˇb(0)−1)∗L̂b(0)∗h∗ = h∗, h∗ ∈ K∗b , (11.21)
we have, for f ∈ K˜⊥ and h∗ ∈ K∗b,s,
〈∂σL10(b, 0)f, h∗〉|σ=0 = 〈f, (Lˇb(0)−1)∗∂σL̂b(0)∗(Lˇb(0)−1)∗V ∗h∗〉
= −i〈f, (I − (Lˇb(0)−1)∗V ∗)h˘∗〉, where L∗b(t∗h∗ + h˘∗) = 0.
(11.22)
(The right hand side only depends on h˘∗ mod K∗b by (11.21).)
• Leading order term of L11. In order to capture L̂b(σ)Lˇb(σ)−1 in a non-degenerate man-
ner, we must compute more terms in the Taylor expansion of L11 at σ = 0. Consider thus
h ∈ Kb,s and h∗ ∈ K∗b,s, then, in view of (11.10), (11.19), and (11.21),
〈L̂b(σ)Lˇb(σ)−1(Lˇb(0)h), h∗〉
= 〈V Lˇb(σ)−1(σ∂σL̂b(0) + σ22 ∂2σL̂b(0))h, h∗〉 (11.23)
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= 〈V Lˇb(σ)−1 σ22 ∂2σL̂b(0)h, h∗〉+ 〈V (Lˇb(σ)−1 − Lˇb(0)−1)σ∂σL̂b(0)h, h∗〉
= σ2
(
1
2〈V Lˇb(σ)−1∂2σL̂b(0)h, h∗〉
− 〈∂σL̂b(0)h, (Lˇb(σ)−1)∗(∂σL̂b(0)∗ + σ2∂2σL̂b(0)∗)(Lˇb(0)−1)∗V ∗h∗〉)
= σ2
(
1
2〈∂2σL̂b(0)h, (Lˇb(σ)−1)∗V ∗h∗〉
− 〈∂σL̂b(0)h, (Lˇb(σ)−1)∗(∂σL̂b(0)∗ + σ2∂2σL̂b(0)∗)h∗〉). (11.24)
This is equal to σ2 times a constant depending bilinearly on (h, h∗), plus a o(|σ|2) remainder.
To evaluate the constant, we introduce the pairing
`b,s(h, h
∗) := −12〈[[Lb, t∗], t∗]h+ 2[Lb, t∗]h˘, h∗〉, (h, h∗) ∈ Kb,s ×K∗b,s. (11.25)
Recall from (9.28) that `b,s(h,−) = 0 ∈ (K∗b,s)∗ only if there exists a quadratically growing
generalized zero mode with leading coefficient h; thus, this is a non-degenerate pairing in
view of the absence of such modes, see Theorem 10.4. Then, with h˘, h˘∗ as in (11.20),
(11.22), and using (11.21) again to simplify the first pairing in (11.24) for σ = 0, we have
〈12∂2σL11(b, 0)h, h∗〉 = 〈12∂2σL̂b(0)h− ∂σL̂b(0)Lˇb(0)−1∂σL̂b(0)h, h∗〉
= 〈−12 [[Lb, t∗], t∗]h− i∂σL̂b(0)Lˇb(0)−1L̂b(0)h˘, h∗〉
= −12〈[[Lb, t∗], t∗]h+ 2[Lb, t∗]h˘, h∗〉+ 〈i∂σL̂b(0)Lˇb(0)−1V h˘, h∗〉
= `b,s(h, h
∗) + 〈(V − V Lˇb(0)−1V )h˘, h˘∗〉.
(11.26)
Now, if we were only considering the top left 2× 2 minor of (11.6),15(
L00 L01
L10 L11
)
=
(O(1) O(σ)
O(σ) O(σ2)
)
,
its invertibility near σ = 0 would be guaranteed provided σ−2(L11−L10L−100 L01) = 12∂2σL11−
∂σL10 ◦ L−100 ◦ ∂σL01 induces a non-degenerate pairing on K˜b,s × K∗b,s; but the calcula-
tions (11.20) and (11.22) imply
〈∂σL10(b, 0)L00(b, 0)−1∂σL01(b, 0)Lˇb(0)h, h∗〉 = −i〈∂σL01(b, 0)Lˇb(0)h, h˘∗〉
= 〈(V − V Lˇb(0)−1V )h˘, h˘∗〉.
In view of the non-degeneracy of (11.25), this implies that
L˜]11(b, σ) := σ
−2(L11(b, σ)− L10(b, σ)L00(b, σ)−1L01(b, σ))
is invertible for (b, σ) near (b0, 0).
(11.27)
We also note that the calculation (11.24) works also for h ∈ Kb,s, h∗ ∈ K∗b,v, as well as
for h ∈ Kb,v, h∗ ∈ K∗b,s, implying that
L12(b, σ), L21(b, σ) = O(|σ|2); (11.28)
in fact, they are equal to σ2L˜12(b, σ), σ
2L˜21(b, σ), with L˜12 and L˜21 continuous at σ = 0.
15This in particular fully captures, on Schwarzschild spacetimes, the action of the operator L̂b(σ)Lˇb(σ)
−1
on symmetric 2-tensors which do not have a vector l = 1 component, i.e. its invertibility for b = b0 is necessary
for the invertibility of the full operator.
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Furthermore, for h ∈ Kb,v and h∗ ∈ K∗b,v, the calculation (11.24) is valid upon adding
the linear (in σ) term 〈V Lˇb(0)−1σ∂σL̂b(0)h, h∗〉 (which we recall was zero when one of h, h∗
lied in K(∗)b,s ) in each line after (11.23). This proves the following strengthening of (11.16):
σ−1L22(b, σ) = `b,v +O(|σ|), `b,v(h, h∗) := 〈−i[Lb, t∗]h, h∗〉,
as bilinear forms Kb,v ×K∗b,v → C.
(11.29)
• The inverse of L̂b(σ)Lˇb(σ)−1. Equipped with the information from (11.7), (11.16),
(11.19), (11.27), and (11.28), we can now write
L̂b(σ)Lˇb(σ)
−1 =
 L00 σL˜01 σL˜02σL˜10 σ2L˜11 σ2L˜12
σL˜20 σ
2L˜21 σL˜22
 , (11.30)
with tacit dependence on (b, σ), and solve
L̂b(σ)Lˇb(σ)
−1h˜ = f, h˜ = (h˜0, h˜1, h˜2), f = (f0, f1, f2)
for small σ 6= 0 by first solving the first component of this equation for h˜0 (using (11.7)),
then the third component for h˜2 (using (11.16)), and then the second component for h˜1
(using (11.27). This gives
R˜b(σ) :=
(
L̂b(σ)Lˇb(σ)
−1)−1 =
 R˜00 σ−1R˜01 R˜02σ−1R˜10 σ−2R˜11 σ−1R˜12
R˜20 σ
−1R˜21 σ−1R˜22
 (11.31)
in the splittings (11.5), where the R˜ij = R˜ij(b, σ) are continuous in σ. Explicitly, set
L˜]ij := L˜ij−L˜i0L−100 L˜0j , L˜[ij := L˜ij−σL˜i0L−100 L˜0j , L˜\11 = L˜]11−σL˜]12(L˜[22)−1L˜]21, (11.32)
and recall from (11.7), (11.25), and (11.16) that L00, L˜
]
11 (hence L˜
\
11 for small σ), and L˜22
(hence L˜[22 for small σ) are invertible. The singular terms in (11.31) are then given by
R˜01 = −
(
L−100 L˜01 − σL−100 L˜02(L˜[22)−1L˜]21
)
R˜11,
R˜10 = −R˜11
(
L˜10L
−1
00 − σL˜]12(L˜[22)−1L˜20L−100
)
,
R˜11 = (L˜
\
11)
−1, R˜12 = −R˜11L˜]12(L˜[22)−1,
R˜21 = −(L˜[22)−1L˜]21R˜11, R˜22 = (L˜[22)−1 − σ(L˜[22)−1L˜]21R˜12.
(11.33)
Since Lˇb(σ) is invertible, the expression (11.31), together with
L̂b(σ)
−1 = Lˇb(σ)−1R˜b(σ), (11.34)
explicitly demonstrates the invertibility of L̂b(σ) for 0 < |σ| < C0, Imσ ≥ 0, and |b− b0| <
C0, when C0 > 0 is sufficiently small. 
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11.2. Precise structure of the resolvent near zero energy. We continue using the
notation of the proof of Proposition 11.3. The formula (11.34) for the resolvent in terms
of (11.31) is not yet satisfactory for the purpose of solving the wave equation Lbh = f by
means of the inverse Fourier transform, h(σ) = L̂b(σ)
−1fˆ(σ). Recall that the inverse Fourier
transform of a term σ−α, read as (σ+i0)−α, has asymptotic behavior tα−1∗ ; the (1, 0), (1, 2),
(2, 1), and (2, 2) entries are thus already acceptable since they produce stationary terms in
Kb. This is not the case for the (0, 1) term, as it produces a stationary term lying in an as of
yet uncontrolled subspace of H¯s,`b . Note also that the (1, 1) term is only controlled modulo
o(|σ|−2) (or really O(|σ|−2+α) for some α > 0), which is not precise enough to allow for a
useful description of the asymptotic behavior it produces (control of the time dependence
being the issue); some degree of conormal regularity would be sufficient to prove that it
produces a pure gauge solution modulo a decaying tail.16
Rather than fixing these issues minimalistically for the purpose of obtaining a rather
weak linear stability result (as far as decay is concerned), we proceed to obtain a complete
description of the singular part of the resolvent. The two main ingredients are:
(1) a more careful choice of Lˇb(σ) and of the splittings (11.5) ensures that the (1, 0)
and (0, 1) components of R˜b(σ) are regular at σ = 0. This is set up in Lemma 11.7
and explained in the first step of the proof of Theorem 11.5;
(2) the r−1 leading order behavior not only of zero energy states but also of the sta-
tionary parts of generalized (dual) zero energy states, see Lemmas 9.6 and 10.8,
enables us to Taylor expand certain components of L̂b(σ)Lˇb(σ)
−1 to high order.
(The relevance of having such leading order terms was already indicated in the
second paragraph after equation (11.12).)
Definition 11.4. Recall the spaces Kb = Kb,s ⊕Kb,v and K∗b from (11.3). For hs = hb,sj ∈
Kb,s, set h˘s = h˘b,sj in the notation of Definition 9.5, so that Lb(t∗hs + h˘s) = 0. We then
define the non-degenerate (for b = b0 and thus for nearby b) sesquilinear pairing
kb : Kb ×K∗b → C
kb((hs, hv), h
∗) :=
〈
1
2
(
[[Lb, t∗], t∗]hs + 2[Lb, t∗]h˘s
)
+ [Lb, t∗]hv, h∗
〉
.
(11.35)
Theorem 11.5. For (b, σ), Imσ ≥ 0, in a small neighborhood of (b0, 0) we have
L̂b(σ)
−1 = Pb(σ) + L−b (σ) : H¯
s−1,`+2
b (X;S
2 s˜cT ∗X)→ H¯s,`b (X;S2 s˜cT ∗X).
Here, the regular part L−b (σ) has uniformly bounded operator norm, and is continuous with
values in Lweak(H¯s−1,`+2b , H¯s,`b ) ∩ Lop(H¯s−1+,`+2+b , H¯s−,`−b ),  > 0. The principal part
Pb(σ) is a quadratic polynomial in σ
−1 with finite rank coefficients; explicitly,17
Pb(σ)f = (−σ−2hs + iσ−1h˘s) + iσ−1(h′s + hv), (11.36)
where hs, h
′
s ∈ Kb,s and hv ∈ Kb,v are uniquely determined by the conditions
kb((hs, hv), h
∗) = 〈f, h∗〉 for all h∗ ∈ K∗b , (11.37a)
kb(h
′
s, h
∗
s) = −〈12 [[Lb, t∗], t∗](h˘s + hv) + [Lb, t∗]h¯, h∗s〉 for all h∗s ∈ K∗b,s, (11.37b)
16As an illustration, note that t1−α∗ hb,s0 − δ∗gb(t1−α∗ ωb,s0) = O(t−α∗ ).
17We take these signs and factors of i because of F−1(i(σ+i0)−1) = H(t∗), F−1(−(σ+i0)−2) = t∗H(t∗).
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where h¯ ∈ H¯s,`b is a stationary solution of
Lbh¯ = f − 12
(
[[Lb, t∗], t∗]hs + 2[Lb, t∗](h˘s + hv)
)
. (11.37c)
Given (11.37a), the solution of equation (11.37c) is unique only modulo Kb; but condi-
tion (11.37b) only depends on the image of h¯ in H¯s,`b /Kb.
Remark 11.6. If we ask only that the tensor h˘s be any stationary solution of Lb(t∗hs+h˘s) =
0, then we can re-define h˘s as h˘s + hv, and subsequently set hv = 0. Keeping hv = 0, the
term h˘s is then only well-defined modulo Kb,s; it is easy to check that changing h˘s to
h˘s + h
′′
s , h
′′
s ∈ Kb,s, changes h′s to h′s − h′′s according to (11.37a)–(11.37c). Therefore, the
description (11.36) of the principal part is well-defined independently of the choice of h˘s.
We first show that that the (0, 1) and (1, 0) components of L̂b(σ)Lˇb(σ)
−1 in (11.30) can
be made to vanish quadratically at σ = 0 by a more careful choice of the operator Lˇb(σ)
and the space K˜⊥ in (11.5); this uses the explicit form (11.20) and (11.22) of ∂σL10, ∂σL01
at σ = 0. To this end, we refine Lemma 11.1 as follows:
Lemma 11.7. There exists Vb ∈ Ψ−∞(X◦;S2T ∗X◦) which is continuous in b with uni-
formly compactly supported Schwartz kernel, such that
Lˇb(σ) = L̂b(σ) + Vb : X s,`b (σ)→ H¯s−1,`+2b
satisfies the conclusions of Lemma 11.1, and so that moreover for a suitably chosen (con-
tinuous in b) complementary subspace K˜⊥b of K˜b = Lˇb(0)Kb = Vb(Kb), we have
Vbh˘ = 0, h˘ ∈ K˘b := Ch˘b,s0 ⊕ h˘b,s1(S1), (11.38)〈
f,
(
I − (L˘b(0)−1)∗V ∗b
)
h˘∗
〉
= 0, h˘∗ ∈ K˘∗b := Ch˘∗b,s0 ⊕ h˘∗b,s1(S1), f ∈ K˜⊥b . (11.39)
Proof. As argued around equation (11.2), the conclusions of Lemma 11.1 are satisfied pro-
vided Vb : D
′(X◦)→ C∞c (X◦) induces an injective map
Vb|Kb : Kb ↪→ (K∗b)∗ (11.40a)
Moreover, one can find K˜⊥b such that (11.39) holds iff (I − (Lˇb(0)−1)∗V ∗b )K˘∗b ∩ ann(K˜b) = 0,
which upon applying the invertible map Lˇb(0)
∗ is equivalent to
L̂b(0)
∗K˘∗b ∩ Lˇb(0)∗ ann(Vb(Kb)) = 0. (11.40b)
We proceed to arrange (11.38), (11.40a), and (11.40b). Fix bases {hb,1, . . . , hb,7} of Kb
and {h∗b,1, . . . , h∗b,7} of K∗b which depend continuously on b. Fix moreover h]b,i, h[b,i ∈ C∞c (X◦)
satisfying 〈h]b,i, h∗b,j〉 = δij and 〈hb,i, h[b,j〉 = δij ; we make the ansatz
Vb = Vb,1 + Vb,2, Vb,1 =
7∑
i=1
h]b,i〈−, h[b,i〉;
if we choose Vb,2 such that Kb ⊂ kerVb,2, then (11.40a) holds.
Next, (11.38) holds if K˘b ⊂ kerVb,2 and if we choose the h[b,j to also satisfy h[b,j ⊥ K˘b for
j = 1, . . . , 7. The latter can be arranged iff
K˘b ∩ Kb = 0. (11.41)
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This holds true for b = b0 by inspection of the expressions in Proposition 9.1. Indeed,
elements of Kb0 are of size O(r−2) with non-zero r−2 coefficients, which implies that the
elements of K˘b must have a non-vanishing r−1 leading term; see the proof of Lemma 9.6.
A better (in that it does not rely on any explicit calculations) perspective on (11.41) is
the following: if 0 6= h ∈ Kb,s, there exists a function F ∈ C∞c (X◦) such that Lb(Fh) 6=
0; indeed, the space C∞c (X◦)h is infinite-dimensional, while kerLb ∩ H¯∞,−1/2−b is finite-
dimensional. But
Lb((t∗ + F )h+ (h˘− Fh)) = 0;
this means that if we work with t∗ + F instead of t∗ to define h˘ and the spectral family
L̂b(σ) (note that L̂b(0) is unaffected by such a change), then h˘ changes by −Fh /∈ ker L̂b(0).
Therefore, we can always arrange (11.41) upon changing t∗ in a compact subset of X◦ (by
an arbitrarily small amount). For later use, we also note that
K˘∗b ∩ K∗b = 0; (11.42)
this can again be either checked explicitly for b = b0 and the unmodified operator Lgb0 ,0,
and thus holds by continuity for nearby b; or it can be arranged by slightly modifying t∗.
It remains to arrange (11.40b) and the extra condition Kb ⊕ K˘b ⊂ Vb,2. Assuming the
latter, we have Vb(Kb) = Vb,1(Kb) = ranVb,1, and (11.40b) is then equivalent to
L̂b(0)
∗K˘∗b ∩ (L̂b(0) + Vb,2)∗(kerV ∗b,1) = 0.
We arrange the stronger condition in which kerV ∗b,1 ⊂ H˙−s+1,−`+2b is replaced by the full
space H˙−s+1,`+2b ; this is then equivalent to the requirement that
L̂b(0)
∗K˘∗b →
(
ker(L̂b(0) + Vb,2)
)∗
be injective. (Note that in view of (11.42), the space on the left is 4-dimensional and depends
continuously on b.) To arrange this, choose a continuous (in b) basis {h˘∗b,1, . . . , h˘∗b,4} of K˘∗b ,
and continuously select h′b,1, . . . , h
′
b,4 ∈ C∞c with the property that H ′b := span{h′b,1, . . . , h′b,4}
and Kb ⊕ K˘b have trivial intersection, and such that 〈L̂b(0)∗h˘∗b,i, h′b,j〉 = δij . We then want
to define Vb,2 so that h
′
b,j ∈ ker(L̂b(0) + Vb,2) for j = 1, . . . , 4; this holds provided we define
Vb,2 as a rank 4 operator which assigns h
′
b,j 7→ −L̂b(0)h′b,j , while on a complement of H ′b
depending continuously on b and containing Kb ⊕ K˘b, we let Vb,2 ≡ 0. 
Proof of Theorem 11.5. We continue where the proof of Proposition 11.3 ended, and in
particular use the notation (11.30)–(11.33); however, now we use Lˇb(0) = L̂b(0)+Vb as well
as the complement K˜⊥b of K˜b defined by Lemma 11.7. Note that the arguments in the proof
of Proposition 11.3 are unaffected by our more careful choice of Vb and K˜b, K˜⊥b .
• Quadratic vanishing of L01 and L10. Lemma 11.7 now gives
σ−1L01(b, σ), σ−1L10(b, σ) = o(1), σ → 0.
This can be strengthened further: for h∗ ∈ K∗b,s, we compute, using (11.17),
(Lˇb(σ)
−1)∗V ∗b h
∗ = h∗ +
(
(Lˇb(σ)
−1)∗ − (Lˇb(0)−1)∗
)
Lˇb(0)
∗h∗
= h∗ − (Lˇb(σ)−1)∗
(
σ∂σL̂b(0)
∗ + σ
2
2 ∂
2
σL̂b(0)
∗)h∗ (11.43)
= h∗ − iσ(Lˇb(σ)−1)∗L̂b(0)∗h˘∗ − σ22 (Lˇb(σ)−1)∗∂2σL̂b(0)∗h∗
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= h∗ − iσh˘∗ + iσ(Lˇb(σ)−1)∗V ∗b h˘∗ + iσ(Lˇb(σ)−1)∗(L̂b(σ)∗ − L̂b(0)∗)h˘∗
− σ22 ∂2σL̂b(0)∗h∗
= h∗ − iσ(I − (Lˇb(0)−1)∗V ∗b )h˘∗ − σ2
(
1
2∂
2
σL̂b(0)
∗h∗
− i(Lˇb(σ)−1)∗(∂σL̂b(0)∗ + σ2∂2σL̂b(0)∗)(I − (Lˇb(0)−1)∗V ∗b )h˘∗
)
;
(11.44)
here, we used Lemma 10.8 to justify the rewriting of the fourth term in the penultimate
line when passing to the last line. Thus, for f ∈ K˜⊥b ,
〈L10(b, σ)f, h∗〉 =
〈
f,
(
I − (Lˇb(σ)−1)∗V ∗b
)
h∗
〉
(11.45)
has a Taylor expansion in σ up to quadratic terms, with o(|σ|2) remainder; in fact, the
calculation (11.44) and Lemma 11.7 show that L10(b, σ) = O(|σ|2) in operator norm.
Similarly, for h ∈ Kb,s, we have
L̂b(σ)Lˇb(σ)
−1Lˇb(0)h
= Lˇb(0)h− VbLˇb(σ)−1Lˇb(0)h
= VbLˇb(σ)
−1(σ∂σL̂b(0) + σ
2
2 ∂
2
σL̂b(0))h (11.46)
= iσVbLˇb(σ)
−1L̂b(0)h˘+ σ
2
2 VbLˇb(σ)
−1∂2σL̂b(0)h
= iσ(Vb − VbLˇb(0)−1Vb)h˘
+ σ2VbLˇb(σ)
−1(1
2∂
2
σL̂b(0)h− i(∂σL̂b(0) + σ2∂2σL̂b(0))h˘
)
= σ2VbLˇb(σ)
−1(1
2∂
2
σL̂b(0)h− i(∂σL̂b(0) + σ2∂2σL̂b(0))h˘
)
, (11.47)
where we used Lemma 9.6 to justify the penultimate equality, and Lemma 11.7 for the final
one. Recall now that L11 and L21 vanish quadratically at σ = 0, and in fact have a Taylor
expansion with o(|σ|2) error term, by (11.28). We thus conclude that
L01(b, σ)Lˇb(0)h = L̂b(σ)
−1Lˇb(σ)−1Lˇb(0)h− (L11(b, σ) + L21(b, σ))Lˇb(0)h
has a Taylor expansion modulo o(|σ|2), with vanishing linear (in σ) term.
In summary, in the expression (11.30) for L̂b(σ)Lˇb(σ)
−1, we now have
L˜01 = σL˜
′
01, L˜10 = σL˜
′
10, (11.48)
with L˜′01 and L˜′10 continuous at σ = 0 and of size O(1) in operator norm. In view of (11.33),
this immediately implies that the entries σ−1R˜01 and σ−1R˜10 of the inverse R˜b(σ) in (11.32)
are in fact regular (bounded and continuous) at σ = 0.
For the remainder of the proof, to simplify notation, we shall denote by ‘Ok’ operators
which are σk times a σ-dependent family of operators which is continuous at σ = 0.
• Control of R˜11 mod O2. This is the most delicate calculation; it requires calculat-
ing L˜\11 mod O2 = L˜]11 − σL˜]12L˜−122 L˜]21. The factor L˜−122 is already controlled modulo O1
by (11.29); it thus remains to control
L˜]11 ≡ L˜11 − σ2L˜′10L−100 L˜′01 ≡ L˜11 mod O2,
as well as
L˜]12 = L˜12 − σL˜′10L−100 L˜02 ≡ L˜12 mod O1, L˜]21 = L˜21 − σL˜20L−100 L˜′01 ≡ L˜21 mod O1.
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− Control of L˜11 modulo O2. We wish to expand L˜11 two orders further than before,
requiring a fourth order Taylor expansion of the pairing
〈L̂b(σ)Lˇb(σ)−1(Lˇb(0)h), h∗〉, h ∈ Kb,s, h∗ ∈ K∗b,s, (11.49)
see (11.23). As above, the relevant structure will be that ∂σL̂b(0)h = iL̂b(0)h˘, with h˘
having a r−1 leading term by Lemma 9.6; recall that such a leading term (rather than, say,
r−1 log r) is key for a rewriting (11.8) (with h˘ taking the role of h˜ there) to be valid. This
allows the Taylor expansion to be taken one order further; using the same structure for
dual states, i.e. ∂σL̂b(0)
∗h∗ = iL̂b(0)∗h˘∗ plus Lemma 10.8, gives another order.
Concretely then, starting with (11.23), we wish to calculate
〈VbLˇb(σ)−1∂σL̂b(0)h, h∗〉+ σ2 〈VbLˇb(σ)−1∂2σL̂b(0)h, h∗〉 mod O3. (11.50)
Let us begin with the second term, which, for later use, we expand further than necessary
at this point. Write f2 = ∂
2
σL̂b(0)h ∈ H¯∞,5/2−b (which gains two orders of decay relative to
h ∈ H¯∞,1/2−b by Lemma 4.2) and h2 = Lˇb(0)−1f2 ∈ ρC∞ + H¯∞,1/2−b , then 2σ−1 times the
second term in (11.50) is
〈VbLˇb(σ)−1f2, h∗〉 = 〈VbLˇb(0)−1f2, h∗〉 − 〈VbLˇb(σ)−1σ∂σL̂b(0)h2, h∗〉
− 〈VbLˇb(σ)−1 σ22 ∂2σL̂b(0)h2, h∗〉.
(11.51)
In the last term, we can integrate by parts and expand (Lˇb(σ)
−1)∗V ∗b h
∗ up to O2 errors
using (11.44), contributing a σ2 leading order term and a O4 remainder to (11.51). The
second term of (11.51) times σ−1 on the other hand is, modulo O2, equal to (using (11.21))
− 〈∂σL̂b(0)h2, (Lˇb(σ)−1)∗V ∗b h∗〉
= −〈∂σL̂b(0)h2, h∗〉+ 〈∂σL̂b(0)h2, (Lˇb(σ)−1)∗σ∂σL̂b(0)∗h∗〉,
with the second term equal to
− iσ〈∂σL̂b(0)h2, (Lˇb(σ)−1)∗L̂b(0)∗h˘∗〉
= iσ〈∂σL̂b(0)h2, (Lˇb(σ)−1)∗V ∗b h˘∗〉 − iσ〈∂σL̂b(0)h2, h˘∗〉
− iσ〈∂σL̂b(0)h2, ((Lˇb(σ)−1)∗ − (Lˇb(0)−1)∗)Lˇb(0)∗h˘∗〉.
Using Lemma 10.8, the last summand can be re-parenthesized to
iσ〈∂σL̂b(0)h2, (Lˇb(σ)−1)∗(L̂b(σ)− L̂b(0))h˘∗〉 = O2.
Altogether, we have shown that (11.51) has a Taylor expansion at σ = 0 up to a O3 error.
Thus, the second term in (11.50) is controlled modulo O4.
The analysis of the first term of (11.50) is similar: it equals
i〈VbLˇb(σ)−1L̂b(0)h˘, h∗〉 = −i〈VbLˇb(σ)−1(Vbh˘), h∗〉+ i〈VbLˇb(σ)−1Lˇb(0)h˘, h∗〉;
the first term has an expansion modulo O3 just like (11.51), while the second one has a
leading term i〈Vbh˘, h∗〉 plus an error (again using Lemma 9.6)
i〈VbLˇb(σ)−1(σ∂σL̂b(0) + σ22 ∂2σL̂b(0))h˘, h∗〉 = i〈(σ∂σL̂b(0) + σ
2
2 ∂
2
σL̂b(0))h˘, (Lˇb(σ)
−1)∗V ∗b h
∗〉.
Using (11.44), this has an expansion modulo O3.
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− Control of L˜12 and L˜21 modulo O1. For L˜12, we need to compute, modulo O3, the
pairing 〈L̂b(σ)Lˇb(σ)−1Lˇb(0)h, h∗〉 for h ∈ Kb,s and h∗ ∈ K∗b,v. Using (11.47), we need
1
2σ
2〈VbLˇb(σ)−1∂2σL̂b(0)h, h∗〉 − iσ2〈VbLˇb(σ)−1∂σL̂b(0)h˘, h∗〉 mod O3.
Integrating by parts in each term, and using the equality (11.43) (which is valid also for
h∗ ∈ K∗b,v) gives a σ2 leading term plus a O3 remainder. The argument for L˜21 is analogous,
now using the full strength of (11.47) but only the expansion (11.46) for h ∈ Kb,v.
• Control of R˜12, R˜21, R˜22 modulo O1. We now use the explicit formulas (11.33). The ex-
pansion for R˜22 follows from that of L˜
[
22 ≡ L˜22 mod O1, which was already proved in (11.29)
(where an inspection of the argument shows that the error term is indeed σ times a family
of operators which is continuous at σ = 0). For R˜12 and R˜21 on the other hand, we use the
expansion modulo O1 of L˜[22 and L˜12, resp. L˜21, together with that of R˜11.
We have thus established
R˜b(σ) =
(
L̂b(σ)Lˇb(σ)
−1)−1 =
R˜00 R˜′01 R˜02R˜′10 σ−2P˜11 + R˜′11 σ−1P˜12 + R˜′12
R˜20 σ
−1P˜21 + R˜′21 σ−1P˜22 + R˜′22,
 (11.52)
where the R˜ij = R˜ij(b, σ) and R˜
′
ij = R˜
′
ij(b, σ) have uniformly bounded operator norm for
(b, σ) near (b0, 0) (and are in fact continuous at σ = 0), while P˜11 = P˜11(b, σ) is linear in σ,
and for (i, j) = (1, 2), (2, 1), (2, 2), P˜ij = P˜ij(b) is σ-independent.
• Expansion with O0 errors for L̂b(σ)−1. We now compute L̂b(σ)−1 = Lˇb(σ)−1R˜b(σ). To
get the desired expansion, we merely need to show that Lˇb(σ)
−1|K˜b,s , resp. Lˇb(σ)−1|K˜b,v has
a Taylor expansion modulo O2 remainder, resp. O1. But for h ∈ Kb,
Lˇb(σ)
−1Lˇb(0)h = h− σLˇb(σ)−1∂σL̂b(0)h+O2 = h+O1. (11.53)
For h ∈ Kb,s, we can expand further: using Lemma 11.7, we have
Lˇb(σ)
−1Lˇb(0)h = h− iσh˘+ iσLˇb(σ)−1
(
L̂b(σ)− L̂b(0)
)
h˘ = h− iσh˘+O2. (11.54)
• Explicit form of the singular part of L̂b(σ)−1. The calculations (11.53)–(11.54) imply
that the range of the singular coefficients of L̂b(σ)
−1 is contained in Kb + K˘b. We proceed
to determine their full structure. This can be done by keeping track of the terms in the
above Taylor expansions, or using a simple matching argument which we proceed to explain.
Thus, let f ∈ H¯s−1,`+2b , and consider
h(σ) = L̂b(σ)
−1f =: −σ−2h−2 + iσ−1h−1 + h0 + h˜(σ),
where h˜(σ) = o(1) in H¯s−,`−b ,  > 0, as σ → 0. Then
f = L̂b(σ)h(σ) = −σ−2L̂b(0)h−2
+ σ−1
(−∂σL̂b(0)h−2 + iL̂b(0)h−1)
+
(−12∂2σL̂b(0)h−2 + i∂σL̂b(0)h−1 + L̂b(0)h0)
+ L̂b(0)h˜(σ) + σ
(
i
2∂
2
σL̂b(0)h−1 + ∂σL̂b(0)h0
)
+
(
L̂b(σ)− L̂b(0)
)
h˜(σ) + σ
2
2 ∂
2
σL̂b(0)h0.
(11.55)
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Therefore, h−2 ∈ Kb and ∂σL̂b(0)h−2 = iL̂b(0)h−1; this implies
h−2 = hs ∈ Kb,s, h−1 = h˘s + h′s + hv,
for some h′s ∈ Kb,s, hv ∈ Kb,v, which proceed to determine.
Consider the equality of constant coefficients,
L̂b(0)h0 = f +
1
2∂
2
σL̂b(0)h−2 − i∂σL̂b(0)h−1
= f + L̂b(0)h˘
′
s +
1
2∂
2
σL̂b(0)hs − i∂σL̂b(0)h˘s − i∂σL̂b(0)hv,
(11.56)
where h˘′s is defined relative to h′s as in Definition 11.4. Pairing this with h∗ ∈ K∗b (which
annihilates ran L̂b(0)), we get
〈f, h∗〉 = 〈12([[Lb, t∗], t∗]hs + 2[Lb, t∗]h˘s)+ [Lb, t∗]hv, h∗〉 = kb((hs, hv), h∗) (11.57)
using the pairing kb : Kb × K∗b → C from Definition 11.4. Since this is non-degenerate, we
can uniquely determine hs (thus h˘s) and hv from (11.57).
Consider again (11.56); on the right hand side, the only term not yet determined by f is
h˘′s in the second term. Let us drop this term and consider the PDE
L̂b(0)h¯0 = f +
1
2∂
2
σL̂b(0)hs − i∂σL̂b(0)h˘s − i∂σL̂b(0)hv; (11.58)
it can be solved for h¯0 ∈ H¯s,`b because of (11.57); since the right hand side is uniquely
determined by f , so is h¯0 mod Kb. By (11.56), we have
h′′ := h¯0 − (h0 − h˘′s) ∈ Kb.
Considering then the fourth line of (11.55) and pairing with h∗s ∈ K∗b,s, the term involving
h˜(σ) does not contribute; we obtain, upon multiplication by−i and writing h0 = h¯0+h˘′s−h′′,
0 = −i〈 i2∂2σL̂b(0)h−1 + ∂σL̂b(0)h0, h∗s〉
=
〈
1
2∂
2
σL̂b(0)(h˘s + h
′
s + hv)− i∂σL̂b(0)h˘′s − i∂σL̂b(0)h¯0 + i∂σL̂b(0)h′′, h∗s
〉
.
Integration by parts of the fourth term, using ∂σL̂b(0)
∗h∗s = iL̂b(0)∗h˘∗s, and integrating by
parts again, one gets zero since L̂b(0)h
′′ = 0. Therefore,〈
1
2
(
[[Lb, t∗], t∗]h′s + 2[Lb, t∗]h˘
′
s
)
, h∗s
〉
= −〈12 [[Lb, t∗], t∗](h˘s + hv) + [Lb, t∗]h¯0, h∗s〉,
which uniquely determines h′s. This completes the proof of Theorem 11.5. 
12. Regularity of the resolvent in the spectral parameter
We continue using the notation from §11, so Lb = Lgb,E is given by (11.1c), with γ fixed
as in (11.1b). We now study in detail the regular part L−b (σ) of the resolvent L̂b(σ) defined
in Theorem 11.5. In §12.1, we prove that its derivatives of order one, resp. two are bounded
by small inverse powers of |σ| when acting between slightly relaxed function spaces; see
Theorem 12.1 and Corollary 12.2. Away from σ = 0, the regular part is smooth, as we
show in §12.2, together with quantitative high energy estimates for its derivatives. In §12.3
finally, we show that L−b (σ) is conormal at σ = 0, i.e. satisfies the same bounds as L
−
b (σ)
(and its up to second derivatives) after any number of applications of σ∂σ.
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12.1. Regularity at low frequencies. By Lemma 4.2, and using that our constraint
damping is compactly supported, we have (omitting the bundle S2 s˜cT ∗X from the notation)
L̂b(σ) = 2σρ(ρDρ + i) + L̂b(0) +Rb(σ),
Rb(σ) ∈ σρ3Diff1b(X) + σρ2C∞(X) + σ2ρ2C∞(X), L̂b(0) ∈ ρ2Diff2b(X).
(12.1)
The operator Lˇb(σ) = L̂b(σ)+Vb differs from this by the σ-independent smoothing operator
Vb with Schwartz kernel of compact support in X
◦ ×X◦, see Lemma 11.7
Theorem 12.1. Let ` ∈ (−32 ,−12),  ∈ (0, 1), `+  ∈ (−12 , 12), and s−  > 72 .
(1) For σ 6= 0, Imσ ≥ 0, the operator ∂σL−b (σ) maps H¯s−1,`+2b → H¯s−,`+−1b . For
0 < |σ| ≤ σ0, Imσ ≥ 0, and σ0 sufficiently small, we have a uniform estimate
‖∂σL−b (σ)‖H¯s−1,`+2b →H¯s−,`+−1b . |σ|
−. (12.2)
(2) For σ 6= 0, Imσ ≥ 0, the operator ∂2σL−b (σ) maps H¯s−1,`+2b → H¯s−1−,`+−1b . For
0 < |σ| ≤ σ0, Imσ ≥ 0, and σ0 sufficiently small, we have a uniform estimate
‖∂2σL−b (σ)‖H¯s−1,`+2b →H¯s−1−,`+−1b . |σ|
−1−. (12.3)
Corollary 12.2. Let `, , s be as in Theorem 12.1. Then
L−b ∈ H3/2−
(
(−σ0, σ0);L(H¯s−1,`+2b , H¯s−max(,1/2),`+−1b )
)
. (12.4)
The proof of the corollary uses an interpolation argument, a translation of (12.2)–(12.3)
into memberships of L−b in weighted b-Sobolev spaces on the half-lines [0,∞) and (−∞, 0],
and the relationship of these spaces with standard Sobolev spaces on the real line. Let us
denote by Hkb ([0, σ0)) the completion of C∞c ((0, σ0]) with respect to the norm
‖u‖2
Hkb
:=
k∑
j=0
‖(σ∂σ)ju‖2L2(|dσ|).
Hardy’s inequality gives σkHkb ([0, σ0)) = H˙
k([0, σ0)), the latter space consisting of all re-
strictions to [0, σ0) of elements of H
k(R) with support in [0,∞). Interpolation thus gives
σαHα
′
b ([0, σ0)) ⊂ H˙min(α,α
′)([0, σ0)), α, α
′ ≥ 0. (12.5)
Proof of Corollary 12.2, assuming Theorem 12.1. Integration of the estimate (12.2) for the
operator ∂σL
−
b (σ) from σ = σ0 to 0 implies
L−b (σ)− L−b (0) ∈ |σ|3/2−H1b
(
[0, σ0);L(H¯s−1,`+2b , H¯s−,`−(1−)b )
)
. (12.6a)
Similarly, the estimate (12.3) (together with (12.2)) implies
(σ∂σ)
2L−b (σ) ∈ |σ|3/2−H0b
(
[0, σ0);L(H¯s−1,`+2b , H¯s−1−,`−(1−)b )
)
.
Since σ∂σL
−
b (σ) vanishes at σ = 0, this implies σ∂σL
−
b (σ) ∈ |σ|3/2−H1b , and therefore
L−b (σ)− L−b (0) ∈ |σ|3/2−H2b
(
[0, σ0);L(H¯s−1,`+2b , H¯s−1−,`−(1−)b )
)
. (12.6b)
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The advantage of working with weighted b-Sobolev spaces in the spectral parameter
σ is that interpolation is immediately applicable. Thus, if  ∈ (0, 12 ], we interpolate be-
tween (12.6a) and (12.6b), giving
L−b (σ)− L−b (0) ∈ |σ|3/2−H1+θb
(
[0, σ0);L(H¯s−1,`+2b , H¯s−θ−,`−(1−)b )
)
;
in the context of (12.5), this is optimal for θ = 12 − , giving σ-regularity 32 − , and b-
regularity s− 12 in the range. We now recall the following general fact: given two functions
u± ∈ Hs(R±), s ≥ 0, s /∈ 12 +N0, the function u(x) given by u±(x) for ±x > 0 lies in Hs(R)
provided that ∂jxu+(0) = ∂
j
xu−(0) for all j ∈ N0, j < s − 12 . (This holds for s ∈ [0, 12) by
[Tay11, §4, Proposition 5.3], and follows inductively for larger s.) Since L−b (σ)→ L−b (0) as
σ → ±0, this implies (12.4).
If  ∈ [12 , 1), the membership (12.6b) does not give any information over (12.6a) as far
as the final σ-regularity obtained from (12.5) is concerned. Thus, in this case we simply
obtain (12.4) by applying (12.5) to (12.6a). 
The proof of Theorem 12.1 will occupy the rest of this section. To simplify the book-
keeping of powers of |σ| below, we introduce the following notation:
Definition 12.3. Let X,Y denote two normed spaces. Suppose A(σ) : X → Y is a family
of operators which depends on a parameter 0 6= σ ∈ C. Let α, β ∈ R. Then we write
A(σ) : |σ|αX → |σ|βY
if and only if there exists a constant C > 0 such that ‖A(σ)‖X→Y ≤ C|σ|β−α for all σ.
We start by studying the reference operator Lˇb(σ), which is invertible near σ = 0 with
uniformly bounded operator norm by Lemma 11.1.
Proposition 12.4. Let ` ∈ (−32 ,−12),  ∈ (0, 1), `+  ∈ (−12 , 12), s > 72 . For 0 < |σ| ≤ σ0,
Imσ ≥ 0, with σ0 > 0 small, we have
∂σLˇb(σ)
−1 : H¯s−1,`+2b → |σ|−H¯s−,`+−1b , (12.7a)
∂2σLˇb(σ)
−1 : H¯s−1,`+2b → |σ|−1−H¯s−1−,`+−1b . (12.7b)
Formally, we have ∂σLˇb(σ)
−1 = −Lˇb(σ)−1(∂σLˇb(σ))Lˇb(σ)−1, where
∂σLˇb(σ) ∈ 2ρ(ρDρ + i) + ρ3Diff1b + ρ2C∞ + σρ2C∞. (12.8)
We thus in particular need to study the composition of Lˇb(σ)
−1 with the b-normal operator
2ρ(ρDρ + i). Since the r
−1 leading order terms produced by Lˇb(σ)−1 are annihilated by
ρDρ + i, we have an improvement in the decay rate produced by the composition:
Lemma 12.5. Let ` ∈ (−32 ,−12), 0 ≤  ≤ 1, s > 52 . Then |σ| ≤ σ0, σ0 > 0 small,
ρ(ρDρ + i)Lˇb(σ)
−1 : H¯s−1,`+2b → |σ|−H¯s−1−,`+1+b , (12.9a)
Lˇb(σ)
−1ρ(ρDρ + i) : H¯
s+,`+1−
b → |σ|−H¯s,`b . (12.9b)
Proof. We have ρ(ρDρ+i)Lˇb(σ)
−1 : H¯s−1,`+2b → H¯s−1,`+1b . On the other hand, we can write
2σρ(ρDρ + i) = Lˇb(σ)− Lˇb(0) +R, R ∈ σρ3Diff1b + σρ2C∞ + σ2ρ2C∞;
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since Lˇb(0), R : H¯s,`b → H¯s−2,`+2b , this gives
ρ(ρDρ + i)Lˇb(σ)
−1 = σ−1
(
I + (−Lˇb(0) +R)Lˇb(σ)−1
)
: H¯s−1,`+2b → |σ|−1H¯s−2,`+2b .
Interpolation gives (12.9a). To get (12.9b), one interpolates between Lˇb(σ)
−1ρ(ρDρ +
i) : H¯s,`+1b → H¯s,`b and σ−1
(
I + Lˇb(σ)
−1(−Lˇb(0) +R)
)
: H¯s+1,`b → |σ|−1H¯s,`b . 
Proof of Proposition 12.4. Let ′ denote a derivative with respect to σ, so
(Lˇb(σ)
−1)′ = −Lˇb(σ)−1Lˇ′b(σ)Lˇb(σ)−1.
We first consider the term Lˇb(σ)
−1ρ(ρDρ + i)Lˇb(σ)−1. The hypotheses of the Proposition
allow us to apply Lˇb(σ)
−1 on the left in (12.9a), giving
Lˇb(σ)
−1 : |σ|−H¯s−1−,`++1b → |σ|−H¯s−,`+−1b ,
with uniformly bounded operator norm. The error terms in (12.8) lie in ρ2Diff1b, and
H¯s−1,`+2b
Lˇb(σ)
−1
−−−−−→ H¯s,`b
ρ2Diff1b−−−−→ H¯s−1,`+2b
Lˇb(σ)
−1
−−−−−→ H¯s,`b (12.10)
is uniformly bounded. This proves (12.7a). We record for further use below that
Lˇ′b(σ)Lˇb(σ)
−1 : H¯s−1,`+2b → |σ|−H¯s−1−,`++1b . (12.11)
We next compute the second derivative:
(Lˇb(σ)
−1)′′ = 2Lˇb(σ)−1Lˇ′b(σ)Lˇb(σ)
−1Lˇ′b(σ)Lˇb(σ)
−1 − Lˇb(σ)−1Lˇ′′b (σ)Lˇb(σ)−1
=: I1 + I2.
Since Lˇ′′b (σ) ∈ ρ2C∞, the term I2 is bounded just like (12.10). In order to study L1, we put
δ := 1+2 ∈ (12 , 1). Using (12.11), we find, using s− δ > 52 and `− 1 + δ ∈ (−32 ,−12),
H¯s−1,`+2b
Lˇ′b(σ)Lˇb(σ)
−1
−−−−−−−−→ |σ|−δH¯s−1−δ,`+δ+1b
Lˇ′b(σ)Lˇb(σ)
−1
−−−−−−−−→ |σ|−2δH¯s−1−2δ,`+2δb = |σ|−H¯s−1−,`+b
Lˇb(σ)
−1
−−−−−→ |σ|−H¯s−1−,`+−1b ,
proving (12.7b). 
The proof of Theorem 12.1 requires a precise analysis of the regular part of the inverse
R˜b(σ) defined in equations (11.31) and (11.52). We begin by studying the entries of the
normalized spectral family
L̂b(σ)Lˇb(σ)
−1 =
 L00 σ2L˜′01 σL˜02σ2L˜′10 σ2L˜11 σ2L˜12
σL˜20 σ
2L˜21 σL˜22
 ,
see (11.30) and (11.48). For simpler bookkeeping, we define, in the notation of (11.5),
K˜0 = K˜⊥b , K˜1 = K˜b,s, K˜2 = K˜b,v,
R0 = ran Πb, R1 = R⊥s , R2 = R⊥v .
(12.12)
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Definition 12.6. (1) We say that an operator L(σ) is -regular at zero if for σ ∈ C,
Imσ ≥ 0, |σ| small, it satisfies uniform estimates
‖L(σ)‖K˜j→Ri . 1, (12.13a)
‖∂σL(σ)‖K˜j→Ri . |σ|
−, (12.13b)
‖∂2σL(σ)‖K˜j→Ri . |σ|
−1−. (12.13c)
(2) We say that L˜ij has an -regular expansion at zero in σ up to order one if
L˜ij = L˜
0
ij + σL˜
e
ij(σ) (12.14)
where L˜0ij : K˜j → Ri is σ-independent and L˜eij(σ) is -regular.
(3) We say that L˜ij has an -regular expansion at zero in σ up to order two if
L˜ij = L˜
0
ij + σL˜
1
ij + σ
2L˜eij(σ), (12.15)
where L˜0ij , L˜
1
ij : K˜j → Ri are σ-independent and L˜eij(σ) is -regular.
Proposition 12.7. The entries of L̂b(σ)Lˇb(σ)
−1 have the following regularity:
(1) L00, L˜
′
01, L˜
′
10, L˜02, L˜20 are -regular;
(2) L˜12, L˜21, L˜22 (and L˜01, L˜10) have an -regular expansion up to order one;
(3) L˜11 has an -regular expansion up to order two.
Proof. We make fully explicit some of the calculations already present in the proof of
Theorem 11.5; there, we showed that various entries have a Taylor expansion in σ to a
certain order by using the resolvent identity multiple times, the point being that all terms
arising in this manner are either polynomials in σ, or involve Lˇb(σ)
−1 acting on an element
of H¯
s′,3/2−
b with s
′ > 32 , which gives an -regular expression by Proposition 12.4. We
demonstrate this in detail for a number of entries.
• Analysis of L˜′10. Using (11.44)–(11.45) and (11.39), we have for f ∈ K˜⊥b , h∗ ∈ K∗b,s:
〈L˜′10f, h∗〉 = 〈f, 12∂2σL̂b(0)∗h∗〉
− i
〈
Lˇb(σ)
−1f,
(
∂σL̂b(0)
∗ + σ2∂
2
σL̂b(0)
∗)(I − (Lˇb(0)−1)∗V ∗b )h˘∗〉.
Recall that (Lˇb(0)
∗)−1 : C∞c (X◦)→ ρC∞+H˙−3/2−ν−,1/2−b , where the first term is supported
in r ≥ 4m0, and where ν = ν(|b − b0|, γ) is a small constant, continuous in (b, γ) with
ν(0, 0) = 0. (The output is singular only at the conormal bundle of the event horizon,
and the presence of ν permits small deviations from the threshold regularity −32 for the
linearized unmodified gauge-fixed Einstein operator on Schwarzschild spacetimes, see the
Proof of Theorem 4.3.) Using Lemma 10.8, we thus have
(I − (Lˇb(0)−1)∗V ∗b )h˘∗ ∈ ρC∞ + H˙−3/2−ν−,1/2−b ,
which gets mapped into H˙
−5/2−ν,3/2−
b by ∂σL̂b(0)
∗ (using that ∂σL̂b(0) : ρC∞ → ρ3C∞) as
well as by ∂2σL̂b(0)
∗ ∈ ρ2C∞. On the other hand, Proposition 12.4 gives
Lˇb(σ)
−1f ∈ H¯s,`b , ∂1+jσ Lˇb(σ)−1f ∈ |σ|−−j−0H¯s−j−,`+−1b , j = 0, 1. (12.16)
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The pairings above are thus well-defined since `+  > −12 (which holds by assumption) and
s−  > 72 + ν (which is satisfied for s−  > 72 when (b, γ) is close to (b0, 0)).
• Analysis of L˜20. Let f ∈ K˜⊥b , h∗ ∈ K∗b,v. Then we have
σ−1〈L̂b(σ)Lˇb(σ)−1f, h∗〉 =
〈
Lˇb(σ)
−1f, (∂σL̂b(0)∗ + σ2∂
2
σL̂b(0)
∗)h∗
〉
. (12.17)
By (12.16), and using that ∂σL̂b(0)
∗h∗, ∂2σL̂b(0)∗h∗ ∈ H˙−5/2−ν,3/2−b (which for the former
tensor follows again from the fact that the normal operator of ∂σL̂b(0)
∗ annihilates r−1),
we see that this is -regular.
• Analysis of L˜21, L˜12. Let h ∈ Kb,s, h∗ ∈ K∗b,v. Using the calculations (11.47) (for h)
and (11.43) (for h∗), as well as using (11.21), we find that L˜12(h, h∗) equals
σ−2〈L̂b(σ)Lˇb(σ)−1Lˇb(0)h, h∗〉
= 〈VbLˇb(σ)−1(12∂2σL̂b(0)h− i(∂σL̂b(0) + σ2∂2σL̂b(0))h˘, h∗〉
= 〈12∂2σL̂b(0)h− i∂σL̂b(0)h˘, (Lˇb(σ)−1)∗V ∗b h∗〉 − iσ2 〈VbLb(σ)−1∂2σL̂b(0)h˘, h∗〉
= 〈12∂2σL̂b(0)h− i∂σL̂b(0)h˘, h∗〉
− σ〈Lˇb(σ)−1(12∂2σL̂b(0)h− i∂σL̂b(0))h˘, (∂σL̂b(0)∗ + σ2∂2σL̂b(0)∗)h∗〉
− iσ2 〈VbLˇb(σ)−1∂2σL̂b(0)h˘, h∗〉,
We need to show that the σ-coefficient of the last two lines is -regular, which holds because
Lˇb(σ)
−1v is -regular for any v ∈ H¯∞,3/2−b . Note here that indeed ∂σL̂b(0)h˘, ∂2σL̂b(0)h˘ ∈
H¯
∞,3/2−
b in view of Lemma 9.6.
Let now h ∈ Kb,v, h∗ ∈ K∗b,s. Then (11.46) (for h) and (11.44) (for h∗) give
σ−2〈L̂b(σ)Lˇb(σ)−1Lˇb(0)h, h∗〉
= σ−1〈(∂σL̂b(0) + σ2∂2σL̂b(0))h, (Lˇb(σ)−1)∗V ∗b h∗〉
= σ−1〈∂σL̂b(0)h, h∗〉+ 12〈∂2σL̂b(0)h, h∗〉
− 〈(∂σL̂b(0) + σ2∂2σL̂b(0))h, i(I − (Lˇb(0)−1)∗V ∗b )h˘∗ + σ2∂2σL̂b(0)∗h∗〉
+ iσ
〈
Lˇb(σ)
−1(∂σL̂b(0) + σ2∂
2
σL̂b(0))h,
(∂σL̂b(0)
∗ + σ2∂
2
σL̂b(0)
∗)(I − (Lˇb(0)−1)∗V ∗b )h˘∗
〉
.
The first summand vanishes by the calculation (11.18). The second and third summand
are polynomials in σ. The σ-coefficient of the final term is -regular by the same argument
as before. This shows that L˜21 has an -regular expansion up to order 1.
• Analysis of L˜22. For h ∈ Kb,v, h∗ ∈ K∗b,v, we compute, using (11.43) and (11.46),
σ−1〈L̂b(σ)Lˇb(σ)−1Lˇb(0)h, h∗〉
= 〈(∂σL̂b(0) + σ2∂2σL̂b(0))h, (Lˇb(σ)−1)∗V ∗b h∗〉
= 〈(∂σL̂b(0) + σ2∂2σL̂b(0))h, h∗〉
− σ〈Lˇb(σ)−1(∂σL̂b(0) + σ2∂2σL̂b(0))h, (∂σL̂b(0)∗ + σ2∂2σL̂b(0)∗)h∗〉.
The σ-coefficient of the last line is -regular by the same arguments as before.
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• Analysis of L˜11. The calculations in the proof of Theorem 11.5 which show that L˜11
has a Taylor expansion to order 2 immediately imply, by means of Proposition 12.4, that
the O(σ2) coefficient of L˜11 is -regular; thus, L˜11 has an -regular expansion up to order
two, as desired.
• Analysis of L˜′01. For h ∈ Kb,s, we have
L˜′01Lˇb(0)h = σ
−2L̂b(σ)Lˇb(σ)−1Lˇb(0)h− (L˜11 + L˜21)Lˇb(0)h.
Using (11.47) as well as the results on L˜11, L˜21 proved already, we see that this is -regular.
(Note here that the first operator Vb in (11.47) maps into C∞c (X◦).)
• Analysis of L˜02. In a similar manner, we write, for h ∈ Kb,v,
L˜02Lˇb(0)h = σ
−1L̂b(σ)Lˇb(σ)−1Lˇb(0)h− (σL˜12 + L˜22)Lˇb(0)h.
In view of (11.46), the first term is regular at σ = 0, and in fact is -regular; for the second
term, -regularity was proved above. The proof is complete.
• Analysis of L00. For f ∈ K˜⊥b , we have
L00f = L̂b(σ)Lˇb(σ)
−1f − σ(L˜10 + L˜20)f
= f − VbLˇb(σ)−1f − σ(L˜10 + L˜20)f.
The third term was treated above. Differentiating in σ, only the second term remains, and
it maps into C∞c (X◦). Using Proposition 12.4, we see that L00 is -regular. 
We next study the entries R˜ij of R˜b(σ) in (11.31) and (11.52). As a preparation, we note:
Lemma 12.8. Let s, `,  be as in Theorem 12.1. Let j, k ∈ {0, 1, 2}. Suppose that L(σ) has
an -regular expansion up to order two of the form
L(σ) = L0 + σL1 + σ
2L2(σ),
where L0 : K˜j → Ri is invertible, L1, L2(σ) : K˜j → Ri are bounded uniformly in σ, and
L2(σ) is -regular. Then for σ sufficiently small, L(σ) is invertible, and its inverse L(σ)
−1
has an -regular expansion up to order two, in the sense that
L(σ)−1 = L0 + σL1 + σ2L2(σ),
where the operators L0, L1 : Ri → K˜j are bounded, and L2(σ) is -regular in the sense
that L2(σ) : Ri → K˜j, ∂σL2(σ) : Ri → |σ|−K˜j, and ∂2σL2(σ) : Ri → |σ|−1−K˜j (using the
notation of Definition 12.3).
Similarly, if L(σ) only has an -regular expansion up to order one, then so does L(σ)−1.
Lastly, if L(σ) is -regular and has uniformly bounded inverse, then L(σ)−1 is -regular.
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Proof. Write L(σ) = L0(1 + σL
−1
0 (L1 + σL2(σ))). Now ‖σL−10 (L1 + σL2(σ))‖K˜j→K˜j ≤ Cσ,
hence L(σ) is invertible for sufficiently small σ by means of a Neumann series:(
L0(1 + σL
−1
0 (L1 + σL2(σ)))
)−1
= L−10 − σL−10 L1L−10 − σ2L−10 L2(σ)L−10
+ σ2
( ∞∑
k=2
(−1)kσk−2(L−10 (L1 + σL2(σ)))kL−10
)
=: R0 + σR1 + σ
2R2(σ).
(12.18)
Now, R2(σ) : Ri → K˜j is bounded, and L−10 L2(σ)L−10 is -regular since L2(σ) is. It remains
to consider the infinite series. Differentiating it once produces terms of the form
(L−10 (L1 + σL2(σ)))
k1 ◦ L−10 (L2(σ) + σL′2(σ))) ◦ (L−10 (L1 + σL2(σ)))k2L−10 ,
where ′ denotes differentiation in σ. The third factor is boundedRi → K˜j , which the second
factor further maps into L−10 (Ri + |σ|1−Ri) ⊂ K˜j , and the first factor then produces K˜j .
Differentiating the series twice produces two types of terms: the first type is of the form
(L−10 (L1 + σL2(σ)))
k1 ◦ L−10 (σL′′2(σ) + 2L′2(σ)) ◦ (L−10 (L1 + σL2(σ)))k2L−10 ,
mapping Ri → K˜j (third factor), then into L−10 (|σ|−Ri + |σ|1−Ri) ⊂ |σ|−K˜j (second
factor), and then into |σ|−K˜j (first factor). The second type is of the form
(L−10 (L1 + σL2(σ)))
k1 ◦ L−10 (L2(σ) + σL′2(σ)) ◦ (L−10 (L1 + σL2(σ)))k2
◦ L−10 (L2(σ) + σL′2(σ)) ◦ (L−10 (L1 + σL2(σ)))k3L−10 ,
which maps Ri → K˜j , as desired.
The proof of the final two statements is analogous (and in fact simpler). 
Proposition 12.9. The entries of
R˜b(σ) =
(
L̂b(σ)Lˇb(σ)
−1)−1 =
R˜00 R˜′01 R˜02R˜′10 σ−2R˜11 σ−1R˜12
R˜20 σ
−1R˜21 σ−1R˜22

have the following regularity:
(1) R˜00, R˜
′
01, R˜
′
10, R˜02, R˜20 are -regular (in the sense of Lemma 12.8);
(2) R˜12, R˜21, R˜22 have -regular expansions up to order one;
(3) R˜11 has an -regular expansion up to order two.
Proof. First, combining Lemma 12.8 and Proposition 12.7, we see that L−100 is -regular.
Next, recall that L˜]ij = L˜ij−L˜i0L−100 L˜0j . By Proposition 12.7, L˜]11 has an -regular expansion
up to order two, and L˜]12, L˜
]
21 have -regular expansions up to order one. Furthermore,
L˜[22 = L˜22 − σL˜20L−100 L˜02 has an -regular expansion up to order one. Thus, L˜\11 = L˜]11 −
σL˜]12(L˜
b
22)
−1L˜]21 has an -regular expansion up to order two.
The -regularity of R˜′01 = σ−1R˜01 and R˜′10 = σ−1R˜10 follows from the explicit formu-
las (11.33) (recalling (11.48)), Proposition 12.7, and Lemma 12.8. Similarly, R˜12, R˜21, R˜22
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have -regular expansions up to order one by inspection of (11.33), and R˜11 has an -regular
expansion up to order two. We calculate the remaining, regular, coefficients of R˜b(σ) as
R˜00 = L
−1
00 (I − L˜01R˜10 − σL˜02R˜20),
R˜02 = L
−1
00 (−L˜01R˜12 − L˜02R˜22),
R˜20 = −(L˜b22)−1(L˜]21R˜10 + L˜20L−100 );
they are thus -regular as well. 
We can now prove the main theorem of this section.
Proof of Theorem 12.1. We split R˜b(σ) into its regular and singular parts, to wit
R˜b(σ) = R˜b,reg(σ) + R˜b,sing(σ),
R˜b,reg(σ) =
R˜00 R˜′01 R˜02R˜′10 R˜′11 R˜′12
R˜20 R˜
′
21 R˜
′
22,
 , R˜b,sing(σ) =
0 0 00 σ−2P˜11 σ−1P˜12
0 σ−1P˜21 σ−1P˜22
 .
By Theorem 11.5, we can write
L̂b(σ)
−1 =
2∑
j=1
σ−jPb,j + L−b (σ), Pb,j : H¯
s−1,`+2
b → H¯∞,−1/2−b . (12.19)
Combining
R˜b,reg(σ) + R˜b,sing(σ) = Lˇb(σ)(Pb(σ) + L
−
b (σ)),
with Lˇb(σ) = Lˇb(0) + σ∂σLˇb(0) +
σ2
2 ∂
2
σLˇb(0), we thus obtain
R˜b,reg(σ) = Lˇb(σ)L
−
b (σ) + (∂σLˇb(0) +
σ
2∂
2
σLˇb(0))Pb,1 +
1
2∂
2
σLˇb(0)Pb,2,
and therefore
L−b (σ) = Lˇb(σ)
−1R˜b,reg(σ)− Lˇb(σ)−1
(
(∂σLˇb(0) +
σ
2∂
2
σLˇb(0))Pb,1 +
1
2∂
2
σLˇb(0)Pb,2
)
. (12.20)
By Lemma 9.6, the compositions ∂kσLˇb(0)◦Pb,j for j, k = 1, 2 are bounded from H¯s−1,`+2b →
H¯
∞,3/2−
b . By Proposition 12.4, the second term satisfies the estimates (12.2)–(12.3). For
the first term, we compute
∂σ(Lˇb(σ)
−1R˜b,reg(σ)) = ∂σLˇb(σ)−1 ◦ R˜b,reg(σ) + Lˇb(σ)−1 ◦ ∂σR˜b,reg(σ),
∂2σ(Lˇb(σ)
−1R˜b,reg(σ)) = ∂2σLˇb(σ)
−1 ◦ R˜b,reg(σ)
+ 2∂σLˇb(σ)
−1 ◦ ∂σR˜b,reg(σ) + Lˇb(σ)−1 ◦ ∂2σR˜b,reg(σ).
Using Propositions 12.9 and 12.4, we obtain the estimates (12.2)–(12.3). 
12.2. Regularity at intermediate and high frequencies. We next prove the regularity
of L̂b(σ)
−1 at non-zero σ in the closed upper half plane, which is significantly easier. We
recall from Theorem 4.3(2) that
L̂b(σ)
−1 : H¯s,`+1b,h → H¯s,`b,h, h = |σ|−1,
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is uniformly bounded for σ in the closed upper half plane, away from zero. (For σ restricted
to any compact set of the punctured (at zero) closed upper half plane, this simply means
uniform estimates L̂b(σ)
−1 : Hs,`+1b → Hs,`b .)
Proposition 12.10. Let ` < −12 , and s > 52 , s + ` > −12 + m, m ∈ N. Let σ0 > 0. Then
for Imσ ≥ 0, |σ| > σ0, the operator
∂mσ L̂b(σ)
−1 : H¯s,`+1b,h → h−mH¯s−m,`b,h
is uniformly bounded.
Proof. We have ∂σL̂b(σ)
−1 = −L̂b(σ)−1 ◦ ∂σL̂b(σ) ◦ L̂b(σ)−1, which, in view of ∂σL̂b(σ) ∈
ρDiff1b + σρ
2C∞ ⊂ h−1ρDiff1b,~, maps
H¯s,`+1b,h
L̂b(σ)
−1
−−−−−→ H¯s,`b,h
∂σL̂b(σ)−−−−−→ h−1H¯s−1,`+1b,h
L̂b(σ)
−1
−−−−−→ h−1H¯s−1,`b,h .
Control of ∂2σ(L̂b(σ)
−1) requires another application of L̂b(σ)−1∂σL̂b(σ) to this, which the
assumptions on s, ` for m = 2 do permit (producing h−2H¯s−2,`b,h ); in addition, we need to
use ∂2σL̂b(σ) ∈ ρ2C∞, so
H¯s,`+1b,h
L̂b(σ)
−1
−−−−−→ H¯s,`b,h
∂2σL̂b(σ)−−−−−→ H¯s,`+2b,h ⊂ H¯s,`+1b,h
L̂b(σ)
−1
−−−−−→ H¯s,`b,h.
An inductive argument based on these calculations proves the proposition. 
12.3. Conormal regularity of the resolvent near zero. As opposed to full σ-derivatives
of the regular part L−b (σ) of the resolvent, of which we can only control two in a useful
manner, we can control any number of σ∂σ-derivatives. (On the inverse Fourier transform
side, this means that repeated applications of t∗Dt∗ preserve the decay rate of a wave.)
Theorem 12.11. With L−b (σ) denoting the regular part of the resolvent L̂b(σ)
−1 as in
Theorem 11.5, define
L−(m)b (σ) := (σ∂σ)mL−b (σ).
Let ` ∈ (−32 ,−12),  ∈ (0, 1), ` +  ∈ (−12 , 12), and s −m −  − 72 > 0, m ∈ N. Then for
0 < |σ| ≤ σ0, Imσ ≥ 0, with σ0 > 0 small, we have uniform bounds
L−(m)b (σ) : H¯s−1,`+2b → H¯s−m,`b , (12.21a)
∂σL−(m)b (σ) : H¯s−1,`+2b → |σ|−H¯s−m−,`+−1b , (12.21b)
∂2σL−(m)b (σ) : H¯s−1,`+2b → |σ|−1−H¯s−1−m−,`+−1b . (12.21c)
As in §12.1, we first prove the analogous result for the reference operator Lˇb(σ). Writing
σ∂σLˇb(σ) = Lˇb(σ)− Lˇb(0)− σ22 ∂2σLˇb(0),
with the second and third terms lying in ρ2Diff2b, we have
σ∂σ(Lˇb(σ)
−1) = −Lˇb(σ)−1 σ∂σLˇb(σ) Lˇb(σ)−1 ∈ Lˇb(σ)−1 + Lˇb(σ)−2 ◦ ρ2Diff2b ◦ Lˇb(σ)−1.
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By induction, this gives
Lˇ(m)b (σ) := (σ∂σ)mLˇb(σ)−1
=
m∑
k=0
Lˇb(σ)
−1Rk,1(σ)Lˇb(σ)−1 · · ·Rk,k(σ)Lˇb(σ)−1,
(12.22)
where Rk,j(σ) ∈ ρ2Diff2b.
Proposition 12.12. Let s > 72 + , ` ∈ (−32 ,−12),  ∈ (0, 1), `+  ∈ (−12 , 12), and s+ ` >
3
2 + m, m ∈ N. Then for 0 < |σ| ≤ σ0, Imσ ≥ 0, with σ0 > 0 small, the conclusions of
Theorem 12.11 hold for Lˇ(m)b (σ).
Proof. Consider first the case m = 1. Let us write
σ∂σ(Lˇb(σ)
−1) = Lˇb(σ)−1 + Lˇb(σ)−1R(σ)Lˇb(σ)−1, R(σ) ∈ ρ2Diff2b.
We compute the first derivative (denoted by ′) of the second summand in σ (the first term
being handled by Proposition 12.4 directly). We have
(Lˇb(σ)
−1R(σ)Lˇb(σ)−1)′ = (Lˇb(σ)−1)′R(σ)Lˇb(σ)−1
+ Lˇb(σ)
−1R′(σ)Lˇb(σ)−1 + Lˇb(σ)−1R(σ)(Lˇb(σ)−1)′
=: L1 + L2 + L3.
Using Proposition 12.4, we have uniform bounds
L1, L2 : H¯
s−1,`+2
b
Lˇb(σ)
−1
−−−−−→ H¯s,`b
R(σ),R′(σ)−−−−−−−→ H¯s−2,`+2b
(Lˇb(σ)
−1)′−−−−−−→ |σ|−H¯s−1−,`+−1b ,
L3 : H¯
s−1,`+2
b
(Lˇb(σ)
−1)′−−−−−−→ |σ|−H¯s−,`+−1b
R(σ)−−−→ |σ|−H¯s−2−,`+1+b
Lˇb(σ)
−1
−−−−−→ |σ|−H¯s−1−,`−1+b .
Let us now consider the second derivative. We have
(Lˇb(σ)
−1R(σ)Lˇb(σ)−1)′′ = (Lˇb(σ)−1)′′R(σ)Lˇb(σ)−1 + 2(Lˇb(σ)−1)′R(σ)(Lˇb(σ)−1)′
+ 2(Lˇb(σ)
−1)′R′(σ)Lˇb(σ)−1 + 2Lˇb(σ)−1R′(σ)(Lˇb(σ)−1)′
+ Lˇb(σ)
−1R(σ)(Lˇb(σ)−1)′′ + Lˇb(σ)−1R′′(σ)Lˇb(σ)−1
=: M1 +M2 +M3 +M4 +M5 +M6.
We again can treat the different terms by applying Proposition 12.4. Namely,
M1 : H¯
s−1,`+2
b
Lˇb(σ)
−1
−−−−−→ H¯s,`b
R(σ)−−−→ H¯s−2,`+2b
(Lˇb(σ)
−1)′′−−−−−−−→ |σ|−1−H¯s−2−,`+−1b ,
M2 : H¯
s−1,`+2
b
(Lˇb(σ)
−1)′−−−−−−→ |σ|−/2H¯s−/2,`+/2−1b
R(σ)−−−→ |σ|−/2H¯s−2−/2,`+1+/2b
(Lˇb(σ)
−1)′−−−−−−→ |σ|−H¯s−1−,`−1+b ,
M3 : H¯
s−1,`+2
b
Lˇb(σ)
−1
−−−−−→ H¯s,`b
R′(σ)−−−→ H¯s−2,`+2b
(Lˇb(σ)
−1)′−−−−−−→ |σ|−H¯s+1−,`+−1b ,
M4 : H¯
s−1,`+2
b
(Lˇb(σ)
−1)′−−−−−−→ |σ|−H¯s−,`+−1b
R′(σ)−−−→ |σ|−H¯s−2−,`+1+b ,
Lˇb(σ)
−1
−−−−−→ |σ|−H¯s−1−,`−1+b ,
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M5 : H¯
s−1,`+2
b
(Lˇb(σ)
−1)′′−−−−−−−→ |σ|−1−H¯s−1−,`+−1b
R(σ)−−−→ |σ|−1−H¯s−3−,`++1b
Lˇb(σ)
−1
−−−−−→ |σ|−1−H¯s−2−,`+−1b ,
M6 : H¯
s−1,`+2
b
Lˇb(σ)
−1
−−−−−→ H¯s,`b
R′′(σ)−−−−→ H¯s−2,`+2b
Lˇb(σ)
−1
−−−−−→ H¯s−1,`b .
Suppose now that the proposition holds for m ∈ N; we want to show it for m + 1. It is
sufficient to prove the proposition for an operator of type
L˜(m+1)b (σ) = L˜(m)b (σ)R(σ)Lˇb(σ)−1, R(σ) ∈ ρ2Diff2b,
where L˜(m)b (σ) satisfies the same estimates as Lˇ(m)b (σ), i.e. (12.21b)–(12.21c). Let us com-
pute the first derivative of L˜(m+1)b (σ):
(L˜(m)b (σ)R(σ)Lˇb(σ)−1)′ = (L(m)b (σ))′R(σ)Lˇb(σ)−1
+ L˜(m)b (σ)R′(σ)Lˇb(σ)−1 + L˜(m)b (σ)R(σ)(Lˇb(σ)−1)′
=: L1 + L2 + L3.
Using Proposition 12.4 and the inductive hypothesis, we have
L1 : H¯
s−1,`+2
b
Lˇb(σ)
−1
−−−−−→ H¯s,`b
R(σ)−−−→ H¯s−2,`+2b
(L˜(m)b (σ))′−−−−−−→ |σ|−H¯s−1−m−,`+−1b ,
L2 : H¯
s−1,`+2
b
Lˇb(σ)
−1
−−−−−→ H¯s,`b
R′(σ)−−−→ H¯s−2,`+2b
L˜(m)b (σ)−−−−−→ H¯s−1−m,`b ,
L3 : H¯
s−1,`+2
b
(Lˇb(σ)
−1)′−−−−−−→ |σ|−H¯s−,`+−1b
R(σ)−−−→ |σ|−H¯s−2−,`+1+b
L˜(m)b (σ)−−−−−→ |σ|−H¯s−m−1−,`−1+b .
We next consider the second derivative,
(L˜(m)b (σ)R(σ)Lˇb(σ)−1)′′ = L˜(m)b (σ)′′R(σ)Lˇb(σ)−1 + 2L˜(m)b (σ)′R(σ)(Lˇb(σ)−1)′
+ 2L˜mb (σ)′R′(σ)Lˇb(σ)−1 + 2L˜(m)b (σ)R′(σ)(Lˇb(σ)−1)′
+ L˜(m)b (σ)R(σ)(Lˇb(σ)−1)′′ + L˜(m)b (σ)R′′(σ)Lˇb(σ)−1
=: M1 +M2 +M3 +M4 +M5 +M6.
We again can treat the different terms by applying Proposition 12.4 and the inductive
hypothesis:
M1 : H¯
s−1,`+2
b
Lˇb(σ)
−1
−−−−−→ H¯s,`b
R(σ)−−−→ H¯s−2,`+2b
L˜(m)b (σ)′′−−−−−−→ |σ|−1−H¯s−2−m−,`+−1b ,
M2 : H¯
s−1,`+2
b
(Lˇb(σ)
−1)′−−−−−−→ |σ|−/2H¯s−/2,`+/2−1b
R(σ)−−−→ |σ|−/2H¯s−2−/2,`+1+/2b
L˜(m)b (σ)′−−−−−→ |σ|−H¯s−1−m−,`−1+b ,
M3 : H¯
s−1,`+2
b
Lˇb(σ)
−1
−−−−−→ H¯s,`b
R′(σ)−−−→ H¯s−2,`+2b
L˜(m)b (σ)′−−−−−→ |σ|−H¯s−1−m−,`+−1b ,
M4 : H¯
s−1,`+2
b
(Lˇb(σ)
−1)′−−−−−−→ |σ|−H¯s−,`+−1b
R′(σ)−−−→ |σ|−H¯s−,`++1b
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L˜(m)b (σ)−−−−−→ H¯s+1−m−,`+−1b ,
M5 : H¯
s−1,`+2
b
(Lˇb(σ)
−1)′′−−−−−−−→ |σ|−1−H¯s−1−,`+−1b
R(σ)−−−→ |σ|−1−H¯s−3−,`++1b
L˜(m)b (σ)−−−−−→ |σ|−1−H¯s−2−m−,`+−1b ,
M6 : H¯
s−1,`+2
b
Lˇb(σ)
−1
−−−−−→ H¯s,`b
R′′(σ)−−−−→ H¯s,`+2b
L˜(m)b (σ)−−−−−→ H¯s−m,`b .
This finishes the proof of the proposition. 
Using the conormal regularity of Lˇb(σ)
−1, we can now proceed as in §12, but we have to
keep track of the loss of regularity when commuting with σ∂σ. We claim that for m ∈ N,
(σ∂σ)
mL˜ij has an -regular expansion up to the same order as L˜ij . Since σ∂σ(σ
k) = kσk,
k = 0, 1, the only interesting terms are commutators with the non-polynomial (in σ) terms
L˜eij(σ); but the -regularity of (σ∂σ)
mL˜eij(σ) can be proved in the same way as that of
L˜eij , now using Proposition 12.12 instead of Proposition 12.4. For example, consider L˜20,
computed in (12.17): for f ∈ K˜⊥b , h∗ ∈ K∗b,v, we have
(σ∂σ)
mL˜20(f, h
∗) = 〈(σ∂σ)mLˇb(σ)−1f, (∂σL̂b(0)∗ + σ2∂2σL̂b(0)∗)h∗〉+ similar terms,
where the ‘similar terms’ arise when some of the σ∂σ-derivatives fall on the second sum-
mand in the pairing. The -regularity of this is thus indeed an immediate consequence of
Proposition 12.12. The argument for the other L˜ij is completely analogous.
In order to analyze the entries Rij of R˜b(σ), we need a result similar to Lemma 12.8.
Lemma 12.13. Let s, `, ,m be as in Theorem 12.11. Suppose that L(σ) has an -regular
expansion up to order two of the form
L(σ) = L0 + σL1 + σ
2L2(σ),
where L0 : K˜j → Ri is invertible, L1, L2(σ) : K˜j → R˜i are bounded uniformly in σ, and
(σ∂σ)
kL2(σ) is -regular for k = 0, . . . ,m. Then for σ sufficiently small, L(σ) is invertible,
and (σ∂σ)
mL(σ)−1 has an -regular expansion up to order two, in the sense that
(σ∂σ)
kL(σ)−1 = L0(k) + σL1(k) + σ2L2(k)
for k = 0, . . . ,m, where L0(k), L1(k) : Ri → K˜j are bounded, and L2(k)(σ) is -regular (in
the sense explained in Lemma 12.8).
Proof. We write L(σ)−1 as a Neumann series as in (12.18), with σ2 term R2(σ) satisfying
σ∂σR2(σ) = −L−10 (σ∂σL2(σ))L−10
+
∞∑
k=2
(−1)kσk−2
(
k−1∑
j=0
(L−10 (L1 + σL2(σ)))
jL−10
(
σL2(σ) + σ(σ∂σL2(σ))
)
× (L−10 (L1 + σL2(σ)))k−1−j + (k − 2)(L−10 (L1 + σL2(σ)))k
)
L−10 .
Induction over m gives:
(σ∂σ)
mR2(σ) = −L−10 ((σ∂σ)mL2(σ))L−10
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+
∞∑
k=2
(−1)kσk−2
k∏
j=1
αj(L
−1
0 (βjL1 + σL2,j(σ)))L
−1
0 ,
where αj , βj are constants and L2,j satisfies the same hypotheses as L2(σ). The end of the
proof is then the same as in Lemma 12.8. 
This applies in particular to L00(σ). Using Lemma 12.13, we obtain the following ana-
logue of Proposition 12.9:
• (σ∂σ)mR˜00, (σ∂σ)mR˜′01, (σ∂σ)mR˜′10, (σ∂σ)mR˜02, (σ∂σ)mR˜20 are -regular;
• (σ∂σ)mR˜12, (σ∂σ)mR˜21, (σ∂σ)mR˜22 have -regular expansions up to order one;
• (σ∂σ)mR˜11 has an -regular expansion up to order two.
Proof of Theorem 12.11. Recall the expression (12.20) for L−b (σ); we thus have to consider
terms of the form
(σ∂σ)
jLˇb(σ)
−1(σ∂σ)lR˜b,reg − (σ∂σ)qLˇb(σ)−1
(
(α∂σLˇb(0) + β
σ
2∂
2
σLˇb(0))Pb,1 + γ∂
2
σLˇb(0)Pb,2
)
for numerical constants α, β, γ. All these terms behave like the corresponding terms for
j, l, q equal to zero, except for the increased requirement on the b-regularity. We then
conclude as in the proof of Theorem 12.1. 
13. Decay estimates
We continue using the notation of the previous section, so Lb is the linearized gauge-fixed
modified Einstein operator. We shall study the decay of the solution of
Lbh = f, f ∈ C∞c ((0,∞)t∗ ; H¯s,`+2b ), (13.1)
in t∗. In fact, we shall allow more general f lying in spacetime Sobolev spaces
H˜s,`b , H˜
s,`,k
b,c , (13.2)
equal to L2(t−1∗ ([0,∞)); |dgb0 |) for s, `, k = 0. The index ` ∈ R is the weight in ρ = r−1,
i.e. H˜s,`b = ρ
`H˜sb, likewise for the second (conormal) space. The index s ∈ R measures
regularity with respect to ∂t∗ and stationary b-vector fields on X. The index k ∈ N0
measures regularity with respect to 〈t∗〉Dt∗ , so u ∈ H˜s,`,kb,c if and only (〈t∗〉Dt∗)ju ∈ H˜s,`b ,
j = 0, . . . , k. We stress that all elements of these spaces are supported in t∗ ≥ 0. (The value
0 here is of course artificial; the point is that t∗ has a finite lower bound on the support.)
Theorem 13.1. Let ` ∈ (−32 ,−12),  ∈ (0, 1), `+  ∈ (−12 , 12), and s > 72 +m, m ∈ N0. Let
h denote the solution of equation (13.1). Then there exists a generalized zero mode hˆ ∈ K̂b
(see Theorem 10.4) such that
h = hˆ+ h˜,
and so that the remainder h˜ obeys the decay
‖h˜‖〈t∗〉−3/2+H˜s−2,`+−1,mb,c . ‖f‖〈t∗〉−7/2+H˜s,`+2,mb,c . (13.3a)
If m ≥ 1, then we also have
‖(〈t∗〉Dt∗)m−1h˜‖〈t∗〉−2+L∞(Rt∗ ;H¯s−2−m,`+−1b ) . ‖f‖〈t∗〉−7/2+H˜s,`+2,mb,c . (13.3b)
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In particular, for m ≥ 1, N0 3 j < s− (92 +m), we have pointwise decay
|(〈t∗〉Dt∗)m−1V j h˜| . 〈t∗〉−2+r−1/2−`−‖f‖〈t∗〉−7/2+H˜s,`+2,1b,c , (13.3c)
where V j is any up to j-fold composition of ∂t∗, r∂r, and rotation vector fields.
In the notation of (11.3) and Definition 11.4, the leading order term hˆ can be expressed
in terms of f in the following manner: we have
hˆ = (t∗hs + h˘s) + h′s + hv + h
′′
s , hs, h
′
s, h
′′
s ∈ Kb,s, hv ∈ Kb,v,
where hs, h
′
s, hv are determined by (11.37a)–(11.37c) for
∫
Rt∗
f(t∗) dt∗ in place of f , and
h′′s is the unique element in Kb,s for which there exists h′′v ∈ Kb,v with kb((h′′s , h′′v),−) =
− ∫Rt∗ t∗f(t∗) dt∗ as elements of (K∗b)∗.
For any fixed ` ∈ (−32 ,−12), one has a range of choices  ∈ (−12 − `, 1); smaller values of 
give stronger t∗-decay at the expense of r-growth. It is thus useful to resolve the asymptotic
regimes (1) t∗ →∞, r bounded, (2) r →∞, t∗ bounded. This is accomplished by lifting to
the blow-up [Rt∗ ×X; {∞} × ∂X]; see Figure 13.1. Its boundary hypersurfaces are:
(1) the lift of Rt∗ × ∂X, called (by a mild abuse of notation) null infinity I +, with
interior parameterized by t∗ ∈ R and the polar coordinate ω ∈ S2;
(2) the front face, denoted ι+, with interior parameterized by r/t∗ ∈ (0,∞) and ω ∈ S2;
this is a resolution of future timelike infinity;
(3) the lift of {∞} × X, called the ‘Kerr face’ K, with interior parameterized by r ∈
(r−,∞) and ω ∈ S2.
The estimate (13.3c) then implies pointwise decay at the inverse polynomial rate 52 + `− at
K (taking  = −12 − `+), 52 + `− at ι+, and 32 + `− at I + (taking  = 1−), so
|(〈t∗〉Dt∗)m−1V j h˜(t∗, r, ω)| . 〈t∗〉−5/2−`+
( 〈t∗〉
〈r〉+ 〈t∗〉
)3/2+`−
. (13.4)
One can similarly condense the estimates (13.3a)–(13.3b); for instance, the former implies
h˜ ∈ 〈t∗〉−2−`+
( 〈t∗〉
〈r〉+ 〈t∗〉
)3/2+`−
H˜s−2,0,mb,c . (13.5)
Remark 13.2. Even for f with compact spacetime support, Theorem 13.1 only assures
pointwise t−2+ time decay for bounded r. Price’s law for scalar waves on the other hand
asserts t−3 decay [Pri72a, Tat13]. (For gravitational perturbations, Price’s law predicts
even faster decay rates [Pri72b], which one cannot expect to hold however in the general
setting of Theorem 13.1, as it concerns general symmetric 2-tensor valued waves, not merely
those satisfying the linearized Einstein equation.) A comparison as far as the relevant low
frequency behavior of the resolvent is concerned (though in a simpler setting) is [GHS13,
Corollary 1.3]: it asserts t−3 asymptotics for scalar waves on a space asymptotic to a cone
with cross section the standard 2-sphere, i.e. to Euclidean space, while upon perturbing this
cross section, one can only expect t−2+; the latter is what we prove here. The asymptotic
behavior here being the better one, a proof of t−3 decay in Theorem 13.1 would require
expanding the resolvent at σ = 0 to one order more, showing that one has a term linear in σ
(which we just barely fail to capture in Theorem 12.1), and obtaining a O(|σ|2) remainder.
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t−1∗ (0)
I +
ι+
K
Σfin H+
Figure 13.1. The part of the blowup [Rt∗×X; {∞}×∂X] on which t∗ ≥ 0.
Shown are the front face ι+, (the lift of) null infinity I +, and the ‘Kerr face’
K, as well as the event horizon H+ and the final hypersurface Σfin beyond
the black hole event horizon, see (3.10).
Proof of Theorem 13.1. As in equation (1.6), we start with the integral representation
h(t∗) =
1
2pi
∫
Imσ=C
e−iσt∗L̂b(σ)−1fˆ(σ) dσ (13.6)
for any C > 0. Two important observations are: (1) different values of C produce the same
result since the integrand is holomorphic in σ with values in H¯s,`b , and with norm decaying
superpolynomially as |Reσ| → ∞ with Imσ > 0 bounded; (2) the tensor h defined by (13.6)
has support in t∗ ≥ −T0 for some (f -independent) T0, which follows from the Paley–Wiener
theorem and the fact that the large parameter (in σ) estimates of L̂b(σ)
−1 are uniform as
Imσ → +∞.18
We shift the contour by letting C → 0+. Fixing a frequency cutoff χ ∈ C∞c (R) with
χ = 1 on [−1, 1], we split
fˆ(σ) = χ(Reσ)fˆ(σ) + (1− χ(Reσ))fˆ(σ) =: fˆ1(σ) + fˆ2(σ).
Then for σ 6= 0, and using Theorem 11.5, we write
hˆ(σ) = hˆreg(σ) + hˆsing(σ),
hˆreg(σ) := L
−
b (σ)fˆ1(σ) + L̂b(σ)
−1fˆ2(σ), hˆsing(σ) := Pb(σ)fˆ1(σ);
therefore, h(t∗) = hreg + hsing, where
hreg =
1
2pi
∫
R
e−iσt∗ hˆreg(σ) dσ, hsing = lim
C→0+
1
2pi
∫
R+iC
e−iσt∗ hˆsing(σ) dσ.
• Decay of the regular part. A fortiori, we have fˆ1(σ) ∈ H3/2−(Rσ; H¯s,`+2b ) for any  ∈ R.
Since H3/2−(R) is an algebra for  < 1, we have
L−b (σ)fˆ1(σ) ∈ H3/2−
(
(−2, 2); H¯s+1−max(,1/2),`+−1b
)
18Alternatively, by varying C > 0, one sees that (13.6) defines a solution of Lbh = f which decays
superexponentially at t∗ → −∞; this implies its vanishing for large negative t∗ by a simple energy estimate.
LINEAR STABILITY OF KERR BLACK HOLES 121
by Theorem 12.1, with norm bounded by ‖〈t∗〉3/2−f‖L2(Rt∗ ;H¯s,`+2b ). This can be generalized
by means of Theorem 12.11, which gives, for k ≤ m,
(σ∂σ)
k
(
L−b (σ)fˆ1(σ)
) ∈ H3/2−((−2, 2); H¯s+1−k−max(,1/2),`+−1b ), (13.7)
with norm bounded by
∑
j≤k ‖(t∗Dt∗)j〈t∗〉3/2−f‖L2(Rt∗ ;H¯s−j,`+2b ) . ‖f‖〈t∗〉−3/2+H˜s,`+2,kb,c .
Turning to the high frequency part of hˆreg(σ), we note that Proposition 12.10 implies
L̂b(σ)
−1 ∈W∞,m(R;L(H¯s,`+2
b,〈σ〉−1 , 〈σ〉mH¯s−m,`b,〈σ〉−1)
)
, σ ∈ R \ [−1, 1], m ≤ k.
Therefore, for  ∈ (0, 1), and taking m = 2, we have
L̂b(σ)
−1fˆ2(σ) ∈ H3/2−
(
R; 〈σ〉−s+2H¯s−2,`
b,〈σ〉−1
)
with norm bounded by a constant times
‖fˆ2‖H3/2−(R;〈σ〉−sH¯s,`+2
b,〈σ〉−1 )
. ‖f‖〈t∗〉−3/2+H˜s,`+2b .
More generally, we have
(σ∂σ)
k
(
L̂b(σ)
−1fˆ2(σ)
) ∈ H3/2−(R; 〈σ〉−s+2+kHs−2−k,`
b,〈σ〉−1
)
, (13.8)
with norm bounded by
∑
j≤k ‖(t∗Dt∗)jf‖〈t∗〉−3/2+H˜s−j,`+2b . ‖f‖〈t∗〉−3/2+H˜s,`+2,kb,c .
Upon taking the inverse Fourier transform, the memberships (13.7) and (13.8) imply
‖hreg‖〈t∗〉−3/2+H˜s−2,`+−1,kb,c . ‖f‖〈t∗〉−3/2+H˜s,`+2,kb,c . (13.9)
Note that for m = 1, we can integrate Dt∗hreg = t
−1∗ (t∗Dt∗hreg) from t∗ = ∞ to recover
hreg; this gives a
1
2 improvement of the L
∞ decay rate since for h′ ∈ L2(Rt∗), we have∣∣∣∣∫ ∞
t∗
〈s〉−1 · 〈s〉−3/2+h′(s) ds
∣∣∣∣ ≤ (∫ ∞
t∗
〈s〉−5+2 ds
)1/2
‖h′‖L2 . 〈t∗〉−2+
for t∗ ≥ 0; therefore, we have stronger (by 12) t∗-decay
(〈t∗〉Dt∗)k−1hreg ∈ 〈t∗〉−2+L∞(Rt∗ ; H¯s−2−k,`+−1b ), 1 ≤ k ≤ m, (13.10)
with norm bounded by the right hand side of (13.9).
• Asymptotic behavior of the singular part. Turning to hsing, we write
fˆ1(σ) = χ(σ)(f
(0) − iσf (1)) + σ2fˆ3(σ), (13.11)
where f (0) = fˆ1(0) and f
(1) = ∂σfˆ1(0) satisfy, in view of H
3/2+(R) ↪→ C1(R),
‖f (j)‖
H¯s,`+2b
. ‖f‖〈t∗〉−3/2−ηL2(Rt∗ ;H¯s,`+2b ) j = 0, 1, ∀ η > 0;
furthermore, fˆ3(σ) is compactly supported in σ, has the same regularity in σ as fˆ1(σ) away
from σ = 0, while near σ = 0 it loses 2 derivatives:19
‖fˆ3‖Hr(R;H¯s,`+2b ) . ‖fˆ1‖Hr+2(R;H¯s,`+2b ) ∀ r > −
1
2 .
19This follows from the following observation: if f ∈ Hα(Rσ), α > 12 + k, k ∈ N0, and f(0) = · · · =
f (k)(0) = 0, then σ−kf ∈ Hα−k(R). This in turn follows from the elementary case k = 0 by induction.
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Let us write Pb(σ) = σ
−2Pb,2 + σ−1Pb,1 as in (12.19), with Pb,j : H¯
s−1,`+2
b → H¯∞,−1/2−b .
The contribution of fˆ3 to hsing is then
Pb(σ)
(
σ2fˆ3(σ)
) ∈ H3/2−(R; H¯∞,−1/2−b )
when fˆ1 ∈ H7/2−. More generally, we have (cf. the estimate following (13.7))
‖(σ∂σ)k
(
Pb(σ)
(
σ2fˆ3(σ)
))‖
H3/2−(R;H¯∞,1/2−b )
. ‖f‖〈t∗〉−7/2+H˜s,`+2,kb,c . (13.12)
It remains to analyze the first term in (13.11). We have
lim
C→0
1
2pi
∫
R+iC
e−iσt∗χ(Reσ)σ−k dσ = F−1(χ(σ)(σ + i0)−k),
which equals F−1((σ+i0)−k) plus a term which is Schwartz as |t∗| → ∞. Therefore, modulo
a Schwartz function in t∗ with values in H¯
∞,−1/2−
b , we have
F−1
(
Pb(σ + i0)
(
χ(σ)(f (0) − iσf (1)))) ≡ (t∗hs + h˘s) + h′s + hv + h′′s =: hˆ,
where hs, h
′
s, hv are given by (11.37a)–(11.37c) with f
(0) in place of f , while h′′s ∈ Kb,s is the
unique element for which kb((h
′′
s , h
′′
v),−) = f (1), as elements of (K∗b)∗, for some h′′v ∈ Kb,v.
Altogether, we thus have, for any k ∈ N0,
‖hsing − hˆ‖〈t∗〉−3/2+H˜∞,−1/2−,kb,c . ‖f‖〈t∗〉−7/2+H˜s,`+2,kb,c .
Together with (13.9), and using the argument leading to (13.10) for improved pointwise (in
t∗) decay, this proves the theorem. (For the pointwise decay estimate (13.3c), recall that
H¯s,`b ↪→ 〈r〉−3/2−`L∞ for s > 32 by Sobolev embedding, cf. (2.4).) 
14. Proof of linear stability
We continue to denote the linearized modified gauge-fixed Einstein operator on the Kerr
spacetime (M◦, gb) by Lb as in (11.1b)–(11.1c).
Theorem 1.1 concerns the initial value problem for the linearized Einstein equation for
which the Cauchy surface is equal to t−1(0) for large r. We now show, using arguments
from [HV17, §4], how to reduce this problem to Theorem 13.1. In fact, we shall first consider
initial value problems for the operator Lb, see Theorem 14.1, and reduce the linear stability
of the Kerr metric to a special case of this, see Theorem 14.6.
We denote by t ∈ C∞(M◦) a function of the form t = t∗ + F (r) which satisfies t = t for
r ≥ 4m0, and so that dt is future timelike on M◦ with respect to gb0 , hence for gb when b
is close to b0. We define
Σ◦0 := t
−1(0),
which is a (spacelike with respect to gb) Cauchy surface. Identifying the region r ≥ 4m0
in Σ◦0 with the corresponding subset of R3, we can compactify Σ◦0 at infinity to the man-
ifold (with two boundary components) Σ0. We denote by s˜cT ∗Σ0 = scT ∗Σ0 ⊕ R dt the
spacetime scattering cotangent bundle, which for large r is spanned over C∞(Σ0) by dt and
dx1, dx2, dx3, with (x1, x2, x3) denoting standard coordinates on R3.
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Theorem 14.1. Let α ∈ (0, 1) and s > 132 +m, m ∈ N0. Suppose
h0 ∈ H¯s,−1/2+αb (Σ0;S2 s˜cT ∗Σ0), h1 ∈ H¯s−1,1/2+αb (Σ0;S2 s˜cT ∗Σ0).
Then the solution h of the initial value problem
Lbh = 0,
(
h|Σ0 , (L∂th)|Σ0
)
= (h0, h1).
has the following asymptotic behavior:
(1) in t∗ ≥ 0, we can write h = hˆ + h˜, where hˆ ∈ K̂b is a generalized zero mode of
Lb (see Theorem 10.4), and where the remainder h˜ satisfies the following decay in
t∗ ≥ 0: for  ∈ (0, 1) with α+  > 1, we have
‖h˜‖〈t∗〉−3/2+H˜s−5,−5/2+α+,mb,c . ‖h0‖H¯s,−1/2+αb + ‖h1‖H¯s−1,1/2+αb . (14.1a)
For m ≥ 1, we moreover have the L∞ bound
‖(〈t∗〉Dt∗)m−1h˜‖〈t∗〉−2+L∞(Rt∗ ;H¯s−5−m,−5/2+α+b ) . ‖h0‖H¯s,−1/2+αb + ‖h1‖H¯s−1,1/2+αb . (14.1b)
For N0 3 j < s− (132 +m), we have the pointwise bound
|(〈t∗〉Dt∗)m−1V j h˜(t∗, r, ω)| . 〈t∗〉−1−α+
( 〈t∗〉
〈t∗〉+ 〈r〉
)α−
, (14.1c)
where V j is any up to j-fold composition of the vector fields ∂t∗, r∂r, and rotation
vector fields.
(2) in t ≥ 0, t∗ ≤ 0, we have |h˜| . r−1(1 + |t∗|)−α.
The estimates (14.1a) and (14.1b) can be condensed by working on a blow-up of Rt∗×X
at the corner {t∗ =∞}× ∂+X as in (13.5).
Remark 14.2. Since 1 ∈ H¯∞,−3/2−b (Σ0) and, conversely, H¯∞,−3/2+b (Σ0) ↪→ L∞(Σ0), one sees
that the decay for h0, as well as for its r∂r and spherical derivatives, is (almost) equivalent
to pointwise r−1−α bounds.20 Likewise, the assumptions on h1 are essentially pointwise
r−2−α bounds.
Remark 14.3. The asymptotic behavior in t∗ ≤ 0 can be described in great detail, see [HV17]
for results in the nonlinear setting; the results for linear waves here are straightforward to
obtain using energy methods (see also Lemma 14.5 below), and the statement (2) above is
merely the simplest pointwise bound one can prove. As in [HV17], one can moreover show
that h in fact has an r−1 leading order term at null infinity I +, viewed as a boundary
hypersurface of a suitable compactification of M◦ (which in r/tχ0 >  > 0 is given by mM
in the notation of the reference); we recall the argument in the proof of Lemma 14.5 below
when restricting to the region t∗ ≤ C for any fixed C ∈ R.
Remark 14.4. While we work almost at the sharp level of decay, we do not strive to opti-
mize the regularity assumptions here; the extra regularity assumed on h0, h1 comes from
a loss of regularity in an argument below on the integration along approximate (radial)
characteristics of Lb used to get a sufficiently precise description of h at I
+.
20The ‘almost’ is due to the small (disregarding derivative losses due to Sobolev embedding) difference
of L∞ and weighted L2 control.
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Lemma 14.5. Let α, b, s, h0, h1, h be as in Theorem 14.1. Let T1 < T2, and let χ ∈ C∞(R)
be such that suppχ ⊂ [T1,∞) and supp(1−χ) ⊂ (−∞, T2]. Then Lb(χh) ∈ H˜s−3−k,1/2+α,kb,c
for all k ∈ N0.
Proof. Since Lb(χh) = [Lb, χ]h has support in t
−1∗ ([T1, T2]) (so regularity with respect to
〈t∗〉Dt∗ and Dt∗ is equivalent), it suffices to prove the conclusion for k = 0. Moreover,
local (in spacetime) existence and regularity theory for the wave equation imply h ∈ Hs
for t ≥ 0, t∗ ≤ C, r ≤ C for any C; this implies that [Lb, χ] ∈ Hs−1 in such compact sets.
Therefore, it suffices to work in an arbitrarily small neighborhood r > R0  1 of infinity,
which we shall do from now on.
Aiming to apply certain results of [HV17, §§3–5], write b = (m,a), and let b1 = (m, 0);
put r∗ = r + 2m1 log(r − 2m1). As in [HV17, §2.1, §3.1], we introduce the null coordinates
x0 = t+ r∗, x1 = t− r∗,
with respect to which we have gb1 = (1− 2m1r )dx0 dx1 − r2/g, and
2∂0 ≡ 2∂x0 = ∂t + (1− 2m1r )∂r, 2∂1 ≡ 2∂x1 = ∂t − (1− 2m1r )∂r.
Let x2, x3 denote local coordinates on S2, and denote spherical indices by c, d = 2, 3; let
∂c ≡ ∂xc . Considering then the Kerr metric, we compute using the form (3.12) of gb in
r  1 and on X (the compactification of t−1∗ (0))
gb(∂0, ∂0), (gb − gb1)(∂0, ∂1), gb(∂0, r−1∂c),
gb(∂1, ∂1), gb(∂1, r
−1∂c), (gb − gb1)(r−1∂b, r−1∂c) ∈ ρ2C∞.
Thus, in the language of [HV17, Definition 3.1], gb differs from gb1 by a correction gb − gb1
(which is denoted h in the reference, but which is different from h here) that has vanishing
leading order terms. Therefore, by [HV17, Lemma 3.8], and recalling that in the present
paper we do not have constraint damping for large r (thus γ = 0 in the formulas in the
reference), the operator Lb is equal to the scalar wave operator for the Schwarzschild metric
gb1 , tensored with the identity, plus error terms,
ρ−3Lbρ = −2ρ−2∂0∂1 − /∆ +R,
where R ∈ ρD˜iff2b + D˜iff1b (acting on sections of s˜cT ∗X), where, roughly speaking, D˜iffkb
consists of up to k-fold products of the vector fields x0∂0 ≈ r(∂t+∂r∗), x1∂1 ≈ (r∗− t)(∂t−
∂r∗), and rotation vector fields ∂a. (Switching to ρ
−3Lbρ is related to the Friedlander
rescaling for the scalar wave equation [Fri80], cf. [HV17, §1.1.1].)
At this point, the conclusion of the lemma can be seen as follows: the asymptotic behavior
of smooth solutions h of ρ−3Lbρ(ρ−1h) = 0 at I + (meaning: for bounded t∗ and as r →∞)
is given by ρC∞ = r−1C∞, just like for scalar waves on Minkowski or Schwarzschild/Kerr
spacetimes, plus terms with more decay, namely O(r−1−α). Now, Lemma 4.2 implies that
[Lb, χ(t∗)] = 2ρχ′(t∗)(ρ∂ρ − 1) + ρ2Diff1sc + ρ2C∞∂t∗ ; (14.2)
but this maps ρC∞ into ρ3C∞, the leading order term r−1 being annihilated by the first
summand in (14.2); and O(r−1−α) gets mapped to O(r−2−α), hence the stated decay rate
for Lb(χh).
More precisely, [HV17, Proposition 4.8] with a0 = α and aI < 0 arbitrary (in the present
setting it suffices to use the simplest form of the energy estimates there, namely one can use
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the vector field multiplier of [HV17, Lemma 4.4]) shows that near I +, h lies in H˜
s,−1/2−
b
(permitting r−1 asymptotics); rewriting the PDE for h := ρu as ρ−2∂0∂1u = ( /∆ − R)u ∈
H˜
s−2,−1/2−
b and integrating along the approximate characteristics ∂0 and ∂1 as in [HV17,§5.1] (see also the discussion around [HV17, Equation (1.16)]) shows that in fact
h = ρHs−2(Rt∗ × S2) + H˜s−2,−1/2+αb .
Thus, Lb(χ(t∗)h) ∈ H˜s−3,1/2+αb , as claimed. 
Proof of Theorem 14.1. With χ as in Lemma 14.5, note that
Lb((1− χ)h) = Lbh− Lb(χh) = −Lb(χh).
Since s−3 > 72 +m, the estimates (14.1a) and (14.1b) now follow from Theorem 13.1, with
`+ 2 = 12 +α, so ` = −32 +α. The pointwise estimate (14.1c) then follows from (13.4). 
For the linear stability statement, recall that the constraint equations for a Riemannian
metric γ and a symmetric 2-tensor k on Σ◦0 take the form
C(γ, k) := (Rγ + (trγ k)2 − |k|2γ , δγk + d trγ k) = 0. (14.3)
Given a Lorentzian metric g of signature (+,−,−,−) on M◦, denote its initial data by
τ(g) := (γ, k),
where γ is the pullback of −g to Σ◦0 (the minus sign making γ into a positive definite
Riemannian metric), and k is the second fundamental form of Σ◦0 ⊂ (M◦, g). Let us in
particular denote the initial data of the Kerr metric gb, with b near b0, by
(γb, kb) := τ(gb).
Recall the gauge 1-form Υb(g) := Υ(g; gb) in the notation of Definition 4.1.
Theorem 14.6. Let α ∈ (0, 1), and let s > 132 +m, m ∈ N0. Suppose that the tensors
γ˙ ∈ H¯s,−1/2+αb (Σ0;S2 scT ∗Σ0), k˙ ∈ H¯s−1,1/2+αb (Σ0;S2 scT ∗Σ0)
satisfy the linearization of the constraint equations around the initial data (γb, kb) of a Kerr
metric: D(γb,kb)C(γ˙, k˙) = 0. Then there exists a solution h of the initial value problem
DgbRic(h) = 0, Dgbτ(h) = (γ˙, k˙),
satisfying the gauge condition DgbΥb(h) = −δgbGgbh = 0, which has the asymptotic behavior
stated in Theorem 14.1.
Theorem 1.1 is an immediate consequence of the estimate (14.1c) when we take s = 8 >
13
2 + m with m = 1, in view of the explicit description of hˆ as a generalized zero mode of
Lb as described by Theorem 10.4: hˆ is a linearized Kerr metric plus a pure gauge term.
Proof of Theorem 14.6. We claim that there exist
h0 ∈ H¯s,−1/2+αb , h1 ∈ H¯s−1,1/2+αb , (14.4)
such that
Dgbτ(h0 + th1) = (γ˙, k˙), DgbΥb(h0 + th1) = 0 at t = 0. (14.5)
For the solution h of the initial value problem Lgbh = 0, (h|Σ0 ,L∂th|Σ0) = (h0, h1), as
described by Theorem 14.1, we then have Dgbτ(h) = (γ˙, k˙) and DgbΥb(h) = 0 at Σ0. Now,
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recall (e.g. from [HV18b, §2.2]) that the linearized constraint equations are equivalent to the
vanishing of DgbEin(h)(N,−) where N is the unit normal to Σ◦0 and Ein(g) = Ric(g)− 12gRg
is the Einstein tensor. Since
DgbEin(h)− Ggb δ˜∗gb,γ
(
DgbΥb(h)
)
= 0,
this implies that L∂t(DgbΥb(h)) = 0 at Σ0 as well. Finally, since by the linearized second
Bianchi identity, DgbΥb(h) satisfies the wave equation
Pb,γ(DgbΥb(h)) = 2δgbGgb δ˜∗gb,γ(DgbΥb(h)) = 0,
we conclude that DgbΥb(h) = −δgbGgbh ≡ 0 and thus also DgbRic(h) = 0, as desired.
Thus, in order to complete the proof of linear stability, it suffices to arrange (14.4)–(14.5).
This is accomplished by a minor modification of the arguments of [HV18b, Proposition 3.10
and Corollary 3.11]. We present the details, following the reference, mainly in order to
demonstrate that the decay rates of (h0, h1) can be arranged to match those of (γ˙, k˙). The
task at hand has nothing to do with the constraint equations. Hence, it suffices to solve
the following nonlinear (but geometrically simpler) problem: given (γ, k) close to (γb, kb)
and with (γ, k) − (γb, kb) ∈ H¯s,−1/2+αb ⊕ H¯s−1,1/2+αb , find Cauchy data (g0, g1) close to
(gb,0, gb,1) := (gb|Σ0 , 0) and with (g0 − gb,0, g1 − gb,1) ∈ H¯s,−1/2+αb ⊕ H¯s−1,1/2+αb , such that
τ(g0 + tg1) = (γ, k), Υb(g0 + tg1) = 0 at t = 0. (14.6)
Our construction will give a smooth map ib : (γ, k) 7→ (g0, g1) which takes τ(gb) into
(gb,0, gb,1), thus its linearization at τ(gb) takes (γ˙, k˙) into the desired Cauchy data (h0, h1).
Define φb ∈ 1 + ρC∞(Σ0) and ωb ∈ ρ2C∞(Σ0; scT ∗Σ0) by gb =: φb dt2 + 2 dt⊗s ωb− γb; we
then define the component g0 of ib(γ, k) = (g0, g1) by
g0 = φb dt
2 + 2 dt⊗s ωb − γ.
Let N0, resp. Nb ∈ TΣ◦0M◦ denote the future timelike unit vector field with respect to g0,
resp. Nb; then N0 −Nb ∈ H¯s,−1/2+αb . To make τ(g0 + tg1) = (γ, k), we need to find g1 with
g0
(
(∇g0+tg1X −∇g0X )Y,N0) = k(X,Y )− g0(∇g0XY,N0), X, Y ∈ TΣ◦0,
with ∇g the Levi-Civita connection of g. This is equivalent to
−(N0t)g1(X,Y ) = 2
(
k(X,Y )− g0(∇g0XY,N0)
)
.
But N0t = 1 + ρC∞ +O(ρ1+α), and N0t 6= 0 on Σ◦0 since dt is timelike for g0 (as g0 is close
to gb in C0); hence this determines g1(X,Y ) for X,Y ∈ TΣ◦0, with g1|S2 scTΣ0 ∈ H¯s−1,1/2+αb
by assumption on k and since the second term on the right loses one order of regularity but
gains an order of decay, by the same arguments as given before equation (3.34).
Finally, we need to arrange Υb(g0 + tg1)−Υb(g0) = −Υb(g0) ∈ H¯s−1,1/2+αb at t = 0, so
(Gg0g1)(∇g0t, V ) = −Υb(g0)(V ), V ∈ scTΣ0.
Since ∇g0t ⊥ TΣ◦0 is a multiple of N0, more precisely ∇g0t = (1+ρC∞+ H¯s,−1/2+αb )N0, this
determines (Gg0g1)(N0, X) = g1(N0, X) for X ∈ scTΣ0. But then we have g1(N0, N0) =
2(Gg0g1)(N0, N0)+(trg0 g1−g1(N0, N0)), with both summands on the right hand side known;
this determines g1(N0, N0), and we have g1 ∈ H¯s−1,1/2+αb . The proof is complete. 
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Remark 14.7. We explain why fast decay of (γ˙, k˙) implies the decay of h to zero as t∗ →
∞ in our chosen gauge, thus recovering the decay proved in [ABBM19] in the outgoing
radiation gauge. Thus, let us assume that γ˙ and k˙ decay rapidly as r →∞ (sufficiently fast
polynomial decay would suffice). Denote by h the solution of the initial value problem for
Lbh = 0 constructed in Theorem 14.6, and denote by χ = χ(t) a smooth cutoff, χ ≡ 1 for
t ≤ 1, χ ≡ 0 for t ≥ 2. Then h = χh+ h′, where t ≥ 1 on supph′, and Lbh′ = −[Lb, χ]h is
supported in t−1([1, 2]) and decays rapidly as r →∞. We can solve this using the Fourier
transform in t; the resolvent of Lb with respect to t is obtained from L̂b(σ) via conjugation
by eiσ(t−t∗) (which maps sufficiently fast decaying tensors into any fixed b-Sobolev space).
To give a flavor of the argument, let us now pretend that the t-resolvent only has a simple
pole at σ = 0, with singular part given by a finite sum of terms h0〈·, h∗0〉, where h0 ∈ Kb,
h∗0 ∈ K∗b (the full argument is only more involved algebraically); then we need to show that
〈([Lb, χ]h)̂(0), h∗0〉 = 0. Since DgbRic(h) = 0 and DgbΥb(h) = 0, and since h∗0 = Ggbδ∗gbω∗
is dual-pure-gauge by Proposition 9.1, this is equivalent to the vanishing of the spacetime
pairing (extending h∗0 to spacetime by stationarity)
〈[Lb, χ]h, h∗0〉 = 〈[Lb, χ]h,Ggbδ∗gbω∗〉
= 〈δgbGgb [Lb, χ]h, ω∗〉
= 〈δgbGgbLb(χh), ω∗〉
= 〈−2δgbGgb δ˜∗gb,γDgbΥb(χh), ω∗〉
= 〈−Pgb,γ [DgbΥb, χ]h, ω∗〉
= −〈[DgbΥb, χ]h,P∗gb,γω∗〉
= 0.
Here, the fast spatial decay of h is used to justify the integrations by parts in the second
and the penultimate equalities.
We reiterate that this argument only applies to solutions of the linearized Einstein equa-
tion DgbRic(h) = 0, DgbΥb(h) = 0, but not to general solutions of the linearized gauge-fixed
Einstein equation Lbh = 0; indeed, even for generic smooth initial data (h0, h1) in Theo-
rem 14.1 with compact support, the solution h does not decay to zero, i.e. the asymptotic
leading order term hˆ is non-zero.
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