The effect of stress on the human body is substantial, potentially resulting in serious health implications. Furthermore, with modern stressors seemingly on the increase, there is an abundance of contributing factors which lead to a diagnosis of acute stress. However, observing biological stress reactions usually includes costly and time consuming sequential fluidbased samples to determine the degree of biological stress. On the contrary, a speech monitoring approach would allow for a non-invasive indication of stress. To evaluate the efficacy of the speech signal as a marker of stress, we explored, for the first time, the relationship between sequential cortisol samples and speech-based features. Utilising a novel corpus of 43 individuals undergoing a standardised Trier Social Stress Test (TSST), we extract a variety of feature sets and observe a correlation between speech and sequential cortisol measurements. For prediction of mean cortisol levels from speech, results show that for the entire TSST oral presentation, handcrafted COMPARE features achieve best results of 0.244 root mean square error [0 ;1] for the sample 20 minutes after the TSST. Correlation also increases at minute 20, with a Spearman's correlation coefficient of 0.421, and Cohen's d of 0.883 between the baseline and minute 20 cortisol predictions.
Introduction
Stress can be a negative aspect of life affecting biological and mental states in various ways. Chronic states of stress can have an abundance of health-related consequences, e. g. , anxiety, weight gain and migraines, with occupational stress being a contributing factor to an employees overall task performance [1] . Objective markers of stress are therefore needed to help individuals recognise and appropriately respond to stressful situations.
One well-known marker of stress is cortisol, a hormone released by the body in response to stressful scenarios [2] . Cortisol is known to provoke a fight-or-flight response, which increases brain function and the availability of substances that repair tissues [3] . Through evolution, cortisol has manifested as a means of responding to physical threats [4] . In modern life, however, the adverse effects of cortisol can outweigh the positive, restricting nonessential functions, reducing the functionality of a series of bodily processes; e. g. , the immune, digestive, and reproductive systems [5] . Moreover, cortisol also impacts mood and motivation [6] . Common methods for measuring cor-tisol are typically invasive, requiring bodily fluid, e. g. , salivaor blood-based measurements [7] .
Since cortisol offers a well-established basis for understanding an individual's biological stress level, it is gathered as a standard practice during stress-inducing psychological paradigms [8] . These paradigms often include a public speechbased task e. g. , the Stress Inducing Speech Task (SIST) [9] . It has been observed that after the completion of such a speech task, there is a delayed response in cortisol levels, which can occur on average around 38 minutes after a stressor [10] . This finding has also been observed in the Trier Social Stress Test (TSST) [11] . The TSST is a well established and valid tool to induce an acute stress response [12] . The TSST is designed to exploit the vulnerable human response to stress during a social evaluation. Subjects are observed by interviewers, during three, 5 minute components which cause various stressful states: (1) anticipation, (2) presentation, and (3) mental arithmetic. Typically, blood and saliva samples are taken from the individuals sequentially, both before and after the main 15 minute oral presentation [13] .
In this study, we utilise a novel dataset of audio recordings of 43 healthy individuals speaking during a TSST scenario. We investigate the efficacy of a variety of speech-based features (e. g. , COMPARE , EGEMAPS and DEEP SPECTRUM) to predict the sequentially measured samples of cortisol as a marker of biological stress. Previous research has demonstrated that speech features can be applied to physiological based signal predictions [14, 15] . However, to the best of our knowledge, this is the first time that cortisol has been the prediction target.
Similar topics relating to stress prediction from speech include cognitive and physical load analysis [16] . Speech can be reliably used to predict high and low states of both conditions [17] . Typical speech changes associated with stress include increased articulation rate and the number of filled pauses, as well a reduction in formant vowel space [18] . The effects of stress were also investigated on works conducted on the Speech under Simulated and Actual Stress (SUSAS) dataset [19] . The SUSAS data is focused on investigating the Lombard effectan involuntary increase of speech volume -which has shown to occur for most individuals during states of stress [19] .
This rest of this paper is organised as follows. In the proceeding section (Section 2), the FAU-TSST corpus used in our experiments is presented, including study procedure and data processing. We then describe our experimental settings for the task of cortisol prediction from speech in Section 3, followed by a discussion of results in Section 4. Finally, conclusions and future work plans are given in Section 5.
FAU-TSST Corpus
To explore the relationship which may exist between speech and cortisol, we utilise the Friedrich-Alexander-Universität Erlangen-Nürnberg, Trier Social Stress Test (FAU-TSST) corpus. This corpus is a multimodal dataset of 43 individuals undergoing the renowned Trier Social Stress Test (TSST) [13] .
Participants
Participants were recruited from the University campus and the community via print and multi-media advertising and received monetary compensation 1 . Before testing, eligibility was assessed by an online screening-questionnaire. Exclusion criteria were younger than 18 years of age, smoking, a body mass index (BMI) below 18 or above 30 kg/m 2 , medication intake (e. g. , beta blocker, glucocorticoids, anti-depressants), with the exception of hormonal contraceptives in women, presence of physical or mental disorders, including clinically relevant depressive symptoms, and previous experience with the TSST protocol.
To exclude the effects of depression on stress responses [20] , the Allgemeine Depressionsskala (ADS-L) scale [21] (Translation: General Depression Scale), was used during screening. Participants with ADS-L scores above 22 were excluded as scores above this cutoff indicate the presence of depressive symptomatology [21] . After data processing, the final sample used within this study consisted of 43 participants (µ age = 24.26 years, ± = 4.97 years, 65.1 % female).
Study Procedure
The laboratory testings took place on two consecutive days (although we only utilised data from first day), and the audio material used for the present analyses were captured on study day 1. On each study day, participants were scheduled between 1 :00 p.m. and 7 :00 p.m. to account for the influence of circadian cortisol variations [22] . Participants were instructed to refrain from exercising for 24 hours before the visit, and from smoking, brushing teeth, eating, and drinking anything except water for one hour before the visit.
After arrival at the laboratory, participants were accommodated in a comfortable armchair and received verbal and written instructions. This step was followed by a resting period of 45 minutes to ensure adequate recovery from travelling to the laboratory. During this period all participants provided verbal and written informed consent and a baseline saliva sample (-30 minutes) was collected as the participant's individual cortisol baseline (S0).
Participants were then introduced to a modified version of the original Trier Social Stress Test (TSST) [13] procedure, in the course of which they were guided to a test room and were introduced to a selection committee consisting of one female and one male observer wearing white lab coats. Participants were then instructed to take the role of a job applicant and to give a five-minute speech in order to present themselves as the best candidate for a vacant position (i. e. , their 'dream job'). They were given five minutes to prepare for their talk, after which they were instructed to stand in front of the panel and to begin their speech (hence forth named as the 'interview' scenario). Once their presentation was completed, participants were given a mental arithmetic task (hence forth named as the 'arithmetic' scenario), which took an additional five minutes, in which they were asked to serially subtract 17 from 2 043 as quickly as possible. In the case of any error, they were requested to start over again. The panel remained neutral during the entire task (only correcting the mistake). Immediately before at -1 minute (S1) as well as +1 (S2), +10 (S3), +20 (S4), +30 (S5), +45 (S6), and +60 (S7) minutes after the TSST, additional saliva samples were collected for the participants.
On the second day, participants were scheduled at approximately the same time. Procedures were similar to session one of the TSST procedures with a slightly modified version of the arithmetic scenario (i. e. , serially subtracting 13 from 2 011). At the end of the second laboratory session, participants were debriefed and dismissed.
Data Processing
The audio data which is utilised in this study, was captured during the first day of the TSST protocol, using a Sony HDR-CX240E video camera, placed approximately 3 meters from the subject. Given this recording scenario, the extracted audio data (44.1 kHz, 16 bit, stereo, WAV) required a series of additional processing steps in order to make it suitable for computational audio analysis.
The first step was extracting the audio channel from the video and converting the raw data to 16 kHz, 16bit, mono, WAV files. Then, we cut the first 2 minutes (interview) and the last 2 minutes (arithmetic) from the speech data to reduce the possibility of interviewer speech. This step was undertaken consistently for all participants.
Following this, we applied voice activity detection, utilising the Python implementation of the webrtcvad toolkit 2 , and chunked the audio based on speech pauses. Given that the interviewer corrects any mistakes that the subject makes during the arithmetic task, we then manually removed chunks containing interviewer speech found in the arithmetic data. The data is then normalised to -1dB across the dataset. Post-processing, 01 h: 35 m: 49 s (µ 2.8 s, ± 2.5 s per instance) of audio data remained, of which 58 m: 28 s (µ 3.75 s, ± 3.24 s per instance) was from the interview scenario and 37 m: 22 s (µ 2.08 s, ± 1.20 s per instance) from the arithmetic scenario.
For each subject in the dataset, there are eight sequential saliva-based cortisol samples taken at consistent time intervals from S0 (baseline -30mins) to S7 (+60mins) (cf. Section 2.2). These have as raw values, range from 0.69-35.48 Nanomole/liter (nmol/L) across all subjects and measurements. Given the variance, we standardised the values to zero mean and unit standard deviation on a per-subject basis (cf. Figure 1 ). For the prediction task, we then applied normalisation across all subjects, resulting in a range of [0 ;1] nmol/L.
Experimental Setting
Saliva-based measurements were taken at 8 sequential time steps throughout the TSST process 3 . Given that the response of cortisol to a stressor can be delayed (by approximately 38mins [10] ), we perform a series of speech-based regression experiments on each of the coritosl samples (S0-S7). The aim of this analysis is to ascertain if there are any changes in the level of correlation, between our speech features and the cortisol measurements, across the various time points. We also separate the different speech scenarios, namely: interview (1) and arithmetic (2) tasks, to explore the effect of speech type.
Feature sets
We extracted both hand-crafted speech-based features, namely the Computational Paralinguistics challengE (COMPARE ) feature set, and the extended Geneva Minimalistic Acoustic Parameter Set (EGEMAPS ). We also, as a state-of-the-art approach, extracted deep data representations from the speech signals (utilising the DEEP SPECTRUM toolkit).
As a conventional approach, the 6 373 dimensional COMPARE feature set [23] of hand-crafted speech-based features is used, given its effective brute-force approach for an abundance of similar paralinguistic tasks [24, 25, 26] . Additionally, we extract the 88 dimensional EGEMAPS feature set [27] , and, much like the COMPARE feature set, EGEMAPS has shown efficacy for tasks similar to the present study [28, 29] . From each instance, the COMPARE and EGEMAPS acoustic features are extracted with the OPENSMILE toolkit [23] . Utilising the default parameter settings from OPENSMILE for the low level descriptors (LLDs) of each feature set, the higher level suprasegmental features were extracted at a rate of 1 s, using an overlapping window of 0.5 s.
Additionally, we extract a 4 096 dimensional feature set of deep data-representations using the DEEP SPEC-TRUM toolkit [30] 4 . DEEP SPECTRUM has shown success for similar audio-and speech-based tasks [31] , and extracts features from the audio data using pre-trained convolutional neural networks. For this study, we extract, viridis colour map, spectrograms using the default DEEP SPECTRUM settings with a window size of 1 sec and a 0.5 sec overlap. The deep features are then extracted from the layer fc7 of AlexNet [32] . 3 (S0) baseline 30mins before first preparation, (S1) 1min before the first preparation, (S2) 1 after speech, (S3) 10mins after speech, (S4) 20mins after speech, (S5) 30mins after speech, (S6) 45mins after speech, and (S7) 60mins after speech. 4 https://github.com/DeepSpectrum/DeepSpectrum
Training procedure
For our experiments, we use the epsilon-support vector regression (SVR) and a linear kernel, using the implementation from the open-source machine learning toolkit Scikit-Learn [33] . For training, the data is split into speaker independent sets: training, validation and test (cf. Table 1 ). During the development phase, we trained a series of SVR models, optimising the complexity parameters (C ∈ 10 −4 , 10 −3 , 10 −2 , 10 −1 , 1), evaluating their performance on the validation set. We re-trained the model with the concatenated train and validation set, and evaluate the performance on the test set. This method was repeated for each of the speaking scenarios, interview (1), arithmetic (2) , and interview and arithmetic combined (1+2). Note, for consistency when comparing across the sample points (S0-S7) we report only C = 10 −3 , chosen as this value acheived frequently strong test set results when evaluating ρ.
Evaluation metrics
To evaluate the results of our SVR experiments we utilise 2core metrics, (1) Spearman's correlation coefficient (ρ) and (2 
Results and Discussion
When looking at the progression in results from S1 to S3, we can see an improvement in ρ across all feature sets and scenarios ( Table 2 ). The highest ρ, 0.449, was achieved with EGEMAPS in scenario 2 (arithmetic) at sample point S3 (10 minutes after oral presentation). When extending this observation to S4 (20 minutes after oral presentation) we can see that COMPARE features continue to improve, and so too for EGEMAPS in scenario 1 (Table 2) ; however, ρ drops for all other combinations at this point. From previous research into the delayed (ca. 38mins) biological response of cortisol [10] , we would expect this correlation to be highest at this point (i. e. , from the start of test S3 25mins, and S4 45mins). Interestingly, from the distribution of data (Figure 1) , we also observe that participants show the least amount of similarity at S3. We speculate that this may be one reason why we observe the improved correlation at this point. However this particular phenomena would require more fine-grained investigation After the S4 sample, the results drop to a weak through to no correlation, although COMPARE features retain a weak ρ, 0.149, at S6 in scenario 2 (RMSE: 0.294). This curve can be seen when plotting the data ρ scores across the sequential measurements ( Figure 2 ). We also see the same trend although the inverse when observing the RMSE scores. Regarding, RMSE we see COMPARE features achieving the best score, i. e. , the lowest, of 0.244 RMSE at scenario 1+2, S4.
The DEEP SPECTRUM features consistently achieve the lowest ρ and highest RMSE scores across all scenarios, achieving at best ρ of 0.198 (RMSE: 0.286) at S3 scenario 1+2. The DEEP SPECTRUM results between S0 and S3 (scenario 1+2) differ to a large extent, which is reflected by a large effect size of d = 1.25. Similarly, the best COMPARE result, ρ 0.421 (RMSE: 0.245) at S4, also shows a large and consistent trend for effect size in comparison to the predictions achieved for S0 to S3 d = 1.02, and S0 to S4, d = 0.88. When considering all results, it can be observed that COMPARE is the consistently better-performing feature set for this task. Although when reporting ρ as the measure of correlation, results achieved using EGEMAPS features are not significantly different to COMPARE (e. g. , S4 EGEMAPS S4 COMPARE moderately positive relationship: Pearson r = 0.513 for s1+2 results). We speculate that the success for hand-crafted features comes from their tailored speech-based attributes i. e. , leverage features, e. g. , loudness, which have been discussed as being appropriate for other health-related speech tasks such as depression, or Parkinson's detection [35] . Additionally, we speculate that the weaker results of DEEP SPECTRUM features which, are extracted from spectral features only, could be due to the higher levels of ambient room noise present in the audio signal, as a consequence of the recording methods.
Finally, it would appear that there are minimal differences between the speaking scenarios. With a tendency toward better results across all feature sets and sample points, the scenario-2 (arithmetic) results are stronger, when observing ρ, µ ρ 0.151 from, S0 -S7 (µ ρ 0.123, 0.138, for scenario 1 and scenarios 1+2 respectively). However, for RMSE, a µ of 0.292 was achieved in Scenario-2 across all samples and features sets, compared with 0.281 and 0.283 for scenario 1 and scenario 1+2, respectively. This observation leaves us to speculate that perhaps there was some advantage when using scenario 2 speech features, as, from a qualitative observation of the data, the visible stress in the subject does seem to be elevated during the arithmetic task. This effect may be due to the lack of preparation time that the subject had for this task as compared to the interview. Gaining further insight in this regard would, however, require more in-depth analysis.
Conclusion and Future Outlook
In this study we have evaluated the ability for speech-based features to predict cortisol levels as a marker of biological stress. Findings have shown that speech-based features can achieve at best 0.244 RMSE (ρ 0.421) with COMPARE features at S4 (+20mins after speech), and in this same way correlation increases from samples taken at S0 to S3 and S4. Observing an improvement trend when utilising the features from stressed speech as cortisol samples reach the sample taken at the 10th minute (a finding which is supported by the literature in relation to delayed biological response to cortisol response [10] ), this finding is consistent across all features sets, suggesting that an acoustic-based approach is suitable for the prediction of cortisol as a marker of stress. With speech features from individuals in a stressed state showing promise for the task of cortisol prediction, particularly hand-crafted sets, future work would include feature selection, as a means of taking a closer look at the particular speech based features from such sets which are responsible for this. Additionally, given the varied speaking scenarios it may be of interest to evaluate the word-use within the FAU-TSST corpus more closely. From the analysis approach, it would also be an advantage to implement state of the art deep architectures, utilising a multimodal fusion approach, given the extensive modalities which are made available through the FAU-TSST data.
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