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In recent years, data classification has received substantial attention 
from scholars of machine learning, pattern recognition and computer 
vision communities, but still remained very challenging in real ap-
plications. The nonlinear geometry structure of the data often em-
barrasses the use of a single global linear classifier, and locally adap-
tive classifiers have the potential to solve this predicament. There 
are two major sub-problems in designing locally adaptive classifiers. 
First, how to place the local classifiers, and, second, how to combine 
them together. In this dissertation, instead of placing the classifiers 
based on the data distribution only, we propose a responsibility mix-
ture model that uses the uncertainty associated with the classification 
at each training sample. Using this model, the local classifiers are 
placed near the decision boundary, namely the area with high uncer-
tainty, where they are most effective. A set of local classifiers are 
then learned to form a global classifier by maximizing an estimate 
of the probability that the samples will be correctly classified with a 
nearest neighbor classifier. 
Generally speaking, the advantages of the proposed algorithm 
over traditional algorithms for localized classification stem from: 1) 
piloted by the uncertainty map in a supervised manner, the local 
classifiers tend to be located at places with the highest responsibil-
ities, as opposed to conventional methods which locate local clas-
i 
sifters at the densest areas; and 2) Instead of combining the low di-
mensional representations from local classifiers to construct the final 
classifier, the proposed algorithm utilizes the uncertainty outputs for 
classifier fusing, which enables the direct optimization of the final 
classification accuracy. 
For the proposed method, we design experiments to verify its ef-
fectiveness in the challenging real problem, and compare them with 
other representative algorithms. Experimental results on both artifi-



























If anyone is looking for an example of good supervisor, let me espe-
cially recommend mine, Professor Tang Xiaoou. Xiaoou has always 
been an enthusiastic adviser, providing encouragement, insight and 
a valuable big-picture perspective. He did not only care about my 
research but also my career path. He discussed with me about my 
future several times and guided me on the right way. 
A special thank goes to my mentor Yan Shuicheng, who is most 
responsible for helping me complete this dissertation as well as the 
challenge research lying behind it. Shuicheng has been a old brother 
and a mentor. He taught me how to ask questions, how to express 
my ideas, how to write academic papers and had confidence in me 
when I doubted myself. He showed me different ways to approach 
a research problem and the need to be persistent to accomplish any 
goal. He is always there to meet and talk about my idea, to proof-
read and mark up my papers and to ask me good questions to help 
me think through my problems. Without his encouragement and 
constant guidance, I would not have finished this thesis. I extent my 
warm thanks to my co-supervisor, Professor Liu Jianzhuang for his 
cares about our daily life. 
I am also greatly indebted to Dahua for giving me great help in 
research(You are a real genius in my heart.), A Feng (We have a lot 
in common.), Huanzi(My piano teacher, my friend.)，Weige(You are 
always there when I am a graduate.), HuangTing(Little ghost, haha), 
LiuMing, ZhaoFeng, Zhenguo, Yiwen, LiYun for the happy time 
with you guys. 
iii 
Last, but not least, I thank my family, mom and dad for giving my 
life in the first place, for educating me, for unconditional support 
and encouragement to my interests pursuing, my lovely grandma, 
for her never-ending doting on me, my boyfriend Hongbo, for his 
understanding and love to get me through the hard days. I really 
cherish the sunny days together with you. 
I love you all. 
iv 





1 Introduction 1 
1.1 Previous Work 3 
1.2 Proposed Framework 5 
1.3 Overview 6 
2 Placement of the Local Classifiers 8 
2.1 The Uncertainty Map 9 
2.2 Responsibility Mixture Model 11 
2.3 EM for Parameter Estimation 12 
2.3.1 E-Step 14 
2.3.2 M-Step 15 
2.3.3 Relationship with Gaussian Mixture Mod-
els(GMM) 16 
3 Fusing of Locally Adaptive Classifiers 18 
3.1 Training 18 
3.2 Testing 21 
4 Algorithmic Characteristics 23 
4.1 Uncertainty Piloted Placement of Local Classifiers . 23 
4.2 Uncertainty Piloted Fusing of Local Classifiers . . . 24 
4.3 Related Work 25 
vi 
5 Experiments 27 
5.1 Dimensionality Reduction 27 
5.2 Two-Class Classification Problem: Gender Classifi-
cation 29 
5.3 Multi-Class Classification: Face Recognition . . . . 30 
5.3.1 Varying the Lighting 31 
5.3.2 Varying the Pose 32 
5.3.3 Number of Features Extracted 33 
6 Conclusion 34 
Bibliography 36 
vii 
List of Figures 
1.1 Schematic diagram for designing an ensemble of lo-
cally adaptive classifiers. In this example, the data 
distributions of classes A and B are both Gaussian 
mixtures (Al, A2 are the two mixture components 
for class A, while Bl, B2 are those for class B). The 
two ellipses show the locations of the local classifiers. 6 
2.1 Three examples with the same data distribution yet 
different class labels. Note that the results from GMM 
will be the same, while the decision boundaries are 
essentially different 10 
2.2 The flow of the EM algorithm 14 
2.3 RMM better characterizes the locations of the lo-
cally adaptive classifiers, (a) Toy data; (b) Uncer-
tainty map; (c) GMM result; (d) RMM result 16 
3.1 Recognition accuracies (%) vs. the number of itera-
tions for the proposed method 21 
4.1 An example in which the two local representations 
cannot be well aligned 24 
4.2 An extreme example in which the two local rep-
resentations cannot be well aligned. The left im-
age shows the 2D distribution of the training sam-
ples, and the right image demonstrates the best dis-
criminant ID representation from each local classi-
fiers/components 24 
viii 
5.1 Dimensionality reduction results, (a) Data set 1; (b) 
Data set 2; (c) Data set 3，and (d)-(o): Distributions 
of projected data ((d),(e), (f) PCA; (g)，(h)，(i) LDA; 
(j)，(k),� LLDA; (m),(n),(o) RMM+FDA) 28 
5.2 Examples of cropped images from the CMU PIE 
face database (with different lighting conditions and 
poses) 30 
5.3 Visualization of the column vectors of the transfor-
mation matrices obtained by Eigenface (PCA), Fish-
erface (LDA), LLDA and LCU on the training set of 
the CMU PIE database 31 
5.4 Recognition accuracies (%) vs. the number of fea-
tures extracted 32 
ix 
List of Tables 
5.1 Gender Classification Accuracies (%) on the Yamaha 
Database with Different Ages 30 
5.2 Recognition accuracies (%) on the CMU PIE database 
with different lighting conditions 32 
5.3 Recognition accuracies (%) on the CMU PIE database 





In real world, data always has a complex nonlinear geom-
etry structure. In this case, a single linear classifier often 
cannot well separate the different classes. A natural remedy 
is then to utilize an ensemble of locally adaptive classifiers. 
There are two major problems in designing locally adaptive 
classifiers. First, how to place the local classifiers, and, sec-
ond, how to combine them together. In the literature, many 
attempts have been made in solving these sub-problems. In 
this paper, we propose a novel framework to solve the above 
two sub-problems, and the solutions to them are both pi-
loted by the uncertainty associated with the training sam-
ples. 
In recent years, data classification has received substantial at-
tention from scholars of machine learning, pattern recognition and 
computer vision communities, but still remained very challenging in 
real applications. These applications include content-based image 
database management, face recognition, automated crowd surveil-
lance and information lifecycle management(ILM). 
The goal of classification is to take an input vector X and to as-
1 
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sign it to one of K discrete classes Ck where k = 1 , K . In the 
most common scenario, the classes are taken to be disjoint, so that 
each input is assigned to one and only one class. The input space 
is thereby divided into decision regions whose boundaries are called 
decision boundaries or decision surfaces. 
The effectiveness of data classification methods can be seriously 
compromised by various factors which often affect sensory infor-
mation about an object. Linear models have been very popular be-
cause of their simplicity and analytical tractability, and algorithms 
like principal component analysis(PCA, Eigenfaces) [24] and lin-
ear discriminant analysis(LDA) [2] have been widely used in many 
real-world applications owing to its efficiency. LDA is a powerful 
method yielding an effective representation that linearly transforms 
the original data space into a low-dimensional feature space where 
the data is as well separated as possible under the assumption that the 
data classes are Gaussian with equal covariance structure. However, 
when the data has a complex nonlinear geometry structure, samples 
of objects from different classes in the original data space are likely 
to be more closely located to each other than to those of the same 
class - the data set of face images taken from a certain number of dif-
ferent viewing angles is a typical example of such problems. In this 
case, LDA does not capture nonlinear manifolds and a single linear 
classifier often cannot well separate the different classes. Conven-
tional nonlinear classification methods based on kernels such as sup-
port vector machine(SVM)) [18] and generalized discriminant anal-
ysis(GDA) [1] have been developed to overcome the shortcomings 
of the linear method. Support vector machine(SVM) based on ker-
nels has been successfully applied to nonlinear classification prob-
lems such as face detection. However, it is inefficient for multiclass 
recognition and inappropriate when only a single sample per class 
is available to build a class model. Although generalized discrimi-
nant analysis(GDA) is suitable for multiclass recognition problems 
whereby the original data is mapped into a high-dimensional feature 
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space via a kernel function, it generally has the drawback of high-
computation cost in classification and overfitting. In applications 
such as classification of large data sets on the Internet, the computa-
tional complexity is particularly important. A natural remedy is then 
to utilize an ensemble of locally adaptive classifiers. There are two 
fundamental sub-problems in designing such an ensemble: 
1. How to place the local classifiers? 
2. How to effectively fuse these local classifiers? 
1.1 Previous Work 
Attempts have been made in solving these sub-problems [13, 14, 
26, 22, 17，6，23]. The multiple linear system [13], which adopts 
several independent local transformations, attempts to overcome the 
shortcomings of LDA, but it fails to learn any global data structure. 
The locally linear discriminant analysis(LLDA) [14] places the local 
classifiers at the clusters obtained by the i^-means [20] clustering al-
gorithm in an unsupervised manner, and the projection directions of 
the local classifiers are then derived by using the (global) Fisher cri-
terion [10]. In LLDA, input vectors are projected into each local fea-
ture space by linear transformations to yield locally linearly trans-
formed classes that maximize the between-class covariance while 
minimizing the within-class covariance. The discriminant analysis 
on embedded manifold [26] proposes a variant of the X-means al-
gorithm called Intra-Class Balanced K-means to conduct discrimi-
nant analysis in term of the embedded manifold structure. The local 
classifiers are placed in clusters such that each one has a balanced 
number of samples from the different classes. They then also use 
the Fisher criterion to optimize the projection directions of the lo-
cal classifiers. For a curved manifold, the globally linearly insep-
arable manifold may be easily separable locally. The intuition of 
that [26] work is to place some local linear discriminant analyzers 
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on a curved manifold, then to merge those local analyzers into a 
global discriminant analyzer via global Fisher criterion. The work 
of [14] can easily decide the locations of the local classifiers since 
the method is unsupervised and based directly on the data distri-
bution. The work of [26], on the other hand, effectively utilizes the 
class label information. However, it becomes computationally infea-
sible especially when the classes are imbalanced. [22] presented a 
procedure to align disparate local coordinates into a globally coher-
ent coordinate system by preserving the reconstruction relationship 
among neighboring points as in [19]. The local coordinates are ob-
tained from a set of dimensionality reducers, which are piloted by 
the component centers from Mixture of Factor Analyzers [11]. 
There are also many other works [15, 25] that discuss only the 
second sub-problem, namely classifier combination or fusing. [15] 
presents formulas for the classification errors of the fusion methods 
average, minimum, maximum, median, majority vote, and oracle 
with the assumptions of two-class problem and classifier indepen-
dence. [25] proposed to utilize the bagging [9] and random sam-
pling techniques for training a set of LDA classifiers, and then the 
final decision is made by fusing the outputs from different classifiers 
with majority voting or sum rule. The classifiers in [15，25] are es-
sentially irrelevant in the model training stage, and their relationship 
is embodied finally in the inferring stage. The locally adaptive clas-
sification we concern in this work however aims to simultaneously 
train different classifiers in an interactional manner, and they are in-
terrelated in both model training and inferring stages. The nearly 
duplicated classifiers can be sufficiently avoided in locally adaptive 
classification, and much less classifiers will be required for certain 
classification accuracy compared with the six combination methods 
in [15]. 
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1.2 Proposed Framework 
In this dissertation, we propose a novel framework to solve the above 
two sub-problems, and the solutions to them are both piloted by the 
uncertainty associated with the training samples. For the locally 
adaptive classification algorithm, it was first proposed in our work 
[7]. For its application of face analysis, it was proposed in our work 
[8]. To address the first sub-problem, the local classifiers are placed 
by using an uncertainty map as guidance, where uncertainty refers 
to the probability that a sample will be misclassified by the near-
est neighbor classifier. A responsibility mixture model is learned to 
describe this uncertainty distribution. The local classifiers are then 
placed in areas with high uncertainties, namely with high responsi-
bilities for the responsibility mixture model. In theory, the respon-
sibility mixture model is an uncertainty weighted Gaussian Mixture 
Model [3]. For the second sub-problem, we introduce a linear clas-
sifier for local dimensionality reduction that directly maximizes an 
estimate of the classification accuracy attained by a nearest neighbor 
classifier. It directly targets the final classification accuracy, unlike 
the traditional algorithms in which there exists a gap between the 
objective function to be optimized and real final classification accu-
racy. The model parameters of different local classifiers are learned 
by maximizing the sum of the confidence outputs from different 
classifiers weighted by the above responsibility mixture model. The 
general design for localization and fusing of an ensemble of locally 
adaptive classifiers is shown schematically in Figure 1.1. 
Here, we would like to highlight some aspects of the proposed 
framework for locally adaptive classification: 
1. The placement of the local classifiers is piloted by the uncer-
tainty map, which is derived in a supervised manner, instead of 
only by the data distribution in an unsupervised manner. 
2. The local classifiers are learned and combined within a statis-
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Figure 1.1: Schematic diagram for designing an ensemble of locally adaptive clas-
sifiers. In this example, the data distributions of classes A and B are both Gaussian 
mixtures (^1, A2 are the two mixture components for class A, while 51, B2 are 
those for class B). The two ellipses show the locations of the local classifiers. 
tical framework, unlike the traditional algorithms which com-
bine the local representations instead of local classifiers. 
3. The classification accuracy on the training set is directly op-
timized in a nonparametric manner. It naturally leads to its 
superiority over traditional algorithms that often have specific 
assumptions on data distribution [14，26] and cannot guarantee 
the best classification accuracy on the training set. 
1.3 Overview 
The rest of this dissertation is organized as follow. Chapter 2 intro-
duces the responsibility mixture model together with the uncertainty 
map. The expectation Maximization algorithm is used for parameter 
estimation. Chapter 3 then introduces the fusion of the local classi-
fiers. We use an ensemble of local non-parametric classifiers for 
locally adaptive classification based on the class responsibilities ob-
tained from the responsibility mixture model. We reemphasize the 
characteristics of our proposed algorithm for locally adaptive clas-
sification in Chapter 4. Experimental results of both toy and real-
world data sets are presented in Chapter 5. The toy data are used 
to demonstrate the effectiveness of RMM in locating local classi-
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fiers and deriving effective local representations. The experiments 
on two-class problem of gender classification and multi-class prob-
lem of face recognition are presented for comparing LCU with other 
popular classification algorithms. The last chapter gives the conclu-
sion and future work. 
• End of chapter. 
Chapter 2 
Placement of the Local Classifiers 
Summary 
Despite the possibly complicated global geometry structure 
of the data, global nonlinear data structures are locally lin-
ear and local structures can be linearly aligned. For the 
problem of placement of the local classifiers, traditional 
methods such as the Gaussian Mixture Model(GMM) [3] 
and Mixture of Factor Analyzers(MFA) [11] have been pro-
posed for isolating these local structures. However, they are 
unsupervised learning techniques and locate the local mod-
els according to the data distribution without taking into ac-
count the label information. In this section, we propose a 
solution to this problem which locates the local classifiers 
in a supervised manner. First, we introduce the Uncertainty 
Map, where the uncertainty refers to the probability that a 
sample will be misclassified by the nearest neighbor classi-
fier. Then, a Responsibility Mixture Model is learned to de-
scribe this uncertainty distribution. The Expectation Max-
imization(EM) algorithm [3] is used for parameter estima-
tion. 
In a classification problem, we are given a training set of N iden-
8 
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tically and independently distributed training samples. This can 
be represented by the matrix X = [xi,x2,.. • ,Xiv] G W^^^ with 
Xi e IR 爪.The label of xi is q G { 1 , 2 , . . . , Nc}, where Nc is the 
number of classes. We also denote the number of samples belong-
ing to the cth class by n。，and the corresponding index set of samples 
by TTc. 
Despite the possibly complicated global structure of the data, we 
can often represent it by a collection of simpler, locally linear mod-
els [19，4], each of which characterizes a locally linear neighbor-
hood. Methods such as the Gaussian Mixture Model (GMM) [3] 
and Mixture of Factor Analyzers (MFA) [11] have been proposed for 
isolating these local structures. However, as these are unsupervised 
learning techniques, they may not be suitable in classification prob-
lems. This deficiency can be easily demonstrated by interchanging 
the labels of two samples belonging to different classes. This will 
not alter the GMM result, but the decision boundary can be changed 
significantly. Moreover, it is also possible that all the samples in one 
cluster/component may belong to the same class, and the classifier 
located at that cluster/component is thus unable to learn. As in Fig-
ure 2.1，after altering the class labels of some samples, the GMM 
result will not change, yet the decision boundaries is essentially dif-
ferent for the displayed three cases. 
In this work, we present a proper way to separate the samples into 
different clusters for supervised learning and classification. In par-
ticular, we utilize the label information and reside the local models 
according to the uncertainty distribution of the sample data. 
2.1 The Uncertainty Map 
Consider the use of a L-nearest neighbor classifier. For a particular 
sample x, if most of its neighbors share the same class label as x, 
then the classification of x will be easy. Otherwise, the classifica-
tion of X will be unreliable or even incorrect. In the following, let 
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Figure 2.1: Three examples with the same data distribution yet different class 
labels. Note that the results from GMM will be the same, while the decision 
boundaries are essentially different. 
exp{ —lla^ i — XjW j^d"^} be the similarity between samples Xi and Xj. 
We can thus define the uncertainty Ui of a training sample Xi as: 
叫 = ^ j e N t M ^ . , (2 1) 
‘ EjeAr/'exp{-||:ri - Xjf/d'^} ‘ • 
where N^ is the set of L-nearest neighborsi of xi. From the defi-
nition, a large ui means that the neighboring samples are likely to 
be of different classes, and hence the classification of xi is more un-
certain. On the contrary, a small Ui indicates that more neighboring 
samples share the same class label of Xi. 
Note that computing the uncertainty relies not only on the data 
distribution, but also on the label information. Moreover, intuitively, 
the uncertainty will be high for those training samples lying close to 
the decision boundary, and the local classifiers should be put at the 
areas with high uncertainties, namely put where are most in demand. 
Actually, the higher is the uncertainty, more desirable is a specific 
local model for classification; therefore, the local models should be 
put near to the points with larger uncertainties. An advantage of this 
strategy is that the area with high uncertainty should have at leas two 
classes of samples, thus the local model piloted by the uncertainty 
would not suffer from the issue that there exist only one class of 
samples for local model training. 
1 In the experiments, we simply use L = n � f o r the cth class. 
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For all the training samples, we can compute the corresponding 
uncertainty values. In the following, a model to characterize the 
uncertainty distribution of the data will be presented. 
2.2 Responsibility Mixture Model 
In this section, we propose the responsibility mixture model (RMM) 
for modeling the uncertainty distribution of the data. The RMM is 
a mixture of K Gaussians^, with each mixture component normally 
distributed as E^) with mean m^ and covariance matrix H气 
The (combined) responsibility distribution function r{x\0) at a par-
ticular sample x is then 
三；f] ^ ^ X e x p { - l ( : . - — m”}， 
k=i Vl ” 2 
where w^ is the prior probability of the kth component (with Y^k 切& = 
1). Here, we use 9 = {w^,爪己i to denote all the model pa-
rameters. 
Obviously, the local classifiers should be placed near the decision 
boundary, where classification is the most difficult. As mentioned 
in Section 2.1, by construction, the uncertainty is also high at those 
training samples lying close to the decision boundary. Consequently, 
the mixture should have a high responsibility for areas with high 
uncertainties. In other words, r{xi\9) should be large when Ui is 
large, and vice verse. 
To achieve this goal, we maximize the following objective func-
tion 
N 
F ( u , X I (9) = (2.2) 
i=l 
Notice that when the label information is not available, we cannot 
compute the uncertainty using Eq.(2.1) and all the Ui,s may be taken 
^Here, K is chosen empirically. 
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as one. In this case, Eq.(2.2) reduces to the log-likelihood 
• N -
l o g P ( X | 約 = log H W a I 没） 
of the standard Gaussian mixture (GMM) that considers the data 
distribution of the samples only. 
Another advantage of this formulation is that areas of high uncer-
tainty should have training samples from at least two classes. Thus, 
when the local classifiers are placed in those areas, they will not suf-
fer from the above-mentioned problem that only one class of training 
samples are available in that local region. 
2.3 EM for Parameter Estimation 
It is difficult to optimize Eq.(2.2) directly due to the complexity of 
the objective function. More specifically speaking, as we did not 
know which mixture component each sample belongs to beforehand, 
it is intractable to directly optimize the objective function. There-
fore, we treat it as an incomplete data problem and use the Expecta-
tion Maximization (EM) algorithm [3] for it is an ideal candidate for 
solving parameter estimation problems for the GMM or other neu-
ral networks. In particular, EM is applicable to problems, where the 
observable data provide only partial information or where some data 
are "missing". EM has been shown to have favorable convergence 
properties, automatical satisfaction of constrains, and fast conver-
gence. 
Let z � = 1 when xi is generated from the kth mixture component, 
and 0 otherwise. Concatenating all these missing data together, we 
have Zi = . . . and Z = {z^ \ i = ... ,N]k = 
1 , . . . , K}. Note that the combination of observations X and the 
"hidden-states" Z constitute the complete-data. The likelihood of 
the complete-data is instrumental in accordance with the EM for-
mulation. We can then rewrite the objective function in Eq.(2.2) 
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with the complete data as 
N 
F{Z,u,X I 約 = I 9), (2.3) 
i二 1 
where 
p{xuzi\e)= E f = i X 
y E'^  7r2 
exp 
Since only one z!- is non-zero for a given i’ Eq.(2.3) can be rewrit-
ten as 
K 1 
t t v l 
exp 
Let 9n = ^n}k=i the parameter estimated from the nth 
step. The Q-function [3] is then obtained as 
Q{o I On) = E , { F { z , u , x \ e ) \ x , e n } 
N K 
i=l k=l 
where the expectation is computed using p{Z\X, 6n)- Dividing the 
optimization into two interdependent steps is most useful if optimiz-
ing Q{0\0n) is simpler than that of F. Figure 2.2 illustrates how the 
E-step and M-step interplay to obtain a maximum-likelihood solu-
tion. The next two sub-sections explains how to compute Q{0\0n) in 
the E-step and how to maximize Q{0\6n) in the M-step. 
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Set n = 0, Initialize 6Q 
E-step: 
Compute 0(0 \ 0„) 
n=n+1 i 
M-step: 
Compute 氏+1 = aigmax(?(^ I 
| y 
Gml =�+1 
Figure 2.2: The flow of the EM algorithm. 
2.3.1 E-Step 
From the Bayes rule, 
E . � = . (2.4) 
I m i , E y 
Notice that only the E人z�)term is related to Z in Eq.(2.4). Once 
we obtain E八zQ from Eq.(2.4), Eq.(2.4) is only related to the pa-
rameter 6 = {w^, m左， 
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2.3.2 M-Step 
From Eq.(2.4), we have 
^ ^ = ^ > 急 ‘ 1 0 芭 刺 r n � I：” 
i=l 
N 
= “ 巧 均 i ^ r 广 m l 
i=l 
On setting dQ{9 | 9n)/dm^ to zero, 
N N 
i=l i=l 
as E^ is non-singular. Similarly, on setting dQ{6 | 6n)/dT>^ = 0, we 
have 
� -1 -1 
� E W ) 均 
. i=l � 
For the prior probability of each mixture component Wk, we use 
the method of Lagrange multipliers to enforce the constraint Y^^w^ = 
1. The Lagrangian is: 
V k ) 
Setting df{X,w^)/dw^ = 0, we have 
N 
and therefore 
N K N 
wk = 彻 T ^ T M 板 
i=l k=\ i—l 
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We can then optimize the parameters of the responsibility mixture 
model iteratively until convergence. 
2.3.3 Relationship with Gaussian Mixture Models(GMM) 
5, 5 
。 • 麵 ！ : - ^ ^ 
"-5 0 5 -5 0 5 
(b) 
• 冬 
1 ••.........卜. 2 . . . . . . . . .r . . . . . . . : . . . . 
： !, ... ： ..,,： •；, 
。 ； ； 
(C) (d) 
Figure 2.3: RMM better characterizes the locations of the locally adaptive classi-
fiers. (a) Toy data; (b) Uncertainty map; (c) GMM result; (d) RMM result. 
The GMM is unsupervised and all the samples are considered 
equally important. If there is prior information on the importance Ui 
of sample xi, we can rewrite the objective function of GMM as 
N 
P{x I 6) = l[\p{xi I 0)^-
i=l 
If Ui is set to be the uncertainty of sample x^ we can immediately 
recover the RMM. Thus, while the standard GMM considers only 
the data distribution, the RMM can be viewed as a way of assigning 
importance to the training samples based on the label information. 
An illustration of the superiority of RMM over GMM is shown in 
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Figure 2.3. In Figure 2.3, the top-left image displays a set of train-
ing samples from two different classes, denoted as symbol 'x' and 
circle respectively; the top-right image shows the contours of the un-
certainty values computed from Eq. 2.1. We can see that there are 
four different marginal areas between these two classes, and hence 
we set the number of components of GMM and RMM to be four. 
The other two images in Figure 2.3 demonstrate the distributions of 
the derived GMM and RMM, and only RMM can correctly locate 
the areas in demand of specific local classifiers. 
• End of chapter. 
Chapter 3 
Fusing of Locally Adaptive 
Classifiers 
Summary 
Locally adaptive classifiers are usually superior to the use of 
a single global classifier [15]. In this section, we use an en-
semble of local non-parametric classifiers for locally adap-
tive classification based on the class responsibilities ob-
tained from the responsibility mixture model in Section 2.2. 
We propose an algorithm for localized linear classification 
piloted by uncertainty (LCU). It aims to minimize the sam-
ple uncertainty by fusing a set of locally linear classifiers 
with responsibilities from the above responsibility mixture 
model; consequently, it will maximize the classification ac-
curacy with the Nearest Neighbor (NN) classifier. 
3.1 Training 
Using the responsibility mixture model in Section 2.2, the weight 
of each local classifier for sample xi is the probability Ez{z^) that 
Xi belongs to the kth cluster and it can be considered as a "fuzzy" 
18 
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membership function. Often it is useful to reduce the dimensionality 
of input data, either for computational savings or for regularization 
of a subsequent learning algorithm. Linear dimensionality reduction 
techniques (which apply a linear operator to the original data in or-
der to arrive at the reduced representation) are popular because they 
are both fast and themselves relatively immune to overfitting. Be-
cause they implement only affine maps, linear projections also pre-
serve some essential topology of the original data. Many approaches 
exist for linear dimensionality reduction, ranging from purely unsu-
pervised approaches (such as factor analysis, principal components 
analysis and independent components analysis) to methods which 
make use of class labels in addition to input features such as linear 
discriminant analysis. 
We now perform local dimensionality reduction by associating a 
transformation matrix A^ with each local classifier. As discussed in 
Section 2.1, a particular sample x will be more likely to be classified 
correctly if most of its neighbors share the same class label as x. 
We may then define the probability that sample Xi will be correctly 
classified by the /cth local model as 
• expl-WA^Xj-Af'xjW^} 
凡 — 力 t f E � 卢 e x p { - | | A 〜 ， - A � | 2 } . ( . ) 
Notice that Eq.(3.1) is related to the definition of the uncertainty in 
Eq.(2.1). In particular, when the number of nearest neighbors L is 
set to TV — 1 and A^ = / ’ we have Ui = 1. For computational 
efficiency, this simplified formulation will always be used. 
Recall that sample xi belongs to the kth cluster with probability 
Ez(j4), and that xi will be correctly classified by the /cth local model 
with probability pf. Thus, to find the optimal A = {A^jf^^, we 
maximize ^ ^ 
则 ) = 办 ? • （3.2) 
i=l k=l 
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Denote Xij = xi — Xj. The gradient vector of G{A) can be easily 
obtained as 
泥 ⑷ = [ 轉 ） a c � a c � ] ' 
dA ~ [ dA^ ' dA^ ，..•’ dA^ J ‘ � J 
^ = - E 私 ( 力 X 
i=l —Ci 
{Pij^ijxjj - Pij'^pixioxi). 
o^i 
where - } 
wnerepi j - ；^。卢exp{-||A〜广A I^P}. 
However, G{A) may be non-convex and have local optima. In the 
following, we use simulated annealing [5] to perform the optimiza-
tion. The whole algorithm is shown in Algorithm 1. To accelerate 
optimization, we update the transformation matrix A with a random 
gradient matrix. In practice, this greatly alleviates the computational 
complexity without sacrificing accuracy. 
Algorithm 1 Simulated Annealing for Parameter Optimization. 
1： Initialize the transformation matrix A = ^(0), and set the iteration counter 
n = 0. 
2: Compute the gradient matrix 二微)us ing Eq.(3.3). 
3： Compute B = A(n) — 义”)+ e, where a is the step size, and e is a 
random matrix of the same size as A. 
4： Compute G{B), G{A{n)) and set dG = G(B) - G(A{n)). 
5: Set A{n + 1) = B with probability min(exp((/G/T„), 1), where T^ is the 
temperature at the nth iteration; otherwise, set A{n + 1) = A(n). 
6： Set Tn+i = (5Tn (where /? < 1 is the cooling rate), n = n + 1’ then, go to step 
2. 
To speed up the optimization, we update the transform matrix 
A only with the random gradient matrix with proper scale, which 
greatly alleviates the computational complexity without scarifying 
any accuracy. As an illustration, Figure 3.1 demonstrates the im-
provement in classification accuracy with the number of iterations. 
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The two experiments are performed on a subset of the CMU PIE 
database [21] with 8,442 facial images of 67 s u b j e c t s � T h e algo-
rithm is initialized by setting the local transformation matrix A^ to 
be the identity matrix, the temperature to 200，and f3 = 0.925. As 
can be seen, the proposed algorithm converges in only about 50 iter-
ations. 
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(a) With lighting variations. (b) With pose variations. 
Figure 3.1: Recognition accuracies (%) vs. the number of iterations for the pro-
posed method. 
3.2 Testing 
Let us revisit the responsibility mixture model derived in Section 
2.2. Using the responsibility mixture model, we have modeled the 
uncertainty distribution of the data. The local model parameters 
0 = {w^, m^, E ^ l l ^ j are learned by expectation maximization algo-
rithm, where w^ is the prior probability of the kth component(with 
SaV^ = 1). 
Given a new sample x, we first compute the responsibilities of 
the various local models as 
？ = fpjx I 
1 Please refer to Section 5.3 for the detailed experimental setups. 
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Its class label can then be predicted according to 
^ fc,� exp{- | |A^r - A � i | | 2 } 
arg max > z (x)^t • 




In this chapter, we would like to reemphasize the character-
istics of our proposed algorithm for locally adaptive classi-
fication. 
4.1 Uncertainty Piloted Placement of Local Classi-
fiers 
Supervised vs. Unsupervised: It is impossible to predict the sepa-
rability of different classes without the class label information, and 
hence it naturally benefits to utilize the class label information for 
the localization of different local classifiers. Our proposed RMM 
essentially puts the local classifiers at the decision boundaries. It ac-
cords with the intuition that the local classifiers should be put where 
is the most in demanding, and is more reasonable than the traditional 
algorithms such as GMM and MFA which put the local classifiers at 
the areas with dense samples. 
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4.2 Uncertainty Piloted Fusing of Local Classifiers 
Classifier Level vs. Representation Level: Traditional algorithms 
[14] [26] fuse local classifiers by align the local representations from 
local classifiers, and the aligned local representations aim at maxi-
mizing the objection function that characterizes the separability of 
different classes. However, the alignment of the local coordinates 
is often limited. As shown in Figure 4.1，the local representations 
from cluster #1 and #2 cannot be well aligned due to position ex-
change of blue and red samples in two clusters. While our proposed 
algorithm combines local classifiers directly based on the confident 
outputs from different local classifiers, and hence won't suffer from 
this limitation. 
' ^ P f t ^ ^ ^ ^ ^ ^ Cluster #1 Cluster #2 ^ ^ ^ 
Figure 4.1: An example in which the two local representations cannot be well 
aligned. 
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Figure 4.2: An extreme example in which the two local representations cannot be 
well aligned. The left image shows the 2D distribution of the training samples, 
and the right image demonstrates the best discriminant ID representation from 
each local classifiers/components 
Figure 4.2 shows an extreme example in which the two local rep-
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resentations cannot be well aligned. We can see that it is impossible 
to align the three local representations within a single coordinates 
such that the samples are still linearly separable. 
4.3 Related Work 
a) Neighborhood Component Analysis [12]: If the number of clus-
ters K is set to one, then the objective function in Eq. 3.2 reduces 
to 
(
9 一 么 I：。—严 A r J 2 } . 
This is the same as that of neighborhood component analysis (NCA) 
[12], which is a linear dimensionality reduction method for learning 
a Mahalanobis distance for nearest neighbor classifiers. Therefore, 
NCA is a special case of the RMM with only one cluster. Besides, 
NCA uses gradient descent to compute the solution, and may eas-
ily fall into a local optimum. Moreover, NCA is computationally 
expensive, especially when a large number of training samples are 
available. 
b) Locally Linear Discriminant Analysis [14]: Locally Linear 
Discriminant Analysis(LLDA) is the most similar algorithm with 
our proposed framework for locally adaptive classification. They 
share the same framework to locate a set of local classifiers followed 
by the combination of them. But they are different in many aspects. 
First, as mentioned above, the local classifiers are located in a su-
pervised manner in our proposed framework, while in LLDA, they 
are located in an unsupervised manner. Second, the local classi-
fier in LLDA is LDA which does not directly output the probabil-
ity of belonging to a class, while in our proposed framework, the 
local classifier directly output this probability. Finally, in our pro-
posed framework, the local classifiers are fused in the decision level, 
while LLDA fuses the classifiers in the representation level. Though 
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LLDA works well in many cases as shown in [14], the superiority of 
our proposed frameworks over LLDA brings a further improvement 
in accuracy for locally adaptive classification. 




In this chapter, we perform a number of experiments on 
both toy and real-world data sets. The proposed method 
will be referred to as Locally Adaptive Classification Pi-
loted by Uncertainty (LCU). First, the toy data are used 
to demonstrate the effectiveness of RMM in locating lo-
cal classifiers and deriving effective local representations. 
Then, the experiments on two-class problem of gender clas-
sification and multi-class problem of face recognition are 
presented for comparing LCU with other popular classifi-
cation algorithms Eigenfaces, Fisherface [10], LLDA and 
NCA. 
5.1 Dimensionality Reduction 
To visualize the effectiveness of RMM, we perform dimensionality 
reduction by combining RMM with the Fisher criterion (FDA) in a 
manner similar to that in [14]. Experiments are performed on three 
sets of artificial data (Figures 5.1(a), (b) and (c)), where the task 
is to reduce the data from 2-D to 1-D, or 3-D to 2-D. Comparisons 
27 
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Figure 5.1: Dimensionality reduction results, (a) Data set 1; (b) Data set 2; (c) 
Data set 3，and (d)-(o): Distributions of projected data ((d),(e), (f) PCA; (g)’(h), 
(i) LDA; (j)，(k)，� LLDA; (m)，(n)，(o) RMM+FDA). 
CHAPTER 5. EXPERIMENTS 29 
are made with three traditional dimensionality reduction algorithms: 
PC A, LDA and locally linear discriminant analysis (LLDA) [14]. 
For both LLDA and LCU, the number of clusters K is set to 4 for 
the first and third data sets, and 3 for the second one. 
Results are shown in Figures 5.1(d)-(o). As can be seen, the 
classes become more separated by using the proposed method. As 
discussed earlier, this is due to the facts that both PCA and LDA are 
globally linear, and LLDA is based directly on the data distribution; 
while RMM can make use of the uncertainty of the data (see also 
Figure 2.3). 
5.2 Two-Class Classification Problem: Gender Clas-
sification 
In this section, we conduct the gender classification experiments to 
verify the effectiveness of LCU in two-class classification problems. 
A face database from Yamaha company i is used for the experiments. 
We use a total of 4,000 face images with 2,000 males respectively. 
The age of the human faces varies from 0 to 93 year old. We ran-
domly select 2,000 images as training set and the remaining 2,000 as 
testing data. As pre-processing, PCA is applied to these images and 
the number of principla components is set as 400 for computational 
efficiency. 
The gender classification task is compared between LCU, Eigen-
face, Fisherface, LLDA and NCA. For all algorithms, the feature 
nimber is set as one and the number of clusters/components K is set 
as 9 for both LCU and LLDA. Table 5.1 lists the comparison results 
for different age ranges and the average results, from which we can 
see that LCU performs the best among all the evaluated algorithms. 
1 We do not display sample face images of Yamaha database for protecting the portrait right of 
the participants. 
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Table 5.1: Gender Classification Accuracies (%) on the Yamaha Database with 
Different Ages. 
Age Eigenface Fisherface LLDA NCA LCU — 
0-9y 62.76 — 59.54 69.34 54.3o" 68.85 
10-19y 一78.55 79.88 77.71 78.49 
20-29y 一76.61 78.42 80.91 75.96 89.01 
30-39y ~ 7 6 . 1 6 81.57 82.52 87.24 90.02 
40-49y 80.78 83.40 86.79 89.03 90.14 
50-59y 71.93 ^ 8 2 . 8 1 87.01 87.00 90.07 
60-69y 73.27 71.61 81.60~~87.12 85.37 
70-79y —6690. 66.04 78.37 82.73 86.22 
80y- 66.45 60.73 70.0580.10 81.06 
average 72.49 72.74 79.61 80.13 84.36 
5.3 Multi-Class Classification: Face Recognition 
In this section, we perform face recognition experiments on the CMU 
PIE face database [21] (Figure 5.2). We use a total of 8,442 images 
from 67 subjects^ that were acquired under different lighting condi-
tions and poses. As pre-processing, PC A is applied to these images 
and the number of principal components extracted is determined by 
keeping about 95% of the total energy. 
wmm^mMMmM^ 
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Figure 5.2: Examples of cropped images from the CMU PIE face database (with 
different lighting conditions and poses). 
LCU is compared to three popular face recognition schemes: Eigen-
face [24], Fisherface [2], LLDA and NCA. For Fisherface and LLDA, 
20ne subject does not have the complete set of images for all lighting conditions and poses, 
and so is not used. 
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we try all possible numbers of extracted features (from 1 to 66) and 
report the best recognition results; whereas for LCU and NCA, we 
simply fix the number of features to Nc — 1. As there are 7 dif-
ferent lighting conditions in the training set, we set the number of 
clusters/components K to 1 for both LCU and LLDA. The transfor-
mation matrices of Eigenface (PCA), Fisherface (LDA)，LLDA and 
LCU are shown in Figure 5.3. 
— ： 锄 瞧 酬 圓 騸 
一 國 H l l 圓 國 國 
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Figure 5.3: Visualization of the column vectors of the transformation matrices 
obtained by Eigenface (PCA), Fisherface (LDA), LLDA and LCU on the training 
set of the CMU PIE database. 
5.3.1 Varying the Lighting 
We first study the algorithms' robustness to lighting variations. The 
training set consists of 2,345 images from 67 subjects, with 5 poses 
and 7 different lighting conditions. The test set consists of 2,680 im-
ages from the same 67 subjects, with the same poses but 8 different 
lighting conditions. As can be seen from Table 5.2, LCU performs 
much better than the use of a single model. This indicates the superi-
ority of the fusing strategy in LCU. Also, the results show that LCU 
outperforms LLDA, which is a locally adaptive algorithm based on 
the data distribution. NCA is the best among all the single-model 
algorithms. 
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Table 5.2: Recognition accuracies (%) on the CMU PIE database with different 
lighting conditions. 
light Eigenface Fisherface LLDA NCA LCU 
LI 48.76 79.37 ~95.05 89.60 97.75 
L2 “ 51.10 80.65 94.29 86.47— 96.06 
U “ 44.05 80.20 —93.84 88.15. 97.87 
L4 —45.77 93.85 91.52 98.48 
L5 “ 53.06 87.74 99.10 90.35 “ 99.50 
L6 58.88 89.29 ~99.53 92.96. 99.65 
L7 “ 56.21 88.17 ~98.63 90.22 99.73 
L8 —52.74 ~ 8 ^ 0 3 98.17 90.78 99.02 
average 51.32 83.46 96.56 90.01 “ 98.51 
5.3.2 Varying the Pose 
In this experiment, we study the robustness to pose variations. We 
use face images with 5 poses and 7 lighting conditions for training, 
and images with 8 unseen poses but the same lighting variations 
for testing. Table 5.3 shows the recognition results. Eigenface and 
Fisherface are sensitive to pose variations and perform much worse 
than in Section 5.3.1. Note that Eigenface outperforms Fisherface 
here. A similar observation is also made in [16]. Again, LCU is the 
best among all the algorithms evaluated here. 
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Figure 5.4: Recognition accuracies (%) vs. the number of features extracted. 
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Table 5.3: Recognition accuracies (%) on the CMU PIE database with different 
poses. 
pose Eigenface FisherFace LLDA NCA LCU 
^ ^ 32.67 20.12 ~29.87 31.21 46.73 
F2 60 .53~ 47.76 62.47 56.68 71.49 
^ ^ 61.41 46.59 "60.09 62.34 68.75 
^P4 3 6 . 1 2 2 4 . 3 1 31.65 33.7156.63 
P 5 3 7 . 7 0 — 26.79 27.74 40.79 54.54 
^ 39.11 63.38 58.76 69.83 
^^P7 4 8 . 8 3 2 5 . 5 5 40.26 50.92 57.74 
J~8 4 4 . 0 7 ^ 22.91 35.81 41.65 48.92 
average 48.28 31.64 43.91 47.01 59.33 
5.3.3 Number of Features Extracted 
As shown in Figure 5.4, the average performance of Eigenface, Fish-
erface and LLDA all depend on the number of features extracted. On 
the other hand, for LCU, if the sizes of its local transform matrices 
(A左’s) are large enough, unnecessary dimensions can be automati-
cally removed in the optimization process. Hence, there is no need 
to test different numbers of extracted features. As mentioned earlier, 
we have simply fixed it at A^ c - 1 in all the experiments for both 
NCA and LCU. 
• End of chapter. 
Chapter 6 
Conclusion 
As discussed in the introduction part, the thesis targets at the prob-
lems in locally adaptive classification. These problems are: 
1. How to place the local classifiers? 
2. How to effectively fuse these local classifiers? 
Here, we would like to summarize how our efforts contribute to 
these problems. 
First，in this paper, we introduce the responsibility mixture model 
and an ensemble of classifiers with local dimensionality reduction 
for locally adaptive classification. The responsibility mixture model 
ensures that the local classifiers are placed near the potential deci-
sion boundaries, where they will be most effective for classification 
purpose. It also avoids the situation that only one class of samples 
is available for training the local classifier. The placement of the lo-
cal classifiers is piloted by the uncertainty map, which is derived in 
a supervised manner, instead of only by the data distribution in an 
unsupervised manner. 
Second, parameters of the ensemble are then learned by directly 
optimizing an estimate of the probability that the samples will be 
correctly classified with a nearest neighbor classifier. The local clas-
sifiers are learned and combined within a statistical framwork, un-
like the traditional algorithms which combine the local representa-
tions instead of local classifiers. 
34 
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Third, the classification accuracy on the training set is directly 
optimized in a nonparametric manner. It naturally leads to its superi-
ority over traditional algorithms that often have specific assumptions 
on data distribution and cannot guarantee the best classification ac-
curacy on the training set. 
Though we have made encouraging progress in data classifica-
tion, it is far from the end of the road. A lot of work can be done 
to make further improvement. Here, we would like to identify some 
possible future work. 
1. Study algorithms similar to the loc-boost [17] algorithm that 
can combine a set of localized adaptive classifiers guided by 
the uncertainty map. Support vector machine [18] and many 
boosting/leveraging algorithms [17] also consider the decision 
boundary for discriminant analysis. 
2. While most of these methods were originally proposed for bi-
nary classification, LCU is naturally suitable for multi-class 
classification. The underlying relationship between LCU and 
these algorithms is an interesting direction for future research. 
• End of chapter. 
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