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Abstract	
	 In	 stereo	 videography,	 two	 or	 more	 cameras	 are	 used	 to	 film	 the	 same	 scene	 from	
different	 positions,	 and	 then	 the	 information	 from	 those	 camera	 views	 is	 combined	 to	
































We	 used	 an	 inertial	 measurement	 unit	 (IMU)	 with	 a	 3-axis	 accelerometer,	 a	 3-axis	
magnetometer,	and	a	3-axis	gyroscope	to	record	inertial	data	from	which	we	could	extract	the	
rotation	of	the	rig.	Because	the	sensors	in	the	IMU	are	noisy,	and	because	different	sensors	are	








space.	The	 technique	 is	very	common	 in	 the	study	of	 flight	mechanics,	and	has	been	used	to	











having	 an	 informative	 background.	 Often,	 we	 film	 animals	 flying	 against	 monochromatic	 or	
moving	backgrounds	such	as	the	sky,	rippling	water,	or	waving	grass,	and	this	set-up	will	work	
















connected	 to	 the	 Arduino	 board	 to	 beep.	 The	 Arduino	
records	the	timestamp	of	the	beep	in	the	IMU	sensor	log.	To	
line	up	the	videos	with	each	other	and	the	IMU	data,	we	use	
the	 cameras’	 audio	 files	 to	 extract	 the	 frame	 number	 in	































acceleration	 it	will	experience	during	 rotation,	and	 the	smaller	 the	signal	 from	gravity	will	be	
relative	to	the	signal	from	linear	acceleration.		



















3D	points	of	 the	objects	of	 interest	 in	 the	scene.	This	gives	us	 the	3D	 location	of	 the	objects	
relative	to	the	position	of	the	camera	rig	in	each	video	frame.		
However,	to	be	able	to	extract	the	position	of	an	object	in	a	global	(real-world)	reference	





















sensors	 must	 be	 calibrated	 to	 ensure	 the	 readings	 are	
correctly	oriented	and	 scaled.	We	 found	 that	 calibrating	
the	sensors	each	day	 in	 the	 field	was	not	necessary;	 the	









measures	 with	 the	 same	 scale	 and	 no	 offsets.	 To	
calibrate	the	accelerometer,	we	first	took	measurements	
of	 acceleration	with	 the	 IMU	 chip	 held	 stationary	 in	 a	
variety	 of	 positions.	 If	 the	 accelerometer	 is	 correctly	
calibrated,	 in	 each	position	 the	measured	 acceleration	
vector	should	be	equal	to	the	acceleration	due	to	gravity,	




















	 A	 similar	 procedure	 as	
that	 used	 with	 the	
accelerometer	 is	 used	 to	
calibrate	 the	 magnetometer.	
Instead	 of	 accelerations	 along	
each	 axis,	 in	 the	
magnetometer	 calibration	 we	
use	 the	 strength	 of	 the	
magnetic	field	along	each	axis.	
The	 total	 strength	 of	 the	
magnetic	 field	 measured	 by	
the	IMU	is	normalized	to	1	and	
each	axis	is	equivalently	scaled	





	 To	 calibrate	 the	
gyroscopes,	 we	 recorded	
angular	 velocity	
measurements	 from	 the	 IMU	
while	 it	 was	 sitting	 stationary	
on	a	 flat	 surface.	The	average	
measured	velocity	around	each	













pitch,	and	yaw	 (Fig.	4a).	 If	 in	 the	object’s	 reference	orientation,	 its	xy-plane	 is	parallel	 to	 the	








































	 When	 the	 IMU	 is	 stationary	 (or	 moving	 at	 a	 constant	











When	 the	 IMU	 is	 stationary,	 roll	 and	 pitch	 can	 be	
calculated	from	the	accelerometer	merely	by	 figuring	out	 in	
which	 direction	 the	 acceleration	 vector	 points	 and	 then	
comparing	 the	orientation	of	 the	 IMU’s	z-axis	 to	 that	vector	
(Fig.	5).	In	other	words,	since	the	acceleration	vector	points	in	
the	 direction	 of	 the	 positive	 z-axis	 in	 global	 coordinates	

















Pitch	 is	the	second	rotation	done	 in	the	Euler	order,	and	 it	
describes	the	rotation	around	the	y-axis.	It	can	be	calculated	
from	 the	 accelerometer	 readings	 by	 finding	 the	 angle	
between	the	a	vector	itself	and	ayz,	its	projection	onto	the	yz-plane	(Fig.	5b).	
	


















During	 accelerations	 that	 are	
small	 relative	 to	 gravity,	 this	
technique	for	finding	roll	and	pitch	is	
still	 fairly	 accurate.	 However,	 these	
estimates	 become	 inaccurate	 during	
rapid	 accelerations,	 because	 under	
this	condition	much	of	the	measured	
acceleration	will	be	due	to	the	motion	
of	 the	 object	 and	 not	 to	 gravity.	 In	
other	 words,	 during	 rapid	
accelerations,	 the	 accelerometer	 is	
capturing	the	motion	and	not	just	the	
pull	of	gravity.	When	this	is	the	case,	




vector	 as	 the	 global	 positive	 z-axis,	
which	in	turn	means	we	cannot	get	an	
accurate	 estimate	of	 orientation	 (Fig	
6).	
	 Yaw,	 rotation	 around	 the	 z-
















global	 x-axis.	 The	 same	 technique	 is	 used	 to	 find	 all	 components	 of	m	 in	 the	 global	 x	and	 y	
directions.	The	previous	equation	then	becomes:			
	
𝑦𝑎𝑤 = 𝜓 = atan2(−𝑚-cos	(𝜙) + 𝑚. sin 𝜙 ,𝑚7 cos 𝜃 + 𝑚- sin 𝜃 sin 𝜙




























where	 −𝑚-cos	(𝜙) + 𝑚. sin 𝜙 	 is	 the	 component	 of	 m	 in	 the	 global	 x	 direction,	 and	




	 The	 3-axis	 gyroscope	measures	
angular	 velocity	 around	 each	 axis,	
which	can	be	integrated	to	give	angular	
position.	 Theoretically,	 knowing	 the	
object’s	 starting	 orientation	 and	 then	
integrating	 all	 subsequent	 angular	
velocity	 readings	will	 give	 the	 object’s	
orientation.	 However,	 in	 practice,	 the	
gyroscope	 data	 are	 	 too	 noisy	 for	 this	
technique	 to	 be	 accurate.	 The	
gyroscope	 lacks	 precision,	 and	 the	
resulting	noise	causes	the	integration	to	
drift	 away	 from	 the	 true	 value	 (Fig.	 8a).		
However,	the	drift	is	slow	and	steady,	and	
the	gyroscope	does	not	lose	precision	or	
accuracy	 more	 quickly	 during	 rapid	
accelerations.	 Because	 of	 this,	 the	
gyroscope	 can	 be	 used	 during	 times	 of	















combining	 a	 measurement	 of	 state	 (in	
this	 case,	 angular	 position)	 with	 a	
measurement	of	change	of	state	(angular	
velocity).	 For	 each	 time	 step,	 the	 filter	




























𝑋I = 𝑋JKLMNOP + 𝐾(𝑧I − 𝑋JKLMNOP)	
	
The	weight	term,	K,	is	called	the	Kalman	gain.	If	K	is	close	to	1,	the	estimate	𝑋I	will	be	strongly	













the	 accelerometers’	 estimate	 (less	 if	 Rk	 has	 higher	 values,	 and	 more	 if	 Rk	 has	 lower	 values)	
compared	to	the	estimate	of	the	gyroscopes.	To	improve	the	filter’s	performance,	we	changed	
this	matrix	 so	 that	 rather	 than	being	calculated	once	at	 the	beginning	of	 the	algorithm	using	
previously	acquired	test	data	(as	done	by	Leccadito),	we	instead	newly	calculated	Rk	at	each	time	




filter	weights	 the	accelerometers’	estimate	 less	 in	 these	circumstances;	and	when	 the	 IMU	 is	











every	 time	 the	 IMU	was	 not	moving,	 the	 correct	 orientation	 could	 be	 calculated	 with	 good	
accuracy.	The	accumulation	effect	of	Qk	actually	hurt	the	accuracy	of	the	filter	by	estimating	high	
errors	at	later	time	steps	and	preventing	the	filter	from	trusting	its	estimated	readings.	We	found	
that	 not	 recalculating	 the	 error	 covariance	matrix	Qk	 at	 each	 time	 step	 and	 instead	 using	 a	
constant	Qk	 throughout	 the	 filter,	while	 simultaneously	 recalculating	 the	 noise	measurement	
matrix	Rk	at	each	time	step,	gave	more	accurate	orientations	than	the	original	algorithm.		
Inside	the	filter,	we	used	quaternions	instead	of	Euler	angles.	Quaternions	are	another	





𝑞 = 𝑞W		𝑞7		𝑞-		𝑞. = 𝑠 + 𝑞7𝐢 + 𝑞-𝐣 + 𝑞.𝐤	
	
Quaternions	can	be	used	to	describe	rotations	in	3D	space	(by	treating	that	3D	space	as	
the	 3D	 complex	 plane).	 Unlike	 Euler	 angles,	 the	 four	 components	 of	 quaternions	 are	 not	
intuitively	 translated	 directly	 into	 rotation	 around	 individual	 axes.	 However,	 quaternions	 are	
continuous	and	do	not	undergo	the	jumps	and	flips	that	Euler	angles	do.	This	continuity	makes	
quaternions	preferable	in	the	filter.	For	each	time	step	in	the	filter,	the	estimates	of	roll,	pitch,	










1 − 2𝑞-9 − 2𝑞.9 2(𝑞7𝑞- − 𝑞W𝑞.) 2(𝑞7𝑞. + 𝑞W𝑞-)
2(𝑞7𝑞- + 𝑞W𝑞.) 1 − 2𝑞79 − 2𝑞.9 2(𝑞-𝑞. − 𝑞W𝑞7)









	 We	 tested	 the	
completed	rig	by	filming	a	scene	
at	 60	 fps	 while	 rotating	 the	
cameras	 and	 then	 tracking	 a	
stationary	point	throughout	the	
video.	 Figure	 10	 shows	 results	
from	 a	 20-second	 segment	 of	




remaining	 stationary	 along	 all	
three	 axes	 in	 global	
coordinates.	 In	 local	
coordinates,	 in	 the	 x,	 y,	 and	 z	
axes	 respectively,	 the	 point’s	
position	 showed	 a	 standard	
deviation	of	12	cm,	69	cm,	and	
29	 cm;	 in	 global	 coordinates,	
these	 standard	deviations	 should	
theoretically	be	0	and	were	found	












Between	 successive	 frames,	 the	
stationary	point	 appeared	 to	move	on	
average	 0.4	 cm,	 with	 a	 standard	
deviation	 of	 0.5	 cm.	 Figure	 	 11	 shows	
the	stationary	point	in	3D	space	before	
and	 after	 transformation	 into	 global	
coordinates.	We	 then	 tested	 the	 rig	 in	
the	field	by	filming	dragonflies	along	the	
shore	of	a	pond.	Because	dragonflies	fly	
at	 a	 speed	 of	 about	 3	 to	 7	 m/s	 and	
should	be	traveling	approximately	5	to	
11	 cm	 per	 frame,	 error	 of	 less	 than	 a	
centimeter	per	frame	is	not	prohibitive	
for	our	purposes.	We	further	confirmed	
that	 the	 algorithm	 was	 working	 by	
tracking	 several	 stationary	 points	 in	
dragonfly	 videos,	 and	 we	 found	 similar	
rates	of	error.	We	were	able	to	rotate	the	















might	 also	be	 achieved	by	 cross-referencing	 IMU	data	with	 tracked	 stationary	points	 in	 each	
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