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We study necessary and sufficient conditions for the abstract functional differen-
tial equation x˙=Ax+Fxt+f(t) to have almost periodic, quasi periodic solutions
with the same structure of spectrum as f. The main conditions are stated in terms
of the imaginary solutions of the associated characteristic equations and the spec-
trum of the forcing term f. The obtained results extend recent results to abstract
functional differential equations. © 2002 Elsevier Science (USA)
1. INTRODUCTION
This paper is concerned with the necessary and sufficient conditions for
the following abstract functional differential equation to have almost
periodic solutions with the same structure of spectrum as f,
dx(t)
dt
=Ax(t)+Fxt+f(t), x ¥ X, t ¥ R, (1)
where A is the infinitesimal generator of a strongly continuous semigroup,
xt ¥ C([−r, 0], X), xt(h) :=x(t+h), r > 0 is a given positive real number,
Fj :=>0−r dg(s) j(s), -j ¥ C([−r, 0], X), g: [−r, 0]Q L(X) is of bounded
variation, and f is an X-valued almost periodic function.
The problem of finding conditions for the existence of periodic and
almost periodic solutions of differential equations has been studied for
many years. Among numerous results in this direction we would like to
mention the following ones which are classical in the theory of ordinary
differential equations. Namely, let us consider differential equations of the
form
dx
dt
=Ax+f(t), t ¥ R, x ¥ Cn, (F)
where A is an n×n-matrix and f(t) is y-periodic. Then the following
theorems hold true:
Theorem A. Equation (F) has a y-periodic solution if and only if it has a
bounded solution.
Theorem B. Equation (F) has a unique y-periodic solution for every
y-periodic f if and only if 1 ¨ s(eyA).
(See e.g. [1, Theorem 20.3; 7]).
Many papers have been devoted to the extension and applications of
these results to various classes of evolution equations (see e.g. [1, 7, 9,
12–14, 17, 20, 26, 28, 30, 36, 47, 51, 52] and the references therein).
Another important direction of this generalization is the existence of
almost periodic solutions in the sense of Bohr. Here the importance is
justified not only by the general setting of the problem, but also by the
method of study which is essentially different, especially in the infinite
dimensional case. In this direction we refer the reader to the books [2, 14,
22, 27, 41, 52], and for recent results to the papers [3–6, 8, 11, 17, 35, 42,
44–46, 50] and the references therein.
Among the generalizations of these two classical results for functional
differential equations those concerned with almost periodic solutions are
scarce, even in the finite dimensional case. We notice that (to the best of
our knowledge) except for periodic solutions no necessary and sufficient
conditions in terms of the imaginary solutions of characteristic equations
and the spectrum of the forcing term f are available for almost periodic
solutions of Eq. (1) in its general form of delay F as stated at the beginning
of this paper. More specifically, no generalizations of Theorem A are
available for almost periodic solutions of Eq. (1).
In this paper we will make an attempt to fill this gap. To this end, we
will recall the notion of the spectrum of a bounded function in the next
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section which will be employed through the evolution semigroup associated
with the strongly continuous semigroup generated by the operator A of
Eq. (1) in the second section. Section 3 is devoted to the extension of
Theorem A. The main technique of the paper is to decompose a bounded
mild solution of Eq. (1) into spectral components, one of which has the
same structure as f. This technique was first developed in [36] for periodic
solutions and then in [37] for almost periodic solutions of abstract ordi-
nary differential equations. Section 4 is devoted to the extension of
Theorem B. When dealing with abstract functional differential equations
the main difficulty we are faced with is that the methods we used in [35]
and [37] could not be employed directly. So, our proofs of the main results
here are quite different. The main results of this paper are Theorems 3.2,
3.3, and 4.1 whose conditions are stated in terms of the imaginary solutions
of the charecteristic equations and the spectrum of the forcing term f.
Corollary 4.4 gives a necessary and sufficient condition for the correspond-
ing homogeneous equation of Eq. (1) to have an exponential dichotomy. In
the last section we give two examples to illustrate the obtained results.
2. PRELIMINARIES
In this section we will recall the notion of a spectrum of functions and
several important properties which we will use in the next sections. This
notion will be used to study almost periodic solutions through the notion
of evolution semigroup associated with a well-posed evolution equation.
2.1. Notation
Throughout the paper we will use the following notations: N, Z, R, and
C stand for the sets of natural, integer, real, and complex numbers, respec-
tively. S1 denotes the unit circle in the complex plane C. For any complex
number z the notation Rz stands for its real part. X will denote a given
complex Banach space. Given two Banach spaces X, Y by L(X, Y) we will
denote the space of all bounded linear operators from X to Y. As usual,
s(T), r(T), and R(l, T) are the notations of the spectrum, resolvent set,
and resolvent of the operator T. The notations BC(R, X), BUC(R, X),and
AP(X) will stand for the spaces of all X-valued bounded continuous,
bounded uniformly continuous functions on R and its subspace of almost
periodic (in Bohr’s sense) functions, respectively.
2.2. Spectrum of Functions
We denote byF the Fourier transform, i.e.,
(Ff)(s) :=F+.
−.
e−istf(t) dt (2)
BOUNDEDNESS AND ALMOST PERIODICITY 127
(s ¥ R, f ¥ L1(R)). Then the Beurling spectrum of u ¥ BUC(R, X) is defined
to be the following set
sp(u) :={t ¥ R : -e > 0 ,f ¥ L1(R), suppFf … (t− e, t+e), f f u ] 0},
where
f f u(s) :=F+.
−.
f(s−t) u(t) dt.
Theorem 2.1. Under the notation as above, sp(u) coincides with the set
consisting of t ¥ R such that the Fourier–Carleman transform of u
uˆ(l)=˛ >.0 e−ltu(t) dt, (Re l > 0)
− >.0 eltu(−t) dt, (Re l < 0)
(3)
has a holomorphic extension to a neighborhood of it.
Proof. For the proof we refer the reader to [41, Proposition 0.5,
p. 22]. L
We collect some main properties of the spectrum of a function, which we
will need in the remainder of the paper, for the reader’s convenience.
Theorem 2.2. Let f, gn ¥ BUC(R, X), n ¥ N such that gn Q f as nQ..
Then
(i) sp(f) is closed,
(ii) sp(f( ·+h))=sp(f),
(iii) If a ¥ C0{0}, sp(af)=sp(f),
(iv) If sp(gn) … L for all n ¥ N, then sp(f) … L,
(v) If A is a closed operator, f(t) ¥ D(A)-t ¥ R and Af( · )
¥ BUC(R, X), then sp(Af) … sp(f),
(vi) sp(k f f) … sp(f) 5 suppFk, -k ¥ L1(R).
Proof. For the proof we refer the reader to [49, Proposition 0.4, p. 20,
Theorem 0.8, p. 21] and [41, pp. 20–21]. L
We will need also the following result (see, e.g., [3]) in the next section.
Lemma 2.1. Let A be the generator of a C0-group U=(U(t))t ¥ R of
isometries on a Banach space Y. Let z ¥ Y and t ¥ R and suppose that there
exist a neighborhood V of it in C and a holomorphic function h: VQ Y
such that h(l)=R(l, A) z whenever l ¥ V and Rl > 0. Then it ¥ r(Az),
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where Az is the generator of the restriction of U to the closed linear span of
{U(t) z, t ¥ R} in Y.
We consider the translation group (S(t))t ¥ R on BUC(R, X). One of the
frequently used properties of the spectrum of a function is the following:
Lemma 2.2. Under the notation as above,
i sp(u)=s(Du), (4)
where Du is the generator of the restriction of the group (S(t))t ¥ R to
Mu :=span{S(t) u, t ¥ R}.
Proof. For the proof see [15, Theorem 8.19, p. 213]. L
The reader may consult [3; 41, pp. 19–27] for a short introduction into
the spectral theory of bounded functions in the infinite dimensional case
and [25] for the finite dimensionaln case.
2.3. Almost Periodic Functions
A subset E … R is said to be relatively dense if there exists a number l > 0
(inclusion length) such that every interval [a, a+l] contains at least one
point of E. Let f be a continuous function on R taking values in a complex
Banach space X. f is said to be almost periodic in the sense of Bohr if to
every e > 0 there corresponds a relatively dense set T(e, f) (of e-periods )
such that
sup
t ¥ R
||f(t+y)−f(t)|| [ e, -y ¥ T(e, f).
If f is an almost periodic function, then (approximation theorem [27,
Chap. 2]) it can be approximated uniformly on R by a sequence of trigo-
nometric polynomials, i.e., a sequence of functions in t ¥ R of the form
Pn(t) :=C
N(n)
k=1
an, ke iln, kt, n=1, 2, ...; ln, k ¥ R, an, k ¥ X, t ¥ R. (5)
Of course, every function which can be approximated by a sequence of
trigonometric polynomials is almost periodic. Specifically, the exponents of
the trigonometric polynomials (i.e., the reals ln, k in (5)) can be chosen from
the set of all reals l (Fourier exponents) such that the following integrals
(Fourier coefficients)
a(l, f) := lim
TQ.
1
2T
FT
−T
f(t) e−ilt dt
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are different from 0. As is known, there are at most countably such reals l,
the set of which will be denoted by sb(f) and called Bohr spectrum of f.
Throughout the paper we will use the relation sp(f)=sb(f).
2.4. The Differential Operator d/dt−A and Its Extension
Let us consider the following linear evolution equation
dx
dt
=Ax+f(t), (6)
where x ¥ X and A is the infinitesimal generator of a strongly continuous
semigroup (T(t))t \ 0 on X.
Definition 2.1. The following formal semigroup associated with the
given strongly continuous semigroup (T(t))t \ 0
(Thu)(t) :=T(h) u(t−h), -t ¥ R, (7)
where u is an element of some function space, is called an evolution
semigroup associated with the semigroup (T(t))t \ 0.
Below we are going to discuss the relation between this evolution
semigroup and the following inhomogeneous equation
x(t)=T(t−s) x(s)+F t
s
T(t−t) f(t) dt, -t \ s (8)
associated with the semigroup (T(t))t \ 0. A continuous solution u(t) of
Eq. (8) will be called a mild solution to Eq. (6). The following lemmas will
be the key tool to studying spectral criteria for almost periodicity in this
paper which relate the evolution semigroup (7) with the integral operator
defined by Eq. (8) by the rule: L: D(L) … BC(R, X)Q BC(R, X), where
D(L) consists of all mild solutions of Eq. (8) u( · ) ¥ BC(R, X) with some
f ¥ BC(R, X), and in this caseLu( · ) :=f. This operatorL is well defined
as a single-valued operator and is obviously an extension of the differential
operator d/dt−A (see, e.g., [33]). Below, by abuse of notation, we will use
the same notation L to designate its restriction to closed subspaces of
BC(R, X) if this does not make any confusion.
We refer the reader to [10, 32] and the references therein for more
information on the history and further applications of evolution
semigroups to the study of the asymptotic behavior of dynamical systems
and differential equations such as exponential dichotomy and stability.
Recently, evolution semigroups have been applied to study almost periodic
solutions of evolution equations in [35]. In this direction see also [6, 33,
36], and especially [24] in which a systematic presentation has been made.
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2.5. Mild Solutions of Eq. (1)
In this paper we are concerned with the notion of mild solutions of
abstract functional differential equations whose definition is recalled in the
following:
Definition 2.2. A continuous function x( · ) on R is said to be a mild
solution on R of Eq. (1) if for all t \ s
x(t)=T(t−s) x(s)+F t
s
T(t−t)[Fxt+f(t)] dt. (9)
We refer the reader to [48] and [51] for more information on the exis-
tence and uniqueness of mild solutions to Eq. (1), and especially on the
semigroup method to study the asymptotic behavior of solutions of Eq. (1).
Below we will denote by F the operator acting on BUC(R, X) defined by
the formula
Fu(t) :=Fut, -u ¥ BUC(R, X).
In this paper by autonomous operator in BUC(R, X) we mean a bounded
linear operator K acting on BUC(R, X) such that it commutes with the
translation group, i.e.,
KS(y)=S(y)K, -y ¥ R.
An example of an autonomous operator is the previously defined operator
F. For bounded uniformly continuous mild solutions x( · ) the following
characterization is very useful:
Theorem 2.3. x( · ) is a bounded uniformly continuous mild solution of
Eq. (1) if and only ifLx( · )=Fx( · )+f.
Lemma 2.3. Let (Th)h \ 0 be the evolution semigroup associated with a
given strongly continuous semigroup (T(t))t \ s and S denote the space of all
elements of BUC(R, X) at which (Th)h \ 0 is strongly continuous. Then the
following assertions hold true:
(i) Every mild solution u ¥ BUC(R, X) of Eq. (1) is an element
ofS,
(ii) AP(X) …S,
(iii) For the infinitesimal generator G of (Th)h \ 0 in the space S one
has the relation Gg=−Lg if g ¥ D(G).
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Proof. (i) By the definition of mild solutions (9) we have
||u(t)−T(h) u(t−h)|| [ F t
t−h
||T(t−t)|| (||F|| ||u||+||f||) dt
[ hNewh, (10)
where N is a positive constant independent of h, t. Hence
lim
hQ 0+
||Thu−u||= lim
hQ 0+
sup
t ¥ R
||T(h) u(t−h)−u(t)||=0;
i.e., the evolution semigroup (Th)h \ 0 is strongly continuous at u.
(ii) The second assertion is a particular case of [35, Lemma 2].
(iii) The relation between the infinitesimal generator G of (T(t))t \ 0
and the operatorL can be proved similarly as in [35, Lemma 2]. L
3. EXTENSION OF THEOREM A TO ALMOST
PERIODIC SOLUTIONS OF EQ. (1)
3.1. Spectrum of a Mild Solution of Eq. (1)
We recall that Eq. (1) is assumed to be of finite delay and A is assumed
to be the generator of a strongly continuous semigroup of linear operators
(T(t))t \ 0. More precisely, we assume that
Fut :=F
0
−r
dg(s) u(t+s), (11)
where g: [−r, 0]Q L(X) is a function of bounded variation. We will
denote
D(l) :=l−A−Bl, -l ¥ C, (12)
where Bl=>0−r dg(s) els and
r(A, g) :={l ¥ C : ,D−1(l) ¥ L(X)}. (13)
Lemma 3.1. r(A, g) is open in C, and D−1(l) is analytic in r(A, g).
Proof. The proof of the lemma can be taken from that of [18, Lemma
3.1, pp. 207–208]. L
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Below we will assume that u ¥ BUC(R, X) is any mild solution of Eq. (1).
Since u is a mild solution of Eq. (1), we can show without difficulty that
> t0 u(t) dt ¥ D(A), -t ¥ R and
u(t)−u(0)=A F t
0
u(t) dt+F t
0
g(t) dt, (14)
where g(t) :=Fut+f(t). Hence, taking the Laplace transform of u we
have
uˆ(l)−
1
l
u(0)=
1
l
Auˆ(l)+
1
l
F.
0
e−ltg(t) dt
=
1
l
Auˆ(l)+
1
l
fˆ(l)+F.
0
e−lt F 0
−r
dg(s) u(s+t) dt
=
1
l
Auˆ(l)+
1
l
fˆ(l)+F 0
−r
dg(s) F.
0
e−ltu(s+t) dt
=
1
l
Auˆ(l)+
1
l
fˆ(l)+F 0
−r
dg(s) els F.
s
e−ltu(t) dt.
By setting
k(l) :=u(0)+F 0
−r
dg(s) els F 0
s
e−ltu(t) dt
we have
(l−A−Bl) uˆ(l)=fˆ(l)+k(l). (15)
Obviously, k(l) has a holomorphic extension on the whole complex plane.
Thus, for t ¨ sp(f), it ¥ r(A, g), since
uˆ(l)=(l−A−Bl)−1 (fˆ(l)+k(l))
and by Lemma 3.1 uˆ(l) has a holomorphic extension around it, i.e.,
t ¨ sp(u). So, we have in fact proved the following
Lemma 3.2.
sp(u) … {t ¥ R : ^,D−1(it) in L(X)} 2 sp(f), (16)
where D(l)=lI−A−Bl.
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Proof. The proof is clear from the above computation. L
Below for the sake of simplicity we will denote
si(D) :={t ¥ R : ^,D−1(it) in L(X)}.
We will show that the behavior of solutions of Eq. (1) depends heavily on
the structure of this part of spectrum (see also [48, 51]).
3.2. Decomposition Theorem and Its Consequences
In what follows for the reader’s convenience we recall a technique of
spectral decomposition which was discussed first in [37]. Let us consider
the subspace M … BUC(R, X) consisting of all functions v ¥ BUC(R, X)
such that
s(v) :=e isp(v) … S1 2 S2, (17)
where S1, S2 … S1 are disjoint closed subsets of the unit circle. We denote
by Mv=span{S(t) v, t ¥ R}, where (S(t))t ¥ R is the translation group on
BUC(R, X); i.e., S(t) v(s)=v(t+s), -t, s ¥ R.
Lemma 3.3. Under the above notations and assumptions the function
spaceM can be split into a direct sumM=M1 ÀM2 such that v ¥Mi if and
only if s(v) … Si for i=1, 2. Moreover, any autonomous bounded linear
operator in BUC(R, X) leaves invariantM as well asMj, j=1, 2.
Proof. The first claim has been proved in [37]. For the reader’s con-
venience its proof is quoted here. Let us denote by Li … BUC(R, X) the set
of functions u such that s(u) … Si for i=1, 2. Then obviously, Li …M.
Moreover, they are closed linear subspaces of M, L1 5 L2={0}. We want
to prove that
M=L1 À L2.
To this end, it is sufficient to show that for any element v ¥M we have
v=v1+v2, where v1 ¥ L1, v2 ¥ L2. By Lemma 2.2
isp(v)=s(DMv ), (18)
where DMv is the infinitesimal generator of the translation group (S(t))t ¥ R
onMv. Thus, by the weak spectral mapping theorem (see, e.g., [34, 38])
s(S(1)|Mv )=e
s(DMv )=s(v) … S1 2 S2. (19)
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Hence, there is a spectral projection inMv
P1v :=
1
2ip
F
c
R(l, S(1)|Mv ) dl,
where c is a contour enclosing S1 and disjoint from S2, by which we have
s(S(1)|Im P1v ) … S1, s(S(1)|Ker P1v ) … S2. (20)
Now we show that v=v1+v2, where v1 :=P
1
vv ¥ L1 and v−v1 :=v2 ¥ L2.
To this end, we will prove
s(vj) … Sj, -j=1, 2. (21)
In fact, we show thatMv1=Im P
1
v . Obviously, in view of the invariance of
Im P1v under translations we have Mv1 … Im P
1
v . We now show the inverse.
To this end, let y ¥ Im P1v …Mv. Then, by definition, there is a sequence
{xn}n ¥ N … span{S(t) v, t ¥ R} such that y=limnQ. xn. Hence, xn can be
represented in the form
xn=C
N(n)
k=1
ak, nS(tk, n) v, ak, n ¥ C, tk, n ¥ R -n.
Since y ¥ Im P1v …Mv, P1vy=y. So, since xn ¥Mv
y=P1vy= lim
nQ.
C
N(n)
k=1
ak, nS(tk, n) P
1
vv
= lim
nQ.
C
N(n)
k=1
ak, nS(tk, n) v1. (22)
This shows that y ¥Mv1 . Thus, by the weak spectral mapping theorem
and (8),
e isp(v1)=s(S(1)|Mv1 )=s(S(1)|Im P
1
v
) … S1.
By definition, v1 ¥ L1, and similarly, v2 ¥ L2. Hence the first claim is
proved.
We now show that if B is an autonomous bounded operator in the
space BUC(R, X), then sp(Bw) … sp(w) for each w ¥ BUC(R, X). In fact,
consider
R(l, D) Bw=F.
0
e−ltS(t) Bw dt (-Rl > 0)
=B F.
0
e−ltS(t) w dt
=BR(l, D) w. (23)
BOUNDEDNESS AND ALMOST PERIODICITY 135
Hence, if t ¨ sp(w), then since it ¥ r(Dw) the integral
F.
0
e−lt(S(t)|Mw ) dt=R(l, Dw)
has an analytic extension in a neighborhood of it. This yields that
R(l, Dw) w=R(l, D) w, -Rl > 0
has an analytic extension in a neighborhood of it. So, does
BR(l, D) w=R(l, D) Bw. By Lemma 2.1 this shows that it ¥ r(DBw), and
hence by Lemma 2.2 t ¨ sp(Bw); i.e., sp(Bw) … sp(w). In particular, this
implies that B leaves invariantM as well asMj, j=1, 2. L
Remark 3.1. Similarly we can carry out the decomposition of an
almost periodic function into spectral components as done in the above
lemma.
Lemma 3.4. Let u ¥ BUC(R, X) be a mild solution of Eq. (1) with
f ¥ AP(X). Then
sp(u) ‡ sp(f). (24)
Proof. In the proof of Lemma 3.3 we have shown that if B is an
autonomous operator acting on BUC(R, X) and u ¥ BUC(R, X), then
sp(Bu) … sp(u). Hence, by Lemma 2.3 we have
sp(f)=sp(−f)=sp 1 lim
hQ 0+
Thu−u
h
+Fu2
… sp(u). L (25)
Theorem 3.1. Let the following conditions be fulfilled
e isi(D)0e isp(f) is closed, (26)
and Eq. (1) have a bounded uniformly continuous mild solution on the whole
line. Then there exists a bounded uniformly continuous mild solution w of
Eq. (1) such that
e isp(w) … e isp(f). (27)
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Moreover, if
e isi(D) 5 e isp(f)=”, (28)
then such a solution w is unique in the sense that if there exists a mild solution
v to Eq. (1) such that e isp(v) … e isp(f), then v=w.
Proof. By Lemma 3.2
sp(u) … si(D) 2 sp(f). (29)
Let us denote by L the set e isi(D) 2 e isp(f), by S1 the set e isp(f), and by S2 the
set e isi(D)0e isp(f), respectively. Thus, by Lemma 3.3 there exists the projec-
tion P fromM ontoM1 which is commutative withF and Th. Hence,
−P lim
hQ 0+
Thu−u
h
=− lim
hQ 0+
P
Thu−u
h
= lim
hQ 0+
ThPu−Pu
h
=LPu. (30)
On the other hand, since u is a mild solution, by Theorem 2.3 Lu=
Fu+f. Since Pf=f and P commutes withF,
FPu+f=PFu+f
=PFu+Pf
=PLu
=−P lim
hQ 0+
Thu−u
h
=LPu. (31)
By Theorem 2.3 we have that Pu is a mild solution of Eq. (1). Now we
prove the next assertion on the uniqueness. In fact, suppose that there is
another mild solution v ¥ BUC(R, X) to Eq. (1) such that e isp(v) … e isp(f);
then it is seen that w−v is a mild solution of the homogeneous equation
corresponding to Eq. (1). Hence, sp(w−v) … si(D). This shows that
e isp(w−v) … e isi(D) 5 e isp(f)=”.
So, w−v=0. This completes the proof of the theorem. L
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Remark 3.2. By Lemma 3.4, the mild solution mentioned in Theorem
3.1 is minimal in the sense that its spectrum is minimal. In the above
theorem we have proved that under the assumption (28) if there is a mild
solution u to Eq. (1) in BUC(R, X), then there is a unique mild solution w
to Eq. (1) such that e isp(w) … e isp(f). The assumption on the existence of a
mild solution u is unremovable, even in the case of equations without
delay. In fact, this is due to the failure of the spectral mapping theorem in
the infinite dimensional systems (for more details see, e.g., [16, 34, 39]).
Hence, in addition to the condition (28) it is necessary to impose further
conditions to guarantee the existence and uniqueness of such a mild solu-
tion w. In the next section we will examine conditions for the existence of a
bounded mild solution to Eq. (1).
Theorem 3.2. Let the assumption (26) of Theorem 3.1 be fulfilled.
Moreover, let the space X not contain c0 and e isp(f) be countable. Then there
exists an almost periodic mild solution w to Eq. (1) such that e isp(w) … e isp(f)
provided that Eq. (1) has a bounded uniformly continuous mild solution.
Furthermore, if (28) holds, then such a solution w is unique.
Proof. The proof is obvious in view of [27, Theorem 4, p. 92] and
Theorem 3.1. L
Remark 3.3. As we have seen, the almost periodic mild solution w is a
component of the mild solution u whose existence is assumed. Hence, if we
assume further that si(D) is countable, then the solution u is also almost
periodic. Thus, the Bohr–Fourier coefficients of solution w can be
computed as follows:
a(l)= lim
TQ.
1
2T
FT
−T
e−iltu(t) dt, -e il ¥ e isp(f).
3.3. Quasi-periodic Solutions
We recall that a set of reals S is said to have an integer and finite basis if
there is a finite subset T … S such that any element s ¥ S can be represented
in the form s=n1b1+·· ·+nmbm, where nj ¥ Z, j=1, ..., m, bj ¥ T,
j=1, ..., m. If f is quasi-periodic, and the set of its Bohr exponents is
discrete (which coincides with sp(f) in this case), then the spectrum sp(f)
has an integer and finite basis (see [27, p. 48]). Conversely, if f is almost
periodic and sp(f) has an integer and finite basis, then f is quasi-periodic.
We refer the reader to [27, pp. 42–48] for more information on the rela-
tionship between quasi-periodicity and spectrum, Fourier–Bohr exponents
of almost periodic functions. The following lemma is obvious.
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Lemma 3.5. Let L1, L2 be disjoint closed subsets of the real line and
L :=L1 2 L2. Moreover let L1 be compact. Then the space L(X)=
L1(X) À L2(X).
Proof. The proof of this lemma can be found in [37, Theorem 3.5].
For the reader’s convenience we quote it here. For every g ¥ BUC(R, X) we
can represent it in the form
g=kg+(g−kg),
where k belongs to the Schwartz space of C.-functions on the real line
such that the support of its Fourier transform is L1. Hence, by [41, Prop-
osition 0.6] sp(kg) … L1 and sp(g−kg) … L2. Obviously, L(X) ‡
L1(X) À L2(X). Hence, by the above decomposition, we can easily prove
that L(X) … L1(X) À L2(X). Thus, the lemma is proved. L
Remark 3.4. Since in the above proof kg is again an almost periodic
function, we can prove a similar decomposition in the function space
AP(X).
Theorem 3.3. Let sp(f) have an integer and finite basis and X not
contain c0. Moreover, let si(D) be bounded and si(D)0 sp(f) be closed. Then
if Eq. (1) has a mild solution u ¥ BUC(R, X), it has a quasi-periodic mild
solution w such that sp(w)=sp(f). If si(D) 5 sp(f)=”, then such a
solution w is unique.
Proof. As the proof of this theorem is analogous to that of Theorem
3.1 we omit the details. L
Remark 3.5. If si(D) is bounded, by the same argument as in this
section it is more convenient to replace the condition on the closedness of
esi(D)0e isp(f) of Theorem 3.1 by the weaker condition that si(D)0 sp(f) is
closed. A sufficient condition for the boundedness of si(D) will be given in
the next section.
4. EXTENSION OF THEOREM B TO ALMOST
PERIODIC SOLUTIONS OF EQ. (1)
Recall that to the corresponding homogeneous equation of Eq. (1) one
can associate a strongly continuous solution semigroup (V(t))t \ 0 on the
space C :=C([−r, 0]X). Our main interest in this section is to prove the
existence of an almost periodic mild solution to Eq. (1) under the condition
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that e isp(f) 5 s(V(1))=”. For the sake of simplicity, we always assume in
this section that r < 1. Having proved this, Theorem B can be extended to
almost periodic solutions of Eq. (1) by using Theorem 3.1. To this end, we
first recall the variation-of-constants formula for Eq. (31) (see, e.g., [31; 51,
p. 115–116])
u(t)=[V(t−s) f](0)+F t
s
[V(t−t) X0f(t)](0) dt,
us=f,
(32)
where X0: [−r, 0]W L(X) is given by X0(h)=0 for −r [ h < 0 and
X0(0)=I and (V(t)t \ 0) is the solution semigroup generated by Eq. (1)
in C. Although this formula seems to be ambiguous1 it suggests some
1 In general, (V(t))t \ 0 is not defined at discontinuous functions. If one extends its domain
as done in [31] or [51, p. 115], then this semigroup is not strongly continuous even in the
simplest case. So, the integral in (32) seems to be undefined. The authors owe this remark to
S. Murakami for which we thank him.
insights to prove the existence of a bounded mild solution. In fact, let
u ¥ BUC(R, X) be a mild solution of Eq. (1). Then we will examine the
spectrum of the function
w: R ¦ tW w(t) :=ut−V(1) ut−1 ¥ C([−r, 0], X),
which may be defined by the formula
w(t)(h) ‘‘=’’ F t+h
s
[V(t+h−t) X0f(t)](0) dt, -h ¥ [−r, 0]. (33)
Hence, w(t) may be defined independent of u( · ). Moreover, if this is the
case, we can use the equation ut=V(1) ut−1+w(t) to solve u and to prove
the existence of a bounded mild solution to Eq. (1). It turns out that all
these can be done without using the variation-of-constants (32). In fact, we
begin with another definition of the function w(t). For every fixed t ¥ R, let
us consider the Cauchy problem
y(t)=F t
t−1
T(t−g)[Fyg+f(g)] dg, t ¥ [t−1, t],
yt−1=0 ¥ C.
(34)
It is easy to see that if there exists a bounded mild solution u( · ) to Eq. (1),
then w(t) :=ut−V(1) ut−1 satisfies Eq. (34). In what follows we will con-
sider the function v : R ¦ tW yt ¥ C, where yt is defined by (34).
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Lemma 4.1. The operator L: BUC(R, X) ¦ fW v ¥ BUC(R, C) is well
defined as a continuous linear operator. Moreover, StLf=LS(t) f, -t ¥ R,
where St, t ¥ R is the translation group in BUC(R, C).
Proof. First we show that if f ¥ BUC(R, X), then v( · ) is uniformly
continuous. In fact, for every e > 0, there is a d > 0 such that
supt ¥ R ||f(t+h)−f(t)|| < e, - |h| < d. For the function v(t+h) we consider
the following Cauchy problem
x(t+h+h)=F t+h+h
t+h−1
T(t+h+h−z)[Fxz+f(z)] dz, -h ¥ [t+h−1, t+h],
xt+h−1=0. (35)
By denoting z(d) :=x(d+h) we can see that z( · ) is the solution of the
equation
z(t+h)=F t+h
t−1
T(t+h−z)[Fzz+f(h+z)] dz, -h ¥ [t−1, t],
zt−1=0.
(36)
Hence, taking into account (34) and (36), by the Gronwall inequality
sup
t ¥ R
||v(t+h)−v(t)||=sup
t ¥ R
sup
h ¥ [−r, 0]
||z(t+h)−y(t+h)||
[ sup
t ¥ R
sup
t ¥ [t−1, t]
||z(t)−y(t)||
[ dK, (37)
where K depends only on (T(t))t \ 0, ||F||. Hence, v ¥ BUC(R, C). From (35)
and (36) the relation StLf=LS(t) f follows immediately. The bounded-
ness of the operator L is an easy estimate in which the Gronwall inequality
is used. L
Corollary 4.1. Let f be almost periodic. Under the above notation, the
following assertions hold true:
(i)
sp(v) … sp(f). (38)
(ii) The function v is almost periodic.
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Proof. To show the first assertion we can use the same argument as in
the proof of Lemma 3.3. The second one is a consequence of the first one.
In fact, since f is almost periodic, it can be appoximated by a sequence of
trigonometric polynomials. On the other hand, from the first assertion, this
yields that if Pn is a trigonometric polynomial, then so is LPn. Hence,
Lf=v can be approximated by a sequence of trigonometric polynomials;
i.e., v is almost periodic. L
We are in a position to prove the main result of this section.
Theorem 4.1. Let
e isp(f) 5 s(V(1))=” (39)
hold. Then Eq. (1) has a unique almost periodic mild solution xf such that
e isp(xf) … e isp(f).
Proof. Let us consider the equation
u(t)=V(1) u(t−1)+v(t), (40)
where v(t) is defined by (34). It is easy to see that the spectrum of the mul-
tiplication operator K: vW V(1) v, where v ¥ L(C([−r, 0]), L :=sp(f)
has the property that s(K) … s(V(1)) (see, e.g., [35]). In the space
L(C([−r, 0]) the spectrum of the translation S−1: ut W ut−1 can be
estimated as follows in view of the weak spectral mapping theorem (see,
e.g., [16] or [38, Chap. 2]) as was done in [35]:
s(S−1)=e−d/dt|L(C)=e−iL.
Let us denote W :=K·S−1. It may be noted that W is the composition of
two commutative bounded linear operators. Thus, by [43, Theorem 11.23,
p. 280]
s(W) … s(K) s(S−1)
… s(V(1))e−i L. (41)
Obviously, (39) and (41) show that 1 ¨ s(W). Hence, Eq. (40) has a unique
solution u. We are now in a position to construct a bounded mild solution
of Eq. (1). To this end, we will establish this solution in every segment
[n, n+1). Then, we show that these segments give a solution on the whole
real line. We consider the sequence (un)n ¥ Z. In every interval [n, n+1) we
consider the Cauchy problem
x(t)=T(t−n)[u(n)](0)+F t
n
T(t−g)[Fxg+f(g)] dg, -t ¥ [n,.),
xn=u(n). (42)
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Obviously, this solution is defined in [n,+.). On the other hand, by the
definition of V(1) u(n) and v(n+1) we have V(1) u(n)=an+1, v(n+1)
=bn+1, where
a(t)=T(t−n) u(n)(0)+F t
n
T(t−g) Fag dg, -t > n, an=u(n)
b(t)=F t
n
T(t−g)[Fbg+f(g)] dg, -t ¥ [n, n+1], bn=0.
Thus, a(t)+b(t)=x(t). This yields that
xn+1=an+1+bn+1=V(1) u(n)+v(n+1)=u(n+1).
By this process we can establish the existence of a bounded continuous
mild solution x( · ) of Eq. (1) on the whole line. Moreover, we will prove
that x( · ) is almost periodic. As u( · ) and f are almost periodic, so is the
function g: R ¦ tW (u(t), f(t)) ¥ C×X (see [27, p. 6]). As is known, the
sequence {g(n)}={(u(n), f(n))} is almost periodic. Hence, for every posi-
tive e the following set is relatively dense (see [14, pp. 163–164])
T :=Z 5 T(g, e), (43)
where T(g, e) :={y ¥ R : supt ¥ R ||g(t+y)−g(t)|| < e}, i.e., the set of e
periods of g. Hence, for every m ¥ T we have
||f(t+m)−f(t)|| < e, -t ¥ R, (44)
||u(n+m)−u(n)|| < e, -n ¥ Z. (45)
Since x is a solution to Eq. (9), for 0 [ s < 1 and all n ¥ N, we have
||x(n+m+s)−x(n+s)||
[ ||T(s)|| · ||u(n+m)−u(n)||
+F s
0
||T(s−t)|| [||F|| · ||xn+m+t−xn+t ||+||f(n+m+t)−f(n+t)||] dt
[New ||u(n+m)−u(n)||
+New F s
0
[||F||× ||xn+m+t−xn+t ||+||f(n+m+t)−f(n+t)||] dt.
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Hence
||xn+m+s−xn+s ||
[New ||u(n+m)−u(n)||
+New F s
0
[||F|| · ||xn+m+t−xn+t ||+||f(n+m+t)−f(n+t)||] dt.
Using the Gronwall inequality we can show that
||xn+m+s−xn+s || [ eM, (46)
whereM is a constant which depends only on ||F||, N, w. This shows that m
is a eM-period of the function x( · ). Finally, since T is relatively dense for
every e, we see that x( · ) is an almost periodic mild solution of Eq. (1).
Now we are in a position to apply Lemma 3.3, Remark 3.1, and the proof
of Theorem 3.1. In fact, since xt satisfies (40), by (38) we can show that
e isp(x) … sC(V(1)) 2 e isp(f), (47)
where sC(V(1)) :=s(V(1)) 5 {z ¥ C : |z|=1}. Replacing (26) by the
assumption sC(V(1))0e isp(f) is closed and following exactly the proof of
Theorem 3.1 we can decompose the almost periodic mild solution x( · ) to
get an almost periodic component w which satisfies e isp(w) … e isp(f). The
uniqueness of w follows from the estimate (47). In fact, if there are two
such mild solutions w1, w2, then w1−w2 :=w3 is an almost periodic mild
solution of the homogeneous equation (i.e., with f=0). Hence, by (24)
e isp(w3) … sC(V(1)) 5 e isp(f)=”, so w3=0. This completes the proof of the
theorem. L
We state below a version of Theorem 4.1 for the case in which the
semigroup (T(t))t \ 0 is compact.
Corollary 4.2. Let the semigroup (T(t))t \ 0 be compact and e isi(D) 5
e isp(f)=”. Then Eq. (1) has a unique almost periodic mild solution xf with
e isp(xf) … e isp(f).
Proof. Under the assumptions, the solution operator V(t) associated
with Eq. (1) is compact for sufficiently large t, e.g., for t > r (see [48]).
Hence the spectral mapping theorem holds true for this semigroup (see
[16] or [34]). Note that under the assumption sC(V(1)) … e is(D). Now by
applying Theorems 3.1 and 4.1 we get the corollary. L
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Corollary 4.3. Let the semigroup (T(t))t \ 0 be compact and sp(f)
have an integer and finite basis. Moreover, let si(D) be bounded and
e isi(D) 5 e isp(f)=”. Then there exists a unique quasi-periodic mild solution w
of Eq. (1) such that sp(w) … sp(f).
Proof. By Corollary 4.2 there exists an almost periodic mild solution xf
of Eq. (1). Note that from the condition e isi(D) 5 e isp(f)=” follows
si(D) 5 sp(f)=”. Now we can decompose the almost periodic solution
xf as done in Lemma 3.5 to get a minimal almost periodic mild solution w
such that sp(w) … sp(f). L
We now consider necessary conditions for the existence and uniqueness
of bounded mild solutions to Eq. (1) and their consequences. To this end,
for a given closed subset L … R we will denote by LAP(X) the subspace of
L(X) consisting of all functions f such that f ¥ AP(X).
Lemma 4.2. For every f ¥ LAP(X) let Eq. (1) have a unique mild
solution uf bounded on the whole line. Then, uf is almost periodic and
sp(uf) … sp(f). (48)
In particular, si(D) 5 L=”.
Proof. Let us denote by LL the linear operator with the domain D(LL)
consisting of all functions u ¥ BC(R, X) which are mild solutions of Eq. (1)
with certain f ¥ LAP(X). For u ¥ D(LL) we define LLu=f. We now show
that LL is well defined; i.e., for a given u ¥ D(LL) there exists exactly one
f ¥ LAP(X) such that u is a mild solution of Eq. (9). Suppose that there
exists another g ¥ LAP(X) such that
u(t)=T(t−s) u(s)+F t
s
T(t−t)[Fut+g(t)] dt, -t \ s. (49)
Then,
0=F t
s
T(t−t)[f(t)−g(t)] dt, -t \ s. (50)
Hence
0=
1
t−s
F t
s
T(t−t)[f(t)−g(t)] dt, -t > s.
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From the strong continuity of the semigroup (T(t))t \ 0 and by letting sQ t
it follows that f(t)=g(t). From the arbitrary nature of t, this yields
that f=g. Next, we show that the operator LL is closed, i.e., if there
are un ¥ D(LL), n=1, 2, ... such that LLun=fn, n=1, 2, ... and unQ
u ¥ BC(R, X), fnQ f ¥ LAP(X), then u ¥ D(LL) and LLu=f. In fact, by
definition
un(t)=T(t−s) un(s)+F t
s
T(t−t)[Funt+f
n(t)] dt,
-t \ s, -n=1, 2, ... . (51)
For every fixed t \ s, letting n tend to infinity one has
u(t)=T(t−s) u(s)+F t
s
T(t−t)[Fut+f(t)] dt, -t \ s, (52)
proving the closedness of the operator LL. Now with the new norm
||u||1 :=||u||+||LLu|| the space D(LL) becomes a Banach space. Hence, from
the assumption the linear operator LL is a bijective from the Banach space
(D(LL), || · ||1) onto LAP(X). By the Banach open mapping theorem the
inverse L−1L is continuous. Now suppose f ¥ LAP(X). It may be noted that
for every y ¥ R, S(y) f ¥ LAP(X). Thus, the function xf( ·+y) should be the
unique mild solution in BC(R, X) to Eq. (9) with f being replaced by
S(y) f. So, if f is periodic with period, say, w, then, since S(w) f=f, one
has xf( ·+w)=xf( · ); i.e., xf is w-periodic. In the general case, by the
spectral theory of almost periodic functions (see, e.g., [27, Chap. 2]), f can
be approximated by a sequence of trigonometric polynomials
Pn(t)=C
N(n)
k=1
an, ke iln, kt, an, k ¥ X, ln, k ¥ sb(f) … L, n=1, 2, ... .
By the above argument, for every n, Qn :=L
−1
L Pn is also a trigonometric
polynomial. Moreover, since L−1L is continuous, Qn tends to L
−1
L f=xf.
This shows that xf is almost periodic and sp(xf) … sp(f) … L. Now let f
be of the following form f(t)=ae ilt, t ¥ R, where 0 ] a ¥ X, l ¥ L. Then, as
shown above, since sp(xf) … sp(f)={l}, xf(t)=be ilt for a unique b ¥ X.
If we denote by el the function in C[−r, 0] defined as el(h) :=e ilh,
h ¥ [−r, 0], then e il ·t =e iltel.With this notation, one has
be ilt=T(t−s) be ils+F t
s
T(t−t)[e iltFbel+ae ilt] dt, -t \ s. (53)
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Since be ilt and > ts T(t−t)[e iltFbel+ae ilt] dt are differentiable with respect
to t \ s, so is T(t−s) be ils. This yields b ¥ D(A). Consequently, belt is a
classical solution of Eq. (1), i.e.,
d
dt
be ilt=Abe ilt+e iltF(bel)+ae ilt, -t. (54)
In particular, this yields that for every a ¥ X there exists a unique b ¥ X
such that
(il−A−Bl) b=a; (55)
i.e., by definition l ¨ si(D), finishing the proof of the lemma. L
This necessary condition has another application to the study of the
asymptotic behavior of solutions as shown in the next corollary. To this
end, we first recall the notion of exponential dichotomy of a semigroup
(U(t))t \ 0 on a given Banach space Y.
Definition 4.1. (U(t))t \ 0 on a given Banach space Y is said to have an
exponential dichotomy if there exist a projection P: YQ Y and constants
M \ 1, w > 0 such that
(i) U(t) P=PU(t), -t \ 0;
(ii) (U(s)|Ker P)s ¥ [0,.) extends to a C0-group on Ker P,
(iii) ||U(t) Px|| [Me−wt ||Px||, -x ¥ X, t \ 0,
(iv) ||U(t)(I−P) x|| [Mewt ||(I−P) x||, -x ¥ X, t [ 0.
The corresponding homogeneous equation of Eq. (1) is said to have an
exponential dichotomy if the C0-semigroup of solution operators associated
with it has an exponential dichotomy. As is known, for a C0-semigroup
(U(t))t \ 0 to have an exponential dichotomy it is necessary and sufficient
that s(U(1)) 5 S1=”. (see, e.g., [40]).
Corollary 4.4. Let (T(t))t \ 0 be a strongly continuous semigroup of
compact linear operators. Then, a necessary and sufficient condition for the
corresponding homogeneous equation of Eq. (1) to have an exponential
dichotomy is that Eq. (1) has a unique bounded mild solution for every given
almost periodic function f.
Proof. Necessity: Since the solution semigroup (V(t))t \ 0 associated
with the corresponding homogeneous equation of Eq. (1) is a strongly
continuous semigroup of compact linear operators, the spectral mapping
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theorem holds true with respect to this semigroup. On the other hand, by
Lemma 4.2 one has si(D) 5 R=”. This yields that s(V(1)) 5 S1=”, and
hence, (see, e.g., [21, 35, 40]) the solution semigroup (V(t))t \ 0 has an
exponential dichotomy.
Sufficiency: If the corresponding homogeneous equation of Eq. (1) has
an exponential dichotomy, then s(V(1)) 5 S1=”. Hence, the sufficiency
follows from Theorem 4.1. L
4.1. A Condition for the Boundedness of si(D)
As shown in the previous section the boundedness of si(D) is important
for the decomposition of a bounded solution into spectral components
which yields the existence of almost periodic and quasi-periodic solutions.
We now show that in many frequently met situations this boundedness is
available.
Proposition 4.1. If A is the infinitesimal generator of a strongly con-
tinuous analytic semigroup of linear operators, then si(D) is bounded.
Proof. Let us consider the operator A+F in AP(X), where A is the
operator of multiplication by A; i.e., u ¥ D(A) … AP(X) if and only if
u(t) ¥ D(A) -t and Au( · ) ¥ AP(X). As shown in [33, Sect. 3.4], this opera-
tor is sectorial (see the standard definition of this notion in [39]). Hence,
s(A+F) 5 iR is bounded. For every
m ¥ iR0s(A+F)
the conditions of [33, Theorem 3.7] are satisfied with the function spaceM
consisting of all functions in t ¥ R of the form e imtx, x ¥ X. Since Eq. (1) has
a unique mild solution inM, by Lemma 4.2 it is easily seen that this asser-
tion is nothing but m ¨ si(D). Hence, the proposition is proved. L
5. EXAMPLES
Example 5.1. We consider the following evolution equation
du(t)
dt
=−Au(t)+But+f(t), (56)
where A is a sectorial operator in X, B is a bounded linear operator from
C([−r, 0], X)Q X, ut is defined as usual, and f is an almost periodic
function. Moreover, let us assume that the operator A has compact
resolvent. Then, −A generates a compact strongly continuous analytic
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semigroup of linear bounded operators in X (see, e.g., [21, 39]). Hence, for
this class of equations all assertions of this paper are applicable. Note that
an important class of parabolic partial differential equations can be
included into the evolution equation (56) (see, e.g., [48, 51]).
Example 5.2. Consider the equation
wt(x, t)=wxx(x, t)−aw(x, t)−bw(x, t−r)+f(x, t), 0 [ x [ p, t \ 0,
w(0, t)=w(p, t)=0, -t > 0, (57)
where w(x, t), f(x, t) are scalar-valued functions. We define the space
X :=L2[0, p] and AT: XQ X by the formula
AT=yœ,
D(AT)={y ¥ X : y, yŒ are absolutely continuous,
yœ ¥ X, y(0)=y(p)=0}.
(58)
We define F: CQ X by the formula F(j)=−aj(0)−bj(−r). The evolu-
tion equation we are concerned with in this case is
dx(t)
dt
=ATx(t)+Fxt+f(t), x(t) ¥ X, (59)
where AT is the infinitesimal generator of a compact semigroup (T(t))t \ 0 in
X (see [48, p. 414]). Moreover, the eigenvalues of AT are −n2, n=1, 2, ...
and the set si(D) is determined from the set of imaginary solutions of the
equations
l+a+be−lr=−n2, n=1, 2, ... . (60)
We consider the existence of almost periodic mild solutions of Eq. (57)
through those of Eq. (58). Now if Eq. (60) has no imaginary solutions, then
for every almost periodic f Eq. (57) has a unique almost periodic solution.
This corresponds to the case of exponential dichotomy which was discussed
in [51]. For instance, this happens when we put a=0, b=r=1.
Let us consider the case where a=−1, b=p/2, and r=1. It is easy to
see that in this case Eq. (60) has only imaginary solutions l=ip/2, −ip/2.
So, our system has no exponential dichotomy. However, applying our
theory we can find almost periodic solutions as follows: if p/2,
−p/2 ¨ sp(f), then Eq. (58) has a unique almost periodic mild solution.
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We may let p/2, −p/2 be in sp(f), but as isolated points. Then, if there is
a bounded mild solution u to Eq. (58), then it has a bounded mild solution
w such that sp(w) … sp(f). Note that in this case, the uniform continuity is
automatically fulfilled (see [36]) and X=L2[0, p] does not contain c0, so
if sp(f) is countable, then w is almost periodic.
ACKNOWLEDGMENTS
The authors thank the referee for carefully reading the manuscript and suggesting several
references. The authors also thank S. Murakami for several remarks to improve the presenta-
tion of the paper. The third author N.V.M., partially supported by a fellowship of the Japan
Society for the Promotion of Science, dedicates this work to the memory of his former
teacher, Professor Hoang Huu Duong.
REFERENCES
1. H. Amann, ‘‘Ordinary Differential Equations,’’ de Gruyter Studies in Math., Vol. 13,
Walter de Gruyter, Berlin, 1990.
2. L. Amerio and G. Prouse, ‘‘Almost Periodic Functions and Functional Equations,’’ Van
Nostrand Reinhold, New York, 1971.
3. W. Arendt and C. J. K. Batty, Almost periodic solutions of first and second oder Cauchy
problems, J. Differential Equations 137 (1997), 363–383.
4. B. Basit, Harmonic analysis and asymptotic behavior of solutions to the abstract Cauchy
problem, Semigroup Forum 54 (1997), 58–74.
5. B. Basit and H. Günzler, Asymptotic behavior of solutions of systems of neutral and
convolution equations, J. Differential Equations 149 (1998), 115–142.
6. C. J. K. Batty, W. Hutter, and F. Räbiger, Almost periodicity of mild solutions of
inhomogeneous periodic Cauchy problems, J. Differential Equations 156 (1999), 309–327.
7. T. Burton, ‘‘Stability and Periodic Solutions of Ordinary and Functional Differential
Equations,’’ Academic Press, Orlando, FL, 1985.
8. T. Burton and T. Furumochi, Periodic and asymptotically periodic solutions of Volterra
integral equations, Funkcial. Ekvac. 39 (1996), 87–107.
9. T. A. Burton and B. Zhang, Periodic solutions of abstract differential equations with
infinite delay, J. Differential Equations 90 (1991), 357–396.
10. C. Chicone and Yu. Latushkin, ‘‘Evolution Semigroups in Dynamical Systems and
Differential Equations,’’ Mathematical Surveys and Monographs, Vol. 70, American
Mathematical Society, Providence, RI, 1999.
11. R. Chill, ‘‘Fourier Transforms and Asymptotics of Evolution Equations,’’ Ph.D. disserta-
tion, University of Ulm, 1998.
12. S. N. Chow and J. K. Hale, Strongly limit-compact maps, Funkcial. Ekvac. 17 (1974),
31–38.
13. D. Daners and P. K. Medina, ‘‘Abstract Evolution Equations, Periodic Problems and
Applications,’’ Pitman Research Notes in Math. Ser., Vol. 279, Longman, New York,
1992.
14. A. M. Fink, ‘‘Almost Periodic Differential Equations,’’ Lecture Notes in Math., Vol. 377,
Springer-Verlag, Berlin/New York, 1974.
15. E. B. Davies, ‘‘One-Parameter Semigroups,’’ Academic Press, London, 1980.
150 FURUMOCHI, NAITO, AND MINH
16. K. Engel and R. Nagel, ‘‘One Parameter Semigroups for Linear Evolution Equations,’’
Springer-Verlag, Berlin, 1999.
17. T. Furumochi, Almost periodic solutions of integral equations, Proceedings of the Second
World Congress of Nonlinear Analysts, Part 2 (Athens, 1996), Nonlinear Anal. 30 (1997),
845–852.
18. I. Gyori and T. Krisztin, Oscillation results for linear autonomous partial delay differen-
tial equations, J. Math. Anal. Appl. 174 (1993), 204–217.
19. J. K. Hale, ‘‘Theory of Functional Differential Equations,’’ Springer-Verlag, New
York/Berlin, 1977.
20. L. Hatvani and T. Kristin, On the existence of periodic solutions for linear inhomoge-
neous and quasilinear functional differential equations, J. Differential Equations 97 (1992),
1–15.
21. D. Henry, ‘‘Geometric Theory of Semilinear Parabolic Equations,’’ Lecture Notes in
Math., Springer-Verlag, Berlin/New York, 1981.
22. Y. Hino, S. Murakami, and T. Naito, ‘‘Functional Differential Equations with Infinite
Delay,’’ Lecture Notes in Math., Vol. 1473, Springer-Verlag, Berlin/New York, 1991.
23. Y. Hino, S. Murakami, and T. Yoshizawa, Existence of almost periodic solutions of some
functional differential equations with infinite delay in a Banach space, Tohoku Math. J. 49
(1997), 133–147.
24. Y. Hino, T. Naito, N. V. Minh, and J. S. Shin, ‘‘Almost Periodic Solutions of Differential
Equations in Banach Spaces,’’ Taylor & Francis, London/New York, 2002.
25. Y. Katznelson, ‘‘An Introduction to Harmonic Analysis,’’ Dover, New York, 1968.
26. C. Langenhop, Periodic and almost periodic solutions of Volterra integral differential
equations with infinite memory, J. Differential Equations 58 (1985), 391–403.
27. B. M. Levitan and V. V. Zhikov, ‘‘Almost Periodic Functions and Differential Equa-
tions,’’ Moscow Univ. Publ. House, Moscow, 1978. [English translation by Cambridge
Univ. Press, 1982.]
28. Y. Li, Z. Lim, and Z. Li, A Massera type criterion for linear functional differential
equations with advance and delay, J. Math. Appl. 200 (1996), 715–725.
29. J. Liu, Bounded and periodic solutions of differential equations in Banach space, in
‘‘Differential Equations and Computational Simulations, I (Mississippi State, MS, 1993),’’
Appl. Math. Comput. 65 (1994), 141–150.
30. J. L. Massera, The existence of periodic solutions of systems of differential equations,
Duke Math. J. 17 (1950), 457–475.
31. M. Memory, Stable and unstable manifolds for partial functional differential equations,
Nonlinear Anal. 16 (1991), 131–142.
32. N. V. Minh, F. Räbiger, and R. Schnaubelt, Exponential stability, exponential expansi-
veness, and exponential dichotomy of evolution equations on the half-line, Integral
Equations Oper. Theory 32 (1998), 332–353.
33. S. Murakami, T. Naito, and N. V. Minh, Evolution semigroups and sums of commuting
operators: a new approach to the admissibility theory of function spaces, J. Differential
Equations 164 (2000), 240–285.
34. R. Nagel (Ed.), ‘‘One-Parameter Semigroups of Positive Operators,’’ Lecture Notes in
Math., Vol. 1184, Springer-Verlag, Heidelberg, 1984.
35. T. Naito and N. V. Minh, Evolution semigroups and spectral criteria for almost periodic
solutions of periodic evolution equations, J. Differential Equations 152 (1999), 358–376.
36. T. Naito, N. V. Minh, R. Miyazaki, and J. S. Shin, A decomposition theorem for
bounded solutions and the existence of periodic solutions to periodic differential
equations, J. Differential Equations 160 (2000), 263–282.
37. T. Naito, N. V. Minh, and J. S. Shin, New spectral criteria for almost periodic solutions
of evolution equations, Studia Math. 142 (2001), 97–111.
BOUNDEDNESS AND ALMOST PERIODICITY 151
38. J. van Neerven, ‘‘The Asymptotic Behaviour of Semigroups of Linear Operator,’’ Opera-
tor Theory, Advances and Applications, Vol. 88, Birkhäuser, Basel/Boston/Berlin, 1996.
39. A. Pazy, ‘‘Semigroups of Linear Operators and Applications to Partial Differential
Equations,’’ Applied Math. Sci., Vol. 44, Springer-Verlag, Berlin/New York, 1983.
40. J. Prüss, On the spectrum of C0-semigroups, Trans. Amer. Math. Soc 284 (1984), 847–857.
41. J. Prüss, ‘‘Evolutionary Integral Equations and Applications,’’ Birkhäuser, Basel, 1993.
42. J. Pruss and W. M. Ruess, Weak almost periodicity of convolutions, J. Integral Equations
Appl. 5 (1993), 519–530.
43. W. Rudin, ‘‘Functional Analysis,’’ second ed., McGraw–Hill, New York, 1991.
44. W. M. Ruess and W. H. Summers, Almost periodicity and stability for solutions to
functional-differential equations with infinite delay, Differential Integral Equations 9
(1996), 1225–1252.
45. W. M. Ruess and W. H. Summers, Integration of asymptotically almost periodic
functions and weak asymptotic almost periodicity, Dissert. Math. (Rozprawy Mat.) 279
(1989).
46. W. M. Ruess and Q. P. Vu, Asymptotically almost periodic solutions of evolution
equations in Banach spaces, J. Differential Equations 122 (1995), 282–301.
47. J. S. Shin and T. Naito, Semi-Fredholm operators and periodic solutions for linear
functional differential equations, J. Differential Equations 153 (1999), 407–441.
48. C. C. Travis and G. F. Webb, Existence and stability for partial functional differential
equations, Trans. Amer. Math. Soc. 200 (1974), 394–418.
49. Q. P. Vu, Almost periodic solutions of Volterra equations, Differential Integral Equations
7 (1994), 1083–1093.
50. Q. P. Vu and E. Schüler, The operator equation AX−XB=C, stability and asymptotic
behaviour of differential equations, J. Differential Equations 145 (1998), 394–419.
51. J. Wu, ‘‘Theory and Applications of Partial Functional Differential Equations,’’ Applied
Math. Sci., Vol. 119, Springer-Verlag, Berlin/New York, 1996.
52. T. Yoshizawa, ‘‘Stability Theory and the Existence of Periodic Solutions and Almost
Periodic Solutions,’’ Applied Math. Sciences, Vol. 14, Springer-Verlag, New York, 1975.
152 FURUMOCHI, NAITO, AND MINH
