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Abstract
The boundary eigenvalue problems for the adjoint of a symmetric relation S in a Hil-
bert space with finite, not necessarily equal, defect numbers, which are related to the selfad-
joint Hilbert space extensions of S are characterized in terms of boundary coefficients and
the reproducing kernel Hilbert spaces they induce. © 2001 Elsevier Science Inc. All rights
reserved.
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1. Introduction
Let S be a densely defined symmetric operator in a Hilbert space H with de-
fect index (d+, d−), d = d+ + d− <∞ and let b : dom(S∗)→ Cd be a boundary
mapping for S with Gram matrix Q; for the definition, see Section 2. Consider the
following boundary eigenvalue problem: for h ∈H, find f ∈H such that
f ∈ dom(S∗), (S∗ − z)f = h, U(z)b(f ) = 0, (1.1)
where U(z) is a holomorphic matrix function on C\R of size d± × d if z ∈ C±.
The aim of this paper is to describe the linearization A˜ of this problem. We call
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A˜ a linearization of (1.1) if A˜ is a selfadjoint extension of S in a Hilbert space H˜
containing H as a closed subspace and if for all z ∈ C\R and h ∈H, the unique
solution of (1.1) is given by f = P˜H(A˜− z)−1h, where P˜H is the projection in H˜
onto H. Necessary and sufficient conditions on U(z) that (1.1) has such a lineari-
zation are given by (U1)–(U5) in Definition 3.1; see Theorem 5.4. These conditions
are well known; see, for example, [5,11,13,19,20,26]. In [19], linear relations are
avoided. The proofs in [11,20] are based on the theory of characteristic functions
of unitary colligations. Here we give another proof. We use the reproducing kernel
Hilbert spaceH(KU) with the nonnegative reproducing kernel
KU(z,w) = iU(z)Q
−1U(w)∗
z−w , z /= w.
This space consists of holomorphic vector functions on C\R. The operator SU of
multiplication by the independent variable in this space is a closed simple symmetric
operator with defect index (ω−, ω+), d+ − ω+ = d− − ω− =: τ  0; see Section
4. The linearization A˜ of (1.1) is a canonical selfadjoint extension of the symmetric
direct sum operator S ⊕ SU in H˜ =H⊕H(KU) such that (in terms of graphs of
operators)
A˜ ∩H2 = S0, A˜ ∩H(KU)2 = SU, (1.2)
where S0 is a τ -dimensional symmetric extension of S in H. The method yields a
formula for A˜ (see Theorem 5.4):
A˜ =
{{(
f
f1
)
,
(
S∗f
g1
)}
: f ∈ dom(S∗), {f1, g1} ∈ S∗U,
U0b(f ) = 0, B0b(f )+ b1(f1, g1) = 0
}
,
where
(a) the τ × d matrix U0 and ω × d matrix B0 have maximal rank and determine the
operator S0 and its adjoint S∗0 as follows
S0 =
{{f, S∗f }: f ∈ dom(S∗), U0b(f ) = 0, B0b(f ) = 0},
S∗0 =
{{f, S∗f }: f ∈ dom(S∗), U0b(f ) = 0}; (1.3)
(b) b1 is an arbitrary boundary mapping for SU in H(KU) with Gram matrix Q1;
(c)  is an invertible ω × ω matrix such that Q1 + (B0Q−1B∗0)−1∗ = 0.
The graph notation that we use here simplifies formulas like the ones in (1.2)
and (1.3), but also can hardly be avoided. For example, SU in H(KU) need not
be densely defined, and if it is not, its adjoint S∗U is multivalued and the boundary
mapping b1 for SU is not a mapping on dom(S∗U), but on the graph of S∗U, that is,
b1 : S∗U → Cω, ω = ω+ + ω−. This permits us also to drop the assumption that S is
densely defined, which opens the possibility for more general boundary conditions
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including integro-differential and interface conditions for the case that S arises from
a differential expression. See, for example, [4,15,18,27].
The connection between U(z) and the formula for the linearization A˜ is surpris-
ingly simple. By multiplying the boundary eigenvalue conditionU(z)b(f ) = 0 from
the left by a suitable invertible (and even holomorphic) matrix function A(z), this
condition can be row reduced to one of the form(
U0
U0(z)B0
)
b(f ) = 0,
where U0 and B0 are as in the formula for the linearization A˜ and U0(z) is an ω± ×
ω matrix valued function on C± with the same properties as U(z) and one more,
namely, that for all z ∈ C\R, the ω × ω matrix(
U0(z)
U0(z)
)
is invertible; see Theorem 3.2. The reproducing kernel Hilbert spaces associated with
the kernels KU(z,w) and KU0(z,w) are isomorphic and under the isomorphism the
operators of multiplication by the independent variable coincide. An essential tool
to obtain the description of the linearization of (1.1) is the characterization of U0(z)
in terms of a boundary mapping for SU and a holomorphic basis of ker(S∗U − z); see
Proposition 4.2.
If U(z) is a polynomial and satisfies (U1)–(U5) the theory of Bezoutians can
be applied to yield an explicit formula for A˜. This is also possible when (U5) is
replaced by the condition that the kernel KU(z,w) has a finite number of negative
squares (then the extending space H˜ is a Pontryagin space containing the Hilbert
space H as a regular subspace). Our results in this case include and supplement
those of Russakowskii in [21–23], who was the first to use Bezoutians in this context.
They will be published in another paper. For an introduction to the linearization of
Sturm–Liouville eigenvalue problems with boundary conditions which depend holo-
morphically on the eigenvalue parameter, we refer to the lecture series in [10], where
further references can be found. The main results of this paper were presented by the
first author at the International Workshop on Operator Theory and Applications held
in Groningen, Netherlands, June 30–July 3, 1998.
2. Preliminaries
Recall that a relation from a set X to a set Y is a subset of the Cartesian product
X × Y , and a relation F from X to Y is called a function if {x, y} ∈ F , {x, z} ∈ F
implies y = z. A linear relation T in a Hilbert space (H, 〈·, ·〉H) is a linear subset
ofH2 =H⊕H; T is called closed if T is a closed subset of H2. The inverse
T −1 = {{f, g}: {g, f } ∈ T }
and the adjoint
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T ∗ = {{u, v} ∈H2: 〈g, u〉H − 〈f, v〉H = 0 ∀{f, g} ∈ T }
are also linear relations and T ∗ is always closed. A linear relation T is the graph of an
operator if and only if its multivalued part T (0) := {y ∈H: {0, y} ∈ T } is equal to
{0}; we often identify an operator with its graph; see, for example, (1.3) or (2.3). The
domain dom(T ), range ran(T ) and kernel ker(T ) of a linear relation T are defined
by
dom(T ) = {x ∈H: ∃y ∈H, {x, y} ∈ T },
ran(T ) = {y ∈H: ∃x ∈H, {x, y} ∈ T },
ker(T ) = {x ∈H: {x, 0} ∈ T }.
The sum T + S and the composition T S of two linear relations T and S are defined
by
T + S = {{f, g + h}: {f, g} ∈ T , {f, h} ∈ S},
ST = {{f, h}: ∃g ∈H, {f, g} ∈ T , {g, h} ∈ S}.
Since we identify operators with graphs,
αI = {{x, αx}: x ∈H}, α ∈ C,
and hence
T + αI = {{f, g + αf }: {f, g} ∈ T },
αT = {{f, αg}: {f, g} ∈ T }.
Then T ∩ αI = {{f, g} ∈ T : g = αf } is an operator with domain dom(T ∩ αI) =
ker(T − αI). We often identify α with αI . Occasionally, we use the sum of two
linear relations T and S as linear subsets ofH2:
T +˙S = {{f + h, g + k}: {f, g} ∈ T , {h, k} ∈ S},
and this sum is called direct if T ∩ S = {{0, 0}} and orthogonal if T ⊥ S and then
we use the notation T ⊕ S. For a detailed account of linear relations we refer to the
recent book by Cross [6].
A linear relation T is called symmetric if T ⊂ T ∗ and selfadjoint if T = T ∗. A
relation T is called isometric if T −1 ⊂ T ∗ and unitary if T −1 = T ∗; in the first case
T is an ordinary isometric operator from dom(T ) to ran(T ) and in the second case T
is a unitary operator on H. The Cayley transform with respect to µ ∈ C\R
Cµ(T ) = {{g − µf, g − µf }: {f, g} ∈ T }
defines a bijection on the class of linear relations on H onto itself. Its inverse is
given by
Fµ(T ) = {{u− v,µu− µv}: {u, v} ∈ T }.
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The formula V = Cµ(S) gives a one-to-one correspondence between all symmetric
relations S in H and all isometric operators V, in this case dom(V ) = ran(S − µ)
and ran(V ) = ran(S − µ). The same formula gives a one-to-one correspondence be-
tween all selfadjoint relations A in H and all unitary operators U, and the equality
A(0) = ker(U − I) implies that in this correspondence A is multivalued if and only
if 1 is an eigenvalue of U.
A symmetric relation S is called simple if
H = span{ ker(S∗ − z): z ∈ C\R}, (2.1)
equivalently if⋂
z∈C\R
ran(S − z) = {0}. (2.2)
If S is simple, it is an operator. In general, S admits a unique decomposition into
a simple operator and a selfadjoint part: there exists a decomposition of the space
H =H1 ⊕H2 and S: S = S1 ⊕ S2, where S1 is a simple symmetric operator in
H1 and S2 is a selfadjoint relation in H2. A selfadjoint relation A has a ‘rectangu-
lar’ structure: A can be written as A = A1 ⊕ A∞, where A∞ := {{0, x} ∈H2: x ∈
A(0)} is a selfadjoint relation in H∞ = A(0) and A1 is a selfadjoint operator in
H1 =HH∞. Thus, the resolvent (A− z)−1 = (A1 − z)−1 ⊕ 0, z ∈ C\R, is a
bounded operator on H whose kernel equals A(0) and we have
(A− z)−1 = (A1 − z)−1PH1 :H→H1 ⊂H, (2.3)
where PH1 is the orthogonal projection in H ontoH1.
The adjoint of a symmetric relation S can be decomposed as
S∗ = S+˙(S∗ ∩ zI)+˙(S∗ ∩ zI), direct sum in H2,
where z ∈ C\R. The dimension dim(S∗ ∩ zI) is constant on each of the open half
planes C+ and C− and is denoted by d+, for z ∈ C+ and d−, for z ∈ C−. The num-
bers d+ and d− are called the upper and lower defect numbers of S, the pair (d+, d−)
is called the defect index. In the sequel, we assume d = d+ + d− <∞.
A linear relation T˜ in a Hilbert space H˜ is called an extension of a linear relation
S in a Hilbert space H if H is a closed subspace of H˜ and S ⊂ T˜ . The space
H˜H is called the exit space; if it is trivial T˜ is called canonical. A symmetric
relation always has selfadjoint extensions possibly with a nontrivial exit space (just
as an isometric operator always has unitary extensions). S has canonical selfadjoint
extensions if and only if d+ = d−.
A selfadjoint extension T˜ of S is minimal if
H˜ = span{H, ran((T˜ − z)−1∣∣
H
)
: z ∈ C\R} (2.4)
or, equivalently, the only subspace of H˜H which is invariant under (T˜ − z)−1
for one, and hence for all, z ∈ C\R, is the trivial subspace.
A boundary mapping for a closed symmetric relation S in H with defect in-
dex (d+, d−) is a surjective linear operator b : S∗ → Cd with ker(b) = S. If b is
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a boundary mapping for S, then there is a unique d × d matrix Q such that for all
{f, g}, {u, v} ∈ S∗,
〈g, u〉H − 〈f, v〉H = ib(u, v)∗Qb(f, g). (2.5)
Q is a selfadjoint and invertible matrix and has d+ positive and d− negative eigen-
values. The matrix Q is called the Gram matrix for b, for if Q = (qjk)dj,k=1, then
qjk = [[b−1(ek), b−1(ej )]], where ej ∈ Cd is the jth unit vector and
[[{f, g}, {u, v}]] := 1
i
(〈g, u〉H − 〈f, v〉H). (2.6)
Combining (2.5) and (2.6) we get
[[{f, g}, {u, v}]] = b(u, v)∗Qb(f, g), {f, g}, {u, v} ∈ S∗.
Note that if b is a boundary mapping for S with Gram matrix Q and if B is an invert-
ible d × d matrix, thenBb is a boundary mapping for S with Gram matrixB−∗QB−1.
For each selfadjoint and invertible matrix Q with d+ positive and d− negative eigen-
values there exists a boundary mapping for S with Gram matrix Q.
The form [[·, ·]] from (2.6) defines an indefinite inner product onH2 with respect
to which the space (H2, [[·, ·]]) is a Krein space. The inner product [[·, ·]] appears
also in the definition of the adjoint of a linear relation. The extension theory outlined
here can be explained by the geometry of subspaces in Krein spaces; see Appendix
A. For the Krein space terminology which we use throughout the paper we refer to
the monographs of Azizov and Iokhvidov [1] and Bognar [2]. For similar symplectic
algebra formulations we refer to the book of Everitt and Markus [16]. The extension
theory in this paper is closely related to the extension theory in [17, Chapter 3]: there
S is a densely defined symmetric operator in a Hilbert space H with equal (finite or
infinite) defect numbers d±. A triple (H0,1,2) consisting of a Hilbert spaceH0
and mappings j : dom(S∗)→H0 is called a boundary value space of S if (i) for
all f, h ∈ dom(S∗),
〈S∗f, h〉 − 〈f, S∗h〉 = 〈1f,2h〉H0 − 〈2f,1h〉H0
and (ii) the mapping (1,2)T : dom(S∗)→H20 is surjective. The definition im-
plies that dom(S) = ker(1,2)T. Hence, if d0 = d+ = d− <∞ and if we identify
H0 with Cd0 , then the mapping b = (1,2)T is a boundary mapping with Gram
matrix
Q = i
(
0 −I
I 0
)
,
where I denotes the identity matrix of appropriate size. Evidently, one can always
transform a given boundary mapping b as defined above into one of the types con-
sidered in [17]. In [17], dissipative extensions are considered; for some recent results,
see also [3]. The ‘boundary value space’ method is further developed in a series of
interesting papers by Derkach and Malamud, see, for example, [8,9], where further
references can be found. These papers are more focused on the description of the
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generalized resolvents of S and Weyl functions with applications to moment and
other problems, than on the description of the boundary coefficients as presented
in this paper. Some of their results have been extended to the indefinite setting by
Derkach in, for example, [7].
3. Boundary coefficients
For a symmetric linear relation S in a Hilbert space H and boundary mapping
b for S the formulation of the boundary eigenvalue problem, that is, the analog of
problem (1.1) is admittedly somewhat artificial:
For h ∈H, find {f, g} ∈ S∗ such that g − zf = h and U(z)b(f, g) = 0. With
U(z), z ∈ C\R, we associate the family of relations
T (z) = {{f, g} ∈ S∗: U(z)b(f, g) = 0}, z ∈ C\R.
Evidently, S ⊂ T (z) ⊂ S∗ for all z ∈ C\R. A linearization A˜ of the boundary eigen-
value problem is a selfadjoint extension A˜ of S such that
P˜H
(
A˜− z)−1∣∣
H
= (T (z)− z)−1, z ∈ C\R,
where P˜H is the orthogonal projection in H˜ onto H. Because of this formula A˜ is
also called a linearization of T (z). As we shall show, if U(z) satisfies (U1)–(U5)
in Definition 3.1, then T (z) admits a linearization and the converse also holds. In
[11,14] T (z) is called a Straus extension of S.
Definition 3.1 (Boundary coefficient). LetQ be an invertible selfadjoint d × d matrix
with d+ positive and d− negative eigenvalues. A Q-boundary coefficient functionU
is a matrix valued function defined on C\R with the following properties:
(U1)U(z) is a d+ × d matrix if z ∈ C+ andU(z) is a d− × d matrix if z ∈ C−.
(U2)U(z) is holomorphic on C\R.
(U3) Each matrixU(z), z ∈ C\R, has maximal rank.
(U4)U(z)Q−1U(z)∗ = 0, z ∈ C\R.
(U5) The kernel
KU(z,w) = iU(z)Q
−1U(w)∗
z −w , z /= w, z,w ∈ C\R,
is nonnegative.
The kernel condition (U5) means that for any choice of the natural number n and
λ1, . . . , λn ∈ C\R, the selfadjoint block matrix (KU(λj , λk))nj,k=1 is nonnegative.
In particular,
U(z)Q−1U(z)∗  0 if z ∈ C+ and U(z)Q−1U(z)∗  0 if z ∈ C−. (3.1)
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The kernel condition is used to describe the exit space of the linearization of the
family of extensions determined by U(z). In this section, we only make use of the
special cases (3.1).
A Q-boundary coefficientU(z) is said to be minimal if
(U3′) the d × d matrix
(
U(z)
U(z)
)
is invertible, z ∈ C\R.
Note that (U3′) implies (U3).
A boundary coefficient U(z) is said to be row reduced to a boundary coefficient
V(z) if
A(z)U(z) =V(z)
for some invertible matrix function A(z) on C\R which is of size d± × d± for z ∈
C±. In the boundary eigenvalue problem in which the boundary coefficientU(z) ap-
pears, the variable z is the eigenvalue parameter. The following theorem says that any
boundary coefficient can be row reduced to a boundary coefficient whose top rows
are independent of the eigenvalue parameter and the remaining rows are essentially
determined by a minimal boundary coefficient. The theorem shows that in this case
A(z) can even be chosen holomorphic on C\R.
Theorem 3.2. Let Q be a selfadjoint invertible d × d matrix with d+ positive and
d− negative eigenvalues. Let U(z) be a Q-boundary coefficient function. There exist
a unique integer τ, 0  τ  min{d+, d−}, and a holomorphic function A(z) on
C\R whose values are invertible matrices of size d± × d± for z ∈ C± such that
A(z)U(z) =
(
I 0
0 U0(z)
)(
U0
B0
)
, (3.2)
where I is the τ × τ identity matrix, and with ω± := d± − τ, ω := d − 2τ = ω+ +
ω− the matrices U0, U0(z), and B0 have the following properties:
(I) U0 is a constant τ × d matrix of maximal rank;
(II) B0 is a constant ω × d matrix such that B0Q−1B∗0 is invertible and has ω+
positive and ω− negative eigenvalues;
(III) the equality(
U0
B0
)
Q−1
(
U0
B0
)∗
=
(
0 0
0 Q−10
)
(3.3)
holds with Q0 := (B0Q−1B∗0)−1;
(IV) U0(z) is a minimal Q0-boundary coefficient of size ω± × ω.
The right-hand side of (3.2) is called a minimal representation ofU(z).
In the proof of the theorem we use the following well-known lemma whose short
proof we include for completeness.
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Lemma 3.3. Let H1 and H2 be Hilbert spaces and let K : →L(H1,H2) be
a holomorphic (anti-holomorphic) contraction valued function defined on an open
connected set  ⊂ C. There exist decompositionsHj =H0j ⊕H1j , j = 1, 2, such
that K(z) has the matrix representation
K(z) =
(
K0(z) 0
0 V
)(
H01
H11
)
→
(
H02
H12
)
, (3.4)
in which K0 : →L(H01,H02) is a holomorphic (anti-holomorphic) strict con-
traction valued function, V :H11 →H12 is unitary and the subspaces
H11 = ker(I −K(z)∗K(z)), H12 = ker(I −K(z)K(z)∗)
are independent of z.
Proof. Choose a point z0 ∈  and set H11 = ker(I −K(z0)∗K(z0)). For x ∈H11,
the function f (z) = 〈K(z0)∗K(z)x, x〉 is a holomorphic function in z ∈  and
|f (z)|  ‖x‖2 = ‖K(z0)x‖2 = f (z0).
By the maximum modulus principle f (z) = f (z0) ∈ R for all z ∈ , and hence
0  ‖K(z)x −K(z0)x‖2
= ‖K(z)x‖2 − ‖K(z0)x‖2
= ‖K(z)x‖2 − ‖x‖2
 0,
which implies that K(z)|H11 = K(z0)|H11 andH
1
1 = ker(I −K(z)∗K(z)) for all z ∈
. Hence, V := K(z)|H11 is a unitary mapping from H
1
1 onto H
1
2 := VH11. The
equalities〈
K(z)H01, VH
1
1
〉
2 =
〈
K(z)H01,K(z)H
1
1
〉
2
= 〈H01,K(z)∗K(z)H11〉1
= 〈H01,H11〉1
= 0
imply thatK0(z) := K(z)|H01 mapsH
0
1 intoH
0
2 :=H2 H12. This proves the ma-
trix representation (3.4) for K(z). Moreover, ker(I −K0(z)∗K0(z)) =H11 ∩H01 ={0}, and therefore K0(z) is a strict contraction. The last equality in Lemma 3.3 fol-
lows from considering the operator
K(z)∗ =
(
K0(z)∗ 0
0 V−1
)(
H02
H12
)
→
(
H01
H11
)
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in a similar way. In case K is anti-holomorphic, the statement follows by considering
K̂ : →L(H2,H1) defined by K̂(z) = K(z)∗. 
Proof of Theorem 3.2. In this proof, we consider Cd equipped with the indefinite
inner product
[x, y] = y∗Q−1x, x, y ∈ Cd .
The space (Cd , [·, ·]) is a Krein space. Let Cd = Q+[+˙]Q− be a fundamental de-
composition of Cd . For example, Q+ can be the subspace of Cd generated by the
eigenvectors of Q corresponding to its positive eigenvalues and Q− the subspace
of Cd generated by the eigenvectors of Q corresponding to its negative eigenvalues.
Whatever the choice of the fundamental decomposition we have that dim(Q±) = d±.
Denote by P+ and P− the orthogonal projections onto Q+ and Q−. We consider the
subspaces
R(z) := ran(U(z)∗), z ∈ C\R.
For definiteness we assume that Im(z) > 0. The constructions for Im(z) < 0 are
similar. For x = U(z)∗u, y = U(z)∗v, u, v ∈ Cd+, we have
[x, y] = (U(z)∗v)∗Q−1U(z)∗u = v∗U(z)Q−1U(z)∗u.
Since Im(z) > 0, Assumption (3.1) implies that R(z) is a nonnegative subspace of
(Cd , [·, ·]). From dim(R(z)) = d+, it follows that R(z) is a maximal nonnegative
subspace of Cd . Therefore, the operator P+U(z)∗ is surjective, and hence invert-
ible. If K(z) is the operator from the Hilbert space (Q+, [·, ·]) to the Hilbert space
(Q−,−[·, ·]) defined by
K(z) = P−U(z)∗(P+U(z)∗)−1,
then K(z) is a contraction and
R(z) = {(IQ+ +K(z))x+: x+ ∈ Q+}. (3.5)
The operator K(z) is called the angular operator of R(z); see [2]. Since U(z) is
holomorphic,K(z) is anti-holomorphic. In particular, we have that for a ∈ Cd+ there
exists an x+ ∈ Q+ such that
U(z)∗a = (IQ+ +K(z))x+.
Solving for x+ ∈ Q+ we get x+ = P+U(z)∗a. Therefore,
U(z)∗a = (IQ+ +K(z))(P+U(z)∗)a for all a ∈ Cd+ . (3.6)
It follows from Lemma 3.3 with (H1, 〈·, ·〉1) = (Q+, [·, ·]) and (H2, 〈·, ·〉2) =
(Q−,−[·, ·]), that there exist decompositions Q± = Q0±[+˙]Q1± such that
K(z) =
(
K0(z) 0
0 V
)(
Q0+
Q1+
)
→
(
Q0−
Q1−
)
,
where K0(z) : Q0+ → Q0− is a strict contraction, K0(z) is anti-holomorphic and V :
Q1+ → Q1− is a unitary operator. Let τ = dim(Q1+) = dim(Q1−), ω± = d± − τ, and
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ω = ω+ + ω− = d − 2τ. Since the spaces are finite-dimensionalK0(z) is a uniform
contraction, that is, ‖K0(z)‖ < 1. The subspace Q0+[+]Q0− is a Krein subspace of
(Cd , [·, ·]) of dimension ω. The decomposition Q0+[+˙]Q0− is a fundamental decom-
position of this Krein space. We have ω+ = dim(Q0+) and ω− = dim(Q0−).
Now equality (3.5) becomes
R(z) = {x0 + x1 +K0(z)x0 + V x1: x0 ∈ Q0+, x1 ∈ Q1+} = R0[+˙]R+(z),
where by (3.6),
R0 :=
{
x1 + V x1: x1 ∈ Q1+
} = U(z)∗(P+U(z)∗)−1Q1+
is a neutral subspace and
R+(z) :=
{
x0 +K0(z)x0: x0 ∈ Q0+
} = U(z)∗(P+U(z)∗)−1Q0+
is a maximal uniformly positive subspace of (Q0+[+˙]Q0−, [·, ·]).
It follows from (U4) that the subspaces ran(U(z)∗) and ran(U(z)∗) are orthogonal
with respect to [·, ·]. The subspace R(z) = ran(U(z)∗) is a maximal nonpositive
subspace of (Cd, [·, ·]). The angular operator forR(z) is given by
K(z) = K(z)∗ : (Q−,−[·, ·])→ (Q+, [·, ·]),
that is, R(z) = {x− +K(z)∗x−: x− ∈ Q−}. It follows that
R(z) = R0[+˙]R−(z),
whereR−(z) is a maximal uniformly negative subspace of (Q0+[+˙]Q0−, [·, ·]). Thus,
Q0+[+˙]Q0− = R+(z)[+˙]R−(z) (3.7)
and the right-hand side of (3.7) is a fundamental decomposition of (Q0+[+]Q0−, [·, ·]).
Moreover,
R0[⊥]Q0+[+˙]Q0−.
Select a basis of theω-dimensional spaceQ0+[+˙]Q0−. (Note thatQ0+[+˙]Q0− ⊂ Cd .)
Let the columns of the d × ω matrixB∗0 be the vectors of this basis. The Gram matrix
B0Q
−1B∗0 of the columns of B∗0 with respect to the indefinite inner product [·, ·] is
invertible and has ω+ positive and ω− negative eigenvalues. Hence, B0 has property
(II). The Gram matrix B0B∗0 of the columns of B∗0 with respect to the Euclidean inner
product is invertible and the matrix B∗0(B0B∗0)−1B0 is the orthogonal projection with
respect to the Euclidean inner product of Cd onto Q0+[+˙]Q0−.
Let a1, . . . , aτ be a basis of the subspaceQ1+. Then (IQ1+ + V )aj , j = 1, 2, . . . , τ,
is a basis ofR0. Let the columns of the d × τ matrix U∗0 be the d × 1 vectors (IQ1+ +
V )aj , j = 1, 2, . . . , τ . Then U0 has property (I).
Property (III) now follows from the fact thatR0 is a neutral subspace of (Cd, [·, ·])
and orthogonal to Q0+[+˙]Q0− in [·, ·].
We now constructU0(z). Let b1, . . . , bω+ be a basis of the spaceQ0+. Then (IQ0+ +
K0(z))bj , j = 1, 2, . . . , ω+, is a basis of R+(z). Let the columns of the d × ω+
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matrix W1(z)∗ be the d × 1 vectors (IQ0+ +K0(z))bj , j = 1, 2, . . . , ω+. Since the
function K0(z) is anti-holomorphic, the functionW1(z)∗ is anti-holomorphic. Put
U0(z)
∗ = (B0B∗0)−1B0W1(z)∗.
Clearly, U0(z)∗ is an ω × ω+ matrix and the function U0(z)∗ is anti-holomorphic.
Since the columns of the matrixW1(z)∗ belong to Q0+[+˙]Q0− we have
B∗0U0(z)∗ = B∗0(B0B∗0)−1B0W1(z)∗ =W1(z)∗.
Thus, the columns of the matrix (U∗0 B∗0U0(z)∗) form an anti-holomorphic basis for
R(z) = ran(U(z)∗). Another anti-holomorphic basis of this space is formed by the
columns of U(z)∗. Denote by A(z)∗ the ‘change of coordinates matrix’ between
these two basis ofR(z), that is, the matrix with the property
U(z)∗A(z)∗ = (U∗0 B∗0U0(z)∗).
By (3.6), we have A(z)∗ = (P+U(z)∗)−1. Clearly, A(z) is a d+ × d+ invertible
matrix and the function A(z) is holomorphic on C+. An analogous construction
leads to the d × ω− matrix W(z)∗ and to the ω × ω− matrix U0(z)∗ := B0W(z)∗
and finally to the d− × d− matrix A(z)∗ such that
U(z)∗A(z)∗ = (U∗0 B∗0U0(z)∗).
Thus,U(z) has the minimal representation (3.2).
It remains to show property (IV). Properties (U1) and (U2) follow from the con-
struction of U0(z). The d × ω matrix (B∗0U0(z)∗ B∗0U0(z)∗) consists of the basis
vectors of R+(z) and of R−(z). Since these two subspaces form a fundamental de-
composition of Q0+[+˙]Q0− the columns of (B∗0U0(z)∗ B∗0U0(z)∗) are linearly in-
dependent. Thus, the matrix B∗0(U0(z)∗ U0(z)∗) has rank ω and therefore ω × ω
matrixU0(z)
U0(z)
 is invertible, z ∈ C\R,
that is, (U3′) holds.
From (3.2) and (3.3) we obtain the equalities0 0
0 U0(z)Q−10 U0(w)∗
 =
 U0Q−1U∗0 U0Q−1B∗0U0(w)∗
U0(z)B0Q
−1U∗0 U0(z)B0Q−1B∗0U0(w)∗

=
(
U0
U0(z)B0
)
Q−1
(
U0
U0(w)B0
)∗
=A(z)U(z)Q−1U(w)∗A(w)∗. (3.8)
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Properties (U4) and (U5) of U0(z) follow from (3.8) and from the corresponding
properties (U4) and (U5) of U(z). Thus, U0(z) is a minimal Q0-boundary coeffi-
cient. 
Lemma 3.4. Let S be a closed symmetric linear relation with defect (d+, d−), d =
d+ + d− <∞, let τ be an integer with 0 < τ < d, and let b be a boundary mapping
for S with Gram matrix Q. Equivalent are:
(a) For a closed linear relation T we have S ⊂ T ⊂ S∗, and dim(T /S) = τ.
(b) There exists a (d − τ )× d matrix A of maximal rank such that
T = {{f, g} ∈ S∗: Ab(f, g) = 0}.
(c) There exists a τ × d matrix B of maximal rank such that
T ∗ = {{f, g} ∈ S∗: Bb(f, g) = 0}.
If (a)–(c) hold, then BQ−1A∗ = 0 and the matrices A andB are determined uniquely
up to multiplication from the left by invertible matrices.
(d) If (a)–(c) hold and if C is a τ × d matrix of maximal rank such that CQ−1A∗ = 0
and
V = {{f, g} ∈ S∗: Cb(f, g) = 0},
then T ∗ = V.
Proof. We use the same setting as in the proof of Theorem 3.2. We consider Cd to be
equipped with the indefinite inner product [x, y] = y∗Q−1x, x, y ∈ Cd . The space
(Cd , [·, ·]) is a Krein space with signature (d+, d−). The mapping Qb : S∗/S → Cd
is an isomorphism between the Krein spaces (S∗/S, [[·, ·]]) and (Cd, [·, ·]). For a ma-
trixM×M∗ we denote the adjoint ofM with respect to the Euclidean inner product.
For a d × r matrix M∗ whose columns are vectors in Cd we have
x ∈ ker (MQ−1) ⇔ y∗MQ−1x = 0 (∀y ∈ Cd)
⇔ x∗Q−1M∗y = 0 (∀y ∈ Cd)
⇔ x ∈ (ran(M∗))[⊥],
where [⊥] denotes the orthogonal complement in (Cd , [·, ·]). Thus,
ker
(
MQ−1
) = (ran(M∗))[⊥]. (3.9)
If T = {{f, g} ∈ S∗: Mb(f, g) = 0}, and M has maximal rank, then Qb(T ) =
ker(MQ−1). Since Qb(T ∗) is the orthogonal complement of ker(MQ−1) in
(Cd , [·, ·]) equality (3.9) implies Qb(T ∗) = ran(M∗). Thus,
Qb(T ) = ker (MQ−1) if and only if Qb(T ∗) = ran(M∗). (3.10)
If (a) holds, then dim(Qb(T )) = τ and dim(Qb(T ∗)) = dim(Qb(T )[⊥]) = d − τ .
Set A∗ to be a d × (d − τ ) matrix whose columns are basis vectors ofQb(T ∗). Then
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(3.10) with M = A implies that (b) holds. The implication (b) ⇒ (a) follows from
the fact that S = ker(b). The equivalence (a) ⇔ (c) follows from the fact that (a) is
equivalent to
S ⊂ T ∗ ⊂ S∗ and dim(T ∗/S) = d − τ,
which follows from (3.10).
Now assume that (a)–(c) hold. It follows from (3.10) that Qb(T ∗) = ran(A∗) =
ker(BQ−1). Consequently, BQ−1A∗ = 0. The uniqueness statement about A and B
follows from (3.10).
Statement (d) follows from the fact that ker(B) = ran(Q−1A∗) = ker(C). 
Lemma 3.5. Let S be a closed symmetric linear relation with defect (d+, d−), d =
d+ + d− <∞, and let b be a boundary mapping for S with Gram matrixQ. Assume
that (a)–(c) in Lemma 3.4 hold. Then T is symmetric if and only if BQ−1B∗ = 0.
In this case, τ  min{d+, d−} and the defect index of T is (ω+, ω−), ω± = d± − τ.
The (d − τ )× d matrix A can be chosen to be of the form
A =
(
B
B0
)
,
where B0 is an ω × d matrix of maximal rank, ω = d − 2τ, such that BQ−1B∗0 = 0
and B0Q−1B∗0 is invertible. Then b0 = B0b|T ∗ is a boundary mapping for T with
Gram matrix Q0 = (B0Q−1B∗0)−1.
Proof. We use the notation and facts from the proof of Lemma 3.4. The relation T is
symmetric if and only if Qb(T ) ⊂ Qb(T ∗), and consequently, Qb(T ) = ran(B∗) ⊂
ker(BQ−1) = Qb(T ∗). The last inclusion is equivalent to BQ−1B∗ = 0. Hence, T is
symmetric if and only if BQ−1B∗ = 0.
Assume that T is symmetric. Then
ran(B∗) ⊂ Qb(T ∗) = ran(A∗) (3.11)
and the columns of the matrix A∗ can be chosen to be any basis vectors for Qb(T ∗).
In particular, we can choose A∗ to be of the form (B∗ B∗0), where the columns of
d × ω matrixB∗0 are chosen to complete the basis ofQb(T ∗). It follows from Lemma
3.4 that
0 = BQ−1A∗ = BQ−1
(
B
B0
)∗
= (BQ−1B∗ BQ−1B∗0).
In particular, BQ−1B∗0 = 0 or, equivalently, (ranB∗)[⊥](ranB∗0). Thus, Qb(T ∗) =
(ranB∗)[+˙](ranB∗0). Since Qb(T ∗)[⊥] = ran(B∗), we conclude that the inner prod-
uct [·, ·] is nondegenerate on ran(B∗0). This implies that B0Q−1B∗0 is invertible and
we put Q0 := (B0Q−1B∗0)−1. Further, (ran(B∗0), [·, ·]) is a Krein space of dimen-
sion ω = d − 2τ and therefore (ran(B∗0)[⊥], [·, ·]) is a Krein space of dimension
2τ . Since it contains the neutral τ -dimensional subspace ran(B∗), the signature of
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(ran(B∗0)[⊥], [·, ·]) is (τ, τ ). The equality Cd = ran(B∗0)[⊥][+˙]ran(B∗0), implies that
the signature of (ran(B∗0), [·, ·]) is (ω+, ω−), ω± = d± − τ. This also implies that
the signature of the matrix Q0 is (ω+, ω−).
Put b0 := B0b|T ∗ . SinceQb(T ∗) ⊃ ran(B∗0) and since theω × ω matrixB0Q−1B∗0
is invertible we conclude that b0 : T ∗ → Cω is surjective. Considering b0 as a map-
ping from the ω + τ -dimensional space T ∗/S onto Cω we see that its kernel must be
τ -dimensional. SinceQb(T ) = ran(B∗) andB0Q−1B∗ = 0,we have T/S ⊂ ker(b0).
Now dim(T /S) = τ implies that T = ker(b0). Thus, b0 is a boundary mapping for T .
Since Qb(T ∗) = ran(A∗) = ran((B∗ B∗0)), for {f, g}, {u, v} ∈ T ∗ there exist x, y ∈
Cτ+ω such that Qb(f, g) = (B∗ B∗0)x and Qb(u, v) = (U∗0 B∗0)y and we have
[[{f, g}, {u, v}]] = (b(u, v))∗Qb(f, g)
= y∗
(
B
B0
)
Q−1QQ−1
(
B
B0
)∗
x
= y∗
(
0 0
0 Q−10
)
x. (3.12)
We also calculate
(B0b(u, v))
∗Q0(B0b(f, g)) = y∗
(
B
B0
)
Q−1B∗0Q0B0Q−1
(
B
B0
)∗
x
= y∗
(
BQ−1B∗0
Q−10
)
Q0
(
BQ−1B∗0
Q−10
)∗
x
= y∗
(
0
Q−10
)
Q0
(
0
Q−10
)∗
x
= y∗
(
0
I
) (
0 Q−10
)
x
= y∗
(
0 0
0 Q−10
)
x. (3.13)
Combining (3.12) and (3.13) we get
[[{f, g}, {u, v}]] = (B0b(u, v))∗Q0(B0b(f, g)) for all {f, g}, {u, v} ∈ T ∗,
and therefore the Gram matrix of the boundary mapping b0 = B0b|T ∗ is Q0. Since
the signature of the matrix Q0 is (ω+, ω−), the defect index of T is (ω+, ω−). 
Corollary 3.6. Let S be a closed symmetric linear relation with defect (d+, d−),
d = d+ + d− <∞, and let b be a boundary mapping for S with Gram matrixQ. Let
U(z) be a Q-boundary coefficient and assume U(z) has the minimal representation
(3.2). Then:
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(a) The relation S0 := {{f, g} ∈ S∗: U0b(f, g) = 0, B0b(f, g) = 0} is a closed lin-
ear symmetric extension of S with defect index (ω+, ω−) and dim(S0/S) = τ.
(b) The mapping b0 := B0b|S∗0 is a boundary mapping for S0 with Gram matrix
Q0 = (B0Q−1B∗0)−1.
(c) For all z ∈ C\R, we have {{f, g} ∈ S∗: U(z)b(f, g) = 0} = {{f, g} ∈ S∗0 :
U0(z)b0(f, g) = 0}.
4. Representation of minimal boundary coefficient and reproducing
kernel Hilbert spaces
We begin with a lemma about the existence of a holomorphic basis of eigenfunc-
tions of the adjoint of a symmetric relation.
Lemma 4.1. Let S be a closed symmetric linear relation in a Hilbert spaceH with
defect index (d+, d−). There exists a holomorphic row vector function  : C± →
Hd± such that the components of (z) constitute a basis for ker(S∗ − z), z ∈ C\R.
Proof. Let A˜ be any selfadjoint extension of S in H˜. Let P˜H denote the orthogonal
projection in H˜ ontoH. For µ ∈ C+ let
(µ) = (φ1(µ), . . . , φd+(µ)),
(µ) = (φ1(µ), . . . , φd−(µ))
be row vectors whose entries form a basis for ker(S∗ − µ) and ker(S∗ − µ). Define
for z ∈ C+,
(z) = (I + (z− µ)P˜H(A˜− z)−1)(µ)
= ((I + (z − µ)P˜H(A˜− z)−1)φ1(µ),
. . . ,
(
I + (z− µ)P˜H(A˜− z)−1
)
φd+(µ)
)
and for z ∈ C−,
(z) = (I + (z− µ)P˜H(A˜− z)−1)(µ).
We show that (z) has the desired properties. We restrict the proof to z ∈ C+; the
case z ∈ C− can be treated similarly. For arbitrary {u, v} ∈ S we have that〈(
I + (z− µ)P˜H(A˜− z)−1
)
φj (µ), v − zu
〉
= 〈φj (µ), v − zu〉+ (z− µ)〈φj (µ), (A˜− z)−1(v − zu)〉
= 〈φj (µ), v − zu〉+ (z− µ)〈φj (µ), u〉
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= 〈φj (µ), v − µu〉
= 0
as v − µu ∈ ran(S − µ) = (ker(S∗ − µ))⊥. It follows that the components of the
vector(
I + (z − µ)P˜H(A˜− z)−1
)
(µ)
are orthogonal to ran(S − z) = (ker(S∗ − z))⊥. This proves that the components of
(z) belong to ker(S∗ − z). To show that they are linearly independent it suffices to
show that if φ ∈ ker(S∗ − µ) and(
I + (z − µ)P˜H(A˜− z)−1
)
φ = 0, (4.1)
then φ = 0. If (4.1) holds, then there is a h˜ ∈ H˜H such that (z− µ)(A˜−
z)−1φ = h˜− φ or, equivalently, {(z− µ)φ, h˜− φ} ∈ (A˜− z)−1 or {˜h− φ, zh˜−
µφ} ∈ A˜. From A˜ = A˜∗ we get
0 = [[{˜h− φ, zh˜− µφ}, {˜h− φ, zh˜− µφ}]]
= 2 Im(z)‖h˜‖2 + 2 Im(µ)‖φ‖2.
As Im(z), Im(µ) > 0 we see φ = 0. 
If, as in Lemma 4.1, the components of (z) form a basis, we shall simply say
that (z) is a basis; if additionally the components are holomorphic we call (z) a
holomorphic basis. In the sequel, we also use the following notation. If z ∈ C± and
(z) = (φ1(z), . . . , φd±(z)) is a basis for ker(S∗ − z), then ̂(z) stands for the basis
for S∗ ∩ zI given by
̂(z) = ({φ1(z), zφ1(z)}, . . . , {φd±(z), zφd±(z)})
and, if b is a boundary mapping for S, b(̂(z)) is the d × d± matrix
b(̂(z)) = (b(φ1(z), zφ1(z)), . . . , b(φd±(z), zφd±(z))).
If (H, 〈·, ·〉) is an inner product space and if v = (v1, . . . , vm) andw = (w1, . . . , wn)
are vectors with entries in H, then 〈v,w〉 stands for the n×m matrix
〈v,w〉 =

〈v1, w1〉 〈v2, w1〉 · · · 〈vm,w1〉
〈v1, w2〉 〈v2, w2〉 · · · 〈vm,w2〉
...
...
...
...
〈v1, wn〉 〈v2, wn〉 · · · 〈vm,wn〉
.
In the following proposition, we construct minimal boundary coefficients from
a boundary mapping for a symmetric relation S and a holomorphic basis of
ker(S∗ − z).
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Proposition 4.2. Let S be a closed symmetric linear relation in a Hilbert space H
with defect index (d+, d−), d = d+ + d− <∞.
(a) Let(z) be a holomorphic basis for ker(S∗ − z), z ∈ C\R, and let b be a bound-
ary mapping for S with Gram matrixQ. Then the matrix valued functionU(z) :=
(Qb(̂(z)))∗, z ∈ C\R, is a minimal (−Q)-boundary coefficient.
(b) Let 1(z) be another holomorphic basis for ker(S∗ − z), z ∈ C\R, and let
b1 be another boundary mapping for S with Gram matrix Q1 and U1(z) :=
(Q1b1(̂1(z)))∗, z ∈ C\R. Then
U(z) =A(z)U1(z)A
for some invertible matrix function A(z) of size d∓ × d∓ if z ∈ C± and a con-
stant invertible d × d matrix A such that AQ−1A∗ = Q−11 .
Proof. (a) For z ∈ C± the row vector ̂(z) has d∓ components which are vec-
tors from S∗ ∩ zI. The mapping Qb maps each component from ̂(z) to a d × 1
vector in Cd . Thus, Qb(̂(z)) is a d × d∓ matrix and U(z) is a d∓ × d ma-
trix. This proves (U1). Since ̂(z) is holomorphic, ̂(z) is anti-holomorphic, and
consequently Qb(̂(z)) is also anti-holomorphic. Therefore, U(z) is holomorphic
and (U2) is proved. Since the vectors in ̂(z) and ̂(z) are linearly independent
and since Qb is a bijection on (S∗ ∩ zI)+˙(S∗ ∩ zI) it follows that the matrix
(Qb(̂(z)) Qb(̂(z))) = (U(z)∗ U(z)∗) is invertible. Thus, the property (U3′)
holds. We calculateU(z)(−Q−1)U(w)∗:
U(z)
(−Q−1)U(w)∗ = b(̂(z))∗Q(−Q−1)Qb(̂(w))
= b(̂(z))∗(−Q)b(̂(w))
= −[[̂(w), ̂(z)]]
= 1
i
(z−w)〈(w),(z)〉.
Thus,U has the property (U4) and
KU(z,w) = 〈(w),(z)〉, z /= w, z,w ∈ C\R. (4.2)
It follows that the block matrix (KU(λj , λk))nj,k=1 is Gram matrix of vectors in
(λ1), . . . ,(λn). Therefore, the functionU(z) has the property (U5).
(b) Let b and b1 be two boundary mappings for S with Gram matrices Q and Q1
and let (z) and 1(z) be holomorphic basis for ker(S∗ − z). Then there exist in-
vertible matrices A andA(z) such that Qb = A∗Q1b1, AQ−1A∗ = Q−11 and (z) =
1(z)A(z)∗. The linearity of b1 implies that Qb(̂(z)) = A∗Q1b1(̂1(z)A(z)∗) =
A∗Q1b1(̂1(z))A(z)∗ and therefore (b) is proved. 
To show that Proposition 4.2 has a converse we make use of the theory of repro-
ducing kernel Hilbert spaces. Let Q be a d × d invertible selfadjoint matrix with d+
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positive and d− negative eigenvalues. LetU(z) be aQ-boundary coefficient. With the
kernel KU(z,w) in (U5) we associate a reproducing kernel Hilbert space H(KU).
It is the completion of the linear space of the holomorphic functions
z #→
n∑
j=1
KU(z,wj )xj , z ∈ C\R, wj ∈ C±, xj ∈ Cd±,
j = 1, . . . , n, n ∈ N,
with respect to the inner product〈
n∑
j=1
KU(·, wj )xj ,
m∑
k=1
KU(·, uk)yk
〉
=
n∑
j=1
m∑
k=1
y∗kKU(uk,wj )xj .
This completion consists of column vector functions f (z) which are holomorphic on
C\R, and are of size d± × 1 on C±. The inner product of f (z) in H(KU) with a
function z #→ KU(z,w)x reproduces the value of f (z) at z = w in the direction x:
x∗f (w) = 〈f (·),KU(·, w)x〉.
By the continuity of the kernel KU(z,w) for any finite subset F ⊂ C\R the linear
manifold
H◦F (KU) := span
{
z #→ KU(z,w)x (z ∈ C\R): w ∈ C±\F, x ∈ Cd±
}
(4.3)
is dense in H(KU).
Lemma 4.3. Let Q and Q1 be d × d invertible selfadjoint matrices with d+ posi-
tive and d− negative eigenvalues. Let U be a Q-boundary coefficient, let U1 be a
Q1-boundary coefficient and assume that
U(z) =A(z)U1(z)A
for some invertible matrix function A(z) of size d∓ × d∓ if z ∈ C± and a constant
invertible d × d matrix A such that AQ−1A∗ = Q−11 . Then the operator of multi-
plication A(·) : f (z) #→A(z)f (z) is an isomorphism from H(KU) onto H(KU1)
and under this isomorphism the operators SU and SU1 of multiplication by the inde-
pendent variable z coincide.
In particular, if U has a minimal representation (3.2), then the reproducing ker-
nel spaces H(KU) and H(KU0) are isomorphic and under the isomorphism the
operators of multiplication by the independent variable z coincide.
Proof. The kernels associated with the boundary coefficientsU and U1 are
KU(z,w) = iU(z)Q
−1U(w)∗
z−w , KU1(z,w) = i
U1(z)Q
−1
1 U1(w)
∗
z−w
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and so fromU(z) =A(z)U1(z)A and AQ−1A∗ = Q−11 we obtain
KU(z,w) = iA(z)U1(z)AQ
−1A∗U1(w)∗A(w)∗
z− w =A(z)KU1(z,w)A(w)
∗.
Hence, for all w ∈ C± and x ∈ Cd±, z ∈ C± and y ∈ Cd±,
〈KU(·, w)x,KU(·, z)y〉HU = 〈KU1(·, w)A(w)∗x,KU1(·, z)A(z)∗y〉HU1 ,
which implies that the linear operator which maps KU(·, w)x to KU1(·, w)A(w)∗x
extends by continuity to an isometry fromH(KU) toH(KU1). We denote its adjoint
by W. Then for w ∈ C± and x ∈ Cd±,
x∗(Wh)(w) = 〈(Wh)(·),KU(·, w)x〉HU
= 〈h(·),KU1(·, w)A(w)∗x〉HU1
= x∗A(w)h(w)
and so W is the operator of multiplication by A(·) and is a partial isometry from
H(KU1) onto H(KU). As A(z) is invertible, W is in fact a unitary operator. Evi-
dently, the operators of multiplication by z in H(KU) and H(KU1) are isomorphic
under W. 
Thus, to study the operator SU of multiplication by z in H(KU) we may assume
without loss of generality that U(z) is a minimal Q-boundary coefficient. The fol-
lowing theorem gives a representation of a minimal boundary coefficient U(z) in
terms of the operator SU of multiplication by z in the reproducing kernel Hilbert
spaceH(KU).
Theorem 4.4. Let Q be a d × d invertible selfadjoint matrix with d+ positive and
d− negative eigenvalues. LetU(z) be a minimal Q-boundary coefficient.
(a) The operator SU of multiplication by z in the reproducing kernel Hilbert space
H(KU) is a closed simple symmetric operator with defect index (d−, d+). Its
adjoint is given by
S∗U = span
{{KU(·, w)x,wKU(·, w)x}: w ∈ C±, x ∈ Cd±}. (4.4)
(b) There exist a boundary mapping b1 for SU with Gram matrix −Q and a holo-
morphic basis 1(z) for ker(S∗U − z), z ∈ C\R, such that
U(z) = (Qb1(̂1(z)))∗.
(c) Let b2 be an arbitrary boundary mapping for SU with Gram matrix Q2 and let
2(z) be an arbitrary holomorphic basis for ker(S∗U − z), z ∈ C\R. Then
U(z) =A(z)(Q2b2(̂2(z)))∗A
for some invertible matrix function A(z) of size d∓ × d∓ if z ∈ C± and a con-
stant invertible d × d matrix A such that AQ−1A∗ = −Q−12 .
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Proof. To prove (a) consider the linear manifold
T ◦max =
{ { n∑
j=1
KU(·, wj )xj ,
n∑
j=1
wjKU(·, wj )xj
}
:
n ∈ N, wj ∈ C±, xj ∈ Cd±
}
in the spaceH(KU)2. The closure of this manifold inH(KU)2 is the linear relation
Tmax. Consider the boundary form [[·, ·]] on T ◦max:[[{ n∑
j=1
KU(·, wj )xj ,
n∑
j=1
wjKU(·, wj )xj
}
,
{ m∑
k=1
KU(·, uk)yk,
m∑
k=1
ukKU(·, uk)yk
}]]
:= 1
i
(〈 n∑
j=1
wjKU(·, wj )xj ,
m∑
k=1
KU(·, uk)yk
〉
−
〈 n∑
j=1
KU(·, wj )xj ,
m∑
k=1
ukKU(·, uk)yk
〉)
= 1
i
n∑
j=1
m∑
k=1
(wjy
∗
kKU(uk,wj )xj − uky∗kKU(uk,wj )xj )
= 1
i
n∑
j=1
m∑
k=1
(wj − uk)y∗kKU(uk,wj )xj
= 1
i
n∑
j=1
m∑
k=1
(wj − uk)y∗k i
U(uk)Q
−1U(wj )∗
uk −wj xj
= −
n∑
j=1
m∑
k=1
y∗kU(uk)Q−1U(wj )∗xj
= −
( m∑
k=1
U(uk)
∗yk
)∗
Q−1
( n∑
j=1
U(wj )
∗xj
)
. (4.5)
Since the form [[·, ·]] is continuous onH(KU)2 the subspace (T ◦max, [[·, ·]]) is a dense
subspace of the pseudo-Krein space (Tmax, [[·, ·]]). The isotropic part of Tmax is the
closure Tmin of the following linear manifold:
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T ◦min :=
{{ n∑
j=1
KU(·, wj )xj ,
n∑
j=1
wjKU(·, wj )xj
}
:
n∑
j=1
U(wj )
∗xj = 0, n ∈ N, wj ∈ C±, xj ∈ Cd±
}
.
Since we assume that U(z) is a minimal boundary coefficient it follows that the
mapping b◦ : T ◦max → Cd defined by
b◦
{ n∑
j=1
KU(·, wj )xj ,
n∑
j=1
wjKU(·, wj )xj
} := n∑
j=1
U(wj )
∗xj
is onto. This mapping is continuous with respect to the topology ofH(KU)2. Clearly,
ker(b◦) = T ◦min. Therefore, dim(T ◦max/T ◦min) = d. Denote by b the extension of b◦ to
Tmax by continuity. Then ker(b) = Tmin. The mapping b is a boundary mapping for
Tmax. It follows from (4.5) that Gram matrix of b is −Q−1.
Let µ ∈ C+. Put
Mµ = span
{{KU(·, µ)x,µKU(·, µ)x}: x ∈ Cd−} ⊂ T ◦max ∩ µI,
Mµ = span
{{KU(·, µ)x,µKU(·, µ)x}: x ∈ Cd+} ⊂ T ◦max ∩ µI. (4.6)
SinceU(z) is a minimal boundary coefficient we conclude that
dim(Mµ) = d− and dim(Mµ) = d+,
and
Mµ ∩Mµ = {0} and (Mµ[[+˙]]Mµ) ∩ T ◦min = {0}.
Since
d = d− + d+ = dim(Mµ[[+˙]]Mµ)  dim
(
T ◦max/T ◦min
) = d,
we conclude that the following decomposition of T ◦max holds:
T ◦max = T ◦min[[+˙]]Mµ[[+˙]]Mµ, direct sums in H2 .
Continuity of the inner product [[·, ·]] in the space H(KU)2 implies that the same
decomposition will be true for the closures:
Tmax = Tmin[[+˙]]Mµ[[+˙]]Mµ, direct sums in H2. (4.7)
Evidently, Tmin is the isotropic part of Tmax. We now want to apply Proposition A.2
from Appendix A. We need to be specific about the fundamental symmetry of the
Krein space (H(KU)2, [[·, ·]]) that induces the decomposition (4.7). That fundamen-
tal symmetry is
Jµ = 1i Im(µ)
(−Re(µ) 1
−|µ|2 Re(µ)
)
. (4.8)
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We now have to prove that
JµTmax+Tmax =H(KU)2. (4.9)
Using the notation introduced in (4.3), it is sufficient to prove that
Jµ
(
T ◦max
)+T ◦max =H◦{µ,µ}(KU)2, (4.10)
since the closure of the left-/right-hand side of (4.10) is the left-/right-hand side of
(4.9). Let w, v ∈ (C\R)\{µ,µ} and let a and c be vectors of appropriate size. Put
a′ = 1
2(µ−w)(µ−w)a and c
′ = − 1
2(µ− v)(µ− v)c.
A straightforward calculation shows that
(µ− µ)Jµ
(
w
(
KU(·, w)a′
wKU(·, w)a′
)
+
(
KU(·, v)c′
vKU(·, v)c′
))
+
(
(2µµ−w(µ+ µ))
(
KU(·, w)a′
wKU(·, w)a′
)
+((µ+ µ)− 2w)
(
KU(·, v)c′
vKU(·, v)c′
))
=
(
KU(·, w)a
KU(·, v)c
)
.
Taking linear combinations over all w, v ∈ (C\R)\{µ,µ} leads to (4.10).
Thus, we have proved that T ∗max = Tmin. We now give another characterization of
Tmin. By the definition of the adjoint, {f, g} ∈H(KU)2 belongs to T ∗max if and only
if for each {KU(·, w)a,wKU(·, w)a} ∈ Tmax we have
0 = [[{f, g}, {KU(·, w)a,wKU(·, w)a}]]
= 1
i
(〈g,KU(·, w)a〉 − 〈f,wKU(·, w)a〉)
= 1
i
(a∗g(w) − a∗wf (w)). (4.11)
Since (4.11) holds for all w ∈ C± and for all a ∈ Cd± we conclude that {f, g} ∈
H(KU)
2 belongs to T ∗max if and only if g(z) = zf (z), z ∈ C±. Therefore, the oper-
ator of multiplication by z in H(KU) equals Tmin,
SU = Tmin.
Thus, SU is a closed and symmetric operator with defect index (d−, d+). Since S∗U =
T ∗min = Tmax, (4.4) holds and consequently SU is simple. This completes the proof of
part (a).
The proof of (b) follows. Put b1 = Q−1b, where b is the boundary mapping
for SU with Gram matrix −Q−1 introduced in the proof of part (a). Then b1 is a
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boundary mapping for SU with Gram matrix −Q. Note that for the jth basis vec-
tor ej of Cd∓ , j = 1, . . . , d∓, the vectors KU(·, z)ej , j = 1, . . . , d∓, form a basis
of ker(S∗U − z), z ∈ C±. Let 1(z), z ∈ C±, be the vector whose components are
the vectors KU(·, z)ej , j = 1, . . . , d∓. Since U(z) is holomorphic on C±, 1(z) is
holomorphic there too. Using the above definitions we get
b1(̂1(z)) = Q−1b(̂1(z))
= Q−1(U(z)∗e1 · · · U(z)∗ed∓)
= Q−1U(z)∗.
This readily implies (b).
Part (c) follows from Proposition 4.2(b). The theorem is proved. 
Corollary 4.5. Let S be a closed simple symmetric operator in a Hilbert space
(H, 〈·, ·〉H) with defect index (d+, d−), d = d+ + d− <∞. Then there exist a d ×
d invertible matrix Q with d+ positive and d− negative eigenvalues and a minimal
(−Q)-boundary coefficient U(z) such that S is isomorphic to the operator SU of
multiplication by the independent variable in the reproducing kernel Hilbert space
H(KU) and
S∗ = span{{φ, zφ}: φ ∈ ker(S∗ − z), z ∈ C\R}.
Proof. Assume that S is a closed simple symmetric operator in a Hilbert
space (H, 〈·, ·〉H) with defect index (d+, d−), d = d+ + d− <∞. Let U(z) =
(Qb(̂(z)))∗, where b is a boundary mapping for S with Gram matrix Q and (z)
is a holomorphic basis for ker(S∗ − z). By Proposition 4.2 U(z) is a minimal
(−Q)-boundary coefficient. It follows that the kernel
KU(z,w) = −iU(z)Q
−1U(w)∗
z− w
is nonnegative. We show that S in H is isomorphic to the operator SU
of multiplication by the independent variable in the reproducing kernel space
(H(KU), 〈·, ·〉H(KU)). By Theorem 4.4 the defect index of SU is equal to that of
S. Denote by U :H→H(KU) the linear operator
U((w)x) = KU(·, w)x, w ∈ C±, x ∈ Cd± .
From (4.2)
〈(w)x,(z)y〉H = y∗KU(z,w)x = 〈KU(·, w)x,KU(·, z)y〉H(KU).
Hence, U is isometric. As S is simple, dom(S∗) is dense inH and as the kernel func-
tions KU(·, w)x are total in H(KU) the range of U is dense in H(KU). Therefore,
the closure of U is a unitary operator which we also denote by U. Using Theorem
4.4 we conclude:
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S ⊂ U−1SUU ⊂ U−1S∗UU
= span{{(w)x,w(w)x}: w ∈ C±, x ∈ Cd±} ⊂ S∗.
Since dim(S∗/S) = dim(S∗U/SU) = d, we have S = U−1SUU and the formula for
S∗ holds. 
5. Linearization of the boundary eigenvalue problem
Theorem 5.1. For j = 0, 1, let Sj be a closed symmetric relation in a Hilbert space
(Hj , 〈·, ·〉j ) with defect index (ω+j , ω−j ), ωj = ω+j + ω−j <∞, and let bj : S∗j →
Cωj be a boundary mapping for Sj with Gram matrix Qj .
(a) S0 ⊕ S1 has a canonical selfadjoint extension A˜ in the Hilbert space H˜ =H0 ⊕
H1 such that A˜ ∩H2j = Sj , j = 0, 1, if and only if
ω+0 = ω−1 and ω−0 = ω+1 . (5.1)
(b) Assume that (5.1) holds and set ω = ω0 = ω1. The formula
A˜ =
{{(
f0
f1
)
,
(
g0
g1
)}
: {f0, g0} ∈ S∗0 , {f1, g1} ∈ S∗1 ,
b0(f0, g0)+ b1(f1, g1) = 0
}
(5.2)
gives a one-to-one correspondence between all canonical selfadjoint extensions
A˜ of S0 ⊕ S1 in H0 ⊕H1 with A˜ ∩H2j = Sj , j = 0, 1, and all ω × ω invert-
ible matrices  with Q1 + ∗Q0 = 0.
Proof. Let µ ∈ C+. Then the Cayley transform
V = Cµ(S) = {{g − µf, g − µf }: {f, g} ∈ S}
gives a one-to-one correspondence between all selfadjoint relations S in a Hilbert
space and all unitary operators V and also a one-to-one correspondence between all
symmetric relations S and all isometric operators V,
V : dom(V ) = ran(S − µ) → ran(V ) = ran(S − µ).
The inverse is given by
S = Fµ(V ) =
{{u− v,µu− µv}: {u, v} ∈ V }.
Clearly, Cµ(H2j ) = Fµ(H2j ) =H2j , j = 0, 1.
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Recall that a symmetric relation has a canonical selfadjoint extension if and only if
its defect numbers are equal. In the case of S0 ⊕ S1, a canonical selfadjoint extension
A˜ of S0 ⊕ S1 exists if and only if
ω+0 + ω+1 = ω−0 + ω−1 . (5.3)
If (5.3) holds and Vj = Cµ(Sj ), j = 0, 1, the formula
U˜ = Cµ(A˜)
=

V0 0 0 0
0 V00 V01 0
0 V10 V11 0
0 0 0 V1
 :

ran(S0 − µ)
ker(S∗0 − µ)
ker(S∗1 − µ)
ran(S1 − µ)
→

ran(S0 − µ)
ker(S∗0 − µ)
ker(S∗1 − µ)
ran(S1 − µ)
 (5.4)
gives a one-to-one correspondence between all canonical selfadjoint extensions A˜ of
S0 ⊕ S1 and all unitary operators
U =
(
V00 V01
V10 V11
)
:
(
ker(S∗0 − µ)
ker(S∗1 − µ)
)
→
(
ker(S∗0 − µ)
ker(S∗1 − µ)
)
. (5.5)
Since the Cayley transform of an intersection of linear relations is the intersection
of the corresponding Cayley transforms we have that A˜ ∩H2j = Sj if and only if
U˜ ∩H2j = Vj , j = 0, 1. Since, for example,
U˜ ∩H20 =
{{(
f0
ϕ0
)
,
(
V0f0
V00ϕ0
)}
:
f0 ∈ dom(V0), ϕ0 ∈ ker(S∗0 − µ), V10ϕ0 = 0
}
,
we conclude that A˜ ∩H20 = S0 if and only if ker(V10) = {0}. Analogously, A˜ ∩
H21 = S1 if and only if ker(V01) = {0}.
We now prove (a). If A˜ with the desired properties exists, the injectivity of V10
and V01 imply
ω−0  ω
+
1 , ω
−
1  ω
+
0 .
By (5.3) equalities prevail. Conversely, if (5.1) holds, bijections V10 and V01 exist
and with V00 = 0 and V11 = 0 they give rise to a unitary mapping U˜ of the form
(5.4). The inverse Cayley transform A˜ = Fµ(U˜) now has the desired properties.
We proceed with the proof of (b). Assume that A˜ is a canonical selfadjoint exten-
sion of S0 ⊕ S1 in H˜ =H0 ⊕H1 such that A˜ ∩H2j = Sj , j = 0, 1. Applying the
inverse Cayley transformation to both sides of the second equality in (5.4) we obtain
A˜ = S0 ⊕ S1+˙N, direct sum in H˜2, (5.6)
where, in terms of the operator U given in (5.5),
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N =
{ {
(I − U)
(
ϕ0
ϕ1
)
, (µ− µU)
(
ϕ0
ϕ1
)}
:
ϕ0 ∈ ker(S∗0 − µ), ϕ1 ∈ ker(S∗1 − µ)
}
.
The elements in N are of the form{(
f0
f1
)
,
(
g0
g1
)}
with
f0 = ϕ0 − V00ϕ0 − V01ϕ1,
g0 = µϕ0 − µV00ϕ0 − µV01ϕ1,
f1 = ϕ1 − V10ϕ0 − V11ϕ1,
g1 = µϕ1 − µV10ϕ0 − µV11ϕ1,
(5.7)
where ϕ0 ∈ ker(S∗0 − µ), ϕ1 ∈ ker(S∗1 − µ). The mapping(
ϕ0
ϕ1
)
#→ {f0, g0}
is a bijection from ker(S∗0 − µ)⊕ ker(S∗1 − µ) onto (S0 ∩ µI)+˙(S0 ∩ µI), direct
sum in H20. The injectivity follows from the facts that the last sum is direct and that
V01 is invertible. The surjectivity follows from the fact that {ϕ0, µϕ0} is the pro-
jection of {f0, g0} ∈ (S0 ∩ µI)+˙(S0 ∩ µI) onto S0 ∩ µI and ϕ1 = V −101 (f0 − ϕ0 +
V00ϕ0). Similarly, the mapping(
ϕ0
ϕ1
)
#→ {f1, g1}
is a bijection from ker(S∗0 − µ)⊕ ker(S∗1 − µ) onto (S1 ∩ µI)+˙(S1 ∩ µI), direct
sum in H21. Hence, the four equalities in (5.7) define a bijection
Υ : {f0, g0} #→ {f1, g1}
from (S0 ∩ µI)+˙(S0 ∩ µI) onto (S1 ∩ µI)+˙(S1 ∩ µI), and N is the graph of this
bijection:
N =
{{(
f0
f1
)
,
(
g0
g1
)}
:
{f0, g0} ∈ (S0 ∩ µI)+˙(S0 ∩ µI), {f1, g1} = Υ (f0, g0)
}
. (5.8)
Since N is a restriction of a selfadjoint relation we have N ⊂ N∗ and therefore any
two elements
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f0
f1
)
,
(
g0
g1
)}
,
{(
f ′0
f ′1
)
,
(
g′0
g′1
)}
∈ N
satisfy the identity
〈g0, f ′0〉0 − 〈f0, g′0〉0 = −(〈g1, f ′1〉1 − 〈f1, g′1〉1).
Hence, if for j = 0, 1, we provide (Sj ∩ µI)+˙(Sj ∩ µI) with the indefinite inner
product
[[{fj , gj }, {f ′j , g′j }]]j :=
1
i
(〈gj , f ′j 〉j − 〈fj , g′j 〉j ),
the mapping
Υ : ((S0 ∩ µI)+˙(S0 ∩ µI), [[·, ·]]0)→ ((S0 ∩ µI)+˙(S0 ∩ µI), [[·, ·]]1) (5.9)
satisfies
[[Υ (f0, g0), Υ (f ′0, g′0)]]1 = −[[{f0, g0}, {f ′0, g′0}]]0
for all {f0, g0}, {f ′0, g′0} ∈ (S0 ∩ µI)+˙(S0 ∩ µI), that is, Υ ∗Υ = −I . As A˜ is sel-
fadjoint in H˜, by (5.6)
A˜∗ = A˜ = (S∗0 ⊕ S∗1 ) ∩N∗. (5.10)
In this formula N∗ is the adjoint of N in H˜ and S∗j stands for the adjoint of Sj in
Hj , j = 0, 1.
Let
{α01, β01}, . . . , {α0ω, β0ω}
be a basis for (S0 ∩ µI)+˙(S0 ∩ µI) and set
Υ (α0r , β0r ) = {α1r , β1r }, r = 1, 2, . . . , ω. (5.11)
Then
{α11, β11}, . . . , {α1ω, β1ω}
is a basis for (S1 ∩ µI)+˙(S1 ∩ µI). For j = 0, 1, let j be the ω × ω matrix of
which the rth column vector is the column vector bj (αjr , βjr ). Evidently, j is
invertible and
(∗jQjj )rs = bj (αjr , βjr )∗Qj bj (αjs , βjs)
= [[{αjs, βjs}, {αjr , βjr }]]j , r = 1, . . . , ω.
These equalities and (5.11) imply that Υ ∗Υ = −I is equivalent to
∗0Q00 = −∗1Q11.
Finally, (5.10) implies
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A˜ =
{{(
f0
f1
)
,
(
g0
g1
)}
: {f0, g0} ∈ S∗0 , {f1, g1} ∈ S∗1 ,
[[{f0, g0}, {α0r , β0r }]]0 + [[{f1, g1}, Υ (α0r , β0r )]]1 = 0, r = 1, . . . , ω
}
=
{{(
f0
f1
)
,
(
g0
g1
)}
: {f0, g0} ∈ S∗0 , {f1, g1} ∈ S∗1 ,
∗0Q0b0(f0, g0)+ ∗1Q1b1(f1, g1} = 0
}
.
Thus, if we set  = Q−10 −∗0 ∗1Q1, then
Q1 + ∗Q0 = 0 (5.12)
and
A˜ =
{ {(
f0
f1
)
,
(
g0
g1
)}
: {f0, g0} ∈ S∗0 , {f1, g1} ∈ S∗1 ,
b0(f0, g0)+ b1(f1, g1} = 0
}
. (5.13)
Conversely, if we assume that (5.2) holds, Lemma 3.4(d) implies that the adjoint of
A˜ is given by
A˜∗ =
{ {(
f0
f1
)
,
(
g0
g1
)}
: {f0, g0} ∈ S∗0 , {f1, g1} ∈ S∗1 ,
Q−11 
∗Q0b0(f0, g0)− b1(f1, g1} = 0
}
.
Since we assume that Q1 + ∗Q0 = 0 it follows that A˜∗ = A˜. The invertibility of
 implies that A˜ ∩H2j = Sj , j = 0, 1. Thus, A˜ defined by (5.2) has all the proper-
ties stated in the theorem. 
Lemma 5.2. Let S be a symmetric relation in a Hilbert space H and let A˜ be a
selfadjoint extension of S in H˜. Let H˜ =H⊕H1 and set S1 = A˜ ∩H21. Then A˜
is a minimal extension of S if and only if S1 is simple.
Proof. Let S1 = Sr + Ss, where Sr is selfadjoint in a subspace Hr ⊂H1 and
Ss is a simple symmetric operator in Hs =H1 Hr . Then Sr ⊂ A˜, hence
(Sr − z)−1 ⊂ (A˜− z)−1 and therefore, since both are operators,
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(Sr − z)−1 =
(
(A˜− z)−1)|Hr , z ∈ ρ(A˜) ∩ ρ(Sr).
Hence, Hr ⊥H and Hr are invariant under (A˜− z)−1. The minimality of A˜ im-
plies that Hr = {0}, that is S1 is simple. Conversely, assume that S1 is simple and
let
Hr = H˜ span
{
H, ran
(
(A˜− z)−1|H
)
: z ∈ C\R}.
Then 〈
(A˜− z)−1Hr ,H
〉 = 〈Hr , (A˜− z)−1H〉 = {0},
〈
(A˜− z)−1Hr , (A˜−w)−1H
〉 = 〈Hr , (A˜− z)−1 − (A˜−w)−1
z−w H
〉
= {0}, w /= z,
and, by continuity, letting w → z,〈
(A˜− z)−1Hr , (A˜− z)−1H
〉 = {0},
and henceHr is invariant under (A˜− z)−1. It follows that
A˜ ∩H2r =
{{
(A˜− z)−1u, u+ z(A˜− z)−1u}: u ∈Hr}
is a selfadjoint operator which is a part of S1. Since S1 is simpleHr = {0} and (2.4)
is true. 
Theorem 5.3. Let S be a closed symmetric relation in a Hilbert space (H, 〈·, ·〉H)
with defect index (d+, d−), d = d+ + d− <∞. Let A˜ be a minimal selfadjoint ex-
tension of S in H˜. Let H˜ =H⊕H1 and set S1 = A˜ ∩H21. Let b be a boundary
mapping for S with Gram matrix Q.
(a) There exists a Q-boundary coefficientW such that for each z ∈ C\R we have
P˜H(A˜− z)−1
∣∣
H
= (T (z)− z)−1,
with
T (z) := {{f, g} ∈ S∗: W(z)b(f, g) = 0} .
(b) LetU be a Q-boundary coefficient with a minimal representation (3.2) and such
that for each z ∈ C\R we have
P˜H(A˜− z)−1
∣∣
H
= (T (z)− z)−1,
with
T (z) = {{f, g} ∈ S∗: U(z)b(f, g) = 0} .
Then A˜ ∩H2 = {{f, g} ∈ S∗: U0b(f, g) = 0, B0b(f, g) = 0} and the opera-
tor S1 is isomorphic to the operator SU of multiplication by the independent
variable in H(KU).
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(c) For j = 1, 2, let A˜j be a minimal selfadjoint extension of S in a Hilbert space
H˜j and denote by P˜ jH the orthogonal projection in H˜j ontoH. The extensions
A˜j , j = 1, 2, are isomorphic under an isomorphism that when restricted to the
spaceH acts as the identity operator on H if and only if
P˜ 1H(A˜1 − z)−1
∣∣
H
= P˜ 2H(A˜2 − z)−1
∣∣
H
.
Proof. Let A˜ be a minimal selfadjoint extension of S in the Hilbert space H˜. Put
H1 = H˜H, S0 = A˜ ∩H2 and S1 = A˜ ∩H21. By Lemma 5.2 S1 is a simple
closed symmetric operator in H1. Let b1 be a fixed boundary mapping for S1 with
Gram matrix Q1 and let 7(z) be a fixed holomorphic basis of ker(S∗1 − z). The
relation S0 is a closed symmetric extension of S. Put dim(S0/S) = τ . By Lemma 3.5
there exist a τ × d matrixW0 and, with ω = d − 2τ , an ω × d matrix C0 of maximal
ranks such that
W0Q
−1
(
W0
C0
)∗
= 0,
such that C0Q−1C∗0 is invertible and
S∗0 =
{{f, g} ∈ S∗: W0b(f, g) = 0} . (5.14)
The defect index of S0 is (ω+, ω−), ω± = d± − τ and c0 := C0b|S∗0 is a boundary
mapping for S0 with Gram matrix P0 := (C0Q−1C∗0)−1. The operator A˜ is a canon-
ical selfadjoint extension of S0 ⊕ S1 in H˜ =H⊕H1 such that S0 = A˜ ∩H2 and
S1 = A˜ ∩H21. By Theorem 5.1(a) the defect index of the operator S1 is (ω−, ω+)
and by Theorem 5.1(b)
A˜ =
{ {(
f0
f1
)
,
(
g0
g1
)}
: {f0, g0} ∈ S∗0 , {f1, g1} ∈ S∗1 ,
c0(f0, g0)+ b1(f1, g1) = 0
}
, (5.15)
where  is a unique invertible ω × ω matrix with Q1 + ∗P0 = 0.
Put
V(z) := (Q1b1(7̂(z)))∗ and W0(z) :=V(z)−1, z ∈ C\R.
By Proposition 4.2 V(z) is a minimal (−Q1)-boundary coefficient. It follows that
W0(z) is a minimal P0-boundary coefficient. Indeed, the properties (U1), (U2) and
(U3′) follow from the corresponding properties of V(z). To show the properties
(U4) and (U5) we use the definition ofW0(z) and P0 = −−∗Q1−1 to calculate
W0(z)P
−1
0 W0(w)
∗ =V(z)−1(− −∗Q1−1)−1(V(w)−1)∗
= −V(z)−1Q−11 ∗−∗V(w)∗
= −V(z)Q1V(w)∗. (5.16)
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Since V(z) is a minimal (−Q1)-boundary coefficient it follows from (5.16) that
W0(z) has properties (U4) and (U5). Thus,W0(z) is a minimal P0-boundary coef-
ficient.
Put
W(z) =
(
W0
W0(z)C0
)
.
Since(
W0
W0(z)C0
)
Q−1
(
W0
W0(w)C0
)∗
=
(
0 0
0 W0(z)P−10 W(w)∗
)
it follows that W(z) is a Q-boundary coefficient.
We now show that W(z) has the desired property. It follows from (5.15) that for
z ∈ C\R,
P˜H(A˜− z)−1|H =
{ {g0 − zf0, f0}:
{f0, g0} ∈ S∗0 , c0(f0, g0)+ b1(f1, g1) = 0
for some {f1, g1} ∈ S∗1 ∩ zI
}
. (5.17)
The condition on {f0, g0} ∈ S∗1 appearing in (5.17), namely,
c0(f0, g0)+ b1(f1, g1) = 0 for some {f1, g1} ∈ S∗1 ∩ zI, (5.18)
is equivalent to
Q1
−1c0(f0, g0) ∈ ran
(
Q1b1
(
̂(z)
)) = ran(V(z)∗) = ran(∗W0(z)∗)
or, equivalently,
P0c0(f0, g0) = −−∗Q1−1c0(f0, g0) ∈ ran(W0(z)∗). (5.19)
Since the P0-boundary coefficient W0(z) satisfies (U4), (5.19) is equivalent to
W0(z)c0(f0, g0) = 0. Setting
T (z) := {{f0, g0} ∈ S∗0 : W0(z)c0(f0, g0) = 0} , (5.20)
we conclude that
P˜H(A˜− z)−1
∣∣
H
= (T (z)− z)−1.
The definitions of c0 andW, and (5.14) imply that
T (z) = {{f0, g0} ∈ S∗: W(z)b(f0, g0) = 0} .
This proves (a).
To prove (b) note that, sinceW0(z) is a minimal P0-boundary coefficient, defini-
tion (5.20) implies that
T (z) ∩ T (z) = A˜ ∩H2 for all z ∈ C\R.
This was also observed in, for example, [12].
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Let U(z) be a Q-boundary coefficient with a minimal representation (3.2) de-
scribed in Theorem 3.2 and such that
T (z) = {{f0, g0} ∈ S∗: U(z)b(f0, g0) = 0} .
The properties of the minimal representation (3.2) clearly imply that
T (z) = {{f0, g0} ∈ S∗: U0b(f0, g0) = 0, U0(z)B0b(f0, g0) = 0} .
Since the matrix(
U0(z)
U0(z)
)
is invertible, for arbitrary z ∈ C\R we have
S0=A˜ ∩H2
=T (z) ∩ T (z)
={{f, g} ∈ S∗: U0b(f, g) = 0, U0(z)B0b(f, g) = 0, U0(z)B0b(f, g) = 0}
={{f, g} ∈ S∗: U0b(f, g) = 0, B0b(f, g) = 0}.
SinceU and W are Q-boundary coefficients and since for each z ∈ C± we have
T (z)={{f0, g0} ∈ S∗: W(z)b(f0, g0) = 0}
={{f0, g0} ∈ S∗: U(z)b(f0, g0) = 0} ,
that is, kerW(z) = kerU(z), we conclude that there exists an invertible d± × d±
matrix A(z) such that U(z) =A(z)W(z). Lemma 4.3 implies that there is an iso-
morphism fromH(KU) ontoH(KW) and under this isomorphism the operators SU
and SW of multiplication by the independent variable z coincide. Note that the con-
struction of W, Lemma 4.3 and the proof of Corollary 4.5 imply that the operators
SW and S1 are isomorphic. The combination of the last two statements completes the
proof of (b).
Statement (c) follows from the theorem that minimal selfadjoint linearizations
of the same Straus family are unitarily equivalent (see [11, Theorem 3.3] and [14,
Proposition 3.1]). For the reader’s convenience we sketch the proof of this result.
Assume A˜j in the Hilbert space H˜j , j = 1, 2, are minimal selfadjoint extensions of
S in H, such that
P˜ 1H(A˜1 − z)−1
∣∣
H
= (T (z)− z)−1 = P˜ 2H(A˜2 − z)−1
∣∣
H
, z ∈ C\R.
We show there is an isomorphism W from H˜1 onto H˜2 such that W |H acts as the
identity on H and W intertwines A˜1 and A˜2:
A˜2 =
{{Wf,Wg}: {f, g} ∈ A˜1} .
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Choose µ ∈ C\R. Using the resolvent identity, we obtain for f, g ∈H and z,w ∈
C\R, 〈(
I + (z− µ)(A˜1 − z)−1
)
f,
(
I + (w − µ)(A˜1 −w)−1
)
g
〉
H˜1
= 〈f, g〉 + (z− µ)(z− µ)
z−w
〈
(T (z)− z)−1f, g〉
− (w − µ)(w − µ)
z−w
〈
f, (T (w)−w)−1g〉
= 〈(I + (z− µ)(A˜2 − z)−1)f, (I + (w − µ)(A˜2 −w)−1)g〉H˜2 .
This shows that the relation
span
{{(
I + (z− µ)(A˜1 − z)−1
)
f,
(
I + (z − µ)(A˜2 − z)−1
)
f
}
:
f ∈H, z ∈ C\R}
in H˜1 × H˜2 is isometric and has a dense domain and dense range, because A˜1 and
A˜2 are minimal extensions. Hence, its closure is the graph of a unitary operator W
from H˜1 onto H˜2 with the property
W
[(
I + (z− µ)(A˜1 − z)−1
)
f
] = (I + (z− µ)(A˜2 − z)−1)f,
f ∈H, z ∈ C\R.
In particular, Wf = f for f ∈H (set z = µ) and
W
[
(A˜1 − z)−1f
] = (A˜2 − z)−1f, f ∈H, z ∈ C\R.
These equalities and the resolvent identity imply for all f ∈H and all z,w ∈ C\R,
W
[
(A˜1 −w)−1
(
I + (z− µ)(A˜1 − z)−1
)
f
]
= (A˜2 −w)−1
[(
I + (z− µ)(A˜2 − z)−1
)
f
]
= (A˜2 −w)−1W
[(
I + (z− µ)(A˜1 − z)−1
)
f
]
and so, by continuity, W [(A˜1 − w)−1h] = (A˜2 −w)−1Wh for all h ∈ H˜1. From
A˜j =
{{
(A˜j − z)−1h, h + z(A˜j − z)−1h
}
: h ∈ H˜j
}
, j = 1, 2
(here the set on the right-hand side is independent of z ∈ C\R), it follows that W
intertwines A˜1 and A˜2. 
In the following theorem, we consider the following boundary eigenvalue prob-
lem.
For h ∈H find {f, g} ∈ S∗ with g − zf = h and U(z)b(f, g) = 0. (5.21)
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By definition, a linearization of this problem is a selfadjoint extension A˜ of S in H˜
such that the unique solution of (5.21) for each z ∈ C\R is given by
f = P˜H(A˜− z)−1h, g = h+ zf.
Theorem 5.4. Let S be a closed symmetric linear relation in a Hilbert space H
with defect index (d+, d−), d = d+ + d− <∞, and let b be a boundary mapping
for S with Gram matrix Q. Let U be a Q-boundary coefficient and assume that it
has a minimal representation (3.2). Let SU be the operator of multiplication by the
independent variable in the reproducing kernel Hilbert spaceH(KU).
(a) There exists a boundary mapping bU for SU such that
A˜ :=
{ {(
f
f1
)
,
(
g
g1
)}
: {f, g} ∈ S∗, {f1, g1} ∈ S∗U,
U0b(f, g) = 0, B0b(f, g)+ bU(f1, g1) = 0
}
is a minimal linearization of the boundary eigenvalue problem (5.21). The matrix
−(B0Q−1B∗0)−1 is Gram matrix of bU.
(b) If b2 is an arbitrary boundary mapping for SU with Gram matrix Q2, then there
exists a unique ω × ω matrix  such that Q2 + ∗(B0Q−1B∗0)−1 = 0 and
A˜ =
{ {(
f
f1
)
,
(
g
g1
)}
: {f, g} ∈ S∗, {f1, g1} ∈ S∗U,
U0b(f, g) = 0, B0b(f, g)+ b2(f1, g1) = 0
}
.
(c) Any minimal linearization of (5.21) is isomorphic to A˜, under an isomorphism
that when restricted to the spaceH acts as the identity operator onH.
Proof. Let S be a closed symmetric linear relation with the defect index (d+, d−)
and let d = d+ + d−. Let b : S∗ → Cd be a boundary mapping for S with Gram
matrix Q. Let U(z) be a Q-boundary coefficient with a minimal representation (3.2)
described in Theorem 3.2. Further on in this proof we use the notation and results
of Theorem 3.2. Let S∗0 := {{f, g} ∈ S∗: U0b(f, g) = 0}. Then Lemma 3.5 implies
that S0 = {{f, g} ∈ S∗: U0b(f, g) = 0, B0b(f, g) = 0}, S0 is a closed linear sym-
metric extension of S with defect index (ω+, ω−) and dim(S0/S) = τ . Note that
B0b|S∗0 is a boundary mapping for S0 with Gram matrix (B0Q−1B∗0)−1. By Theorem
4.4(b) we can choose a boundary mapping bU for the operator SU with Gram matrix
−(B0Q−1B∗0)−1 and a holomorphic basis (z) for ker(S∗U − z), z ∈ C\R, in such a
way that
U0(z) =
(− (B0Q−1B∗0)−1bU(̂(z)))∗.
We now can define A˜ as given in the theorem:
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A˜ :=
{ {(
f
f1
)
,
(
g
g1
)}
: {f, g} ∈ S∗, {f1, g1} ∈ S∗U,
U0b(f, g) = 0, B0b(f, g)+ bU(f1, g1) = 0
}
.
It follows from Theorem 5.1(b) that A˜ is a canonical selfadjoint extension of S0 ⊕ SU
inH⊕H(KU) such that A˜ ∩H2 = S0 and A˜ ∩H(KU)2 = SU. Thus, A˜ is an ex-
tension of S. Since by Theorem 4.4(a) the operator SU is simple, Lemma 5.2 implies
that A˜ is a minimal selfadjoint extension of S. As in the proof of part (a) of Theorem
5.3 we have
P˜H(A˜− z)−1
∣∣
H
= {{g − zf, f }: {f, g} ∈ S∗, U0b(f, g) = 0
B0b(f, g)+ bU(f1, g1) = 0
for some {f1, g1} ∈ S∗U ∩ zI
}
.
Because of the special choice of the boundary mapping bU and a holomorphic basis
(z) for ker(S∗U − z), as in the proof of the part (a) of Theorem 5.3, we conclude
that
B0b(f, g)+ bU(f1, g1) = 0 for some {f1, g1} ∈ S∗U ∩ zI (5.22)
is equivalent to U0(z)B0b(f, g) = 0. Letting
T (z) := {{f, g} ∈ S∗: U0b(f, g) = 0, U0(z)B0b(f, g) = 0} ,
again as in the proof of (a) in Theorem 5.3, we conclude that
P˜H(A˜− z)−1
∣∣
H
= (T (z)− z)−1.
Theorem 3.2 yields that
T (z) = {{f, g} ∈ S∗: U(z)b(f, g) = 0} .
Thus, A˜ is a linearization of the boundary eigenvalue problem (5.21). This proves
(a).
We now prove (b). Let b2 be an arbitrary boundary mapping for SU with
Gram matrix Q2. Since the operator A˜ is a canonical selfadjoint extension of
S0 ⊕ SU, Theorem 5.1(b) applied to the boundary mappings b0, with Gram matrix
(B0Q
−1B∗0)−1, and b2 implies that there exists a unique ω × ω matrix  such that
Q2 + ∗(B0Q−1B∗0)−1 = 0 and
A˜=
{{(
f0
f1
)
,
(
g0
g1
)}
: {f0, g0} ∈ S∗0 , {f1, g1} ∈ S∗U,
b0(f0, g0)+ b2(f1, g1) = 0
}
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=
{{(
f
f1
)
,
(
g
g1
)}
: {f, g} ∈ S∗, {f1, g1} ∈ S∗U,
U0b(f, g) = 0, B0b(f, g)+ b2(f1, g1) = 0
}
.
Statement (c) follows from Theorem 5.3(c). 
Appendix A. Extension theory in a Krein space environment
In this section, we study neutral subspaces of a Krein space (K, [·, ·]). The dis-
cussion at the beginning of Section 3 shows that the neutral subspaces of a Krein
space are surrogate symmetric relations in a Hilbert space. In this section, we use
Krein space terminology and notation. For similar results in symplectic language;
see [16]; Table 1 is the dictionary.
First we describe a special Krein space in which the extension theory can be
formulated using Krein space geometry. This idea goes back at least to Šmul´an
[24]. Let (H, 〈·, ·〉) be a Hilbert space. Then the Cartesian product H2 endowed
with the indefinite product
[[{x, y}, {u, v}]] = 1
i
(〈y, u〉 − 〈x, v〉)
is a Krein space. Let Im(µ) > 0. Then for arbitrary {x,µx} ∈ µI we have
[[{x,µx}, {x,µx}]] = 1
i
(〈µx, x〉 − 〈x,µx〉) = 2Im(µ)〈x, x〉.
Thus, µI is a uniformly positive subspace of (H2, [[·, ·]]). Similarly, µI is a uni-
formly negative subspace of (H2, [[·, ·]]). The subspaces µI and µI are mutually
orthogonal in (H2, [[·, ·]]) and a simple calculation shows that H2 = µI [+˙]µI is
a fundamental decomposition of (H2, [[·, ·]]). The fundamental symmetry Jµ corre-
sponding to this decomposition is given by (4.8). A linear relation is a closed sub-
space ofH2. The adjoint S∗ of a linear relation S inH is the orthogonal complement
of S in (H2, [[·, ·]]): S∗ = S[[⊥]]. A relation S is symmetric if and only if S is a
neutral subspace of (H2, [[·, ·]]), that is, if S ⊂ S[[⊥]]. von Neumann’s formula is the
following result about neutral subspaces of a general Krein space (K, [·, ·]).
Table 1
Relations in a Hilbert space H Subspaces of a Krein space H2
Adjoint Orthogonal complement
Symmetric Neutral
Selfadjoint Equal to its orthogonal complement
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Proposition A.1 (Generalized von Neumann’s formula). Let K =K+[+˙]K− be
an arbitrary fundamental decomposition of a Krein space (K, [·, ·]). Let S be a
closed neutral subspace of (K, [·, ·]). Then
S[⊥] =S[+˙](S[⊥] ∩K+)[+˙](S[⊥] ∩K−). (A.1)
Proof. Let J be the fundamental symmetry corresponding to K =K+[+˙]K−,
let P± = 12 (I ± J ) be the orthogonal projection onto K± and let 〈x, y〉 = [Jx, y],
x, y ∈K, be the corresponding Hilbert space inner product. For an arbitrary sub-
space L of K it is straightforward to verify that JL+L = P+L[+˙]P−L.
Since S is a neutral subspace we have that [P+x, P+y] = −[P−x, P−y] and there-
fore 〈x, y〉 = ±2[P±x, P±y] = 2〈P±x, P±y〉 for all x, y ∈S. Thus, 1√2P±|S is
a unitary operator from (S, 〈·, ·〉) to (P±(S),±[·, ·]). Consequently, P±(S) is a
closed subspace of K±. Denote by T± the orthogonal complement of P±(S) in
(K±,±[·, ·]). Since 0 = [P±(S),T±] = [S,T±], it follows that T± ⊂S[⊥].
Moreover, T± =S[⊥] ∩K±. Indeed, ⊂ is clear and if x ∈S[⊥] ∩K±, then
[P±(S), x] = [S, x] = 0, which implies x ∈T±. Thus, (A.1) can be restated as
S[⊥] =S[+˙]T+[+˙]T−. (A.2)
Clearly, T+[+˙]T− = (P+(S)[+˙]P−(S))[⊥] = (JS+˙S)[⊥]. Therefore, (A.2) is
equivalent to S =S[⊥] ∩ (JS+˙S). As S is neutral, S ⊂S[⊥] and therefore
S ⊂S[⊥] ∩ (JS+˙S). Since S[⊥] = (JS)〈⊥〉, we have JS ∩S[⊥] = {0}, and
thereforeS[⊥] ∩ (JS+˙S) =S. This proves Proposition A.1. 
The next proposition is an alternative way of stating von Neumann’s formula in
which an emphasis is given to orthogonal complements of neutral subspaces.
Proposition A.2. Let (K, [·, ·]) be a Krein space. Let L be a closed subspace of
(K, [·, ·]) and let L0 :=L ∩L[⊥] be its isotropic part. Then L[⊥] is a neutral
subspace of K if and only if there exists a fundamental symmetry J of K with the
corresponding fundamental decompositionK =K+[+˙]K− such that
L =L0[+˙](L ∩K+)[+˙](L ∩K−) and JL+L =K. (A.3)
If (A.3) holds for one fundamental decomposition, then it holds for every fundamen-
tal decomposition.
Proof. Assume that L[⊥] is a neutral subspace. Then L[⊥] =L0 and Proposi-
tion A.1 implies that the first equality in (A.3) holds for an arbitrary fundamental
decomposition J. It follows from the proof of Proposition A.1 that JL0+˙L0 =
P+L0[+˙]P−L0 is the orthogonal complement in (K, [·, ·]) of the regular subspace
(L ∩K+)[+˙](L ∩K−), which corresponds to T+[+˙]T− in Proposition A.1.
Therefore,
(JL0+˙L0)[+˙](L ∩K+)[+˙](L ∩K−) =K. (A.4)
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Since L0 ⊂L we have JL+L = (JL0+˙L0)[+˙](L ∩K+)[+˙](L ∩K−) =
K.
Now assume that (A.3) holds for a fundamental symmetry J of K and the
corresponding fundamental decomposition K =K+[+˙]K−. Clearly, (A.3) im-
plies (A.4). Let L′ denote the orthogonal complement of L0 in the Krein space
(JL0+˙L0, [·, ·]). Then (A.4) yields
L
[⊥]
0 =L′[+˙](L ∩K+)[+˙](L ∩K−). (A.5)
Since L0 is a maximal neutral subspace of JL0+˙L0, it follows that L′ =L0.
Consequently, (A.5) and (A.3) implyL[⊥]0 =L. Therefore,L[⊥] =L0 is a neutral
subspace of (K, [·, ·]). 
It follows from von Neumann’s formula (A.1) that the factor space S[⊥]/S is
a Krein space. Since S ∩K± = {0}, the Krein space S[⊥]/S can be identified
with (S[⊥] ∩K+)[+˙](S[⊥] ∩K−). Consequently, the numbers dim(S[⊥] ∩K+)
and dim(S[⊥] ∩K−) do not depend on the choice of the fundamental decomposition
K+[+˙]K−.
Acknowledgements
Aad Dijksma thanks the Department of Mathematics of Western Washington Uni-
versity and his two co-authors for the kind hospitality during his visit at WWU in the
fall of 1997.
References
[1] T.Ya. Azizov, I.S. Iokhvidov, Foundations of the Theory of Linear Operators in Spaces with an Indef-
inite Metric, Nauka, Moscow, 1986 (English Trans.: Linear Operators in Spaces with an Indefinite
Metric, Wiley, New York, 1990).
[2] J. Bognar, Indefinite Inner Product Spaces, Springer, Berlin, 1974.
[3] B. Bodenstorfer, A. Dijksma, H. Langer, Dissipative eigenvalue problems for a Sturm–Liouville
operator with a singular potential, Proc. Roy. Soc. Edinburgh 130A (2000) 1237–1257.
[4] E.A. Coddington, A. Dijksma, Self-adjoint subspaces and eigenfunction expansions for ordinary
differential subspaces, J. Differential Equations 20 (1976) 473–526.
[5] V.M. Bruk, Extensions of symmetric relations, Mat. Zametki 22 (6) (1977) 825–834 (in Russian).
[6] R. Cross, Multivalued Linear Operators, Marcel Dekker, New York, 1998.
[7] V.A. Derkach, On generalized resolvents of Hermitian relations in Krein spaces. Functional analysis,
5, J. Math. Sci. 97 (5) (1999) 4420–4460.
[8] V.A. Derkach, M.M. Malamud, Generalized resolvents and the boundary value problems for Hermi-
tian operators with gaps, J. Funct. Anal. 95 (1991) 1–95.
[9] V.A. Derkach, M.M. Malamud, The extension theory of Hermitian operators and the moment prob-
lem, J. Math. Sci. 73 (2) (1995) 141–242.
[10] A. Dijksma, H. Langer, Operator theory and ordinary differential operators, in: P. Lancaster (Ed.),
Lectures on Operator theory and its Applications, Lecture Series 2, Fields Institute Monographs, vol.
3, AMS, Providence, RI, 1996, pp. 75–139.
136 B. ´Curgus et al. / Linear Algebra and its Applications 329 (2001) 97–136
[11] A. Dijksma, H. Langer, H.S.V. de Snoo, Selfadjoint κ -extensions of symmetric subspaces and
abstract approach to boundary problems with spectral parameter in the boundary conditions, Integral
Equations Operator Theory 7 (1984) 459–515.
[12] A. Dijksma, H. Langer, H.S.V. De Snoo, Unitary colligations in κ -spaces, characteristic functions
and Straus extensions, Pacific J. Math. 125 (2) (1986) 347–362.
[13] A. Dijksma, H. Langer, H.S.V. de Snoo, Unitary colligations in Krein spaces and their role in exten-
sion theory of isometries and symmetric linear relations in Hilbert spaces, Functional Analysis II,
in: Proceedings, Dubrovnik, 1985, Lecture Notes in Mathematics, vol. 1242, Springer, Berlin, 1987,
pp. 10–42.
[14] A. Dijksma, H. Langer, H.S.V. de Snoo, Hamiltonian Systems, in Operator Theory: Adv. Appl., vol.
35, Birkhäuser, Basel, 1988, pp. 37–83.
[15] A. Dijksma, H.S.V. de Snoo, A.A.El. Sabbagh, Selfadjoint extensions of regular canonical systems
with Stieltjes boundary conditions, J. Math. Anal. Appl. 152 (1990) 546–583.
[16] W.N. Everitt, L. Markus, Boundary Value Problems and Symplectic Algebra for Ordinary Differ-
ential and Quasi-differential Operators, Math. Surveys and Monographs, vol. 61, AMS, Providence,
RI, 1999.
[17] V.I. Gorbachuk, M.L. Gorbachuk, Boundary Value Problems for Operator Differential Equations,
Kluwer Academic Publishers, Dordrecht, 1990.
[18] A.M. Krall, Stieltjes differential-boundary operators, Proc. Amer. Math. Soc. 41 (1973) 80–86.
[19] A.V. Kuzhel, S.A. Kuzhel, Regular Extensions of Hermitian Operators, VSP, Zeist, 1998.
[20] H. Langer, M. Möller, Linearization of boundary eigenvalue problems, Integral Equations Operator
Theory 14 (1991) 105–119.
[21] E.M. Russakovskii, A matrix Sturm–Liouville problem with spectral parameter in the boundary con-
ditions, The theory of V-Bézoutians, Russian Acad. Nauk. Dokl. 325 (1992) 1124–1128 (in Russian);
Russian Acad. Sci. Dokl. Math. 46 (1993) 182–186 (English Trans.).
[22] E.M. Russakovskii, The theory of V-Bezoutians and its applications, Linear Algebra Appl. 212/213
(1994) 437–460.
[23] E.M. Russakovskii, Matrix boundary value problems with eigenvalue dependent boundary condi-
tions (the linear case), in: Operator Theory: Adv. Appl., vol 95, Birkäuser, Basel, 1997, pp. 453–462.
[24] Ju.L. Šmul´an, Operator extension theory, and spaces within definite metric, Izv. Akad. Nauk. SSSR
Ser. Mat. 38 (1974) 896–908 (in Russian); Math. USSR-Izv. 8 (1974) 895–907 (1975) (English
Trans.).
[25] A.V. Štraus, Spectral functions of a differential operator, Uspehi Mat. Nauk. 13 (6) (84) (1958)
185–191 (in Russian).
[26] A.V. Štraus, Extensions and generalized resolvents of a non-densely defined symmetric operator,
Math. USSR Izv. 4 (1970) 179–208.
[27] A. Zettl, Adjoint and self-adjoint boundary value problems with interface conditions, SIAM J. Appl.
Math. 16 (1968) 851–859.
