Demand forecasting consists of using data of the past demand to obtain an approximation of the future demand. Mathematical approaches can lead to reliable forecasts in deterministic context, extrapolating regular patterns in series. However unpredictable events that do not appear in the historical data can make the forecasts obsolete. As forecasters have a partial knowledge of the context and probable future events (such as strikes, promotions), this work investigates structuring the implicit as well as the explicit knowledge in order to be easily and fully integrated into final forecasts. This paper presents a judgmental-based approach in forecasting where mathematical forecasts are considered as a basis and the structured knowledge of the experts is provided to adjust the initial forecasts. This is achieved using the identification of four factors characterizing specific events that could not have been considered in the initial forecasts. The validation of this approach has been conducted on 2 industrial case studies, a plastic bag manufacturer and a distributor on the food market. The results show that structuring the expert knowledge could lead not only to high improvements of forecasts accuracy but also to a better initial data cleaning and outlier identifications.
INTRODUCTION
Demand planning and forecasting using time series consists of using historical data of the past demand to obtain an approximation of the future demand. Many different ways of developing forecasts have been studied or proposed, like the mathematical and statistical methods or probabilistic approaches to model random variables [1] . Although mathematical approaches can lead to reliable forecasts in some contexts, extrapolating regular patterns in series to unpredictable events can render the forecasts obsolete. On the other hand, forecasters have for asset their partial knowledge of the context and of potential external stunner. This knowledge is not available within the statistical methods as it corresponds to particular events, such as personnel strike or limited promotions. Nowadays, it has been recognized that judgment is an indispensable component of forecasting [2] and that there still is a need for studies which could help companies to improve their forecast quality using contextual information [3] , [4] . The objective of this work is the development of a methodological approach for the improvement of forecasting accuracy by structuring and using expert knowledge. A judgmental adjustment based approach, combining mathematical forecast and judgmental factors, is discussed and its performances are compared to classical mathematical forecasting techniques. The comparison of the forecasting accuracy of the considered approaches is done using error measures. Furthermore, the increasing accuracy of the proposed 978-1-4244-4136-5/09/$25.00 ©2009 IEEE methods in forecasting is evaluated on the basis of two industrial applications within a plastic bag manufacturer in Spain and a food distributor in France. In Section 2, an overview of the features of the forecasting techniques over the literature including the judgmental forecasting methods is presented and discussed. Section 3 outlines the details of the proposed judgmental adjustment-based approach and its main features. The performances of the proposed approach are compared in Section 4. Two industrial case studies using the developed approach are presented in section 5. Finally, Section 6 contains the conclusions of this work and future research directions.
COMBINED JUDGMENTAL-MATHEMATICAL FORECASTING SYSTEMS
In the literature review [5] , four main types of approach integrating human judgment into forecasting methods are defmed: the model building approach is a methodology which uses judgment in the selection and development of the quantitative forecast [6] . This approach requires high technical knowledge. The combination of judgmental and mathematical forecasts is a pragmatic approach for integrating the personal analysis of contextual information that may influence the forecasts [7] . It has been shown that it gives good results for time series which have a low variation coefficient [8] . Moreover, both (mathematical and contextual) forecasts have to present similar accuracies to lead to reliable global forecast. The judgmental decomposition consists of identifying and analysing the This step consists of identifying the outliers and removing the effect of non-periodic events on the data series. The time series is decomposed, taking into account past contextual information . In other words, the data Y(t-k) of the period t-k of the time-series is cleaned (noted Yo(t-k)). Historical judgmental events can usually be identified by examining the corresponding historical records . In addition, in order to prevent from the risk of missing or ignoring some historical judgmental events, outliers may be examined and analyzed in detail. Outliers are considered as unusual or abnormal observations in data and are replaced by representative values (f.i. the average of the neighboring values). If the time series presents a strong trend or a seasonal pattern, a confidence interval is evaluated for each year and each time period. Thus, the mathematical forecasts for the given filtered or "cleaned" time-series for period t are effects of past contextual information in time series before establishing mathematical forecasts. Once the mathematical forecasts are established, future-oriented factors are taken into account and the forecasts are adjusted judgmentally [9] . From the planner point of view, it is possible that decomposition reduces the cognitive workload, but it may be risky and ineffective in some circumstances . In the judgemental adjustment process, the mathematical forecasts are reviewed by a forecaster and then adjusted on the basis of his/her knowledge and experience . It is a common practice in companies and it is the major competing alternative to the combination process for integrating judgment with mathematical forecasts. However, the practice of judgmental adjustment has been criticized because of its informal nature [6] . Using a procedure or a decision support system to structure information is helpful in both decision-making and forecasting . Judgmental adjustments lead to greater improvements in accuracy when the process is structured . The forecasting process is performed sequentially with the quantitative forecasts generated first, and then adjusted based on judgment.
One of the advantages of this approach is time reduction, allowing the judgment to rapidly incorporate the latest updated information [4] . Flores et al. [10] compare different approaches of judgemental adjustment ; The forecaster ranks the impacts due to different factors to obtain an average adjustment of an ARIMA forecast. In order to integrate human judgment factors in mathematical models in a structured way, this work proposes a factor-based approach to assist the forecaster to focus selectively on different events and to structure its judgment when adjusting forecasts and enhance the accuracy of forecasts. The approach proposes a classification of event-based factors used in structuring the information . Similar factors are proposed by Lee et al. [11] to determine the reaction of the demand faced to different situations; These factors are used in a casebased reasoning software playing the role of forecasting expert. In our case, the forecaster will be able to structure and communicate his implicit knowledge concerning markets evolution (total volume, number of competitors .. .), customers (numbers, needs, potential demand .. .) and contractors (development status, special offers... ) by representative factors.
PROPOSED APPROACH

Second step: Identification and formalization of influencing factors
The global approach consists of integrating the expert judgment in a structured manner as complementary information to mathematical forecasts, established by means of classical mathematical models. Figure I describes this idea composed of three steps: first, data are filtered and initial mathematical forecasts are developed. Second, different probable events are identified by experts and the related factor variables are weighted and finally, the mathematical forecasts are adjusted.
A judgmental factor is defined as a "factor that cannot be fully incorporated into the time series models, and thus cannot be effectively identified by the extrapolation of past patterns in the data set" [12] . The attributes or causal variables are the variables that cause changes in the factors. The attributes related to the a factor are: duration, intensity, type, etc. The realization of judgmental factor is considered as a judgmental event.
Thus, a judgmental event is accompanied by its impact and may affect the demand during more than one time period. Judgmental events can be the realization of opinion by weighting~max with a weight w, chosen using the following impact scale:
Where i p is the proportional impact (positive or negative) on the period p . As for the other factors, the expert determine the maximal value~max subject to be transferred then uses the scale of impact to rate the event and to obtain i.
Transferred impact factors
The global impact i of this kind of event is transferred from one set of periods Spl to another one Sp2 .without changing the global forecasts of the related consecutive n periods. Figure 2 .b presents this factor. This phenomenon happens when the price changes are announced beforehand at time ta. In this case, the temporary change in demand due to the expected price change is transferred and compensated in the following time period at time teo Then, Spl precedes Sp2. But if t a = t; Sp2 precedes Spl. Periodical instances that encompass n consecutive periods is computed using equation (4):
Quantum jump factors The quantum jump factor occurs when the effect of a non-repetitive new event is permanent. Figure 3 .a presents this factor.
1-Highest: 80 <w<IOO%. 2-Higher than normal: 60<w<80%. 3-Normal: 40<w<60%. 4-Lower than normal: 20<W<40%. 5-Lowest: O<w<20%.
where fare the periodical adjustment functions, i p and t p corresponds to the impacted period p with the intensity ip. Transient factors render the data be upper or lower A than the value of the main trend Yo • The expert establishes first, the sign of the adjustment (positive or negative) then, the maximal value of the adjustment max and finally, following his knowledge of the industrial and commercial context, the expert deduces the weight w in order to determine the impact.
The adjustment created by a quantum factor is evaluated and separated in different periodically instances in order to be adjusted to the original mathematical forecast. This adjustment is detailed in the equation 5 where t e is the effective date (the date of the event generating the demand jump)
Where Qj is a binary variable which means that the Y-intercept, which define the elevation of the demand trend, is impacted with the intensity i at t.:
The weighting process of the jump factor variables is similar to the weightings of the other factors. After determining the adjustment sign, an expert determines the maximal value of the adjustment~max and express his /her opinion about the percentage that weights that variable. 
F(i,t) = iiTc (6)
Where Tc is a binary variable which means that the slope of a linear regression of the demand trend is impacted with the intensity i at t e : If t < t e then Tc =0 Else Tc =1.
Third step: the adjustment process
Like MSE, RMSE penalizes errors according to their magnitude . Both MSE and RMSE are not unit-free and therefore comparisons across series are difficult. With MAD there is no way to know if MAD error is large or small with respect to the actual data. With the ME and MPE approach, the real significance of the error can be difficult to evaluate because errors can be annulated by summing negative and positive components. Contrary to ME, the use of MAE makes it possible to take into account both positive and negative errors. With MAE, the total magnitude of error is provided but not the real bias or direction of the error. MAPE measures the deviation as a percentage of actual data with respect to the forecast. Thus, positive and negative errors do not cancel out. In this paper, MAE and MAPE are used to calculate the forecast errors as they are considered as being the most performing approaches to measure errors. n n
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The final adjusted forecast is defmed as:
Where~'y (t) is the adjustment computed with the judgmental factors established by experts. It corresponds to the total impact on demand of the different event occurring at time t. Some factors influenced the demand over a restricted period or a set of periods but others are defmitely modifying the demand behaviour. When multiple judgmental factors impact simultaneously the demand, it is necessary to decompose forecast adjustments according to the effects of each individual judgmental event. Then, the global adjustment at time t, defined in equation 8, corresponds to the total K of the different adjustments related to the K factors impacting the demand at time t :
EVALUATION OF ADJUSTED FORECAST QUALITY
Accuracy measures how well the results of the forecasting model correspond to the actual data. Accuracy plays an important role in evaluating forecasting methods and demand planning . Forecast accuracy is evaluated using different error measures. In general, the error measure used is the one that most closely related to the decision being made. Some commonly used error measures are Mean Absolute Deviation (MAD), Mean Absolute Error (MAE) (cf. equation 9), Mean Percentage Error (MPE), Mean Square Error (MSE) and Root Mean Square Error (RMSE), R2 (or R-squared) , Mean Absolute Percentage Error (MAPE) (cf. equation 10). Armstrong (2001) alleged that R2 (which assesses the pattern of the forecasts relative to that of the actual data), is not particularly useful to forecasters and its use is probably more harmful when using time-series data. Moreover, Armstrong explains why MSE should not be used due to its unreliability in explaining the results. with historical sales depicted on figure 6. For these different series, the expert identifies that mathematical forecast would not be sufficient to achieve reliable forecast. Different factors due to the customers' demand behavior are considered. The proposed approach is applied and the mathematical forecasts are then adjusted. The deviation between mathematical forecasts and real sales shows the limit of the past data extrapolation to obtain reliable forecast (cf. Fig. 6 ). By using the structured expert judgement (jump factor for the case on Table 3 shows the improvement of the forecast accuracies relying on the error measures of the equations 9 and 10. Table 2 . Comparison of the erro r measures Figure 5 . Mathematical forecast, forecast judgmentally adjusted and reality
Second case study
In this second application, we are interested in a set of 4 different products provided by a fresh food distributor for lower quantities. The expert knows that the trend of the demand is going to change because the raw material price is going to increase from January 2007 due to new framework contracts. It corresponds to a trend change factor. Special offer: The company X wants to reduce stocks in the beginning of the year 2007 . A special offer to their clients is then planned to be launched consisting of delivering the double quantity with lower price . The consequence of this factor is that a big part of the demand of January will be transferred to February and March 2007. In this case, this special offer is classified as a transferring factor. Technical improvements: Nowadays, big companies care about the fulfillment of the environmental demanded requirements. In this frame , the expert predicts that using ecological non-polluting plastic bags is an interesting additional purchase decision criterion for supermarkets. This factor is classified as a jump factor because there would be new clients trying this new concept of plastic bags . Client situations: Company X has a client that asks for a fixed quantity of plastic bags per month . This client has announced that its facilities will close during a month after the summer holidays. The consequence of this event will be a decrease in the total monthly demand. However, this client will order new plastic bags for November. This factor is classified as a transient factor. Table 1 presents the total impact of the different factors on demand per month using the information on the different factors . Figure 5 compares the real 2007 data to the mathematical forecast and to the judgmentally adjusted forecast. The adjusted forecast presents better results in the forecast and percentage error over nine months. Table 2 presents the forecast performance of the proposed approach. The adjusted forecast gives the best results since the MAE has been decreased by 14% and the MAPE by 18%. We propose a factor-based approach to assist the forecaster, structure his judgment when adjusting forecasts and to enhance the accuracy of global forecasts. Therefore, the forecaster is able to structure and communicate his knowledge regarding future market modification and non-periodic events. It allows forecasters to identify different factors, in order to integrate these events as well as their impacts with mathematical models into global and reliable forecasts. For both presented industrial case studies, the proposed approach has a substantial impact on the accuracy of the resulting forecasts . In fact, by applying our approach, the MAE and the MAPE have been both decreased. Forecasts are logically improved since the achieved adjustments are based on the expert knowledge. However, if the adjustments are done globally, without structuring or without real analysis of their impacts, their durations and their locations in time, the deviation and the error might increase. The developed approach is simple and complete, thus allowing the expert to transcribe each possible situation. It presents interesting perspectives concerning the analysis of experts' perceptions, in particular the cognitive process of impact estimation for each considered factor, and their integration into the forecasting process; different experts could have different perceptions of factors, leading to a range of different evaluations for a same factor. In addition, it is interesting to investigate the evolution of forecast accuracy if experts get different feed-backs based on the comparison between adjusted forecasts and past real demand and occurred events .
