Abstract-A central biological process in all living organisms is gene translation. Developing a deeper understanding of this complex process may have ramifications to almost every biomedical discipline. Reuveni et al. recently proposed a new computational model of gene translation called the Ribosome Flow Model (RFM). In this paper, we consider a particular case of this model, called the Homogeneous Ribosome Flow Model (HRFM). From a biological viewpoint, this corresponds to the case where the transition rates of all the coding sequence codons are identical. This regime has been suggested recently based on experiments in mouse embryonic cells. We consider the steady-state distribution of the HRFM. We provide formulas that relate the different parameters of the model in steady state. We prove the following properties: 1) the ribosomal density profile is monotonically decreasing along the coding sequence; 2) the ribosomal density at each codon monotonically increases with the initiation rate; and 3) for a constant initiation rate, the translation rate monotonically decreases with the length of the coding sequence. In addition, we analyze the translation rate of the HRFM at the limit of very high and very low initiation rate, and provide explicit formulas for the translation rate in these two cases. We discuss the relationship between these theoretical results and biological findings on the translation process.
INTRODUCTION
P ROTEINS are encoded in the DNA. In all living cells they are synthesized via several biophysical processes: the transcription of the DNA to mRNA molecules, the translation of each mRNA molecule to copies of the protein, and the turnover of mRNA molecules and proteins. Gene translation takes place in all living organisms almost in all the tissues and all the time. Thus, it is clearly a central intracellular process which is related to every biomedical discipline. For example, mutations that affect that translation rate may cause diseases, and viruses tend to exhibit adaptation to the tRNA pool of their host; thus, gene translation is strongly related to human health [1] , [2] , [3] , [4] , [5] , [6] , [7] . In addition, manipulating the translation efficiency of genes may have important biotechnological applications [8] , [9] , [10] , [11] , [12] . Finally, it is impossible to understand evolution [3] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , functional genomics [20] , [21] , [22] , [23] , [24] , [25] , [26] , and systems biology [27] , [28] , [29] , [30] , [31] , [23] , [5] without considering translation.
Several comprehensive reviews related to translation have recently appeared in the leading scientific literature [32] , [14] , [10] .
The biophysical nature of translation is still at least partially unknown with contradicting results from different studies. One open question in the field is related to the rate limiting step of this process. It was suggested that the rate of translation initiation is very low in comparison to elongation; thus, initiation, which is affected among other by the folding of the mRNA sequence near the beginning of the ORF, is the rate limiting step [9] , [33] . However, different studies have demonstrated that adaptation of the codons to the tRNA pools also correlates with protein levels, suggesting that elongation is also an important determinant of translation rate [34] , [12] .
Another open question is related to the features of the coding sequence that determine the translation elongation rate. It was suggested that the adaptation of codons to the cellular tRNA pool has significant effect on translation elongation rate [35] , [8] . However, recent studies have suggested that the translation speed of different codons is effectively constant [36] and not correlated with tRNA levels [37] . One of the suggested explanations for lack of correlation between tRNA levels and translation speed is the fact that in many cases the competition for ribosomes, rather than tRNAs, limits global translation [38] . It was also suggested that this lack of correlation is due to the fact that the codon usage is proportional to cognate tRNA concentrations, as this optimizes translational efficiency under tRNA shortage. Thus, the increased frequency of codons in highly expressed genes is a byproduct of natural selection for an overall cellular level efficient translation, and not the result of stronger selection for translation efficiency in more highly expressed genes [37] .
When considering the factors that determine translation rate it is important to remember that the relevant biophysical parameters (e.g., the relative concentration of tRNA molecules and elongation factors, the number of available ribosomes and the number of mRNA molecules) may vary significantly among different tissues, conditions, and organisms [10] , [39] , [40] , [41] . Thus, it is possible that each of the apparently contradicting theories is indeed dominant in a specific regime.
In the recent years, computational models of translation have been developed (see, for example, [42] , [43] , [44] , [45] , [35] , [46] , [38] , [47] ). These models are based on the features of transcripts and information about cellular concentrations of relevant molecules related to the process of translation, (e.g., tRNA molecules, elongation factors, and ribosomes), and may be used to predict various properties of the translation process, (e.g., translation rate and ribosomal densities). Thus, these models have been employed to address questions in all the disciplines mentioned above (see, for example, [42] , [43] , [44] , [45] , [35] , [46] ).
Mathematical analysis of these computational models is important for several reasons. It can deepen our understanding of the translation process, lead to algorithms for optimizing gene translation, and assist in improving the fidelity of the computational models. For example, based on such an analysis it is possible to show that the relative location of slow codons has an important effect on the translation rate [47] , or that improving the translation efficiency of a codon in one gene may decrease the translation rate of a second gene [43] .
A conventional model of translation elongation is the Totally Asymmetric Simple Exclusion Process (TASEP) [48] , [45] , [44] , [49] . The TASEP is a stochastic model for trafficlike movement, that is, movement that takes place on some kind of "tracks" or "trails." The tracks are modeled by a lattice of sites and the moving objects by particles that can hop, with some probability, from one site to a neighboring one. Simple exclusion refers to the fact that hops may take place only to a target site that is not already occupied by another particle. The motion is assumed to be asymmetric in the sense that there is some preferred direction of motion. The term totally asymmetric implies that the motion is unidirectional. The TASEP has been used to model and study a large number of biological systems, ranging from extracellular transport to pedestrian dynamics [50] .
TASEP models for translation are based on the following assumptions [51] , [50] , [47] , [49] . Initiation time as well as the time a ribosome spends on translating each codon are random variables, (e.g., with an exponential distribution) and are codon dependent. In addition, ribosomes span over several codons and if two ribosomes are adjacent, the trailing one is delayed until the ribosome in front of it has proceeded onwards (see Fig. 1 ). Despite its rather simple description, rigorous analysis of the TASEP is nontrivial.
Reuveni et al. [51] recently introduced a simpler and deterministic model called the ribosome flow model (RFM). In the RFM, mRNA molecules are coarse-grained into n sites of codons. Ribosomes reach the first site with initiation rate , but are only able to bind if this site is not already occupied by another ribosome. Thus, the initiation rate and translation rate are not necessarily equal even in steady state.
In practice, the initiation rate is a function of physical features such as the number of available free ribosomes and the nucleotide context surrounding initiation codons [51] , [10] , [33] , [35] , [43] . A ribosome that occupies site i moves, with transition rate i > 0, to the consecutive site provided that the latter is not already occupied by another ribosome (see Fig. 1 ).
As demonstrated in [51] , simulations of the full TASEP and the simpler RFM yield similar predictions. For example, the correlation between their predictions over the set of endogenous genes of S. cerevisiae is 0.96.
Denoting the probability that site i is occupied at time t by x i ðtÞ, it follows that the rate of ribosome flow into/out of the system is given by ð1 À x 1 ðtÞÞ and n x n ðtÞ, respectively. The rate of ribosome flow from site i to site i þ 1 is i x i ðtÞð1 À x iþ1 ðtÞÞ, so the RFM is given by a set of n firstorder differential equations
The transition rates ; 1 ; . . . ; n are positive numbers. Their values can be estimated based on the codon composition of each site and the tRNA pool of the organism (see the Methods section in [51] ). However, the speed of translation elongation may depend on other rate limiting features including miRNAs, concentration of elongation factors, ribosomal densities, and mRNA folding.
The state variables correspond to occupation probabilities, so the initial condition xð0Þ ¼ ðx 1 ð0Þ; . . . ; x n ð0ÞÞ 0 is always assumed to be in the closed unit cube
Suppose that e ¼ ðe 1 ; . . . ; e n Þ 0 is an equilibrium point of the RFM, i.e., for x ¼ e the right-hand side of all the equations in (1) 
and
Combining (4) and (5) provides a finite continued fraction expression for R:
Note that if e i 2 ½0; 1 for any i, then (2) implies that
Reuveni et al. [51] considered two extreme cases. When the ribosome input flux is low, i.e., ( minf 1 ; . . . ; n g, (7) yields R ( i for any i, and (6) implies that 1 À R= % 0, so R % . On the other hand, when ) maxf 1 ; . . . ; n g (7) yields ) R, so we may approximate (6) by
A solution of this equation has the form R ¼ Rð 1 ; . . . ; n Þ, i.e., R (and, therefore, e) will not depend on . It was shown in [52] that the dynamical behavior of the RFM is relatively simple. Let IntðCÞ denote the interior of C, i.e.,
IntðCÞ ¼ fx 2 IR
n : x i 2 ð0; 1Þ; i ¼ 1; . . . ; ng:
Recall that the L 1 norm of a vector x 2 IR n is jxj 1 ¼ P n i¼1 jx i j. Let xðt; aÞ denote the solution of (1) at time t for the initial condition xð0Þ ¼ a.
Theorem 1 [52] . Consider the RFM (1) with ; i > 0. There exists a single equilibrium point e 2 IntðCÞ. For any a 2 C, xðt; aÞ 2 C for any t ! 0, and
Furthermore, for any a; b 2 C, jxðt; aÞ À xðt; bÞj 1 ja À bj 1 ;
for any t ! 0.
From the biophysical point of view, (9) means that perturbations in the distribution of ribosomes on a mRNA will not change the asymptotic behavior of the dynamics. It will still converge to the same unique steady state e, that is, to the same distribution of ribosomes and the same translation rates. In particular, a simulation of the RFM from any initial condition in C will converge to the same final state. This agrees with the simulation results reported in [51] . Equation (10) implies that the L 1 distance between trajectories is always bounded by the L 1 distance between their initial conditions. In particular, two trajectories that emanate from close initial conditions will remain close for any t ! 0. From the biological point of view, this implies that the difference between two ribosomal density profiles can never increase.
Since e 2 IntðCÞ, we have in particular that e 1 2 ð0; 1Þ, so (5) yields R < ;
i.e., the translation rate is always strictly smaller than the initiation rate.
Taking b ¼ e in (10) yields jxðt; aÞ À ej 1 ja À ej 1 ; for all t ! 0:
In other words, the convergence to e is monotone in the sense that the L 1 distance to e can never increase. The next example demonstrates the dynamical behavior of the RFM. Example 1. Consider the RFM (1) with n ¼ 3, ¼ 0:4, and
In this case, (6) becomes
This equation has two solutions: R ¼ 2=3 and R ¼ 1=4.
The first solution corresponds to e ¼ ½ À2=3; 2; 2=3 0 which is not inside C. The solution R ¼ 1=4 corresponds to e ¼ 1 24
Fig. 2 depicts the trajectories of (11) for three initial conditions in C. It may be seen that each trajectory remains in C, and converges to the equilibrium point e.
Since all the i s are equal, one may perhaps expect reaching an equilibrium point e with e i ¼ e j for all i; j. This is not what happens. Rather, (12) represents a "traffic jam behavior"-there are more and more ribosomes as we move closer to the beginning of the chain, (i.e., near the 5' end of the mRNA).
An important problem is to determine the dependence of e on the parameters ; i and the dimension n.
It is clear from (4) that if we know e n , then we can uniquely determine e nÀ1 , and then e nÀ2 , and so on up to e 1 . Thus, to study the dependence of e on the model parameters, it is enough to study the dependence of R ¼ n e n on these parameters. Consider, for example, a RFM with n ¼ 3. In this case, (6) becomes
This formula suggests that for a general dimension n the dependence of e on the parameters is nontrivial.
In this paper, we consider the particular case where
i.e., all the transition rates are equal. Here, c denotes the common value. We refer to this case as the homogeneous ribosome flow model. It is straightforward to numerically calculate e. Fig. 3 depicts the dependence of the steady-state translation rate R ¼ n e n on the initiation rate for a HRFM with c ¼ 1, and dimensions n ¼ 3, n ¼ 5, and n ¼ 10. The results in this paper provide a rigorous proof for some of the properties that may be seen in this figure.
Our analysis is based on writing (6) in the form of a matrix equation with a tridiagonal matrix T . For the HRFM, T becomes a Toeplitz matrix, i.e., each diagonal in T is constant. This allows deriving explicit formulas relating and R. These formulas provide considerable information on the behavior of the HRFM. Specifically, we show that the behavior of the HRFM may be divided into two regimes that depend on the size of . The transition between these two regimes takes place when ¼ nþ1 2nþ4 c . We provide formulas relating and R in each regime.
These formulas are then used to analyze the asymptotic behavior of the HRFM. When ! 0, we show that e i % = c for all i and, in particular, R ¼ c e n % . When ! 1, we provide an explicit formula for the equilibrium point e and, in particular, for the translation rate R, namely,
For c ¼ 1 and n ¼ 3; 5, and 10, this gives R % 0:382, R % 0:308, R % 0:268, respectively, (compare with Fig. 3 ). The remainder of this paper is organized as follows: The next section details our main results. To improve readability, all the proofs are placed in Section 3. The final section discusses the implications of the theoretical results and connects them to biological findings.
MAIN RESULTS
Before focusing on the HRFM, we state several results for the RFM. For two vectors a; b 2 IR n , the notation a b means that a i b i for all i 2 f1; . . . ; ng. From hereon the term equilibrium point of the RFM always refers to the unique equilibrium point e in IntðCÞ. (11) for three initial conditions in the unit cube. The equilibrium point e is marked with a circle. Proposition 1. Consider two RFMs with identical i s, but with two different positive initiation rates <. Let x andx denote the corresponding trajectories. Then, for any a 2 C, xðt; aÞ xðt; aÞ; for all t ! 0: ð14Þ
Furthermore, if e andẽ denote the corresponding equilibrium points then
In other words, increasing the initiation rate leads to an increase in the ribosomal densities along the coding sequence.
Proposition 1 implies in particular that e n increases monotonously with . Since e n is bounded for any (recall that e 2 IntðCÞ), we have the following. It is well known that there is a close connection between partial fractions and tridiagonal matrices [53, Chapter I]. The next result uses this to represent (6) in a different form. As we will see below, this representation will prove useful for analyzing the HRFM.
Proposition 2. Let T 2 IR
nÂn be the tridiagonal matrix ;
where c ¼ ½ 1; 0; 0; . . . ; 0 0 . Then,
In other words, it is possible to obtain an expression for R by first solving for g in (16) (note that since T depends on R, the solution g depends on R), and then plugging g 1 (the first entry of g) in (17).
Example 2. Consider a RFM with n ¼ 3. Recall that in this case R satisfies (13) . On the other hand, (16) becomes
and the solution of this equation is
. Substituting this in (17) yields
i.e.,
Dividing this by 1 2 3 yields (13).
We note in passing that there exists a simple recursive formula for the entries (and in particular entry 11) of the inverse of a tridiagonal matrix (see, e.g., [54] ). This may be used to provide an efficient numerical scheme for determining an equation relating R and the parameter values.
Homogeneous Ribosome Flow Model
As noted above, it has been shown that in some cases the transition rate along genes is constant [36] . In these cases, the translation efficiencies of all the codons are identical. This happens, for example, when the rate limiting factor is the concentration of elongation factors and not the local features of the coding sequence, such as tRNA molecules (see Fig. 4 ).
The aim of the current section is to analyze the RFM model under the assumption of constant transition rates. Thus, from here on we assume that
where c denotes the common value. We refer to this case as the homogeneous ribosome flow model. Our first result shows that in a HRFM the equilibrium point e always satisfies the "traffic-jam behavior" demonstrated in Example 1. 
Our main result provides formulas relating and R in three different cases.
Example 3. Consider again the RFM in Example 1, i.e., with n ¼ 3, ¼ 0:4, and c ¼ 1. Here,
This agrees with the result obtained in Example 1 by explicitly solving (6).
Remark 1. Since lim n!1 m ¼ c =2, we conclude from Theorem 2 that for a HRFM with a large dimension n, an initiation rate ¼ c =2 produces a translation rate R % c =4. This correspondence is already visible in Fig. 3 (recall that this figure corresponds to c ¼ 1).
We now use the formulas in Theorem 2 to derive information on the behavior of the HRFM when is either very small or very large.
Small Initiation Rate
Consider the case ! 0. It is clear that then we also have R ! 0. Our goal is to obtain more accurate information on the rate of convergence of R to zero. To demonstrate the idea, we begin with the case n ¼ 3.
Example 4. Consider a HRFM with n ¼ 3. By (13),
and solving this equation yields
The
This shows that for the case n ¼ 3, when the initiation rate is very small, we have R % .
The next result describes the behavior of the HRFM for a general dimension n.
Proposition 4. For % 0, we have
This means that for sufficiently small values of , the graph R versus looks linear, and does not depend on the dimension n (see Fig. 3 ) nor the value c .
Remark 2. It follows from (4) that for the HRFM e nÀ1 ¼ n e n nÀ1 ð1 À e n Þ ¼ e n 1 À e n :
Hence, if R ( c (i.e., e n ¼ R= c ( 1) then e nÀ1 % e n . Using (4) inductively (as in the proof of Proposition 3 below) yields that in this case e i % e n for all i. Thus, (19) holds yet the difference between the e i s is small. Summarizing, when is sufficiently small (and thus becomes the limiting factor), we have R % and e i % e n ¼ R= c % = c .
High Initiation Rate
Consider the case ! 1. Clearly, the transition rate c becomes the limiting factor, and a natural question is: how does the translation rate R depend on c ? To gain some intuition, we begin by considering a simple example.
Example 5. Consider a HRFM with n ¼ 3. Taking to infinity in (23) yields
The solution with the plus sign is not feasible, as e n ¼ R= c must be smaller than one. Thus, for n ¼ 3 and a very high initiation rate
The next results describes the behavior of a HRFM with a general dimension n as goes to infinity. Denote Proposition 5. Consider a HRFM with dimension n. Then,
For Example, for n ¼ 3 this yields
% 0:382;
and this agrees with the result obtained in Example 5. Note that (25) implies that LðnÞ is a monotonically decreasing function of n with
Thus, for a very large initiation rate, the translation rate RðnÞ ¼ c LðnÞ decays monotonically with the length of the coding sequence n, and for n ! 1, RðnÞ ! c =4 (see Fig. 3 ).
Recall that e n uniquely determines e. Thus, Proposition 5 allows us to derive an expression for e i , i ¼ 1; . . . ; n, in the limit of infinite initiation rate.
Proposition 6. Consider a HRFM with dimension n. When ! 1, Note that for i ¼ 1 this yields
sin nþ2
and this agrees of course with (5).
Example 6. Consider a HRFM with n ¼ 3, c ¼ 2, and ¼ 10 6 . Solving (6) yields two solutions for R and the feasible one is R % 0:763932. Substituting this in (4) yields e 1 % 0:999999; e 2 % 0:618034; e 3 % 0:381966:
On the other hand, (27) (that corresponds to the case ! 1) yields 
We consider three cases. Case 1. Suppose that i ¼ 1. It follows from (1) that
and using (28) yields
Since > , x 2 ðT Þ x 2 ðT Þ, and xðtÞ 2 C for any t ! 0, this yields
Case 2. Suppose that 1 < 1 < n. It follows from (1) that
Since the k s are positive and xðT Þ 2 C, using (28) again yields
Case 3. Suppose that i ¼ n. By (1),
Summarizing, in all three cases we have _ x i ðT Þ À _ x i ðT Þ 0. Using the same approach as in the proof of [56, Proposition 1.1] (that is based on slightly perturbing the vector field of the dynamical system) it may be shown that this implies that x i ðT þ Þ x i ðT þ Þ. This contradicts (28) . This contradiction proves (14) . The proof of (15) follows from taking t to infinity in (14) and using Theorem 1.
Proof of Proposition 2. The first equation of (16) is g 1 À a 1 g 2 ¼ 1. Dividing by g 1 yields 1 À a 1 g 2 =g 1 ¼ 1=g 1 , or
The second equation of (16) is
Substituting this in (29) yields
The third equation of (16) is
Substituting this in (30) yields
Proceeding in this fashion and using the fact that a i ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi R= iþ1 p , we get
Comparing this with (6) shows that g 1 ¼
1ÀR=
R=1 , and this proves (17) .
Proof of Proposition 3. By (4),
Since e 2 IntðCÞ, 0 < 1 À e n < 1, so e nÀ1 > e n :
Combining (4) and (18) yields
In particular, for k ¼ n À 2 this yields e nÀ2 e nÀ1 ¼ 1 À e n 1 À e nÀ1 ;
and (31) implies that e nÀ2 > e nÀ1 . Proceeding in this way shows that e i > e iþ1 for all i. Note that this matrix has constant diagonals. Thus, if we define g 0 ¼ 0 and g nþ1 ¼ 0, then the equation T g ¼ c becomes
. . .
Write this set of equations as
Àk denote the Z-transform of the series fx 0 ; x 1 ; . . .g (see, e.g., [57] ). Applying the Z-transform to (32) yields
Since F ðzÞ ¼ P 1 i¼0 f k z Àk ¼ 1 and g 0 ¼ 0, this simplifies to
The roots of the polynomial z 2 À z=a þ 1 are s and 1=s, with s defined in (21) . We consider two cases.
Case 1. Suppose that s ¼ 1=s. Equation (21) implies that a ¼ 1=2, and s ¼ 1. Thus,
This may be written as
and applying an inverse Z-transform yields g 0 ¼ 0, and
Recalling that g nþ1 ¼ 0 yields g 1 ¼ 2n nþ1 , and using this in (17) yields
:
and this is equivalent to ¼ m. Summarizing, when ¼ m,
Case 2. Suppose that s 6 ¼ 1=s. Then a partial fraction decomposition yields
An inverse Z-transform yields g 0 ¼ 0, and
Recalling that g nþ1 ¼ 0 gives s n þ ðg 1 À Þð1=sÞ n ¼ 0, so
Substituting this in (33) and simplifying yields
Substituting this in (17) yields (20) . Consider the case a > 1=2. In this case, s ¼ 
Using the identity sinðx þ yÞ ¼ sinðxÞ cosðyÞ þ cosðxÞ sinðyÞ implies that the denominator in (35) is
Using the identities
and the definition of q yields
and combining this with (35) and (36) yields
sinðn tan À1 ðqÞÞ þ q cosðn tan À1 ðqÞÞ
Substituting this in (17) and (37) it is possible to write the right-hand side of (35) as a rational function of q.
Proof of Proposition 4. It is clear that when
Using the definition of s in (21) yields the expansion
Consider the expression
where p ¼ s À1 , and the last equation follows from a long division. Substituting (38) yields
and substituting this in (20) yields
This proves (24).
Proof
for some integer k. Thus,
Since we are considering the case ! 1, it is clear that > m and By Theorem 2, R > c =4, i.e., LðnÞ > 1=4. Also, by (7), R c , so LðnÞ 1. Thus, 0 < PðnÞ ffiffi ffi 3 p for any n. Combining this with (40) yields P ðnÞ ¼ tanð nþ2 Þ, and using the definition of P ðnÞ proves (25) .
Proof of Proposition 6. It follows from (4) that e n ðnÞ ¼ RðnÞ= c ¼ LðnÞ. Applying (4) again yields provides a closed-form expression for the value of such a continued fraction. For our case, this formula yields the following result. Let uðnÞ; vðnÞ be the roots of the quadratic equation
with juðnÞj ! jvðnÞj. Then, the term on the right-hand side of (41) 
Using (42) and (25) Combining this with (43) and (41) and using (25) completes the proof.
DISCUSSION
The RFM is a new deterministic model for translation elongation. It was already shown that this model admits a unique equilibrium point e 2 IntðCÞ, and that any trajectory emanating from a feasible initial condition converges to e [52] .
An important problem is to analyze the dependence of e on the various parameters of the model. Here, we consider this problem for the particular case where all the transition rates are identical. This corresponds to the case where the elongation rates of the different codons are all equal [36] .
Analysis of the HRFM may also be used to derive bounds on the behavior of the more general RFM. Indeed, consider a RFM with parameters i . Let min ¼ minf i g and max ¼ maxf i g. It is straightforward to show that the steady-state translation rates in the RFM will be bounded below [above] by the steady-state translation rates in the HRFM with c ¼ min
Our analysis reveals several nice properties related to translation elongation. First, even though the elongation speed is constant, the ribosomal density profile is monotonically decreasing along the coding sequence. Indeed, a decreasing ribosomal density profile has been observed in various organisms based on experimental measurement of ribosomal densities (see, for example, [36] , [58] ). However, in some of these cases, ribosomal speed along the coding sequences is probably not constant, and slower codons at the beginning of the transcript should strengthen this phenomenon resulting in a wider region of high ribosomal density at the 5' end of the mRNA [35] . The analysis performed here is relevant to the cases when the elongation speed is close to constant [36] .
Second, we show that for a fixed initiation rate, increasing the length of the transcript decreases the translation rate. This result is in accordance with the results reported in [43] , showing that adding a codon to the mRNA cannot increase its translation rate. Thus, even if the translation efficiency of different codons is effectively constant, shorter transcripts should have higher translation rate at steady state. Indeed, it is known that in some organisms highly expressed genes tend to be shorter [43] , [59] , [60] suggesting that in these cases this property is shaped by evolution partially due to reasons related to optimization of translation rate.
Third, we provide formulas relating the translation rate of a gene and the parameters of a HRFM. We use these formulas to study the asymptotic behavior of the HRFM. When the initiation rate is very low, the translation rate is practically identical to the initiation rate. Recently, it was suggested that this is indeed the regime in some mammalian genes [36] . When the initiation rate is rate limiting, improving the translation rate can be achieved by increasing the initiation rate. In many cases, this can be done by manipulating the 5'UTR and the beginning of the ORF which are the regions of the transcript related to the efficiency of its translation initiation.
When the initiation rate is very high, the translation rate in the HRFM depends on the coding sequence length n and the translation rate c via the formula
As n goes to infinity, R ! c =4. One may define the capacity of a gene as the maximal translation rate that can be obtained for this gene [51] . Thus, in the case of the HRFM we have a closed-form formula for the capacity. For example, this formula can be used when analyzing translation rates in mouse embryonic stem cells where in many cases translation rates are constant [36] . Our theoretical results seem to agree with some biological data. For example, in yeast the ORF length range is between 51 (1 À 2 sites) and 14,733 (446 sites) corresponding to a maximal translation rate between c =2 and c =4.
It is interesting to compare our results with those obtained for the TASEP. The prototype TASEP is composed of a chain of L sites and is characterized by three parameters , , and [48] . A particle enters from a reservoir and occupies site 1 (when this site is empty), with probability . A particle that occupies site L (the rightmost site) can exit with probability . The probability of hopping from site i to site i þ 1 (where the latter site is empty) is . Without loss of generality, it is possible to take ¼ 1. The behavior of this model includes three major phases:
. a low-density (LD) phase when is low and is high. In this phase, the initiation rate is rate limiting and dominates the behavior of the system. . a high-density (HD) phase when is high and is low. In this phase, the translation rate is rate limiting. . a maximal-current (MC) phase when both and are high. In this phase, input and output are more efficient than the transport in the bulk of the system, and the particle current reaches the largest possible value.
When L ! 1, the average current J in the LD, HD, and MC phases is ð1 À Þ, ð1 À Þ, and 1=4, respectively.
As we showed here, the HRFM has two phases (see also Fig. 3 ):
. When ( c the translation rate is R % . This roughly corresponds to the LD phase in the TASEP. . When ) c the translation rate is R % An important question is how to determine the parameter values in the RFM/HRFM so that the model will capture the behavior of a real biological system. There are only a few relevant experimental measurements of translation rates and ribosomal densities, but they can give an initial answer to this question. Based on a large scale analysis of ribosomal densities in S. cerevisiae, Arava et al. [61] concluded that the mean number of ribosome per 100 nt is 0:64 AE 0:31. The size of the ribosomal footprint is 11 À 13 codons [58] , [36] , i.e., 33 À 39 nt. This means that 23% AE 11% of the mRNA is occupied by a ribosome. Reuveni et al. [51] have shown that for a RFM for S. cerevisiae with an extremely high initiation rate the mean genomic probability that a site e i is occupied by a ribosome approaches 0.5. These studies suggest that the regime of very large , analyzed in this study, occurs in practice.
The translation rates of codons were estimated in three previous studies. Ingolia et al. [36] have shown that in mouse embryonic cells 5:6 AE 0:5 codons (corresponding to 0:156 AE 0:014 sites in the RFM) are translated per second; a similar estimation has been obtained in [62] : the median translation rate in mouse is about 40 proteins per mRNA per hour (2=3 proteins per mRNA per minute); in mouse the mean mRNA length is about 465 codons. This suggests a translation rate of about 5.1 codons per second which is consistent with [36] . von der Haar [63] estimated that in S. cerevisiae 32.6 codons (corresponding to 0.906 sites in the RFM) are translated per second.
It is important to remember that the data above correspond to average values. In practice, it is not clear yet how many genes are translated in the elongation limited regime and how many in the initiation limiting regime. However, we believe that both regimes occur in nature depending on the organism and, more importantly, on various biological conditions (see, for example, [10] , [39] , [40] , [41] ).
There are many interesting open questions related to the RFM and the HRFM. First, there is evidence that in some cases the rates ; i are time varying and that they change in a periodic fashion [41] . It may be interesting to analyze the behavior of the RFM or HRFM in this case. Second, the RFM is a relatively simple mathematical model, and it may be useful to modify it to incorporate more sophisticated aspects of the translation process. For example, finiteness of the ribosomal pool, ribosomal abortion, initiation, and elongation. It is also important to remember that the final expression levels of a gene depend not only on its translation rate, but also on other factors including its mRNA levels; degradation rates of the transcripted mRNA molecules; and the degradation rates of the translated proteins. Another important research direction is the design of efficient algorithms for synthesizing artificial coding sequences based on the RFM [43] .
Finally, the HRFM, or suitable generalizations of the HRFM, can be used for studying additional cellular biological processes and not only translation. For example, transcription can be modeled in a similar way to translation; however, in this case, the model should include backwards flow to simulate the possible retrograde movement of the polymerase on the DNA [64] . Another possibility is the modeling of cellular trafficking over the microtubules network [65] . . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
