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Four-dimensional drift-kinetic model for scrape-off layer plasmas
L. M. Perrone,∗ R. Jorge,† and P. Ricci
École Polytechnique Fédérale de Lausanne (EPFL), Swiss Plasma Center (SPC), CH-1015 Lausanne, Switzerland
A four-dimensional plasma model able to describe the scrape-off layer region of tokamak devices at arbitrary
collisionality is derived in the drift-reduced limit. The basis of the model is provided by a drift-kinetic equa-
tion that retains the full non-linear Coulomb collision operator and describes arbitrarily far from equilibrium
distribution functions. By expanding the dependence of distribution function over the perpendicular velocity in
a Laguerre polynomial basis and integrating over the perpendicular velocity, a set of four-dimensional moment
equations for the expansion coefficients of the distribution function is obtained. The Coulomb collision oper-
ator, as well as Poisson’s equation, are evaluated explicitly in terms of perpendicular velocity moments of the
distribution function.
I. INTRODUCTION
Understanding the plasma dynamics in the scrape-off layer
(SOL), the most external plasma region in magnetic confine-
ment devices, is of primary importance on the way to fusion
energy. In fact, this region plays an essential role in the overall
performance of a fusion device by controlling the interaction
of the plasma with the wall, therefore regulating, among oth-
ers, the impurity dynamics, the heat flux to the vessel walls,
the fuelling, and the recycling process [1]. Improving our un-
derstanding of this region is considered as a crucial step on
the way to fusion energy [2].
With respect to the core plasma, the SOL is characterised
by large amplitude fluctuations, including coherent filamen-
tary structures, called blobs [3], that develop on large spa-
tial scales comparable to the time-averaged SOL pressure gra-
dient length Lp and on time scales below the ion cyclotron
frequency, Ωci = eB/mi, being e, B, and mi, the electron
charge, magnetic field, and ion mass, respectively. The pres-
ence of these structures does not allow the separation of time-
averaged and turbulent quantities. At the same time, there is a
wide range of plasma collisionality in the SOL, and properly
retaining collisional effects is important for its description [4].
These elements make it challenging to extend the standard gy-
rokinetic approach used to study core turbulence, most often
based on the separation of equilibrium and fluctuating quanti-
ties and valid in the low collisionality limit, to SOL conditions.
Indeed, while significant progress has been made in order to
port the gyrokinetic model to the conditions of the tokamak
boundary (see, e.g., Refs. 5–8), as well as in the numerical
implementation of the gyrokinetic model in the SOL geome-
try (see, e.g., Refs. [9–11]), the numerical cost of gyrokinetic
simulations of the tokamak boundary remains prohibitive and
the modelling of the SOL region most often relies on fluid
models [12–19].
The SOL fluid models, typically based on a drift-reduced
set of Braginskii equations (see, e.g., Ref. 20 and 21) or on a
gyrofluid model (see, e.g., Ref. 22) in order to include finite
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Larmor radius effects, assume low plasma temperatures (and
associated high plasma collisionalities) such that scale lengths
are longer than the typical mean free path and deviations from
a local Maxwellian distribution are small. However, kinetic ef-
fects might play an important role in the SOL. This is particu-
larly true in the high confinementmode regime, when the edge
temperature rises considerably and edge localised modes can
become unstable, leading to the presence of high-temperature
low-collisionality plasmas in the SOL [23, 24]. In the present
Paper, we deduce a model for the SOL plasma dynamics that,
while being able to retain the proper kinetic effects, has the
potential of describing the SOL at a reduced cost with respect
to full gyrokinetic simulations.
We take advantage of the fact that, according to experi-
mental results [25–27], SOL turbulence typically occurs on
scale lengths that are larger than the ion sound Larmor radius,
ρs = cs/Ωci with c2s = Te/mi the sound speed and Te the elec-
tron temperature, and identify the small parameter
ε ∼ k⊥ρs ≪ 1, (1)
where k⊥ ∼ ∇⊥ logφ ∼ ∇⊥ logn ∼ ∇⊥ logTe (while keeping
k⊥Lp ∼ 1) with φ the electrostatic potential and n the electron
density. In addition, we observe that typical turbulent time
scales are ordered as
ω
Ωi
∼ ε2, (2)
with ω ∼ ∂t logφ ∼ ∂t logn ∼ ∂t logTe, and the ion collision
frequencies as
νi
Ωi
∼ ε2, (3)
ensuring that the plasma remains magnetised [8].
Based on the ordering in Eqs. (1) to (3), a drift-kinetic (DK)
model valid up to O(ε2)was developed to study the plasma dy-
namics in the SOL in Ref. [28]. By including the presence of
large amplitude fluctuations and a full Coulomb collision oper-
ator, the model in Ref. [28] states the evolution of the guiding-
center distribution function of the plasma particles of species
a, Fa(R,v‖,µ ,θ ), where R is the particle guiding-center posi-
tion, v‖ = v ·b the velocity parallel to the magnetic field with
v the particle velocity, b = B/B the magnetic field unit vec-
tor, µ the magnetic moment and θ the particle’s gyroangle. A
numerical efficient implementation of the DK model was then
2derived by expanding the v‖ and µ dependence of the distri-
bution function on a Hermite and Laguerre polynomial basis,
respectively. By projecting the DK equation on a Hermite-
Laguerre basis, the kinetic equation was ported to a coupled
set of three-dimensional equations that describe the evolution
of the moments of Fa. The approach was then generalised to
include gyrokinetic fluctuations in Ref. 8.
While the model in Ref. [28] relies on a polynomial descrip-
tion of the parallel and perpendicular velocity dependencies of
the distribution function, recent studies of magnetized plasma
systems [4, 7, 29, 30] point out that the v‖ dependence may
require a more accurate description than µ . Indeed the lin-
ear study[4] of the drift-wave instability using a full Coulomb
collision operator shows that considerably fewer moments are
necessary along the µ than the v‖ direction to correctly esti-
mate the linear growth rate of this instability. The need of a
refined kinetic description of the plasma in the direction par-
allel to the magnetic field rises also by the need to properly
describe the heat conductivity in the parallel direction, since
this has an important impact on the evaluation of the heat flux
on the vessel walls[1]. In addition, the sheath dynamics might
introduce a discontinuity of the distribution function particu-
larly in the parallel direction, where the v‖ dependence of the
electron distribution function at the entrance of the magnetic
pre-sheath might be discontinuos [31–33]. As a consequence,
while a description based on a basis expansion may be par-
ticularly efficient along the µ direction, as a low number of
moments might be needed, it is worth seeking different ap-
proaches to represent the parallel dynamics.
In the present Paper, we leverage the DK model developed
in Ref. [28] and propose an alternative approach to the solu-
tion of the DK equation. We retain the Laguerre expansion
of Fa along the µ direction, while leaving v‖ as an indepen-
dent variable. The DK equation is then ported to a set of four-
dimensional equations in the four-dimensional (R,v‖) space
for the perpendicular moments of Fa, more precisely for the
coefficients of the Laguerre expansion of Fa. Rather than a
decomposition on a polynomial basis such as in Ref. [28], the
v‖ dependence of the distribution function can then be treated
using different numerical approaches such as finite difference,
volume, or element methods. We also express the collision
operator in the kinetic equation for the guiding-center distri-
bution function, as well as Poisson’s equation, as a function
of the same set of perpendicular velocity moments.
This paper is organised as follows. After the Introduction,
Section II recalls the main elements of the DK model intro-
duced in Ref. [28]. The perpendicular moment expansion is
then applied to the collisionless part of the DK equation in
Section III. The Coulomb collision operator is introduced and
expanderd in in perpendicular moments in Section IV. Sec-
tion V discusses Poisson’s equation coupled to the solution of
the kinetic equation. The Conclusions follow. In Appendix A,
the anisotropic version of the simplified Dougherty collision
operator is derived. Finally, in Appendices B and C the ana-
lytical expressions needed to evaluate the Coulomb collision
operator and its moments are presented.
II. DRIFT-KINETIC MODEL FOR THE SCRAPE-OFF
LAYER
We briefly recall the main elements of the DK model de-
rived in Ref. [28] to study the SOL dynamics. We first state
the main assumptions behind the DK model, we then derive
the DK description of single particle motion and, finally, we
state the DK Boltzmann equation.
While we use the ordering in Eqs. (1) to (3), we allow for
fluctuations of φ comparable to the electron temperature by
ordering
eφ
Te
∼ 1. (4)
We note that, from Eqs. (1) and (2), the E×B drift, vE =
E×B/B2 with E = −∇φ , is small with respect to cs, i.e.,
|vE |/cs ∼ ε . In addition, we assume that the typical turbulent
time scales are comparable to the time scales associated with
the E×B flow and to the ones of the parallel flows v‖ ∼ cs,
therefore obtaining
ω ∼ k⊥|vE| ∼ k‖cs, (5)
where k‖ ∼ ∇‖φ ∼ ∇‖n ∼ ∇‖Te is the parallel wave-vector,
which can be related to its perpendicular counterpart via
k‖
k⊥
∼ ε. (6)
An ordering for the electron collision frequency can be de-
rived using Eq. (3) and the relation νi ∼
√
me/mi(Te/Ti)3/2νe,
yielding
νe
Ωe
∼
√
me
mi
(
Ti
Te
)3/2
ε2. (7)
We remark that the ion and electron temperatures are typically
comparable in the SOL, i.e., Ti/Te ∼ 1 [34]. This allows us
to order νe/Ωe ∼
√
me/miε2. Finally, electromagnetic fluctu-
ations are neglected, which restricts the present model to the
case of β = 8pinTe/B2 ≪ 1, as well as frequencies below the
shear Alfvén frequency.
We now turn to the equations of motion for a single plasma
particle within the DK approximation. We start with the La-
grangian of a single particle of species a = {e, i} in the pres-
ence of an electromagnetic field
La(x,v) = [qaA(x)+mav] · x˙−
(
mav2
2
+ qaφ(x)
)
. (8)
In order to take advantage of the DK ordering, we perform
a coordinate transformation from the phase-space coordinates
(x,v) to the guiding-center coordinates (R,v‖,µ ,θ ). For this
purpose, we introduce the right-handed set of orthonormal
vectors (e1,e2,b) and write the particle velocity v as
v= U+ v′⊥ (9)
3where U = v‖b+ vE and v′⊥ = v
′
⊥(−sinθe1 + cosθe2) with
θ the particle gyroangle. The guiding-center position R is
defined as
R= x−ρa, (10)
where ρa = |ρa|(e1 cosθ +e2 sinθ ) the particle Larmor radius
with |ρa| =
√
2maµ/(q2aB) and µ = mav
′2
⊥/2B the magnetic
moment.
We now expand the electrostatic potential φ around R to
first order in ε , by using the guiding-center transformation in
Eq. (10), yielding
φ(x) = φ(R)+ρa ·∇Rφ(R)+O(ε2). (11)
A similar expansion procedure is applied to the magnetic vec-
tor potential A. The turbulent and gyromotion time scales are
then decoupled by defining the gyroaverage operator 〈χ〉 act-
ing on a quantity χ , as
〈χ〉=
∫ 2pi
0
χ(θ )
dθ
2pi
, (12)
where the integration is made at constant R. The gyroaverage
operator in Eq. (12) is applied to the Lagrangian in Eq. (8)
yielding, up to O(ε),
〈La〉= qaA∗ · R˙− qaφ∗−
mav2‖
2
+ µ
maθ˙
qa
, (13)
In Eq. (13), we introduce the effective vector, A∗, and scalar,
φ∗, potentials as
A∗ = A+
ma
qa
(
v‖bˆ+ vE
)
, (14)
and
φ∗ = φ +
ma
qa
v2E
2
+
µB
qa
, (15)
respectively. The term v2E = vE · vE in Eq. (15), although
formally being O(ε2), is retained since v2E ∼ ε2Λ2c2s with
Λ = log
√
mi/(me2pi) > 1 due to the sheath boundary condi-
tions in the SOL that set eφ ∼ ΛTe.
The equations of motion for the guiding-center coordinates
are obtained by applying the Euler-Lagrange equations to the
guiding-center Lagrangian in Eq. (13). We derive for the
guiding-center velocity
R˙= U+
B
ΩaB∗‖
×
(
dU
dt
+
µ∇B
ma
)
, (16)
and for the parallel acceleration
mav˙‖ = qaE‖− µ∇‖B+mavE ·
dbˆ
dt
−maA , (17)
together with θ˙ = Ωa and µ˙ = 0. In Eqs. (16) and (17), we
define the convective derivative as d/dt ≡ ∂t +U ·∇ and the
modified magnetic field B∗ as B∗ = ∇×A∗, with its parallel
projection given by
B∗‖ = bˆ ·B∗ = B+
ma
qa
bˆ ·∇× (v‖bˆ+ vE) . (18)
The quantity A in Eq. (17) contains the higher-order nonlin-
ear terms that ensure phase-space conservation and the Hamil-
tonian character of Eqs. (16) and (17)
A =
B
B∗‖
(
dU
dt
∣∣∣∣
⊥
+ µ∇⊥B
)
· ∇×U
Ωa
. (19)
Having deduced the motion of a single particle, we now
turn to their collective description. As a starting point, we
note that the distribution function fa(x,v) of particle species
a evolves according to the Boltzmann equation, which can be
written as
∂ fa
∂ t
+ v · ∂ fa
∂x
+
qa
ma
(
E+
v×B
c
)
· ∂ fa
∂v
=Ca( fa), (20)
where Ca( fa) = ∑b Cab( fa, fb) is the collision operator, with
the summation over b carried over all the particle species. In
order to write Boltzmann’s equation, Eq. (20), in guiding-
center coordinates, we define the guiding-center distribution
function Fa as
Fa(R,v‖,µ ,θ , t) = fa[x(R,v‖,µ ,θ ),v(R,v‖,µ ,θ ), t], (21)
and apply the chain rule to express the derivatives in Eq. (20)
in terms of guiding-center variables so as to obtain
∂Fa
∂ t
+ R˙ ·∇Fa + v˙‖
∂Fa
∂v‖
+Ωa
∂Fa
∂θ
=Ca(Fa). (22)
Finally, we apply the gyroaveraging operator to Eq. (22),
yielding
∂ 〈Fa〉
∂ t
+ R˙ ·∇〈Fa〉+ v˙‖ ·
∂ 〈Fa〉
∂v‖
= 〈Ca(Fa)〉. (23)
The right-hand side of Eq. (23) can be further simplified
by splitting the distribution function into a gyrophase depen-
dent F˜a and independent 〈Fa〉 parts as Fa = 〈Fa〉+ F˜a, and or-
dering F˜a by subtracting Eq. (23) from Eq. (22). Estimating
the size of each term in the resulting expression, one obtains
F˜a ≃ ε2〈Fa〉 for both electrons and ions [28]. This allows us to
neglect the gyrophase dependent part of the distribution func-
tion in the collision term C(Fa) and write the DK equation as
∂ 〈Fa〉
∂ t
+ R˙ ·∇〈Fa〉+ v˙‖ ·
∂ 〈Fa〉
∂v‖
= 〈Ca(〈Fa〉)〉. (24)
III. PERPENDICULARMOMENT EXPANSION OF THE
DISTRIBUTION FUNCTION
In this section, we focus on the left-hand side of the DK
equation, Eq. (24). We introduce a polynomial expansion
4of the distribution function 〈Fa〉 for the variable µ that al-
lows us to port the DK equation into a set of four dimen-
sional equations in the variables R and v‖, hereby denoted
as moment-hierarchy. We obtain the recursion relation as-
sociated with this set of equations by performing an expan-
sion of the distribution function in terms of Laguerre poly-
nomials, L j(x), defined via the Rodrigues’ formula L j(x) =
(ex/ j!)d j(e−xx j)/dx j. The Laguerre polynomials L j satisfy
the recursion relation
( j+ 1)L j+1(x) = (2 j+ 1− x)L j(x)− jL j−1(x), (25)
while their derivatives can be computed using xdL j(x)/dx =
j[L j(x)−L j−1(x)]. The use of Laguerre polynomials is of in-
terest because the functions L j(µB/T ) are orthogonal over the
interval [0,∞) with respect to a Maxwellian weighting func-
tion of the form
f 0a =
Nae−s
2
⊥a
piv2th⊥a
, (26)
via the orthogonality relation∫ ∞
0
e−xL j(x)L j′(x)dx = δ j, j′ . (27)
In Eq. (26), the normalized perpendicular velocity s2⊥a is de-
fined as
s⊥a =
v′⊥
vth⊥a
=
√
µB
T⊥a
, (28)
with v′⊥ the perpendicular velocity defined in Eq. (9) and T⊥a
the perpendicular temperature
T⊥a =
1
Na
∫
v′2⊥〈Fa〉piBdv‖dµ . (29)
We also define the normalized parallel shifted velocity,
s‖a =
v‖− u‖a
vth‖a
, (30)
with v2th‖a = 2T‖a/ma, the parallel temperature
T‖a =
1
Na
∫
(v‖− u‖a)2〈Fa〉2piBdv‖dµ , (31)
the parallel fluid velocity
u‖a =
1
Na
∫
v‖〈Fa〉
2piB
ma
dv‖dµ , (32)
and the guiding-center particle density
Na =
∫
〈Fa〉2piBma dv‖dµ . (33)
The guiding-center distribution function 〈Fa〉 is then ex-
panded in a Laguerre basis as
〈Fa〉= f 0a
∞
∑
j=0
N ja(R,v‖, t)L j(s
2
⊥). (34)
where, using the ortogonality relation in Eq. (27), the coeffi-
cients N ja can be computed via
N ja =
1
Na
∫
L j(s
2
⊥a)〈Fa〉
2piB
ma
dµ , (35)
The coefficients N ja can be expressed by introducing the j-
th perpendicular moment ‖χ‖ ja of a quantity χ = χ(R,µ ,v‖),
defined as
‖χ‖ ja =
∫
〈Fa〉χL j 2piBma dµ , (36)
via N ja = ‖1‖ ja/Na. Using this notation, the low order
fluid moments Na,u‖a,T‖a and T⊥a can then be written as
Na =
∫ ∞
0 ‖1‖0adv‖, Nau‖a =
∫ ∞
0 ‖v‖‖0adv‖, NaT‖a = ma
∫ ∞
0 ‖(v‖−
u‖)2‖0adv‖ and NaTa⊥ =
∫ ∞
0 ‖µB‖0adv‖, respectively.
We now derive the set of equations that state the evolution
of the N ja moments. This is a recursion relation that we denote
as moment hierarchy. As a first step, we rewrite the equations
of motion, Eqs. (16) and (17), in terms of the s‖a and s2⊥a
variables. This yields
R˙= U0a +U
∗
pa + s
2
⊥aU
∗
∇Ba + s
2
‖aU
∗
ka + s‖a(vth‖ab+U
∗th
pa ),
(37)
and
mav˙‖ = F‖a− s2⊥aFMa + s‖aFthpa−maA . (38)
In Eq. (37), the lowest-order fluid velocity U0a = vE +
u‖abˆ, and the fluid ∇B drift U∗∇Ba = (T⊥a/ma)bˆ×∇B/Ω∗aB
are introduced, as well as the fluid curvature drift U∗ka =
(2T‖a/ma)bˆ×k/Ω∗a, with k = bˆ ·∇bˆ, the fluid polarization
drift U∗pa = (bˆ/Ω∗a)× d0U0a/dt, and the thermal polarization
driftU∗thpa = vth‖a(bˆ/Ω∗a)× (bˆ ·∇vE +vE ·∇bˆ+2u‖ak), where
Ω∗a = qaB∗‖/ma and d0a/dt = ∂t +U0a ·∇ In Eq (38), we in-
troduce the parallel electric force F‖a = qaE‖+mavE ·d0bˆ/dt,
as well as the mirror force FMa = T⊥a∇‖ lnB and the thermal
polarization force F thpa = mavth‖abˆ ·k×E/B.
The moment-hierarchy equation is obtained by projecting
the DK equation, Eq. (24), on the Laguerre polynomials L j
polynomials, having expressed the distribution function ac-
cording to Eq. (34) and using the orthogonality relation in
Eq. (27). This yields
∂N ja
∂ t
+ R˙0 ·∇N ja + v˙‖0
∂∇N ja
∂v‖
+F ja
+
j+1
∑
l= j−1
M j1l
(
v˙‖1
∂Nla
∂v‖
+U∗∇Ba ·∇Nla
)
=C ja,
with R˙0 = R˙ − s2⊥aU∗∇Ba the v⊥ independent part of the
guiding-center velocity, v˙‖0 = v˙‖ − s2⊥av˙‖1 the v⊥ indepen-
dent part of the parallel acceleration and v˙‖1 = −FMa/ma −
(T⊥a/B∗‖)∇⊥B ·∇×U/Ωa. Furthermore, we have introduced
5in Eq. (39) the fluid term F ja given by
F ja = ∑
l
Nla
d jl
dt
(
Na
B
)
+
[
j(N ja −N j−1a )
(
∂
∂ t
+ R˙0 ·∇
)
+∑
l
M j2lN
l
aU
∗
∇Ba ·∇
]
ln
(
T
B
)
, (39)
where the convective derivative d jl /dt is defined as d
j
l /dt =
δl, j∂t + δl, jR˙0 ·∇+M j1lU∗∇Ba ·∇ and the perpendicular phase
mixing terms as
M j1l = (2 j+ 1)δl, j − ( j+ 1)δl, j+1− jδl, j−1, (40)
and
M j2l =−( j+ 1)2δl, j+1+(3 j2+ 3 j+ 1)δl, j
− 3 j2δl, j−1+ j( j− 1)δl, j−2.
(41)
Finally, the collision term C ja is defined as
C ja =
1
Na
∫
〈Ca(〈Fa〉)〉L j(s2⊥a)
2piB
ma
dµ . (42)
We note that, due to the presence of the phase-mixing terms
M j1l and M
j
2l , the evolution equation for the j-th moment N
j
a is
coupled its lower N j−2a ,N
j−1
a and higher order N
j+1
a counter-
parts. Such coupling results from the terms containing the par-
allel and perpendicular gradients of the magnetic field strength
B in the guiding-center equations of motion, Eq. (16), and
from finite temperature gradients in Eq. (39).
IV. COULOMB COLLISION OPERATOR
The Coulomb (or Landau) collision operator is a collision
operator of the Fokker-Planck type, derived from first princi-
ples and valid in a wide range of plasma parameters, where
small-angle Coulomb collisions are dominant. This operator
can be written as Ca( fa) = ∑b Cab( fa, fb), where [35]
Cab =
3
∑
i, j=1
γab
2
∂
∂vi
[
∂
∂v j
(
fa
∂ 2Gb
∂vi∂v j
)
− 2
(
1+
ma
mb
)
fa
∂Hb
∂vi
]
,
(43)
with γab ≡ 4piZ2aZ2b lnΛ/m2a where lnΛ is the Coulomb loga-
rithm, while Gb and Hb are the Rosenbluth potentials, defined
as
Gb(v) =
∫
fb(v
′)|v− v′|dv′, (44)
and
Hb(v) =
∫
fb(v′)
|v− v′|dv
′. (45)
The importance of retaining the full Coulomb collision oper-
ator has been shown in Refs. 4 and 7 by considering linear
modes such as the electron plasma waves and drift waves. The
growth rate and general properties of these modes might be
significantly different from the ones of the Coulomb collision
operator, when simplified operators are considered, in partic-
ular at typical collisionalities of the tokamak boundary. How-
ever, interest in simpler operators remains, as they are able
to provide the necessary diffusion in velocity space needed to
perform numerical studies of low collisionality systems while
satisfying basic conservation properties. One of these opera-
tors is the anisotropic version of the Dougherty operator [36].
This is derived in Appendix A, together with its main conser-
vation properties.
As a first step in the porting the Coulomb collision oper-
ator in the framework of the four-dimensional model devel-
oped herein, we note that an equivalent representation of the
Coulomb collision operator can be derived from Eq. (43) by
using the relationships ∇2vGb = 2Hb and ∇
2
vHb =−4pi fb. This
yields
Cab =
γab
2
[∂v∂v fa : ∂v∂vGb
+2
(
1− ma
mb
)
∂v fa ·∂vHb + 8pi mamb
fa fb
]
.
(46)
Gyroaveraging the collision operator in Eq. (46), retaining
terms up to O(ε) and rewriting it in terms of guiding-center
coordinates, we obtain
〈Cab〉
γab
=
2m2aµ
2
B2
∂ 2〈Fa〉
∂ µ2
∂ 2〈Gb〉
∂ µ2
+
m2aµ
B2
∂ 2〈Fa〉
∂ µ2
∂ 〈Gb〉
∂ µ
+
1
2
∂ 2〈Fa〉
∂v2‖
∂ 2〈Gb〉
∂v2‖
+
m2a
B2
∂ 〈Fa〉
∂ µ
∂ 〈Gb〉
∂ µ
+
4pima
mb
〈Fa〉〈Fb〉
+
maµ
B
∂ 2〈Fa〉
∂v‖∂ µ
∂ 2〈Gb〉
∂v‖∂ µ
+
m2aµ
B2
∂ 〈Fa〉
∂ µ
∂ 2〈Gb〉
∂ µ2
+
(
1− ma
mb
)[
2maµ
B
∂ 〈Fa〉
∂ µ
∂ 〈Hb〉
∂ µ
+
∂ 〈Fa〉
∂v‖
∂ 〈Hb〉
∂v‖
]
,
(47)
To make further progress, we simplify the expression for 〈Cab〉
by leveraging the expansion of the distribution function over
an orthogonal basis. We first evaluate the Rosenbluth poten-
tials, Gb and Hb, and then integrate the Coulomb collision
operator over µ in order to obtain an expression for the col-
lisional momentsC ja in terms of moments N
j
a ready to be used
in the moment-hierarchy equation.
In order to perform the integrals in the Rosenbluth poten-
tials analytically, we first rewrite Gb and Hb in spherical coor-
dinates using an expansion for fa in irreducible polynomials,
then performing a basis transformation to a Hermite-Laguerre
polynomial basis. Following Refs. [37–39], the distribution
function fa is expanded in irreducible tensorial Hermite poly-
nomials Plka (v) as
fa = faM ∑
lk
Plka (v) ·Mlka (x, t)√
σ lk
, (48)
6where faM is the shifted Maxwellian
faM =
nae−s
2
a
pi3/2v2tha
, (49)
with sa = (v−ua)/vtha the normalized shifted particle veloc-
ity, ua =
∫
v fadv the fluid velocity, vtha = 2Ta/ma the thermal
velocity and Ta = (T‖a + 2T⊥a)/3 the temperature. Further-
more, we define the velocity momentsMlka as
Mlka =
1
na
√
σ lk
∫
dvPlka fa, (50)
In Eq. (50), σ lk is a normalization factor
σ lk =
l!(l + k+ 1/2)!
2l(l + 1/2)!k!
, (51)
and the polynomials Plk are defined as
Plk(v) = L
l+1/2
k (v
2)Pl(v), (52)
where L
l+1/2
k are the generalized (associated) Laguerre
polynomials[40], given by
L
l+1/2
k (x) =
k
∑
m=0
Llkmx
m, (53)
with coefficients
Llkm =
(−1)m(l + k+ 1/2)!
(k−m)!(l+m+ 1/2)!m!. (54)
and Pl(v) are the totally symmetric and traceless tensors, de-
fined as
Pl(v) =
(−1)lv2l+1
(2l− 1)!!
(
∂
∂v
)l
1
v
. (55)
In order to analytically compute the integrals present in the
Rosembluth potentials, Gb and Hb, we expand the function
|v− v′|−1 in terms of Legendre polynomials Pl(x) = [dl(x2−
1)l/dxl ]/(2ll!) as
1
|v− v′| =
1√
v2+ v′2− 2vv′ξ ′
=
∞
∑
l=0
vl<
vl+1>
Pl(ξ
′), (56)
where v< = min(v,v′) and v> = max(v,v′), while ξ ′ = v ·
v′/(|v||v′|) is the cosine of the angle between the vectors v
and v′. This yields for Hb
Hb(v) = ∑
l′,k,l
Ml
′k
a√
σ l
′
k
·
∫
fbMP
l′k
b
vl<
vl+1>
Pl(ξ
′)v2dξ ′dvdθ , (57)
and a similar expression for Gb is obtained. The integration
over the angle θ in Eq. (57) is performed using the following
identity[37] for the irreducible polynomials Pl∫ 2pi
0
Pl(v′)dθ ′vˆ = 2piv
′lPl(ξ ′)Pl(vˆ), (58)
the ξ ′ integration is performed using the orthogonality rela-
tions for the Legendre polynomials∫ 1
−1
Pl(ξ
′)Pn(ξ ′)dξ ′ =
δln
l + 1/2
, (59)
and the integration over the speed variable v is performed
by splitting the cases v′ < v and v′ > v, and defining Ik+ =
2
∫ sb
0 dv
′v′ke−v′2/
√
pi and Ik− = 2
∫ ∞
sb
dv′v′ke−v′2/
√
pi . This
yields the following form for the Rosenbluth potentials
Hb =
nb
vthb
∑
l,k
k
∑
m=0
Llkm√
σ lk
Mlka ·Pl(sˆ)
l+ 1/2
slb
(
I
2(l+m+1)
+
s2l+1b
+ I2m+1−
)
,
(60)
Gb = nbvthb ∑
l,k
k
∑
m=0
Llkm√
σ lk
Mlka ·Pl(sˆ)
l + 1/2
slb
×
[
1
2l + 3
(
I
2(l+m+2)
+
s2l+1b
+ s2bI
2m+1
−
)
− 1
2l− 1
(
I
2(l+m+1)
+
s2l−1b
+ I2m+3−
)]
. (61)
We now write the integrals in Eqs. (60) and (61) in a form
suitable to express the gyroaveraged Rosenbluth potentials ap-
pearing in Eq. (47) in terms of the moments N ja . For this pur-
pose, we expand the integrals in I2k+ and I
2k+1
− in powers of s.
First, we Taylor-expand the integrand in I2k+ around s
′ = s as
e−s
′2
= e−s
2
∞
∑
q=0
(s2− s′2)q
q!
, (62)
yielding
I2k+ =
2e−s
2
√
pi
∞
∑
q=0
s1+2k+2q
(k− 1/2)!
2(k+ q+ 1/2)!
. (63)
A similar procedure is applied to the integrand in I2k+1− , which
is Taylor expanded around s′ = 0, yielding
I2k+1− =
k
∑
j=0
k!
j!
s2 j
e−s2√
pi
. (64)
This method yields the following expression for the gyroaver-
aged Rosenbluth potentials
〈Hb(s)〉 =
Nbvthb‖
vthb
∞
∑
l,k=0
N
lk
b h
lk
00, (65)
〈Gb(s)〉= Nbvthbvthb‖
∞
∑
l,k=0
N
lk
b g
lk
00, (66)
In Eqs. (65) and (66), we introduce the Hermite polyno-
mials Hp(x) = (−1)p exp(x2)d p exp(−x2)/dxp, the fluid mo-
ments
N
lk
a =
2l(l!)2
(2l)!(l + 1/2)σ lk
l+2k
∑
p=0
k+⌊l/2⌋
∑
j=0
T p jlk
∫ ∞
−∞
Hp(s‖)N jads‖.
(67)
7the velocity-dependent terms
hlk00 =
∞
∑
n=0
hlknβ−n⊥ s
2n
⊥ e
−β−1⊥ s2⊥ , (68)
and
glk00 =
∞
∑
n=0
glknβ−n⊥ s
2n
⊥ e
−β−1⊥ s2⊥ , (69)
with β‖ = v2thb/v
2
thb‖ = Tb/T‖b and β⊥ = v
2
thb/v
2
thb⊥ = Tb/T⊥b
as well as the coefficients T p jlk , which allow us to convert be-
tween Hermite-Laguerre and Legendre-Laguerre polynomials
via
Pl(ξ )slLl+1/2k (s
2) =
l+2k
∑
p=0
k+⌊l/2⌋
∑
j=0
T p jlk Hp(s‖)L j(s
2
⊥), (70)
with the inverse transform given by
Hp(s‖)L j(s2⊥) =
p+2 j
∑
l=0
j+⌊p/2⌋
∑
k=0
(
T−1
)lk
p j P
l(ξ )slLl+1/2k (s
2).
(71)
An analytically closed formula for T p jlk and
(
T−1
)lk
p j is given
in Ref. [28].
We now derive the expression for the perpendicular mo-
ments C ja of the Coulomb collision operator in Eq. (42) in
terms of moments N ja of the guiding-center distribution func-
tion. We first rewrite the velocity derivatives of the Rosen-
bluth potentials hlk00 and g
lk
00 as
∂ i+ jhlk00
∂ si‖∂ (s
2
⊥) j
=
∞
∑
n=0
hlkni j β
−n
⊥ s
2n
⊥ e
−β−1⊥ s2⊥ , (72)
and
∂ i+ jglk00
∂ si‖∂ (s
2
⊥) j
=
∞
∑
n=0
glkni j β
−n
⊥ s
2n
⊥ e
−β−1⊥ s2⊥ . (73)
with the coefficients hlkni j and g
lkn
i j given in Appendix B.
The projection of the Coulomb collision operator on the La-
guerre basis can then be written in the following form
C jab = νˆab
Nb
nb
2
∑
i=0
∞
∑
lkp
∂ iN pa (s‖a)
∂ si‖a
N
lk
b C
lkp j
i
+ 4νˆab
ma
mb
∞
∑
np
N pa (s‖a)N
n
b (sb‖)D
n
p j, (74)
with νˆab = νabvthb = γabnbvthb/v3tha and
C
lkp j
i =
∞
∑
n=0
2
∑
rs=0
anp ji,rs h
lkn
rs + b
np j
i,rs g
lkn
rs , (75)
where the numerical coefficients anp ji,rs ,b
np j
i,rs are given by
anp j0,01 =−
4θ 3/2β⊥
β
1/2
‖
(
1− ma
mb
)
(1+ p)
(
Cnp+1, j −Cnp j
)
, (76)
bnp j0,01 =−4
θ 1/2α⊥β⊥
β
1/2
‖
(p+ 1)Cnp+1, j, (77)
bnp j0,02 = 4
β 2⊥θ
3/2
β
1/2
‖
(p+ 1)
{
2(p+ 2)
(
Cnp+2, j − 2Cnp+1, j +Cnp j
)
+Cnp+1, j −Cnp, j
}
, (78)
anp j1,01 = α
1/2
‖
(
1− ma
mb
)
Cnp+1, j, (79)
bnp j1,11 = 2β⊥α
1/2
‖ (p+ 1)
(
Cnp+1, j −Cnp j
)
, (80)
bnp j2,20 =
1
2
θ 1/2α‖β
1/2
‖ C
n
p, j. (81)
In addition, the integral terms Cmp j and D
m
p j that result, respec-
tively, from the product between Fa and the Rosenbluth poten-
tials and from the product 〈Fa〉〈Fb〉, are defined as
Cmp j =
∫ ∞
0
β−m⊥ s
2m
b⊥Lp(s
2
⊥a)L j(s
2
⊥a)e
−β−1⊥ s2b⊥−s2⊥ads2⊥a, (82)
and
Dmp j =
∫ ∞
0
Lp(s
2
⊥a)Lp(s
2
⊥a)Lm(s
2
b⊥)e
−s2b⊥−s2⊥ads2⊥a. (83)
The expressions for Cmp j and D
m
p j are reported in Appendix C.
For convenience, the dimensionless quantities θ ,α‖,⊥ are in-
troduced, which are defined as θ = v2tha/v
2
thb, α⊥ = Ta/Ta⊥
and as α‖ = Ta/Ta‖.
V. DRIFT-KINETIC POISSON’S EQUATION
The electric field appearing in the DK equation, Eq. (24),
and subsequently in the moment-hierarchy equation, Eq. (39),
is evaluated using Poisson’s equation, which can be written as
∇2φ =−4pi ∑
a
qa
∫
fadv. (84)
In order to rewrite Poisson’s equation in terms of moments N ja
of the guiding-center distribution function Fa, we express the
velocity space volume element in Eq. (84) as dv= δ (x−R−
ρ)B∗‖dv‖dµdθdR/ma, and we integrate Eq. (84) over R and
θ . This allows us to rewrite the Poisson equation as
∇2φ =−4pi ∑
a
qa
∫
〈Fa(x−ρ ,µ ,v‖,θ )〉
2piB∗‖
ma
dv‖dµ , (85)
Introducing the Fourier-transform of the distribution func-
tion Fak =Fak(k,v‖,µ ,θ ), defined via Fa =
∫
dkFake−ik·R, and
the Jacobi-Anger expansion
eik·ρ = J0(k⊥ρ)+ 2
∞
∑
l=1
ilJl(ρk⊥)cos lθ , (86)
8with i the imaginary unit, we obtain the following form for the
Poisson’s equation
∇2φ(x) =−4pi ∑
a
qa
∫
dv‖dµdθ
B∗‖
m
×
(
Γ0[Fak]+ 2
∞
∑
l=1
ilΓl [Fak cos lθ ]
)
.
(87)
with the Fourier-Bessel operator Γl [ f ] defined as
Γl [ f (k)] =
∫
Jl(k⊥ρ) f (k)e−ik·xdk. (88)
We now consider the DK limit of Poisson’s equation, Eq. (87).
As pointed out in Ref. 28, due to the asymptotic form of the
Bessel function Jl for small arguments Jl(x)∼ xl , and the fact
that Fa ≃ 〈Fa〉+O(ε2), only the zeroth order function J0 is
needed. Furthermore, J0 can be written in terms of Laguerre
polynomials by making use of the identity [7, 8, 29]
J0(k⊥ρ) =
∞
∑
n=0
Kn(k⊥ρth⊥a)Ln(s2⊥), (89)
with ρth⊥a = vth⊥a/Ωa and Kn given by
Kn(ρth⊥ak⊥) =
1
n!
(
k⊥ρth⊥a
2
)2n
e
−
(
k⊥ρth⊥a
2
)2
. (90)
Equations (89-90) allows us to decouple the spatial depen-
dence in J0 from its velocity dependence. Finally, noting that
Kn(x)∼ x2n for x ≪ 1, we retain the n = 0 and n = 1 terms in
Eq. (89) and expand both K0 and K1 up to O(ε2), yielding
∇2φ(x) =−4pi ∑
a
qaNa
∫
dv‖
B∗‖
B
×
(
N0a −
ρ2th⊥a
4
∇2⊥N
0
a +
ρ2th⊥a
4
∇2⊥N
1
a
)
.
(91)
The final form of the DK Poisson’s equation is obtained by
noting that B∗‖/B = 1+O(ε). This allows us to write Eq. (91)
as
∇2φ(x) =−4pi ∑
a
qaNa
∫
dv‖
×
(
B∗‖
B
N0a −
ρ2th⊥a
4
∇2⊥N
0
a +
ρ2th⊥a
4
∇2⊥N
1
a
)
.
(92)
We remark that the Poisson equation in Eq. (92) reduces to the
one in Ref. [28] when the integration over v‖ is carried out.
VI. CONCLUSIONS
In the present work, a four-dimensionalmoment model suit-
able to describe the plasma dynamics in the SOL region of
magnetic confinement fusion devices at arbitrary collisionality
is derived. The model is based on the moment-hierarchy equa-
tion, Eq. (39). This equation is used to evolve the moments of
the gyroaveraged distribution function 〈Fa〉, and it is obtained
by projecting the collisional DK equation, Eq. (24), over a
Laguerre basis in the perpendicular velocity space, while v‖
remains an independent variable of the resulting system of
equations. A description using a Laguerre polynomial basis
allows us to express analytically the nonlinear Coulomb colli-
sion operator, as well as the DK Poisson’s equation, in terms
of perpendicular velocity moments of 〈Fa〉.
While Eq. (39), is written for an infinite number of mo-
ments and is valid for distribution functions arbitrarily far
from equilibrium, in practice, a closure scheme must be pro-
vided in order to reduce the model to a finite number of equa-
tions. The semi-collisional closure (see, e.g., Refs [28, 41, and
42]) can provide the formalism to evaluate such a closure, al-
lowing the description of the necessary kinetic effects at an
arbitrary level of collisionality. We remark that, leveraging
the work in Ref. 8, the model derived here can be used as a
starting point for the development of a four-dimensional gy-
rokinetic moment-hierarchy.
VII. ACKNOWLEDGMENTS
This work has been carried out within the framework of
the EUROfusion Consortium and has received funding from
the Euratom research and training programme 2014-2018
and 2019-2020 under grant agreement No 633053, from Por-
tuguese FCT (Fundação para a Ciência e Tecnologia) under
grant PD/BD/105979/2014, carried out as part of the training
in the framework of the Advanced Program in Plasma Sci-
ence and Engineering (APPLAuSE,) sponsored by FCT under
grant No. PD/00505/2012 at Instituto Superior Técnico, from
the Swiss National Science Foundation and by a grant from
the Simons Foundation (560651, ML). The views and opin-
ions expressed herein do not necessarily reflect those of the
European Commission.
VIII. DATA AVAILABILITY
Data sharing is not applicable to this article as no new data
were created or analyzed in this study.
Appendix A: Anisotropic Dougherty Collision Operator
In addition to the Coulomb collision operator, we consider
here the Dougherty collision operator, a simplified collision
operator that is of interest for implementation in the weakly
collisional case. We generalise this operator to retain temper-
ature anisotropy effects and we port it in the framework of the
four-dimensionalmodel developed herein. The Dougherty op-
erator [43], CD, is defined as
CD ( fa) = νa
∂
∂v
[
(v−ua) fa + Tama
∂ fa
∂v
]
, (A1)
where ua =
∫
v fadv/na is the fluid velocity. It can be shown
that the operator in Eq. (A1) conserves particles, momentum
9and energy, satisfies an H-theorem and and vanishes if fa is a
Maxwellian. Furthermore, when written in terms of guiding-
center variables (R,v‖,µ ,θ ) and applied to an isotropic
Hermite-Laguerre basis H p j = Hp[(v‖− u‖a)/vtha]L j(µB/Ta)
with v2tha = 2Ta/ma, the Dougherty operator in Eq. (A1) yields
CD(H
p j) =−ν(p+ 2 j)H p j, (A2)
showing that a Hermite-Laguerre polynomial basis is an eigen-
function of the Dougherty operator.
To generalise the Dougherty collision operator CD to an
anisotropic Hermite-Laguerre basis Hp(s2‖a)L j(s
2
⊥a), we first
rewrite Eq. (A1) in a covariant form, by replacing the differ-
ential operators by their covariant counterparts, yielding
CD = ν(3 fa +ω
i fa;i +D
i j fa;i; j), (A3)
with v− ua = ω the friction vector and Di j = δ i jTa/ma the
second-order covariant diffusion tensor. The first and second
covariant derivatives in Eq. (A3) of the scalar function f are
defined as
f;i =
∂ f
∂ξi
, (A4)
and
f;i; j =
∂ 2 f
∂ξ i∂ξ j
−Γki j
∂ f
∂ξ k
, (A5)
respectively, with Γki j the Christoffel symbols of the second
kind for the new coordinate system ξ (x,v). For the case of
velocity guiding-center coordinates (µ ,v‖,θ ), the symbols Γki j
can be derived from the guiding-center metric-tensor gi j
gi j =

 B2maµ 0 00 2µBma 0
0 0 1

 , (A6)
using the following expression for Γki j
Γki j =
1
2
gkl
(
∂gil
∂ξ j
+
∂g jl
∂ξ i
− ∂gi j
∂ξ l
)
. (A7)
This yields
Γ
µ
i j =

 − 12µ 0 00 −2µ 0
0 0 0

 , (A8)
and
Γθi j =

 0 12µ 01
2µ 0 0
0 0 0

 , (A9)
as well as Γ
v‖
i j = 0.
To generalise the diffusion tensor Di j to the anisotropic
case, we start by considering the following form for Di j in
the Cartesian coordinates (x,y,z)
Di j =
1
ma

 Tx 0 00 Ty 0
0 0 Tz

 , (A10)
where Tx =
∫
mv2x/2 f dv, and analogous definitions apply to
Ty and Tz. By identifying the z axis with the direction of the
magnetic field, we consider Tx = Ty = T⊥ and Tz = T‖. By
performing the coordinate transformation from Cartesian to
the DK coordinates (µ ,v‖,θ ), we obtain
Di j =


2T⊥µ
B 0 0
0
T‖
ma
0
0 0
T⊥
2µB

 . (A11)
The anisotropic Dougherty collision operator in guiding-
center coordinates can then be written as
〈CD [Fa]〉= ν
[
3〈Fa〉+
(
v‖− u‖a
) ∂ 〈Fa〉
∂v‖
+ 2µ
∂ 〈Fa〉
∂ µ
+
T‖a
ma
∂ 2〈Fa〉
∂v2‖
+
2T⊥a
B
∂
∂ µ
(
µ
∂ 〈Fa〉
∂ µ
)]
. (A12)
The collision operator defined in Eq. (A12) conserves particle,
momentum and energy. It vanishes for a bi-Maxwellian faM
of the form
faM =
nama
pi3/2vth‖a2T⊥a
exp
(
− (v‖− u‖a)
2
v2th‖a
− v
2
⊥
v2th⊥a
)
(A13)
and it can be shown that it satisfies the H-theorem for a near-
Maxwellian distribution.
Finally, the perpendicular moments C ja of the anisotropic
Dougherty collision operator can be derived by plugging
Eq. (A12) in Eq. (42), yielding
C ja = ν
[
(1− 2 j)N ja + s‖
∂N ja
∂ s‖
+
1
2
∂ 2N ja
∂ s2‖
]
. (A14)
Appendix B: Coefficients of the Rosenbluth Potentials
We write the coefficients hlkni j and g
lkn
i j of the expansion of
the Rosenbluth potentials, H and G, needed to compute the
expressions in Eqs. (72) and (72). For the H potential, we
write
hlkni j =
2
∑
u=1
hlkni ju (B1)
10
where
hlkni j1 =
k
∑
m=0
⌊l/2⌋
∑
j=0
∞
∑
q=0
PjlLlkm√
pi
(m+ l+ 1/2)!
(m+ l+ q+ 3/2)!
×
(
j+ q+m+ 1
n
)
e
−β−1‖ s2‖×
× fi j( j+ q+m+ 1− n, l+ 2q+ 2m− 2n+2),
hlkni j2 =
k
∑
m=0
⌊l/2⌋
∑
j=0
m
∑
q=0
PjlLlkm√
pi
m!
q!
×
×
(
j+ q
n
)
e
−β−1‖ s2‖×
× fi j( j+ q− n, l+ 2q− 2n),
Similarly, for the G potential, we expand
glkni j =
4
∑
u=1
glkni ju (B2)
where the coefficients glkni ju are given by
glkni j1 =
k
∑
m=0
⌊l/2⌋
∑
j=0
∞
∑
q=0
PjlLlkm
(2l + 3)
√
pi
(m+ l+ 3/2)!
(m+ l+ q+ 5/2)!
×
×
(
j+ q+m+ 2
n
)
e
−β−1‖ s2‖×
× fi j( j+ q+m+ 2− n, l+ 2q+ 2m− 2n+4),
glkni j2 =
k
∑
m=0
⌊l/2⌋
∑
j=0
m
∑
q=0
PjlLlkm
(2l + 3)
√
pi
m!
q!
×
×
(
j+ q+ 1
n
)
e
−β−1‖ s2‖×
× fi j( j+ q+ 1− n, l+ 2q+ 2m− 2n+2),
glkni j3 =
k
∑
m=0
⌊l/2⌋
∑
j=0
∞
∑
q=0
PjlLlkm
(1− 2l)√pi
(m+ l+ 1/2)!
(m+ l+ q+ 3/2)!
×
×
(
j+ q+m+ 2
n
)
e
−β−1‖ s2‖×
× fi j( j+ q+m+ 2− n, l+ 2q+ 2m− 2n+4),
glkni j4 =
k
∑
m=0
⌊l/2⌋
∑
j=0
m+1
∑
q=0
PjlLlkm(m+ 1)!
(1− 2l)√piq! ×
×
(
q+ j
n
)
e
−β−1‖ s2‖×
× fi j( j+ q− n, l+ 2q+ 2m− 2n).
In the previous expressions, the function fi j is introduced
f00(x,y) =
sy‖
β
y/2
‖
,
f01(x,y) =
sy−2‖
β
y/2−1
‖
[
x−
s2‖
β‖
]
,
f10(x,y) =
sy−1‖
β
y/2
‖
[
y− 2
s2‖
β‖
]
,
f11(x,y) =
sy−3‖
β
y/2−1
‖ β⊥
[
x(y− 2)− (2x+ y)
s2‖
β‖
+ 2
s4‖
β 2‖
]
,
f02(x,y) =
sy−4‖
β
y/2−2
‖ β
2
⊥

(x− s2‖
β‖
)2
− x

 ,
f20(x,y) =
sy−2‖
β
y/2
‖
[
y(y− 1)− 2(2y+ 1)
s2‖
β‖
+ 4
s4‖
β 2‖
]
,
together with the coefficients Pli, defined as
Pli =
(−1)i
2l
(
l
i
)(
2l− 2i
l
)
. (B3)
Appendix C: Laguerre Integrals
We compute the Laguerre integrals Cmp j and D
m
p j appearing
in Eq. (74) by following two different approaches The first
approach is based on recursive relations between higher-order
and lower-order integrals, while in the second approach the in-
tegrals are computed directly using hypergeometric functions.
In order to simplify the derivation in both approaches, we
rewrite the integrals in Eqs. (82) and (83) using the fact that
s2b⊥ = θβ⊥s
2
a⊥/α⊥. We then note that the integrals C
m
p j and
Dmp j in Eqs. (82) and (83) are only a function of x = θα
−1
⊥ and
y = θα−1⊥ β⊥, respectively, yielding
Cmp j(x)≡
∫ ∞
0
xmzmLp(z)L j(z)e
−(1+x)zdz, (C1)
Dmp j(y)≡
∫ ∞
0
Lp(z)L j(z)Lm(yz)e
−(1+y)zdz. (C2)
We first consider the approach based on recursive relations.
We leverage the work in Refs. [44–47], where closed analyti-
cal expressions for Eqs. (C1) and (C2) with x = y = 1 are ob-
tained. We start by computingC0p j(x), performing the change
of variables z′ = (1+x)z and using the transformation rule for
Laguerre polynomials
Ln(xz) =
n
∑
k=0
(
n
n− k
)
xk(1− x)n−kLk(z). (C3)
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From Eq. (C3) it is straightforward to obtain that
C0p j(x) =
xp+ j
(1+ x)p+ j+1
min(p, j)
∑
k=0
(
p
p− k
)(
j
j− k
)
x−2k. (C4)
To calculateCmp j, for m > 0, one can make use of the recursion
relation for Laguerre polynomials in Eq. (25) to compute a
recurrence formula betweenCm+1p j and integrals of lower order
in the index m. We generalise the procedure outlined in Ref.
[47] for the case of x = 1, to an arbitrary x. We thus have
Cm+1p j (x) = (1+ 2p)xC
m
p j(x)− (p+ 1)xCmp+1, j(x)− pxCmp−1, j(x),
(C5)
with the boundary values of
Cmp0 =C
m
0p =
min(p,m)
∑
k=0
(
p
p− k
)(
m
m− k
)
m!(−1)kxp+m−k
(1+ x)p+m+1
.
(C6)
To compute Dmp j for m > 0, it is also possible to derive a recur-
sion relation that involves integral of lower order in m. Using
again Eq. (25), we obtain
(m+ 1)Dm+1p j (y) = [2m+ 1− y(2p+ 1)]Dmp j(y)
−mDm−1p j (y)+ y(p+ 1)Dmp+1, j(y)+ ypDmp−1, j(y), (C7)
where
D0p j(y) =C
0
p j(y) (C8)
and with the boundary values of
Dmp0(y) = D
m
0p(y) =
yp
(1+ y)p+m+1
(p+m)!
p!m!
. (C9)
As a second approach, we note that the integrals Cmp j and
Dmp j can also be obtained as a special case of the general ex-
pression for the integral of k Laguerre polynomials [48], i.e.∫ ∞
0
xρ−1e−σxLn1(λ1x) . . .Lnk(λkx)dx
= σ−ρ Γ(ρ)F (k)A

ρ ,−n1, . . . ,−nk,1, . . . ,1︸ ︷︷ ︸
k times
,
λ1
σ
, . . . ,
λk
σ

 ,
(C10)
where ρ ,σ > 0 and F(k)A is the first Lauricella hypergeometric
function of k variables, which is defined by
F (k)A (a,b1, . . . ,bk,c1, . . . ,ck,x1, . . . ,xk) (C11)
=
∞
∑
m1=0
. . .
∞
∑
mk=0
(a)m1+...+mk(b1)m1 × . . .× (bk)mk
(c1)m1 × . . .× (ck)mk m1! . . .mk!
xm11 . . .x
mk
k ,
where the Pochhammer symbol (q)n denotes the rising facto-
rial:
(q)n = q(q+ 1) . . .(q+ n− 1)= Γ(q+ n)
Γ(q)
. (C12)
The k = 2 Lauricella function is also known in the literature
as the Appell hypergeometric function F2 [49]. It is worth
mentioning that, although the Lauricella function is defined
in general only for |x1|+ . . .+ |xk| < 1, in our specific case
the integral is well defined and converges for any value of
m, p, j and x > 0, since the arguments b1, . . . ,bk are always
negative and equal to −1, and therefore the sums in Eq. (C11)
are bounded. Finally, leveraging the results of Ref. [48], we
write the integrals Cmp j and D
m
p j as
Cmp j(x) =
Γ(m+ 1)xm
(1+ x)m+1
F2
(
m+ 1,−p,− j,1,1, 1
1+ x
,
1
1+ x
)
,
(C13)
and
Dmp j(y)=
1
1+ y
F (3)A
(
1,− j,−m,−p,1,1,1, 1
1+ y
,
y
1+ y
,
1
1+ y
)
.
(C14)
It can be shown that Eq. (C13) and Eq. (C14) are equivalent
to Eq. (C5) and Eq. (C7), respectively, by verifying that they
reduce to Eq. (C4) when m = 0, and that they satisfy the recur-
sion relation in Eqs. (C5) and (C7) for m > 0.
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