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Abstract: The pharmaceutical salt ivabradine hydrochloride is indicated for the symptomatic
treatment of chronic stable angina pectoris and chronic heart failure. It exhibits extensive
polymorphism and co-crystallization, which could be a way to provide an alternative solid form.
We conducted a co-crystal screen, from which two hits were identified: with (S)-mandelic and
(R)-mandelic acid. Both structures were determined from single-crystal X-ray diffraction data as
co-crystals. The co-crystals were further characterized by common solid-state techniques, such as
X-ray powder diffraction (XRPD), differential scanning calorimetry (DSC), solid-state NMR, IR and
Raman spectroscopy, and dynamic vapor sorption (DVS). The co-crystal with (S)-mandelic acid
was selected for further development; its physical and chemical stability was compared with two
different polymorphs of the hydrochloride salt. The co-crystal exhibited a similar stability with the
polymorph used in the original drug product and was, therefore, selected for formulation into the
drug product. During the pre-formulation experiments, the in situ formation of the co-crystal was
achieved during the wet granulation process. The following formulation experiments showed no
influence of in situ prepared co-crystal on the overall stability of the bulk, when compared with
pre-prepared co-crystal formulation.
Keywords: co-crystals; crystal polymorphism; crystal structure; preformulation; X-ray powder
diffractometry
1. Introduction
Multicomponent solid forms of pharmaceutical substances (APIs) are widely screened from
early drug development, as they provide a whole range of forms with different physicochemical
properties. In addition to polymorphs, some solvates, salts, or co-crystals can be selected as desirable
solid forms of API, present in the drug product. Co-crystals have captured the attention of solid-state
scientists for their immense possibilities: (i) the number of co-crystal formers (co-formers) exceeds
the number of counterions [1]; when multicomponent solid forms are screened for, therefore, more
options are available; (ii) there is no need to force the screened pharmaceutical substance to donate or
accept a proton in order to prepare a new multicomponent solid form; and (iii) combinations, such as
co-crystal hydrate, co-crystal of a salt, etc., can extend the solid-state portfolio, as well.
Pharmaceutical cocrystals have been successfully studied by numerous groups, which have
reported many effective co-crystal preparation techniques, such as neat grinding [2,3], liquid-assisted
grinding [4] or co-melting [5,6] of co-crystal components or co-crystallization from solutions [7].
Co-crystals, solvates and salts are multicomponent solid forms and, sometimes, the boundary between
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Abstract: We present a review on the progress in the understanding and characterization of
holonomy and topology of a discrete-time quantum walk architecture, consisting of a unitary step
given by a sequence of two on-commuting rotations in parameter space [1]. Unlike other similar
systems recently studied in detail in the liter ture, this system does not present continous 1D
topological boundaries, it only presents a discrete number of Dirac points where the quasi- energy
gap closes. At these discrete points the topological winding number is not defined. Therefore, such
discrete points represent topological boundaries of dimension zero, and they endow the system with
a n-trivial topology. We illustrate the non-trivial character of the system by calculating the Zak
phase. We also propose a suitable experimental scheme to implement these ideas, and we present
preliminary experimental data.
Keywords: Holon my; topology; qu n um walks
1.. Introduction
Quantum physics attaches a phase to particles due to the complex nature of the Hilbert space.
Phases arising during the quantum evolution of a particle can have different origins. A type of
geometric phase, the so-called Berry phase [2], can be ascribed to quantum particles which return
adiabatically to their initial state, but remember the path they took by storing this information on a
geometric phase (Φ), defined as [2,3]:
eiΦ = 〈ψini|ψfinal〉. (1.1)
Geometric phases carry a number of implications: they modify material properties of solids,
such as conductivity in graphene [9], they are responsible for the emergence of surface edge-states in
topological insulators, whose surface electrons experience a geometric phase [10], they can modify
the outcome of molecular chemical reactions [11], and could even have implications for quantum
information technology, via the Majorana particle [12], or can bear close analogies to gauge field
theories and differential geometry [13].
In this paper, we present a review on the progress in the understanding and characterization of
dynamical effects, geometry, holonomy, and topology of a discrete-time quantum walk architecture,
consisting of a unitary step given by a sequence of two non-commuting rotations in parameter
space [1]. As pointed out in Ref [1]. page 2, this system does not present continous 1D topological
boundaries. Unlike other systems recently studied in detail in the literature such as the "split-step"
quantum walk [14,19], the system we report only presents a discrete number of Dirac points where
the quasi-energy gap closes. Due to this apparent simplicity, the authors concluded that the system
was topologically trivial and a retraction was issued.
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Neverthereless, at these discrete Dirac points the topological winding number is not defined,
therefore these discrete points represent topological boundaries of dimension zero. Since the system
has toplogical boundaries it is topologically non-trivial. We demonstrate the non-trivial geometric
landscape of the system by calculating different holonomic quantities such as the Zak phase [15].
We propose a suitable experimental scheme for the implementation of the proposed ideas, and
preliminary experimental data
2.. Holonomy, Topology and the Berry phase
The concept of Berry and Zak phases are related to the mathematical concept of the holonomy
of a manifold. In the present section this important link is briefly described.
The holonomy from a geometrical point of view: As it is well known in differential geometry, the
holonomy group Hx at a point x for an arbitrary oriented n-dimensional manifold M endowed with
metric gij is defined by considering the parallel transport of a arbitrary vector field V ∈ TMx along all
the possible closed curves C starting and ending at x. The condition of parallel transport is expressed
as
tµ∇µV = 0, (2.2)
with tµ the unit tangent vector of the curve C and ∇µ the Levi-Civita connection of (M, gij), i.e the
unique connection which is torsion free and satisfies∇gµν = 0. By the Levi-Civita conditions together
with (2.2) it follows directly that
tµ∇µ(gijViV j) = 0.
which is the statement that the norm of the vector field ||V|| = gijViV j is conserved during the travel
along C. However, after the travel ends, the resulting vector VC will not coincide with V, but it will
be rotated as
VC = Rx(C)V,
with R(C) an element of SO(n). Thus, there is an assignment of a rotation matrix Rx(C)
corresponding to any pair (x,C) with C an arbitrary curve in the manifold. The possible rotations
Rx(C) at a fixed point x obtained by considering all the possibles curves C can be shown to be a
group, which in fact is equal or smaller than SO(n) . This is known as the holonomy group Hx at x. If
the manifold M is simple connected, the holonomy groups at different points x and y are isomorphic
and one simply speaks about the holonomy H of M. Otherwise the definition of holonomy may be
point dependent.
The concept of holonomy is more simply visualized for a manifold M which is embedded in Rn.
An example of this is the sphere S2 with its canonical metric
gS2 = dθ
2 + sin2 θdφ2. (2.3)
This sphere can be though as a surface x21 + x
2
2 + x
2
3 = 1 embedded in R
3 and the canonical metric
gS2 is simply the distance element of this surface. The holonomy element H(C) for a given curve C is
intuitively a rotation R(α) with α(C) the solid angle subtended by C at the center of the sphere. It is
instructive to check this explicitly. For this, consider the unit vector r in R3 parameterizing the points
of the sphere
r = (sin θ cos φ, sin θ sin φ, cos θ).
Take a vector V ∈ TMx which will be parallel transported along a curve C in S2. If one describes the
path by a parameter t, which can be though as the traveling "time" along the path, the the parallel
transport condition can be expressed as follows. This vector should always be orthogonal to r, that is,
V · r = 0, otherwise it will have a component orthogonal to the surface. However, this is not enough
since the vector V may stay in the tangent plane TxS2 of any point x visited during the travel, but
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a velocity Ω with a non zero component in the r direction would make the vector rotate inside the
planes. In order to avoid these rotations one should insure that Ω has no components in the direction
of r, that is, Ω · r = 0. The total angular velocity Ω should not be zero however, since intuitively the
vector V has a component in r˙ which is conserved, an r˙ is making a rotation in R3 and so does V. The
two conditions stated above
V˙ = Ω×V, Ω = r× r˙. (2.4)
For further applications in quantum mechanics, it is convenient to express the condition above in
terms of the complex unit vector ψ defined by
ψ =
1
2
(V + iV′), V′ = r×V.
Then the condition of parallel transport on the sphere (2.4) may be expressed alternatively as
=(ψ∗ · dψ) = 0, −→ =(ψ∗ · dψ) = 0. (2.5)
Now, in order to find α(C) one may define a local orthogonal basis u and v. For instance u may lie on
the parallel of latitude θ and v the meridian of longitude φ. These vectors are explicitly given as
u(r) = (− sin φ, cos φ, 0), (2.6)
v(r) = (− cos θ cos φ,− cos θ sin φ, sin θ). (2.7)
In these terms the phase α of ψ may be defined as
ψ = n exp(iα), n =
1
2
(u+ iv).
Note that the phase α may depend on the choice of u and v, but the phase change due to the transport
along C does not. This phase change is given by
α(C) =
∮
C
dα = =(
∮
n∗ · dn) = =
∫ ∫
Int(C)
dn ∧ dn∗.
where in the last step the Stokes theorem was taken into account. Note that the last integrand is
invariant under the gauge transformations
n′ = n exp(iµ(r)).
By writing explicitly this integral in terms of our coordinate system it is obtained that
α(C) = =
∫ ∫
Int(C)
dθdφ(∂θn∗ · ∂φn− ∂θn · ∂φn∗), (2.8)
α(C) =
∫ ∫
IntC
sin θdθdφ. (2.9)
which is clearly the solid angle subtended by C, as anticipated.
Some uses of holonomy in quantum mechanics: The notion of holonomy can be generalized for more
general connections ∇˜ than the Levi-Civita. These generalization may suited for dealing for quantum
mechanical problems. In the quantum mechanics set up one may replace the complex vector ψ(θ, φ)
by a state vector |ψ(X) > where X are the coordinates describing the parameter space of the problem.
For instance, it the wave function |ψ(X) > is describing the motion of electrons in the field of heavy
ions, which can be consider effectively static, then the parameter X is the position of these ions.
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By introducing a complex basis |n(X) > for any X, one may define the relative phase of |ψ(X) >
|ψ〉 = |n(X)〉 exp(iγ).
As before this phase is base dependent, but the holonomy to be defined below is instead independent
on that choice. This holonomy is defined by an adiabatic travel around a circuit C in the parameter
space. After the travel, the resulting wave function will acquire an additional phase due to the non
trivial holonomy of such space. In other words
〈ψini|ψfinal〉 = exp(iα(C)).
The phase α(C) is known as the Berry phase [2]. The condition of parallel transport (2.5) becomes in
this context
=〈ψ|dψ〉 = 0.
By simple generalization of the arguments given above in the differential geometrical context, it
follows that this phase is simply
α(C) =
∫ ∫
Int(C)
V, V = = < dn| ∧ |dn > . (2.10)
Thus, this phase is dependent on the path C, even with the adiabatic condition taken into account.
It may seem that the holonomy just defined was obtained without mentioning any metric tensor
gij in the Hilbert space in consideration. As we will discuss below the natural language for such
holonomy is in terms of principal bundles. However there exist a natural metric gij in the parameter
space of the problem. This issue was studied in [4] where the authors considered the following tensor
Tij =< ∂in|(1− |n >< n|)|∂jn >= gij + i
Vij
2
.
This tensor is gauge invariant, that is, invariant under the transformation
|n(X) >→ |n(X) > exp(−iµ(r)).
The real part of Tij is the form Vij whose flux gives the phase γ(C). The imaginary part is a candidate
for a metric tensor gij [4]. In fact, one may define a "distance" between two states by the relation
∆12 = 1− | < ψ1|ψ2 > |2.
The interpretation of this distance is intuitive. If two states |ψ1 > and |ψ2 > are identified when they
differ by a global phase, and in this case ∆12 = 0. In the case in which the overlap is minimal, the
distance is maximal. Taking the limit 1 → 2 and using the fact that the states are normalized gives
that
ds2 =< dn|(1− |n >< n|)|dn >= TijdXidX j = gijdXidX j, (2.11)
the last equality follows from the fact that the product of a symmetric tensor such as dXidX j by an
antisymmetric one such as Vij is zero. It is interesting to note that for a two state spin system
|+ >=
(
cos θ2 e
i φ2
sin θ2 e
−i φ2
)
, |− >=
(
sin θ2 e
i φ2
− cos θ2 e−i
φ
2
)
reduces to the definition (2.11) gives the canonical metric on S2 (2.3), which is a nice consistency test.
More general geometries are considered in [5]-[6].
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There is an important subtle detail to be discussed, which is related to the use of the terms
topology and geometry. The holonomy for a manifold M in a global geometry context is geometrical,
since the notion of parallel transport described above is related to the standard Levi-Civita connection
∇i, which is constructed directly in terms of the particular metric tensor gij defined on M. However,
such holonomy is not a topological invariant for M. In fact, there may exist two different complete
metrics gij and g′ij defined on the same manifold M and possessing different holonomy groups. For
instance any algebraic surface X which is compact, Kahler and with first real Chern class equal to
zero admits a Ricci flat metric with holonomy SU(3), due to the famous Yau theorem. The canonical
metric on these surfaces are known, but none of them has holonomy SU(3). In fact no compact
metric with holonomy SU(3) is known explicitly, since such metrics do not admit globally defined
Killing vectors and thus they are highly non trivial.
In the quantum mechanical context however, the Berry phase may describe a topological
phenomena in the following sense. The description of the Berry phase made above bears a formal
analogy with the concept of holonomy. Nevertheless, the precise notion for describing such phase is
as the holonomy for an abstract connection in a principal bundle P(U(1),X) with X the parameter
space X of the problem. The curvature of this connection is the quantity V defined in (2.10). This
quantity is known as the Berry curvature, it is gauge invariant and its flux is the Berry phase α(C). It
turns out that for closed manifolds, these fluxes describe a Chern class of the bundle. These classes
are invariant under gauge transformations and take integer values. Such classes describe inequivalent
bundles over the parameter space X and are topological, that is, they do not depend on the choice
of the metric in the underlying manifold X. To describe these classes is beyond the scope of this
work, extensive information can be found in [8], [2], in particular in connection with the physic of
Dirac monopoles. We turn now to some applications of these concepts to real quantum mechanical
problems.
3.. Discrete-time quantum walks
Discrete-time quantum walks (DTQWs) [16] offer a versatile platform for the exploration of
a wide range of non-trivial geometric and topological phenomena (experiment) [14] [17] [18], and
(theory) [19–21,23,24,32,33]. Further, QWs are robust platforms for modeling a variety of dynamical
processes from excitation transfer in spin chains [25,26] to energy transport in biological complexes
[27]. They enable to study multi-path quantum inteference phenomena [28–31], and can provide
for a route to validation of quantum complexity [34,35], and universal quantum computing [36].
Moreover, multi-particle QWs warrant a powerful tool for encoding information in an exponentially
larger space [37], and for quantum simulations in biological, chemical and physical systems [38], in
1D and 2D geometries [39] [41].
In this paper, we present a simple theoretical scheme for generation and detection of a non-trivial
invariant geometric phase structure in 1D DTQW architectures. The basic step in the standard DTQW
is given by a unitary evolution operator U(θ) = TR~n(θ), where R~n(θ) is a rotation along an arbitrary
direction~n = (nx, ny, nz), given by
R~n(θ) =
(
cos(θ)− inz sin(θ) (inx − ny) sin(θ)
(inx + ny) sin(θ) cos(θ) + inz sin(θ)
)
,
in the Pauli basis [51]. In this basis, the y-rotation is defined by a coin operator of the form [51].
Ry(θ) =
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)
.
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This is followed by a spin- or polarization-dependent translation T given by
T =∑
x
|x+ 1〉〈x| ⊗ |H〉〈H|+ |x− 1〉〈x| ⊗ |V〉〈V|,
where H = (1, 0)T and V = (0, 1)T . The evolution operator for a discrete-time step is equivalent to
that generated by a Hamiltonian H(θ), such that U(θ) = e−iH(θ) (h¯ = 1), with
H(θ) =
∫ pi
−pi
dk[Eθ(k)~n(k).~σ]⊗ |k〉〈k|
and~σ the Pauli matrices, which readily reveals the spin-orbit coupling mechanism in the system. The
quantum walk described by U(θ) has been realized experimentally in a number of systems [42,48,49]
[50], and has been shown to posses chiral symmetry, and display Dirac-like dispersion relation given
by cos(Eθ(k)) = cos(k) cos(θ).
3.1. Split-step quantum walk
We present two different examples of non-trivial geometrical phase structure in the holonomic
sense, as described in the previous section. The first DTQW protocol consists of two consecutive
spin-dependent translations T and rotations R, such that the unitary step becomes U(θ1, θ2) =
TR(θ1)TR(θ2), as described in detail in [19]. The so-called “split-step" quantum walk, has been
shown to possess a non-trivial topological landscape given by topological sectors which are delimited
by continuous 1D topological boundaries. These topological sectors are characterized by topological
invariants, such as the winding number, taking integer values W = 0, 1. The dispersion relation for
the split-step quantum walk results in [19]:
cos(Eθ,φ(k)) = cos(k) cos(θ1) cos(θ2)− sin(θ1) sin(θ2).
The 3D-norm for decomposing the quantum walk Hamiltonian of the system in terms of Pauli
matrices HQW = E(k)~n ·~σ becomes [14]:
nxθ1,θ2(k) =
sin(k) sin(θ1) cos(θ2)
sin(Eθ1,θ2 (k))
nyθ1,θ2(k) =
cos(k) sin(θ1) cos(θ2)+sin(θ2) cos(θ1)
sin(Eθ1,θ2 (k))
nzθ1,θ2(k) =
− sin(k) cos(θ2) cos(θ1)
sin(Eθ1,θ2 (k))
.
(3.12)
The dispersion relation and topological landscape for the split-step quantum walk was analyzed in
detail in [19]. We now turn to our second example.
3.2. Quantum walk with non-commuting rotations
The second example consists of two consecutive non-commuting rotations in the unitary step
of the DTQW. The second rotation along the x-direction by an angle φ, such that the unitarity step
becomes U(θ, φ) = TRx(φ)Ry(θ), where Rx(φ) is given in the same basis [51] by:
Rx(φ) =
(
cos(φ) i sin(φ)
i sin(φ) cos(φ)
)
.
The modified dispersion relation becomes:
cos(Eθ,φ(k)) = cos(k) cos(θ) cos(φ) + sin(k) sin(θ) sin(φ), (3.13)
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Figure 1. Non-trivial phase diagram for the quantum walk with consecutive non-commuting
rotations, indicating gapless Dirac points where quasi-energy gap closses for different values of
quasi-momentum: Squares (k = 0), pentagons (|k| = p), romboids (k = +p/2), circles (k =  p/2).
These discrete Dirac points represent topological boundaries of dimension zero. They endow the
system with a non-trivial topology.
The modified dispersion relation becomes:
cos(Eq,f(k)) = cos(k) cos(q) cos(f) + sin(k) sin(q) sin(f), (3.13)
where we recover the Dirac-like dispersion relation for f = 0, as expected. The 3D-norm for
decomposing the Hamiltonian of the system in terms of Pauli matrices becomes:
nxq,f(k) =
  cos(k) sin(f) cos(q)+sin(k) sin(q) cos(f)
sin(Eq,f(k))
nyq,f(k) =
cos(k) sin(q) cos(f)+sin(k) sin(f) cos(q)
sin(Eq,f(k))
nzq,f(k) =
  sin(k) cos(q) cos(f)+cos(k) sin(q) sin(f)
sin(Eq,f(k)) .
(3.14)
As anticipated, this system has a non-trivial phase diagram with a larger number of gapless
points for different momenta as compared to the system consisting of a single rotation. Each
of these gapless points represent topological boundaries of dimension zero, where topological
invariants are not defined. Unlike the "split-step" quantum walk described previously, this system
does not contain continuous topological boundaries. We calculated analitically the gapless Dirac
points and zero-dimension topological boundaries for the system. Using basic trigonometric
considerations, it can be shown that thequasi-energy gap closes at 13 discrete points, for different
values of quasi-momentum k. The phase diagram indicating the Dirac points where the gap closes
for different momentum values is shown in Fig. 1. Squares correspond to Dirac points for k = 0,
circles correspond to Dirac points for k =  p/2, romboids correspond to Dirac points for k = +p/2,
and pentagons correspond to Dirac points for |k| = p. This geometric structure in itself is novel and
topologically non-trivial. Moreover, it has not been studied in detail before.
Figure 1. Non-trivial phase diagram for the quantum walk with consecutive non-commuting
rotations, indicating gapless Dirac points where quasi-energy gap closses for different values of
quasi-momentum: Squares (k = 0), pentagons (|k| = pi), romboids (k = +pi/2), circles (k = −pi/2).
These discrete Dirac points represent topological boundaries of dimension zero. They endow the
system with a non-trivial topology.
where we recover the Dirac-like dispersion relation for φ = 0, as expected. The 3D-norm for
decomposing the Hamiltonian of the system in term of Pauli matrices becomes:
nxθ,φ(k) =
− cos(k) sin(φ) cos(θ)+sin(k) sin(θ) cos(φ)
sin(Eθ,φ(k))
nyθ,φ(k) =
cos(k) sin(θ) cos(φ)+sin(k) sin(φ) cos(θ)
sin(Eθ,φ(k))
z
θ,φ
− sin(k) cos(θ) c s(φ) cos(k) si (θ) sin(φ)
si ( θ,φ( ))
.
(3.14)
As anticipated, this system has a non-trivial phase diagram with a larger number of gapless
points for different momenta as compared to the system consisting of a single rotation. Each
of these gapless points represent topological boundaries of dimension zero, where topological
invariants are not defined. Unlike the "split-step" quantum walk described previously, this system
does not contain continuous topological boundaries. We calculated analitically the gapless Dirac
points and zero-dimension topological boundaries for the system. Using basic trigonometric
considerations, it can be shown that thequasi-energy gap closes at 13 discrete points, for different
values of quasi-momentum k. The phase diagram indicating the Dirac points where the gap closes
for different momentum values is shown in Fig. 1. Squares correspond to Dirac points for k = 0,
circles correspond to Dirac points for k = −pi/2, romboids correspond to Dirac points for k = +pi/2,
and pentagons correspond to Dirac points for |k| = pi. This geometric structure in itself is novel and
topologically non-trivial. Moreover, it has not been studied in detail before.
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4.. Zak Phase Calculation
We will now give expressions for the Zak Phase in two different scenarios. These scenarios are
casted by the following hamiltonian
H ∼ nxσx + nyσy + nzσz, (4.15)
The hamiltonian to be described differ by a multiplying factor and by the expression of the ni. But
since the eigenvectors are the only quantities of interest for the present problem, the overall constants
of this Hamiltonian can be safely ignored. Now, our generic hamiltonian is given by the matrix
H =
(
nz nx − iny
nx + iny − nz
)
, (4.16)
and has the following eigenvalues
λ = ±
√
n2x + n2y + n2z (4.17)
The normalized eigenvectors then result
|V± >=

nx+iny√
2n2x+2n2y+2n2z∓2nz
√
n2x+n2y+n2z
nz∓
√
n2x+n2y+n2z√
2n2x+2n2y+2n2z∓2nz
√
n2x+n2y+n2z
 (4.18)
Note that the scaling ni → λni does not affect the result, as should be. This follows from the fact
that two hamiltonians related by a constant have the same eigenvectors.
The Zak phase (ΦZak = Z) for each band (±) can be expresssed as:
Z± = i
∫ pi/2
−pi/2
(< V±|∂kV± >)dk. (4.19)
We will now apply these concepts to some specific examples.
4.1. Split-step Quantum Walk
We first consider the split-step quantum walk. This corresponds to a quantum walk with unitary
step give by U(θ1, θ2) = TR(θ1)TR(θ2), as proposed in [19]. In this example the normals ni are of the
following form
nxθ1,θ2(k) =
sin(k) sin(θ1) cos(θ2)
sin(Eθ1,θ2 (k))
nyθ1,θ2(k) =
cos(k) sin(θ1) cos(θ2)+sin(θ2) cos(θ1)
sin(Eθ1,θ2 (k))
nzθ1,θ2(k) =
− sin(k) cos(θ2) cos(θ1)
sin(Eθ1,θ2 (k))
.
(4.20)
We consider the particular case that nz = 0. By taking one of the angle parameters such that
nz = 0, it follows that the eigenvectors of the Hamiltonian are:
|V± >= 1√
2
(
e−iφ(k)
∓1
)
, tan φ(k) =
ny
nx
. (4.21)
There are two choices for nz = 0, which are θ1 = 0 or θ2 = 0. The Zak phase for each band takes the
same value and results in:
Z = Z± = i
∫ pi/2
−pi/2
dk < V±|∂kV± > (4.22)
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Z = i
∫ pi/2
−pi/2
dk < V±|∂kV± >= φ(−pi/2)− φ(pi/2), (4.23)
from where it follows that
Z =
tan(θ2)
tan(θ1)
. (4.24)
A plot of the Zak phase is presented in Fig. 2 (a).
4.2. Quantum walk with non-commuting rotations
The unitary step as described in the introduction results in U(θ, φ) = TRx(φ)Ry(θ). The norms
ni are of the following form
nx = − cos(k)a+ sin(k)b, (4.25)
ny = cos(k)b+ sin(k)a, (4.26)
nz = cos(k)c− sin(k)d, (4.27)
with
a = sin(φ) cos(θ) (4.28)
b = cos(φ) sin(θ), (4.29)
c = sin(φ) sin(θ), (4.30)
d = cos(φ) cos(θ). (4.31)
the angular functions defined above. The numerator N1 is given by
N1 = nx + iny = − exp(−ik)(a− ib), (4.32)
The remaining numerator N2 is
N2 = nz ∓
√
n2x + n2y + n2z = cos(k)c− sin(k)d
∓
√
a2 + b2 + c2 cos2(k) + d2 sin2(k)− sin(2k)cd (4.33)
On the other hand, the denominator D is reduced to
D± =
√
2n2x + 2n2y + 2n2z ∓ 2nz
√
n2x + n2y + n2z
=
(
a2 + b2 + c2 cos2(k) + d2 sin2(k)− sin(2k)cd
∓(cos(k)c− sin(k)d)
×
√
a2 + b2 + c2 cos2(k) + d2 sin2(k)− sin(2k)cd
) 1
2
. (4.34)
By taking into account these expressions, one finds that the eigenvectors may be expressed simply as
|V± >=
(
N1
D±
N2
D±
)
, < V±| =
(
N∗1
D±
,
N2
D±
)
(4.35)
Then the calculation of the Zak phase for each band results in:
Z = Z± = i
∫ pi/2
−pi/2
dk < V±|∂kV± >
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which requires to know the following quantities
Z± = i
∫ ( N∗1
D2±
∂kN1 +
N2
D2±
∂kN2
− (|N1|
2 + |N2|2)
D3±
∂kD±
)
dk, (4.36)
This expression can be simplified further. Due to (4.32) it follows that the first term is real. However,
an inspection of (4.33) shows that the last two terms are purely imaginary. Since the overall phase
should be real, it follows that these terms should cancel. This can be seen by taking into account that:
D± =
√
|N1|2 + |N2|2, ∂k|N1|2 = 0, (4.37)
together with the fact that N2 is real. Then
∂kD± =
2N2∂kN2
2D±
, (4.38)
where (4.37) has been taken into account. Therefore
Z± = i
∫ ( N∗1
D2±
∂kN1 +
N2
D2±
∂kN2
− (|N1|
2 + |N2|2)
D4±
N2∂kN2
)
dk, (4.39)
but since D2± = |N1|2 + |N2|2 a simple calculation shows that the last two terms cancel each other.
Thus the phase is
Z± = i
∫ N∗1 ∂kN1
D2±
dk. (4.40)
By taking into account (4.34) the Zak phase is expressed as
Z± =
∫ |N1|2
D2±
dk =
∫
(a2 + b2)dk
D2±
(4.41)
We note that in this example the case nz = 0 is completely different than in the previous case, as
it returns a trivial Zak phase Z = pi, since the k-dependence vanishes. We note that for this system
the Zak phase landscape can be obtained by numerical integration. In particular, at the Dirac points
indicated in Figure 1, the Zak phase is not defined.
A plot of the Zak phaseΦZak is shown in Fig. 2, for parameter values θ1,2 = [−pi,pi], and φ = [−pi,pi].
(a) Zak phase for split-step quantum walk, given by the analytic expression Z = tan(θ2)tan(θ1) , (b) Zak phase
for quantum walk with non-commuting rotation obtained by numerical integration of expression Eq.
4.41.
4.3. Discussion
It is well known that the Zak phase is not a geometric invariant, since it depends on the choice
of origin of the Brillouin zone. However, a geometric invariant can be defined in terms of the Zak
phase difference between two states (|ψ1〉, |ψ2〉) which differ on a geometric phase only. Generically,
the Zak phase difference between two such states can be written as 〈ψ1|ψ2〉 = ei|Φ1Zak−Φ2Zak |. We stress
that by geometric invariance, we refer to properties that do not depend on the choice of origin of the
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Figure 2. (a) Non-trivial geometric Zak phase landscape for "split-step" quantum walk,
obtained analytically. (b) Non-trivial geometric Zak phase landscape for the quantum walk with
non-commuting rotations, obtained by numeric integration.
Brillouin zone but only on relative distances between points in the Brillouin zone.
A simple experimental scheme to measure the Zak phase difference between states at any given step
N can be envisioned. For any choice of origin of the Brillouin zone, the system can be prepared
by unitary evolution operators characterized by rotation parameters corresponding to either of the
four adjacent Dirac points. A different geometric phase will be accumulated at each adjacent Dirac
point. This phase difference can be measured by recombining the states, in the case of photons by
interferring the states via a Mach-Zehnder interferometer. A suitable scheme for detection of the Zak
phase difference in a photonic system is described in [52].
5.. Previous Experimental Realizations
The system here investigated, consisting of two non-commuting rotations (Ry(q),Rx(f)) in a
discrete-time quantum walk for the study of geomtric phases in quantum walks was first proposed
and studied in detail in a proposal originally introduced by Puentes et al. in the year 2013 [1]. In the
original contribution, the authors proposed and sucessfully realized a novel experimental scheme to
implement the two consecutive non-commuting rotations in a photonic quantum walk for the first
time [1]
The experimental scheme implemented by the authors in Ref. [1] is based on a time-multiplexed
quantum walk realization introduced in Ref. [40] (see Fig. 5 (a)). This scheme allows to implement
a large number of steps in a compact architecture, thus improving upon previous realizations
[14]. Equivalent single-photon states are generated with an attenuated pulsed diode laser centered
at 810 nm and with 111 kHz repetition rate (RR). The initial state of the photons is controlled
via half-wave plates (HWPs) and quarter-wave plates (QWPs), to produce eigen-states of chirality
|y±0 i = |0i ⌦ 1/
p
2(|Hi± i |V i). Inside the loop, the first rotation (Ry(q)) is implemented by a HWP
with its optical axis oriented at an angle a = q/2. The rotation along the x-axis (Rx(f)) is implemented
by a combination of two QWPs with axes oriented horizontally(vertically), characterized by Jones
matrices of the form
 
1 0
0 ( )i
!
(Fig. 5 (b)). In between the QWPs, a HWP oriented at b = f/2
determines the angle for the x-rotation. The spin-dependent translation is realized in the time domain
via a polarizing beam splitter (PBS) and a fiber delay line, in which horizontally polarized light
follows a longer path. The resulting temporal difference between both polarization components
Figure 2. (a) Non-trivial geometric Zak phase landscape for "split-step" quantum walk,
obtained analytically. (b) Non-trivial geometric Zak phase landscape for the quantum walk with
non-commuting rotations, obtained by numeric integration.
Brillouin zone but only on relative distances between points in the Brillouin zone.
A simple experimental scheme to measure the Zak phase difference between states at any given step
N can be envisioned. For any choice of origin of the Brillouin zone, the system can be prepared
by unitary evolution operators characterized by rotation parameters corresponding to either of the
four adjacent Dirac points. A different geometric phase will be accumulated at each adjacent Dirac
point. This phase difference can be measured by recombining the states, in the case of photons by
interferring the states via a Mach-Zehnder interferometer. A suitable scheme for detection of the Zak
phase difference in a photonic system is described in [55].
5.. Previous Experimental Realizations
The system here investigated, consisting of two non-commuting rotations (Ry(θ), Rx(φ)) in a
discrete-time quantum walk for the study of geomtric phases in quantum walks was first proposed
and studied in detail in a proposal originally introduced by Puentes et al. in the year 2013 [1]. In the
original contribution, the authors proposed and sucessfully realized a novel experimental scheme to
implement the two consecutive non-commuting rotations in a photonic quantum walk for the first
time [1]
The experimental scheme implemented by the authors in Ref. [1] is based on a time-multiplexed
quantum walk realization introduced in Ref. [43] (see Fig. 5 (a)). This scheme allows to implement
a large number of steps in a compact architecture, thus improving upon previous realizations
[14]. Equivalent single-photon states are generated with an attenuated pulsed diode laser centered
at 810 nm and with 111 kHz repetition rate (RR). The initial state of the photons is controlled
via half-wave plates (HWPs) and quarter-wave plates (QWPs), to produce eigen-states of chirality
|ψ±0 〉 = |0〉 ⊗ 1/
√
2(|H〉 ± i|V〉). Inside the loop, the first rotation (Ry(θ)) is implemented by a HWP
with its optical axis oriented at an angle α = θ/2. The rotation along the x-axis (Rx(φ)) is implemented
by a combination of two QWPs with axes oriented horizontally(vertically), characterized by Jones
m trices of the form
(
1 0
0 (−)i
)
(Fig. 5 ( )). In betwe n the QWPs, a HWP oriented at β = φ/2
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Figure 3. (a) Schematic of experimental setup [? ]. (b) Implementation of non-commuting rotations:
Ry(q) is implemented via aHWP at angle a = q/2. Rx(f) is implemented by a sequence of QWPswith
fast axes oriented vertically and horizontally, respectively. In between the QWPs, a HPW oriented at
b = f/2 determines the angle for the second rotation. (c) Histrogram of arrival times, after a trigger
event at t = 0.
corresponds to a step in the spatial domain (x ± 1). Polarization controllers (PC) are introduced to
compensate for arbitrary polarization rotations in the fibers. After implementing the time-delay the
time-bins are recombined in a single spatial mode bymeans of a second PBS and are re-routed into the
fiber loops by means of silver mirrors. After a full evolution the photon wave-packet is distributed
over several discrete positions, or time-bins. The detection is realized by coupling the photons out of
the loop by a beam sampler (BS) with a probability of 5% per step. CompensationHWPs (CHWPs) are
introduced to correct for dichroism at the beam samplers (BS).We employ two avalanche photodiodes
(APDs) to measure the photon arrival time and polarization properties. The probability that a photon
undergoes a full round-trip is given by the overal coupling efficiency (> 70%) and the overall losses
in the setup resulting in h = 0.50. The average photon number per pulse is controlled via neutral
density filters and is below hni < 0.003 for the relevant iteration steps (N = 7) to ensure negligible
contribution from multi-photon events.
We characterized the round-trip time (RTT=750 ns) and the time-bin distance (TBD=52 ns) with
a fast Oscilloscope (Lecroy 640ZI, 4GHz). The RTT, and the laser RR determine the maximum number
of steps that can be observerd in our system (Nmax = 12). Figure 5 (c), shows typical time-bin traces
obtained from time-delay histogram recorded with 72 ps resolution. The actual number of counts was
obtained by integrating over a narrow window. We first implemented the Hadamard quantum walk,
by setting q = p/4 and f = 0. This is shown in Fig. 6 (a) for the first N = 7 steps with no numerical
corrections for systematic errors, after background subtraction. We compare the theoretical and
experimental probability distributions via the similariy S = [Âx
q
Ptheo(x)Pexp(x)]2, with S = 0(1)
for orthogonal(identical) distributions [38], typically obtaining S ⇡ 0.85. The difference between
raw data and theory are displayed in Fig. 6 (b). Experimental errors can be explained in terms of
asymmetric coupling, imperfect polarization-rotation compensation in the fibers, unequal efficiency
in the detectors, and other sources of polarization dependent losses, in addition to shot-noise.
Uncontrolled reflections are a main source of error. We removed this by subtracting the counts of
the two APDs, and filtering peaks located at positions different from the RTT and the TBD during
data analysis.
Figure 3. (a) Schematic of experimental setup [? ]. (b) Implementation of non-commuting rotations:
Ry(θ) is implemented via a HWP at angle α = θ/2. Rx(φ) is implemented by a sequence of QWPs with
fast axes oriented vertically and horizontally, respectively. In between the QWPs, a HPW oriented at
β = φ/2 determines the angle for the second rotation. (c) Histrogram of arrival times, after a trigger
event at t = 0.
determines the angle for the x-rotation. The spin-dependent translation is realized in the time domain
via a polarizing beam splitter (PBS) and a fiber delay line, in which horizontally polarized light
follows a longer path. The resulting temporal difference between both polarization components
corresponds to a step in the spatial domain (x ± 1). Polarization controllers (PC) are introduced to
compensate for arbitrary polarizat on rotations in the fib . After implementing the time-delay the
time-bins are re mbined in a single spatial mode by means of a s cond PBS and re re-route nto the
fiber loops by means of silver mi rors. After a fu l evolution th photon wave-packet is distributed
over s veral discrete position , or time-bins. The detection is realized by coupling the photons out of
the loop by a beam sampler (BS) with a probability of 5% per step. Compensation HWPs (CHWPs) are
introduced to correct for dichroism at the beam samplers (BS). We employ two avalanche photodiodes
(APDs) to measure the photon arrival time and polarization properties. The probability that a photon
undergoes a full round-trip is given by the overal coupling efficiency (> 70%) and the overall losses
in the setup resulting in η = 0.50. The average photon number per pulse is controlled via neutral
density filters and is below 〈n〉 < 0.003 for the relevant iteration steps (N = 7) to ensure negligible
contribution from multi-photon events.
We characterized the round-trip time (RTT=750 ns) and the time-bin distance (TBD=52 ns) with
a fast Oscilloscope (Lecroy 640ZI, 4GHz). The RTT, and the laser RR determine the maximum number
of steps that can be observerd in our system (Nmax = 12). Figure 5 (c), shows typical time-bin traces
obtained from time-delay histogram recorded with 72 ps resolution. The actual number of counts was
obtained by integrating over a narrow window. We first implemented the Hadamard quantum walk,
by setting θ = pi/4 and φ = 0. This is shown in Fig. 6 (a) for the first N = 7 steps with no numerical
corrections for systematic errors, after background subtraction. We compare the theoretical and
experimental probability distributions via the similariy S = [∑x
√
Ptheo(x)Pexp(x)]2, with S = 0(1)
for orth gonal(identical) distributions [41], typically obtaini g S ≈ 0.85. he difference between
raw data and theory are displayed in Fig. 6 (b). Experimental errors can be explained in terms of
asymmetric coupling, imperfect polarization-rotation compensation in the fibers, unequal efficiency
in the detectors, and other sources of polarization dependent losses, in addition to shot-noise.
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Figure 4. (a)Measured proability distributions for N = 7 steps inHadamardQWwith q = p/4, f = 0,
and input state |y+0 i. (b) Difference between experiment and theory is within 20%, and is mainly
ascribed to different soures of polarization dependent losses, spurious reflections, and shot-noise.
6.. Conclusions
We have reported in the sequential progress in the understanding of the topology and holonomy
of a novel system consisting of a discrete-time quantum walk with consecutive non-commuting
rotations. While we do not expect topological phemena in our system for the case of a stationary
coin operation and large number of steps [49], we note that the system has a non-trivial topology
due to the existence of topological boundaries of dimension zero, and we do predict the existence
of geometric invariant structures. We argue that such invariants can be directly measured. We also
propose a novel and roboust experimental scheme for the implementation of our proposal based on
the original contributions in Ref. [1].
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