to analyze intact volumes of soil and is a truly in situ method that is capable of analyses on a large spatial scale, yet initial costs are high and operation and transport require trained radiological technicians and radiological control licenses. Near-and midinfrared diff use refl ectance spectroscopy are less expensive and relatively simple to operate and maintain, and provide spectral data rapidly and nondestructively (Gehl and Rice, 2007; Brown et al., 2005; McCarty et al., 2002) . Th e eff ect of moisture content on mid-infrared calibrations, however, is a possible concern, and carbonates complicate interpretation in both near-and midinfrared analysis (Reeves et al., 2001 ). Extrapolation of existing calibration equations to soils not in calibration databases also remains a challenge in using near-and mid-infrared spectroscopy for soil C analysis.
Laser-induced breakdown spectroscopy has also emerged as a technique for measuring the elemental composition of environmental samples, including total C in soils (Cremers et al., 2001; Ebinger et al., 2003; Martin et al., 2003) . Th e technique is appealing because it off ers the soil scientist a sensitive, potentially fi eld-portable approach to total soil C analysis that requires little sample preparation and has a potential throughput far greater than that possible with conventional dry combustion techniques (Nelson and Sommers, 1996) . Despite these advantages, several uncertainties exist. Foremost among these is whether a single standardization scheme or calibration model can be devised that is robust and reproducible across a broad range of soils that diff er in morphology and mineralogy. Although early attempts to relate LIBS signal intensity at 247.85 nm to C content determined by dry combustion were encouraging (Cremers et al., 2001 , Martin et al., 2003 , overlapping emission lines for C and Fe at approximately 248 nm led Ebinger et al. (2003) to develop a calibration model that used 193 nm instead of the more conventional 247.85-nm line. Substitution of the 193-nm emission line resulted in a highly signifi cant linear calibration model that showed no interference with Fe for two Aridic Argiustolls and an Aridic Paleustoll in eastern Colorado. Although Ebinger et al. (2003) concluded that the calibration scheme applied to these soils was promising, they commented that additional testing would be required to evaluate the uncertainties associated with the use of LIBS to estimate total C across a more varied distribution of soil types. Soil mineralogy and morphology aff ect the chemical and textural characteristics of soils and introduce uncertainty into estimates of total soil C by way of matrix-mediated absorption of the emitted photons. Such eff ects create doubt about whether a single emission line can be used reliably to estimate soil C.
Previous research conducted at Oak Ridge and Los Alamos national laboratories has shown that several calibration models were required to quantify C concentrations when soils of diff erent series were analyzed, and, to a lesser extent, when laser wavelength and excitation energy varied. Th erefore, the fi rst objective of this study was to evaluate how LIBS spectra collected on different types of soil varied according to laser wavelength (532 and 1064 nm) and excitation energy (45, 90, and 135 mJ) . Th is experiment was accomplished to identify and possibly rule out operational parameters as a source of variation. Th e second objective was to use multivariate approaches to explore whether calibration models could be developed for LIBS that were independent of the soil chemical and physical properties. Soil samples from three distinct soil series under diff erent land management were selected to address this objective. Th e overall goal was to fi nd a set of operational parameters and statistical analysis techniques that would yield a robust calibration model or models that could be used to predict the C concentration in soils by LIBS.
MATERIALS AND METHODS
Soil samples were obtained by the NRCS from agricultural fi elds in Michigan, North Dakota, and Illinois as part of a national soils resource database. Th e soils were collected, described, treated, and analyzed using NRCS practices before subsamples were taken for this study. Th e Michigan samples were from the Hoytville series (fi ne, illitic, mesic Mollic Epiaqualfs) and were relatively high in clay content (?50%) ( Table 1) . Th e North Dakota samples were sandy from the Aylmer series (mixed, frigid Aquic Udipsamments) with up to ?95% sand. Th e Illinois soils were from the Fayette series (fi ne-silty, mixed, superactive, mesic Typic Hapludalfs) with up to ?75% silt. All of these samples were no-till soils. Furthermore, all the samples were collected from a depth of 0 to 5 cm.
Air-dried subsamples of each soil were sieved through a 2-mm mesh screen, weighed into sample containers, and analyzed for total C by dry combustion using a Vario Max CN analyzer (Elementar Americas, Hanau, Germany). Carbon concentrations averaged 0.6% for the Aylmer samples (range 0.4-0.8%), 1.2% for the Fayette samples (range 0.5-1.8%), and 2.8% for the Hoytville samples (range 1.8-4.0%). Dry soil samples were pressed into 30-mm-diameter disks using a sample press (20-ton E-Z Press, International Crystal Laboratories, Garfi eld, NJ) by applying ?62 MPa for ?3 min for the LIBS experiments. Th ese pellets were very dense but craters produced by the laser could be observed under a microscope. Each sample was moved around while the data were collected. Th us, the data were not acquired from the same spot for each 100-shot average spectrum that was collected.
A total of 38 subsamples were analyzed from the three soils; nine from the Aylmer series, nine from the Fayette series, and 20 from the Hoytville series.
Th e LIBS experimental setup consisted of a Q-switched Nd Y Al garnet laser (Spectra Physics, Mountain View, CA) that had output wavelengths at the fundamental wavelength of 1064 nm, frequency doubled to 532 nm, and frequency quadrupled to 266 nm. Th e maximum beam energies at 266, 532, and 1064 nm were 80, 250, and 500 mJ per pulse, respectively. Th e laser pulse width was 6 to 8 ns, and the repetition rate could be varied from 1 to 10 Hz. Th e laser beam had a diameter of 4 mm, and a set of lenses was used to focus the beam down to 50 μm. Th e focused beam generated plasma in the focal volume where all the species in the sample being examined were present. Th e light emitted by the plasma was collected by a second lens array situated at an angle of 45° to the direction of the laser input and was delivered to a SpectraPro-500 spectrometer (Acton Research, Acton, MA) via a C-core fi ber-optic cable bundle. Th e resolved spectrum was detected by an intensifi ed charge-coupled device (ICCD) built by Andor Tech (South Windsor, CT). Th e ICCD could be delayed and gated by a delay generator (Stanford Research Systems, Sunnyvale, CA). Th e smallest gate width that could be achieved by the detector was 1.2 ns. All the measurements were obtained using a 10-Hz repetition rate, and the data were averaged for 100 laser shots, which is equivalent to a 10-s spectral collection time. Since the spectrometer has mechanically mounted gratings, the collected range of the spectrum is ?30 nm. Th e center wavelength was set for a 1024-pixel window to 247.85 nm. Th e spectral resolution for the 30-nm window is 0.05 nm. A detailed description and drawing of the LIBS confi guration can be found in Martin et al. (2003) . Th e extraction of the information from the LIBS spectra was achieved by using multivariate techniques such as principal component analysis (PCA) and projection to latent structures (PLS) (Martens and Naes, 1989; Naes et al., 2002) using the Unscrambler (Version 9.2) soft ware (CAMO, Woodbridge, NJ). Th e package has the capability to perform both PCA and PLS. Principal component analysis is one of the most commonly utilized techniques when dealing with large and complex data sets. Th is projection method gives an interpretable overview of the main information in a large and complex data set by projecting the original variables (spectra) onto a smaller number of underlying variables called principal components (PCs). Th e fi rst PC covers as much of the variation in the data as possible. Th e second PC covers as much of the remaining variation as possible, and so on. By plotting the PCs against each other, interrelations between diff erent variables can be seen, and sample patterns, groupings, similarities, or diff erences can be detected.
Projection to latent structures, also known as partial least squares regression, is a relative of PCA. Projection to latent structures is the regression of a response vector (or matrix) onto a few linear combinations of the x variables (PCs) that can be used to capture signifi cant variation in the response (y) variables. Projection to latent structures is unique in that the PLS method uses information in both the x and y variable matrices to construct PCs (referred to as loading weights in PLS). Th e advantage of this technique is that large variation in the x variables that have no impact on the response variables are ignored during modeling, and the resulting PCs will describe variation more relevant to response variable changes. Th e loading weight vector is calculated as the vector that maximizes the sum of the covariance between both x and y variables simultaneously. Th e projection of the x variables onto the loading weight vector produces scores, and the regression of the original x variables onto these scores produces regression coeffi cients. Th e regression coeffi cients indicate which of the original x variables are important in construction of the loading weight vector. New loading weight vectors are added until the addition of more loading weights does not decrease the residual variance of the data. Projection to latent structures uses a certain portion of the data set, called the calibration data, to perform a least squares regression and estimate two important parameters in the PLS model, both loadings in terms of x and y variables. Once these parameters are estimated, they are applied to the rest of the data set for validation.
For a model to be valid, the structure of the regression coeffi cient and loading weight vectors should be similar, the RMSE (a measure of the precision of the model) should be relatively low, and the coeffi cient of correlation (r) should be suffi ciently high. Projection to latent structures has proven to be useful in various calibration problems (Kelley et al., 2004; Martin et al., 2005; McCarty et al., 2002) .
RESULTS AND DISCUSSION
To determine the eff ect of the experimental conditions on the LIBS spectra collected on various types of soils and more specifi cally on the C element present in the samples, LIBS data were collected by varying the laser wavelength and the excitation energy. Th e test conditions were 1064 and 532 nm for the wavelengths and 135, 90, and 45 mJ for the excitation energy. Figure  1 shows the spectra collected on a soil sample from Michigan under the diff erent conditions. Analysis of the LIBS signal intensity reveals that emission lines, attributable to Si, Fe, and C, can be observed for the various combinations of laser wavelength and excitation energy. Although diff erences in the collected spectra are subtle, the emission lines are more pronounced for the spectra acquired at 532 nm. Th e intensity of the C line at 247.85 nm is noticeable at an excitation wavelength of 532 nm and energy of 90 mJ, but obscured by the 248.9-nm Fe line at 1064 nm and excitation energies of 90 and 135 mJ.
As a better way to compare and evaluate the experimental parameters' eff ects on the data collection, PCA was performed on the entire spectral set. Th ree clusters were detected based on the diff erent wavelength and excitation energy combinations (Fig. 2) . Th e 1064-nm, 135-mJ data set is clearly separated from the other sets by PC1, which accounts for 70% of the total spectral variation. Th e 1064-nm, 90-mJ set is separated from the two 532-nm sets by PC2, which represents 20% of the total variation. Th e two 532-nm tests are very close in the left negative quarter of the plot, nearly indistinct.
Th ese results demonstrate that experimental conditions have signifi cant eff ects on LIBS spectral data and suggest that there is a much greater diff erence among LIBS spectra when the wavelength is increased from 532 to 1064 nm. When a wavelength of 1064 nm is selected to excite a soil sample, the energy of excitation (90 or 135 mJ) also has an eff ect on the collected data, but less than the wavelength. Th ese diff erences observed in the PCA scores plot (Fig. 2) have undoubtedly complex origins but could be partially attributed to diff erent factors that aff ect the mechanism of laser-matter interactions (Francioso et al., 1998; Yang and Chase, 1998) . Th e dependence of the spectral information on the input wavelength has been attributed to the enhancement of local fi elds associated with the wavelength of excitation and the predominant eff ect of multiphoton ionization at shorter wavelengths (Chylek et al., 1987) . Th e energy of the 532-nm photons (2.33 eV) is greater than the energy of 1064-nm photons (1.67 eV), which means that coupling of the laser and the sample is more effi cient at 532 nm than at 1064 nm. A more detailed discussion can be found in Martin and Cheng (2000) . When the effi ciency of coupling, and hence ionization, is high, a greater number of discernable emission lines for C and other elements can be observed (Fig. 1) .
Th e second objective of this work was to investigate the effects of the mentioned parameters on calibration models that were developed to predict the concentration of one particular element of interest. In this study, the amount of C present in the soil samples was the property of interest. Two approaches were taken to construct the models. Th e fi rst method was a univariate approach in which a model is built by correlating the intensity of a particular emission line of C to the amount present in the sample, measured by dry combustion (using a Vario Max CN analyzer). Th e univariate analysis was used to develop a calibration model for each soil series and for the entire 38 soil subsample data set. Th e models were constructed by correlating the LIBS signal intensity at 247.85 nm to the total C content. Figure 3 represents the univariate models obtained for each type of soil at 532 nm and 45 mJ as experimental conditions. Th e C content measured by the standard method is plotted against the intensity at 247.85 nm. As can be noted from the equations, each type of soil exhibits a diff erent slope and intercept.
A univariate model was also constructed independently of the soil type ( Fig. 4a; Table 2 ). A value of r = 0.86 was obtained from the LIBS spectra collected at 532 nm and 45 mJ. Th e root mean square error of calibration (RMSEC) was 0.55%. Table 2 summarizes the univariate models' results obtained for the four experimental conditions. Th e best univariate model, with the highest r value and the lowest RMSEC was obtained for the LIBS data collected with a laser wavelength of 532 nm and an energy of excitation of 45 mJ.
Th e second approach used multivariate analysis to develop PLS calibration models. Projection to latent structures constructs a regression model by correlating the entire spectrum to the property of interest. Th ere is no need in this case to select a specifi c emission line for the element of interest. A summary of the various models based on the experimental conditions is presented in Table 2 . Figure 4b shows the good performance of the model where predicted values of C concentration are plotted against its corresponding measured values. In such a plot, the data should fall on the diagonal (target line), i.e., predicted value = measured value when a calibration model predicts the data perfectly. To determine if the model would make a good fi t for future data, a cross-validation was accomplished during the model development. During this step, each sample was left out once from the calibration data set and the model was constructed on the remaining data points. Th en the value of the left -out sample was predicted with the developed model. Th is process was repeated until each sample has been left out once and prediction residuals were combined to calculate the root mean square error of cross validation. Figure 4b shows that the PLS model using the data collected at 532 nm and 45 mJ yielded the best performance with almost every sample close to the diagonal. Table 2 also provides the number of PCs that was necessary to build the best calibration models. Two to three PCs were needed to construct the PLS models. Th e number of samples (38) used for these calibration models is superior to the minimum number (24) required by the ASTM standard (ASTM, 2005) when three or fewer PCs are necessary to construct the models. Th e 38 samples are suffi cient to demonstrate the feasibility and determine the optimum conditions for multivariate analysis. Independently of the experimental conditions, the highest r values were always obtained with the multivariate approach, confi rming the power of the method to develop models from LIBS data to estimate total C in soils. More importantly, the models were developed for all the soil data sets. Th e best calibration model was obtained with the data collected at 532 nm and 45 mJ (r calibration = 0.97 and RMSEC = 0.25%) ( Table 2) . Th e regression coeffi cients for the PLS model for the 532-nm, 45-mJ test are shown in Fig. 5a ; similar plots were obtained for all other instrumental conditions (Fig. 5b, 5c , and 5d).
Several emission lines were found to be signifi cant in constructing the PLS models from the LIBS spectra. Not surprisingly, the emission line at 247.85 nm, assigned to C, was found critical for the four models. Additionally, other wavelengths were identifi ed as important for the models. Under the 532-nm and 45-mJ condition, emission lines at 230.30, 237.64, and 251.33 nm contributed signifi cantly in building the calibration model (Fig. 5a) . Th e signifi cant line at approximately 237.6 nm was detected as well when the 1064-nm laser excitation wavelength was used ( Fig. 5c and 5d) . Moreover, several emission lines in the 250-to 262-nm range contributed to the models. Th is fi nding can be explained by the fact that the largest amount of inorganic C is present in the form of carbonates in the soil. Th ese carbonates account for one-third of the total C in soil. Calcite (CaCO 3 ) is the most common carbonate in soil. It is known that siderite (FeCO 3 ), is present in soils, especially in water-logged ecosystems. Furthermore, ?50 to 70% of the dissolved organic C retained in soils contain Fe oxides and hydroxides ( Jardine et al., 1989 ( Jardine et al., , 2006 . Th is would explain the presence of the emission lines that were observed in our samples between 250 and 262 nm (Fig. 1) that are due to the presence of Fe in these compounds (Reader and Corliss, 1992 (Reader and Corliss, 1992) . Th e plasma that is generated by the laser excitation beam has a very high temperature of ?10,000 K, which is enough to break the bonds between the Fe, C, and O atoms present in this matrix. Th e Fe lines are correlated with the C peaks present in the soil samples. Th is explains why the lines of Fe and C co-vary.
As a result of these analyses, it is recommended that future studies use a laser wavelength of 532 nm and excitation energy of 45 mJ as experimental conditions to determine soil composition by LIBS. Th is study demonstrated that a multivariate model can be developed from LIBS data to predict the C content in soil. Th irty-eight samples were collected covering the C concentration range of 0.5 to 4%. Since the feasibility calibration was successful, the next step will be to expand and validate the model to make it a robust model to predict the C content in unknown soil samples.
CONCLUSIONS
Th ere is an urgent need to develop and validate technologies capable of measuring soil C at spatial scales of interest to the soil science and C management communities. Among the options currently available, LIBS is a promising and potentially fi elddeployable technology, although questions exist as to sources of variation when the technique is used across a range of soils where elemental and textural characteristics of the soil and, to a lesser extent wavelength and excitation energy of the laser may infl uence the calibration results. From this study, the wavelength and excitation energy of the laser have been demonstrated to be important parameters when LIBS is used to determine the C concentration in soil. Th e highest quality data were collected with a laser that operated at a wavelength of 532 nm and an excitation energy of 45 mJ. Multivariate analysis, applied to the spectral data collected on various types of soil, has shown that LIBS can be used in the direct quantifi cation of C in soils with diff erent sand, silt, and clay contents. It is important to note that the soils contain some Fe compounds and the concentration of C varies with the Fe present in the soils. A calibration model could be constructed that was independent of soil series, thus demonstrating the potential and convenience of a coupled LIBS-multivariate approach for fi eld sampling. Obviously, these results must be confi rmed for a broader range of soils and steps taken to understand the relative contributions of organic and inorganic C to the total soil C pools; however, crop and soil scientists, C managers, and instrument developers should fi nd these results encouraging.
