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AN ANALYSIS OF STOCHASTIC FLOWS
A. A. DOROGOVTSEV* AND I. I. NISHCHENKO
Abstract. This is a survey article devoted to the stochastic flows with sin-
gular interaction. It presents the recent results of the authors which show
how the basic for the smooth stochastic differential equations statements can
be obtained for the flow with coalescence. The proposed approaches allows to
get the large deviations for the Arratia flow, Krylov–Veretennikov expansion
for the general stochastic semi-group, discrete time approximation for the
Harris flows. Also the transformation of the compacts by the semi-group of
the finite-dimensional projections is considered.
1. Introduction
A stochastic flow is a versatile object. On the one hand, stochastic flows are
similar to solutions of stochastic differential equations with smooth coefficients. On
the other hand, when the interaction in a flow is singular, it acquires completely
new features. For example, a stochastic flow may consist of discontinuous with
respect to a spatial variable maps. Thus, the study of stochastic flows may be
based partly on the techniques and methods developed in the study of solutions
to stochastic differential equations, and partly requires new ideas. The paper is
divided into several parts. The first part contains the necessary definitions and
facts, as well as the wording of the questions being explored further in the paper.
The second part shows how we can get results that are typical for the theory of
stochastic differential equations, in the case of a singular interaction. The third
part is devoted to stochastic semi-groups associated with stochastic flows. In the
last part we present a discrete approximation for the Harris flow.
It should be noted that the article is based mainly on the results of the authors
and does not reflect all the possible methods of investigation of stochastic flows.
For example, we do not consider here the Tsirelson’s results about the structure of
the filtration generated by a flow [21, 20], and we do not consider flows of kernels
studied by Le Jan [12, 13].
2. Some Properties of Stochastic Flows
Let (X, ρ) be a complete separable metric space and (Ω,F , P ) a complete pro-
bability space.
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Definition 2.1. A measurable map ϕ : X× Ω → X is called a random map in X.
Definition 2.2. A family {ϕs,t; 0 ≤ s ≤ t < +∞} of random maps in X is referred
to as a stochastic flow if the following conditions hold:
1) for any 0 ≤ s1 ≤ s2 ≤ . . . ≤ sn, maps ϕs1,s2 , . . . , ϕsn−1,sn are independent;
2) for any s, t, r ≥ 0, maps ϕs,t and ϕs+r,t+r are equidistributed;
3) for any 0 ≤ s1 ≤ s2 ≤ s3 and u ∈ X holds:
ϕs1,s3(u) = ϕs2,s3ϕs1,s2(u);
4) for any s ≥ 0 and u ∈ X, ϕs,s(u) = u.
Remark 2.3. Note that due to the separability of X the superposition of random
maps is defined correctly. Furthermore, a superposition of independent random
maps does not depend on the choice of their modifications (up to a modification).
Below we consider point motions or trajectories of individual particles in a
stochastic flow, i.e., random processes of the form x(u, t) = ϕ0,t(u), u ∈ X, t ≥ 0.
If this does not lead to confusion, sometimes x will also be called a stochastic
flow. One of the most famous examples of a stochastic flow is the flow of diffeo-
morphisms corresponding to a stochastic differential equation (SDE) with smooth
coefficients. Let X = Rn with the usual metric. Consider the equation
dz(t) = a(z(t))dt+ b(z(t))dw(t), (2.1)
where w is a standard Rn-valuedWiener process, a : Rn → Rn, b : Rn → Rn×n are
continuously differentiable functions with bounded derivatives. It is well known
[11], that this equation generates the stochastic flow {ϕs,t; 0 ≤ s ≤ t < +∞}
in Rn, consisting of random diffeomorphisms, such that for any u ∈ Rn, s ≥
0, ϕs,t(u) is the solution of the Cauchy problem for (2.1), which started at the
point u at time s. In addition to the smoothness of its component maps, the flow
corresponding to Equation (2.1) has a number of “good” properties. For example,
for the solutions of Equation (2.1) are known large deviations, Girsanov’s theorem
and the presentation of Krylov–Veretennikov or related Chen–Shrishart’s formula
[1]. All of these properties are due to the fact that the flow is obtained from the
Wiener process via Itô’s map, generated by the vector fields corresponding to the
coefficients a and b. Thus, random maps forming the flow inherit properties of the
Wiener process. In general it is not the case. The stochastic flow can be organized
in a more complicated way. As an example of the flow with more rich structure
one can consider the Harris flows.
Let ψ : R → R be a continuous positive definite function.
Definition 2.4 ([8, 14]). The Harris flow with ψ being its local characteristic is
a family {x(u, t);u ∈ R} of Wiener martingales with respect to the joint filtration
such that
1) for every u ∈ R, x(u, 0) = u;
2) for any u ≤ v and t ≥ 0, x(u, t) ≤ x(v, t);
3) the joint characteristic of x(u, ·) and x(v, ·) has the form
d〈x(u, ·), x(v, ·)〉(t) = ψ(x(u, t) − x(v, t))dt.
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Here we do not consider the family {ϕs,t; 0 ≤ s ≤ t}, but a set of the one-point
motions {x(u, t);u ∈ R, t ≥ 0}. Roughly speaking, the Harris flow describes the
joint evolution of ordered family of Brownian particles interacting with each other.
Remark 2.5. For a smooth function ψ the Harris flow can be constructed as a
solution to SDE. Let W be a Wiener sheet on R×R+ (random Gaussian measure
with mean zero, independent values on disjoint sets and structural measure equal
to the Lebesgue measure). For a function from the Schwartz space of rapidly




f(x(u, t)− p)W (dp, dt). (2.2)
This equation generates a flow of random diffeomorphisms in R [11]. In addition,
for fixed u, x(u, ·) is a continuous square-integrable martingale with respect to the
filtration generated by W, and
d〈x(u, ·), x(v, ·)〉(t) =
∫
R




f(x(u, t)− x(v, t)− q)f(−q)dqdt = ψ(x(u, t)− x(v, t))dt.
If ψ(0) = 1, then for every u, x(u, ·) is a Wiener process due to Levy’s theorem [9].
The ordering of x with respect to the spatial variable follows from the smoothness
of x. Thus x is a Harris flow. Note that the function ψ is smooth now.
One can, however, establish the existence of the Harris flow for a broader class
of functions ψ. For example, it is known [8, 14], that the Harris flow exists for a
function ψ, which is continuous on R and satisfies the Lipschitz condition outside
any neighborhood of 0. The resulting flow may already have novel properties. In
particular, it is known that under the condition
∫ ε
0
(1− ψ(u))−1udu < +∞
particles started from different points of the line, coalesce with each other. In this
case, the maps x(·, t) are not smooth in the space variable. Noted property is
shown most clearly in the Arratia flow.
The Arratia flow is a Harris flow corresponding to the discontinuous function
ψ = 1I{0}.
Roughly speaking, the Arratia flow consists of independent Wiener processes, co-
alescing at the time of the meeting. It is known [13, 14, 3] that in every positive
moment of time, any interval in the Arratia flow turns into a finite number of
points. Thus, the maps x(·, t) are step functions with a finite number of jumps on
each interval.
From the above examples, we can draw the following conclusions. First, under
the same distributions of one-point motions (they can all be Wiener processes)
flows can have completely different properties with respect to the spatial variable.
Secondly, in some cases, the flow is arranged by an external Gaussian noise and
almost automatically inherits its properties, and in other cases only one-point
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motions are diffusion processes and the entire flow no longer generates a Gaus-
sian noise. Since the Arratia flow delivers one of the most striking examples of
the latter situation, the next question is interesting. How the properties of the
Gaussian white noise and, therefore, solutions of stochastic differential equations
with smooth coefficients are inherent in the Arratia flow? The second paragraph
of the article is devoted to answering this question.
3. Gaussian Properties of the Arratia Flow
Let {x(u, t);u ∈ R, t ≥ 0} be an Arratia flow. As mentioned in the previous
paragraph, this flow is composed of independent Wiener processes, coalescing at
the time of the meeting. The construction of the stochastic integral with respect
to the Arratia flow is based on the fact that the processes started from a certain
interval, coalesce during a finite time. Formally, this property can be described as
follows. Let λ = {0 = u0 < . . . < un = 1} be a partition of [0; 1]. Denote τ0 = 1,





can be regarded as a total time of a free motion of particles that started from the
points of the partition λ.
The following statement is true.






Here |λ| = maxk=0,n−1(uk+1 − uk).
Thus, in the Arratia flow the total time of free motion of particles that started
from the interval [0; 1] (or any other interval) is finite. This allows us to build a
stochastic integral by pieces of free trajectories in the flow. Let a : R → R be a
bounded measurable function.























In the left-hand side of these equalities, we use two signs of integral and only one
differential because the role of the second differential are played by the moments
τu – times of free motions of the particles.
Built integrals allow us to formulate an analogue of Girsanov’s theorem for the
Arratia flow. Let a be a bounded measurable function.
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Definition 3.3 ([3]). An Arratia’s flow with a drift a is a stochastic process
{xa(u, t);u ∈ R, t ≥ 0} such that
1) for a fixed u, xa(u, ·) is a diffusion process with a drift a and diffusion 1;
2) for any u ≤ v and t ≥ 0
xa(u, t) ≤ xa(v, t);
3) for any u1 < u2 < . . . < un and t ≥ 0 the restriction of the distribution of
the stochastic processes xa(u1, ·), . . . , xa(un, ·) on the set
{f ∈ C([0; t],Rn) : fi(0) = ui, f1(s) < . . . < fn(s), s ∈ [0; t]}
coincides with the restriction to this set of the distribution of an n-dimensional
diffusion process with the standard Wiener process with the drift (a, . . . , a);
4) for any u1, u2 xa(u1, t) = xa(u2, t) when t ≥ τu1u2 , where
τu1u2 = min{s : xa(u1, s) = xa(u2, s)}.
The existence of such a flow is proved in [4,11,12].
Note that for a fixed t > 0 there exists a modification of xa in the space
D([0; 1], C([0; t])). Denote by µa the distribution of xa in this space (µ0 is the
distribution of the Arratia flow) .
Theorem 3.4 ([2] ). The measure µa is absolutely continuous with respect to the

















This result shows that under smooth perturbations of the motion of individual
particles, the Arratia flow behaves like a Wiener process. This is because the flow
is composed of “independent pieces” of Wiener processes, and the total time of
free motion is finite. In view of the same reason the Arratia flow satisfies the large
deviations principle in an appropriate space. Let us denote by M the space of
functions acting from [0; 1]2 to [0; 1] and having the following properties:
1) for every u ∈ [0; 1], y(u, ·) ∈ C([0; 1]);
2) for all u1 ≤ u2, t ∈ [0; 1] :
y(u1, t) ≤ y(u2, t);
3) for any t ∈ [0; 1], y(·, t) is right-continuous;
4) for all u1, u2 ∈ [0; 1]
y(u1, t) = y(u2, t), t ≥ τu1u2 ,
τu1u2 = inf{s : y(u1, s) = y(u2, s)};
5) for any u ∈ [0; 1]
y(u, 0) = u.
Each element of M can be called a continual forest [13]. Let us introduce the
metric in M
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ρ(y1, y2) = max
[0;1]
σ(y1(·, t), y2(·, t)),
where σ is the Lévy-Prokhorov distance. For an Arratia flow {x(u, t);u ∈ [0; 1], t ∈
[0; 1]} let us define new random fields xε via time change
xε(u, t) = x(u, εt), ε ∈ (0; 1).
The following theorem holds true.
Theorem 3.5 ([6]). The family xε under ε → 0+ satisfies the LDP in the space




Here h ranges over the set of real-valued functions defined on Q ∩ [0; 1]× [0; 1]









i(h)(u, t) = inf
r>u
h(r, t).
Like the previous theorem, this result shows that in the study of the asymptotic
behavior of large deviations of the Arratia flow a major role is played by the fact
that it is made up of Wiener trajectories.
Emerging as the Radon-Nikodym densities, the stochastic exponents are known
[16] to form the total set of all square- integrable functionals of the Wiener process.
It turns out that a similar property holds true for the Arratia flow. The following
statement holds.













f(u, s)2ds}, f ∈ C([0; 1]2)
are dense in the space of square-integrable functionals of the Arratia flow
{x(u, t);u, t ∈ [0; 1]}.
4. Stochastic Semi-groups and Widths
In this part of the paper we make an attempt to find a common approach to the
study of the geometry of stochastic flows both for smooth and non-smooth cases. It
is well-known [1] that the shift of functions or differential forms by solutions to SDE
with smooth coefficients is described in terms of the Lie algebra generated by vector
fields, which are the coefficients of the equation. If, however, a flow is composed
of discontinuous maps, then such flow may not preserve the continuity. Instead,
we propose to consider how the flow transforms finite-dimensional subspaces of
functions, and calculate the widths of functional compacts with respect to these
subspaces. We consider in detail here a model example of a stochastic semi-group
consisting of finite-dimensional projections.
We start with a definition of a strong random operator. Let H be a real sepa-
rable Hilbert space.
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Definition 4.1 ([18]). A strong random operator in H is a continuous in proba-
bility linear map from H to the set of all random elements in H.
Below there is an appropriate example of a strong random operator.
Example 4.2. Let {x(u, t), u ∈ R, t ≥ 0} be the Harris flow, H = L2(R). Define
a strong random operator in H by the equality





















where p1 is the density of the standard Gaussian distribution, A is continuous in
the square mean.
It can be checked that in the case of the Arratia flow, the strong random
operator constructed in the example has the following property. For this flow does
not exist a set of bounded operators {Ãω, ω ∈ Ω} in H such that
∀f ∈ H Af = Ãωf a.s.
Indeed, suppose that there exists such a set, that is, that A is a bounded random
operator in terms of Skorokhod. Let {f̃n;n ≥ 1} be the Rademacher system of
functions on [0; 1]. For n ≥ 1 denote fn(u) = f̃n(u), u ∈ [0; 1], fn(u) = 0, u /∈ [0; 1].
Then fn converges weakly to 0 in H. From the other side the sequence {fn;n ≥ 1}
does not converge almost everywhere on [0; 1]. As we have already noted, in the
Arratia flow points of any finite interval turn into a finite number of points during
any positive time interval. Therefore, with probability 1, there exists an interval
∆ = {v : x(v, t) = x(0, t)} of positive Lebesgue measure. Then
∫
∆





On the other hand,
∫
∆
(Afn)(u)du = |∆|fn(x(0, t)).
It means that the sequence {
∫
∆
(Afn)(u)du, n ≥ 1} does not converge to 0 on
the set of those ω for which x(0, t) ∈ [0; 1]. This contradiction proves that our
assumption was incorrect.
Despite the fact that strong random operators often are unlimited, their super-
positions can be determined in the usual way for independent operators. Therefore,
a stochastic flow in Rd can sometimes be associated with a semi-group of strong
random operators in L2(R
d). Let us formulate a precise definition.
Definition 4.3. A set {Gs,t; 0 ≤ s ≤ t < +∞} of strong random operators in H
is called a stochastic semi-group if
1) the distribution of Gs,t depends only on t− s;
2) for all t1 ≤ t2 ≤ . . . ≤ tn, operators Gt1,t2 , . . . , Gtn−1,tn are independent;
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3) for all r ≤ s ≤ t, Gr,t = Gs,tGr,s,
Gr,r is the identity operator.
Let {ϕs,t; 0 ≤ s ≤ t < +∞} be a stochastic flow (see Definition 2.1) in R
d
whose one-point motions are standard Wiener processes. Then the operators Gs,t
in L2(R
d) defined as
Gs,tf(u) = f(ϕs,t(u)), u ∈ R
d
form a stochastic semi-group.
Note that the consideration of stochastic semi-groups associated with the flow,
allows one to approach the study of the properties of flows with smooth and
singular interaction in a unified way. The notion of a strong random operator was
introduced by A.V. Skorokhod [18]. He also began to consider the semi-groups
of such operators and received sufficient conditions for the representation of these
semi-groups as the solutions of a linear SDE with operator-valued Wiener process
[17]. This presentation is made possible, in part, because the noise generated by
the semi-group, is Gaussian. We present here two theorems about the structure of
semi-groups of strong random operators. One of them gives a description of the
multiplicative operator functionals of Gaussian noise. The second one is devoted to
semi-groups of random finite-dimensional projections (here a Poisson noise arises).
We start with a Gaussian case. Let {w(t); t ≥ 0} be a standard one-dimensional
Wiener process. Suppose that the semi-group {Gs,t; 0 ≤ s ≤ t < +∞} of strong
random operators is a multiplicative homogeneous functional of w, i.e. the follo-
wing conditions hold:
1) Gs,t is measurable with respect to Fs,t = σ(w(r) − w(s); r ∈ [s; t]);
2) θrGs,t = Gs+r,t+r, r ≥ 0, s ≤ t.
Here θr is the shift operator along the trajectories of w. Assume that Gs,t are
square-integrable, i.e.
∀u ∈ H : ∀s ≤ t : E‖Gs,tu‖
2 < +∞.
Define for all t, the mathematical expectation of G0,t as continuous linear ope-
rator in H, acting by the rule
∀u ∈ H : Ttu = EG0,tu.
Note that for the continuous in the square-mean semi-group {Gs,t} the family
{Tt} is a strongly continuous semi-group of operators in H and, thus, is uniquely
determined by its infinitesimal operator. It turns out, that in order to describe
the semi-group {Gs,t} we also need a “stochastic” infinitesimal operator. Let us






To make sure that B is densely defined, we consider the family of operators
{Ft; t ≥ 0} defined by the relation
Ftf = EG0,tfw(t) = EGs,s+tf(w(t+ s)− w(s)).
It is easy to check that the following equalities hold
FtG0,s = G0,sFt, Ft+s = FsTt + TsFt.
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Using these equalities, it is possible to check in a standard way that all elements
of H of the form ∫ s
0
Trgdr, g ∈ H, s > 0,
belong to the domain of B. The following theorem is true.
Theorem 4.4. Suppose that for any t > 0, Tt(H) ⊂ D(B) and the kernels of
the Itô-Wiener expansion for G0,t are continuous in time variables. Then for any







Tt−τkBTτk−τk−1B . . . BTτ1fdw(τ1) . . . dw(τk),
where ∆k(0; t) = {0 ≤ τ1 ≤ . . . ≤ τk ≤ t}.
In the case when the semi-group {Gs,t} is generated by SDE, the statement of
Theorem 4.4 is the well-known Krylov-Veretennikov expansion [10].
Example 4.5. Consider the following SDE in R
dx(t) = a(x(t))dw(t),
where w is a standard Wiener process, a ∈ C∞(R) is bounded together with its
derivative. To this equation corresponds a stochastic flow {ϕs,t; 0 ≤ s ≤ t} of
diffeomorphisms in R. One can check that the operators defined by the relation
(Gs,tf)(u) = f(ϕs,t(u))
on square-integrable functions, form a stochastic semi-group, which is a multi-
plicative functional on w. And for f ∈ C20 (R)
Bf(u) = a(u)f ′(u).
Let inf a > 0. Then the operator Tt for t > 0 is an integral operator with an
infinitely differentiable kernel and thus the condition of Theorem 4.4 is satisfied.
The claim of Theorem 4.4 now takes the form









Tτk−τk−1 . . . a
d
dν1
Tτ1f(u)dw(τ1) . . . dw(τk).
Here ν1, . . . , νk are variables on which the integration is performed by the action
of {Tt}. The last formula coincides with the Krylov-Veretennikov representation
[10].
It is not always the case that the noise associated with a stochastic semi-group
is given by a Wiener process. In addition, semi-groups corresponding to flows
with coalescence can be composed of operators with values in finite-dimensional
spaces. Revealing in terms of describing the structure and the asymptotic behavior
is an example of a stochastic semi-group consisting of random finite-dimensional
projections in a Hilbert space.
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Let H be a real Hilbert space. Under the projector in H, we understand the
orthogonal projection on a subspace in H. A projector is called finite if the corre-
sponding subspace is finite-dimensional.
Definition 4.6. A random finite-dimensional projection G in H is a set of finite-
dimensional projections {Gω, ω ∈ Ω} such that for any u ∈ H, Gωu is a random
element in H.
It is evident that a random finite-dimensional projector is a strong random
operator continuous in the square mean. The following theorem gives a com-
plete description of the mean-square continuous stochastic semi-group consisting
of random finite-dimensional projectors.
Theorem 4.7 ([5]). Let {Gs,t; 0 ≤ s ≤ t} be a mean-square continuous stochastic
semi-group consisting of random finite-dimensional projectors in H. Then there
exist an orthonormal basis {en;n ≥ 1} in H and a sequence of Poisson, with
regard to the general filtration, random processes {νn;n ≥ 1} such that
1)
∑∞
n=1 P{νn(t) = 0} < +∞, t > 0,
2) Gs,t =
∑∞
n=1 1I{νn(t)−νn(s)=0}en ⊗ en.
Remark 4.8. This theorem states that all projectors of the semi-group have a
common basis, the elements of which “are killed” in accordance with the Poisson
regulation. If one postulates the existence of a common basis in advance, then the
theorem is simple.
Remark 4.9. The object discussed in Theorem 4.7 is significantly stochastic. It is
easy to see that there is no deterministic strongly continuous semi-group consisting
of finite-dimensional projectors in the infinite-dimensional space H.
Since stochastic semi-groups can be built on stochastic flows, it is natural to
expect that the geometric properties of the maps that make up the flow affect the
properties of the operators of the semi-group. For the characterization of such
properties it seems promising to use the notion of width. Here is the definition.
Let K ⊂ H be a compact and L ⊂ H a subspace in H.




where ρ(u, L) = infv∈L ‖u− v‖.
Further, as an example, we consider the widths of some compacts with respect
to subspaces of the form G0,t(H), t > 0, where {Gs,t} is a stochastic semi-group
of finite-dimensional projectors.
Example 4.11 ([5]). Let the Poisson processes from the description of the semi-
group {Gs,t} in Theorem 4.7 be independent and their intensities equal λn =
n, n ≥ 1. Consider the following compacts in H




, n ≥ 1},































2t| ln t|d(t) ≥ 1, a.s.
The example shows the dependence of the asymptotic behavior of the widths
on the structure of the compacts and the semi-group.
Thus, it can be expected that the proposed approach will give an opportunity
to explore the geometry of both smooth and non-smooth stochastic flows.
5. Discrete Time Approximation of Coalescing Stochastic Flows
It is known that a solution to SDE with smooth coefficients may be obtained
via a discrete time approximation. It appears that a discrete time approximation
can also be built for coalescing stochastic flows which may not be generated by
SDE’s. Here we present a discrete time approximation for the Harris flow.
Consider a sequence of independent stationary Gaussian processes {ξn(u);u ∈
R, n ≥ 1} with zero mean and covariation function Γ. Suppose, that Γ is continu-
ous. Define a sequence of random mappings {xn;n ≥ 0} by the rule
x0(u) = u, xn+1(u) = xn(u) + ξn+1(xn(u)), u ∈ R.
Note that the continuity of Γ implies that the processes {ξn;n ≥ 1} have mea-
surable modifications. This allows substituting xn into ξn+1. The independence of
{ξn;n ≥ 1} guarantees that ξn+1(xn(u)) does not depend on the choice of these
modifications. Let us also define the random functions



















, k = 0, . . . , n− 1.
Note that the functions yn for n ≥ 1 are not monotone. In spite of this any
m-point motion of {yn;n ≥ 0} approximates the m-point motion of the Harris
flow. Namely the following statement is true.
Theorem 5.1 ([15]). Let Γ be a continuous positive definite function on R such
that Γ(0) = 1 and Γ has two continuous bounded derivatives. Suppose that yn is
built upon a sequence {ξk; k ≥ 1} with covariance
1√
n
Γ. Then for every u1, . . . , ul ∈
R the random processes {yn(uj, ·), j = 1, . . . , l} weakly converge in C([0; 1],R
l) to
the l-point motion of the Harris flow with the local characteristic Γ.
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