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摘要 
 
 近年，ディジタルカメラと計算機は高性能化，低価格化が進んでおり，膨大な
画像を用いた研究開発は世界中で盛んに行われている．低解像度画像からの高解
像度画像化，画像の部分欠損の補間，画像中から対象物体を検出する物体検出，
人の姿勢及び行動認識，ITS(Intelligence Transport System)に利用される道路標識検
出，自動車検出，車道検出，歩行者の検出，ロボットビジョンに欠かせない 3 次
元計測など，画像を入力として様々な出力を実現する画像処理システムは実際の
現場に応用されている． 
 最も注目されている画像処理技術の一つに画像識別がある．これは画像に付与
されたクラスを識別する技術である．従来，人が目で見て観測し，観測された物
体が何であるかを識別することの代替となる技術であるため，画像処理の中でも
応用の幅が広い．この技術は機械学習の中でも，クラス分類と呼ばれる問題を解
くことにより実現され，多くの研究者が様々な画像のクラス分類問題を研究して
きた．画像処理におけるクラス分類問題は画素値もしくは画素値から計算される
特徴量を入力として機械学習を行い，得られる識別器を用いて，クラスを推定す
るという処理により実現される． 
 特徴量は手動で設計する手法と自動で特徴量の計算式を最適化する手法がある．
本研究では手動で設計する手法から始めて，特徴量の計算式を自動で最適化する
手法までを提案している． 
 提案法では特徴量の計算式を最適化することにより識別率向上を図る場合，特
徴量計算式を，処理を表すノード，入出力を表すエッジを用いたネットワーク
FTN(Feature Transform Network)として定義する．ここで，最適化時に用いられる
評価関数と評価サンプルに対する識別率との間には相関があるという仮説を立て，
これを検証する．検証した結果，両者には相関が見られたため，この評価関数を
用いた最適化問題 FTOP(Feature Transform Optimization Problem)を定義し，これを
解くことにより識別率の向上を目指す． 
 本論文では，まず，手動での特徴量設計として HOG の拡張法を述べる．次に，
特徴量の計算式の最適化手法として FTN 及び FTOP を提案する．さらに，FTOP
を歩行者識別に適用する方法について述べる．ベンチマークデータセットを用い
て歩行者識別(2 クラス分類問題)実験を実施し，その結果について述べ，考察を与
える．最後に結論を述べる． 
 
 
 
 
 
  
目 次  
 
 
変数リスト                      ・・・ i 
省略語リスト                    ・・・ v 
図リスト                     ・・・ vii 
表リスト                     ・・・ ix 
 
第１章  序論                    ・・・ 1 
1. 1   本研究の学術的背景                ・・・ 1 
1. 2  従来研究の動向と位置づけ           ・・・ 2 
1. 3  本研究の位置づけと意義            ・・・ 11 
1. 3. 1  特徴量の手動設計                ・・・ 11 
1. 3. 2  特徴量設計の自動化              ・・・ 12 
1. 4  本研究の学術的な特色と独創点         ・・・ 13 
1. 5  本論文の構成                        ・・・ 14 
 
第２章  HOG の拡張による識別精度向上           ・・・ 15 
2. 1  HOG 拡張法の提案                 ・・・ 15 
2. 2  RealAdaBoost                   ・・・ 18 
2. 3  実験                        ・・・ 20 
2. 4  考察                        ・・・ 21 
2. 5  まとめ                      ・・・ 23 
 
第３章  FTOP(Feature Transform Optimization Problem)    ・・・ 24 
3. 1  問題提起                     ・・・ 24 
3. 2  FTN(Feature Transform Network)            ・・・ 27 
3. 3  FTOP(Feature Transform Optimization Problem)の定義      ・・・ 30 
3. 4  FTOP の解法                      ・・・ 32 
3. 4. 1  多点局所探索               ・・・ 32 
3. 4. 2  近傍操作                ・・・ 34 
3. 4. 3  求解アルゴリズム              ・・・ 36 
3. 5  仮説検証実験                                       ・・・ 39 
3. 6  仮説検証実験に対する考察                             ・・・ 46 
3. 7  まとめ                                          ・・・ 47 
 
 
 
 
  
第４章  FTOP の歩行者識別への適用              ・・・ 48 
4. 1  FTOP の評価関数と機械学習            ・・・ 48 
4. 1. 1  AdaBoost                    ・・・ 48 
4. 1. 2  Decision Tree                ・・・ 50 
4. 1. 3  AUC(Area Under the Curve)               ・・・ 52 
4. 2  ノードに用いる処理の種類            ・・・ 53 
4. 2. 1  表色系変換                ・・・ 54 
4. 2. 2  四則演算                  ・・・ 57 
4. 2. 3  ノルム                        ・・・ 58 
4. 2. 4  方向                    ・・・ 59 
4. 2. 5  勾配                     ・・・ 60 
4. 2. 6  畳み込みフィルタ                      ・・・ 61 
4. 2. 7  Box フィルタ                    ・・・ 64 
4. 2. 8  Max フィルタ                 ・・・ 66 
4. 2. 9  HOG                        ・・・ 66 
4. 2. 10 ULBP                     ・・・ 67 
4. 2. 11 Covariance                  ・・・ 69 
4. 3  従来法との比較実験                           ・・・ 71 
4. 4  従来法との比較実験に対する考察                 ・・・ 82 
4. 5  まとめ                              ・・・ 84 
 
第５章 結論                          ・・・ 86 
 
参考文献 
 
謝辞 
 
付録                              ・・・ A-1 
 
 
 
 
 
 
 
 
 
 
 
  i 
変数リスト 
 
変数名 変数の説明 初出の式 
R 実数集合 式(3.1) 
Z 整数集合 式(4.30) 
w 画像横位置 式(2.1) 
h 画像縦位置 式(2.1) 
I  画像 式(3.1) 
I  ブロック正規化後の HOG のヒストグラムの要
素 
式(3.2) 
magnitude 勾配の大きさ 式(2.1) 
orientation 勾配の方向 式(2.1) 
a HOG のヒストグラムベクトル 式(2.2) 
b  ブロック正規化後の HOG のヒストグラムの要
素 
式(2.2) 

 
HOG のブロックのインデックス 式(2.2) 

 
分母が 0 にならないための正の実数 式(2.2) 
feature
 
提案法の拡張された HOG 特徴量ベクトル 式(2.3) 
block HOG の正規化ブロックサイズ 式(2.3) 
cell HOG のセルサイズ 式(2.3) 
bin HOG のビン数 式(2.3) 
w' 対象矩形領域の横位置を表す一時変数 式(2.3) 
h' 対象矩形領域の縦位置を表す一時変数 式(2.3) 
  HOG のビンのインデックス 式(2.3) 

 
円周率 式(2.3) 
Bhattacharyya
 
Bhattacharyya 距離 式(2.4) 
d 次元のインデックス 式(2.4) 
binId 確率密度関数のビンのインデックス 式(2.4) 
W+ Positive クラスの確率密度関数 式(2.4) 
W- Negative クラスの確率密度関数 式(2.4) 
m 学習サンプルのインデックス 式(2.5) 
M' 学習サンプル集合 式(2.7) 
x~  特徴量ベクトル 式(2.6) 
label クラス分類のラベル 式(2.5) 
t AdaBoost, Real-AdaBoost の学習ステップ数 式(2.6) 
Dist 
AdaBoost, Reak-AdaBoostにおけるサンプルの重
み分布 
式(2.5) 
Y  変換後のテンソル 式(3.1) 
  ii 
W
 
画像横サイズ 式(3.1) 
H 画像縦サイズ 式(3.1) 
C チャンネル数 式(3.1) 
W' 変換後のテンソルの横サイズ 式(3.1) 
H' 変換後のテンソルの縦サイズ 式(3.1) 
C' 変換後のテンソルのチャンネル数 式(3.1) 
width 畳み込みフィルタの矩形領域の横サイズ 式(3.2) 
height 畳み込みフィルタの矩形領域の縦サイズ 式(3.2) 
c チャンネル 式(3.2) 
w  対象矩形領域の横位置を表す一時変数 式(3.2) 
h  対象矩形領域の縦位置を表す一時変数 式(3.2) 
width' Max フィルタの矩形領域の横サイズ 式(3.2) 
height' Max フィルタの矩形領域の縦サイズ 式(3.2) 
A 畳み込みフィルタの重み行列 式(3.2) 
λ  関数のパラメータ集合 式(3.3) 
Λ  
ある関数の出力から関数の入力へのつながりを
定義する変数集合 
式(3.6) 
i, j ある関数を表すノードのインデックス 式(3.8) 
j  ノード j へと接続されるノードの集合 式(3.8) 
J
 
FTN の終端ノード 式(3.8) 
D
 
特徴量の次元数 式(3.9) 
S
 
関数への入力テンソル 式(3.8) 
WS
 
関数への入力テンソルの横サイズ 式(3.8) 
HS
 
関数への入力テンソルの縦サイズ 式(3.8) 
CS
 
関数への入力テンソルのチャンネル数 式(3.8) 
WJ
 
FTN の終端ノードの入力テンソルの横サイズ 式(3.10) 
HJ
 
FTN の終端ノードの入力テンソルの縦サイズ 式(3.10) 
CJ
 
FTNの終端ノードの入力テンソルのチャンネル
数 
式(3.10) 
G
 
FTN を表すグラフ 式(3.11) 
Φ
 
エッジの接続関数 式(3.11) 
E
 
FTN のエッジ集合 式(3.11) 
V, V'
 
関数ノードの集合 式(3.11) 
mv
 
最適化に用いる評価サンプルのインデックス 式(3.12) 
Mv
 
最適化に用いる評価サンプル集合 式(3.13) 
ml
 
最適化に用いる学習サンプルのインデックス 式(3.12)説明 
Ml
 
最適化に用いる学習サンプル集合 式(3.12)説明 
  iii 
M
 
最適化に用いる全サンプル集合 式(3.12)説明 
P 処理の種類の集合 式(3.16) 
p
 
処理の種類のインデックス 式(3.16) 
Costp 処理の種類 p 毎のコストの上限 式(3.16) 
Costmax FTN 全体のコストの上限 式(3.16) 
Q 
ノード間の接続行列（ノード間の接続の可，不
可を表す） 
式(3.14) 
cost 関数のコスト 式(3.15) 
Dmax 特徴量の次元数の上限 式(3.17) 
)( vmz  サンプル mvに対する識別器の出力ベクトル 式(3.13) 
)( vmz  
AdaBoost, Real-AdaBoostのサンプルmvに対する
識別器の出力 
式(4.8) 
thd 
特徴量ベクトルの d 次元目の要素に対する決定
木の分割ルールに用いられる閾値 
式(4.5) 
nlabel 
決定木のリーフに含まれるラベル label のサン
プル数 
式(4.6) 
Mlabel ラベル label の全サンプル数 式(4.6) 
Mleft 決定木における左ノードに含まれるサンプル数 式(4.7) 
Mright 決定木における右ノードに含まれるサンプル数 式(4.7) 
Mleft positive 
決定木における左ノードに含まれる Positive サ
ンプル数 
式(4.7) 
Mright positive 
決定木における右ノードに含まれる Positive サ
ンプル数 
式(4.7) 
Mleft negative 
決定木における左ノードに含まれる Negative サ
ンプル数 
式(4.7) 
Mright negative 
決定木における右ノードに含まれる Negative サ
ンプル数 
式(4.7) 
Mbefore 
決定木における分割前のノードに含まれるサン
プル数 
式(4.7) 
Gini Gini 係数 式(4.7) 
AUC DET 曲線により得られる面積 式(4.9) 
FPR False Positive per Rate 式(4.9) 
MR Miss Rate 式(4.9) 
k DET曲線を得る際に用いる閾値のインデックス 式(4.9) 
K DET 曲線を得る際に用いる閾値の個数 式(4.9) 
colorconvertλ  表色系変換のパラメータの集合 式(4.10) 
arithmeticλ
 
四則演算のパラメータの集合 式(4.17) 
normλ
 
ノルムのパラメータの集合 式(4.21) 
norientatioλ
 
方向のパラメータの集合 式(4.26) 
  iv 
gradientλ
 
勾配のパラメータの集合 式(4.29) 
nconvolutioλ
 
畳み込みフィルタのパラメータの集合 式(4.30) 
n typeconvolutioλ
 
畳み込みフィルタの重みを決定するアルゴリズ
ムの種類を表すパラメータの集合 
式(4.30) 
typeλ
 
畳み込みフィルタの重みを決定するアルゴリズ
ムの種類を表すパラメータ 
式(4.30) 
paramλ
 
畳み込みフィルタの重みを決定するアルゴリズ
ムが持つパラメータ集合 
式(4.30) 
paramGaussianλ
 
Gaussian フィルタのパラメータ集合 式(4.30) 
paramDoGλ
 
DoG フィルタのパラメータ集合 式(4.30) 
paramGaborλ
 
Gabor フィルタのパラメータ集合 式(4.30) 
paramDerivativeλ a 
 
微分フィルタのパラメータ集合 式(4.30) 
Sigma
 
Gaussian フィルタ，Gabor フィルタに用いるパ
ラメータ集合 
式(4.30) 
sigma
 
Gaussian フィルタ，Gabor フィルタに用いるパ
ラメータ 
式(4.30) 
Sigma1, 
Sigma2
 
DoG フィルタに用いるパラメータ集合 式(4.30) 
sigma1, sigma2
 
DoG フィルタに用いるパラメータ 式(4.30) 
  DoG フィルタの sigma1 と sigma2 の比率 式(4.30) 
Theta, Gamma Gabor フィルタに用いるパラメータ集合 式(4.30) 
theta, gamma Gabor フィルタに用いるパラメータ 式(4.30) 
ii Integral Image の行列 式(4.37) 
SUM Integral Image 計算のための一時的な行列 式(4.38) 
Bin HOG に用いるビン数の集合 式(4.30) 
CellSize HOG に用いるセルサイズの集合 式(4.42) 
BlockSize HOG に用いるブロックサイズの集合 式(4.42) 
Neighbor 周辺画素集合の種類集合 式(4.43) 
neighbor 周辺画素集合 式(4.43) 
pattern LBP のパターンのインデックス 式(4.44) 
Γ  
LBP のヒストグラム計算の入力となるパターン
毎の 0 か 1 が格納される一時的なテンソル 
式(4.44) 
Npattern LBP のパターン数 式(4.44) 
E 平均値 式(4.46) 
 
 
  v 
省略語リスト 
 
省略語 正式名称 
ITS Intelligence Transport System 
FTN Feature Transform Network 
FTOP Feature Transform Optimization Problem 
DoG Difference of Gaussian 
LBP Local Binary Patterns 
SIFT Scale Invariant Feature Transform 
EOH Edge of Orientation Histograms 
HOG Histograms of Oriented Gradients 
HOF Histograms of Flow 
STPatch Space-Time Patch 
ICA Independent Component Analysis 
CSS Color Self Similarity 
RDSF Relational Depth Similarity Features 
PCA Principle Component Analysis 
ICF Integrated Channel Features 
ULBP Uniformed LBP 
BOK Bag of Keypoints 
GED Graph Edit Distance 
SURF Speed Up Robust Features 
A-KAZE Accelerated KAZE 
E-HOG Extend HOG 
M-HOG Multiple HOG 
P-HOG Pyramid HOG 
CoHOG Co-occurrence HOG 
B-HOG Binarized HOG 
R-HOG Relational HOG 
sp-Cov Spatial Covariance 
NN Neural Network 
MNIST Mixed National Institute of Standards and Technology database 
ILSVRC ImageNet Large Scale Visual Recognition Competition 
CNN Convolutional Neural Network 
R-CNN Region-CNN 
  vi 
ROI Region of Interest 
YOLO You Only Look Once 
PCN Part and Context Network 
SSD Single Shot MultiBox Detector 
LSTM Long Short Term Memory 
RNN Recurrent Neural Network 
ONNX Open Neural Network Exchange 
NNEF Neural Network Exchange Format 
PDF Probability Density Function 
AUC Area Under Curve 
OpenCV Open Source Computer Vision Library 
DET Detection Error Trade-off 
GPGPU General Purpose for Graphic Processing Unit 
FPGA Field-Programmable Gate Array 
OSS Open Source Software 
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第１章 序論 
 
1.1 本研究の学術的背景 
 人は視覚から様々な情報を得ている．文字を読む．写真の人物が誰かを判断す
る．映画を見てそれがどんなシーンかを理解する．工場では製品に異常がないか
を目視で確認する．スポーツでは上手な選手を見て真似ようとする．車を運転す
るとき，信号や道路標識，前方の障害物や歩行者が飛び出さないかを見て確認す
る．これらは，視覚から得られる膨大な光刺激による信号情報を脳が処理し意味
のある情報に変換することによって実現される．このプロセスを工学的に実現し
ようとする分野がコンピュータビジョンである．人が見て理解できることと同等
のことが工学的に実現されれば，その応用は広い． 
 視覚に関して工学的にアプローチする場合，入力センサとしてはカメラが代表
的である．ディジタルカメラから取得された画像を計算機に入力し，処理させる
技術をディジタル画像処理と呼ぶ．以降，単にディジタル画像処理のことを画像
処理と呼ぶ．画像処理の研究において用いられるカメラは多岐にわたる．一般的
なカメラに加えて，赤外線カメラ[1,2]，距離カメラ[59,60,63,64]，全方位カメラ[3,4]
が用いられる．また，カメラだけではなくレーザレンジファインダなどの異なる
センサと併用(センサフュージョン)する研究もある[5,6]． 
 このように研究開発が盛んである背景として，ディジタルカメラと計算機の高
度化，低価格化が挙げられる．その他にも，画像処理の研究開発に役立つプログ
ラミング言語，プログラミングライブラリ，ソフトウェア，ハードウェア，クラ
ウドサービスの登場が挙げられる(図 1.1)． 
画像処理の研究の中でも，近年もっとも研究が盛んな分野の一つが画像識別で
ある．画像識別は画像に付与されたラベルを自動で識別する技術である．画像識
別は画像処理の中でも応用の幅が広い．なぜなら，人が目で見た物体が何である
かを識別することの代替となる技術であるためである． 
特に，ITS(Intelligent Transport System)や自動運転車は画像識別の応用として身
近なものになりつつある．警察庁交通局[7]の調べによれば，平成 21 年度年間の
死亡交通事故件数は 4914 件，歩行中の死亡者数は 1717 人にのぼった．このよう
な背景を受けて，車両にセンサを搭載し，道路交通環境を安全かつ円滑にするた
めのシステムを構築しようとする動きが活発化してきたのである．中島ら
[111-113]は，ITS の開発を目的として研究を行ってきた．ITS に導入される画像処
理技術としては，車両検出[54]，道路レーン検出[17,45]，道路標識認識[33,44]など
数多くの技術が開発されている．特に自動で人物や歩行者を検出する技術は，歩
行者や運転者の安全を確保ための技術として重要視されて入る．そのため，その 
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図 1.1 画像処理の研究開発を支える技術． 
 
開発と実用化は，画像識別の研究に携わるものにとって喫緊の課題である． 
 
1.2 従来研究の動向と位置づけ 
 歩行者の検出に限らず，画像から対象物体の位置と大きさを検出する技術では，
対象領域が属するラベルを識別する画像識別と呼ばれる技術が必要となる．画像
識別は特徴量変換と識別器とで構成される．特徴量変換では，各画素に格納され
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た値を変換する．機械学習では，特徴量を入力として識別器を構築する． 
 これまで，画像識別の研究では様々な特徴量の計算式が提案されてきた（表 
1.1）．特徴量の設計方針は手動による特徴量設計とNNによる設計に分けられる．
まず，手動による特徴量設計について述べる． 
手動による特徴量設計の方針はさらに 3 つに分けることができる． 
(1) 新規特徴量設計：自然現象や現実のアナロジーから識別の対象に有効と考えら
れる特徴量を設計する方法．また，既存の問題点を解決する新しいアルゴリズム
を考案する方法 
(2) 既存特徴量拡張：既存の特徴量の計算式を拡張(ハイパーパラメータを複数使
用，式の一部を変更)する方法 
(3) 特徴量組合せ：既存の特徴量を組合せる(異なる特徴量の併用，特徴量計算の
前処理及び後処理を入れる)方法 
 (1)は，表 1.1 において，次の方法が当てはまる． 
 Texton[9]：Gaussian フィルタや DoG(Difference of Gaussian)などの複数の畳み
込みフィルタの出力値を用いる方法 
 エッジの抽出[17,45]：エッジを抽出し，その結果をルールに基づいて判別す
る方法 
 平均値[12]：画素の平均値を特徴量に用いる方法 
 肌色[13]：肌色領域を特徴として切り出す方法 
 LBP(Local Binary Patterns)[14]：注目画素と周辺画素の大小によりパターンを
計算する方法 
 前処理としての画像補正 [15]：ヒストグラム均一化を画像に施す手法．
Haar-Wavelet[83]による畳み込み[18]：Haar-Wavelet を用いた畳み込み計算の出
力値を特徴量とする方法 
 Gabor フィルタ[84]による表情識別[20]：視覚の神経細胞が特定の角度に反応
する現象をモデル化した Gabor フィルタを用いる方法 
 Haar-like[22]：顔の画像が眉毛，目，唇と肌の部分とで明暗が異なる場合が多
いという事実を用いた方法 
 Motion Filter[24]：人の動きを捉える方法 
 SIFT(Scale Invariant Feature Transform)[25,34,26,28,62]：回転やスケールに不変
な特徴を得る方法 
 EOH(Edge of Orientation Histograms)[27,37]：方向付けした勾配方向別のヒスト
グラムを 2 つの方向の比率として表す方法 
 HOG(Histograms of Oriented Gradients) [29,47,54,55,56]：輝度勾配の方向毎に輝
度勾配の強度を足し込んで得られるヒストグラムを計算する方法 
 HOF(Histogram of Flow)[32]：局所領域の動きをヒストグラム化する方法 
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 Edgelet[33]：連続するエッジを特徴量とする方法 
 前景抽出[38,40,64]：前景と背景を分離することにより得られる特徴量を用い
る方法 
 STPatch(Space-Time Patch)[39]：画素毎の動きによる状態遷移を用いる方法 
 Covariance[41]：あるパッチにおける特徴量の共分散を用いる方法 
 ICA(Independent Component Analysis)[57]：画像の独立成分を特徴量とする方法 
 CSS(Color Self Similarity)[58]：色の自己相関を表す方法 
 RDSF(Relational Depth Similarity Features)[59]：パッチ毎の距離のヒストグラム
の自己相関を表す方法 
 Sketch Tokens[71]：手書きエッジとの対応を学習させる方法 
 (2)は，同表において，次の方法が当てはまる． 
 複数の方向と光の当たり方をした画像に対して Texton を適用[21] 
 45°回転を加えた Haar-like[23] 
 HOG の拡張[35,36,49,52,60,68,42,51]（詳細は後述） 
 SIFT の拡張[43,70]（詳細は後述） 
 Wavelet の結果を PCA(Principle Component Analysis)により次元削減[19] 
 Box フィルタによる Texton の近似による高速化[61] 
 Hough Forests に共起性を導入した Joint-Hough Forests[66] 
 Haar-like の共起性を導入する Joint-Haar-like[31] 
 LBP に共起性を導入[65] 
 これらの拡張には 4 つの特徴が挙げられる．Integral Image[85]を用いた高速化，
従来の特徴量の計算のパラメータをひとつに固定するのではなく複数用いること
による高精度化，前処理を施した後に従来の特徴量を計算することによる高精度
化，特徴量の共起性を導入することによる高精度化である． 
 (3)は，同表において，次の方法が当てはまる． 
 HOG と微分フィルタを用いた Hough Forests[50] 
 HOG，輝度勾配，L*u*v*の線形和を特徴量とする ICF(Integrated Channel 
Features)[53] 
 HOG と LBP を用いる手法[48] 
 Gabor と LBP を用いる手法[69] 
 sp-Cov(Spatial Covariance)と ULBP(Uniformed LBP)を用いる手法[74] 
これらは，特性の異なる特徴量を複数用いることにより，互いの特徴量の欠点を
補間しあうことが期待される手法である． 
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表 1.1 画像識別の従来研究．（続く） 
 手動による特徴量設計 NN による 
畳み込み 
フィルタの 
重み最適化 
NN の 
自動設計 
西暦 新規(1) 拡張(2) 組合せ(3)   
1980    Neocognitron 
（文字）[8] 
 
1981 Texton 
（テクスチャ
）[9] 
    
1990    CNN 
（文字）[10] 
 
1994 平均値， 
マハラノビス
（顔）[12] 
    
1996 肌色モデル 
（顔）[13] 
    
 LBP 
（テクスチャ
）[14] 
    
1997 画像補正（顔
）[15] 
    
1998 edge に基づく 
ルール 
（交通）[17] 
  LeNet 
（文字）[16] 
 
1999 Haar-Wavelet 
（人）[18] 
    
2000  PCA-Wavelet 
（一般物体） 
[19] 
   
2001 Gabor（顔）[20] Texton 
（テクスチャ
）[21] 
   
 Haar-like 
（顔）[22] 
    
2002  回転を考慮し
た Haar-like 
（顔）[23] 
   
2003 Motion Filter 
（人）[24] 
    
2004 SIFT 
（一般物体）
[25] 
    
 SIFT，BOK 
（一般物体） 
[26] 
    
 EOH（顔）[27]     
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表 1.1 画像識別の従来研究（続く）． 
 手動による特徴量設計 NN による 
畳み込み 
フィルタの 
重み最適化 
NN の 
自動設計 
西暦 新規(1) 拡張(2) 組合せ(3)   
2005 SIFT，BOK 
（一般物体） 
[28] 
Joint-Haar-like 
（顔）[31] 
   
 HOG（人）[29]     
 積分 
ヒストグラム 
（人）[30] 
    
2006 HOF（人）[32]     
 Edgelet 
（人）[33] 
    
2007 SIFT 
（交通）[34] 
E-HOG（人）[35]    
 EOH（人）[37] P-HOG（人）[36]    
 背景差分 
（人）[38] 
    
 STPatch 
（人）[39] 
    
 シルエット 
テンプレート 
（人）[40] 
    
 Covariance 
（人）[41] 
    
2008  SURF 
（一般物体）[43] 
PCA，HOG 
（人）[42] 
   
   前景尤度，
Covariance 
（人）[44] 
  
2009 HOG（人）[47]  PCA-SIFT 
（交通）[46] 
  
 CoHOG 
（人）[49] 
HOG，LBP 
（人）[48] 
  
 HOG（人）[54]  HOG,微分, 
HoughForests 
（人）[50] 
  
 HOG（人）[55] Joint-HOG 
（人）[51] 
   
 HOG（交通） 
[56] 
Color-HOG 
（人）[52] 
   
 edge に基づく 
ルール 
（交通）[45] 
 HOG，ICF 
（人）[53] 
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表 1.1 画像識別の従来研究． 
 手動による特徴量設計 NN による 
畳み込み 
フィルタの 
重み最適化 
NN の 
自動設計 
西暦 新規(1) 拡張(2) 組合せ(3)   
2010 Saliency，ICA 
（一般物体） 
[57] 
距離，HOG 
（人）[60] 
   
 CSS（人）[58] 人マスク， 
HOG（人）
[111] 
   
 RDSF（人）[59]     
2011 SIFT，GED 
（一般物体） 
[62] 
近似 Texton 
（人）[61] 
共起 LBP 
（テクスチャ
）[65] 
   
 距離差分 
（人）[63] 
Joint-Hough 
Forests 
（交通）[66] 
   
 距離，Chamfer 
（人）[64] 
 M-HOG，Hue 
（人）[113] 
  
2012  B-HOG，
R-HOG 
（人）[68] 
 AlexNet 
（一般物体） 
[67] 
 
2013 SketchTokens 
（人）[71] 
A-Kaze（一般
物体）[70] 
Gabor，LBP 
（顔）[69] 
  
2014   Spatial- 
Covariance，
ULBP（人）
[74] 
  
2015    VGG（一般物
体）[72] 
 
    R-CNN（一般
物体）[73] 
 
    GoogLeNet 
（一般物体） 
[75] 
 
    YOLO（一般物
体）[76] 
 
2016    Fused-CNN，
SSD（人）[77] 
強化学習（一
般物体）[79] 
    ResNet（一般物
体）[78] 
 
2017    PCN（人）[80]  
2018    YOLO v3 
（一般物体） 
[81] 
強化学習 
（一般物体） 
[82] 
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図 1.2 SIFT と HOG の利用と拡張． 
 
 ここで，SIFT と HOG を例に(1)～(3)について詳述する．図 1.2 に SIFT と HOG
の拡張について整理した図を示す．SIFT では対応点を取得するために特徴点の抽
出と特徴量（記述子）の算出法が提案されている．SIFT では対応点における課題
である回転と，スケール変化による特徴量の変化を抑制するために工夫されてい
る．キーとなる方向を計算し，キー方向を基準として相対的に特徴量を記述する
ことにより回転不変を実現する．また，DoG の出力値の極値が取得されるまでス
SIFT（対応点）[25] 
SIFT（交通）[34] 
SIFT，BOK（一般物体）[26] 
SIFT，BOK（一般物体）[28] 
SIFT，GED（一般物体）[62] 
 
 
HOG（人）[29] 
HOG（人）[47] 
HOG（人）[54] 
HOG（人）[55] 
HOG（交通）[56] 
SURF（対応点）[43] 
A-KAZE（対応点）[70] 
 
PCA-SIFT（交通）[46] 
E-HOG（人）[35] 
P-HOG（人）[36] 
CoHOG（人）[49] 
Color-HOG（人）[52] 
B-HOG，R-HOG（人）[68] 
PCA，HOG（人）[42] 
Joint-HOG（人）[51] 
HOG, ICF（人）[53] 
HOG, LBP（人）[48] 
HOG, 微分，HoughForests（人）[50] 
 
 
距離，HOG（人）[60] 
利用 
Box フィルタ近似 
非等方 
次元圧縮 
利用 
複数ビン 
複数セル 
距離画像 
色によるセグメンテーション 
共起 
次元圧縮 
2 値化 
異なる特徴量
との組合せ 
局所コントラスト正規化 
人マスク，HOG（人）[111] 
M-HOG，Hue（人）[113] 
人マスクによる計算領域の削減 
複数ビン，異なる特徴量との組合せ，共起 
共起 
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ケールを変化させることにより，スケール不変性のある特徴量を得ることができ
る．SIFT は課題に対する解を新規に設計した(1)の好例である．この特徴により
[26,28,34,62]のように SIFT は様々な目的に用いられた．[34]では道路標識の識別
に，[26,28]では BOK(Bag of Keypoints，Bag of Features，Bag of Visual Words とも)
を用いた一般物体認識に，また[62]では GED(Graph Edit Distance)を用いた一般物
体認識に SIFT が用いられている．SIFT が計算時間に課題があるため，DoG の計
算を Box フィルタの近似により高速化した SURF(Speed Up Robust Features)[43]が
提案されている．また，SIFT に用いられる Gaussian の等方性が特徴点の類似度を
計算するために必要なエッジをぼかしてしまうという課題を，非等方性を持つフ
ィルタを利用して解決した A-KAZE(Accelerated KAZE)[70]が提案されている．こ
れらは，新規に提案された特徴量が持つ課題を克服する設計方針(2)にあたる． 
 SIFT の特徴量では明暗に対する頑健性のために輝度勾配方向に輝度勾配強度
を足し込むヒストグラムが提案されている．SIFT におけるヒストグラム計算に着
目し提案された特徴量が HOG[29]である．HOG では，SIFT のヒストグラムに対
して，局所領域のコントラストの変化に頑健性をもたせるためにブロックによる
正規化が用いられている．HOG は対象の形を捉える特徴として人検出や車両の検
出に用いられている[47,54-56]．また，HOG は積分ヒストグラム[30]により高速化
することができる． 
 HOG においても(2)の方針に従って，様々な HOG の拡張が提案されている
[35,36,42,49,52,60,68,111]．HOG[29]は単一の輝度勾配方向のビン数を用いるが，
E-HOG(Extend-HOG)[35]は複数のビン数を用いている．M-HOG[113]では E-HOG
に対して高速に計算可能な複数ビンの条件を明らかにしている．
P-HOG(Pyramid-HOG)[36]は複数のセルサイズに対して HOG を計算している．
CoHOG(Co-occurrence HOG)[49]は複数の輝度勾配方向に対する共起性を導入して
いる．CoHOG は計算の考え方は HOG の拡張といえるが特徴量の計算式は HOG
とは異なるため新規の特徴量とも捉えられる．前処理を工夫した後に HOG を計
算する方法には以下がある．距離の計算後に HOG を計算する手法[60]，画素に対
して色によるクラスタリングを施した後に HOG を計算する Color-HOG[52]，人マ
スクを計算した後に HOG を計算する手法[111]である．HOG に対する後処理とし
ては以下がある．HOG 特徴量を計算した後の Real-AdaBoost[110]の出力に対して
共起性を与える Joint-HOG[51]，HOGに対してPCAにより次元圧縮する手法[42]，
B-HOG(Binarized HOG)では閾値により，R-HOG(Relational HOG)は 2 つの方向の比
較により HOG を 2 値化する手法[68]である．さらに HOG は(3)の方針においても
様々に利用されている[48,50,51,53]． 
 (3)の方針に従って提案された HOG の拡張は以下の通りである[48,50,53,113]．
HOG と LBP を用いる手法[48]，HOG と微分フィルタを Hough Forests に用いる手
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法[50]，HOG，輝度勾配，L*u*v*の線形和を特徴量とする ICF[53]，M-HOG と
HSV の Hue を用いる手法[113]が該当する．このように特徴量の計算式は手動に
より設計され改善されてきた． 
 一方，特徴量を自動で最適化する試みとして，ANN(Artificial Neural Network，
以降単に Neural Network と記述)を用いた研究が報告されている．Neocognitron[8]
は S 細胞（画像の局所領域における畳み込みの結果を出力する中間層）と C 細胞
（出力層）により成る．S 細胞の出力は次の S 細胞に入力され階層化されるが，
このとき複数の S 細胞の出力のうち最大値のみが次の S 細胞に入力される．これ
により，Texton とは異なり，畳み込みの重みが手動によらずに最適化される．こ
の考え方を応用したものが CNN(Convolutional NN)[10]である．Neocognitron の S
細胞を実現するために畳み込み層を用いる．また，Neocognitrion の S 細胞の出力
のうち最大値のみを通過させる機構にはプーリング層を用いる．そして，畳み込
み層とプーリング層を繰り返す．最後に C 細胞を，出力層への全結合を用いて実
現している．CNN は LeNet[16]に用いられ手書き数字(MNIST[86])の識別に適用さ
れている．しかし，2012 年になるまで，画像識別の主流は前述したような手動に
より特徴量を設計する手法であった． 
2012 年，ILSVRC(ImageNet Large Scale Visual Recognition Competition)[87]という
一般物体認識のベンチマークで好成績を収めた CNN(Convolutional NN)を用いた
手法 AlexNet[67]が発表された．AlexNet では，Dropout，プーリングのオーバーラ
ップ，Group Convolution と呼ばれる畳み込みにより，得られる複数のチャネルを
分割する手法が採用されている．これらの工夫によって従来より層が多い（深い
と表現される）NN の学習を成功させている．ILSVRC の一般物体認識のデータ
セット ImageNet[88]では，CNN の拡張として AlexNet，VGG[72]，GoogLeNet[75]，
ResNet[78]が提案され好成績を収めている．これらは NN のネットワーク構造（畳
み込み層のフィルタサイズ，プーリング，活性化関数）が異なっている．それが
識別率に寄与している．2012 年以降，一般物体認識では，手動での特徴量設計か
ら NN のネットワーク構造の設計へと，特徴量の設計方針が遷移している． 
CNN は層が深くなるほど 1 回の画像識別に処理時間がかかる．従来の物体検出
はスライディングウィンドウと呼ばれる矩形領域を走査しながら，矩形領域に対
して画像識別を実行する．そのため CNN を用いた手法では物体検出に処理時間
がかかる傾向にある．そこで，CNN を用いた R-CNN(Region-CNN)[73]は，
ROI(Region of Interest)を検出する Selective Search[89]と画像識別を行う NN を用い
た．走査を行わずに Selective Search により ROI を抽出することにより，画像識別
の実行回数を減らしている．さらに，CNN を用いた手法では，画像識別というタ
スクのみではなく，対象物体の矩形領域も同時に推定する手法が提案されている
[76,77,80,82]．YOLO(You Only Look Once)[76]は矩形領域の推定と画像識別とを同
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時に行う NN である．R-CNN に対して，画像の入力から矩形領域の抽出とラベル
の推定までをまとめてで実行する End-to-End の学習を YOLO では実現している．
これにより物体検出の高精度化と高速化が図られている．YOLO は 2018 年現在
ver.3[81]となり，さらなる高精度化と高速化を実現している． 
一般物体認識だけではなく歩行者検出にも CNN の手法が提案されている
[77,80]．歩行者検出のベンチマークの一つである INRIA Person Dataset[90]では，
2014 年に sp-Cov と ULBP を用いる手法[74]が最も精度が良かった．しかし，2016
年に Fused-CNN[77]が最も良い精度を得ている．さらに，2017 年に PCN(Part and 
Context Network)[80]と呼ばれる手法が同等の精度を実現している．Fused-CNN で
は SSD(Single Shot MultiBox Detector)と呼ばれる手法が用いられている．これは
YOLO[76]では固定幅のグリッドに対して最大 2 つのラベルと矩形領域を推定す
る．そして，NN をピラミッド化することにより異なる幅のグリッドに対して複
数のラベルと矩形領域を推定する手法である．また PCN は，CNN と LSTM(Long 
Short Term Memory)[91]と呼ばれる構造を用いた RNN(Recurrent NN)[92]を併用す
ることにより，隠れ部位を考慮した NN を実現している． 
手動による特徴量設計から NN のネットワーク構造の設計へと設計方針が遷移
してきた．さらに，近年では NN のネットワーク構造を自動で最適化する手法が
提案されている[79,82]．これらは強化学習[93]を用いて RNN を学習することによ
り最適な CNN を獲得する手法[79]である．[79]により得られたネットワーク構造
を大規模なデータセット CIFER-10 に用いても有効であることが報告されている
[82]．[82]で用いられたネットワーク構造は NASNet と呼ばれている． 
 
1.3 本研究の位置づけと意義 
 本研究は，画像処理による歩行者識別の識別精度向上のため，特徴量の計算式
の設計に関する研究と位置づける．本研究ではまず，特徴量を手動で設計する手
法を提案する．次に特徴量を自動設計する手法を提案する． 
 
1.3.1 特徴量の手動設計 
 手動による特徴量設計の方針の(2)に従い，既存特徴量の拡張による識別精度向
上を試みる．1.2 にて述べたように，HOG[29]は様々な手法に拡張されている．し
かし，特徴量のハイパーパラメータに制限がある．そこで，本研究では複数の HOG
のハイパーパラメータに自由度を与えることを提案している．HOG の拡張に関す
る提案は２章で詳述する． 
 
1.3.2 特徴量の自動設計 
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 歩行者識別は手動での特徴量設計による手法[74]が歩行者識別のベンチマーク
[90]において最も良い精度を実現していた．しかし，Fused-CNN[77]の提案による
歩行者識別においても NN を用いた特徴量設計が最も良い結果を残している．
AlexNet[67]の発表以降，NN のネットワーク構成に関する研究が進められていく
中，NN の構造自体を自動構成する手法が期待された．そして 2016 年に強化学習
による NN の設計[79]が発表された． 
 しかし，NN を用いた特徴量の自動設計には 2 つの問題がある． 
 [問題 1] NN に用いることができる関数は微分可能でなければならない 
 [問題 2] CNN を用いた画像識別の結果を故意に操作する手法が確立されてい
る 
 [問題 1]について述べる．NN を用いる手法では勾配法を用いたバックプロパゲ
ーションによる重みの最適化が可能であることを前提にしている．勾配法を用い
たバックプロパゲーションは対象の関数が微分可能でなければならない．したが
って，NN を対象とした特徴量設計の自動化手法[79]では sp-Cov や ULBP のよう
に，従来研究において有効であることが示されている特徴量の計算式が，微分可
能でないため最適化の対象にすることができない．畳み込みフィルタである
Textonのみを用いる手法[61]や一部のCNNの手法[98]よりも sp-CovやULBPを用
いる手法[74]のほうが識別精度が良いことが報告されている．このことから，特
徴量の計算式の表現として，CNN で用いられる畳み込みフィルタと Max フィル
タ以外の特徴量の計算式も含めて最適化できる枠組みがあれば，識別精度を高め
られることが期待できる．しかし，現状ではこれらを扱うための枠組みがない．
この問題は本研究における重要問題であるため，3.1 問題提起にて詳述する． 
 [問題 2]について述べる．CNN を用いること自体がセキュリティの面から問題
になるという報告[94,95]がある．One Pixel Attack[94]と呼ばれる手法は，1 ピクセ
ルの画素値を変化させるだけで故意に誤った識別結果を導くことができる．One 
Pixel Attack[90]は 2 次元の画像に対する修正である．しかし，[95]によれば，人が
見れば一見亀に見える 3 次元物体であるにも関わらず，ライフルであると故意に
識別させることが可能である．これを個人認証に悪用した場合，周りから見て不
信な行動を見せずに他人として認証させることができる．現在，CNN を含む NN
を用いたシステム開発では OSS(Open Source Software)が用いられている．また，
NN のモデルファイルが共有されている．従って，上記の NN は誰でも利用でき
る．さらにNNを記述するフォーマットONNX(Open Neural Network Exchange )[96]，
NNEF (Neural Network Exchange Format)[97]の整備が進められている．このように
開発技術を公にし整備していくことはその技術の普及には欠かせない．他方で悪
用に対しても容易に広めてしまう危険性をはらんでいる．これらの点からも NN
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以外の手法の研究を進めることは意義があると考えられる． 
 
1.4 本研究の学術的な特色と独創点 
本研究では，NN を用いずに特徴量の計算式を最適化する手法を提案する．特
徴量の計算式をグラフ理論のネットワークとして捉える．ネットワークは処理を
実行するノードとノードに対する入出力関係を表すエッジからなる．提案法では
このネットワークを FTN(Feature Transform Network)と呼ぶ．FTN に対してある種
の操作を実行することにより特徴量の構造を変化させる．本研究では，最適化す
る対象を FTN とし，画像識別の汎化性能を向上させるための組合せ最適化問題
FTOP(Feature Transform Optimization Problem)を提案する．FTOP は特徴量の計算式
を最適化するための手法であり，歩行者識別や画像識別に限定されない． 
本研究の独創点は『Neural Network を用いない特徴量の計算式の最適化手法で
ある』ことである．これにより微分可能でない関数を特徴量の計算式に含めなが
ら最適化が可能である．また，実際のアプリケーションに合わせて FTOP を解く
のに以下３点の特異な機能を有している． 
 [機能 1] 機械学習の計算環境によって学習可能な特徴量ベクトルの次元数の
上限は決まる．これには特徴量ベクトルの次元数を指定することにより対応
できる  
 [機能 2] 画像識別が用いられるアプリケーションによって許容される特徴量
の計算時間が決まる．これにはノードに使用する関数の処理時間をコストと
して，FTN 全体のコストに対する上限を指定することにより対応できる 
 [機能 3] FTN 全体を最適化することも可能であるが，最適化処理時間の短縮
のために，従来研究のノウハウを利用して，関数と関数の接続関係を制限で
きる 
本研究の対象である歩行者識別に FTOP を適用させる手法を提案する．歩行者
識別に FTOP を適用するために，ノードに用いる処理の種類の選定，汎化性能を
向上させるための評価関数の設計を示す．また，最適化の処理時間の問題により
最適化問題を分割するという工夫が必要となる場合の分割方法について示す． 
提案法の有効性を示すための実験として，FTOP を求解することが歩行者識別
の汎化性能を向上させることに寄与するかを確認する実験と従来法との比較実験
を実施する．FTOP の求解における評価関数と汎化性能との相関を確認したとこ
ろ正の相関が見られた．また，従来法との比較実験においても良好な結果が得ら
れている． 
 
1.5 本論文の構成 
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本論文の構成は以下の通りである．２章にて研究初期に実施した手動による特
徴量設計の研究である HOG 特徴量の拡張法について述べる．３章にて特徴量の
計算式の最適化手法である FTN と FTOP について述べ，FTOP を求解することが
歩行者識別に有効であることを確認する仮説検証実験を行った結果，有効である
ことを示す．２章から３章にかけて，手動で特徴量の設計する研究から自動化す
る手法へとシフトしている．４章では FTOP を歩行者識別に適用する手法につい
て述べ，従来法との比較実験を行った結果，従来法よりも良い結果が得られたこ
とを示す．最後に５章にて結論を述べる．また，付録に４章の実験にて得られた
FTN と FTN により計算される特徴量の可視化画像を図 A.2，図 A.3 にそれぞれ示
す． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  15 
第２章 HOG の拡張法 
 
 本章では HOG[29]の拡張法について述べる．手動で特徴量を設計する手法とし
て HOG[29]が持つパラメータに自由度を与える．ここで，自由度とはあるパラメ
ータに対して固定１つの値のみ許していたものを，複数の値を許すことをさす．
拡張による効果を実験にて示す． 
 
2.1 HOG 拡張法の提案 
提案法に用いる HOG は Dalal らの HOG を拡張している．まず，Dalal らの HOG
について述べ，その後提案法における HOG の拡張について述べる． 
Dalal ら[29]によって提案された HOG 特徴量は輝度勾配方向に輝度勾配強度を
加算して得られるヒストグラム特徴量(図 2.1)である．まず，輝度勾配の強度
magnitude と方向 orientation は式(2.1)により算出される．  
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ここで，w は画像横位置，h は画像縦位置，I は輝度値を表す．  
 次に，画像上にセルを定義し，セル内の輝度勾配の強度 magnitude を方向
orientation 別に足し込むことにより得られるヒストグラムを計算する．ヒストグ
ラム計算のために orientation は分割される．例えば図 2.1 のように 20°刻みで分
割する場合，9 分割のヒストグラムが計算される．これをヒストグラム特徴量ベ
クトル  921 ,...,, aaaa とする．Dalal ら[29]の提案したブロックによるヒストグラ
ムの正規化法は以下の通りである．例えば図 2.1 に示すように 3×3 セルを 1 ブロ
ックとして 1 セルずつ移動させながら正規化を行うと，セル位置(u,v)における特
徴 ベ ク ト ル を vua と す れ ば ，  番 目 の ブ ロ ッ ク b は 
 
 222121211121
,,,,,,,,  vuvuvuvuvuvuvuvuuv aaaaaaaaab と表すことができ，81 次
元の特徴量ベクトルとなる．ここで b の要素を b，正規化後の要素をb とすれば， 
.
22  

b
a
b                           (2.2) 
となる． は分母が 0 にならないための正の実数である． 
入力画像を 30×60 ピクセル，1 セルを 5×5 ピクセルとすれば，横方向に 4 ブロ 
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図 2.1 輝度勾配ヒストグラム． 
 
 
図 2.2 ブロックによる正規化． 
ック，縦方向に 10 ブロック，計 40 ブロックに対して正規化を行う．1 ブロック
あたり 81 次元を有するため，40 ブロック×81 次元=3240 次元となる．  
 ここで，従来の HOG 拡張について述べる．E-HOG[35]では勾配方向の分割数を
複数許容している．P-HOG[36]は複数のセルサイズおいて HOG を計算している．
これらは HOG の計算に用いるパラメータを複数許容する手法である．HOG の前
処理として色によるクラスタリングを施す Color-HOG[52]，HOG の後処理として
PCA することにより次元削減する手法[42]，HOG 特徴量を計算後に共起性を計算
する Joint-HOG[51]は HOG の計算自体には拡張は無い．共起性という考え方は
CoHOG[49]にも当てはまるが，HOG の名前が付与されているものの，ヒストグラ
ムの計算式が HOG とは異なる特徴量である．また，B-HOG，R-HOG[68]は精度
向上ではなくメモリ削減のための 2 値化手法である． 
 このように，精度向上のための HOG の拡張はパラメータを複数許容する手法
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と HOG の前後処理を工夫する手法に分けられる．ここで，提案法では HOG の拡
張においてパラメータを複数許容する手法を用いる．この拡張により識別精度が
向上すれば前後処理[42,51,52]による更なる精度向上が期待されるためである． 
 HOG のパラメータにはセルサイズ(cellSize)，ブロックサイズ(blockSize)，輝度
勾配の方向を分割するビン数(bin)が含まれる．ここで，E-HOG と P-HOG はそれ
ぞれ複数のビン数とセルサイズを許容している．しかし，従来法では複数の正規
化ブロックのサイズを許容する手法が提案されていない．正規化ブロックは局所
領域におけるコントラストの変化に対する頑健性を与えるための工夫であるが，
コントラストの違いは局所領域によって異なることが予想される．この場合，単
一の正規化ブロックサイズではコントラストの変化を捉えきれないと考えられる．
この点において，正規化ブロックサイズを複数許容することに意味があると考え
られる． 
 そこで，E-HOG のビン拡張，P-HOG のセルサイズ拡張に加えて，正規化ブロ
ックのサイズ拡張を加えた HOG の拡張法を提案する．cellwhを(w, h)を中心とした
cellSize の矩形領域セル，blockwhを(w, h)を中心とした blockSize の矩形領域ブロッ
ク，bin をビンの分割数， をビンのインデックスとすれば提案法の HOG は以下
の式により計算される． 
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           (2.3) 
ここで，複数の(block, cell, bin)を組合せることにより，提案法の HOG は計算され
る．Dalal らの HOG[29]と異なり，提案法では HOG のセルをオーバーラップさせ
る．これにより，位置ずれに対して頑健になると考えられる．図 2.3 に入力画像
の R 成分に対する HOG の結果を示す．HOG の bin 数を 5 にした結果である．画
像中の各方向に沿って，特徴量が抽出されていることが分かる． 
 HOG は Integral Histogram[30]を用いることにより高速に計算できる．Integral  
 
     
図 2.3 HOG． 
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Histogram[30]は Integral Image[85]を分割ビン毎に計算することにより実現される．
Integral Image は後述する Box フィルタ計算の高速化に用いられるため，4.2.7 Box
フィルタにて詳述する． 
 
2.2 RealAdaBoost 
 提案する HOG 拡張法を歩行者識別に適用するために機械学習である
RealAdaBoost[110] を用いる． RealAdaBoost では弱識別器の識別精度を
Bhattacharyya距離により評価する．Bhattacharyya距離は式(2.4)により算出される．
positive，negative サンプルの PDF をそれぞれ W+，W-，BIN(・)を bin 番号への変
換関数，binId は算出する PDF(Probability Density Function)の bin 番号である． 



binId
d binIdWbinIdWyyaBhattachar )()(    (2.4) 
図 2.4 の左図のように識別精度が高い場合は Bhattacharyya 距離が小さくなる．従
って，Bhattacharyya 距離が小さい弱識別器を選べばよい． 
 サンプル m∈M'(M'は学習サンプル集合)に対して HOG 拡張法により算出され
た特徴量 feature を並べたベクトル )(~ mx を RealAdaBoost に入力する．RealAdaBoost
は AdaBoost を弱識別器の出力が実数値となるように改良したアルゴリズムであ
る．AdaBoost では弱識別器を設計する必要があるが，RealAdaBoost では弱識別器
は確率密度関数(PDF: Probability Density Function)の導入によって，その出力が実
数値となるように設計されるため，特徴量を学習器に入力すれば学習することが
できる．RealAdaBoost のアルゴリズムを図 2.5 に示す． 
 
 
 
 
図 2.4 確率密度関数と評価値の関係． 
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弱識別器の学習 
Input: サンプル重み分布 Distt 
Output: 弱識別器 weakt 
 1: positive，negative サンプルの PDF をそれぞれ W+，W-，BIN(・)を bin 番号へ
の変換関数，binId を算出する PDF の bin 番号， )(~ mdx を特徴量ベクトル
)(~ mx か
ら選択された d 次元目の特徴量，サンプル m のラベルを labelm，サンプルの
重み分布を Dist とすれば，PDF は以下の式により計算される． 
        .,
1)~(1)~(
)()(




 
m
m
dm
m
d labelbinIdxBINlabelbinIdxBIN
mDistbinIdWmDistbinIdW
  
(2.5) 
 2: 算出された各次元 d の PDF である W+，W-を用いて式(2.4)により評価値
Bhattacharyyadを算出する． 
 3: Bhattacharyyadが最小となる dの特徴量 dx
~ を用いた弱識別器weaktは 0除算防
止の限りなく 0 に近い正の値 を用いて，以下の式により定義される．BIN
は特徴量から binId に変換する関数である． 







))~((
))~((
ln
2
1
)~(
d
d
dt
xBINW
xBINW
xweak         (2.6) 
 4: Return  weakt 
 
RealAdaBoost 
Input: 弱識別器数 T，確率密度関数の分割数 
Output: strong 
 1: サンプル重み Dist0(m) ← 1/|M'|，m∈M'． 
 2: For t=0; t<弱識別器数 T; t++ 
 3:  weakt ← 弱識別器の学習(Distt) 
 4:  次式よりサンプル重み分布 Dtを次式により更新する． 
 
 
 
    
    
',
~exp
~exp
'
)(
)(
'
1
1
1 Mm
weaklabelmDist
weaklabelmDist
mDist
mDist
mDist
Mm
m
tmt
m
tmt
Mm
t
t
t 








x
x
 (2.7) 
 5: End for 
 6: 強識別器 strong(x)を以下の式により生成する． 
   





 

T
t
tweakstrong
1
~sign~ xx          (2.8) 
 7: Return strong 
図 2.5 RealAdaBoost の学習アルゴリズム． 
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2.3 実験 
 提案する HOG 拡張法の有効性を確認するために歩行者識別において従来法と
の比較実験を行った．比較実験には INRIA Person Dataset[90]を用いた．付録の図
A.1 に INRIA Person Dataset のサンプルを示す．実験に用いたデータセットのサン
プル数を表 2.1 に示す．INRIA Person Dataset[90]では 64x128[pixel]の画像が提供さ
れているが，実験環境のメモリ上限のため，画像を 30x60[pixel]に縮小して実験し
ている．また，人が含まれていない Negative サンプルは切り取り済の画像が提 
表 2.1 INRIA Person Dataset のサンプル数． 
  学習 Positive サンプル数 2416   
  学習 Negative サンプル数 6000  
  評価 Positive サンプル数 1126   
  評価 Negative サンプル数 3000   
  解像度 横×縦 [pixel] 30x60  
 
 
表 2.2 HOG 拡張パラメータ． 
  手法 拡張パラメータ  
ビン数 セルサイズ 
[pixel x pixel] 
ブロックサイズ 
[セル x セル] 
 拡張なし 9 5x5 3x3  
 ビン数拡張 1,3,9 5x5 1x1  
 ビン数+ 
セルサイズ拡張 
1,3,9 5x5,5x10,10x5 1x1  
 提案法 1,3,9 5x5,5x10,10x5 1x1,2x2,3x3  
 
 
表 2.3 ソフトウェアの構成． 
  ランタイム(コンパイラ) VC++ 11 64bit   
  HOG リファレンス実装   
  RealAdaBoost リファレンス実装   
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表 2.4 計算機環境． 
  OS Windows7 Pro 64bit  
  CPU Intel(R) Core(TM) i7-3770K CPU 3.50GHz  
  メモリ 32GB   
 
供されていないため，ランダムに切り取ることにより作成している．本実験では
表2.2に示すようにHOGの各パラメータを変更し，拡張の効果を計測する．なお，
RealAdaBoost に用いたビンの分割数は 64，弱識別器数は 1000 である．表 2.3 と
表 2.4 に実験に用いた開発環境を示す． 
 上記の設定にて実験した結果を図 2.6 に示す．図 2.6 は横軸に弱識別器数を縦軸
に誤識別率をとる．図 2.6 から最も誤識別率が小さい弱識別器数 750 のときの識
別にかかる処理時間は 34[micro sec]であった．図 2.7(a), (b), (c)には RealAdaBoost
学習における弱識別器追加の繰り返しに対して，それぞれ，選択されたビン数，
セルサイズ，ブロックサイズを縦軸に表している． 
 
2.4 考察 
 図 2.6 からビン数，ビン数+セルサイズ，提案法と拡張するに従って，いずれの
弱識別器数の場合にも誤識別率が低下しており，提案法の効果が現れている．ま
た，ビン数の拡張とセルサイズの拡張の実験結果よりも，ブロックサイズの拡張
を追加したほうが誤識別率が低下していることから，2.1 HOG 拡張法の提案に 
 
図 2.6 弱識別器数に対する誤識別率． 
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(a) 
 
(b) 
 
(c) 
図 2.7 学習過程における選択されたパラメータ数．(a)ビン数，(b)セルサイズ数，
(c)ブロックサイズ数． 
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て述べたブロックサイズの拡張も追加した方が良いとする主張が正しいことが確
認できる． 
 図 2.7 から弱識別器数の増加に従ってビン数，セルサイズ，ブロックサイズい
ずれのパラメータも増加していることから，複数のパラメータを用いることによ
り，パラメータの異なる特徴量が互いに識別精度を補間していると考えられる．
もし，補間されない特徴量であるならば，はじめから選ばれない，もしくは，弱
識別器数が増えるに従って選択数が変わらなくなるはずであるが，図 2.7 ではい
ずれのパラメータも増加している． 
 
2.5 まとめ 
 提案する HOG 拡張法により歩行者識別精度が向上することが判明した．HOG
拡張法では従来法のようにビン数とセルサイズのみではなく，ブロックサイズも
複数パラメータを許容することを提案している．実験では、拡張なし、ビン数拡
張，ビン数/セルサイズ拡張，ビン数/セルサイズ/ブロックサイズ拡張(提案法)のよ
うに拡張されるパラメータの種類を増やす方向に HOG 特徴量のパラメータを設
定し，それぞれ比較した．この実験結果によれば，拡張されるパラメータの種類
が増えるにつれ歩行者識別精度は向上した．特に，従来提案されていなかったブ
ロックサイズのパラメータを複数許容する拡張を施すことにより，ビン数，セル
サイズの拡張に比べて大きく性能改選することが分かった．この知見は後述の
FTOP による特徴量の計算式の最適化における HOG においても使用される． 
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第３章 FTOP(Feature Transform Optimization Problem) 
 
 本章では提案法である FTOP(Feature Transform Optimization Problem:特徴量変換
最適化問題)の定義と求解法について述べる．まず，従来法を考察し，問題提起す
る．次に，問題体に対する提案法として FTOP を定義する．最後に，FTOP を解
くための手法を提案する． 
 
3.1 問題提起 
 画像識別とは画像に付与されたラベルを推定することである．ラベルは目的に
合わせて設定される．例えば歩行者識別であれば，歩行者ラベルと歩行者以外ラ
ベルを付与する．画像識別を実現する枠組みを図 3.1 に示す．識別器の構築過程
は以下のとおりである．まず，入力画像から特徴量を計算する．次に，特徴量と
画像のラベルを機械学習の学習に入力する．その結果，画像を識別するための識
別器が得られる．画像を識別する過程は以下のとおりである．識別器の構築と同
様に入力画像から特徴量を計算する．特徴量を構築済の識別器に入力すると，識
別器が画像ラベルを出力する． 
 画像識別の研究では特徴量の計算式と機械学習を工夫することにより識別精度
を向上させる試みが報告されてきた．近年，特に特徴量の計算式の改善が著しい．
ここで，提案法と従来法の違いを明らかにするために特徴量の計算式について考 
 
 
図 3.1 画像識別の流れ． 
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察する．従来法において，特徴量の計算式が改善されてきた順にその課題と解決
の流れを示し，提案法が解決しようとする問題を提起する． 
 特徴量の計算式 f は以下のように用いられる． 
  C'H'W'CHWf   RYRIIY ,,          (3.1) 
ここで，R は実数集合，入力される画像 I は画像横サイズ W，画像縦サイズ H，
チャンネル C のテンソルとして表現される．例えば 64x128[pixel]の RGB 画像が
あった場合は W=64，H=128，C=3 である．I が特徴量の計算式 f に入力されると，
特徴量 Y は横サイズ W'，縦サイズ H'，チャンネル C'のテンソルとして出力され
る．ここで，W と W'，H と H'，C と C'は異なる場合もある．例えば上記の例の I
に対して，3x3 の畳み込み積分を各チャンネル毎にパディングなしで施す場合は
W'=W-2, H'=H-2, C'=3 となる．パディングとは計算に用いられる値が存在しない
場合に，代わりの値を用いて計算するための埋め込みである．3x3 の畳み込み積
分を 00cI に対して施す場合，例えば 11cI の値が必要になるが，これは存在しない．
そこで例えば 011 cI として畳み込み積分を計算する．I のあるチャンネル
c=0,1,...,C の横位置 w, 縦位置 h における畳み込み積分は以下の式により計算され
る． 
     
  .
,,,...,2,1,,...,2,1,
2/
2/
2/
2/
nconvolutio hw
height
heighth
width
widthw
hhwwchwc
heightwidth
hwchwc
f
HhWwf
AII
RAIY
 
 




  (3.2) 
ただし width，height，A はそれぞれ畳み込み積分フィルタの横サイズ，縦サイズ，
重みである． 
 ここで，重み A のように特徴量の計算式に含まれるパラメータをλとする． 
式(3.1)は以下となる． 
  .,, λAλIY  f
                      
(3.3) 
従来，特徴量の計算式が持つλは Texton[9]のように事前に値が指定されてきた． 
Texton[9]はGaussianフィルタやBoxフィルタなどの畳み込み積分によって計算さ
れるフィルタ(以降，畳み込みフィルタ)により構成されている．これらの畳み込
みフィルタを用いる時は事前に各重みを指定する必要がある．このように，従来
法では特徴量の計算式のパラメータは事前に手動で与えられてきた．しかし，こ
の方法では画像識別の対象に合わせて事前に畳み込みフィルタの重みを設定しな
ければならない．畳み込みフィルタの種類は無限にあり，それを事前に設定する
ことが困難であった．この考え方は，畳み込みフィルタだけではなく，パラメト
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リックな特徴量の計算式全てに当てはまる問題である． 
 これに対し，CNN[10]のようにλ(畳み込みフィルタにおける A)を最適化する手
法が提案されている．CNN[10]に用いられる畳み込みとプーリングを用いた特徴
量の計算式の例を示す．CNN に用いられるプーリング処理は平均プーリング，
Max プーリングがあるが，ここでは Max プーリングを例に用いる．Max プーリン
グは Max フィルタによって実現される．以下に Max フィルタを示す． 
   
 
  .2/,...,12/,2/
,2/,...,12/,2/
,,,max,,max
height'height'height'h
width'width'width'w
hwheight'width'f hhwwchwc


 II
          (3.4) 
ここで width'，height'はそれぞれ Max フィルタの横サイズ，縦サイズである．Max
フィルタを用いて CNN における畳み込みとプーリングの関係を表すと以下の式
のようになる． 
 
  .,,
,,
nconvolutiomaxCNN
)3(nconvolutionconvolutio
height'width'f
f c
YY
AIY


               
(3.5) 
ここで， HWc
RI )3( は第 3 モード，すなわちチャンネル方向に対して第 c 成分に
てスライスした行列である． 
 CNNでは畳み込みフィルタの出力を Max フィルタに入力すること，及び width', 
height'は事前に与えられる．ここで，畳み込みの重み A は NN におけるバックプ
ロパゲーションによって最適化される．これにより，識別対象に最適化された畳
み込み処理が実現可能となった．実際の CNN の例では式(3.5)の畳み込みフィル
タと Max フィルタを多く組み合わせることにより識別精度の向上が図られてい
る．CNNを用いた従来法では畳み込みフィルタとMaxフィルタの入出力の接続，
すなわち NN のネットワーク構造 (AlexNet[67], VGG[72], GoogLeNet[75], 
ResNet[78])が提案されている．このように，畳み込みの重みを最適化することに
より画像識別の対象に合った畳み込みフィルタが自動で取得できるようになった．
しかし，この手法ではパラメータの最適化は畳み込みの重みのみであり，畳み込
みフィルタ及び Max フィルタのフィルタサイズは事前に与える必要がある．また，
畳み込みフィルタと Max フィルタの入出力の接続すなわちネットワーク構造も
事前に与える必要がある．すなわち，CNN の提案以前の特徴量の計算式における
パラメータの設定から，CNN におけるネットワーク構造の設定へと事前に設定す
るパラメータがシフトしたのである． 
 これに対し，近年では Learning2Learn(学習のための学習)と呼ばれる考え方が提
案されている．強化学習と RNN を用いた CNN のネットワーク構造を最適化する
手法[79]は画像識別のための Learning2Learn である．λに畳み込みフィルタの重
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み及びフィルタサイズ，Max フィルタのフィルタサイズを含める．畳み込みフィ
ルタと Max フィルタの入出力を定義するパラメータΛとすれば，式(3.3)の複数の
f の合成関数を一つの関数 F を用いて以下の式により拡張される． 
   
 .,, ΛλIY F                      (3.6) 
強化学習と RNN を用いた CNN のネットワーク構造を最適化する手法[79]では
RNN にて畳み込みフィルタ及び最大値フィルタのフィルタサイズ，畳み込みフィ
ルタと最大値フィルタの適用順を表現し，畳み込みフィルタの重みをバックプロ
パゲーションにより最適化することを強化学習にて繰り返す．これにより畳み込
みの重み A だけではなく，NN のネットワーク構造が識別対象に合わせて最適化
される． 
 しかし，CNN では畳み込みフィルタ，Max フィルタ，活性化関数を最適化の対
象にしている．したがって，CNN では sp-Cov や ULBP のように，従来研究にお
いて有効であることが示されている特徴量の計算式を全て最適化の対象にするこ
とができない．畳み込みフィルタである Texton のみを用いる手法[61]や一部の
CNNの手法[98]よりも sp-CovやULBPを用いる手法のほうが識別精度が良いこと
が報告されていることから，特徴量の計算式の表現として畳み込みフィルタと
Maxフィルタ以外の特徴量の計算式も含めて最適化できる枠組みがあれば識別精
度を高められることが期待される．しかし，現状ではこれらを扱うための枠組み
がない． 
 本論では上記を扱うための枠組みを提案する．提案する枠組みを図3.2に示す．
提案する枠組みは式(3.6)の関数 F を最適化することが目的である．提案する枠組
みでは，特徴量の計算式の候補を生成する．候補の特徴量計算式を用いて計算さ
れた特徴量を入力に機械学習する．機械学習により得られた識別器を用いて評価
値を計算する．候補を生成しては評価値を計算することを繰り返し，最も良い評
価値が得られた特徴量の計算式の候補を最終的な特徴量計算式として採用する．
採用した特徴量計算式を用いて計算した特徴量ベクトルと教師ラベルを入力に機
械学習することにより最終的な識別器を構築する．以降ではまず，上記の枠組み
を扱うためのデータ構造となる FTN(Feature Transform Network)を提案する．これ
は特徴量の計算式をグラフ理論のネットワークにて表現するものである．次に，
FTN を用いた最適化問題を提案する．これを FTOP と呼ぶ．最後に，FTOP を解
くためのアルゴリズムを提案する． 
 
3.2 FTN(Feature Transform Network) 
 ここでは，特徴量の計算式をネットワークにより表現した FTN について述べ 
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 図 3.2 提案法の枠組みの概要． 
 
る．FTN を導出するために，まず，入力画像 I から特徴量ベクトル x~ を計算する
式を示す．式(3.7)～(3.8)では入出力はテンソルであり，ある出力のテンソルの第
3 モードのスライスによって生成される行列をある関数の入力とする連鎖を繰り
返すことを表している．そして，この連鎖は最終的に式(3.9)の
Jf まで到達すると
特徴量ベクトル x~を出力する．なお，式(3.7)～(3.8)ではλを省略しているが，式
(3.7)～(3.9)は式(3.3)のように関数はそのパラメータλを持ち，式(3.6)を要素で書
き下した式であることに注意する． 
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    .~,~ DJJf RxSx                  (3.9) 
ここで，入力画像 I に対して，C はチャンネル，W は画像横サイズ，H は画像縦
サイズである．関数 jf により計算された
j
Y のチャンネル，横サイズ，縦サイズ
をそれぞれ Cj，Wj，Hjとする．関数 jf に入力される関数 1jf の出力の第 3 モードの
第 c1成分のスライス，即ち行列を
1
1
1 )3(
j
c
jY で表す．式(3.8)は関数
jf には複数の関数 
の出力の複数のチャンネル成分が入力される場合があることを表している．入力
される複数の行列を並べた一つのテンソル S jを構築し，それが関数 fjに入力され
る．このとき，入力に用いられる複数の行列は縦サイズ，横サイズが異なる場合
が あ る た め ， そ れ ら の 最 小 値 を テ ン ソ ル S j の 横 サ イ ズ 
 
J'jjjS
WWWW ,...,,min
21
 ，縦サイズ  
J'jjjS
HHHH ,...,,min
21
 とする．テ 
ンソル S jのチャンネルサイズ Csは入力に用いた行列の個数である．D は特徴量
ベクトル x~ の次元数である．関数 fJは以下の式のように入力されたテンソルを機
械学習のためにベクトルに並べる関数である． 
     ., . . . ,, . . . ,, . . . ,,, . . . ,,~ 112112111211111 JJJJJJ HWCHWW
J
Jf YYYYYYYSx   (3.10) 
式(3.7)～(3.9)を用いて CNN を表すには，f に畳み込みフィルタ，活性化関数，Max
フィルタを与えることにより，HOG では f に勾配強度，勾配方向，ヒストグラム，
正規化処理を与える．ここで，式(3.6)の関数が持つパラメータλには例えば畳み
込みフィルタであれば畳み込みの重み，ヒストグラムの算出であれば分割数が含
まれる．fJはテンソルの要素をチャンネル方向，横，縦の順に並べたベクトル x~ へ
の変換である．これにより，機械学習に入力されるベクトル x~ へ変換される． 
 さて，提案法の目的は式(3.6)の最適化である．ここで，式(3.8)における j jと
jjc
が式(3.6)のパラメータΛであり，式(3.8)の関数が持つパラメータが式(3.6)のλと
なる．提案法ではΛとλを最適化するための表現としてグラフを用いる．グラフ
を用いれば最適化の時にΛとλに対する操作が簡潔に表現できるためである．式
(3.7)～(3.9)をグラフのネットワーク G により表現した式は以下の通りである． 
  
 
   
.
,, . . . ,2,',,'
,:,,,:
Ee
JjVccj'j'c'V
VV'EEVG
jj'c'
j j



           (3.11) 
ここで G は j=1 を始点，j=J を終点とした有向グラフである．以降始点を TOP，
終点を Bottom と呼ぶ． 
 関数 fj'の出力のうちチャンネル c'成分を関数 fjに入力することは，ノード j'c'か 
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図 3.3 提案法の枠組み． 
 
らノード j への接続を表すエッジ ej'c' jにより表される．例えば図 3.3 における f4
では，e21 4，e31 4と表せる．ここで，ej'c' jを変えることにより，入力画像 I から特
徴量ベクトル x~ へ変換する特徴量の計算式における入出力を決めるパラメータ
Λを操作することが可能となる．この変換ネットワークには fjに対応するコスト
cj，f jに対応する処理の種類 pj∈P={p1, p2,...,p|P|}が定義される．例えば，図 3.3 に
おいて処理の種類を当てはめてみると，{p1, p2, p3, p4, p5}:={表色系変換，畳み込み
フィルタ，Max フィルタ，Box フィルタ，ベクトル化}と設定できる(各処理の種
類の説明は後述)．ここで，j=2,3 では同じ処理の種類 p2=畳み込みフィルタが設定
されている．このように同じ処理の種類が複数の関数に指定される場合がある．
ただし，f 2と f 3では畳み込みフィルタの重みは異なってもよい．それぞれの畳み
込みフィルタの重みは関数が持つパラメータλに含まれており，最適化の対象と
なる．本論では式(3.7)～(3.11)を FTN と呼ぶ． 
 
3.3 FTOP(Feature Transform Optimization Problem)の定義 
 本節では FTN を最適化するための組合せ最適化問題を定義する．図 3.2 のよう
に提案法では特徴量変換式を FTN を用いて生成した後，機械学習により識別器を
構成し，識別器に最適化用の評価サンプルを識別させることにより，特徴量変換
式の評価値を計算する．そこで，最適化問題を定義するために，特徴量変換式 F(I)
と機械学習の関係を以下の式に示す．Mv={mv|mvは最適化用の評価サンプル}とし
)( vmz を識別器 Classifier の出力とする． 
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          (3.12) 
ここで，D’は識別器の出力ベクトルの次元数，Classifier は Ml={ml|mlは最適化用
の学習サンプル}により学習された識別器である．提案法では評価関数として汎化
性能を計算する．Mvと Mlは一つも重複させない．従って，最適化に用いるサン
プルを M とすれば，M=Mv∪Mlである．ここまで定義してきた式を用いて組合せ
最適化問題を定義し，その最適化問題を解く手法を提案する． 
 提案する最適化問題の評価関数及び制約は以下の通りである．最適化の目的は
f jに用いる処理の種類 pj，pjが持つ関数のパラメータλj，f jの入力を決める ej'c' j
を変数として以下を満たすネットワーク G を得ることである．ここで，|P|×|P|
の接続行列 Q，ネットワーク全体の合計コストの上限 Cost max，処理の種類 p 毎の
合計コストの上限 Cost p，特徴量次元数の上限 Dmaxとすれば，最適化問題は以下
の式により定義される． 
                Objective: 
   .| Minimize )( vvm MmzL v                    (3.13) 
                Subject to: 
  .を満たす   |, e'e'E'E'e Q                  (3.14) 
.max
1
Costcost
J
j
j 

                      (3.15) 
 
., P

pCostcost
jpj
pj
の集合を持つノード
　　　　                  (3.16) 
.~dim maxDx                       (3.17) 
 式(3.13)の目的は汎化性能の向上である．学習に用いない評価サンプルを識別し
た結果を評価関数に用いることにより汎化性能の向上が期待される．なお，評価
関数 L は最適化の適用先により定義を変えることを想定しているため，4.1 にて
使用する L を具体的に記述している． 
 式(3.14)は ej'c' jを制限する制約である．すなわち，接続関数Φに制限をかけるた
めの制約になる．計算機資源が制限されている場合には処理の接続を予め制限す
ることにより効率よく解を探索できる可能性がある．この制約は処理順を固定す
るものではない．この制約を用いれば処理順に制約がある中で探索させることが
できる．接続行列 Q の具体例を示す．接続行列 Q は処理の種類 p1から p2への接
続が可能で，p2から p1への接続が禁止の場合，Qp1p2=1，Qp2p1=0 となる.この制約
を使えば，例えば畳み込み積分の後には必ず最大値フィルタを施すということを
実現できる．これは必ず 1 対 1 である必要はなく，例えば畳み込みフィルタの後
には Max フィルタもしくは畳み込みフィルタを再度施すという設定も可能であ
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る．逆に Qp1p2=1, ∀p1，p2∈P とすれば，処理順の制限なく探索させることがで
きる．目的に合わせて制約を選択可能である． 
 式(3.15)はネットワーク全体の処理のコストの総和が Costmax 以下となる制約で
ある．各処理の処理時間を計測しておき，それを cost に設定すれば，処理時間の
制限を与えた状態で最適化することができる．cost には必ずしも処理時間を設定
する必要はなく，costj =1，∀j∈{1,2,...,J}とすれば，ネットワーク全体のノードの
個数を制限できる． 
 式(3.16)はネットワークGに含まれる処理の種類 p毎のコストの総和を Costp以
下に制限する制約である．例えば，ある処理の種類は処理時間が大きいことが分
かっているため予め 1 回しか使わない，という設定が必要な場合に使用する．他
には，ある処理の種類 p1は多く，ある処理の種類 p2の処理は少なくネットワーク
G に含めたい場合，Costp1<Costp2 として設定することにより，そのような傾向を
与えることができる．傾向と述べている理由は，この制約を満たしつつコストの
総和の大小関係が逆になる場合もあるからである． 
 式(3.17)は機械学習に入力する特徴量ベクトル x~ の次元数を Dmax 以下にする制
約である．最終的な識別器を構成するための機械学習を実行する時に，機械学習
に掛けられる時間や計算機資源の制限により，特徴量次元数を制限する場合に設
定する．以上に定義した最適化問題を特徴量変換最適化問題 FTOP(Feature 
Transform Optimization Problem)と呼ぶ． 
 
3.4 FTOP(Feature Transform Optimization Problem)の求解アルゴリズム 
 本節では FTOP の解法を提案する．FTOP にて扱う関数は微分可能でなくてよ
い．従って，勾配法のように連続値の最適化問題を解く解法を用いることができ
ない．そこで，FTOP を組合せ最適化問題の解法を用いて解く．組合せ最適化問
題の解法は探索アルゴリズムと近傍操作からなる．探索アルゴリズムの基本とな
る処理の流れは，解を生成し，解に対して評価値を計算し，よい評価値が得られ
た解を最良解とすることを繰り返す．メタヒューリスティクスを用いる場合は，
探索の過程で解を生成する時に近傍操作が用いられる．近傍操作は組合せ最適化
問題毎に設計する． 
 
3.4.1 多点局所探索 
 メタヒューリスティクスには局所探索，シミュレーテッドアニーリング，タブ
ーサーチ，遺伝的アルゴリズムが含まれる．FTOP を解くうえで，機能的には上
記のどのアルゴリズムも採用可能であるが，本論では局所探索を採用する．理由
は上記のどのアルゴリズムも絶対的な優位性がなく，局所探索法は他の手法に比
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べ探索のためのパラメータが少なく実装が容易であるためである．例えばタブー
サーチと多点局所探索法とを比較した実験[99]では，従来タブーサーチがよいと
考えられてきたが，多点局所探索の方が高速に求解されたことが報告されている．
局所探索には局所解に陥った場合に抜け出せないという問題があるが，これは図
3.4 に示す多点局所探索を採用することにより対応できる．図 3.5 に示すように異
なる初期解を複数生成し，それぞれの初期解から局所探索することにより，局所
解に陥ることを防ぐ(図 3.5)．多点局所探索はそれぞれの局所探索を独立して実行
することができるため，複数の局所探索を同時並行に実行することができる．こ 
 
局所探索 
Input:収束条件，ランダムシード 
Output:最良解, 評価値 
 1: ランダムシードを用いて初期解の生成 
 2: 最良解 ← 初期解 
 3: Best Obj. ← 最良解の評価値を計算 
 4: While 収束条件を満たさない 
 5:   解の候補 ← 制約を満たすように 
         最良解をランダムシードを用いて近傍操作 
 6:   Current Obj. ← 解の候補の評価値を計算 
 7:   If Current Obj < Best Obj.  
 8:     最良解 ← 解の候補 
 9:     Best Obj. ← Current Obj 
10:   End if 
12: End while 
11: Return 最良解，Best Obj. 
 
多点局所探索 
Input:収束条件，初期解の生成数 
Output:最良解 
 1 :For i=0; i<初期解の生成数; i++ 
 2:   最良解[i]，Best Obj.[i] ← 局所探索(収束条件，ランダムシード[i]) 
 3: End for 
 4: 最良解 ← Best Obj.[i]が最小となる最良解[i] 
 5: Return 最良解 
図 3.4 多点局所探索アルゴリズム． 
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図 3.5 多点局所探索アルゴリズムの求解例． 
 
れにより，探索時間の削減を図ることができる． 
 
3.4.2 近傍操作 
 近傍操作とは解を探索する過程で候補となる解を生成するための操作である．
提案法での近傍操作は 2 つの目的のために実行される．ひとつは特徴量の計算式
F に含まれる関数 fjが持つパラメータλ，もう一つは特徴量の計算式 F が持つ入
出力の接続を表すパラメータΛの最適化である．それぞれ具体例を示す．パラメ
ータλの近傍操作は用いる処理の種類によって異なる．そのため，3.1 にて詳細
を示す．ここでは，パラメータΛの近傍操作について説明する．パラメータΛに
対する近傍操作はネットワークGに対して実行される．例えば，Gに含まれる ej'1c'1j
を ej'2c'2 jに変更することはパラメータΛに対する近傍操作にあたる．この場合は，
fjへの入力が，関数 fj'1の出力のチャンネル c'1から関数 fj'2の出力のチャンネル c'2
に変更されることを表す．以下に，提案法における近傍操作を示す．以下の近傍
操作を図示すれば図 3.6 のようになる． 
①G にノード j を追加 
 ネットワーク G にノード j を追加することは，新しい関数 fjをネットワーク G
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に追加することを表す．ノード j は②の近傍操作により G に含まれる他のノード
と接続されることにより，特徴量の計算式の一部となる． 
②G にエッジ e を追加 
 ネットワーク G にエッジ e を追加する． 
この操作はある関数の出力と，その出力を入力とするある関数とを接続するため
の操作である．①のように G に新たなノードが追加された場合や既存のノード間
に新たな入出力関係を追加する時に用いられる． 
③G に含まれるノード j の削除 
 ネットワーク G に含まれるノード j を削除する．これは特徴量の計算式におい
て不要になったノードを削除する時や⑤の処理の一部として利用される．特徴量
の計算式において不要になるとは，そのノードからの接続を直接または間接的に
持つ全てのノードが Bottom と接続されていないことを検査することにより判定
される．Bottom は機械学習に用いる特徴量ベクトルを生成する関数である．その
ノードに接続されていないということは特徴量ベクトルに反映されないというこ
とであるため，ネットワーク G から削除することができる． 
④G に含まれるエッジ e の削除 
 Bottom に接続するエッジを削除することによりある関数の出力を特徴量ベク
トルに含むかを調整することができる．③により不要になったエッジの削除にも
用いられる．③によりノードが削除されると，そのノードを接続先としていたエ
ッジは不要であると判定される． 
⑤G に含まれるノードと新規のノードを交換  
 ネットワーク G に含まれていたノードと新規のノードを交換する． 
このとき，交換元のノード joldと交換先のノード jnewの入次数，出次数が同じであ
る必要がある．例えば，joldが 2チャンネルを入力に 1チャンネルを出力する場合，
jnewも同じく 2 チャンネルを入力に 1 チャンネルを出力する関数でなければなら
ない．もし，joldと jnewの関数の種類が等しい場合，パラメータλを近傍操作する
ことに等しく，joldと jnewの関数の種類が異なる場合はパラメータΛを近傍操作す
ることに等しい． 
上記の①～⑤を繰り返し実行することにより，FTOP を満たすネットワーク G を
探索する． 
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(a)                                       (b) 
 
(c) 
 
図 3.6 近傍操作．(a)①②によるノードとエッジの追加，(b)③④によるノードと 
エッジの削除，(c)⑤によるノードの入れ替え． 
 
3.4.3 求解アルゴリズム 
 3.4.1 及び 3.4.2 にて述べた多点局所探索と近傍操作を用いて FTOP を解く．求
解アルゴリズムを図 3.7 に示す．求解アルゴリズムの概要は以下の通りである．
近傍操作①～⑤を用いて解の候補を生成する時には制約式(3.14)～(3.17)を違反さ
せない．生成した解の候補に対して評価値を L により計算する．評価値が最良解
の評価値よりも小さければ，最良解を解の候補に，最良解の評価値を解の候補の
評価値に更新する．これらの操作を多点局所探索により実行する．収束判定は最
良解の更新が停止した後の解の候補の生成回数とする． 
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ノード及びエッジの追加操作 
INPUT: G 
OUTPUT: G  
 1: While 
 2:  ランダムに変換ノード jaddを生成 
 3:  If G と jaddから算出した式(3.15)or(3.16)が制約違反 
 4:   Break; 
 5:  End if 
 6:  近傍操作①により jaddを G に追加 
 7:  G からランダムに j'c'を選択 
 8:  If ej'c' jaddが式(3.14)を満たす 
 9:   近傍操作②により j' c'を jaddと接続する ej'c' jaddを G に追加 
10:  End if 
11: End while 
12: Return G 
 
Bottom へのエッジの追加操作 
INPUT: G 
OUTPUT: G  
 1: While 
 2:  G からランダムに j'c'を選択 
 3:  If j'c'を Bottom と接続した場合に式(3.14)or(3.15)が制約違反 
 4:   Break 
 5:  End if 
 6:  近傍操作②により j'c'と Bottom を接続し，ej'c' jbottomを G に追加 
 7: End while 
 8: Return G 
 
初期解の生成 
INPUT: - 
OUTPUT: G 
 1: G に Top を追加 
 2: G ← ノード及びエッジの追加操作(G) 
 3: G に Bottom を追加 
図 3.7 FTOP の求解アルゴリズム（続く） 
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 4: G ← Bottom へのエッジ追加操作(G) 
 5: Return G 
求解アルゴリズム 
INPUT: 初期解生成回数， 近傍探索収束回数，  
    ⑤操作回数， エッジ削除率 
OUTPUT: G* 
 1: For 初期解生成数 
 2:  G ← 初期解の生成 
 3:  G の評価値を式(3.13)により算出 
 4:  If  3:の評価値 < 最良解の評価値 
 5:   最良解 G* ← G 
 6:   最良解の評価値 ← 3:の評価値 
 7:  End if 
 8: End for 
 9: G ← copy(G*) 
10: While 近傍探索収束回数 > カウント 
11:  ランダムにノード jnewを生成  
12:  G からランダムにノード joldを選択(jold≠Top かつ jold≠Bottom) 
13:    For ⑤操作回数 
14:    If 近傍操作⑤により joldと jnewを交換した場合に 
      式(3.14)～(3.16)を満たす 
15:     近傍操作⑤により joldと jnewを交換 
16:    End if 
17:    End for 
18:  近傍操作④により終端ノード Bottom に接続されたエッジを 
   エッジ削除率に従いランダムに削除 
19:  18:の結果，出力先の接続無しとなったノードを近傍操作③，④により 
   再帰的に削除 
20:  ノード及びエッジの追加操作(G) 
21:  Bottom へのエッジの追加操作(G) 
22:  G の評価値を式(3.13)により算出 
23:  If 22:の評価値 < 最良解の評価値 
24:   G* ← copy(G) 
25:   最良解の評価値 ← 22:の評価値 
図 3.7 FTOP の求解アルゴリズム（続く） 
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26:      カウント ← 0 
27:  Else 
28:     カウントをインクリメント 
29:   G ← copy(G*) 
30:   End if 
31: End while 
32: Return G* 
 
図 3.7 FTOP の求解アルゴリズム． 
 
3.5 仮説検証実験 
 仮説を検証するための予備実験を実施した．FTOP を求解することが画像識別
に有効であるためには，最適化問題における評価関数と未知画像に対する識別精
度に相関がなければならない．この仮説を確認する実験が仮説検証実験である． 
 歩行者識別のために FTOP を以下のように設定する．FTOP の評価関数には
AUC(Area Under the Curve)を用いる．AUC は誤った識別が少ないほど小さい値を
示す．評価値計算のために用いる機械学習及び最終的な識別器の構築には弱識別
器に決定木を用いた AdaBoost を用いる．ノードに用いる処理の種類には表色系変
換，畳み込みフィルタ，Max フィルタを用いる．なお，本研究の主眼となる実験
は 4 章で述べるため，4 章にて一覧性を持って FTOP を歩行者に適用する手法を
詳述する．（AdaBoost，決定木，AUC は 4.1 節に詳述する．ノードに用いる処理
の種類である表色系変換，畳み込みフィルタ，Max フィルタは 4.2 節に詳述する．） 
 実験には歩行者検出のベンチマークデータセットである INRIA Person 
Dataset[90]を用いる．本実験に用いた画像サンプル数を表 3.1 に示す．表 3.1 の学
習サンプルは最適化及び最終的な識別器の構築に用いられる．従って，最適化の
時には学習サンプルをさらに最適化用の学習サンプルと評価サンプルに分ける． 
 付録の図 A.1 に INRIA Person Dataset の例を示す．この Dataset はトリミングさ
れた歩行者の画像とトリミングされていない歩行者の存在しない画像が用意され
ている．歩行者が存在しないサンプルを収集するため，歩行者の存在しない画像
からランダムにトリミングした画像を用いた．歩行者検出では歩行者(Positive)と
それ以外(Negative)の 2 クラス分類として識別器を構成する． 
 本実験の実験に用いたソフトウェアの実装について述べる．本実験に用いたラ
イブラリを表 3.2 に，実験した計算機環境を表 3.3 に示す．本実験では実験の再現
性を高めるため OSS のみを用いて開発した．OpenCV(Open Source Computer Vision 
Library)[101]は 1999 年に開発が始まり，現在 Intel 社により開発が管理されている
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画像処理，機械学習の OSS である．実装が提供されていない画像処理については
リファレンス実装した．提案法の FTOP の求解はスクラッチ開発した． 
 本実験ではλの最適化のために各パラメータを探索する．これらのパラメータ
には探索の値域と実数においては幅が指定される．表 3.4 にこれらの値を示す． 
 本実験では最適化の評価値計算時間を短縮するために，表 3.5(a)に示す
AdaBoost の設定により評価値を計算するための学習を実行する．最適化後に得ら
れた FTN(Feature Transform Network)を用いて最終的な識別器を構築する時には表
3.5(b)の設定を用いる．他にも評価値計算時間を短縮するために FTN により得ら
れた特徴量を全て用いるのではなく x~dim ×次元数率 Dratio(<1)の特徴量をランダ
ムに選択し学習に用いる． 
 仮説を検証するための予備実験として実際に FTOP を求解し，得られた最良解
に対して最終的な識別器を学習し，未知画像に対する識別精度を計測した．実験
では表 3.6に示す最適化パラメータと表 3.7に示す FTOPの設定を用いて実験した．
表 3.7 の Q は T 行，p1列が 1 の場合 T から p1への接続を許すことを表す． 
 
表 3.1 INRIA Person Dataset のサンプル数． 
  学習 Positive サンプル数 2416   
  学習 Negative サンプル数 11504   
  評価 Positive サンプル数 1126   
  評価 Negative サンプル数 11560   
  解像度 横×縦 [pixel] 64x128   
 
表 3.2 ソフトウェアの構成． 
 ランタイム(コンパイラ) Visual C++ 2012 64bit   
 表色系変換，畳み込みフィルタ，
Max フィルタ 
OpenCV 3.0   
 AdaBoost OpenCV 3.0   
 FTOP 求解 スクラッチ実装  
 
表 3.3 計算機環境． 
 OS Windows7 Pro 64bit  
 CPU Intel(R) Core(TM) i7-3770K CPU 3.50GHz  
 メモリ 32GB   
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表 3.4 処理のパラメータの値域と刻み幅の分割数． 
 処理の種類 項目 最小 最大 分割数  
 表色系変換 -   
 畳み込み Gaussian 
(式 4.32) 
Width 3 11 -  
   Height 3 11 -  
   sigma 0.1 10 100  
  DoG 
(式 4.33) 
Width 3 11 -  
   Height 3 11 -  
   sigma1 0.1 10 100  
   Τ 0.1 0.99 100  
  Gabor 
(式 4.34) 
Width 3 11 -  
   Height 3 11 -  
   sigma 0.1 10 100  
   Theta -π π 100  
   Gamma 0.1 1 100  
 Max 
(式 4.40) 
Width 3 11 -  
  Height 3 11 -  
表 3.5 AdaBoost の設定．(a)最適化用，(b)最終的な識別器構築用． 
(a) 
 弱識別器数 100  
 弱識別器の種類 決定木  
 決定木の深さ 2   
 葉の最小サンプル数 10  
(b) 
 弱識別器数 1000  
 弱識別器の種類 決定木  
 決定木の深さ 2   
 葉の最小サンプル数 10  
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表 3.6 FTOP の求解アルゴリズムの設定． 
 |Ml| 1392   
 |Mv| 12528   
 Dratio 0.1   
 初期解生成回数 10   
 近傍探索収束回数 100   
 エッジ削除率 0.2   
 
表 3.7 FTOP の設定． 
 処理の種類 T:Top，p1:Convert Color，p2:Convolution，p3:Max，B:Bottom 
 costj  
∀j∈{1,2,...,J} 
1   
 Costmax 25   
 Costp1 1   
 Costp2 15   
 Dmax を満たすチ
ャンネル数 
10   
 Q  T  p1  p2  p3  B   
T  0 1 0 0 0 
p1  0 0 1 0 0 
 p2  0 0 1 1 0  
p3 0 0 1 0 1 
B  0 0 0 0 0 
 
 
 実験結果を図 3.8 に示す．図 3.8 では横軸に最適化の探索における評価値を，縦
軸に各最良解を用いて最終的な識別器を構築し未知画像の AUC を計算した結果
をそれぞれプロットした．実験時間の観点から得られた評価値が等間隔になるよ
うに 5 個の解を選択しプロットした．また，これらの評価値と AUC の相関係数
は 0.8973 であった． 図 3.9，図 3.10 に評価値が最も小さい解と最も大きい解に
より得られた FTN と特徴量の変換結果を可視化した結果をそれぞれ示す．図 3.9，
図 3.10 の見方を説明する．(a)では処理は左から右へ流れる．四角の中が処理の種
類であり，数字はノードを一意に識別する任意の数字である．エッジ上の数字が
入力されるチャンネルを表す．処理が持つパラメータλは表現されておらず，パ
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ラメータΛに注目した表現となっている．(b)では Bottom にて集められた特徴量
のテンソルをダイナミックレンジを 0 から 255 に調整し可視化している． 
 表 3.8 に処理時間と最終的な識別器を構築した時の特徴量次元数及び機械学習
の処理時間を示す． 
 
 
 
図 3.8 実験から得られた評価値と AUC の関係. 
 
表 3.8 実験結果の処理時間． 
 Obj. 0.033 0.027 0.021 0.015 0.009  
 最適化[min] 1620  
 機械学習[min] 2519 2530 2843 2527 2184  
 特徴量次元数 64688 48568 54916 53656 56504  
 AUC 0.0111 0.0080 0.0084 0.0046 0.0056   
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(a) 
        
  
(b) 
図 3.9 最も評価値が小さい最良解．(a)FTN，(b)特徴量の可視化． 
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(a) 
 
        
  
(b) 
図 3.10 最も評価値が大きい最良解．(a)FTN，(b)特徴量の可視化． 
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3.6 仮説検証実験に対する考察 
 FTOPの式(3.13)は学習には用いない評価用のサンプルに対する識別能力の評価
と未知画像に対する汎化性能との間に相関があるという仮説に基づいている．こ
の仮説が正しければ，FTOP を求解することは汎化性能向上に効果があるといえ
る．本実験における結論は FTOP を求解することが汎化性能向上に効果的である
ということである．この実験では汎化性能を未知画像に対する AUC により計測
している．図 3.8 の評価値と AUC の相関係数 0.8973（ギルフォードの基準[108] に
よれば 0.7 から 0.9 は高い相関）によれば高い相関があると考えられる． 
 しかしながら図 3.8 を見ると，必ずしも評価値が小さくなれば AUC が小さくな
っているわけではない．これは，評価値計算時に最適化用の学習サンプルと評価
サンプルに分ける時にサンプルの偏りが発生し，その偏りによって評価値が変わ
ってしまうことが原因として考えられる．この偏りを減らすためには交差検定に
より評価値を計算することが挙げられる．ただし，これを実施するとサンプリン
グ回数を増やす分，評価値算出に時間を要すことになり，サンプリング回数と探
索時間とのトレードオフとなる．つまり，評価の精度が向上する代わりに，評価
値の計算に時間を要し解の評価回数が減ってしまうために，よい解が得られない
場合があるということである．評価値の計算には機械学習が実行されるが，最適
化全体に対する評価値の計算に要する時間の割合を調査したところ，97.8%であ
った．従って，交差検定のフォールド数に比例して最適化の処理時間がかかって
しまうことになる． 
 表 3.8 より特徴量の次元数との関係を考察する．特徴量の次元数と AUC との相
関係数は 0.5439（ギルフォードの基準[108] によれば 0.4 から 0.7 は有意に相関）
によれば正の相関が出ている．しかし，AdaBoost の多くの特徴量から互いを補間
し合う特徴量を選択するという特性から考えれば，特徴量が多い方が汎化性能を
向上させる可能性があると考えられる．AUC は小さい方が汎化性能が高いことを
表す指標であるため，正の相関はこの特性とは逆を示している．特徴量の次元数
が多くても，互いを補間する特徴量が少なければ(同一の性能を持つ特徴量が多く
含まれれば)AdaBoost の特性を効果的に発揮できなくなると考えられる．本実験
における次元数と AUC の相関は FTOP の求解の効果としては望ましい．なぜな
ら，少ない特徴量でも汎化性能がよい結果を得ることができていることを示して
いるからである．少ない特徴量でも互いを補間する特徴量が多く含まれていれば
AdaBoost の特性は汎化性能の向上に効果的である．FTOP の求解は評価値に汎化
性能を測る AUC を用いることにより，特徴量の次元数に関わらず，互いを補間
する特徴量が多く含まれるように FTN を最適化していると考えられる． 
 図 3.9(a)，図 3.10(a)より FTN の構造図について考察する．図 3.9(a)は最も良い
評価値(評価値が最も小さい)を取得した FTN であり，図 3.10(a)は最も悪い評価値
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(評価値が最も大きい)を取得した FTN である．図 3.10(a)では畳み込みの種類別に
FTN の経路を見れば，①21，②21→26→31，③21→22→32 の 3 種類であり，最終
的な識別器を構築するための特徴量である Bottom における出力テンソルの 10 チ
ャンネル中，8 チャンネルが経路①に対する Max フィルタであることが分かる．
これに対し，図 3.9(a)の畳み込みの種類別に FTN の経路を見れば，①12900，②
12886→12892，③12886→12887，④12886→12887→12888，⑤12886→12895→12893
の 5 種類ある．さらに，Bottom における出力テンソルの 10 チャンネルには経路
⑤に対する Max フィルタが 4 チャンネル含まれ，他のチャンネルは分散されてい
る．これにより，歩行者識別における畳み込みフィルタと Max フィルタの関係は，
少ない畳み込みフィルタに対して複数の Max フィルタを設定するよりも，畳み込
みフィルタの種類を多く含むほうが効果的であると考えられる．これは[75]の報
告における NNのある層において畳み込みフィルタの種類を増やすこと(Inception
構造)により汎化性能が向上することとも合致した結果であると考えられる．つま
り，FTOP の求解は手動での特徴量の設計による改善を自動で得たとも解釈でき
る． 
 
3.7 まとめ 
 本章では FTN，FTOP に至る問題提起と，FTOP を求解することが画像識別に効
果があるかを確認するための仮説検証実験について述べた．画像識別において特
徴量変換は汎化性能に寄与する重要な技術であり，多くの研究者によって提案さ
れている．従来は手動により，近年では CNN を用いて自動的に画像識別におけ
る最適な特徴量変換式を得る手法が提案されている．しかし，近年の CNN を用
いた手法では微分可能でない式を導入することができず，これにより特徴量変換
の探索範囲が狭められ，より最適な特徴量変換式が得られていない可能性を指摘
した．これに対し，最適な特徴量計算式を得る問題を，特徴量計算式をグラフ理
論のネットワーク構造で表現した FTN を用いた組合せ最適化問題として捉える
FTOP とその解法を提案した．提案法の枠組みを用いて，歩行者識別を対象にこ
の枠組みが効果的かを確認するための仮説検証実験を実施した．仮説検証実験で
は，最適化時に得られた評価値(AUC)と未知のサンプルに対する評価結果である
AUC の相関を計算した．その結果，0.8973 という良好な結果が得られたため，
FTOP を求解することは歩行者識別に効果があると結論付けた． 
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第４章 FTOP の歩行者識別への適用 
 
 本章では FTOP を歩行者識別に適用する方法を述べる．FTOP を用いるために
は，L，Q，  Jj ,...,2,1 に対する costj，p∈P，Costp，Costmax，Dmax を設定する
必要がある．Q，  Jj ,...,2,1 に対する costj，Costp，Costmax，Dmaxは実験時に指
定する定数である．一方，L，p∈P は計算式を指定する必要がある．本章では，L，
p∈P の指定について述べる．L について計算するには機械学習と，機械学習によ
り得られた識別器の出力から計算される識別精度を測る指標を指定する．これは，
4.1 にて述べる．p∈P については特徴量変換式の一部となる計算式を指定し，計
算式が持つパラメータを定義する．これは，4.2 にて述べる． 
 
4.1 FTOP の評価関数と機械学習 
 L は識別器 Classifier の出力
)( vmz ，∀mv∈Mv を用いて計算される．従って，
Classifier には機械学習を指定する必要がある．2 クラス分類に対応した機械学習
として本論では AdaBoost[100]を用いる．選定理由は以下の通りである．AdaBoost
は[22]，[74]のように画像識別における有効性が報告されている手法である．さら
に，AdaBoostはOpenCV[101]，Rの adaパッケージ[102]や Pythonの scikit-learn[103]
でもプログラミングの実装が提供されており，提案法を比較対象にする時に再現
実験が容易となる．従って，提案法では AdaBoost を最適化及び最終的な識別器を
構築するためにAdaBoostを採用する．なお，上記のどの機械学習も提案法の FTOP
の Classifier に利用可能である．4.1.1 に AdaBoost について，4.1.2 に AdaBoost に
用いる Decision Tree について述べる． 
 機械学習が決まれば Classifier が決まるため式(3.12)より
)( vmz ，∀mv∈Mvが計算
できる．従って，式(3.13)の評価関数から評価値を計算するためには L を指定すれ
ばよい．提案法では L に AUC(Area Under the Curve)を用いる．AUC は[74]によっ
て，識別精度の向上が報告されている識別精度を測るための指標である．AUC は
4.1.3 にて説明する． 
 
4.1.1 AdaBoost 
 AdaBoost[100]は機械学習アルゴリズムの中でも Boosting と呼ばれる手法に分
類される．Boosting は複数の識別器の出力をアンサンブルする手法の一つである． 
この複数の識別器は弱識別器と呼ばれる．複数の弱識別器がアンサンブルされた
強識別器に対して，さらに弱識別器を加えることを繰り返すことにより識別精度
の向上を図ることが Boosting の特徴である．AdaBoost では強識別器に弱識別器を
加える時に，強識別器が誤って識別したサンプルに対して正しく識別する弱識別 
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弱識別器の学習 
Input: サンプル重み分布 Distt 
Output: 信頼度 t ，弱識別器 weakt 
 1: サンプル重み分布 Disttにおいて，誤り率 t が最小となる弱識別器 weaktを 
   学習する．学習サンプルに対する誤り率 t を次式で定義する． 
 
  
.
)(~'|



m
tm weaklabelMmmm
tt mDist
x
          (4.1) 
 2: 誤り率 t 最小となる識別器weaktの誤り率 t から信頼度 t を次式を用いて計
算する． 





 

t
t
t



1
log
2
1
         
   (4.2) 
 3: Return t ，誤り率 t 最小となる識別器 weakt 
 
AdaBoost 
Input: 弱識別器数 
Output: strong 
 1: サンプル重み Dist0(m) ← 1/|M'|，m∈M'． 
 2: For t=0; t<弱識別器数; t++ 
 3:  t ，weakt ← 弱識別器の学習(Distt) 
 4:  次式よりサンプル重み分布 Disttを次式により更新する． 
 
 
 
    
    
.,
~exp
~exp
)(
)(
1
1
1 M'm
weaklabelmDist
weaklabelmDist
mDist
mDist
mDist
M'm
m
tmtt
m
tmtt
M'm
t
t
t 








x
x


 (4.3) 
 5: End for 
 6: 強識別器 strong(x)を以下の式により生成する． 
    .~sign~
1






 

T
t
tt weakstrong xx            (4.4) 
 7: Return strong 
図 4.1 AdaBoost の学習アルゴリズム． 
 
器を選択することにより，識別精度を向上させている．図 4.1 に AdaBoost のアル
ゴリズムを示す．図 4.1 において FTOP の最適化の時には M'=Ml(FTOP の最適化
に用いる学習サンプル)であり，最終的な識別器を生成する時には，M'=M(FTOP
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の最適化に用いる全サンプル)であることに注意する．また，最終的な識別器
Classifier は M'=M により学習した図 4.1 の strong を用いる． 
 
4.1.2 Decision Tree 
 Decision Tree は Tree 構造を用いた機械学習である．Decision Tree を用いたクラ
ス分類では分けた後のグループにおいて同一のラベルを持つサンプルが集まるよ
うに分けるルールが探索される．ルールは x~ の d 次元目の要素 dx
~ と閾値 thdより
以下の式で与えられる． 
.
Right
Leftthen~
else
thdd x
                 (4.5) 
このルールは Tree のノードに指定される．サンプル m の特徴量ベクトル )(~ mx が
Decision Tree に入力されると，ルートからリーフに向かって上記のルールに従い
左右どちらかに移動する(図 4.2)．最終的にリーフに含まれるラベル毎のサンプル
数から計算される割合によって，ラベルを推定する．ここで，リーフに含まれる
label のサンプル数 nlabel，学習に用いた label のサンプル数 Mlabel，推定されたラベ
ル label*とすれば以下の式となる． 
.
1
maxarg* 





 label
label
label
n
M
label        (4.6) 
 
 
図 4.2 Decision Tree の推定の流れ． 
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分割ルールの探索 
Input: ，ノード，サンプル，深さ，葉に含まれるサンプル数の最小数 
Output: ノード 
 1: If 深さ = 最大深さ or サンプルが単独ラベル or  
    サンプル数葉に含まれるサンプル数の最小数 
 2:  式(4.6)により葉に推定ラベル label*を設定         
 3:  Return 
 4: End if 
 5: For d=0; d<D; d++ 
 6:  For      dmddmdd thM'mthM'mth ;,~max;,~min )()( xx  
 7:   Gini ← dth を用いて式(4.5)よりサンプルを 2 分割後の Gini 係数を 
        式(4.7)より計算 
 8:   If Gini < min 
 9:    dmin ← d 
10:    thdmin ← thd 
11:   End if 
12:  End for 
13: End for 
14: dmin，thdminを式(4.5)に設定したものをルールとする 
15: ノードにルールを設定し，Left ノードと Right ノードを生成する 
16: Left ノードのサンプル，Right ノードのサンプル ← 
    15:のルールによりサンプルを分割 
17: 分割ルールの探索(，Left ノード，Left ノードのサンプル，深さ←深さ+1) 
18: 分割ルールの探索(，Right ノード，Right ノードのサンプル， 
            深さ←深さ+1) 
19: Return ノード 
 
Decision Tree 
Input: 最大深さ，葉に含まれるサンプル数の最小数，  
Output: ルート 
 1: ルートを生成 
 2: ルート ← 分割ルールの探索( , ルート，M '，0) 
 3: Return ルート 
図 4.3 Decision Tree の学習アルゴリズム． 
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 図 4.3 に Decision Tree の学習アルゴリズムを示す．図 4.2 において，FTOP の最
適化では M'=Mv，最終的な識別器を構築する時は M'=M を用いる．提案法におい
て Decision Tree は AdaBoost の弱識別器 weak に用いられる． 
 学習においてはノードのルールにより分割されたサンプルの分割度合いを示す
指標として Gini 係数[114]が用いられる．分割前のサンプル数を Mbefore，分割後に
左に分けられたサンプル数を Mleft，左に分けられたサンプルのうち Positive ラベ
ルのサンプル数を Mleft positive，それらが右の場合をそれぞれ，Mright，Mright positiveと
すれば，分割後の Gini 係数は以下の式により計算される． 
.11
right
postivieright 
right
postivieright 
before
right
left
postivieleft 
left
postivieleft 
before
left















M
M
M
M
M
M
M
M
M
M
M
M
Gini  (4.7) 
Gini 係数は小さいほど分割が良いことを表している．例えば，左に Positive ラベ
ルのみ，右に Negative ラベルのみに分割された場合 Gini 係数は最小値 0 となる． 
 ここで，AdaBoost の弱識別器に Decision Tree を用いる場合の連携方法について
述べる．図 4.1 の弱識別器の学習の 1:において，Decision Tree を学習する．その
時，Gini 係数は式(4.1)の Dist に従って計算される．Dist には強識別器が誤答する
ほど大きくなる値が設定されているため，この値を用いて Gini 係数を計算すれば，
強識別器が誤答するサンプルに対して正答しやすい Decision Tree が学習される．
FTOP の求解においては 4.1.1，4.1.2 に述べた手法により式(3.12)の Classifier を学
習する． 
 
4.1.3 AUC(Area Under the Curve) 
 提案法では L に AUC を用いる．AUC は横軸に False Positive Rate，縦軸に Miss 
Rate を指定した DET(Detection Error Trade-off)曲線により得られる面積である．
False Positive Rate は Negative ラベルを Positive ラベルと誤った割合であり，Miss 
Rate は Positive ラベルを Negative ラベルと誤った割合である．閾値を変えるとそ
れに伴い False Positive Rate と Miss Rate が変わる．閾値を大きくするに従い，Miss 
Rate が大きくなり，False Positive Rate が小さくなる．これは閾値を大きくするほ
ど，未知のサンプルが Negative ラベルであると判定されるためである．この関係
を用いて閾値を変化させると図 4.4 に示す曲線が得られる．この曲線が DET であ
る．DET の面積即ち AUC を計算することにより，識別精度を比較できる．False 
Positive Rate も Miss Rate も誤りを表すため，面積は小さいほど識別精度がよいと
考えられる．単独の閾値に対する誤り率(全サンプルに対して誤答したサンプルの
割合)に比べ，複数の閾値に対する識別精度を総合的に判断できる指標が AUC で
ある． 
 ここで，閾値について説明する．式(3.12)の
)( vmz は AdaBoost を用いる場合はス 
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図 4.4 DET と AUC． 
 
カラー値
)( vmz となることに注意する．推定されるラベル label*に Positive ラベル
もしくは Negative ラベルを以下の式により
)( vmz に対して閾値 th を用いて割り当
てる． 
.*
)(


 

elseNegative
thzifPositive
lebel
vm
           (4.8) 
ここで得られる DET は離散的な点により構成される．従って AUC は閾値の変化
回数を k={1,2,...,K}，そのときの False Positive Rate を FPRk，Miss Rate を MRkとす
れば積分の台形近似により以下の式となる． 
  
.
2
1
1
11


 
K
k
kkkk FNRFNRMRMRAUC               (4.9) 
 
4.2 ノードに用いる処理の種類 
 p∈P は歩行者識別において有効と考えられる様々な処理の種類を指定する．以
降では，提案法にて採用した処理の種類，その処理の種類が持つ関数のパラメー
タλ及びλに対する近傍操作について述べる．本提案における処理の種類は歩行
者識別において有効性が報告された処理及びその処理を構成する処理から選定し
ている．複数のチャンネル方向の成分 c に対して，要素毎の四則演算を用いる．
以降では， SS HWjc
j
c
 RSS )3( は関数 fjに入力するテンソル
j
S を第 3 モード，すな 
わちチャンネル方向に対して第 c 成分にてスライスした行列である．以降，それ
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ぞれの処理による画像の変換結果を図 4.5 を入力に例示する．それらは可視化の
ため画素値のダイナミックレンジを 0 から 255 に変換している． 
 
4.2.1 表色系変換 
 表色系変換とは画像の RGB から色空間に変換することである． * を一意のパ
ラメータとすれば以下の式により与えられる． 
 
  .YCrCbv*,*u*Lb*,*a*LHSV,GRAY,*
,*,
colorconvert 
colorconvert 
λλ
IY



f
j
     (4.10) 
例えば，モノクロに変換するグレイスケール変換は表色系変換の一種である．以
下に，提案法にて採用した表色系変換を示す．提案法では，グレイスケール変換，
HSV 変換，L*a*b*変換，L*u*v*変換，YCrCb 変換を用いる．以降，入力画像 I
の第 1 チャンネルを Red，第 2 チャンネルを Green，第 3 チャンネルを Blue とす
る．グレイスケール変換後の IGRAYは以下の式となる． 
   
    .,...,2,1,,...,2,1
,114.0587.0299.0GRAY,
3
2
1
colorconvert 1
GRAY
HhWw
f
hw
hw
hw
hw












I
I
I
II
 (4.11) 
グレイスケール変換は輝度の大きさに着目した変換である． 
 HSV(Hue，Saturation，Value)変換後の IHSVは以下の式となる． 
       
   
 
   
   
 
 
   
   
 
   
 
   
 
    .,...,2,1,,...,2,1
,
24060
12060
60
00
HSV,
,
00
HSV,
,HSV,
,,,min,,,max
3
21
2
13
1
32
Huecolorconvert Hue
HSV
Saturationcolorconvert Saturation
HSV
Valuecolorconvert Value
HSV
321321
HhWw
MAXif
MINMAX
MAXif
MINMAX
MAXif
MINMAX
MINMAXif
f
MAX
MINMAX
MINMAXif
f
MAXf
MINMAX
hw
hwhw
hw
hwhw
hw
hwhw
hw
hw
hw
hwhwhwhwhwhw





































II
II
II
II
II
II
II
II
II
II
II
I
II
II
II
III
IIIIIIII
    
 
(4.12) 
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図 4.5 入力画像． 
 
HSV 変換は色相，彩度，明度に変換する． 
 L*a*b*変換では XYZ 変換から均等色空間に変換される．XYZ 変換後の IXYZは
以下の通りである． 
   .,...,2,1,,...,2,1
,
950227.0119193.0019334.0
072169.0715160.0212671.0
180423.0357580.0412453.0
3
2
1
 Z
XYZ
 Y
XYZ
 X
XYZ
HhWw
hw
hw
hw
hw
hw
hw
































I
I
I
I
I
I
          (4.13) 
次に，I'を用いて L*a*b*変換した後の IL*a*b*は以下の式となる． 
 
   
   
 
    .,...,2,1,,...,2,1
,
008856.0
116
16
787.7
,200*b*a*L,
,500*b*a*L,
,
008856.0
3.903
16116
*b*a*L,
3
1
nonlineror liner 
 Z
XYZ
nonlineror liner  Y
XYZ
nonlineror liner b*colorconvert  b*
b***aL
 Y
XYZ
nonlineror liner 
 X
XYZ
nonlineror liner *acolorconvert  *a
b***aL
 Y
XYZ
 Y
XYZ
3
 Y
XYZ
*Lcolorconvert  *L
b***aL
HhWw
else
gif
g
g
gf
Z
fff
f
X
ff
else
if
f
n
hw
hwhw
hw
n
hw
hw
hw
hw
hw
hw















































 

I
III
I
I
II
I
I
I
II
      (4.14) 
ここで Xn=0.950456，Zn=1.088754 である．L*a*b*変換では知覚的に等歩度が大き
くなる(人の知覚による色の差が，色の空間内の距離に対応する)ように変換され
る．Xn，Yn，Znはホワイトポイントの三刺激値である． 
 L*u*v*変換後の IL*u*v*は以下の式となる． 
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 
   
   
    .,...,2,1,,...,2,1
,
315
9
,
315
4
,13*v*u*L,
,13*v*u*L,
,
008856.0
3.903
116
*v*u*L,
 Z
XYZ
 Y
XYZ
 X
XYZ
 Y
XYZ
 Z
XYZ
 Y
XYZ
 X
XYZ
 X
XYZ
 *L
*v*u*L
*vcolorconvert  *v
*v*u*L
 *L
*v*u*L
*ucolorconvert  *u
*v*u*L
 Y
XYZ
 Y
XYZ
3
 Y
XYZ
*Lcolorconvert  *L
*v*u*L
HhWw
v'u'
'vv'f
'uu'f
else
if
f
hwhwhw
hw
hwhwhw
hw
nhwhw
nhwhw
hw
hw
hw
hw













III
I
III
I
III
III
I
I
I
II
(4.15) 
ここで，un=0.19793943，vn=0.46831096 である．L*u*v*は L*a*b*と同様に人の知
覚による色の差が，色の空間内の距離に対応するように変換される．L*a*b*との
違いは知覚的な等歩度を調整された時に，アクアダムの楕円偏差(楕円の中心の色
と区別することができない色の範囲)を考慮して知覚的な等歩度を調整したかで
ある．L*a*b*は後者である．従って，知覚的な等歩度は L*a*b*の方が大きい． 
 YCrCb 変換後の IYCrCbは以下の式となる． 
 
   
   
    .,...,2,1,,...,2,1
,5.0564.0YCrCb,
,5.0713.0YCrCb,
,YCrCb,
 Y
YCrCb
3Cbcolorconvert  Cb
YCrCb
 Y
YCrCb
1Crcolorconvert Cr 
YCrCb
1
GRAY
Ycolorconvert  Y
YCrCb
HhWw
f
f
f
hwhwhw
hwhwhw
hwhw




IIII
IIII
III
  (4.16) 
 
    
        (a)                (b)                       (c) 
  
                     (d)                        (e) 
図4.6 表色系変換．(a)グレイスケール変換； (b)HSV変換，左からHue，Saturation，
V；(c)L*a*b*変換，左から L*，a*，b*；(d)L*u*v*変換，左から L*，u*，v*；(e)YCrCb
変換，左から Y，Cr，Cb． 
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YCrCb 変換は L*a*b*変換や L*u*v*変換とは異なり，人が知覚する感度の違いに
着目した変換である．人は輝度の変化には敏感であるが，色差(色の変化)には鈍
感であるという性質がある．この性質を生かし，輝度には大きい解像度を与え，
色差には小さい解像度を与えることにより人の知覚に合ったデータ圧縮が可能と
なる．そのために，RGB を輝度と色差に分ける必要がある．これが，YCrCb であ
る．なお，YUV も輝度と色差に着目した変換であるが，YCrCb との違いは値域
の違いのみ(圧縮コーデックの違いによる)のため，提案法では YCrCb を用いる． 
 表色系変換を処理の種類とすれば，表色系変換における関数のパラメータλに
は上記の変換式のいずれを使用するかが含まれる．従って，λの近傍操作では表
色系変換のいずれかの式から別の式へと変更する．例えば，HSV 変換から L*a*b*
への変換へ変更することが近傍操作となる．表色系の変換は RGB 空の変換を前
提としているため，FTN の始点 TOP からの接続のみ可能とする． 
 図 4.6 に各表色系変換の結果を示す． 
 
4.2.2 四則演算 
 四則演算では加算，減算，乗算，除算について説明する． 
    .Divide,Multiply,Minus,Plus*,*, arithmeticarithmetic λλSY  λλf jj
  
(4.17) 
 加算は以下の式を用いる．減算は-1 倍して加算することと同じであるため式を
省略する．加算は後述する Box フィルタの出力を複数計算し，その出力を加算す
ることにより Box フィルタ近似[61]を実現することができる．なお，CS≧2 であ
る． 
  .Plus,
1
arithmetic 


SC
c
j
c
jj
f SSY               (4.18) 
 乗算は以下の式を用いる． jC
jj
S
SSS ,...,, 21 は関数 fjに入力されるテンソルを構成
する行列のある一つ表し，は直積である．乗算を用いれば[31]のような共起を
表現できる． 
  ....Multiply, 21arithmetic jCjjjj Sf SSSSY             (4.19) 
 除算は以下の式を用いる．/は要素毎に割り算することを表す． 
 
    .,...,2,1,,...,2,1
,/.../Divide, 21arithmetic1
SS
j
hwC
j
hw
j
hw
jj
hw
HhWw
f
S

 SSSSY
      (4.20) 
除算を用いれば，例えば，HOG（後述）に用いられる正規化を実現できる．  
 四則演算を処理の種類とすれば，四則演算における関数のパラメータλには上 
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                         (a)       (b)       (c) 
図 4.7 R, G 成分における四則演算．(a)R+G，(b)RG，(c)R/G． 
 
 
    
                     (a)       (b)      (c)       (d) 
図 4.8 R, G 成分におけるノルム．(a)L0，(b)L1，(c)L2，(d)L∞ ． 
 
記のいずれを使用するかが含まれる．従って，λの近傍操作ではある四則演算か
ら別の四則演算へと変更する．例えば，加算から乗算に変更することが近傍操作
となる． 
 図 4.7 に入力画像の R と G 成分を対象にした四則演算の結果を示す．ただし，
減算は-1 倍しての加算のため省略する． 
 
4.2.3 ノルム 
 ノルムの計算式を説明する．ノルムを用いれば，例えば，勾配の大きさを求め
る式を実現できる．ノルムでは L0，L1，L2，L∞ノルムを用いる．なお，CS≧2 で
ある． 
    .L,L,L,L*,*, 210normnorm λλSY  λλf jj
        
(4.21) 
 L0ノルムは以下の式を用いる． 
      .,...,2,1,,...,2,1,01L,
1
0norm1 SS
C
c
j
hwc
jj
hw HhWwiff
S
 

SSY
 
(4.22) 
 L1ノルムは以下の式を用いる． 
      .,...,2,1,,...,2,1,L,
1
1norm1 SS
C
c
j
hwc
jj
hw HhWwf
S
 

SSY
  
   (4.23) 
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 L2ノルムは以下の式を用いる． 
        .,...,2,1,,...,2,1,L,
1
2
2norm1 SS
C
c
j
hwc
jj
hw HhWwf
S
 

SSY
  
 (4.24) 
 L∞ノルムは以下の式を用いる． 
    
    .,...,2,1,,...,2,1
,,...,2,1,maxL,norm1
SS
S
j
hwc
jj
hw
HhWw
Ccf

  SSY
      
(4.25) 
 ノルムを処理の種類とすれば，ノルムにおける関数のパラメータλには上記の
いずれを使用するかが含まれる．従って，λの近傍操作ではあるノルムの式から
別のノルムの式へと変更する．例えば，L0ノルムから L1ノルムに変更することが
近傍操作となる． 
 図 4.8 に入力画像の R と G を対象に各ノルムを用いた計算結果を示す．(a)は黒
い画像となっているが，これは L0ノルムの結果，全ての画素値が 1 となり，ダイ
ナミックレンジの最小値を 0 として表示しているためである．(b)と(c)は同じに見
えるが，これは可視化のためにダイナミックレンジを調整した結果であり，実際
の画素値は異なる．また(d)は(b)，(c)より明るい部分があるこれは，L∞ノルムに
より R と G の大きいほうが画素値として採用されるためである． 
 
4.2.4 方向 
 方向の計算式を説明する．方向を用いれば，例えば，勾配の方向を求める式を
実現できる．方向では arctan と arctan2 を用いる． 
    .2arctanarctan,*,*,, onorientatai)3(2)3(1norientatio λλSSY  jjj f
   
 (4.26) 
グレイスケール変換した画像の勾配の方向を計算することを考えてみる．arctan
では暗い画素から明るい画素への勾配方向と暗い画素から明るい画素への勾配方
向は等しい．しかし，arctan2 では，それが異なる．どちらが適しているかは識別
対象による． 
 arctan を用いた方向は以下の式となる．なお，CS=2 である． 
 
    .,...,2,1,,...,2,1
,arctanarctan,,
2
1
21norientatio1
SS
j
hw
j
hwj
hw
j
hw
j
hw
HhWw
f










S
S
SSY
  
     (4.27) 
arctan は割る数と割られる数それぞれの符号は考慮せず，値域は  2/,2/  であ
る． 
 arctan2 を用いた方向は以下の式となる． 
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   
 
 
 
 
    .,...,2,1,,...,2,1,,
,
0,0
0,0
0,0
0,0
0,0
0
0
2/
2/
/arctan
/arctan
/arctan
,2arctan
,,2arctan2arctan,,
21
21
21
21
21
21
2
21
21
21
21
2121norientatio1
SS
j
hwc
j
hwc
j
hwc
j
hwc
j
hw
HhWwRss
ss
ss
ss
ss
ss
s
ss
ss
ss
ss
f


























SSSSY
  
   (4.28) 
arctan2 は割る数と割られる数それぞれの符号を考慮し，値域は   , である． 
 方向を処理の種類とすれば，方向における関数のパラメータλには上記のいず
れを使用するかが含まれる．従って，λの近傍操作では arctan もしくは arctan2
から arctan2 もしくは arctan へと変更する． 
 図 4.9 に入力画像の R と G に対する arctan，arctan2 の変換結果を示す．R と G
は全て 0以上となるため，この例では(a)arctanの結果と(b)arctan2の結果は等しい．
図 4.10 に勾配の例を示すが，同図(a)arctan と(b)arctan2 の違いが現れている． 
 
4.2.5 勾配 
 勾配の計算式を説明する．勾配は HOG[29]や Covariance[44]に用いられている 
 
  
                              (a)     (b) 
図 4.9 R, G 成分における方向．(a)arctan，(b)arctan2． 
 
   
                (a)       (b)        (c) 
図 4.10 R 成分における勾配．(a)勾配の方向 arctan，(b)勾配の方向 arctan2，(c)
勾配の大きさ． 
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処理である．勾配の計算は  2norm L,jf S ，  norientationorientatio , λS jf から計算されるため，
勾配関数が持つパラメータ gradientλ は norientatioλ と一致する．従って，近傍操作も方向
の計算と同様である．なお，CS=1 である． 
   
   
   
.*
,,...,2,1,,...,2,1
,,
,L,,*,
,*,,*,
norientatiogradient
11111111
2normmagnitudegradientmagnitude
norientationorientatiogradientnorientatio
λλ
SSSS
SY
SY









SS
j
hw
j
hw
j
hw
j
hw
jj
jj
HhWw
hw
whff
whff
  
      (4.29) 
 図 4.10 に入力画像の R 成分に対する勾配の例を示す．同図(a)と(b)に arctan と
arctan2 の違いが現れている．arctan の場合，勾配の方向は明暗，暗明どちらも同
じになるが，arctan2 の場合は異なる．歩行者を識別したい場合，明暗，暗明を反
転させても撮影対象が歩行者であることに変わりはないことを考えると arctan の
方が適していることが期待される． 
 
4.2.6 畳み込みフィルタ 
 畳み込みフィルタの計算式を説明する．畳み込みフィルタは畳み込みの重みの
値によって様々なフィルタを実現できる．提案法では以下の畳み込みの重み計算 
のアルゴリズム n typeconvolutioλ を用いる．畳み込みフィルタの場合，関数が持つパラ
メータは一つではないため，一意のパラメータは集合 *λ で表す．
 
 
 
 
 
 
 
 

 .8Laplacian_ 4,Laplacian_ ,Prewitt_ ,Prewitt_
,Scharr_ ,Scharr_ ,Sobel_ ,Sobel_ ,D ,D
,,
,,,
,,,,,
,11,11
,,
,21,,,
,,,
,,,
,,,,
,DerivativeGabor,DoG,Gaussian,
,,*
,*,
param Derivative
paramGabor 
paramDoG 
paramGaussian 
param DerivativeparamGabor paramDoG paramGaussian param param
n typeconvolutiotype
paramtype
)3(1nconvolutio
type
rdru
hwhwhw
gammatheta
sigmaheightwidth
sigmasigma
heightwidth
sigmaheightwidth
f
jj













λ
RGammaRTheta
RSigmaZHeightZWidth
GammaThetaSigmaHeightWidthλ
RSigmaRSigma
ZHeightZWidth
SigmaSigmaHeightWidthλ
RSigmaZHeightZWidth
SigmaHeightWidthλ
λλλλλλλ
λλ
λλ
λSY



   
 (4.30) 
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Z は実数集合である．ここで，畳み込みフィルタは以下により計算される．なお，
CS=1 である． 
 
 
 
 
  .,
,,
,2/...,,12/,2/
,2/...,,12/,2/
,
nconvolutio
2/
2/
2/
2/
1nconvolutio
heightwidthsize
f
heightWheightheighth
widthWwidthwidthw
f
heightwidth
H
S
height
heighth
width
widthw
j
hhwwhw
jj






 
 
RAλA
SASY
A
         (4.31) 
以下に typeλ 下毎の A の計算を示す． 
 typeλ =Gaussian の場合，A は以下の式により計算される． 
 
 
 
 
  .
2
exp
2
1
,,Gaussian
,2/...,,12/,2/
,2/...,,12/,2/
,,,Gaussian
,,,Gaussian
2
22
2 






 





sigma
hw
sigma
sigmahw
heightheightheighth
widthwidthwidthw
sigmahw
sigmaheightwidthf
hw

A
A A
      (4.32) 
 typeλ =DoG(Difference of Gaussian)の場合，A は以下の式により計算される． 
 
   
 
  .2/,...,12/,2/
,2/,...,12/,2/
,12
,2,,Gaussian1,,Gaussian
,2,1,,,DoG
heightheightheighth
widthwidthwidthw
sigmasigma
sigmahwsigmahw
sigmasigmaheightwidthf
hw






A
A A
       (4.33) 
 typeλ =Gabor の場合，A は以下の式により計算される． 
 
 
 
   
   
 
  .2/...,,12/,2/
,2/...,,12/,2/
,cossin
,sincos
,
'2
cos
2
''
exp,,,,,Gabor
,,,,,,Gabor
,,,,,,,Gabor
2
22
heightheightheighth
widthwidthwidthw
thetaythetah'h
thetaythetaw'w
lambda
w
sigma
hgammaw
lambdagammathetasigmahw
lambdagammathetasigmahw
lambdagammathetasigmaheightwidthf
hw



















 





A
AA
   (4.34) 
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ここで  /2 とする．は位相ずれであるが画像中フィルタをずらしながら適
用するため，提案法では位相ずれは固定する． 
 typeλ =Derivative の場合，A は以下の式により計算される．  typeDerivativeλ のそれぞれ 
について説明する．Dw，Dh はそれぞれ横方向，縦方向の 1 次微分フィルタであ
る．勾配を計算する時に用いられたり，Texton[9]の一部として用いられたりする．
Sobel_w，Sobel_h は横方向，縦方向の Sobel フィルタである．このフィルタは 1
次微分フィルタに対して，計算に含める範囲が Dw，Dh よりも広い．これにより，
線として特徴を捉えることができる．同様の考え方において，Sobel よりもさら
に強く線として特徴を捉えるフィルタが Scharr フィルタ(Scharr_w，Scharr_h)であ
る．また，斜め方向も特徴として捉えるために Prewitt_ru，Prewitt_rd を用いてい
る．ここで ru は right up，lu は left up であり，本節において斜めの向きを定義し
た記号である．Laplacian_4，Laplacian_8 は 2 次微分である．変化量の変化量を捉
えるため，エッジ部分に反応する傾向にある． 
   
   
   
   
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
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
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(4.35) 
 畳み込みフィルタを処理の種類とすれば，畳み込みフィルタにおける関数のパ
ラメータλには上記から使用するアルゴリズム及びそのアルゴリズムのパラメ
ータが含まれる．従って，λの近傍操作では，例えば，Gaussian から Gabor への
変更，Gaussian(sigma)から Gaussian(sigma')， ただし sigma≠sigma'へ変更する． 
 図 4.11 に各畳み込みフィルタの例を示す． 
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   (a)       (b)        (c)        (d)        (e)        (f)        (g) 
 
      
   (h)       (i)        (j)        (k)        (l)        (m) 
図 4.11 R 成分における畳み込みフィルタ．(a)Gaussian，(b)DoG，(c)Gabor，(d)w
方向の 1 次微分，(e)h 方向の 1 次微分，(f)w 方向ソーベル，(g)h 方向のソーベル，
(h)w 方向の Scharr，(i)h 方向の Scharr，(j)右上斜めの Prewwit,(k)左上斜めの
Prewwit，(l)4 近傍の Laplacian，(m)8 近傍の Laplacian． 
 
4.2.7  Box フィルタ 
 Box フィルタの計算式を説明する．Box フィルタは矩形領域内の値を全て足し
合わせる．すなわち，Box フィルタは畳み込みの重み A の全要素が 1 の 
畳み込みフィルタと同じである．Box のパラメータは矩形領域のサイズ width，
height である． 
 
   
.,
,,,*
,*,
Box
)3(1Box
ZHeightZWidth
λHeightWidthλλ
λSY

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
heightwidth
heightwidth
f
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 (4.36) 
 Box フィルタを処理の種類とすれば，Box フィルタにおける関数のパラメータ
λには矩形サイズ width，height が含まれる．従って，λの近傍操作では，例えば，
3x3 の矩形サイズを 5x9 に変更する． 
 図 4.12 に入力画像の R 成分に対する Box フィルタの結果を示す． 
なお，Box フィルタは Integral Image[85]を用いることにより高速に計算可能であ
る．入力 jS のチャンネル c にてスライスした行列 SS HW
j
c
 RSSS ,)3( とすれば
Integral Image SS
HW Rii は以下の式で定義される． 
    .,...,2,1,,...,2,1,
,
SS
hhww
hwhw
HhWw  

Sii    (4.37) 
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図 4.12 R 成分における Box フィルタ． 
 
すなわち iiwhは，画像左上原点から(w, h)までの画素値の総和である．Integral Image
は以下の式により逐次的に算出される． 
    .,...,2,1,,...,2,1
,
,
11
1
SS
whhwwh
whwhwh
HhWw
SUM
SUMSUM





iiii
S
     (4.38) 
ここで whSUM は同一行の要素の総和である．なお Sw -1=0, ii-1 y=0 とする．この
Integral Image を用いれば，ある矩形領域内の画素値の総和を高速に算出できる．
図 4.13 に示す矩形領域 D の画素値の総和 AreaDは以下の式となる． 
.33224411D hwhwhwhwArea iiiiiiii         
      (4.39) 
これにより，矩形の大きさによらず 4 点の加減算で算出できる． 
 
 
図 4.13 Integral Image． 
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図 4.14 R 成分における Max フィルタ． 
 
4.2.8 Max フィルタ 
 Max フィルタの計算式を述べる．Max フィルタは CNN[10]や sp-Cov[74]に用い
られている．矩形領域の要素値の最大値を返すフィルタである．なお，CS=1 であ
る． 
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 (4.40) 
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(4.41) 
  
Max フィルタを処理の種類とすれば，Max フィルタにおける関数のパラメータ
λには矩形サイズ width，height が含まれる．従って，λの近傍操作では，例えば，
3x3 の矩形サイズを 5x9 に変更する． 
 図 4.14 に入力画像の R 成分に対する Max フィルタの結果を示す． 
 
4.2.9 HOG(Histograms Oriented Gradients) 
 提案法に用いる HOG は Dalal らの HOG を拡張している．拡張法は２章に述べ
た通りである．ヒストグラムの分割数，セルのサイズ，正規化するブロックサイ
ズを変数として，HOG を関数の種類とした場合にλに含める．これにより，HOG
のパラメータが最適化される． 
 
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ZBlocksizeZCellsizeZBin
λBlocksizeCellsizeBinλλ
λSY



blocksizecellsizebin
blocksizecellsizebin
f
jj
  (4.42) 
なお，CS=1 である．ここで，bin はヒストグラムの分割数，cellsize はセルに含め
る矩形領域の要素数，blocksize は正規化のサイズである．HOG を関数の種類とす
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れば，近傍操作は bin，cellsize，blocksize を変更することにあたる． 
 
4.2.10 ULBP(Uniformed Local Binary Patterns) 
 ULBP[104]の計算について説明する．まず，LBP について述べ，次に ULBP に
ついて述べる．LBP[14]は注目画素とその周辺画素の画素値の大小関係からパター
ンを定義する特徴量である．LBP の考え方を図 4.15 に示す．LBP では注目画素と
周辺画素の大小関係から得られる 0，1 の羅列を 10 進数に変換した値をパターン
として用いる．全画素に対してパターンを割り当てた後，矩形領域内のパターン
の出現頻度を算出し，特徴量として学習に用いる．また，出現頻度を算出するか
わりに，注目画素と周辺画素の差分の大きさを足す手法[14]もある 
 LBPがとる周辺画素は識別対象に応じて適したサイズが存在することが想定さ
れる．しかし，LBP の問題点は周辺画素が多くなるにつれパターンの総数が指数
関数的に増加することである．これに対し，ULBP[104]では図 4.9 のように，0，1
の反転回数を規定し，その規定に則った場合のみパターンとして用いる．これに
より，周辺画素が多くなってもパターンが指数爆発しない．ULBP[104]では反転
回数を 2 回まで(Uniform 2)としている．Uniform 2 とそうではない例を図 4.16 
 
 
図 4.15 LBP の概念図． 
 
 
(a)                                  (b)        
図 4.16 ULBP(Uniform 2)．(a)Uniform 2 の例，(b)Uniform 2 ではない例． 
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に示す．提案法では最適な周辺画素のサイズを取得する目的から ULBP を用いる．
なお，Cs=1 である．Neighbor を周辺画素 neighbor の種類集合とすれば，ULBP
は以下の式により表される． 
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(4.43) 
ULBP の計算式は以下の通りである．まず，type=one の場合は以下となる． 
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(4.44) 
ここで， 2uniformf は反転回数が 2回以下の 0，1の羅列のみを許す関数である． decimalizef
は 2 進数から 10 進数へ変換する関数である． patternN はパターンの総数である．
type=diff の場合は hwpatternwhΓ の値を以下の式により与える． 
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,
11
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wh
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j
hw
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hwhwpattern
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  RΓSSΓ
       
(4.45) 
ULBP を関数の種類とすれば，ULBP における関数のパラメータλには周辺領域
neighbor，頻度の計算方式 type，頻度算出時のサイズ width，height が含まれる．
従って，λの近傍操作ではこれらの値を変更する． 
 
       
                  (a)                              (b) 
図 4.17 ULBP．(a)type=one の例，左から反転回数 0，反転回数 2 の一つ，Uniform2
ではない，(b)type=diff，左から反転回数 0，反転回数 2 の一つ，Uniform2 ではな
い． 
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 図 4.17 に入力画像の R 成分に対する ULBP の結果を示す．(a)，(b)の中央の画 
像は反転回数が 2 の場合の一つである．例えば，周辺画素を 9 とれば反転回数が
2 となるパターンは 36 通りある．そのうちの 1 パターンを示している. 
 
4.2.11 Covariance 
 Covariance の計算について説明する．まず，Covariance[44]について述べ，次に
提案法に用いている Covariance について述べる．Covariance は共分散を用いる．
共分散を計算するためには 2 つの行列とパッチサイズを指定する．図 4.18 に共分
散の計算の概要を示す．共分散の計算は以下の式である．なお，Cs≧2 である． 
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(4.46) 
共分散の値は， j1S のパッチの平均より値が大きく，同様に
j
2S のパッチの平均よ
り値が大きいほど大きな値をとる． j1S のパッチの平均より値が大きく，
j
2S のパ
ッチの平均より値が小さいほど小さな値をとる．従って，値が大きいほど相関が
強く，小さいほど相関が弱いことがわかる．識別問題においては，特徴量として
共分散を用いることにより，あるパッチにおけるある行列とある行列の相関を特
徴として捉えることが可能となる．例えば，入力した画像を対象に共分散を計算
することも可能である．この場合，RGB から R と G を選択し，共分散を計算す
る．2 つの組から 1 つの共分散を格納した行列が計算できる．RGB の場合 3C2=3
つの行列が計算され，それを順番に第 3 モード方向に並べたテンソルが出力され
る．sp-Cov[74]では横位置 w を格納した行列, 縦位置 h を格納した行列， 横方向
の 1 次微分 fconvolution(Derivative，Dw)， 縦方向の 1 次微分 fconvolution(Derivative，Dh)，
勾配 fgradient(arctan)，横方向の 2次微分 fconvolution(fconvolution(Derivative，Dw)，Derivative，
Dw)，縦方向の 2 次微分 fconvolution(fconvolution(Derivative，Dh)，Derivative，Dh)を入力
に共分散を計算している． 
 Covariance[44]ではパッチ毎の分散の大きさに対して正規化されておらず，相関
を特徴として捉えるには不十分であると考えられる．そこで，sp-Cov[74]では， 
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図 4.18 Covariance 特徴量． 
 
共分散ではなく相関係数を用いることにより正規化する．そのために，式(4.46)
の fcovを以下の式に置き換える． 
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(4.47) 
また，位置に対する頑健性を得るために，CNN[10]にて用いられる Max プーリン
グ，すなわち Max フィルタ fmaxを用いる．sp-Cov[74]の spは spatial の意味であり，
Max プーリングによる位置頑健性を付与していることを表している．sp-Cov[74]
では[44]に加えて，forientation(arctan2)も用いている．なお，提案法では Covariance
を計算するための 2 つの行列はΛの最適化により自動的に選ばれる．従って，従
来法に用いられている sp-Cov の入力に限られない．また，Max フィルタすべきか
否かもΛの最適化により自動的に選ばれる． 
 提案法における Covariance の式は以下の通りである． 
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(4.48) 
なお，fcovarianceは式(4.46)の fcovを式(4.47)に置き換えたものである． 
 Covariance を関数の種類とすれば，Covariance における関数のパラメータλに
は Covariance 計算時のパッチサイズ width，height が含まれる．従って，λの近傍
操作ではこれらの値を変更する．図 4.19 に入力画像の R 成分と G 成分を用いた
Covariance の結果を示す．Covariance では画像中の位置との相関も対象となる． 
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              (a)        (b)        (c)       (d)        (e) 
図 4.19 R, G 成分における Covariance．(a)R と h，(b)G と h，(c)R と w，(d)G
と w，(e)R と G. 
 
4.3 従来法との比較実験 
 ベンチマークデータセットを用いて従来法と比較実験を行った．研究者が手動
により設計した特徴量の変換式を用いる手法と CNN により畳み込み積分の重み
が最適化される手法と提案法を比較し，提案法の優位性を確認した．実験に用い
たデータセット，計算機環境は 3.5 節と同様である． 
 本実験の実験に用いたソフトウェアの実装について述べる．本実験に用いたラ
イブラリを表 4.1 に示す．本実験は 3.5 節と同様に，実験の再現性を高めるため
OSS のみを用いて開発した． 
 本実験では従来の特徴量と比較する．特徴量は研究者が計算式をパラメータも
含めて定義する場合と，変換式のパラメータを自動調整する手法がある．前者と
の比較のために sp-Cov と ULBP を用いる手法[74]を，後者との比較のために CNN
に Inception 構造を用いた google の手法[75]と比較する．前者は Caltech Pedestrian 
Detection Benchmark[105]の INRIA Person Dataset の中で特徴量の計算式を研究者
が定義する手法としては最もよい結果を得ている．後者は INRIA Person Dataset
には用いられていないが，ILSVRC2014 にて最も良い結果を得た手法である．現
在 INRIA Person Dataset において CNN を用いた手法が提案されているが，[74]よ
りも良い結果を与えている CNN を用いた手法[77]，[80]は画像識別のための特徴
量を算出する以外にローカライズの機能も備えており，単純比較できないため比
較対象から外している．sp-Cov と ULBP[104]を用いた手法では表 4.1 に示すリフ
ァレンス実装を実験に用いた．表 4.2 に sp-Cov と ULBP のパラメータを示す．こ
れらのパラメータは[74]に沿っている． 
 図 4.20 に示す Inception 構造を用いた CNN[75]には NN のソフトウェアである
caffe[106]を用い，ネットワークは web で提供されている GoogLeNet[107]を用いた．
ただし，このネットワーク設定は本実験と画像の解像度が異なる．そのため元の
設定では出力層へ入力するニューロンが 0 になるため，元の 38 層から 15 層に変
更している．違いは図 4.20 に示す Inception 構造の数である．元は Inception 構造
が 9 回連なる(図 4.21)が，実験では 2 回(図 4.22)となっている．学習の繰り返 
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表 4.1 ソフトウェアの構成． 
 ランタイム(コンパイラ) Visual C++ 2012 64bit   
 ULBP，sp-Cov，HOG リファレンス実装   
 上記以外の画像処理 OpenCV 3.0   
 AdaBoost OpenCV 3.0   
 FTOP 求解 スクラッチ実装  
 
 
表 4.2 sp-Cov と ULBP のパラメータ． 
 sp-Cov  
 相関の計算対象 横位置，縦位置，横方向の 1 次微分，縦方向の
1 次微分，横方向の 2 次微分，縦方向の 2 次微
分，輝度勾配の大きさ，輝度勾配の方向(arctan)，
輝度勾配の方向(arctan2) 
 
 パッチサイズ[pixel] 8x8，16x16，32x32   
 Max プーリングサイズ
[pixel] 
4x4  
 ULBP  
 周辺画素[pixel] 3x3  
 ヒストグラムの矩形領
域サイズ[pixel] 
4x4  
 Max プーリングサイズ
[pixel] 
8x8  
 
し回数は 100 エポックとした．ここで，Inception 構造について述べる．Inception
構造は異なるサイズの畳み込みフィルタをネットワークの幅方向に用意し，それ
らの結果を Max プーリングすることを繰り返す構造を指す．この構造自体を複数
回重ねることにより識別率を向上させている． 
 従来法との比較では，特徴量の計算式による違いに注目するため，提案法と同
様に最終的な識別器を学習する時には AdaBoost を用いた．CNN の場合は，特徴
量に CNN の出力層一つ手前の隠れ層を用いた．なお，CNN の学習には caffe を用
いているが，機械学習には OpenCV に caffe のネットワーク構造をインポートし
てから OpenCV の AdaBoost を用いた． 
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図 4.20 Inception 構造． 
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図 4.21 [107]の Inception 構造． 
 
 
 
 
図 4.22 実験に用いた Inception 構造． 
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表 4.3 処理のパラメータの値域と刻み幅の分割数． 
 処理の種類 項目 最小 最大 分割数  
 表色系変換 -   
  四則演算 入力チャンネル数 2 5 -  
 ノルム 入力チャンネル数 1  2 -  
 方向 -  
 勾配 -  
 畳み込み Gaussian Width 3 11 -  
  (式 4.32) Height 3 11 -  
   Sigma 0.1 10 100  
  DoG Width 3 11 -  
  (式 4.33) Height 3 11 -  
   sigma1 0.1 10 100  
   Τ 0.1 0.99 100  
  Gabor Width 3 11 -  
  (式 4.34) Height 3 11 -  
   Sigma 0.1 10 100  
   Theta -π π 100  
   gamma 0.1 1 100  
 Box Width 3 11 -  
 (式 4.36) Height 3 11 -  
 Max Width 3 11 -  
 (式 4.40) Height 3 11 -  
 HOG Bin 3 9 -  
 (式 4.42) CellSize Width 3 10 -  
  CellSize Height 3 10 -  
  BlockSize Width 3 15 -  
  BlockSize Height 3 15 -  
 ULBP  Neighbor 3x3 3x3 -  
 (式 4.43) Width 3 5 -  
  Height 3 5 -  
 Covariance 入力チャンネル数 3 9 -  
 (式 4.46) Width 9 31 -  
  Height 9 31 -  
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 これらの従来法と提案法を比較する．表 4.3 に本実験に用いる処理の種類毎の 
パラメータの最大，最小，刻み幅の分割数を示す．3.5 仮説検証実験では表色系
変換，畳み込みフィルタ，Max フィルタのみ用いたが，本実験では 4.2 ノード
に用いる処理の種類にて述べた処理を全て用いる．提案法のパラメータ(FTOP*)
を表 4.4～4.5 に示す．AdaBoost は特徴量次元が多いほど汎化性能が向上する可能
性がある．この点において提案法が有利とならないように，従来法よりも少ない
次元数となるような FTOP を設定した．ここで，表 4.3～4.5 に示したパラメータ
にて実験を行おうとすると，最適化における 1 回の評価値計算のために 2 時間以
上要することが判明した．これでは，FTOP の求解が進まない．そこで表 4.6 に示
すように評価値計算に用いるサンプル数を減らし，図 4.23 に示すように小さい
FTN から大きな FTN を構築する手法を用いることにより FTOP を求解した．図
4.23 では処理が左から右へ流れる．まず，表 4.5 の子問題として異なる最適化問
題を 5 個(FTOP1～FTOP5)設定した(表 4.8)．これらを表 4.7 の求解アルゴリズムの
パラメータを用いて多点局所探索により求解した．この求解により得られた
FTN1～FTN5 を並列に接続し FTN を生成した．この FTN を初期解として FTOP*
を多点局所探索により求解し，FTN を得た．これにより，表 4.5 の最適化問題
(FTOP*)を満たしつつ，効率よく求解できると考えられる． 
 FTOP1～FTOP5 では従来法を参考に FTOP のパラメータを設定することにより
効率的に求解されることが期待される．このように提案法では FTN に組み込む処
理に制限が無いため，過去の研究成果を組み込むことができる．元の問題(表 4.5)
の Costmaxや Dmaxを満たすチャンネル数を満たすためには，それぞれ 1/5 にした値
を FTOP1～FTOP5 に設定すればよい．表 4.8(a)に示すように FTOP1 の問題設定は
CNN[10]を参考にしている．同表(b)と(c)における FTOP2，FTOP3 の問題設定は
sp-Cov と ULBP[74]を参考にしている．同表(d)における FTOP4 の問題設定は
HOG[29]を参考にしている．同表(e)における FTOP5 はこれらの特徴量の計算式の
要素として用いられている計算式を問題設定に組み込んでいる． 
 FTOP*では FTOP1～FTOP5 にて分割及び制限していた処理の種類の接続制限
すなわち Q を表色系の変換を除いて接続可能にする．表 4.6 の|Ml|(最適化に用い
る学習用サンプル数)と|Mv|(最適化に用いる評価用サンプル数)が表 4.4 の半分に
なっているが，最適化における評価値の計算にかかる時間を減らすためである．
FTOP1～FTOP5 に比べ FTOP*では生成される FTN から計算される特徴量の次元
数が大きくなる．特徴量の次元数が大きくなることにより評価値の計算にかかる
時間が大きくなることを防ぐためである． 
 これらの設定により実験した従来法との比較結果を表 4.9 及び DET(Detection 
Error Trade-off)として図 4.24 に示す． 
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表 4.4 FTOP*の求解アルゴリズムの設定． 
 |Ml| 1392   
 |Mv| 12528   
 Dratio 0.1   
 初期解生成回数 10   
 近傍探索収束回数 100   
 エッジ削除率 0.2   
表 4.5 FTOP*． 
 処理の種類 T:Top，p1:Convert Color，p2:Box，p3:Max，p4:Arithmetic，
p6:Convolution，p7:Norm，p8:Orientation，p9:Gradient，
p10:HOG，p11:ULBP，p12:Covariance，B:Bottom 
 
 costj 
∀j∈{1,2,...,J} 
1   
 Costmax 125  
 Costp1 1  
 Costp12 1  
 Dmax を満たす
チャンネル数 
50   
 Q  T p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 p11 p12 B  
T 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
p1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 
p2 0 0 1 1 1 1 1 1 1 1 1 1 1 1 
p3 0 0 1 1 1 1 1 1 1 1 1 1 1 1 
p4 0 0 1 1 1 1 1 1 1 1 1 1 1 1 
p5 0 0 1 1 1 1 1 1 1 1 1 1 1 1 
p6 0 0 1 1 1 1 1 1 1 1 1 1 1 1 
p7 0 0 1 1 1 1 1 1 1 1 1 1 1 1 
p8 0 0 1 1 1 1 1 1 1 1 1 1 1 1 
p9 0 0 1 1 1 1 1 1 1 1 1 1 1 1 
p10 0 0 1 1 1 1 1 1 1 1 1 1 1 1 
p11 0 0 1 1 1 1 1 1 1 1 1 1 1 1 
p12 0 0 1 1 1 1 1 1 1 1 1 1 1 1 
B 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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図 4.23 提案法における最適化問題の分割． 
 
 
表 4.6 FTOP*の求解アルゴリズムの設定(変更後)． 
 |Ml| 646  
 |Mv| 6264   
 Dratio 0.1   
 初期解生成回数 -  
 近傍探索収束回数 100   
 エッジ削除率 0.3   
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表 4.7 FTOP1～FTOP5 の求解アルゴリズムの設定． 
 |Ml| 1392   
 |Mv| 12528   
 Dratio 0.1   
 初期解生成回数 10   
 近傍探索収束回数 100   
 エッジ削除率 0.2   
表 4.8 FTOP*の分割設定．(a)FTOP1，(b)FTOP2，(c)FTOP3，(d)FTOP4，
(e)FTOP5．（続く） 
(a) 
 処理の種類 T:Top，p1:Convert Color，p2:Convolution，p3:Max，B:Bottom 
 costj 
∀j∈{1,2,...,J} 
1   
 Costmax 25   
 Costp1 1   
 Costp2 15   
 Dmax を満たすチ
ャンネル数 
10   
 Q  T  p1  p2  p3  B   
 T  0 1 0 0 0  
 p1  0 0 1 0 0  
 p2  0 0 1 1 0  
 p3 0 0 1 0 1  
 B  0 0 0 0 0  
(b) 
 処理の種類 T:Top，p1:Convert Color，p2:Convolution，p3:Covariance，
p4:Norm，p5:Orientation，p6:Max，B:Bottom 
 
 costj 
∀j∈{1,2,...,J} 
1   
 Costmax 25   
 Costp1 1   
 Costp3 1   
 Dmaxを満たすチ
ャンネル数 
10   
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表 4.8 FTOP*の分割設定．(a)FTOP1，(b)FTOP2，(c)FTOP3，(d)FTOP4，(e)FTOP5．
（続く） 
 
 Q  T p1 p2 p3 p4 p5 p6 B  
 T 0 0 0 0 0 0 0 0  
 p1 1 0 0 0 0 0 0 0  
 p2 0 1 0 0 0 0 0 0  
 p3 0 0 1 0 1 1 0 0  
 p4 0 0 1 0 0 0 0 0  
 p5 0 0 1 0 0 0 0 0  
 p6 0 0 0 1 0 0 0 0  
 B 0 0 0 0 0 0 1 0  
(c) 
 処理の種類 T:Top，p1:Convert Color，p2:Convolution，p3:ULBP，
p4:Max，B:Bottom 
 
 costj 
∀j∈{1,2,...,J} 
1   
 Costmax 25   
 Costp1 1   
 Costp2 4   
 Costp3 1   
 Dmax を満たす
チャンネル数 
10   
 Q  T p1 p2 p3 p4 B  
T 0 0 0 0 0 0 
p1 1 0 0 0 0 0 
p2 0 1 1 0 0 0 
p3 0 1 1 0 0 0 
p4 0 0 0 0 1 0 
B 0 0 0 1 0 0 
(d) 
 処理の種類 T:Top, p1:Convert Color, p2:HOG, B:Bottom  
 cost 
∀j∈{1,2,...,J} 
1   
 Costmax 25   
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表 4.8 FTOP*の分割設定．(a)FTOP1，(b)FTOP2，(c)FTOP3，(d)FTOP4，(e)FTOP5． 
 Costp1 1  
 Costp2 3  
 Dmax を満たす
チャンネル数 
10   
 Q  T p1 p2 B  
  T 0 1 0 0  
  p1 0 0 1 0  
  p2 0 0 0 1  
  B 0 0 0 0  
(e) 
 処理の 
種類 
T:Top，p1:Convert Color，p2:Box，p3:Max，p4:Arithmetic，
p6:Convolution，p7:Norm，p8:Orientation，p9:Gradient， 
B:Bottom 
 
 costj 
∀j∈{1,2,...,J} 
1   
 Costmax 25   
 Costp1 1   
 Dmax を満たす
チャンネル数 
10   
 Q  T p1 p2 p3 p4 p6 p7 p8 p9 B  
T 0 0 0 0 0 0 0 0 0 0 
p1 1 1 0 1 1 0 1 0 0 0 
p2 0 1 0 0 0 0 1 0 1 0 
p3 0 1 0 1 0 1 0 0 0 0 
p4 0 1 1 0 0 0 1 0 0 0 
p6 0 0 0 0 0 0 1 0 1 0 
p7 0 1 0 0 1 1 1 0 0 0 
p8 0 0 0 0 0 0 0 1 0 0 
p9 0 1 1 0 0 1 0 0 0 0 
B 0 0 0 1 0 0 0 0 0 0 
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図 4.24 実験結果の DET． 
 
 
表 4.9 実験結果． 
  従来法 提案法  
Inception sp-Cov+ULBP 
 次元数 42368 66262 16009  
 FNR[%] 9.1474 3.3748  2.931  
 FPR[%] 2.3616 0.5277 0.424  
 AUC 0.009437 0.0009959 0.0007076  
 最適化[min] 4899 - 39164  
 学習(特徴量算出)[min] 19 267 58  
 学習(機械学習)[min] 1164 2323 623  
 識別時間[sec] 0.0804 1.154 0.222  
 
4.4 従来法との比較実験に対する考察 
 従来法との比較実験に対して考察する．図 4.24 の DET は原点に DET 曲線が近
いほど識別性能が高いことを表している．また，表 4.9 の AUC は小さいほど識別
性能が高い．従って，図 4.24 と表 4.9 の AUC は提案法が従来法よりも本実験に
おける識別性能が高いことを表している．また，FNR，FPR いずれも提案法が小
さい結果が得られており，提案法が従来法に比べ有効であると考えられる． 
 表 4.9 より次元数について考察する．本実験のように AdaBoost を用いる場合，
3.6 節における議論に従って特徴量の候補が多いが，互いを補間する特徴量が少な
い場合，学習時間はかかるが汎化性能が向上しないと考えられる．この観点で次
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元数を見ると提案法は従来法に比べて最も小さいにも関わらず AUC が最も小さ
くなっている．すなわち，従来法よりも少ない特徴量だが，互いを補うような識
別に有効な特徴量が算出されていると考えられる．ただし，提案法においては子
問題に分割した時に従来の研究に基いた問題設定を与えているため，完全自動に
よって，上記のような特徴量を獲得したとは言い切れない．子問題の設定はよい
初期解を早く得るための工夫であるが，子問題の設定においても表 4.4 の FTOP*
の Costmaxのみを小さくした問題設定にすることにより，よりよい解が探索できた
可能性はある． 
 表 4.9 より最適化に要した処理時間について考察する．表 4.9 の最適化時間は提
案法が最も大きい．これは，求解時の評価値を算出する時に機械学習を実行して
いるためである．提案法において高速に評価値を計算することは多くの解を探索
しよい解を得るために必要である．提案法では最適化における機械学習に用いる
特徴量の次元を一定の割合でランダムに選択すること，学習サンプルを減らすこ
と，AdaBoost の弱識別器数を減らすことにより評価値の計算時間を削減している．
これらは，評価値と未知画像に対する汎化性能とのトレードオフとなると考えら
れる．特徴量の次元を減らせば機械学習の時間が減り，評価値計算に要する時間
が減る．3.6 節において議論したように最適化の 97.8%が評価値の計算に要してい
ることを考えれば，多くの解を探索する効果が得られる．一方で，特徴量の次元
をランダムに選択することにより減らす手法は，選ばれなかった特徴量に汎化性
能を向上させる特徴量が含まれていた場合に，評価値と汎化性能の相関関係に対
する精度を減らしてしまう恐れがある．これは学習サンプルを減らす場合，
AdaBoost の弱識別器の数を減らす場合にも同様である．このように，評価値の計
算時間を減らす工夫は，評価値と汎化性能との相関関係の精度とのトレードオフ
になる．理想的にはこの精度は保ったまま高速に最適化を実行したい．つまり，
同等の評価値の計算を高速化する工夫が必要である．これにはソフトウェア，ハ
ードウェア双方からのアプローチが考えられる． 
 まず，ソフトウェアからのアプローチではアルゴリズムの観点とソフトウェア
工学の観点がある．アルゴリズムの観点では，評価値を足切りすることが考えら
れる．評価値と汎化性能の相関の精度が低い評価値計算の設定(上記における，特
徴量の次元の選択数を減らす，学習サンプルの選択数を減らす，AdaBoost の弱識
別器数を減らす)において評価値を計算し，基準を満たす場合にのみ，評価値と汎
化性能の相関の精度が高い評価値計算の設定(上記における，特徴量の次元の選択
数を増やす，学習サンプルの選択数を増やす，AdaBoost の弱識別器数を増やす)
において評価値を計算することにより足きりする．ソフトウェア工学の観点では
各 FTOP の求解を複数プロセスにより並列に処理させることが考えられる．FTN1
～FTN5 は全て独立に計算可能である．さらに FTN1～FTN5 は異なる 3 つの乱数
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シードを用いて多点局所探索を実行している．つまり，これも並列処理可能であ
る．従って，提案法における FTOP1～FTOP5 の求解時間は理論上 1/15 に圧縮可
能である．さらに，もし FTN init に結合する FTN を増やしたい場合にもプロセス
を割り当てることにより並列処理可能である．従って，計算機資源が許す限りス
ケールアウトによって子問題の求解時間は子問題数に対して定数倍に抑えられる．
さらに，最適化における評価値計算の特徴量計算も同様に並列処理可能である．
他にも，プロセスを割り当てることによる並列化は機械学習にも適用可能である．
ただし，提案法で用いた AdaBoost は弱識別器の構築がシーケンシャルになるため，
プロセス割り当てによる並列処理には向かない．これは Boost による手法が当て
はまる問題である．Random Forest のように Bagging の手法であれば，弱識別器の
構築が独立に計算可能であるため，プロセス割り当てによる並列化に向いている．
この点においては，プロセスによる並列化が可能なメニーコア CPU を搭載してい
る計算機，もしくはマルチノード環境であれば Random Forest のような Bagging
の手法を選択することにより評価値計算を高速に実行できる． 
 次に，ハードウェアからのアプローチである．最適化における評価値の処理時
間は特徴量の算出(FTN による算出)と機械学習に分けられる．ここで，FTN の計
算は全てテンソル計算である．従って，テンソルの要素毎に独立して並列に処理
できる．これを実現するために GPGPU(General Purpose for Graphic Processing Unit)
を用いることができる．また，一部の処理の種類(例えば Gabor フィルタ)におい
ては FPGA(Field-Programmable Gate Array)による実装が提案されている[109]． 
 表 4.9 より学習時間について述べる．本実験では最終的な識別器を構築するた
めの AdaBoost は従来法と提案法とで全て同じ設定としている．従って，学習の処
理時間は特徴量の算出と次元数に依存する．学習時間は提案法が最も小さい．こ
れは提案法の次元数が最も小さいことによる．FTOP の最適化によって少ない特
徴量だが汎化性能がよい特徴量の計算式を導出できた結果であると考えられる．
表 4.9 の特徴量算出の処理時間をみると提案法が 2 番目に小さいが，特徴量の算
出よりも機械学習に要する時間のほうが大きいため，学習の処理時間としては提
案法が最も小さくなっている． 
 表 4.9 より識別時間について述べる．識別時間は提案法が 2 番目に小さい．識
別を高速化するには表 4.9 の最適化の処理時間にて述べた改善のほかに，FTOP
の設定を変更することが考えられる．特徴量の算出時間はコスト cost に処理時間
を設定することにより，特徴量計算時間を制限することができる．これは提案法
のアプリケーションにあわせて設定が可能である． 
 
4.5 まとめ 
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 本章では FTOP を歩行者識別に適用する具体的な手法を詳述した．FTOP を識
別問題に適用するためには，評価関数と機械学習の選定，制約に関わる FTOP の
パラメータの指定，処理の種類の指定，最適化アルゴリズムのパラメータの指定
が必要となる．FTOP を歩行者識別に適用する方法として，本章では評価関数に
AUC，評価値を計算するための機械学習に AdaBoost，処理の種類に表色系変換，
四則演算，ノルム，方向，勾配，畳み込みフィルタ，Box フィルタ，Max フィル
タ，HOG，ULBP，Covariance を用いた．FTOP のパラメータは従来法よりも特徴
量次元が小さくなるように設定した．また，FTOP の評価値計算に時間がかかる
ため，最適化問題を分割した．さらに，評価値の計算を短縮するために，最適化
アルゴリズムのパラメータのうち評価値計算に用いるサンプル数を減らした．こ
れを提案法として，従来法である sp-Cov と ULBP を用いる手法[74]と google の
Inception 構造を用いた手法[75]と比較実験を行った．比較実験の結果，提案法が
最も小さい AUC を得ることができた．最適化時間の短縮のためには，探索中の
評価値計算に足きりを導入することや，スケールアウトにより並列に処理するこ
とが考えられる．また，最適化及び識別時間を短縮するためには，GPGPU や FPGA
を用いて特徴量計算を高速化することが考えられる． 
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第 5 章 結論 
 
本研究では画像識別において特徴量の計算式を手動で設計する手法から自動で
設計する手法まで取り組んだ．特徴量を手動で設計する手法では HOG の拡張法
により歩行者識別精度が向上することを示した．また，この知見を含めて，特徴
量の変換式を最適化する手法を提案した．提案法では Neural Network とは異なり，
特徴量の変換式に用いられる関数に微分可能であるという制約はない．特徴量の
変換式を最適化するためのデータ構造である FTN，FTN を用いた最適化問題
FTOP 及びその求解アルゴリズムを提案した．提案法は式(3.13)により計算される
評価値が汎化性能と相関があるという仮説に基づいており，実験的にこの仮説を
検証した．その結果，評価値と汎化性能の指標である AUC との間には相関係数
0.8973 が得られた．これにより，FTOP を求解すれば汎化性能が向上するという
結論を得た．また，CNN の一種である Inception 及び sp-Cov と ULBP と提案法と
の比較実験により提案法の優位性が確認された． 
特徴量の変換式の最適化における課題は最適化時の評価値の計算速度と FTOP
の設定である．まず，最適化時の評価値の計算速度の課題を述べる.実験では最適
化に 39164 分を要しており，これは約 27 日に相当する．評価値の計算が最適化に
おける処理時間の 97%以上を占めているため，評価値の計算時間を短くすること
が多くの解を探索し汎化性能を向上させることにつながる．評価値の計算を高速
化するためには評価値の計算に足きりを採用することや，機械学習に Bagging の
手法を採用し並列に処理することが考えられる．また，特徴量の算出に GPGPU
や FPGA を用いることが検討される．次に，FTOP の設定における課題を述べる．
実験では求解の効率化のために処理の種類の接続を制限した子問題に分割した．
しかし，この接続を制限せず時間をかければ，多くの解が探索の候補となり，よ
りよい解を得られる可能性がある．上記の最適化における処理時間の高速化が実
現できれば，この制限が外せると考えられる．また，FTN に含める処理の種類の
選択基準の整理が必要である．提案法では従来法を参考に処理の種類を決定した
が，新しい特徴量の計算式が提案される度に増やしていく，特徴量の計算式の要
素を整理しその要素のみを含める，というように処理の種類に何を選択するかに
より汎化性能は異なると考えられる． 
 本研究にて提案した FTOP は歩行者識別のみならず，クラス分類問題全てに適
用可能な手法である．従って，FTOP の適用先を増やし，その効果を検証するこ
とが今後の展望である． 
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 A-1 
付録 
  
 各実験に用いた INRIA Person Dataset の一部を図 A.1 に示す．INRIA Person 
Dataset では図 A.1(a)のように老若男女，スキー，自転車に乗っている，といった
様々な歩行者の画像が集録されている．また(b)のように Negative サンプルには街
中，自然，動物，建物，車といった様々な歩行者ではない画像が集録されている． 
 
       
(a) 
       
(b) 
図 A.1  INRIA Person Dataset の一部．(a)歩行者(Positive サンプル)，(b)歩行者
ではない画像(Negative サンプル). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 A-2 
 実験にて得られたFTNを図A.2に，図A.2よりえられる特徴量を図A.3に示す．
図 A.2 は各部を拡大した図を添付している． 
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図 A.2 実験にて得られた FTN. 
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                                 入力画像 
図 A.3 実験にて得られた FTN の出力. 
 
