In the paper "Fundamental solutions of generalized bi-axially symmetric Helmholtz equation" (Complex Variables and Elliptic Equations, 52 (8), 2007, 673-683), fundamental solutions of generalized bi-axially symmetric Helmholtz equation (GBSHE)
Introduction
In the monograph of Gilbert [1] , by applying a method of complex analysis, integral representation of solutions of the generalized bi-axially Helmholtz equation (GBSHE) where 0 < 2α, 2β < 1, α, β, λ are constants, are constructed through analytic functions. When λ = 0 this equation is known as the equation of generalized axially symmetric potential theory (GASPT). This name is due to Weinstein, who first considered fractional dimensional space in potential theory [2, 3] . The special case where λ = 0 has also been investigated by Erdelyi [4, 5] , Gilbert [6] [7] [8] [9] [10] [11] [12] , Ranger [13] , Henrici [14, 16] . There are many works [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] in which some problems for the equation H λ α,β were studied. In the paper [33] 
(1.14)
In this paper, using fundamental solutions (1.1) -(1.4) in the domain Ω ⊂ R 
Green's formula
Let's consider identity
Integrating both parts of identity (2.1) on area Ω ⊂ R 2 + = {(x, y) : x > 0, y > 0}, and using Green's formula, we find n is exterior normal to a curve S. The following identity takes place also (iii) in a neighborhoods of points A (a, 0) and
are satisfied and a point (x, y) is a coordinate of a variable point on a curve Γ . Consider an integral,
Integral (3.2) we call as a double layer potential with denseness µ 1 (s). 
are true.
Proof. (i).
Let (x 0 , y 0 ) ∈ Ω. We shall cut out from the domain Ω a circle of small radius ρ with the center in a point (x 0 , y 0 ) and the remained part Ω , we shall designate through Ω 
we have
By virtue of an adjacent relation ( [32] , p. 21)
from (3.5), we define
Similarly, we find
Then from (2.4) follows
Applying (2.6) and considering identity (1.11) we shall receive the formula
Substituting (3.9) into (3.10), we define
Introducing polar coordinates x = x 0 + ρ cos ϕ, y = y 0 + ρ sin ϕ, we find
Using formulas ( [30] , p. 253, (26) , [31] , p. 113, (4))
we define
where F (a, b; c; x) is hypergeometric function of Gauss ( [31] , p. 69, (2)). Hence
where
Using value of hypergeometric function of Gauss ( [31] , p. 112, (46))
it is not complicated to calculate that
Thus, by virtue of equality (3.17) from (3.12) at ρ → 0, we obtain
Similarly, considering equalities lim ρ→0 ρ ln ρ = 0, we define
Hence, by virtue of (3.18) and (3.19), from (3.11) at (x 0 , y 0 ) ∈ Ω follows
(ii). Let (x 0 , y 0 ) ∈ Γ. We shall lead a circuit C ρ of small radius ρ with the center in a point (x 0 , y 0 ).
The remained part of a curve, we shall designate through Γ − Γ ρ . Let's designate through C 
Similarly, introducing again polar coordinates with the center in a point (x 0 , y 0 ), we define 
The lemma is proved.
Lemma 3.2. The following identities are true:
Proof. (i). Let x 0 ∈ (0, a). We lead a straight line y 0 = h (h is enough small number) and we consider
domain Ω h which is the part of area Ω laying above a straight line y 0 = h . Applying the formula (2.6), we obtain 27) where x 1 (ε) is an abscissa of a point intersection of a curve Γ from a straight line y 0 = h. By virtue of (3.8) from (3.27), follows
Using the formula (3.14) of equality (3.28), we have
Let's introduce a new variable of an integration x = x 0 + ht , then
By virtue of that
,
, then from (3.30) follows w
1 (x 0 , 0) = −1. This lemma can be proved as lemma 3.2.
Theorem 3.1. For any points (x, y) , (x 0 , y 0 ) ∈ R 2 + and x = x 0 , y = y 0 the inequality is fair
Proof. By virtue of identity (3.15), we have
The following inequalities take place
Hence, from (3.38) we define to an inequality (3.37). The theorem is proved. From an inequality (3.37) on the basis of the formula ( [31] , p. 117, (12))
follows that q 1 (x, y; x 0 , y 0 ) has a logarithmic singularity at r = 0. 
and w
(1)
e (t) are limiting values of a double layer potential (3.2) at (x 0 (t) , y 0 (t)) → Γ from the inside and the outside, respectively. The proof of the theorem 3.3 follows from a lemma 3.1 and theorems 3.1, 3.2.
4 A double layer potential w 
Lemma 4.1. Takes place identities
dy.
This lemma can be proved similarly as lemma 3.1.
Theorem 4.1. For any points (x, y) , (x 0 , y 0 ) ∈ R 2 + and x = x 0 , y = y 0 the inequality is fair
If the curve Γ satisfies to conditions (3.1), the inequality takes place
where C 2 = const. The proof of theorems 4.1 and 4.2 follows from the formula 
where 
Lemma 5.1. The identities
is true. Where
The proof of this lemma to be spent just as the proof of a lemma 3.1.
Theorem 5.1. For any points (x, y) , (x 0 , y 0 ) ∈ R 2 + and x = x 0 , y = y 0 the inequality is fair
Theorem 5.2. If the curve Γ satisfies to conditions (3.1), the inequality takes place 5) where C 3 = const. The proof of theorems 5.1 and 5.2 follows from the formula 
Lemma 6.1. Identities
takes place, where dy.
(6.
3)
The proof of this lemma also to be spent just as the proof of a lemma 3.1. 
e (t) are limiting values of a double layer potential (6.1) at (x 0 (t) , y 0 (t)) → Γ from the inside and outside, respectively. The proof of the theorem 6.3 follows from a lemma 6.1 and theorems 6.1, 6.2.
In the further, the studied theory of a double layer potentials will be used at solving of boundary value problems for the equation H 0 α,β .
