We evaluated the performance of two methods for estimating stem volume increment at individual tree level with respect to bias due to random measurement errors. Here, growth is either predicted as the difference between two consecutive volume estimates where single-tree volume functions are applied to data from repeated measurements or by a regression model that is applied to data from a single survey and includes radial increment. In national forest inventories (NFIs), the first method is typically used for permanent plots, the second for temporary plots. The Swedish NFI combines estimates from both plot types to assess growth at national and regional scales and it is therefore important that the two methods provide similar results. The accuracy of these estimates is affected by random measurement errors in the independent variables, which may lead to systematic errors in predicted variables due to model non-linearity. Using Taylor series expansion and empirical data from the Swedish NFI we compared the expected bias in stem volume growth estimates for different diameter classes of Scots pine (Pinus sylvestris L.) and Norway spruce (Picea abies (L.) Karst.). Our results indicate that both methods are fairly insensitive to random measurement errors of the size that occur in the Swedish NFI. The empirical comparison between the two methods showed greater differences for large diameter trees of both pine and spruce. A likely explanation is that the regressions are uncertain because few large trees were available for developing the models.
Introduction
Long-term monitoring systems are essential for studying the development of forests at national and regional scales and for obtaining data for strategic forest management planning. National forest inventories (NFIs) estimate the current status and change over time of a large number of forest parameters, such as growth and yield of timber resources, carbon stocks, bioenergy potentials, biodiversity, and recreational values (Davis et al. 2001 , Backéus et al. 2006 , Vainio et al. 2009 ). Stem volume increment of the major commercial tree species are important estimates for the assessment of sustainable harvesting levels.
Today, the NFIs in most countries are based on sample plot designs (McRoberts et al. 2010 , Tomppo et al. 2010 . The sample plots are often laid out systematically with a random starting point, and can be temporary, permanent or a combination of both. Permanent sampling units are an important component of many forest monitoring systems due to their capacity to provide appropriate data for estimating change and detecting trends (for example, van Deusen 1989) . Growth estimation generally is most efficient when fixed radius plots are used, compared to Bitterlich designs where tree-size dependent inclusion areas may cause substantial variability (Kangas & Maltamo 2006 ).
There are two basic approaches to estimate growth at individual tree level (for example , Svensson 1988 , Strand & Li 1990 . According to the first method (i) growth is estimated as the difference between volume predictions from two consecutive inventories which requires permanent plots that can be remeasured at certain intervals. Typical input variables in volume functions are tree species, diameter at breast height (dbh), height (h) and crown height (ch) (Näslund 1940 , Näslund 1947 , Brandel 1990 ). Method (ii) can be applied on either temporary or permanent plot data from a single survey. Here, growth is estimated directly by a regression model that includes radial increment and tree age as additional independent variables (Svensson 1988) . If the inventory consists of both temporary and permanent plots, generally method (i) is applied on permanent plots while method (ii) is applied on temporary plots, and the estimates are combined to predict growth for the surveyed area.
A conceptual model (Beers 1962) describes growth between two consecutive inventories as a function of ingrowth, survivor growth, mortality, and cut. Ingrowth represents the volume of trees that were smaller than a certain threshold size at the first inventory but large enough to be included in the second inventory. Survivor growth is the difference in volume for trees included at both occasions, while mortality and cut are removals from the growing stock. Depending on the length of the remeasurement intervals it may be necessary to account for the growth of trees that died or were cut in the time between the inventories in order to increase the precision when estimating growth on permanent plots (for example, Poso 2006) . These trees also contributed to the total growth. However, it is often difficult to establish the exact year of death and to quantify the growth accumulated until then.
It is important to understand what factors influence the accuracy of the final estimates. The performance of the described methods for growth estimation at tree level is affected by the sampling design, the correctness of the functions including model selection, the parameter estimation and the material used, non-explained residual variability, and measurement or classification errors in the input variables in applications (cf. Gertner & Dzialowy 1984 , Smith & Burkhart 1984 , Gertner 1986 , Kangas 1996 , Kangas 1998 , Eid 2000 , Canavan & Hann 2004 , Pedersen & Skovsgaard 2009 , Mäkinen et al. 2010a . Measurement errors generally receive less attention and are assumed to be relatively small compared to sampling errors and regression function errors (Gertner 1990) . Sampling errors normally only give rise to random errors and can be reduced by increasing the sample size. It is known from control inventories that random measurement errors, for variables such as diameter and height, can be substantial even if the systematic errors generally are small (Daamen 1980) . Random errors can also lead to increased random variation and systematic errors (bias) in predicted variables due to model non-linearity (for example, Gertner 1991 , Pedersen & Skovsgaard 2009 ). The magnitude of this type of errors can be expected to be different on permanent sample plots compared to temporary sample plots. Also, the error propagation through the functions may be different for method (i) and (ii).
The objective of this study was to evaluate the magnitude of bias introduced by random measurement errors for the two methods to estimate growth at individual tree level. We approached this first theoretically, using Taylor series expansion to assess bias, and also empirically by comparing the outputs from the two methods when applied to a common data set from the Swedish NFI.
Materials and methods

NFI data
The Swedish NFI is carried out annually using a combination of permanent and temporary sample plots (Ranneby et al. 1987 , Axelsson et al. 2010 . To facilitate field work and improve efficiency in data acquisition, all plots are circular and clustered in square tracts with variable size and spacing depending on five different regions. The inventory is designed as 5 year cycles, which means that the permanent plots generally are remeasured after 5 years but for practical reasons sometimes longer intervals can occur. We extracted a data set from the NFI database that allowed us to compare both growth estimation methods based on the same data. During a limited period (1993-1998) increment cores had been collected also on permanent plots. A subset of plots was then selected with the requirement that they were located on forest land and contained at least one sample tree of the species Scots pine (Pinus sylvestris L.) or Norway spruce (Picea abies (L.) Karst.). Figure 1 shows the geographical location of the selected plots, distributed over the forested area of Sweden.
> Figure 1 All plots used in this study were established in 1983-87. They were remeasured for the first time in 1988-92, and again in 1993-98 . Incomplete records were removed from the original data set of 1968 trees, for example observations with missing or incorrectly calculated volumes in the database, or where no radial increment had been registered for the outermost tree ring but survey dates later than July suggested that cell growth had occurred. Some observations were removed because they were measured in the fall of 1993 although the plots belonged to the 1994 sample. The remaining data set comprised 747 plots with 1 to 10 sample trees per plot, in total 1877 trees. The average number of sample trees on a plot was 2.5. An overview of the data is given in Tables I and II 
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x denotes input variable 1 at time point 1, etc. The indices N and S refer to volume functions by Näslund (1940 Näslund ( , 1947 and growth functions by Svensson (1988) , respectively. Current practice in the Swedish NFI is to use Näslund's functions to obtain growth estimates from permanent plot data as volume differences and to apply Svensson's functions for trees on temporary plots. The various required input variables for Scots pine and Norway spruce are explained in the Appendix. In the case of Näslund's volume functions we also need to consider three different regions.
Assessment of bias
The bias due to random measurement errors in the two methods for growth estimation was evaluated through Taylor approximation. We calculated the theoretical bias based on known measurement error variances for the predictor variables.
First, we linearised the growth functions with general second order Taylor series expansion for the case of several independent variables, i.e. 
, , , x x x  are independent variables and 10 20 30 , , , x x x are the values of these variables at the point around which the function f is approximated. In our applications this point was selected to correspond to the (unknown) true values of the independent variables (which also corresponds to the expected values of the variables 1 2 3 , , , x x x  since they deviate from the true values only by random measurement errors).
To obtain a bias formula we rearranged the terms in the previous equation. Asserting that the expected value of the function is fairly well approximated by the function value using the expected values of the independent variables as input, we can express bias as follows
All first order terms disappear according to the assumption   the corresponding covariance term will be non-zero, and the covariance terms will also affect the bias. In case of non-correlated errors the covariances are zero.
The general principle described above was applied to the functions by Näslund (1940 Näslund ( , 1947 and Svensson (1988) and the specific formulas are provided in the Appendix.
Comparison of growth estimation methods (i) and (ii)
The bias formulas were applied to the data from the Swedish NFI, using measurement error variances (and covariances) from studies by Broman and Christoffersson (1999) and Berg Lejon (2003) . These measurement errors were obtained from control surveys within the Swedish NFI, which may be better described as measurement variability studies as the measurement error variances are derived based on an assumption of two independent measurements of the same attribute (Westfall & Patterson 2007 ). For several tree-level attributes that affect the tree volume estimates, i.e. dbh, tree h, ch, and bark thickness (b), the measurement error variances were described by linear functions of dbh for each species. The random error for the variable crown length (cl) was derived from tree height and crown height where we assumed a correlation of 0.5 between the measurement errors of these variables on the same tree. The error variances for the tree-level attributes in method (ii) such as 5 year radial increment and tree age at breast height were assumed to be independent of tree size. The measurement errors in terms of standard deviation for dbh and h are given in figure 2. The levels are similar to those reported by Päivinen and Yli-Kojola (1989) .
>Figure 2
To study the influence of measurement errors on bias, we evaluated the theoretical bias not only for the level of measurement errors in the NFI as estimated by Broman and Christoffersson (1999) and Berg Lejon (2003) but also for error levels (variances) that were twice and four times as large as the baseline.
For the empirical comparison we used the same NFI data set for growth estimates according to methods (i) and (ii). All required variables including measurements of radial increment and tree age were available from this set of permanent plots. While the regression model for method (ii) always provides growth estimates for the last five years, the values obtained by method (i) need to be adjusted. Remeasurement intervals of 5-6 calendar years actually corresponded to a range of 4-7 growing seasons depending on when the plots were visited. To make the methods comparable, we developed a function based on the geographical location of each plot and the date of inventory and applied a correction factor 5/z to the observed growth, where z is the actual number of growing seasons. Start and length of the growing season were determined from the variables latitude and altitude (Morén & Perttu 1994) . These functions by Morén & Perttu (1994) were derived for a We performed pairwise comparisons at individual tree level to evaluate whether there was a significant difference between the two methods for pine and spruce trees in different diameter classes. Plot averages were used when several trees occurred on the same plot. To evaluate if we had eliminated the effect of varying growth periods for method (i) a simple regression analysis was applied with the empirical difference as the dependent variable and the number of growing seasons as the independent variable. No significant trends over interval length remained in the data.
Results
The magnitude of bias introduced by random measurement errors was generally very small for both growth estimation methods. There was a slight trend with increasing dbh for Norway spruce, positive for method (i) and negative for method (ii), which increased the difference between the methods for large trees. The maximum theoretical differences to be expected from our bias estimates were 0.05 and 0.16 dm 3 for Scots pine and Norway spruce, respectively, for trees in the largest dbh classes. The variation was much greater when studying the empirical difference between actual growth estimates obtained by method (i) and (ii). However, the difference was only significant for pines larger than 45 cm and spruces smaller than 15 cm at the 5 % error level. Overall, method (i) produced larger estimates than method (ii) for Scots pine, but the opposite was the case for Norway spruce. A summary of the results is presented in Table III , where the tree level biases were averaged within size classes.
>Table 3
The increased bias for the simulated levels of random measurement errors in the explanatory variables for volume increment is shown in Figure 3 . The estimated bias is always less than 1.5 percent of the estimated volume increment for both methods and investigated levels of measurement errors.
>Figure 3
Discussion
Today's large-scale NFIs often have a sampling design where field data from both permanent and temporary sample plots are collected and there is a need to combine growth estimates derived from different methods. Therefore it is important that the applied models provide similar results, especially considering that the precision of measurements may vary between permanent and temporary plots (e.g. Broman & Christoffersson 1999) . Since they were introduced in 1983, the share of permanent sample plots has increased considerably in the Swedish NFI. Currently they make up more than half of the newly established plots (Nilsson et al. 2011) . This implies that estimates of volume increment according to volume differences now influence the final growth estimates that are reported at county and national level more than in earlier decades.
The data set we chose for this study was limited by the initial requirement that increment cores had been collected in addition to the usual assessment of permanent sample plots. Since this was only done during a short period, the material was not sufficient to quantify the difference between the models. But we could see in the empirical study that the two methods lead to similar results regarding estimated volume increment for both pine and spruce and for all diameter classes except the very large trees. There may be many different reasons for this. Most plausible is that the models by Svensson are uncertain for large diameters because they were only underpinned by few large trees. Svensson (1988) fixed the effect of the variable ln(dbh) by altering the response variable ln(vi) to ln(vi)-ln (dbh)) to avoid overestimations for large trees. A conclusion of the present study is that further analyses concerning the volume increment predictions on large trees for method (ii) could be motivated. Overall no substantial trends were revealed when studying growth estimation residual errors over the independent variables included in the functions.
The main finding of this study was that both growth estimation methods appear to be rather insensitive to random measurement errors when these have a magnitude corresponding to that of the Swedish NFI. However, when increasing the size of random errors the bias also increased, although not above 1.5 %. Measurement error levels of higher magnitude may occur in other practical large-scale inventories that are not as rigorously controlled as NFIs generally are. Also, compared to sampling error, the error due to measurement variation tends to be rather small (Westfall & Patterson 2007) . Both approaches can apparently be safely applied to estimate growth from inventory data. However, it should be noted that whenever a method based on data from one time point only is applied, it will be difficult to estimate the contribution to the total growth by harvested trees or trees that have died for other reasons during the period. By repeated measurements, it is easier to obtain a complete picture of the stand development on the plot, although even in this case it may be difficult to estimate the growth on trees that have died or been cut.
The theoretical bias we estimated for individual trees was very small and can probably be neglected in larger contexts where country-level forest growth scenarios, total biomass or carbon budgets are modeled. It is difficult to evaluate the magnitude of bias when, for example, models are extrapolated. Unpublished research (concerning large scale estimates at national level based on NFI data) indicates that the sampling variance dominates the error structure. More important than random measurement errors are the effects of misclassification or model errors. To correct for measurement errors requires knowledge of the error distribution (Canavan & Hann 2004) . Outlier detection methods are available to check for assessment errors in inventory data and thus can be used to enhance data reliability (Mäkinen et al. 2010b ). Gertner & Köhl (1992) found that the survey system for the First Swiss NFI was rather insensitive to random errors but not to systematic measurement errors.
Here, we describe how the formulas for bias were developed.
Method (i), volume increment vi on permanent plots, is based on Näslund's (1940 Näslund's ( , 1947 volume functions for individual trees and calculated as the difference between the volumes inside bark measured at the two surveys with usually a 5 year interval between volume estimates 1 v and 2 v .
The volume of Scots pine for northern Sweden is:
for southern and central Sweden:
and for Norway spruce in all three regions:
where dbh stands for diameter at breast height inside bark (cm), h is the tree height and c the live crown base in meters, and b denotes double bark thickness (mm). The unit for volume v is dm 3 . All parameters  can be found in Näslund (1940 Näslund ( , 1947 .
For method (ii), or volume increment on temporary plots, Svensson's (1988) 
where vi is the volume increment inside bark for 5 years, not including the year of inventory (1/100 dm 3 ), dbh is diameter at breast height inside bark (mm), h is tree height in dm, di stands for diameter increment for the outermost 5 tree rings, not including the year of inventory (1/10 mm), cr is the crown ratio in unit 1/1000 (crown length divided by tree height), and a is the age at breast height.
Parameters are available in Svensson (1988) .
Calculation of expected bias in methods (i) and (ii) was done as follows.
Bias was defined as "Expected value -True value" and approximated by Taylor series with second derivatives multiplied with measurement error variances: 
First order derivatives and all covariance terms equal zero and could be deleted. Measurement error levels came from Broman & Christoffersson (1999) where the standard deviations and variances for the variables of interest, such as height, crown height and bark thickness, are functions of dbh outside bark. We used the error levels presented for permanent plots in the report and calculated the variances for our data consisting of 1877 individual trees. For measurement errors in variables obtained from increment cores like ring width and tree age at breast height, we had access to a study that compared WinDendro with traditional microscope measuring routines in the NFI (Berg Lejon 2003) . This gave us the magnitude of error in these variables. The variances 1.86 for tree age and 10.42 for 5-year diameter increment (1/10 mm) were applied for all trees.
The resulting bias formulas are: 
Var cr e e Var a a a 
