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Abstract 
We develop state feedback control laws for linear 
time-varying systems with quadratic cost criteria by 
an indirect Legendre pseudospectral method. This 
method approximates the linear two-point boundary 
value problem t o  a system of algebraic equations by 
way of a differentiation matrix. The algebraic system 
is solved to generate discrete linear transformations be- 
tween the states and controls a t  the Legendre-Gauss- 
Lobatto points. Since these linear transformations in- 
volve simple matrix operations, they can be computed 
rapidly and efficiently. Two methods are proposed: one 
that circumvents solving the differential Riccati equa- 
tion by a discrete solution of the boundary value prob- 
lem, and another that generates a predictor feedback 
law without the use of transition matrices. Thus our 
methods obviate the need for solving the time-intensive 
backward integration of the matrix Riccati differential 
equation or inverting ill-conditioned transition matri- 
ces. A numerical example illustrates the techniques 
and demonstrates the accuracy and efficiency of these 
controllers. 
1 Introduction 
Orthogonal polynomials have been used extensively in 
solving optimal control problems. In particular, their 
use in solving linear time-varying (LTV) optimal con- 
trol problems has been widespread. Hwang and Chang 
[l] used shifted Legendre polynomials whereas Chou 
and Horng (21 used Chebyshev polynomials for solving 
LTV problems. More recently, Razzaghi [3] employed 
a Fourier series method for solving this class of prob- 
lems. The common approach in all these papers is t o  
first expand the state and control variables as a gen- 
eralized Fourier series with the appropriate orthogonal 
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functions as the basis functions. Then, the orthogo- 
nality of these functions is used to  arrive at simplified 
expressions for forward and backward integration ma- 
trices. These matrices, in turn, are used t o  express the 
state transition matrices in the optimal control law in 
terms of unknown coefficients of expansion. 
Another approach has been to use orthogonal poly- 
nomials in the context of pseudospectral methods [4]- 
[6] .  Through the use of a spectral differentiation ma- 
trix, the optimal control problem is transformed to  a 
nonlinear programming problem. Thus, it is apparent 
that for linear systems with quadratic cost criteria, the 
optimal control problem can easily be transformed to  
a quadratic programming (QP) problem (a quadratic 
cost function subject to linear algebraic constraints)[7]. 
This method is in sharp contrast to  prior work on us- 
ing orthogonal polynomials which rely on approximat- 
ing the two-point-boundary value problem (TPBVP) 
derived from the necessary conditions. Recently, Lu 
[8] approximated the related receding-horizon problem 
for LTV systems to a QP problem; Based on Simpson- 
trapezoid approximations for the integral and Euler- 
type approximations for the derivatives he approxi- 
mated the LTV systems to a Q P  and then derived an- 
alytic control laws. Whereas Elnagar et al [7] chose 
to  solve their QP problem numerically, Lu used the 
analytic solution. In both methods, by using a direct 
approach (avoiding the solution of the necessary con- 
ditions), one avoids the pitfalls of the indirect methods 
such as integrating the Riccati equation, but in Elna- 
gar’s approach, the solution maybe not be as accurate 
as the indirect methods, and in Lu’s method, finding 
higher order control laws for step by step replacements 
for the states can be too tedious. 
Recently, Fahroo and Ross [9] proposed the Indirect 
Psuedospectral Method for solving optimal control 
problems. In this method, the TPBVP arising from the 
necessary conditions is solved by spectral collocation. 
For general nonlinear problems the resulting set of alge- 
braic equations that approximate the boundary-value 
problem are nonlinear and an iterative technique is nec- 
essary. However, for LTV systems with a quadratic 
cost function the algebraic system is linear. Thus, well- 
known methods from linear algebra can be used t o  solve 
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the TPBVP. We propose two different ways of comput- 
ing the feedback laws. In one technique, we solve for the 
values of states and costates at the collocation points, 
and in the process we calculate the optimal feedback 
law at these points. To find the'values of the optimal 
states and controls at any time different from the col- 
location points, an interpolation scheme can be used. 
All the computations can be performed off-line once, 
and we will show that even with a small number of 
collocation points, the results are highly accurate. 
In the second technique, we generate a discrete lin- 
ear transformation from the initial state to the initial 
costate. We will show that this linear transformation is 
numerically very efficient and hence can be computed 
on-line. This generates a linear feedback law for the 
controls when the "initial" time, TO is replaced by the 
current time, T ,  and the final time, ~ f ,  by "time-to- 
go," T = ~f - T .  By way of a numerical example, we 
show the accuracy, efficiency and effectiveness of both 
techniques which are based on pseudospectral approx- 
imations of the underlying equations. 
2 Problem Formulation 
Consider the LTV system 
X = A(T)x  + B(T)u, ~ ( 0 )  = 20. (1) 
Here, X ( T )  E R" and U(T) E R" are the state and con- 
trol vectors, respectively. The time-varying dynamics 
and control matrices, A(T) and B(T) are of dimensions 
n x n and n x m, respectively. The optimal feedback 
control problem is to determine u(x, T )  satisfying Eqs. 
(l), while minimizing the cost functional 
:: c 1 2 J = - x ~ ( T ~ ) P ~ x ( T ~ )  + - [ x ~ ( T ) Q ( T ) x ( T )  
+UT(7)R(7)47)] d7-7 (2) 
where P~(T) and Q(T)  are symmetric positive semi- 
definite matrices, and R(r) is a m x m symmetric pos  
itive definite matrix. The Hamiltonian for this system 
is 
1 
7-1 = 2 [x~(T)&(T)x(T) + u ~ ( T ) R ( T ) u ( T ) ]  + 
AT@)  [A('r)X(T) + B(T)U(7)17 (3) 
where A(T) is the costate vector that satisfies the dy- 
namics 
[Q(.)x(.) + AT(+(.)]  (4) - m  A = - - = -  ax 
with the transversality condition 
From the Minimum Principle, the necessary optimality 
condition 
- d?i - = o  
dU 
yields the optimal control 
U(.) = - R - ' ( T ) B T ( T ) A ( . )  = F ( T ) X ( T )  (7) 
where F ( T )  = -R- ' (T )B~(T) .  Substituting Eq.(7) into 
Eq.(l) and including Eq. (4), we have the following 
linear two-point boundary-value problem 
with X ( T O )  = 30, and A ( T ~ )  = P~x(T~). In principle, 
Eq.(7) is an open-loop controller. To generate closed- 
loop control by way of solving the linear two-point 
boundary-value problem, there are two well-known so- 
lution methods. In the backward sweep method in- 
spired by Eq.(5), the problem is defined as finding P ( T )  
such that 
It is straightforward to show [lo] that, P(T), satisfies 
the differential Riccati matrix equation 
P = - P A  - ATP + fBR- 'BTP - Q ,  
X(7) = P ( T ) X ( T )  (9) 
P(TJ)  = Pf 
(10) 
Thus, Eq.(7) together with Eq.(lO) forms a continuous 
feedback control law. It is well-known that this method 
is potentially unstable and numerically intensive. This 
is a critical issue in perturbation guidance where the 
Accessory Minimum Problem associated with nonlin- 
ear optimal control problems needs to be solved on- 
line and repeatedly [lo]. In the sampled-data feedback 
approach, the goal is to find the transformation that 
maps X(TO)  to A(To), so that ~ ( 7 0 )  can be obtained 
from Eq.(7). Replacing TO and the parameters at 70 by 
those at  T ,  the most recent sample time, a continuous 
feedback law is easily generated. The important is- 
sue is, therefore, a computationally stable and rapid 
method for arriving at this transformation. In the 
method based on transition matrices [lo], this trans- 
formation is obtained as follows: Denote by X ( t )  and 
A(t )  the transition matrices that satisfy the state and 
costate equations with the boundary conditions 
: 
X ( T ~ )  = I ,  the identity matrix, A(TJ)  = Pf 
then we have 
4.) = x(7-)[x(70)1-1470), (11) 
A(.) = ~ ( ~ ) [ X ( 7 . o ) l - ' x ( . r o ) ,  (12) 
P(TO,.) = A(7)[x(70)1-1 (13) 
P(,) = A ( T ) [ ~ ( T ) ] - '  (14) 
from which we get 
Replacing TO by the current time, T ,  we get, 
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This method is potentially ill-conditioned since the re- 
quired integrations are unstable in either the forward 
or backward directions. 
In order to avoid the problems associated with either of 
these methods, in this paper we suggest an efficient dis- 
cretization technique from which P ( T )  can be rapidly 
generated in the sense that no forward or backward in- 
tegrations are explicitly required. Our method is fun- 
damentally approximate in the sense that we rely on 
accurately discretizing the equations by a differentia- 
tion matrix. The discretization technique is based on 
a pseudospectral scheme which will be described in the 
next section. We present two methods that are similar 
in spirit to  the two outlined above but without some 
of their associated problems. In the first method based 
on a discretized version of the backward sweep method, 
we seek to find the mapping, 
X ( T ~ )  = P(T~)x(T~) (15) 
that approximates Eq.(9) at the shifted Legendre- 
Gauss-Lobatto (LGL) points (defined in the next sec- 
tion) in the interval, T E [ T O , T ~ ] .  The optimal control 
is given by 
u ( T ~ )  = -IT1 ( T ~ ) B ~ ( T ~ ) P ( T ; ) x ( T ~ )  16) 
As in the usual practical implementation of the back- 
ward sweep method, the sequence of gain matrices, 
= -R- ' (T; )B~(T;)P(T~)  (17) 
may be interpolated for values of T in between the LGL 
points. 
In the second method based on the sample data feed- 
back law, we seek to  find a mapping such that 
X(T i )  = I$X(To) (18) 
where, as before, the subscript i denotes the LGL col- 
location points. The sampled data optimal control is 
expressed as 
Of course, we are only interested in CO in the sense that 
the feedback controller is obtained by replacing x ( T ~ )  
by the most recent state, x. In the following sections we 
describe and derive a numerically efficient method for 
computing P ( T ~ )  and CO. We also derive a functional 
relationship for CO and expound on Eq.(19). 
3 The Legendre Pseudospectral Method 
The basic idea of this method is to seek polynomial 
approximations for the state, costate and control func- 
tions in terms of their values at the Legendre-Gauss- 
Lobatto (LGL) points. Then the LTV systems with 
quadratic criteria are reduced to  solving a system of 
algebraic equations. Based on the algebraic equa- 
tions, the analytical control laws can be derived. In 
the numerical approximation of the optimal control 
problem, since the collocation (LGL) points lie in the 
computational interval [-I, 11, the problem is t r a n s  
formed to  this interval by the linear transformation for 
that Eqs. in (8), and the boundary conditions can be 
replaced by 
t E [to,tN] = [-I1 11 : T = ( T J - T O ) t + ( T f + T O )  It follows 2 
[A(T)X + B(7)F(T)XI 1 (20) Tf - T o  x z -  2 
x(-1) = 2 0 ,  
X(1) = PfX(1) 
In the Legendre pseudospectral method, the LGL col- 
location points are closely related to  the Legendre poly- 
nomials which are orthogonal over the interval [-1,1] 
with the weight function a(t)  = 1. Let LN(t) be 
the Legendre polynomial of degree N on the interval 
[-1,1]. In the Legendre collocation approximation [4]- 
[7] of Eqs.(20)-(23), we use the LGL points, which have 
a fixed value at the first and last nodes, and therefore, 
are most suited for solving boundary value problems. 
These points t l ,  1 = 0 , .  . . , N are given by 
to  = -1, t N  = 1, 
and for 1 5 1 5 N-1, tl are thezeros of LN, the deriva- 
tive of the Legendre polynomial, L N .  As described in 
the previous section, we start by approximating the 
continuous state and control variables by N t h  degree 
polynomials of the form 
N 
x ( t )  = XYt) = C X l h ( t ) ,  (24) 
X ( t )  = XN(t) = W l ( t ) ,  (25) 
k 0  
N 
t=o 
where, for 1 = 0,1,  ..., N 
are the Lagrange polynomials of order N which inter- 
polate the functions at  the LGL points. I t  follows that 
XN(tl) = Xl, A N & )  = Al. (27) 
To carryout the approximation of the state equations, 
we impose the condition that the approximations above 
satisfy the differential equations at the LGL colloca- 
tion points. To express the derivative xN(t) in terms 
of xN(t) at the collocation points t k ,  we differentiate 
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(24) and evaluate the result at t k  to obtain a matrix 
multiplication of the following form: 
N N 
XN(tle) =  XI&(^) = &xir ' (28) 
where Dkl = & ( t k )  are entries of the ( N +  1) x ( N +  1) 
differentiation matrix D 
1=0 l=O 
The state equations and the initial and terminal state 
conditions are discretized by first substituting Eqs.(24)- 
(25) and derivatives of the form (28) in Eqs.(20)-(23) 
and collocating at the LGL nodes, t k .  The state and 
costate equations are transformed into the following 
algebraic equations for k = 0,. . . , N ,  
where for a generic matrix A( t ) ,  the notation A k  de- 
notes A(&).  Also, the boldface 0 represents the zero 
vector of appropriate dimension. Writing these equa- 
tions in block matrix notation, for 





l-f - = 0 A-X-  
7f -70 - 
2 
QX +A+n = o 
2 
WhereA- , j+ ,G ,Q are [ n ( N + l ) x n ( N + l ) ]  matrices 
whose (ij)th blocks are n x n matrices of the following 
form 
i # j  
BiFi = -B;Rr'Bi, i = j 
[G];3 = 
In the above, I,, and 0, are the n x n identity and zero 
matrices, respectively. The initial and final conditions 
are 
The goal is to solve Eqs.(33) and (34) subject to the 
transversality conditions Eqs. (36) and (37). There- 
fore, first we write the equations for the state and 
costate vectors x and X in block form to have the block 
matrix form 
[ yQ A- -TG] K] r V Z =  E] (38) 
P -I 
In these equations Z' = [X', A'] and P and 1 are the 
following n x n ( N  + 1)  matrices 
P = [On, .. . , on, P f ]  
i = [On, .. . , on, I,] 
(39) 
(40) 
The matrix V in Eq.(38) is of dimension n(2N + 3)  x 
2n(N + 1)  that may be rearranged in two useful ways. 
Consider first its partitioning as v = [Vz VA] where 
V, and VA are each of dimensions n(2N + 3)  x n(N + 1)  
so that we have 
V,X + VxA = 0 (41) 
By rewriting this equation, we get the following expres- 
sion for A in terms of X: 
A = -V,\V,X = FX (42) 
where the \ operator (inspired by MATLAB) denotes 
the least-squares solution. In MATLAB, matrix P can 
be computed very efficiently by way of a QR decompo- 
sition. Comparing Eq. (42) to Eq. (15), it is appar- 
ent that we have found the transformation for our first 
method (Cf. Eq. (15))  as, [I?;] = -vx\v, = P (43) 
This matrix can be computed once off-line, and using 
the solutions to the system (38), we can write the op- 
timal feedback law at the collocation points from Eq. 
(16): 
U ( T ~  ) = - R- (7; ) B~ (7; ) P ( T ~  ) x ( T ~  
239 1 
For the second method, we partition V as V = [VO 
such that 
V,] 
, Vox0 + Vex, = 0 (44) 
where vector X, is of dimension n(2N + 1) x 1 and is 
defined as 
x, = [xT,xT,. . ., XT,, AT, . . . , (45) 
Thus, VO and V, are [n(2N + 3) x n],  [n(2N + 3) x 
n(2N + l)] block matrices of V ,  respectively. We can 
solve Eq. (44) for X, as 
x, = -v,\voxo = w x o  (46) 
where, as before, the \ operator denotes the least- 
squares solution in MATLAB. As indicated in Eq. (46), 
W 2 -V,\Vo is a matrix of dimension (2nN + n) x n. 
Since z = [z] y e  get 
where Wl and W2 are partitions of the [I, 
each of dimension n ( N  + 1) x n so that we have, 
W ]  matrix, 
x = WIXO (47) 
A = W ~ X O  (48) 
Comparing Eq. (48) to Eq. (18), it is apparent that  
Figure 1: Comparison of the results for the feedback 
gain from the numerical integration (True Solution) 
and LGL method 
with the cost functional 
1 
(53) J = f 1 [Z2(T) U2(T)]dT. 
The problem is to find the optimal control U(.) which 
minimizes (53) subject t o  the constraints of the Eqs. 
(51) and (52). The optimal control is given by 
U ( T )  = -w(T)x(T) ,  (54) 
[ “1 w2 
CN  
where W ( T )  is the solution of the Riccati equation 
(49) 
Thus, CO is simply the first n x n block of W2. Note 
that for a given system, CO is a function of N and 
~f - 1-0. Replacing TO by the current time, T ,  we have 
Lo &(N,  T) where T is “timeto-go” defined as, T = 
~f - T.  Thus, a continuous-data feedback controller (Cf. 
Eq. 19) can now be written as 
U ( T ,  x) = -R-’(T)B~(T)CO(N,T)X (50) 
It is important to  note that in our methods, both P ( T ~ )  
and CO and hence the controllers are obtained without 
any explicit integration or construction of transition 
matrices. 
A Numerical Example 
Consider the linear timevarying system 
k ( ~ )  = T Z ( T )  + u(T), 0 5 T 5 1 (51) 
x(0 )  = 1 (52) 
In Refs. [1]-[3], the optimal feedback law is approx- 
imated using the respective method and is compared 
against the numerical solution of Eq. (55). Using our 
method, we can solve for ‘ W ( t k )  from Eqs. (47)-(50). 
In Table 1 we show the solutions of the feedback gain 
for 4 and 8 LGL points and compare them against the 
numerical solution obtained by integrating the Riccati 
equation (55) and interpolating the results to  get the 
values at t k .  The results show that we can get very ac- 
curate results for a low number of N in a very fast and 
efficient manner. 
Figure 1 demonstrates the results. The solid line r e p  
resents the “true” solution from numerical integration; 
‘000’ represents the solution for 4 LGL points and the 
solution for 8 LG points is denoted by ‘***’. The sec- 
ond graph shows the accuracy of the first technique 
where the states, costates and the controls are com- 
puted for 8 LGL points, and then interpolation is used 
t o  find the values for the times in between. The curve 
fitting or interpolation is performed for 20 points. The 
graph shows clearly the accuracy of results. 
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Table 1: Comparisons of the Solutions for the Riccati Equation 
4 ,  , , , , , , , , , 
I- 
r k  
Figure 2: Comparison of the results for the optimal 
feedback control from the numerical integration (True 
Solution) and the interpolation technique 
Conclusions 
In this paper, we have shown that by using a Legen- 
dre pseudospectral discretization method the necessary 
conditions for an LTV system can be transformed to a 
coupled system of linear algebraic equations. We pro- 
posed two techniques for solving the resulting system 
to obtain the optimal control laws. Both techniques 
rely on simple linear algebra methods which avoid in- 
tegration of differential Riccati equation (DRE), or us- 
ing transition matrices. The second technique based 
on the sampled-feedback data has the potential of ex- 
tension to problems such as receding-horizon control 
problems where continuous on-line computation of the 
DRE is required. For these problems, our technique of- 
fers an efficient and speedy calculation of the optimal 
feedback laws on-line without the need for integration 
of the DRE. 
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