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Abstract
We analyze theoretically the problem of testing for p-hacking based on dis-
tributions of p-values across multiple studies. We provide general results for
when such distributions have testable restrictions under the null of no p-hacking.
We find novel additional testable restrictions for p-values based on t-tests. An-
alytical characterizations of the distributions of p-values under the null of no
p-hacking and the alternative where there is p-hacking allow us to both analyze
the power of existing tests and provide new more powerful statistical tests for
p-hacking. Results are extended to practical situations where there is publica-
tion bias and when reported p-values are rounded. We also show that tests for
p-hacking based on distributions of t-statistics can be problematic and may not
control size. Our proposed tests are shown to have good properties in Monte
Carlo studies and are applied to two datasets of p-values.
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1 Introduction
A researcher’s ability to explore various ways of analyzing and manipulating data and
then selectively report the ones that yield statistically significant results, commonly
referred to as p-hacking, compromises the reliability of research and undermines the
scientific credibility of reported results. There is a broad set of approaches available to
researchers for p-hacking, from judicious covariate or model selection, searching over
choices in nuisance parameter estimation to searching over data sources and decisions
on cleaning the data. A greater availability of data in electronic form combined with
powerful statistical programs allow researchers to report the ‘best’ results after exam-
ining a wide variety of sets of variables to use as predictors or instruments, possible
model specifications, and nuisance parameter estimation choices. When there is p-
hacking, we cannot be as confident in published scientific evidence as the published
analysis argues. Our ability to detect p-hacking is an important step in validating
research where such validation is critical for scientific progress and evidence-based
decision making.
A popular approach for assessing the extent of p-hacking is to examine distri-
butions of p-values (p-curves) and t-statistics (t-curves) across studies.1 Examples
include: Gerber and Malhotra (2008a,b), Masicampo and Lalande (2012), Jager and
Leek (2013), Leggett et al. (2013), Simonsohn et al. (2014, 2015), de Winter and
Dodou (2015), Head et al. (2015), Bishop and Thompson (2016), Brodeur et al.
(2016), Bruns and Ioannidis (2016), Snyder and Zhuo (2018), Brodeur et al. (2019),
Bruns et al. (2019), Vivalt (2019), Adda et al. (2020). An excellent review is pro-
vided by Christensen and Miguel (2018, Section 2). We contribute to this literature
by providing analytical results focused on what can be learned from this approach to
detecting p-hacking. Our results inform the best approach to testing for p-hacking
and provide a careful understanding of whether tests based on the p-curve and t-curve
are likely to be informative about the extent to which p-hacking occurs.
This paper provides the theoretical foundations for developing tests for p-hacking.
Following the literature, we focus on testing the null hypothesis of no p-hacking
against the alternative hypothesis of p-hacking. We clearly define the set of distribu-
tions of p-values and t-statistics under the null and the alternative hypothesis. Our
theoretical results allow us to develop more powerful statistical tests for p-hacking as
1The “p-curve” was introduced by Simonsohn et al. (2014).
2
well as to evaluate tests currently in use. We make six main contributions.
First, we characterize analytically under general assumptions the null set of dis-
tributions of p-values implied in the absence of p-hacking and use these results to
determine the null hypothesis to be tested. To test for p-hacking, the literature has
assumed that the p-curve is right-skewed and non-increasing if some of the alternative
hypotheses are true (e.g., Simonsohn et al., 2014, 2015; Head et al., 2015). This as-
sumption has been justified based on analytical and numerical examples (e.g., Hung
et al., 1997; Simonsohn et al., 2014). These examples rely on specific choices of the
distribution of true effects and, thus, are not sufficient for guaranteeing size control
of statistical tests since the distribution of true effects is never known. Instead, what
is required for size control is a characterization of the p-curve over all possible sets
of distributions of true effects. We provide general sufficient conditions under which,
for a wide class of distributions of the true effects, the p-curve is non-increasing in
the absence of p-hacking. These conditions are shown to hold for many, but not all
popular approaches to testing for effects. For the leading case where p-curves are
based on t-tests, we show that there are additional previously unknown testable re-
strictions. The p-curves based on t-tests are completely monotone in the absence of
p-hacking, and their magnitude and the magnitude of their derivatives are restricted
by upper bounds. These additional testable restrictions can be exploited to develop
much more powerful tests.
Second, we characterize the shape of the p-curve under the alternative hypothesis
of p-hacking. Interpreting failures to detect p-hacking as evidence for the absence
of p-hacking requires tests that are powerful enough to detect p-hacking when it is
occurring. Because p-hacking can take many forms, understanding power of existing
tests depends on understanding where, in the alternative space of p-curves, power is
directed. Understanding the alternative space also sheds light on which approaches
to testing for p-hacking are likely to be informative. We analytically derive impacts of
p-hacking arising through specification search across independent alternatives, covari-
ate selection in regression analysis, and judicious instrument selection in instrumental
variable studies to help understand reasonable alternative hypotheses. Previous ap-
proaches to testing for p-hacking have considered the intuitive notion that p-hacking
should result in humps in the p-curve near popular cutoff points, and tests that focus
on this alternative are prevalent. The restrictions on the set of distributions under
the null and alternative hypotheses that arise from our analytical results indicate that
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the entire p-curve should be examined, suggesting tests not previously employed in
testing for p-hacking. Our theoretical analysis also shows that, in realistic settings,
tests based on the non-increasingness of the p-curve do not have power in certain
directions. Working with the additional testable restrictions available for p-curves
based on t-tests yields tests with power in many of those directions.
Third, we formally study the shape of the t-curve in the absence of p-hacking.
Excess mass in the t-curve right above significance thresholds such as 1.96 has been
interpreted as evidence for p-hacking (e.g., Gerber and Malhotra, 2008b,a; Brodeur
et al., 2016, 2019; Vivalt, 2019; Bruns et al., 2019). Testing for p-hacking using the
t-curve requires separating these curves into distinct sets under the null hypothesis
of no p-hacking and the alternative hypothesis that there is p-hacking. Here we show
that monotonicity restrictions for t-curves do not characterize the null hypothesis
of no p-hacking. Furthermore, unless there is extreme excess bunching or there are
spikes (Andrews and Kasy, 2019), humps in the t-curve generated by p-hacking cannot
generally be distinguished from humps generated by the distribution of true effects.
Therefore, tests, which reject the null of no p-hacking because there are humps in the
t-curve, do not control size. We show that humps induced by the distribution of true
effects can lead to substantial size distortions of the widely-used caliper tests (Gerber
and Malhotra, 2008a,b).
Fourth, we study the practically relevant situation where the presence of p-hacking
is assessed based on the distribution of p-values in published papers. In the presence
of publication bias, when the results of a study influence referees’ and editors’ publi-
cation decisions, the sample of published papers is sample-selected and non-random.2
We extend our analytical results to situations where there is also publication bias.
This involves additional assumptions on the publication probability as a function of
the reported p-values to ensure that the same set of testable implications can be used.
Without such additional restrictions, tests for p-hacking need to be re-interpreted as
joint tests for p-hacking and publication bias. The literature has argued that differ-
ent types of selective reporting, such as publication bias and p-hacking, are difficult
to distinguish (e.g., Bruns et al., 2019). Our theoretical analysis shows that, under
plausible assumptions on the publication process, it is possible to separately test for
2This paper is concerned with the testable implications of p-hacking in the presence and absence
of publication bias. Our analysis thus complements the literature on the identification and correction
of publication bias (e.g., Andrews and Kasy, 2019).
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p-hacking in the presence of publication bias.
Fifth, we extend our formal analysis to settings where the data consist of rounded
p-values. Rounding is a common problem in empirical work and is particularly preva-
lent when p-values are directly collected from published papers where they are of-
ten rounded to two or three decimal places. We show that while the distribution
of rounded p-values may not be non-increasing in the absence of p-hacking, “de-
rounding” p-values by adding noise restores the non-increasingness of the p-curve.
We also consider settings where p-values are obtained from rounded t-statistics and
show that non-increasingness may not be preserved in such settings.
Finally, based on our theoretical characterization of testable restrictions, we pro-
pose new approaches for testing for p-hacking based on the p-curve. Through Monte
Carlo analysis, we examine plausible p-hacking scenarios and how well tests can de-
tect p-hacking. We find that the newly proposed tests are substantially more powerful
than the existing alternatives such as the widely-used Binomial test (e.g., Simonsohn
et al., 2014; Head et al., 2015) and Fisher’s test (e.g., Simonsohn et al., 2014). We
demonstrate that exploiting the additional testable restrictions that are available for
p-curves based on t-tests yields large power improvements. None the less p-hacking
of the forms examined can be difficult to detect even with the more powerful tests
unless a substantial fraction of researchers engages in p-hacking.
We apply our new tests to assess the prevalence of p-hacking in economics and
other disciplines based on two large datasets of p-values. The first dataset, collected
by Brodeur et al. (2016), contains test statistics and p-values from papers published in
the American Economic Review, the Quarterly Journal of Economics, and the Journal
of Political Economy between 2005 and 2011. The second dataset, collected by Head
et al. (2015), contains text-mined p-values from all articles publicly available in the
PubMed database and allows us to investigate the extent of p-hacking across different
fields. Our empirical results demonstrate the advantage of using the proposed more
powerful tests. We find evidence for p-hacking in settings where the existing tests do
not reject the null hypothesis of no p-hacking.
Outline. The remainder of the paper is structured as follows. In Section 2, we
introduce the setup. Section 3 characterizes the p-curve without and with p-hacking.
In Section 4, we analyze the t-curve. Section 5 provides a theoretical analysis of
publication bias and rounding. In Section 6, we develop new and more powerful
tests for p-hacking. Section 7 provides Monte Carlo evidence on the finite sample
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size and power properties of these tests. In Section 8, we present two empirical
applications. Section 9 concludes. The appendix contains proofs, detailed derivations,
and additional results.
2 Setup
2.1 General setup
Consider a test statistic T which is distributed according to a distribution with cu-
mulative distribution function (CDF) Fh, where h indexes parameters of either the
exact or asymptotic distribution of the test. Here we assume that the parameters h
only contain the parameters of interest. This assumption is suitable for settings with
large enough samples and asymptotically pivotal test statistics, which are prevalent
in applied research. Appendix A extends the analysis to accommodate settings where
h indexes both the parameters of interest as well as additional nuisance parameters.
Suppose researchers are testing the hypothesis
H0 : h ∈ H0 against H1 : h ∈ H1, (1)
where H0 ∩ H1 = ∅. Let H = H0 ∪ H1. Denote as F the CDF of the chosen null
distribution from which critical values are determined. We will assume that the test
rejects for large values and denote the critical value for level p as cv(p). For any
h, we denote by β (p, h) = P (T > cv(p) | h) the rejection rate of a level p test with
parameters h. For h ∈ H1, this is the power of the test. Then
β(p, h) = P (T > cv(p) | h) = 1− Fh (cv(p)) .
In this paper, we are interested in the distribution of the p-values across studies,
where we compute p-values from a distribution of T given values for h, which them-
selves are drawn from a probability distribution Π. For the CDF of the p-values, we
are interested in
G(p) =
∫
H
P (T > cv(p) | h) dΠ(h) =
∫
H
β (p, h) dΠ(h).
If the level of the test is equal to its size (say for a simple null hypothesis with
continuous random variables, or a test that is similar) then for situations where the
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null is always true, h ∈ H0 and β (p, h) = P (T > cv(p) | h) = p, which implies that
G(p) =
∫
H0
P (T > cv(p) | h) dΠ(h) = p
∫
H0
dΠ(h) = p,
and we have the well-known uniform distribution of p-values result. For non-similar
tests, this result does not hold in general, and the exact shape of G depends on β(p, h)
and Π (cf. Section 2.2), which has important implications for testing for p-hacking
(cf. Section 3.1.1 and Remark 1).
2.2 t-tests
The most prominent tests used in applied economics are t-tests. Consider first the
problem of testing a one-sided hypothesis concerning a scalar parameter θ:
H0 : θ = θ0 against H1 : θ > θ0. (2)
Let θˆ denote a normally distributed estimator of θ:3
√
N
(
θˆ − θ
)
∼ N (0, σ2) , (3)
where σ2 is assumed to be known. To test hypothesis (2), we employ a one-sided
t-test where
T =
√
N
(
θˆ − θ0
σ
)
=: tˆ.
We refer to tˆ as t-statistic.4 Defining h :=
√
N ((θ − θ0)/σ), we obtain the following
testing problem:
H0 : h = 0 against H1 : h > 0. (4)
In the notation of our general setup, H0 = {0} and H1 ⊆ (0,∞).
Normality of θˆ (Equation (30)) implies that Fh(x) = Φ (x− h), where Φ is the
CDF of the standard normal distribution. The chosen null distribution from which
critical values are computed is the standard normal distribution, F = Φ. The critical
3We impose exact normality for expositional convenience. Our analysis also applies to settings
with large enough samples and asymptotically normal estimators.
4Some authors (e.g., Brodeur et al., 2016) refer to tˆ as z-statistic when relying on asymptotic
normal approximations.
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value is cv(p) = Φ−1 (1− p). A level p test rejects the null hypothesis when tˆ is larger
than the (1− p)-quantile of the normal distribution. Then
β (p, h) = 1− Φ (Φ−1 (1− p)− h)
and the CDF of p-values is given by
G(p) = 1−
∫
H
Φ
(
Φ−1 (1− p)− h) dΠ(h). (5)
Since the one-sided t-test (4) is similar, p-values are uniformly distributed if all null
hypotheses are true:
G(p) = 1−
∫
H0
Φ
(
Φ−1 (1− p)− h) dΠ(h) = 1− Φ (Φ−1 (1− p)) = p.
This conclusion is no longer true for non-similar tests. Consider the following slightly
modified testing problem
H0 : h ≤ 0 against H1 : h > 0, (6)
where now H0 ⊆ (−∞, 0] and H1 ⊆ (0,∞). The chosen null distribution is the
standard normal distribution, i.e., F = Φ. Suppose that Π is the standard normal
distribution truncated from above at zero. Figure 1 plots the distribution of p-values
for this case and shows that the uniform distribution result no longer holds for non-
similar t-tests. The distinction between similar and non-similar tests has important
consequences for deriving testable implications (cf. Section 3.1.1 and Remark 1).
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
Figure 1: CDF of p-values under the null hypothesis
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Next, consider the problem of testing a two-sided hypothesis about θ using a
two-sided t-test:
H0 : θ = θ0 against H1 : θ 6= θ0. (7)
The test statistic is the absolute value of the t-statistic, T = |tˆ|. Defining h :=√
N ((θ − θ0)/σ), we obtain the following testing problem:
H0 : h = 0 against H1 : h 6= 0. (8)
In the notation of our general setup, H0 = {0} and H1 ⊆ R\{0}. Normality of
θˆ (Equation (30)) implies that Fh is the CDF of a folded normal distribution with
location parameter h and scale parameter 1. The chosen null distribution from which
critical values are computed is the half normal distribution with scale parameter 1.
A level p test rejects the null hypothesis when |tˆ| is larger than cv(p) = Φ−1 (1− p
2
)
.
3 The p-curve
In this section, we study the probability density function of p-values, the p-curve,
g(p) = dG(p)/dp. In Section 3.1, we characterize the p-curve in the absence of p-
hacking, which allow us to define null hypotheses for our tests. To get a better
understanding of how powerful these tests may be against reasonable alternative
distributions, Section 3.2 provides analytical characterizations of the p-curve when
there is p-hacking.
3.1 The p-curve in the absence of p-hacking
To test for p-hacking, it is typically assumed that the p-curve is non-increasing in the
absence of p-hacking (e.g., Simonsohn et al., 2014, 2015; Head et al., 2015; Snyder
and Zhuo, 2018). The assumption of a non-increasing p-curve is justified based on
analytical and numerical examples, which rely on specific choices of the distribution of
alternatives, Π, and tests being used (e.g., Hung et al., 1997; Simonsohn et al., 2014).
However, such examples are not sufficient for guaranteeing size control of statistical
tests for p-hacking since Π is never known. What is required for size control is a
characterization of the p-curve over all possible sets of alternative distributions.
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In this section, we prove that the p-curve is non-increasing in the absence of
p-hacking for a general class of Π and many, but not all, popular statistical tests.
Moreover, we show that, for the leading case where p-curves are generated based on
t-tests, there are additional previously unknown testable restrictions. In Section 6,
we exploit these additional restrictions to construct more powerful statistical tests for
p-hacking.
3.1.1 Testable restrictions for general tests
Here we characterize the shape of the p-curve based on general tests under the null
hypothesis of no p-hacking. The following assumption ensures that the p-curve is
well-defined and differentiable.
Assumption 1 (Regularity). F and Fh are twice continuously differentiable with
uniformly bounded first and second derivatives f, f ′, fh and f ′h. f(x) > 0 for all
x ∈ {cv(p) : p ∈ (0, 1)}, where cv(p) = F−1(1− p). For h ∈ H, supp(f) = supp(fh).5
Assumption 1 holds for many tests with parametric F and Fh, including t-tests
and Wald-tests. A necessary condition for Assumption 1 is the absolute continuity of
F and Fh. This is not too restrictive since in many cases F and Fh are the asymptotic
distributions of test statistics which typically satisfy this condition. Further, in cases
where the test statistics have a discrete distribution, size does not typically equal
level which could lead to p-curves that violate non-increasingness (cf. Remark 1).
Under Assumption 1, the p-curve and its derivative are given by
g(p) =
∫
H
∂β (p, h)
∂p
dΠ(h) and g′(p) :=
dg(p)
dp
=
∫
H
∂2β (p, h)
∂p2
dΠ(h).
Thus, the sign of g′(p) is determined by the second derivative of the rejection proba-
bility, ∂2β (p, h) /∂p2. As we will show in the proof of Theorem 1 below, the following
condition implies that ∂2β (p, h) /∂p2 is non-positive.
Assumption 2 (Sufficient condition). For all (x, h) ∈ {cv(p) : p ∈ (0, 1)} ×H,
f ′h(x)f(x) ≥ f ′(x)fh(x).
5For a function ϕ, supp(ϕ) is defined as the closure of {x : ϕ(x) 6= 0}.
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When H0 = {0} and F = F0 (as, for example, for one-sided t-tests), Assumption
2 is of the form of a monotone likelihood ratio property, which relates the shape of
the density of T under the null to the shape of the density of T under alternative h.
The next lemma shows that this condition holds for many popular tests.
Lemma 1. Assumption 2 holds when
(i) F (x) = Φ(x), Fh = Φ(x − h), H0 = {0}, H1 ⊆ (0,∞) (e.g., similar one-sided
t-test)
(ii) F is the CDF of a half-normal distribution with scale parameter 1, Fh is the CDF
of a folded normal distribution with location parameter h and scale parameter
1, H0 = {0}, H1 ⊆ R\{0} (e.g., two-sided t-test)
(iii) F is the CDF of a χ2 distribution with degrees of freedom k > 0, Fh is the CDF
of a noncentral χ2 distribution with degrees of freedom k > 0 and noncentrality
parameter h, H0 = {0}, H1 ⊆ (0,∞) (e.g., Wald test)
We note that all tests in Lemma 1 are similar. In Remark 1, we show that for
non-similar tests, the p-curve can be non-increasing in the absence of p-hacking.
The following theorem presents our first main result. It shows that under the
maintained assumptions, the p-curve is non-increasing.
Theorem 1 (Testable restrictions for general tests). Under Assumptions 1–2, g is
continuously differentiable and g′(p) ≤ 0, p ∈ (0, 1).
The result in Theorem 1 holds for many commonly-used statistical tests such that,
in many empirically relevant settings, the p-curve will be non-increasing in the absence
of p-hacking. To our knowledge, Theorem 1 provides the first formal justification for
the existing tests for p-hacking that exploit non-increasingness of the p-curve such as
the Binomial test (e.g., Simonsohn et al., 2014; Head et al., 2015) and Fisher’s test
(e.g., Simonsohn et al., 2014).
Remark 1 (Non-similar tests). When the tests are non-similar, the p-curve can be
non-monotonic in the absence of p-hacking. To illustrate, consider the testing problem
(6) with F = Φ for which the t-test is non-similar. For the one-sided t-test, we have
∂2β(p, h)
∂p2
= −
h exp
(
hcv(p)− h2
2
)
φ(cv(p))
,
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where φ is the probability density function of the standard normal distribution. It is
easy to see that, for h ≥ 0, ∂2β(p, h)/∂p2 ≤ 0 such that the p-curve is non-increasing,
whereas, for h < 0, ∂2β(p, h)/∂p2 > 0 such that the p-curve is increasing. Suppose
that Π is a normal distribution with mean µ and variance 1, which places some mass
on h < 0, mixing increasing and decreasing p-curves. Figure 2 plots the p-curve
for µ ∈ {−2.5, 0}6. The p-curve is monotonically decreasing when µ = 0 and non-
monotonic when µ = −2.5.
0 0.02 0.04 0.06 0.08 0.1
0
10
20
30
40
50
 = -2.5
 = 0
Figure 2: P -curves non-similar test
Remark 2 (P -curves over subintervals). When testing for the presence of p-hacking,
we often focus on the p-curve over a subinterval of (0, 1).7 For example, consider the
p-curve over [a, a] ⊂ (0, 1):
g[a,a](p) =
g(p)
G(a)−G(a) , p ∈ [a, a].
Under the conditions of Theorem 1, g[a,a] is non-increasing on [a, a]. Thus, our main
testable restriction also applies to p-curves over subintervals.
Remark 3 (Aggregate p-curves). We are often interested in testing p-hacking based
on aggregate data obtained from different statistical tests and hypotheses about dif-
ferent parameters of interest. Suppose that there are M different methods indexed
by m ∈ {1, . . . ,M} and L different parameters of interest indexed by l ∈ {1, . . . , L}.
6The expression for the p-curve in this example is given by g(p;µ) =
∫∞
−∞ exp{hcv(p)−h2/2}φ(h−
µ)dh = exp{(cv(p)2 + 2µcv(p) − µ2)/4}/√2, where cv(p) = Φ−1(1 − p). Its first derivative is
g′(p;µ) = −(cv(p) + µ)g(p;µ)/(2φ(cv(p))). Note that g′(p;µ) > 0 when µ < −cv(p).
7Throughout the paper, we use gI to denote the p-curve over the subinterval I ⊂ (0, 1).
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Let gml(p) denote the p-curve based on the statistical test m and parameter l. De-
note by wml the proportion of statistical tests about parameter l using method m
with
∑
m,l wml = 1. Then the aggregate p-curve is a finite mixture with density
g¯(p) =
∑M
m=1
∑L
l=1 gml(p)wml. The derivative of g¯ is g¯
′(p) =
∑M
m=1
∑L
l=1 g
′
ml(p)wml.
Thus, if the conditions of Theorem 1 hold for all (m, l) ∈ {1, . . . ,M} × {1, . . . , L},
the aggregate p-curve g¯′ is non-increasing in the absence of p-hacking.
3.1.2 Additional testable restrictions for p-curves based on t-tests
Here we derive additional and previously unknown testable restrictions for p-curves
based on t-tests. The p-curve based on one-sided t-tests is
g1(p) =
∫
H
exp
(
hcv1(p)− h
2
2
)
dΠ(h), (9)
where H ⊆ [0,∞) and cv1(p) := Φ−1(1 − p). Note that cv1(p) ≥ 0 for p ∈ (0, 1/2].
In this section, we focus on testing problem (4) for which the one-sided t-test is
similar; see Remark 1 for a discussion of problem (6) for which the one-sided t-test is
non-similar. For the two-sided t-test, the p-curve is
g2(p) =
∫
H
1
2
[
exp
(
hcv2(p)− h
2
2
)
+ exp
(
−hcv2(p)− h
2
2
)]
dΠ(h), (10)
where H ⊆ R and cv2(p) := Φ−1
(
1− p
2
)
> 0 for p ∈ (0, 1).
Our next theorem shows that the p-curves (9) and (10) are completely mono-
tone. Recall that a function ξ is completely monotone on some interval I, if 0 ≤
(−1)nξ(n)(x) for every x ∈ I and all n = 0, 1, 2, . . . , where ξ(n) is the nth derivative
of ξ.
Theorem 2 (Complete monotonicity). (i) The p-curve g1 is completely monotone on
(0, 1/2]. (ii) The p-curve g2 is completely monotone on (0, 1).
We emphasize that not all tests yield completely montonic p-curves. For example,
Appendix B shows that complete monotonicity can fail for Wald tests.
The next theorem presents additional testable restrictions in the form of upper
bounds on the p-curves and their derivatives.
Theorem 3 (Upper bounds).
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(i) The p-curves g1 and g2 are bounded from above:
g1(p) ≤ 1{p≤1/2} exp
(
cv1(p)
2
2
)
+ 1{p>1/2} =: B(0)1 (p) (11)
g2(p) ≤ 1{p<2(1−Φ(1))}B˜(0)2 + 1{p≥2(1−Φ(1))} =: B(0)2 (p), (12)
where
B˜(0)2 (p) :=
1
2
(
exp
(
h∗(p)cv2(p)− (h
∗(p))2
2
)
+ exp
(
−h∗(p)cv2(p)− (h
∗(p))2
2
))
≤ exp
(
cv2(p)
2
2
)
,
and h∗(p) is non-zero solution to
ϕ(cv2(p), h) := (cv2(p)− h) exp(cv2(p)h)− (cv2(p) + h) exp(−cv2(p)h) = 0.
(ii) The derivatives of g1 and g2 are bounded from above. For d = 1, 2 and n =
1, 2, 3, . . . ,
(−1)ng(n)d (p) ≤ B(n)d (p),
where the bounds B(n)d are defined in Appendix K.4.
The bounds in Theorem 3 do not only rule out large humps around significance
cutoffs such as 0.01, 0.05, and 0.1, but also restrict the magnitude of the p-curve near
zero.
Remark 4 (Non-similar t-tests and general tests). In Remark 1, we show that non-
increasingness may fail for non-similar t-tests. However, given that the exact form of
the rejection probability β(p, h) is known, one can still obtain bounds on the p-curve
and its derivatives. More generally, one can use similar arguments as in Theorem 3 to
derive bounds for p-curves based on general tests such as Wald tests whenever β(h, p)
is known.
Remark 5 (P -curves over subintervals and aggregate p-curves). The characteriza-
tions in Theorems 2–3 imply related characterizations of p-curves over subintervals
and aggregate p-curves. First, complete monotonicity of g implies the complete mono-
tonicity of g[a,a]. This is because the sign of g
(n)
[a,a] equals the sign of g
(n) for all
n = 0, 1, 2 . . . . Moreover, upper bounds on g[a,a](p) are given by the upper bounds
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in Theorem 3 re-scaled by (G(a)−G(a))−1. Second, aggregate p-curves based on
t-tests are completely monotone in the absence of p-hacking since (weighted) sums of
completely monotone functions are completely monotone. Moreover, since aggregate
p-curves are mixtures of p-curves, the upper bounds in Theorem 3 are also valid upper
bounds for aggregate p-curves.
3.2 The p-curve in the presence of p-hacking
There is a broad set of approaches to p-hacking, from judicious covariate selection,
searching over choices in nuisance parameter estimation to searching over data sources
and decisions on cleaning the data. Different forms of p-hacking will lead to different
shapes of the p-curve under the alternative. These shapes might differ from common
intuition of a hump near p = 0.05 or other significance thresholds.
In this section, we provide some of the first analytical characterizations of the p-
curve under p-hacking. Our analysis helps provide an understanding of how powerful
tests might be against reasonable characterizations of p-hacking and also understand
then the extent to which empirical studies are likely to be able to detect p-hacking.
In Section 3.2.1, we consider specification search across independent tests. In Sec-
tion 3.2.2, we analyze judicious covariate selection in regression analysis. In Appendix
I, we additionally study judicious instrument selection in instrumental variable stud-
ies. In the Monte Carlo simulations in Section 7, we build on the theoretical results
in this section to simulate the distributions of p-values under p-hacking.
3.2.1 Specification search across independent analyses
Consider a setting where a researcher runs a finite number of K > 1 independent
analyses and reports the smallest p-value. A leading example of this type of p-hacking
is specification search across independent subsamples or data sets. The p-curve is
gp(p;K) = K(1−Gnp(p))K−1gnp(p), (13)
where Gnp and gnp are CDF and density of p-values in the absence of p-hacking.
Equation (13) generalizes the simple example in Ulrich and Miller (2015), who studied
the special case where all null hypotheses are true such that G(p) = p (cf. Section 2).
The p-curve under p-hacking, gp, is non-increasing (completely monotone) when-
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ever gnp is non-increasing (completely monotone).8 Thus, gp will not violate the
testable implications of Theorems 1–2. This shows that tests based on these testable
restrictions do not have power in certain directions. However, gp can violate the
bounds in Theorem 3 whenever K(1 − Gnp(p))K−1 > 1. For example, let Π be half-
normal distribution with scale parameter 1. Then, gp violates the upper bound on
the p-curve derived in Theorem 3 to an extent that depends on K (cf. Figure 3).
0 0.01 0.02 0.03 0.04 0.05
0
10
20
30
40
50
K = 5
K = 20
exp(cv(p)2/2)
Figure 3: gp(p;K) and the upper bound in Theorem 3
3.2.2 Specification search in regression analysis
Here we analytically characterize the shape of the p-curve from using judicious covari-
ate selection in regression analysis. Linear regression is the most popular method in
empirical economic research, and, because of its high degree of flexibility, particularly
prone to p-hacking (e.g., Hendry, 1980; Leamer, 1983; Bruns and Ioannidis, 2016;
Bruns, 2017).
Suppose that researchers are interested in estimating the effect of a scalar variable
xi on an outcome yi. The data are generated according to the following linear model:
yi = xiβ + ui, i = 1, . . . , N,
where xi is non-stochastic and ui
iid∼ N (0, 1). In addition, there are two non-stochastic
8Complete monotonicity of gp can be shown by induction onK. Note that the functions 1−Gnp(p)
and gp(p; 1) = gnp(p) are completely monotone and gp(p;K + 1) = (1 − Gnp(p))gp(p;K) + (1 −
Gnp(p))Kgnp(p). Since the products and sums of completely monotone functions are completely
monotone, it follows that complete monotonicity of gp(p;K) implies complete monotonicity of
gp(p;K + 1).
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control variables, z1i and z2i. The researchers are interested in testing
H0 : β = 0 against H1 : β > 0.
For simplicity, assume that the variables are scale normalized such thatN−1
∑N
i=1 x
2
i =
N−1
∑N
i=1 z
2
1i = N
−1∑N
i=1 z
2
2i = 1, thatN
−1∑N
i=1 z1iz2i = 0, and thatN
−1∑N
i=1 xiz1i =
N−1
∑N
i=1 xiz2i = γ, where |γ| ∈ (0, 1/
√
2). Define h :=
√
Nβ/
√
1− γ2, where h is
drawn from a distribution of alternatives with support H ⊆ [0,∞).
Consider the following form of p-hacking.
1. The researchers run a regression of yi on xi and z1i and report the corresponding
p-value, P1, if P1 ≤ α.
2. If P1 > α, the researchers run a regression of yi on xi and z2i instead of z1i,
which yields p-value, P2. They report min{P1, P2}.
The reported p-value, Pr, is
Pr =
P1, if P1 ≤ α,min{P1, P2}, if P1 > α.
In Appendix C, we show that
gp(p) =
∫
H
exp
(
hcv1(p)− h
2
2
)
Υ(p;α, h, ρ)dΠ(h),
where ρ = 1−2γ
2
1−γ2 , zh(p) = Φ
−1(1− p)− h, and
Υ(p;α, h, ρ) =

1 + Φ
(
zh(α)−ρzh(p)√
1−ρ2
)
, if p ≤ α,
2Φ
(
zh(p)
√
1−ρ
1+ρ
)
, if p > α.
For p < α, the derivative is
gp′(p) =
∫
H
φ(zh(p))
[
ρ√
1−ρ2
φ
(
zh(α)−ρzh(p)√
1−ρ2
)
− h
(
1 + Φ
(
zh(α)−ρzh(p)√
1−ρ2
))]
φ2(cv1(p))
dΠ(h).
Note that ρ is always positive and, when all nulls are true (i.e., when Π assigns
probability one to h = 0), gp′(p) is positive for all p ∈ (0, α).9 Since Υ(p;α, h, ρ) > 1
9The derivative of g(p) for p > α is always negative and equals
gp′ = −
∫
H
φ(zh(p))
φ2(cv1(p))
(
h+
√
1− ρ
1 + ρ
φ
(
zh(p)
√
1− ρ
1 + ρ
))
.
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for p < α, gp(p) > g1(p) on (0, α). Hence, the p-curve implied by covariate selection
may also violate the upper bound restriction (11) in Theorem 3.
In general, the shape of the p-curve and, in particular, whether or not it is non-
increasing, depends on the distribution of alternatives. To illustrate, take α = 0.05
and let Π be a chi-squared distribution with ν degrees of freedom. Figure 4 shows
that when γ = 0.05 and ν = 1, the p-curve is non-monotonic with a pronounced hump
just below 0.05 and a discontinuity at 0.05. By contrast, when γ = 0.5 and ν = 5, the
p-curve is decreasing with a discontinuity at 0.05. This shows that judicious covariate
selection can be compatible with non-increasing p-curves.
0 0.02 0.04 0.06 0.08 0.1
0
5
10
15
 = 0.05,  = 1
 = 0.50,  = 5
Figure 4: P -curves for different values of (γ, ν).
Our theoretical analysis provides a careful understanding of the shape of the p-
curve under a likely prevalent form of p-hacking. It sheds light on which approaches
to testing for p-hacking are likely to be informative. In Section 7, we build on the
theoretical analysis in this section to generate the alternative distributions in our
Monte Carlo study.
Remark 6. Similar result can be obtained if z1 and z2 are included in the data-
generating process, such that their omission induces omitted variable bias. Specifi-
cally, if yi = xiβ + δ1z1i + δ2z2i + ui and the same p-hacking strategy is applied, then
g(p) becomes
gp(p) =
∫
H
exp
(
hcv1(p)− h
2
2
)
Υ˜(p;α, h1, h2, ρ)dΠ(h),
18
where hj = h+
√
Nδjγ/
√
1− γ2, κj = φ(zhj(p))/φ(zh(p)), j = 1, 2, and
Υ˜(p;α, h1, h2, ρ) =

κ1Φ
(
zh2 (α)−ρzh1 (p)√
1−ρ2
)
+ κ2, if p ≤ α,
κ1Φ
(
zh2 (p)−ρzh1 (p)√
1−ρ2
)
+ κ2Φ
(
zh1 (p)−ρzh2 (p)√
1−ρ2
)
, if p > α.
4 The t-curve
Another strand of the literature considers tests for p-hacking based on the t-curve
(e.g., Gerber and Malhotra, 2008a,b; Brodeur et al., 2016, 2019; Vivalt, 2019; Bruns
et al., 2019; Adda et al., 2020). Excess mass right above significance thresholds
such as 1.96 is interpreted as evidence for p-hacking. Here we show that there is
no monotonicity result for the t-curve and humps generated by p-hacking cannot
generally be distinguished from humps generated by the distribution of alternatives.
As a consequence, statistical tests that attribute humps in the t-curve to p-hacking
do not control size.
The t-curve for one-sided tests and its derivative are given by
gtˆ(t) =
∫
H
φ(t− h)dΠ(h) and g′tˆ(t) =
∫
H
(h− t)φ(t− h)dΠ(h). (14)
The sign of the derivative depends on the threshold t and on the distribution of
alternatives Π. The absolute value of the t-statistic, |tˆ|, is distributed according to
a folded normal distribution with location parameter h and scale parameter 1. The
t-curve and its derivative are
g|tˆ|(t) =
∫
H
[φ(t+ h) + φ(t− h)] dΠ(h)
and
g′|tˆ|(t) =
∫
H
[(h− t)φ(t− h)− (t+ h)φ(t+ h)] dΠ(h).
As for g′
tˆ
(t), the sign of g′|tˆ|(t) will generally depend on t and Π.
Suppose that the distribution of alternatives is such that Pr(h = 0) = τ and
Pr(h = 2.5) = 1− τ . Figure 5 plots g|tˆ| for τ ∈ {0.3, 0.4, 0.5, 0.6}. Depending on the
distribution of alternatives, the t-curve takes different forms. This simple example
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shows that even in the absence of p-hacking, the distribution of alternatives can
induce humps around 1.96, as documented empirically by Brodeur et al. (2016, 2019)
among others. Whilst figures like Figure 5 may look suggestive of p-hacking, scientists
may well be focusing on hypotheses that are difficult to distinguish from the null,
which corresponds to mass in Π that corresponds to t-statistics near two. So humps
generated by p-hacking cannot generally be distinguished from humps generated by
the distribution of alternatives, which suggests that testing for p-hacking based on
the shape of the t-curve around 1.96 (or any other significance threshold) can be
problematic. In particular, tests that reject the null of p-hacking because there are
humps in the t-curve do not control size.
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Figure 5: t-curves
In Appendix E, we show that humps in the t-curve induced by the distribution of
alternatives can lead to large size distortions of the widely used caliper test introduced
by Gerber and Malhotra (2008a,b); see Vivalt (2019), Brodeur et al. (2019), and Bruns
et al. (2019) for recent applications in economics.
Remark 7 (Non-increasingness requires additional restrictions). If one is willing to
impose additional restrictions on the distribution of alternatives, it is possible to show
that the t-curve is non-increasing in the absence of p-hacking. For instance, we show
in Appendix D that the t-curve is non-increasing if the distribution of alternatives
admits a unimodal density that is symmetric around zero.
Remark 8 (Additional testable restrictions based on t-curves). Andrews and Kasy
(2019) show that the specific structure of gtˆ in Equation (14) implies other testable
restrictions that could be used to test for p-hacking: smoothness of t-curve and the
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impossibility of extreme bunching and spikes. For example, Adda et al. (2020) use the
density discontinuity tests of Cattaneo et al. (2019b) to assess the degree of p-hacking
based on the t-curve.
Remark 9 (Tests under additional restrictions on Π). If one is willing to maintain
additional assumptions about the distribution of alternatives, Π, other testable re-
strictions can be obtained. For example, suppose that all tests under study are tests
for the null of a zero effect and that the (normalized) effect, θ/σ, is the same in
all studies. Under this strong effect homogeneity assumption, the distribution of t-
statistics is normal when all sample sizes are the same, and one can test for p-hacking
by assessing the normality of the t-curve. If sample sizes vary, one can alternatively
investigate the relationship between t-statistics and sample sizes, which is increasing
in the absence of p-hacking (e.g., Card and Krueger, 1995). Such tests can be pow-
erful if the assumptions on Π are correct, but will not be valid if they are not. Since
Π is fundamentally unknown, we do not further explore such tests and instead focus
on testable restrictions that do not rely on additional assumptions on Π.
5 Extensions
5.1 Publication bias
So far, we have assumed that the true distribution of p-values is observed. However,
in practice, we often only have access to data on p-values from published papers. This
creates a sample selection problem affecting the properties of the p-curve, which will
depend critically on exactly how this sample selection works. Here we extend our
analysis to settings where not all papers get published.
Let S denote a binary indicator that takes value S = 1 if a study is published and
S = 0 otherwise. Instead of the true p-curve, g(p), we observe the p-curve conditional
on publication, gS=1(p) := g(p | S = 1). If the publication indicator S is independent
of p-values (i.e., if the publication probability does not depend on the reported p-
values), we have that gS=1(p) = g(p), and all our previous results directly apply.
However, independence is a very strong assumption and there is compelling empirical
evidence that it is violated in many settings.10 We now turn to this case.
10For example, based on a sample of 221 social science studies, Franco et al. (2014) show that
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By Bayes’ rule we have
gS=1(p) =
Pr(S = 1 | p)g(p)
Pr(S = 1)
, (15)
where P (S = 1 | p) is the probability of publication conditional on reporting a p-value
p. Since the denominator does not depend on p, all our understanding of the slope of
gS=1 comes from the product in the numerator. Assuming differentiability, we have
that
g′S=1(p) =
1
Pr(S = 1)
(
∂ Pr(S = 1 | p)
∂p
g(p) + Pr(S = 1 | p)g′(p)
)
. (16)
In the case of publication bias then g′S=1(p) is non-positive if the following condition
holds
∂ Pr(S = 1 | p)
∂p
≤ −Pr(S = 1 | p)
g(p)
g′(p). (17)
Under the assumptions in Theorem 1, the right hand side of (17) is non-negative.
Thus, whether or not the p-curve is non-increasing depends on the derivative of the
publication probability with respect to the p-value.
In practice, it is often plausible to assume that the conditional publication prob-
ability is decreasing in p (i.e., more significant results are more likely to get pub-
lished).11 In Appendix F, we present a simple reduced form model in the spirit of
Brodeur et al. (2016), which provides a formal justification for a decreasing publi-
cation probability. In this case, gS=1 is non-increasing whenever g is non-increasing
such that the testable implication in Theorem 1 prevails. Even in the less likely case
where increasing p-values increases the probability of publication, for a sufficiently
declining g, the p-curve could still be non-increasing. However, it is possible that
publication bias results in p-curves that could be either increasing or decreasing in
the absence of p-hacking.
strong results are 40 percentage points more likely to be published than null results and, using
data from experimental economics (Camerer et al., 2016) and psychology replication studies (Open
Science Collaboration, 2015), Andrews and Kasy (2019) estimate that results that are significant at
the 5% level are over 30 times more likely to get published than insignificant results.
11However, we emphasize that the assumption of a decreasing publication probability is not in-
nocuous. For instance, the publication probability may be non-monotonic because journals value
precisely estimated zero results; see Brodeur et al. (2016) for a further discussion.
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Whether or not the publication probability is assumed to be such that gS=1 is
non-increasing affects the interpretation of tests based on non-increasingness of the
p-curve. When the publication probability is assumed to be such that gS=1 is non-
increasing, tests for non-increasingness of gS=1 are tests for p-hacking by the re-
searchers. By contrast, when the publication probability is left unrestricted, these
tests will generally not be able to distinguish p-hacking from publication bias and
must be interpreted as joint tests for p-hacking and publication bias.
The signs of the higher-order derivatives of gS=1 also depend on the shape of
P (S = 1 | p). Consequently, whether or not complete monotonicity of g (cf. Theorem
2) implies complete monotonicity of gS=1 depends on P (S = 1 | p).
Finally, consider the impact on publication bias on the upper bounds on the p-
curves based on t-tests in Theorem 3. Equation (15) implies that
gS=1(p) ≤ g(p) ⇐⇒ Pr(S = 1 | p) ≤ Pr(S = 1)
gS=1(p) > g(p) ⇐⇒ Pr(S = 1 | p) > Pr(S = 1)
Thus, if Pr(S = 1 | p) ≤ Pr(S = 1), the upper bounds on g in Theorem 3 are valid
upper bounds for gS=1. By contrast, if Pr(S = 1 | p) > Pr(S = 1), publication bias
can lead to violations of the upper bounds on g in Theorem 3. As discussed above, it
is often plausible to assume that Pr(S = 1 | p) is decreasing in p. In this case, since
Pr(S = 1) =
∫ 1
0
Pr(S = 1 | p)g(p)dp, Pr(S = 1 | p) will be larger than Pr(S = 1) at
sufficiently low values of p. That is, the presence of publication bias is particularly
likely to lead to violations of the upper bounds at small values of p. More generally,
whenever there is publication bias such that Pr(S = 1 | p) 6= Pr(S = 1) for some
p ∈ (0, 1), the bounds in Theorem 3 may be violated for some values of p even in
the absence of p-hacking. Consequently, in the presence of publication bias, tests for
p-hacking based on upper bounds on the p-curve need to be interpreted as joint tests
for p-hacking and publication bias.
The literature has argued that different types of selective reporting such as p-
hacking and publication bias are difficult to distinguish (e.g., Bruns et al., 2019).
Our theoretical analysis shows that, while it is impossible to disentangle p-hacking
and publication bias in general, it is possible to separately test for p-hacking in the
presence of publication bias based on the non-increasingness of the p-curve under
plausible assumptions on the publication process. This conclusion has important
implications for empirical practice and highlights the importance of characterizing
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the shape of the p-curve for general sets of distributions of alternatives.
5.2 Rounding
Rounding is a common problem in empirical applications, especially, when p-values
are directly collected from published papers where they are often rounded to two
decimal places. To illustrate, Figure 6 displays the histogram of the p-values from
medical and health sciences papers in the Head et al. (2015) data analyzed in Section
8.2. We restrict the histogram to the (0, 0.15] interval and choose the number of bins
to be equal to the number of points in the empirical support. The empirical p-curve
exhibits pronounced mass points at 0.01, 0.02, . . . , 0.15.
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Figure 6: P -values for medical and health sciences, Head et al. (2015) data
A popular approach to mitigate the impact of rounding is to “de-round” p-values
(or t-values) by adding noise (e.g., Brodeur et al., 2016). Here we analyze the impact
of rounding and de-rounding on the shape of the p-curve. Specifically, we study
whether the non-increasingness of the p-curve established in Theorem 1 is preserved
in the presence of rounding. Section 5.2.1 analyzes settings where the researchers
directly collect data on rounded p-values, and Section 5.2.2 considers a setting where
the p-values are computed based on rounded t-statistics.
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5.2.1 Rounded p-values
Let P be a p-value distributed according to a distribution with non-increasing density
g. Rounding (up to jth decimal place) means that instead of P we observe
P rj =
Kj∑
k=0
1{P ∈ Ijk}pk, (18)
where, for k = 0, 1, . . . , Kj, Kj := 10
j, pjk =
k
Kj
, Ij0 = (0,
1
2Kj
), IjK = [1 − 12Kj , 1] and
Ijk = [p
j
k − 12Kj , p
j
k +
1
2Kj
). The probability mass function of the rounded p-values is
grj (p
j
k) := Pr(P
r
j = p
j
k) =
∫
Ijk
g(p)dp, k = 0, 1, . . . , Kj. (19)
Non-increasingness of g implies that grj (p
j
k) ≥ grj (pjk+1) for k > 0. However, it can
be the case that grj (p
j
0) < g
r
j (p
j
1). For example, if all nulls are true and j = 1, then
grj (p
j
0) = g
r
1(0) = 0.05 and g
r
j (p
j
1) = g
r
1(0.1) = 0.1. Hence, after rounding the p-curve
can become non-monotone.
Consider now the impact of de-rounding. The de-rounded p-values are
P drj =
Kj∑
k=0
Ukj1{P rj = pjk}, (20)
where we assume that Ukj is drawn from a uniform distribution supported on I
j
k. The
density of the de-rounded p-values is a step-function,
gdrj (p) =
Kj−1∑
k=1
Kjg
r
j (p
j
k)1{p ∈ Ijk}+ 2Kj(grj (pj0)1{p ∈ Ij0}+ grj (pjKj)1{p ∈ IjKj}), (21)
which is non-increasing, but has Kj discontinuity points.
In practice, we usually observe p-values rounded up to different decimal places.
In this case, the probability mass function of rounded p-values is
gr(p) =
∑
j∈J
grj (p)qj, (22)
where J is the set of different roundings (for example, if there are p-values rounded
up to 1, 2, and 3 decimal places, J = {1, 2, 3}), qj is the probability of rounding up
to j decimals and p ∈ ∪j∈J
{
pj0, . . . , p
j
Kj
}
.
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When |J | > 1, it is no longer guaranteed that the probability mass function of
rounded p-values is non-increasing even for p > 0. For instance, consider J = {1, 2},
p1 = 0.1 and p2 = 0.05. Then g
r(p1) = g
r
1(0.1)q1 + g
r
2(0.10)q2 and g
r(p2) = g
r
2(0.05)q2
such that gr(p1) > g
r(p2) for sufficiently small q2 (i.e., q2 < g
r
1(0.1)/(g
r
1(0.1) −
gr2(0.10) + g
r
2(0.05))).
On the other hand, the mixture density of de-rounded p-values
gdr(p) =
∑
j∈J
gdrj (p)qj,
is non-increasing for any J since gdrj is supported on (0, 1) for any j ∈ J . Note that
gdr is a step function with Kj∗ discontinuity points, where j
∗ is the maximal element
of J .
In sum, rounding of p-values can lead to violations of non-increasingness of the
p-curve. We therefore recommend to de-round the p-values by adding uniform noise,
which preserves non-increasingness of the p-curve.
5.2.2 p-values obtained from rounded t-values
Consider now a setting where the p-values are obtained from rounded t-statistics.
Specifically, suppose that researchers first de-round the original (rounded) t-statistics
by adding independent uniformly distributed noise and then convert the de-rounded
t-values into p-values.
Let tˆr be the t-statistic rounded up to the jth decimal place. The de-rounded
t-statistic is tˆdr = tˆr + Uj, where Uj ∼ Uniform[−uj, uj] and uj = 5 · 10−(j+1). For
the one-sided t-test and a fixed alternative h, the CDF of the p-values obtained from
de-rounded t-statistics is
Pr
(
P dr ≤ p) = Pr (tˆdr ≥ cv1(p))
=
∑
s∈Sj
Pr
(
tˆdr ≥ cv1(p) | tˆr = s
)
Pr
(
tˆr = s
)
,
where Sj = {0,±1 · 10−j,±2 · 10−j, . . . }. Since the true t-statistic tˆ is distributed as
N (h, 1), it follows that
Pr
(
tˆr = s
)
= Pr
(
tˆ ∈ Is,j
)
= Φ(s+ uj − h)− Φ(s− uj − h)
and
Pr
(
tˆdr ≥ cv1(p) | tˆr = s
)
= Pr(s+ Uj ≥ cv1(p)) = s− cv1(p) + uj
2uj
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for p such that cv1(p) ∈ Is,j, where Is,j = [s−uj, s+uj) for s > 0, Is,j = (s−uj, s+uj]
for s < 0, and I0,j = (−uj, uj). Therefore, the resulting p-curve is not continuous and
has the following form
gdr1 (p) =
∑
s∈Sj
1{cv1(p)∈Is,j}R(s, j, cv1(p)),
where
R(s, j, cv(p)) :=
1
2ujφ(cv1(p))
∫
H
(Φ(s+ uj − h)− Φ(s− uj − h))dΠ(h)
Note that gdr1 is not non-increasing in general. To see this, let all nulls be true, j = 0
and take p1 = 1 − Φ(1.4) and p2 = 1 − Φ(2). Then p1 > p2 and gdr1 (p1) − gdr1 (p2) =
(φ(1.4)+φ(2))Φ(1.5)−φ(1.4)Φ(2.5)−φ(2)Φ(0.5)
φ(1.4)φ(2)
≈ 0.49 > 0.
Similar arguments can be used to show that the p-curve in case of the two-sided
t-tests is
gdr2 (p) =
∑
s∈Sj
1{cv2(p)∈Is,j} + 1{cv2(p)∈I−s,j}
2
R(s, j, cv2(p)),
which is also not non-increasing in general.
Thus, if the p-curve is obtained from rounded t-statistics, the testable implications
in Theorem 1 do not apply. We therefore recommend to directly collect and de-round
data on p-values.
6 Statistical tests for p-hacking
In this section, we consider statistical tests for p-hacking based on a sample of n
p-values, {Pi}ni=1. We focus on tests based on the p-curve. In view of the discussion
in Section 4, we do not consider tests based on the distribution of t-tests. The
theoretical analysis in Section 3.1.1 shows that, under very general conditions, the
p-curve is non-increasing. In Section 6.1, we consider tests based on this testable
restriction. Section 6.2 presents test for continuity of the p-curve. For p-curves based
on t-tests, Section 3.1.2 provides additional testable restrictions. In Section 6.3, we
develop more powerful tests that exploit these additional restrictions.
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6.1 Tests for non-increasingness of the p-curve
We consider the following testing problem:
H0 : g is non-increasing against H1 : g is not non-increasing (23)
We propose new tests for the hypothesis testing problem (23), a histogram-based test
for monotonicity and tests for concavity of the CDF of p-values, and compare them
to tests currently in use, the widely-used Binomial test (e.g., Simonsohn et al., 2014;
Head et al., 2015) and Fisher’s test (e.g., Simonsohn et al., 2014).
6.1.1 Histogram-based tests
Let 0 = x0 < x1 < · · · < xJ = α be an equidistant partition of the (0, α] interval and
define
pii =
∫ xi
xi−1
g(0,α](p)dp, i = 1, . . . , J and ∆j = pij+1 − pij, j = 1, . . . , J − 1.
When g(0,α] is non-increasing, which is implied by g being non-increasing (cf. Remark
2), ∆j is non-positive for all j = 1, . . . , J − 1. The null hypothesis in testing problem
(23) can be reformulated as
H0 : ∆j ≤ 0, for all j = 1, . . . , J − 1, pij ≥ 0 for all j = 1, . . . , J,
J∑
j=1
pij = 1.
To test this hypothesis, we apply the conditional chi-squared test developed by Cox
and Shi (2019).12 We describe the implementation of this test in more detail in
Section 6.3, where we propose more general tests that nest the histogram-based test
for non-increasingness as a special case.
6.1.2 LCM tests
Under the null hypothesis (23), the CDF of p-values is concave. This observation
allows us to apply tests based on the least concave majorant (LCM) (e.g., Hartigan
and Hartigan, 1985; Carolan and Tebbs, 2005; Beare and Moon, 2015; Fang, 2019).
12In an earlier version of this paper, we adapted the monotonicity test of Romano and Wolf (2013)
to our setting. However, in our simulations, we found that the Cox and Shi (2019) test exhibits
higher finite sample power than the Romano and Wolf (2013) test.
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The key idea of LCM-based tests is to assess concavity of the CDF based on the
distance between the empirical distribution function of p-values, Gˆ, and its LCM,
MGˆ, where M is the LCM operator.13 We consider the following test statistic
Mpn =
√
n‖MGˆ− Gˆ‖p,
where ‖ · ‖p is the Lp-norm with respect to the Lebesgue measure and p ∈ [1,∞].
It can be shown that the uniform distribution is least favorable for LCM tests (cf.
Kulikov and Lopuhaa¨, 2008). When the true distribution of p-values is uniform, Mpn
converges weakly to ‖MB − B‖p, where B is a standard Brownian Bridge on [0, 1].
For strictly concave CDFs (such as the null distributions in the Monte Carlo study
in Section 7), Mpn converges in probability to zero (Beare and Moon, 2015, Theorem
3.1).
6.1.3 Binomial test
Binomial tests (e.g., Simonsohn et al., 2014; Head et al., 2015) allow for testing p-
hacking at a pre-specified threshold α, for example, α = 0.05. For ` ∈ (0, 1), divide
the p-values in the interval [α`, α] into two groups, “high” (> α(`+ 1)/2) and “low”
(≤ α(` + 1)/2).14 The Binomial test exploits that, in the absence of p-hacking,
piupper := Pr(α(`+1)/2 < Pi ≤ α)/Pr(Pi ∈ [α`, α]) cannot exceed 0.5, which suggests
the following hypothesis testing problem:
H0 : piupper = 0.5 against H1 : piupper > 0.5. (24)
We test hypothesis (24) using an exact Binomial test.
Unlike our new tests — the histogram-based test and the LCM tests — the Bi-
nomial test is a “local” test. Thus, by construction, it exhibits lower power against
certain alternatives because it cannot detect violations of the null outside of the [α`, α]
interval.
13The least concave majorant of a function, f , is the smallest concave function, g, such that
g(x) ≥ f(x) for any x.
14Some authors (e.g., Head et al., 2015) apply the Binomial test on the open interval (α`, α).
When the p-values are continuously distributed, the Binomial tests based on [α`, α] and (α`, α) are
asymptotically equivalent.
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6.1.4 Fisher’s test
To test for right-skewness of the p-curve, Simonsohn et al. (2014) propose to apply
Fisher’s test.15 This test is based on the observation that, if the p-curve is uniform
on (0, α) for α ∈ (0, 1), the “p-value of p-value”, PP := P/α, has the uniform
distribution on (0, 1). In this case, the test statistic −2∑ni=1 log(PPi) has a chi-
squared distribution with 2n degrees of freedom, χ22n. In our context, where the p-
curve under the null hypothesis is non-increasing, it is not possible to directly apply
Fisher’s test. Therefore, we use the modified test statistic −2∑ni=1 log(1 − PPi) for
which the uniform distribution is least favorable such that we can use χ22n critical
values.16
6.2 Tests for continuity
Theorem 1 shows that the p-curve is continuous under the null of no p-hacking for
many popular tests. Tests for continuity at significance thresholds α, such as α = 0.05,
thus provide a natural alternative to the tests based on the non-increasingness of the
p-curve discussed in Section 6.1. Consider the following testing problem:
H0 : lim
p↑α
g(p) = lim
p↓α
g(p) against H1 : lim
p↑α
g(p) 6= lim
p↓α
g(p) (25)
To test hypothesis (25), we employ the density discontinuity test proposed by Catta-
neo et al. (2019b), which is based on a simple local polynomial density estimator.
A major practical concern with discontinuity tests is rounding, which is ubiquitous
in empirical applications. In the presence of rounding, the p-curve is discontinuous
in the absence of p-hacking even after de-rounding (cf. Section 5.2). Consequently,
rounding can lead to rejections of the null of continuity even when there is no p-
hacking, rendering continuity-based tests invalid.
15A related alternative to Fisher’s test is Stouffer’s method, which was first used to analyze p-
curves by Simonsohn et al. (2015).
16To see this note that when Pi has decreasing density function, the distribution function of
− log(1 − PPi) is F (1 − exp(−t)) for t ∈ [0,∞), where F is concave on [0, 1]. Therefore, F (1 −
exp(−t)) > 1 − exp(−t), t ∈ [0,∞). The latter function is the CDF of − log(1 − PPi) when Pi is
distributed uniformly on (0, α). This implies that for any decreasing density of Pi, the quantiles
of − log(1 − PPi) are weakly smaller than in case of uniformly distributed Pi. Since p-values are
assumed to be independent, this is also true for −2∑ni=1(log(1− PPi)).
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6.3 Tests for K-monotonicity and upper bounds
Theorem 2 shows that p-curves based on t-tests are completely monotone and Theo-
rem 3 establishes upper bounds on the p-curves and their derivatives. Here we develop
tests based on these testable restrictions.
We say a function ξ is K-monotone on some interval I, if 0 ≤ (−1)nξ(n)(x) for
every x ∈ I and all n = 0, 1, . . . , K, where ξ(n) is the nth derivative of ξ. By definition,
a completely monotone function is K-monotone. Consider the null hypothesis
H0 : g is K-monotone and (−1)kg(k) ≤ B(k)d , for k = 0, 1, . . . , K, (26)
where d = 1 for one-sided t-tests, d = 2 for two-sided t-tests, and B(k)1 and B(k)2
are the upper bounds in Theorem 3. Testing higher-order monotonicity is very data
intensive. Therefore, we choose K = 2 in our simulations and empirical applications.
Let 0 = x0 < x1 < · · · < xJ = 1 be an equidistant partition of the (0, 1) interval
and define
pij =
∫ xj
xj−1
g(p)dp, j = 1, . . . , J.
The form of the p-curve in the absence of p-hacking implies restrictions on the
proportions pi := (pi1, . . . , piJ) and their differences. The null hypothesis (26) can be
reformulated as
H0 : 0 ≤ (−1)k∆k ≤ ϑ(k)d ,
J∑
j=1
pij = 1, for all k = 0, . . . , K, (27)
where ∆k is a (J−k)×1 vector of kth differences of pi’s, ∆0 = pi, ϑ(k)d := (ϑ(k)d,1, . . . , ϑ(k)d,J−k)′
is the vector of upper bounds on |∆k| (we derive these bounds in Appendix G.1),
d = 1 for one-sided tests, and d = 2 for two-sided tests. The inequalities in (27) are
interpreted element-wise. Hypothesis (27) can be expressed as
H0 : Api−J ≤ b, (28)
where pi−J := (pi1, . . . , piJ−1)′ and the matrix A and the vector b are defined in Ap-
pendix G.2.17
17We use pi−J because the variance matrix of the estimator of pi is singular by construction and we
want to express the left-hand side of our moment inequalities as a combination of “core” moments.
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We estimate pi−J using the sample proportions pˆi−J . The resulting estimator is√
n-consistent and asymptotically normal with mean pi−J and non-singular (if all pro-
portions are positive) variance-covariance matrix Ω = diag{pi1, . . . , piJ−1}−pi−Jpi′−J .18
Following Cox and Shi (2019) we can test hypothesis (28) by comparing
Tn = inf
q:Aq≤b
n(pˆi−J − q)′Ωˆ−1(pˆi−J − q) (29)
to the critical value of a chi-squared distribution with the number of degrees of free-
dom equal to rank(Aˆ), where Aˆ is the matrix formed by the rows of A corresponding
to active inequalities.19
Remark 10 (Testing on a subinterval). When testing based on a subinterval I =
(0, α], the bounds need to be re-scaled by G(α) =
∫
I g(p)dp. Since g(p) is unknown,
this re-scaling is infeasible. Instead, we can use a consistent (under the null) estimator
of G(α) to re-scale the bounds. In what follows, when testing on a subinterval, we
use bounds ϑ
(k)
d,j = ϑ
(k)
d,j/Gˆ(α), where Gˆ(α) = nI/n, and nI is the number of p-values
below α.
7 Monte Carlo simulations
In this section, we investigate the finite sample properties of the tests in Section 6
using a Monte Carlo simulation study, which is based on an extended version of the
analytical example in Section 3.2.2.
Suppose researchers have access to a random sample of size N = 100 generated
by the model
yi = xiβ + ui, i = 1, . . . , N,
where xi ∼ N (0, 1) and ui ∼ N (0, 1) are independent of each other. In addition, they
have access to a vector of K control variables, zi := (z1i, . . . , zKi)
′, where
zki = γkxi +
√
1− γ2kzk,i, zk,i ∼ N (0, 1), k = 1, . . . , K.
We set β = h/
√
N , where h is drawn from a chi-squared distribution with 1 degree
of freedom, and generate the correlation parameter as γk ∼ Uniform[−0.8, 0.8].
18The problem of testing affine inequalities about the mean of a multivariate normal random
vector is classical and has been considered for example by Kudo (1963) and Wolak (1987).
19Here Ωˆ is a consistent estimator of Ω. In practice, when there are invertibility issues caused by
empty cells, we use Ωˆ = diag{p˜i1, . . . , p˜iJ−1} − p˜i−J p˜i′−J , where p˜ij = nn+1 pˆij + 1n+1 1J .
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Researchers first regress yi on xi and zi, use a t-test to test
H0 : β = 0 against H1 : β > 0,
and obtain the p-value P . A fraction τ of researchers p-hacks. They employ the
following strategy. If P ≤ α, they report the p-value. If P > α, they run regressions
of yi on xi including all (K−1)×1 sub-vectors of zi and select the result corresponding
to the minimum p-value. If there is no significant result, they explore all (K − 2)× 1
sub-vectors of zi and so on. Among the researchers who p-hack, a fraction ω p-hacks
at α = 0.05 and a fraction (1− ω) p-hacks at α = 0.1. Choosing ω ∈ (0, 1) allows us
to consider the practically relevant scenario where not all researchers are p-hacking
at the same significance cutoff. The remaining fraction (1 − τ) of researchers does
not p-hack and simply regresses yi on xi and zi and reports the results. The resulting
p-curve is
g(p) = τ · [ω · gp,0.05(p) + (1− ω) · gp,0.1(p)]+ (1− τ) · gnp(p),
where gp,α is the distribution under p-hacking at cutoff α ∈ {0.05, 0.1} and gnp is the
distribution in the absence of p-hacking. gp is generated based on the p-hacking strat-
egy described above and gnp is the distribution of p-values from the initial regression
of yi on xi and zi.
20 The overall sample size is n = 1000. The effective sample size
depends on the choice of subinterval as well as on τ and ω. In the simulations, we vary
the prevalence of p-hacking (τ) and the fraction of researchers p-hacking at α = 0.05
and α = 0.1 (ω). Figure 13 in Appendix H displays the Monte Carlo p-curves with
and without p-hacking.
We apply the tests to two different subintervals: (0, 0.05], which is popular choice
in practice, and (0, 0.15], which includes both significance thresholds at which re-
searchers are p-hacking. For all simulations, we choose K = 7. We compare a Bino-
mial test on [0.04, 0.05], Fisher’s test, a histogram-based test for non-increasingness
based on the Cox and Shi (2019) test (Cox-Shi (1)), a histogram-based test for 2-
monotonicity and bounds on the p-curve and the first two derivatives based on the
Cox and Shi (2019) test (Cox-Shi (2 + B)), a LCM test based on the supremum
20To generate the data, we first simulate the algorithm 1 million times to obtain samples corre-
sponding to ω · gp,0.05(p) + (1 − ω) · gp,0.1(p) and gnp. Then, to construct samples in every Monte
Carlo iteration, we draw with replacement from a mixture of those samples.
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norm, and a density discontinuity test at 0.05 based on Cattaneo et al. (2019b).21 All
simulations are based on 5000 repetitions.
Figure 7 plots the empirical rejection rates for the different tests based on the
(0, 0.05] interval. We find that, while all tests control size, they can exhibit low power
unless τ and ω are large. A comparison between the different methods shows that
the histogram-based test for 2-monotonicity and bounds exhibits much higher power
than the other tests. This shows the importance of exploiting the additional testable
restrictions that are available for p-curves based on t-tests. Among the tests for non-
increasingness, the histogram-based test exhibits the highest power at low values of
τ , whereas the LCM test tends to be most powerful when τ is large. Furthermore,
across all designs, the “local” Binomial test exhibits low power not exceeding 20%
even when τ = 1 and ω = 0.75. This is because the particular type of p-hacking
considered here does not lead to an isolated hump near p = 0.05. Our simulation
evidence thus highlights the drawbacks of local tests that do not fully exploit the
testable restrictions.
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Figure 7: Empirical rejection rates Monte Carlo study: (0, 0.05] intervals
Figure 8 reports the results based on the (0, 0.15] interval. The test for 2-
monotonicity and bounds is again the most powerful test, followed by the histogram-
based test for non-increasingness, which is more powerful than the LCM test. Fisher’s
test, which exhibits non-trivial power based on (0, 0.05], has essentially no power when
applied to the p-curve on (0, 0.15].22
21For the histogram-based tests, we use 10 bins for tests on (0, 0.05] and 15 bins for tests on
(0, 0.15]. For the density discontinuity tests, we use automatic bandwidth selection (Cattaneo et al.,
2019a).
22We also considered the local version of the Fisher’s test considered by Hartgerink (2017), but
found that the power improvements are small.
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Finally, it is interesting to compare the “shape-based” tests on (0, 0.15] to the
density discontinuity test. The density discontinuity test is well-suited for our simu-
lation setting since there is a pronounced discontinuity at 0.05 (cf. Appendix H). Our
results suggest that there needs to be a large discontinuity (ω ≥ 0.5) for the density
discontinuity test to have more power than our tests based on non-increasingness of
the p-curve. Moreover, the histogram-based test for 2-monotonicity and bounds is
more powerful than the density discontinuity test across all simulation designs.
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Figure 8: Empirical rejection rates Monte Carlo study: (0, 0.15] intervals
8 Empirical applications
In this section, we apply the statistical tests of Section 6 to assess the prevalence
of p-hacking based on two large samples of p-values. We first analyze the extent of
p-hacking in top economics journals and then, looking beyond economics, analyze
p-hacking across different disciplines.
8.1 p-hacking in economics journals
In our first application, we reanalyze the data collected by Brodeur et al. (2016).23
These data contain information about 50,078 t-tests reported in 641 papers published
in the American Economic Review, the Quarterly Journal of Economics, and the
Journal of Political Economy between 2005 and 2011. We exclude 240 observations
from the analysis for which it was not possible to construct p-values based on the
reported information.24 The final dataset contains 49,838 t-tests from 639 papers.
23The data are available here (last accessed July 23, 2018).
24For instance, we drop the observation if only the estimated coefficient is reported but both
standard deviation and t-statistic are absent. We also drop observations for which we only know
35
For each test, we observe the value of the point estimate, its standard deviation, the
p-value of the test, or the absolute value of the corresponding t-statistic. We convert
all t-statistics into p-values associated with two-sided t-tests based on the standard
normal distribution.
An important practical issue is the dependence between p-values. While it is often
plausible to assume that p-values are independent across papers, it may not always
be plausible to assume independence of p-values within papers. We therefore use
cluster-robust estimators of the variance-covariance matrix of the sample proportions
for the Cox and Shi (2019) tests, and also apply all tests to random subsamples with
one p-value per paper, allowing us to use exact tests such as the Binomial test and
Fisher’s test in the presence of within-paper correlation.
Here we focus on testing for p-hacking based on the (0, 0.15] interval. Appendix
J.1 presents results based on the (0, 0.05] interval. We consider a Binomial test on
[0.04, 0.05], Fisher’s test, a histogram-based test for non-increasingness (Cox-Shi (1)),
a histogram-based test for 2-monotonicity and bounds on the p-curve and the first
two derivatives (Cox-Shi (2 + B)), a LCM test based on the supremum norm, and a
density discontinuity test at 0.05.25
Figure 9 presents the results. The histograms are based on the same number of
bins as the histogram-based tests. A common feature is the large number of very
small p-values, which is sometimes interpreted as indicative of evidential value (see
for example Simonsohn et al. (2014); in our notation this is a large mass of Π away
from zero). As discussed in Brodeur et al. (2016), natural numbers that can be
expressed as ratios of small integers are over-represented because of the low precision
used by some of the authors. As a result, the data exhibit a noticeable mass point at
tˆ = 2 (there are 427 such observations in our final data), which translates into a mass
point in the p-curve at p = 0.046. We note that this mass point could also be due
to p-hacking (or publication bias) if tˆ = 2 is a “focal point”. To analyze the impact
of rounding, we apply the tests to the de-rounded data provided by Brodeur et al.
(2016). Figure 10 presents the results. In what follows, when discussing the results,
we say that a test rejects the null hypothesis of no p-hacking if its p-value is smaller
that the statistic of interest is below a threshold (e.g, p-value< 0.01).
25For the histogram-based tests, we use 30 bins when testing based on all p-values and 15 bins
when testing based on random subsamples of p-values. For the density discontinuity tests, we use
automatic bandwidth selection (Cattaneo et al., 2019a).
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Figure 9: Test results based on (0, 0.15]: original raw data
than 0.1.
Based on the original raw (rounded) data on all p-values, the Binomial test and
both histogram-based tests reject the null for all three (sub)samples, whereas the
LCM test rejects for all papers and microeconomics papers. Based on the random
subsamples of p-values, both histogram-based tests reject the null for the macroeco-
nomics subsample. The density discontinuity test rejects the null for all papers and
microeconomics papers, but does not reject the null for macroeconomics papers and
based on the random subsamples of p-values.
We find different results based on the de-rounded data.26 Only the histogram-
based test for 2-monotonicity and bounds rejects the null for the subsamples of
macroeconomics and microeconomics papers based on all p-values. This finding
clearly demonstrates the importance of using additional testable restrictions beyond
26Note that the (sub)sample sizes for the rounded and de-rounded data differ due to de-rounding.
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Figure 10: Test results based on (0, 0.15]: de-rounded data
non-increasingness and continuity. The differences between the findings based on the
original (raw) and the de-rounded data suggest that several rejections based on the
original data are due to the mass point just below 0.05. Because of the particular lo-
cation of the mass point close to 0.05, the Binomial test and the density discontinuity
test are particularly sensitive to rounding.
8.2 p-hacking across different disciplines
In Section 8.1, we analyzed the degree of p-hacking in top-5 economics journals. Here
we investigate the prevalence of p-hacking across different disciplines, looking beyond
economics. We analyze the extensive dataset on p-values collected by Head et al.
(2015).27 These data contain p-values obtained from text-mining all open access pa-
27The data (Head et al., 2016) are available here (last accessed July 7, 2018).
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pers available on the PubMed database. They contain large samples of p-values from
ten different disciplines and are thus uniquely suited for our analysis. For concrete-
ness, we focus on six different disciplines: biology, chemistry, education, engineering,
medical and health sciences, and psychology and cognitive science.
The data contain two different types of p-values: p-values from abstracts and
p-values from the results sections in the main text. Here we use p-values from the
results section, allowing us to work with larger samples. We present test results
based on the (0, 0.15] interval; results based on the (0, 0.05] interval are discussed in
Appendix J.2. Since the data do not only contain t-tests, we focus on tests based on
non-increasingness and continuity of the p-curve.
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Figure 11: Histograms and test results for Head et al. (2015): Medical and health
sciences
The left panel of Figure 11 shows a histogram of the raw data on all p-values
for the medical and health sciences (the largest subsample) with 60 bins as used
for the histogram-based tests. A substantial fraction of p-values are rounded to two
decimal places. As a consequence, there are sizable mass points at 0.01, 0.02, . . . 0.15.
One important reason for prevalence of rounding relative to the Brodeur et al. (2016)
dataset is that Head et al. (2015) directly collected p-values through text mining, while
Brodeur et al. (2016) also collected data on test statistics, estimates, and standard
errors, allowing us to construct more precise p-values. We show results based on the
original (rounded) p-values and based on de-rounded data, following the discussion
in Section 5.2.1.28 The right panel of Figure 11 shows the impact of de-rounding on
28We note that the presence of large mass points due to rounding can be problematic for the LCM
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the shape of the p-curve.
We consider a Binomial test on [0.04, 0.05], Fisher’s test, a histogram-based test for
non-increasingness (Cox-Shi (1)), and a LCM test based on the supremum norm.29 We
also consider a density discontinuity test at 0.05.30 However, we emphasize that the
discontinuity test is not well-suited for this application because there are substantial
discontinuities induced by rounding, which prevail even after de-rounding (cf. Section
5.2.1). As a consequence, rejections of the null can be either due to rounding or
due to p-hacking. Since there are multiple p-values per paper, we use cluster-robust
estimators of the variance-covariance matrix of the sample proportions for the Cox
and Shi (2019) tests, and also present results based on random subsamples with one
p-value per paper, allowing us to apply exact tests in the presence of within-paper
correlation.
In what follows, when discussing the results, we say that a test rejects the null hy-
pothesis of no p-hacking if its p-value is smaller than 0.1. Table 1 presents the results
based on all p-values. Based on the original (rounded) data, the histogram-based test
and the LCM test reject the null hypothesis of no p-hacking for all disciplines. After
de-rounding, the histogram-based test (biological sciences, engineering, medical and
health sciences) and the LCM test (medical and health sciences) reject the null. Table
2 shows the results based on random samples with one p-value per paper. We find
that the histogram-based test (biological sciences, engineering, medical and health
sciences) and the LCM test (all disciplines except chemical sciences) reject the null
based on the rounded data. The density discontinuity test rejects the null hypothesis
for the majority of disciplines based on the rounded data. After de-rounding, it only
rejects for biological and chemical sciences. As discussed above, these rejections are
expected because of the prevalence discontinuities induced by rounding.
Overall, our tests reject more often for the disciplines with larger sample sizes.
This finding is in line with the Monte Carlo evidence in Section 7, which shows that
tests based on non-increasingness can have low power even if p-hacking is prevalent.
tests as the theory underlying these tests relies on continuity of the distribution under study.
29For the histogram-based tests, we use 60 bins (all data) and 30 bins (random subsamples) for
biological and medical and health sciences given the large sample sizes, and 30 and 15 bins for the
other disciplines.
30We use automatic bandwidth selection (Cattaneo et al., 2019a).
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Table 1: Tests based on (0, 0.15]: all data
Discipline
Test
Biological
sciences
Chemical
sciences
Education Engineering
Medical and
health sciences
Psychology and
cognitive sciences
Rounded data
Binomial on [0.04, 0.05] 1.000 0.342 0.975 0.999 1.000 1.000
Fisher’s Method 1.000 1.000 1.000 1.000 1.000 1.000
Discontinuity 0.000 0.130 0.441 0.000 0.000 0.000
Cox-Shi (1) 0.000 0.000 0.001 0.000 0.000 0.000
LCM (sup-norm) 0.000 0.000 0.000 0.000 0.000 0.000
Obs in [0.04, 0.05] 7692 296 220 396 38462 1621
Obs in (0, 0.15] 74746 2631 1993 3262 352817 15189
De-rounded data
Binomial on [0.04, 0.05] 0.993 0.133 0.467 0.975 1.000 0.811
Fisher’s Method 1.000 1.000 1.000 1.000 1.000 1.000
Discontinuity 0.005 0.117 0.245 0.849 0.162 0.406
Cox-Shi (1) 0.021 0.530 0.884 0.084 0.000 0.836
LCM (sup-norm) 0.936 1.000 1.000 1.000 0.065 0.653
Obs in [0.04, 0.05] 5720 234 144 250 28318 1161
Obs in (0, 0.15] 74550 2628 1988 3258 352066 15130
Table 2: Tests based on (0, 0.15]: random subsample of one p-value per paper
Discipline
Test
Biological
sciences
Chemical
sciences
Education Engineering
Medical and
health sciences
Psychology and
cognitive sciences
Rounded data
Binomial on [0.04, 0.05] 0.510 0.157 0.439 0.904 1.000 0.670
Fisher’s Method 1.000 1.000 1.000 1.000 1.000 1.000
Discontinuity 0.000 0.554 0.905 0.000 0.000 0.000
Cox-Shi (1) 0.000 0.638 0.235 0.079 0.000 0.735
LCM (sup-norm) 0.000 0.265 0.035 0.002 0.000 0.000
Obs in [0.04, 0.05] 1482 63 42 85 6270 185
Obs in (0, 0.15] 13829 482 366 619 56892 1730
De-rounded data
Binomial on [0.04, 0.05] 0.178 0.116 0.286 0.712 0.976 0.465
Fisher’s Method 1.000 1.000 1.000 1.000 1.000 1.000
Discontinuity 0.571 0.085 0.987 0.287 0.557 0.637
Cox-Shi (1) 0.992 0.690 0.485 0.731 0.872 0.749
LCM (sup-norm) 1.000 1.000 1.000 0.999 0.846 1.000
Obs in [0.04, 0.05] 1053 45 28 51 4536 128
Obs in (0, 0.15] 13788 482 365 619 56753 1716
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9 Conclusion
This paper provides theoretical foundations for testing for p-hacking based on dis-
tributions of p-values and t-statistics across scientific studies. We establish the first
general results on the p-curve, providing conditions under which a null set of distri-
butions can be identified. There are many ways to p-hack, so to understand relevant
directions of power for tests, we also analytically characterize the distribution of p-
values under plausible p-hacking scenarios. Based on our theoretical results for both
the null and alternative hypotheses, we develop more powerful statistical tests for
p-hacking.
For the empirical researcher, the analysis both provides a constructive under-
standing of the problem of detecting p-hacking as well as some cautionary notes. For
many popular tests, regardless of whether or not the hypotheses being tested are true
and regardless of the true value of the parameters, the null hypothesis contains all
non-increasing p-curves. For the leading case where all tests are t-tests, we derive
additional previously unknown testable restrictions. Such results are not available
for distributions of t-statistics, and we show that popular tests based on the t-curve
do not control size. Our simulations of p-hacking through covariate selection show
that our new tests based on non-increasingness of the p-curve are substantially more
powerful than existing alternatives. However, even for our more powerful tests, there
needs to be a substantial fraction of researchers engaged in this type of p-hacking for
tests to have enough power that we are likely to detect p-hacking in practice. We find
that tests based on the additional restrictions available for p-curves based on t-tests
are much more powerful, and we recommend using these tests when applicable.
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A Nuisance parameters
A.1 General results
In the main text, we focus on settings where h only contains the parameters of
interest. Here we extend the results to settings where h contains both the parameters
of interest, h1, as well as additional nuisance parameters, h2, such that h = (h1, h2).
Let H1 and H2 denote the supports of h1 and h2 and H = H1 × H2. To make the
dependence on the nuisance parameter explicit, we write the CDF of T as Fh1,h2 . We
further allow the null distribution to depend on h2 and write its CDF as Fh2 .
1
The CDF of p-values is
G(p) =
∫
H1×H2
β (p, h1, h2) dΠ(h1, h2)
where β(p, h1, h2) = 1− Fh1,h2 (cvh2(p)) and cvh2(p) = F−1h2 (1− p).
The following assumptions are direct extensions of Assumptions 1–2 in the main
text.
Assumption 3 (Regularity with nuisance parameters). Fh2 and Fh1,h2 are twice con-
tinuously differentiable with uniformly bounded first and second derivatives fh2 , f
′
h2
, fh1,h2
and f ′h1,h2. For all (h2, p) ∈ H2 × (0, 1), fh2(cvh2(p)) > 0. For (h1, h2) ∈ H1 × H2,
supp(fh2) = supp(fh1,h2).
Assumption 4 (Sufficient condition with nuisance parameters). For all (p, h1, h2) ∈
(0, 1)×H1 ×H2,
f ′h1,h2(cvh2(p))fh2(cvh2(p)) ≥ f ′h2(cvh2(p))fh1,h2(cvh2(p)).
Under Assumption 3, the derivative of the p-curve is given by
g′(p) =
∫
H1×H2
∂2β (p, h1, h2)
∂p2
dΠ(h1, h2).
The next result extends Theorem 1 to accommodate nuisance parameters and shows
that the p-curve is non-increasing for a general class of distributions of alternatives.
Theorem 4 (Main testable restriction of p-hacking with nuisance parameters). Under
Assumptions 3–4, g continuously differentiable and non-increasing on P: g′(p) ≤
0, p ∈ (0, 1).
The proof of Theorem 4 uses the same arguments as the proof of Theorem 1 and
is thus omitted.
This discussion shows that as long as the conditions in the main text hold for all
values of the nuisance parameter h2, the same testable implication arises. However,
verifying Assumption 4 for all values of h2 can be quite challenging in practice. We
illustrate the verification of this condition in the context of exact t-tests.
2
A.2 Illustration: exact t-tests
Here we illustrate the general results based on exact t-tests. Suppose we have access
to a random sample {xi}Ni=1, where xi ∼ N (θ, σ2) for i = 1, . . . , N . By the normality
assumption, the sample average θˆ := N−1
∑N
i=1 xi has an exact normal distribution:
√
N
(
θˆ − θ
)
∼ N (0, σ2). (30)
We consider a setting where σ2 is unknown and estimated by31
σˆ2 =
1
N − 1
N∑
i=1
(xi − θˆ)2.
Then the t-statistic based on the estimated standard deviation,
tˆ =
√
N
(
θˆ − θ0
σˆ
)
,
is distributed according to a noncentral t-distribution with N − 1 degrees of freedom
and noncentrality parameter
√
N ((θ − θ0)/σ). In the notation of our general frame-
work, the parameter of interest is h1 :=
√
N ((θ − θ0)/σ) and the nuisance parameter
is h2 := N − 1.32 Consider first the one-sided testing problem
H0 : h1 = 0 against H1 : h1 > 0.
Here Fh1,h2 is the CDF of a noncentral t-distribution with noncentrality parameter h1
and degrees of freedom h2. The null distribution is a t-distribution with h2 degrees
of freedom and CDF Fh2 .
As we show in Appendix A.3, the density of a noncentral t-distribution with
noncentrality parameter h1 and degrees of freedom h2, fh1,h2 , can be written as
fh1,h2(x) = fh2(x)M(x;h1, h2),
where M ′(x;h1, h2) ≥ 0 for non-negative h1. It follows that Assumption 4 holds
because
f ′h1,h2(x)fh2(x)− f ′h2(x)fh1,h2(x) = f 2h2(x)M ′(x;h1, h2).
31We assume that N ≥ 2 such that σˆ2 is well-defined.
32Note that in this simple example, the marginal distribution of the degrees of freedom can be
identified from the distribution of sample sizes where available.
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Consider next the two-sided testing problem
H0 : h1 = 0 against H1 : h1 6= 0.
Here Fh1,h2 is the CDF of a folded noncentral t-distribution with noncentrality param-
eter h1 and degrees of freedom h2. The null distribution Fh2 is a half-t-distribution
with h2 degrees of freedom. Assumption 4 is satisfied since
fh1,h2(x) = fh2(x)(M(x;h1, h2) +M(−x;h1, h2))/2
and
f ′h1,h2(x)fh2(x)− f ′h2(x)fh1,h2(x) = f 2h2(x)(M ′(x;h1, h2)−M ′(−x;h1, h2))/2,
where M ′(x;h1, h2)−M ′(−x;h1, h2) ≥ 0 as shown in Appendix A.3.
This derivation shows that p-curves constructed from studies with different sample
sizes will still generate a monotonically non-increasing curve.
A.3 Verification of Assumption 4 for exact t-tests
A.3.1 One-sided tests
The density function of a noncentral t-distribution with ν ≥ 1 degrees of freedom and
noncentrality parameter µ ≥ 0 can be written as (e.g., Scharf, 1991, p. 177)
fµ,ν(x) := fν(x)D(ν)K(x;µ, ν),
where D(ν) = (Γ ((ν + 1)/2) 2(ν−1)/2)−1, fν is the density of t-distribution with ν
degrees of freedom,
fν(x) =
Γ
(
ν+1
2
)
√
νpiΓ
(
ν
2
) (1 + x2
ν
)− ν+1
2
,
and
K(x;µ, ν) = exp
(
− νµ
2
2(x2 + ν)
)∫ ∞
0
ψ
(
y,
µx√
x2 + ν
, ν
)
dy
4
with ψ(y, a, b) := yb exp
(−1
2
(y − a)2). Differentiate K(x;µ, ν) with respect to x to
obtain33
K ′(x;µ, ν) = K(x;µ, ν)
νµ2x
(x2 + ν)2
+ exp
(
− νµ
2
2(x2 + ν)
)
×
∫ ∞
0
ψ
(
y,
µx√
x2 + ν
, ν
)(
y − µx√
x2 + ν
)
µν
(x2 + ν)3/2
dy
=
µν exp
(
− νµ2
2(x2+ν)
)
(x2 + ν)3/2
∫ ∞
0
ψ
(
y,
µx√
x2 + ν
, ν + 1
)
dy ≥ 0.
Thus, since D(ν) > 0, the first derivative of M(x;µ, ν) := D(ν)K(x;µ, ν) with respect
to x is non-negative.
A.3.2 Two-sided tests
The density function of a folded noncentral t-distribution with ν ≥ 1 degrees of
freedom and noncentrality parameter µ ∈ R is given by
ϕµ,ν(x) := fµ,ν(x) + fµ,ν(−x)
= fν(x)D(ν)(K(x;µ, ν) +K(−x;µ, ν))
= fν(x)(M(x;µ, ν) +M(−x;µ, ν)), x ≥ 0.
Observe that
∂
∂x
(M(x;µ, ν) +M(−x;µ, ν)) = M ′(x;µ, ν)−M ′(−x;µ, ν)
=
ν exp
(
− νµ2
2(x2+ν)
)
(x2 + ν)3/2
∫ ∞
0
A(x, y;µ, ν)dy,
where
A(x, y;µ, ν) = µ
(
ψ
(
y,
µx√
x2 + ν
, ν + 1
)
− ψ
(
y,
−µx√
x2 + ν
, ν + 1
))
dy
= exp
(
−1
2
(
y2 +
µ2x2
x2 + ν
)
− µxy√
x2 + ν
)
µ
(
exp
(
2µxy√
x2 + ν
)
− 1
)
≥ 0, for any (µ, x, y) ∈ R× R+ × R+.
The last inequality follows from the fact that µ(exp(µz) − 1) ≥ 0 for z ≥ 0. This
proves that M ′(x;µ, ν)−M ′(−x;µ, ν) ≥ 0.
33Exchanging differentiation and integration is allowed by dominated convergence noting that
|∂ψ(y, µx/√x2 + ν, ν)/∂x| ≤ |µν|(ψ(y, µx/√x2 + ν, ν + 1) + |µx|ψ(y, µx/√x2 + ν, ν)) and that
ψ(y, µx/
√
x2 + ν, b) is integrable for any x and b ≥ 0.
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B Complete monotonicity for Wald tests
Theorem 2 shows that the p-curve based on t-tests is completely monotone. In this
section, we demonstrate that the p-curve is not completely monotone in general. To
illustrate, we consider Wald tests where F is the CDF of a chi-squared distribution
with degrees of freedom k > 0, Fh is the CDF of a noncentral chi-squared distribution
with degrees of freedom k > 0 and noncentrality parameter h, H0 = {0}, and H1 ⊆
(0,∞). The p-curve can be written as
g(p) =
∫ ∞
0
∞∑
j=0
exp{−h/2}(h/4)j
j!Γ(j + k/2)
Γ(k/2)(cv(p))jdΠ(h).
We will now show that g is completely monotone for k ≤ 2, but not completely
monotone for k > 2.
Complete monotonicity for k = {1, 2}.
The p-curve is completely monotone when k = 1 in which case Wald tests are equiv-
alent to two-sided t-test. When k = 2, f(x; 2) = 1
2
exp{−x/2} and it can be shown
by induction that
dncv(p)
dpn
= (−1)nAn exp{Bncv(p)},
where An = 2 · (n− 1)! and Bn = n2 , n ≥ 1. Hence, cv(p) is completely monotone. It
follows that (cv(p))j is completely monotone for any j ≥ 0. Thus,
(−1)ng(n)(p) =
∞∑
j=0
exp{−h/2}(h/4)j
j!Γ(j + k/2)
Γ(k/2)((−1)n(dn(cv(p))j/dpn)) ≥ 0.
We conclude that g is completely monotone for k = 2.
Failure of complete monotonicity for k > 2.
For k > 2, the p-curve is not completely monotone in general. Taking derivatives, we
obtain
g(2)(p) = exp{cv(p)}2kΓ3(k/2)
∫ ∞
0
∞∑
j=1
exp{−h/2}(h/4)j
(j − 1)!Γ(j + k/2)(cv(p))
j−k
(
j − k − cv(p)
2
)
dΠ(h).
It is possible to choose Π such that g(2)(p∗) < 0, which violates complete monotonicity.
For instance, let k = 3, p∗ = arg{cv(p) = 0.5} and Π assigns all mass to h = 4. In
this case g(2)(p∗) ≈ −0.27.
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C Detailed derivations Section 3.2
Let σˆj be the standard error of the estimate of β when we use zj as a control (j = 1, 2).
Given our assumptions and since the variance of u is known, it can be shown that
σˆ2j =
1
1− γ2 , j = 1, 2.
It follows that the t-statistic for testing H0 : β = 0 has the following distribution
Tj =
√
nβˆj
σˆj
d
= h+
Wxu − γWzju√
1− γ2 , j = 1, 2,
where WxuWz1u
Wz2u
 ∼ N

00
0
 ,
1 γ γγ 1 0
γ 0 1

 .
This means that, conditional on h, T1 and T2 are jointly normal with common mean
equal to h, unit variances, and correlation ρ = (1− 2γ2)/(1− γ2).
Fix h for now and let zh(p) = Φ
−1(1 − p) − h. Then the CDF of Pr on (0, 1)
interval is given by
Gph(p) = Pr(Pr ≤ p)
= Pr(P1 ≤ p | P1 ≤ α) Pr(P1 ≤ α)
+ Pr(min{P1, P2} ≤ p | P1 > α) Pr(P1 > α)
= Pr(P1 ≤ min{p, α}) + (1− Pr(P1 > p, P2 > p | P1 > α)) Pr(P1 > α)
= Pr(T1 ≥ z0(min{p, α})) + Pr(T1 < z0(α))− Pr(T1 < z0(max{p, α}), T2 < z0(p))
= 1− Φ(zh(min{p, α})) + Φ(zh(α))−
∫ zh(p)
−∞
∫ zh(max{p,α})
−∞
f(x, y; ρ)dxdy,
where f(x, y; ρ) = 1
2pi
√
1−ρ2
exp{−x2−2ρxy+y2
2(1−ρ2) }.
Differentiate Gph(p) with respect to p for p ∈ (0, α):
dGph(p)
dp
=
dzh(p)
dp
[
−φ(zh(p))−
∫ zh(α)
−∞
f(zh(p), y; ρ)dy
]
=
φ(zh(p))
[
1 + Φ
(
zh(α)−ρzh(p)√
1−ρ2
)]
φ(z0(p))
.
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When p ∈ (α, 1) the derivative is
dGph(p)
dp
=
2φ(zh(p))Φ
(
zh(p)−ρzh(p)√
1−ρ2
)
φ(z0(p))
.
Finally, the density function of p-values is given by
gp(p) =
∫
H
dGph(p)
dp
dΠ(h) =
∫
H
φ(zh(p))Υ(p;α, h, ρ)
φ(z0(p))
dΠ(h),
where Υ(p;α, h, ρ) = 1{p≤α}
[
1 + Φ
(
zh(α)−ρzh(p)√
1−ρ2
)]
+ 1{p>α}2Φ
(
zh(p)−ρzh(p)√
1−ρ2
)
. To get
the final expression note that z0(p) = cv1(p) and φ(zh(p))/φ(z0(p)) = exp
(
hcv1(p)− h22
)
.
D The t-curve is non-increasing under addition re-
strictions on Π
If one is willing to impose additional restrictions on the distribution of alternatives,
it is possible to show that the t-curve is non-increasing. For example, this is the case
if the distribution of alternatives admits a density pi that is symmetric around zero
and unimodal, i.e., if pi(h) = pi(−h) and pi(h) is decreasing for all h > 0.
The distribution of the absolute t-statistic is given by
g(t) =
∫ ∞
−∞
(φ(h+ t) + φ(h− t))pi(h)dh = 2
∫ ∞
0
(φ(h+ t) + φ(h− t))pi(h)dh, t ≥ 0.
The derivative of g is
g′(t) = 2
∫ ∞
0
(φ′(h+ t)− φ′(h− t))pi(h)dh,
where φ′(x) = −xφ(x). Note that∫ ∞
0
φ′(h+ t)pi(h)dh =
∫ ∞
t
φ′(x)pi(x− t)dx = −
∫ ∞
t
xφ(x)pi(x− t)dx
and ∫ ∞
0
φ′(h− t)pi(h)dh =
∫ ∞
−t
φ′(x)pi(x+ t)dx = −
∫ ∞
−t
xφ(x)pi(x+ t)dx
= −
∫ 0
−t
xφ(x)pi(x+ t)dx−
∫ t
0
xφ(x)pi(x+ t)dx−
∫ ∞
t
xφ(x)pi(x+ t)dx
=
∫ t
0
xφ(x)pi(t− x)dx−
∫ t
0
xφ(x)pi(x+ t)dx−
∫ ∞
t
xφ(x)pi(x+ t)dx.
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Hence,
g′(t) = 2
(∫ t
0
xφ(x)[pi(t+ x)− pi(t− x)]dx+
∫ ∞
t
xφ(x)[pi(x+ t)− pi(x− t)]dx
)
≤ 0,
where the last inequality holds since pi(t+ x) ≤ pi(t− x) for x ∈ (0, t) and pi(x+ t) ≤
pi(x− t) for x ∈ (t,∞).
E Size distortions caliper tests
Here we show that humps in the t-curve induced by the distribution of alternatives
can lead to size distortions of the widely used caliper test introduced by Gerber
and Malhotra (2008a,b); see Vivalt (2019), Brodeur et al. (2019), and Bruns et al.
(2019) for recent applications in economics. Caliper tests compare the frequency
of (absolute) t-statistics in a narrow interval around a chosen significance threshold
t∗, [t∗ − , t∗ + ]. A popular choice is t∗ = 1.96. Let piupper denote the fraction of
t-statistics in the upper subinterval. Caliper tests postulate that in the absence of
p-hacking, piupper ≤ 0.5. By contrast, under p-hacking, piupper > 0.5. Caliper tests can
be implemented, for example, using exact Binomial tests (e.g., Gerber and Malhotra,
2008a,b) or binary response models (e.g., Brodeur et al., 2019).
Figure 12 displays the empirical rejection rate of a caliper test based on exact
Binomial tests for t∗ = 1.96 and  ∈ {0.05, 0.1, 0.2}. The nominal level is 5%. As
in Figure 5, the distribution of alternatives is such that Pr(h = 0) = τ and Pr(h =
2.5) = 1− τ . The sample size is n = 49838 as in the empirical application of Section
8.1. Note that the relevant sample size for the caliper test is not the overall sample
size, but the local sample size in the [t∗ − , t∗ + ] interval, which depends on the
distribution of alternatives and on the choice of . In our setting, the average local
sample size ranges from 583 ( = 0.05, τ = 1) to 6842 ( = 0.2, τ = 0). Our
simulations demonstrate that caliper tests can suffer from substantial size distortions
when τ is small in which case the t-curve exhibits humps induced by the distribution
of alternatives (cf. Figure 5). We therefore recommend against using caliper tests in
practice.
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Figure 12: Size distortions caliper test. Nominal level: 5%. Based on simulations
with 10000 repetitions.
F A simple model of publication bias
In this section, we present a simple model for publication bias based on and similar
to the one presented in Brodeur et al. (2016, Section III.B.). We show that the pub-
lication probability can be decreasing in p in settings where the publication decision
is not only a function of p-values, but also of other random factors.
Suppose that there is a unique journal that attaches value f(p, ε) to each submitted
paper. Here p can be interpreted as the p-value on the main hypothesis and ε is an
unobserved error term, which captures various unobserved factors that affect the
publication decision. Journals accept papers if their value exceeds a threshold f¯ .
S = 1
{
f(p, ε) > f¯
}
.
This implies that Pr(S = 1 | p) = Pr(f(p, ε) > f¯ | p).
We impose the following two assumptions.
Assumption 5. f is strictly decreasing in its first argument and strictly increasing
in its second argument.
Assumption 6. ε is independent of p-values.
Assumption 5 states that, ceteris paribus, journals attach higher value to papers
with lower p-values. Assumption 6 requires that p-values are independent of all other
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factors that affect publication, which essentially amounts to abstracting from any
other forms of systematic publication bias.
Under Assumption 5, there exists a unique f˜(p) such that f(p, ε) > f¯ ⇐⇒ ε >
f˜(p), where f˜(p) is increasing in p (the higher the p-value, the higher the ε required
to pass the threshold to get published). Hence, under Assumptions 5–6, we can write
Pr(S = 1 | p) = Pr(ε > f˜(p) | p) = 1− Fε|p(f˜(p) | p) = 1− Fε(f˜(p)),
which implies that Pr(S = 1 | p) is non-increasing in p.
G Additional details Section 6.3
G.1 Bounds on proportions and their differences
For the one-sided t-tests, the population proportion, pij, can be written as
pij =
∫ xj
xj−1
g1(p)dp
=
∫ xj
xj−1
∫ ∞
0
e−h
2/2ehcv1(p)dΠ(h)dp
=
∫ ∞
0
(∫ xj
xj−1
e−h
2/2ehcv1(p)dp
)
dΠ(h)
=
∫ ∞
0
(∫ cv1(xj−1)
cv1(xj)
φ(t− h)dt
)
dΠ(h)
=
∫ ∞
0
λ1,j(cv1, h)dΠ(h),
where λ1,j(cv, h) := Φ(cv(xj−1) − h) − Φ(cv(xj) − h). Similarly, for the two-sided
t-tests,
pij =
∫ xj
xj−1
g2(p)dp =
∫ ∞
−∞
λ2,j(cv2, h)dΠ(h),
where λ2,j(cv, h) := λ1,j(cv, h) + λ1,j(cv,−h).
Since λ1,j(cv1, h), as a function of h, attains its maximum at h
∗
j =
cv1(xj−1)+cv1(xj)
2
,
for the one-sided t-tests
pij ≤ 2Φ
(
cv1(xj−1)− cv1(xj)
2
)
− 1 := ϑ(0)1,j .
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In case of the two-sided t-tests, the bound, ϑ
(0)
2,j := maxh∈R λ2,j(cv2, h), can be calcu-
lated numerically.
For the bounds on the kth differences of pi’s, note that
∆kj =
k∑
i=0
(−1)i
(
k
i
)
pik+j−i, j = 1, . . . , J − k,
and therefore
|∆kj | ≤ ϑ(k)d,j := max
h∈H(d)
{
k∑
i=0
(−1)i+k
(
k
i
)
λd,k+j−i(cvd, h)
}
, j = 1, . . . , J − k,
where H(1) = [0,∞), H(2) = R, and d = 1 and d = 2 for the one- and two-sided
t-tests, respectively. These bounds can be computed numerically.
G.2 Rewriting the null hypothesis as Api−J ≤ b
Let Dm be (m− 1)×m differencing matrix of the following form:
Dm :=

−1 1 0 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . −1 1
 .
In addition, define the J × 1 vector eJ := (0, . . . , 1)′, (J − 1) × 1 vector iJ−1 :=
(1, . . . , 1)′, and matrix F := [−IJ−1, iJ−1]′. Using this notation, we can write (−1)k∆k =
Dkpi, k = 1, . . . , K, where Dk := (−1)kDJ−k+1 × · · · × DJ . Note that the re-
strictions under the null are equivalent to DKpi ≥ c and pi = eJ − Fpi−J , where
DK = [−1, 1]′ ⊗ [IJ , D1′ , . . . , DK′ ]′ and c = [ϑ(1)d
′
, . . . ,ϑ
(K)
d
′
, 0′(K+1)(J−K/2)×1]
′. The
symbol ⊗ denotes the Kronecker product. We can thus express the null hypothesis
as
H0 : Api−J ≤ b,
where A := DKF and b := DKeJ − c.
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H Null and alternative distributions MC study
Figure 13: Monte Carlo Distributions without and with p-hacking
I p-hacking through judicious IV selection
Suppose that researchers are interested in estimating the effect of a scalar variable xi
on an outcome yi. The data are generated according to the following linear instru-
mental variables model:
yi = xiβ + ui,
xi = z1iγ1 + z2iγ2 + vi,
where (ui, vi)
′ iid∼ N (0,Ω) with Ω12 6= 0 and zi = (z1i, z2i)′ ⊥ (ui, vi)′ are instruments,
zi
iid∼ N (0, I2). The researchers are interested in testing
H0 : β = 0 against H1 : β > 0.
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For simplicity, assume that Ω11 = Ω22 = 1 and γ1 = γ2 = γ, where |γ| ∈ (0, 1) is
known. Define h :=
√
Nβ/|γ|, where h is drawn from a distribution of alternatives
with support H ⊆ [0,∞).
Consider the following form of p-hacking.
1. The researchers run a regression of yi on xi using z1i and z2i as instruments and
report the corresponding p-value, P12, if P12 ≤ α.
2. If P12 > α, the researchers run a regression of yi on xi trying z1i and z2i as single
instruments, which yields p-values, P1 and P2. They report min{P1, P2, P12}.
The reported p-value, Pr, is
Pr =
P12, if P12 ≤ α,min{P1, P2, P12}, if P12 > α.
Using standard 2SLS formulas, we can derive the following asymptotic distribu-
tions of test statistics when using z = (z1, z2), z1 and z2 as instruments:
T12
d→
(
h+
W1 +W2
2
)√
2,
Tj
d→ h+Wj, j = 1, 2,
where (W1,W2)
′ ∼ N (0, I2). Note that T12 = T1+T2√2 .
Fix h for now and let zh(p) = z0(p) − h and Dh(p) =
√
2z√2h(p), where z0(p) =
Φ−1(1− p). Then the asymptotic CDF of Pr on (0, 1/2] interval is given by
Gph(p) = Pr(Pr ≤ p)
= Pr(P12 ≤ p | P12 ≤ α) Pr(P12 ≤ α)
+ Pr(min{P1, P2, P12} ≤ p | P12 > α) Pr(P12 > α)
= Pr(P12 ≤ min{p, α}) + Pr(P12 > α)
−Pr(P1 > p, P2 > p, P12 > p|P12 > α) Pr(P12 > α)
= Pr(T12 ≥ z0(min{p, α})) + Pr(T12 < z0(α))
−Pr(T1 < z0(p), T2 < z0(p), T12 < z0(max{p, α}))
= 1− Φ(z√2h(min{p, α})) + Φ(z√2h(α))− Φ(zh(p))Φ(Dh(max{p, α})− zh(p))
−
∫ zh(p)
Dh(max{p,α})−zh(p)
φ(x)Φ(Dh(max{p, α})− x)dx.
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The last equality follows from the fact that for p ≤ 1/2 we have 2zh(p) > Dh(max{p, α}),
Pr(T1 < z0(p), T2 < z0(p), T12 < z0(max{p, α})) = Pr(W1 < zh(p),W2 < zh(p),W1 +
W2 < Dh(max{p, α})) and
Pr(W1 < a,W2 < a,W1 +W2 < b) =
∫ a
−∞
∫ b−a
−∞
φ(x)φ(y)dxdy
+
∫ a
b−a
∫ b−x
−∞
φ(x)φ(y)dydx
= Φ(a)Φ(b− a) +
∫ a
b−a
φ(x)Φ(b− x)dx
for 2a > b.
Differentiate Gph(p) with respect to p ∈ (0, α):
dGph(p)
dp
=
φ(z√2h(p)) + 2C(zh(p), Dh(α))
φ(z0(p))
, p ∈ (0, α),
where C(x, y) := φ(x)Φ(y − x).
For p ∈ (α, 1/2) we have
dGph(p)
dp
=
φ(z√2h(p))(1− 2Φ((1−
√
2)z0(p))) + 2C(zh(p), Dh(p))
φ(z0(p))
, p ∈ (α, 1/2).
When p > 1/2 we have 2zh(p) < Dh(max{p, α}) and the same logic leads to
Gph(p) = 1− Pr(W1 < zh(p),W2 < zh(p),W1 +W2 < Dh(max{p, α}))
= 1−
∫ zh(p)
−∞
∫ zh(p)
−∞
φ(x)φ(y)dxdy
= 1− Φ2(zh(p))
and
dGp(p)
dp
=
2φ(zh(p)Φ(zh(p))
φ(z0(p)
, p > 1/2.
Since gp(p) =
∫
H
Gph(p)
dp
dΠ(h), we can write the curve as
gp(p) =
∫
H
exp
(
hcv1(p)− h
2
2
)
Υ¯(p;α, h)dΠ(h),
where ζ(p) = 1− 2Φ((1−√2)z0(p)), cv1(p) = z0(p) and
Υ¯ =

φ(z√2h(p))
φ(zh(p))
+ 2Φ(Dh(α)− zh(p)), if 0 < p ≤ α,
φ(z√2h(p))
φ(zh(p))
ζ(p) + 2Φ(Dh(p)− zh(p)), if α < p ≤ 1/2,
2Φ(zh(p)), if 1/2 < p < 1.
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J Additional results empirical applications
In Section 8, we test for p-hacking based on the (0, 0.15] interval. In this section, we
report and briefly discuss results based on the (0, 0.05] interval.
J.1 p-hacking in economics journals
Figure 14 presents the results based on the original (rounded) data.34 For convenience,
we include the results for the Binomial test that were discussed in the main text, but
do not discuss them again. Based on the original raw (rounded) data on all p-values,
both histogram-based tests reject the null for all three (sub)samples and the LCM test
rejects for all papers and microeconomics papers. Based on the random subsamples
with one p-value per paper, none of the tests rejects the null. Figure 15 reports the
results for the de-rounded data. None of the tests rejects after de-rounding.
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(b) Random subsample of p-values
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Figure 14: Test results based on (0, 0.05]: original raw data
34For the histogram-based tests, we use 10 bins when testing based on all p-values and 5 bins
when testing based on subsamples of p-values.
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Figure 15: Test results based on (0, 0.05]: de-rounded data
J.2 p-hacking across different disciplines
Table 3 presents the results from applying the tests to all data.35 For convenience, we
include the results for the Binomial test that were discussed in the main text, but do
not discuss them again. Based on the (original) rounded data, the histogram-based
test and the LCM test reject for all disciplines. After de-rounding, the histogram-
based test and the LCM test reject for medical and health sciences. Table 4 presents
the results for random subsamples with one p-value per paper. Based on the rounded
data, the histogram-based test (biological sciences and medical and health sciences)
and the LCM test (all disciplines except chemical sciences) reject the null of no p-
hacking. There are no rejections after de-rounding.
35For the histogram-based tests, we use 20 bins (all data) and 10 bins (random subsamples) for
biological and medical and health sciences given the large sample sizes, and 10 and 5 bins for the
other disciplines.
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Table 3: Tests based on (0, 0.05]: all data
Discipline
Test
Biological
sciences
Chemical
sciences
Education Engineering
Medical and
health sciences
Psychology and
cognitive sciences
Rounded data
Binomial on [0.04, 0.05] 1.000 0.342 0.975 0.999 1.000 1.000
Fisher’s Method 1.000 1.000 1.000 1.000 1.000 1.000
Cox-Shi (1) 0.000 0.000 0.000 0.000 0.000 0.000
LCM (sup-norm) 0.000 0.000 0.000 0.000 0.000 0.000
Obs in [0.04, 0.05] 7692 296 220 396 38462 1621
Obs in (0, 0.05] 62323 2247 1666 2701 297381 11891
De-rounded data
Binomial on [0.04, 0.05] 0.993 0.133 0.467 0.975 1.000 0.811
Fisher’s Method 1.000 1.000 1.000 1.000 1.000 1.000
Cox-Shi (1) 0.300 0.535 0.862 0.908 0.000 0.392
LCM (sup-norm) 0.654 1.000 0.999 0.997 0.000 0.206
Obs in [0.04, 0.05] 5720 234 144 250 28318 1161
Obs in (0, 0.05] 61442 2213 1638 2635 293445 11681
Table 4: Tests based on (0, 0.05]: random subsample of one p-value per paper
Discipline
Test
Biological
sciences
Chemical
sciences
Education Engineering
Medical and
health sciences
Psychology and
cognitive sciences
Rounded data
Binomial on [0.04, 0.05] 0.510 0.157 0.439 0.904 1.000 0.670
Fisher’s Method 1.000 1.000 1.000 1.000 1.000 1.000
Cox-Shi (1) 0.000 0.107 1.000 0.708 0.000 1.000
LCM (sup-norm) 0.000 0.123 0.000 0.000 0.000 0.000
Obs in [0.04, 0.05] 1482 63 42 85 6270 185
Obs in (0, 0.05] 11168 403 285 503 46754 1256
De-rounded data
Binomial on [0.04, 0.05] 0.178 0.116 0.286 0.712 0.976 0.465
Fisher’s Method 1.000 1.000 1.000 1.000 1.000 1.000
Cox-Shi (1) 0.339 0.317 0.559 0.292 1.000 1.000
LCM (sup-norm) 1.000 0.998 0.996 0.985 0.292 0.891
Obs in [0.04, 0.05] 1053 45 28 51 4536 128
Obs in (0, 0.05] 10939 393 278 487 46013 1227
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K Proofs
K.1 Proof of Lemma 1
Note that for part (i) {cv(p) : p ∈ (0, 1)} = R and for parts (ii) and (iii) {cv(p) : p ∈
(0, 1)} = (0,∞).
(i) In this case f(x) = φ(x) and fh(x) = φ(x− h). It follows that
f ′h(x)f(x)− f ′(x)fh(x) = hφ(x)φ(x− h) ≥ 0,
for all h ≥ 0.
(ii) In this case f(x) = 2φ(x) and fh(x) = φ(x− h) + φ(x+ h), where x ≥ 0. After
taking derivatives and collecting terms we get
f ′h(x)f(x)− f ′(x)fh(x) = 2φ(x)h(φ(x− h)− φ(x+ h))
= 2φ(x)φ(x+ h)h(e2xh − 1) ≥ 0,
since h(e2xh − 1) ≥ 0 for any h.
(iii) In this case f(x) := f(x; k) = 1
2k/2Γ(k/2)
xk/2−1e−x/2 and
fh(x) =
∞∑
j=0
e−h/2(h/2)j
j!
f(x; k + 2j),
where x > 0. Note that f ′(x; k) = f(x; k) ((k − 2)x−1 − 1) /2. After taking
derivatives and collecting terms we get
f ′h(x)f(x)− f ′(x)fh(x)
=
∞∑
j=0
e−h/2(h/2)j
2j!
f(x; k + 2j)f(x; k)
[
((k + 2j − 2)x−1 − 1)− ((k − 2)x−1 − 1)]
=
∞∑
j=0
e−h/2(h/2)j
j!
f(x; k + 2j)f(x; k)jx−1 ≥ 0,
since every term in the last sum is non-negative.
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K.2 Proof of Theorem 1
Recall that β(p, h) = 1 − Fh (cv(p)), where cv(p) = F−1(1 − p). Under Assumption
1, the derivative of β(p, h) with respect to p is
∂β(p, h)
∂p
=
fh (cv(p))
f (cv(p))
≥ 0.
The second derivative is
∂2β(p, h)
∂p2
=
f ′h(cv(p))cv
′(p)f(cv(p))− f ′(cv(p))cv′(p)fh(cv(p))
f(cv(p))2
=
cv′(p)
f(cv(p))2
[f ′h(cv(p))f(cv(p))− f ′(cv(p))fh(cv(p))] .
Non-increasingness of g now follows by Assumption 2 and because cv′(p)/f(cv(p))2 ≤
0. Continuous differentiability is implied by Assumption 1.
K.3 Proof of Theorem 2
We prove claims (i) and (ii) separately.
(i) First, we show that the kth derivative of the critical value function has the
following form
dkcv1(p)
dpk
= (−1)k
∑k−1
j=0 A
k
j cv
j
1(p)
φk(cv1(p))
, (31)
where Ak0, . . . , A
k
k−1 are non-negative coefficients. We show this by induction.
The first derivative of cv1(p) is dcv1(p)/dp = −1/φ(cv1(p)) so that A10 = 1. If
(31) is true for some k > 1, then
dk+1cv1(p)
dpk+1
= (−1)k+1
∑k−1
j=0 A
k
j cv
j−1
1 (p)j + k
∑k−1
j=0 A
k
j cv
j+1
1 (p)
φk+1(cv1(p))
= (−1)k+1
∑k
j=0A
k+1
j cv
j(p)
φk+1(cv1(p))
,
where Ak+10 = A
k
1, A
k+1
j = kA
k
j−1 + (j + 1)A
k
j+1 for j = 1, . . . , k − 1, and
Ak+1k = kA
k
k−1. Clearly, A
k+1
j ≥ 0 for all j. This completes the induction step.
The result implies that cv1(p) and hence exp (hcv1(p)) are completely monotone
functions of p ∈ (0, 0.5] for h ≥ 0. Therefore,
(−1)k d
kg1(p)
dpk
=
∫
H
(−1)k d
k
dpk
exp
(
hcv1(p)− h
2
2
)
dΠ(h) ≥ 0.
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(ii) By the same argument as in part (i), cv2(p) is completely monotone for p ∈
(0, 1). Note that
exp
(
hcv2(p)− h
2
2
)
+ exp
(
−hcv2(p)− h
2
2
)
= exp
(
−h
2
2
) ∞∑
k=0
h2kcvk2(p)
(2k)!
and hence
(−1)k d
kg2(p)
dpk
=
1
2
∫
H
exp
(
−h
2
2
) ∞∑
n=0
h2n((−1)kdkcvn2 (p)/dpk)
(2n)!
dΠ(h) ≥ 0
since cvn2 (p) are completely monotone as products of completely monotone func-
tions. Thus, g2(p) is completely monotone.
K.4 Proof of Theorem 3
We prove claims (i) and (ii) separately.
(i) Bounds on g1: When p ≤ 1/2, cv1(p) ≥ 0 and the function exp
(
hcv1(p)− h22
)
,
h ∈ [0,∞) is maximized at h∗(p) = cv1(p). Therefore,
g1(p) ≤
∫
H
exp
(
h∗(p)cv1(p)− h
∗(p)2
2
)
dΠ(h) = exp
(
cv21(p)
2
)∫
H
dΠ(h) = exp
(
cv21(p)
2
)
.
Since exp
(
cv21(1/2)
2
)
= 1 and g1(p) is non-increasing, g1(p) ≤ 1 for p > 1/2.
Note that g1(p) = 1 can be achieved by putting probability 1 to h = 0.
Bounds on g2: The first-order condition for maximizing exp
(
hcv2(p)− h22
)
+
exp
(
−hcv2(p)− h22
)
, h ∈ R, is ϕ(cv2(p), h∗(p)) = 0. When the first-order
condition is satisfied, the second-order condition can be written as h∗2(p) >
cv22(p) − 1. When p > 2(1 − Φ(1)), the first- and second-order conditions
are satisfied only at h0 = 0. This follows from the fact that ϕ(cv2(p), h) =
2
∑∞
k=0
cv2k2 (p)h
2k+1
(2k+1)!
(cv22(p)− 2k − 1) < 0 when h 6= 0.
When p = 2(1 − Φ(1)), the first three derivatives of the objective function at
ho = 0 are zeros. The fourth derivative at ho is equal to −4 < 0. Since ho is the
only solution to the first-order condition, it maximizes the objective function.
When p < 2(1−Φ(1)), ho does not satisfy the second-order condition (it is a local
minimum). There are only two points which satisfy both conditions, h+ > 0
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and h− < 0 (by symmetry, h+ = −h−, and the objective function takes the
same value at both points). To see this, note that ϕ′(cv2(p), h∗(p)) ≤ 0 when
h∗(p) ∈ [h(cv2(p)),∞), h(cv2(p)) =
√
cv22(p)− 1, limx→∞ ϕ(cv2(p), x) = −∞
and ϕ(cv2(p), h(cv2(p))) > 0. The last inequality follows from the fact that
ϕ(1, 0) = 0 and
0 <
dϕ(cv2(p), h(cv2(p)))
dcv2(p)
= 2h(cv2(p))[(cv2(p)− h(cv2(p))) exp(cv2(p)h(cv2(p)))
+(cv2(p) + h(cv2(p))) exp(−cv2(p)h(cv2(p)))].
This shows that there is only one positive solution. The argument for the
negative solution is symmetric and omitted.
The second inequality when p < 2(1− Φ(1)) follows from the fact that
exp
(
hcv2(p)− h
2
2
)
+ exp
(
−hcv2(p)− h
2
2
)
≤ 2 exp
(
cv22(p)
2
)
.
(ii) Let K(x, y) := exp{xy}. For the one-sided t-tests the p-curve is
g1(p) =
∫ ∞
0
K(cv1(p), h) exp{−h2/2}dΠ(h).
The first derivative of K(cv1(p), h) with respect to p is
K(1)(cv1(p), h) = −h exp{hcv1(p)}
φ(cv1(p))
We use induction to derive the general form of the nth derivative of K(cv1(p), h).
Suppose that for n > 1
K(n)(cv1(p), h) = (−1)n
h
∑n−1
j=0 A
n
j (cv1(p))[cv1(p) + h]
j
φn(cv1(p))
K(cv1(p), h),
where coefficients Anj (cv1(p)) are polynomials in cv1(p) with non-negative coef-
ficients. Define Bn0 = (n−1)cv1(p)An0 (cv1(p)), Bnk = (n−1)cv1(p)Ank−1(cv1(p))+
Ank(cv1(p)) for k = 1, . . . , n−1, andBnn = Ann−1(cv1(p)); Cnk = ∂Ank(cv1(p))/∂cv1(p)+
(k + 1)Ank+1(cv1(p)) for k = 0, . . . , n − 2, Cnn−1 = ∂Ann−1(cv1(p))/∂cv1(p), and
Cnn = 0. Now differentiate K
(n)(p, h) with respect to p to get
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K(n+1)(cv1(p), h) = (−1)n+1
h2
∑n−1
j=0 A
n
j (cv1(p))[cv1(p) + h]
j
φn+1(cv1(p))
K(cv1(p), h)
+(−1)n+1 (hcv1(p)n)
∑n−1
j=0 A
n
j (cv1(p))[cv1(p) + h]
j
φn+1(cv1(p))
K(cv1(p), h)
+(−1)n+1h
∑n−1
j=0 (∂A
n
j (cv1(p))/∂cv1(p))[cv1(p) + h]
j
φn+1(cv1(p))
K(cv1(p), h)
+(−1)n+1h
∑n−1
j=1 jA
n
j (cv1(p))[cv1(p) + h]
j−1
φn+1(cv1(p))
K(cv1(p), h)
= (−1)n+1K(cv1(p), h)
φn+1(cv1(p))
{
h
n∑
j=0
(Bnj + C
n
j )[cv1(p) + h]
j
}
.
Since Anj (cv1(p)), j = 0, . . . , n−1 are polynomials with non-negative coefficients,
Bnk and C
n
k are also polynomials with non-negative coefficients for every k =
0, . . . , n. It follows that
K(n+1)(cv1(p), h) = (−1)n+1
h
∑n
j=0A
n+1
j (cv1(p))[cv1(p) + h]
j
φn+1(cv1(p))
K(cv1(p), h),
where An+1j (cv1(p)) = B
n
j +C
n
j , j = 0, . . . , n. This completes the induction step.
Thus,
(−1)ng(n)1 (p) ≤ B(n)1 (p) := max
h≥0
{|K(n)(cv1(p), h)| exp{−h2/2}}
The maximum is finite for every p ∈ (0, 1) since |K(n)(cv1(p), h)| exp{−h2/2} is
finite for every h ≥ 0 and converges to zero as h goes to infinity.
For two-sided t-tests
g2(p) =
1
2
∫ ∞
−∞
(K(cv2(p), h) +K(cv2(p),−h)) exp{−h2/2}Π(h),
Using the above arguments and symmetry we can derive
(−1)ng(n)2 (p) ≤ B(n)2 (p) := max
h∈R
{|K(n)(cv2(p), h) +K(n)(cv2(p),−h)| exp{−h2/2}/2} ,
where the bound is finite for every p ∈ (0, 1) and
K(n)(cv2(p), h) +K
(n)(cv2(p),−h)
=
h
∑n−1
j=0 A
n
j (cv2(p)) {K(cv2(p), h)[cv2(p) + h]j −K(cv2(p),−h)[cv2(p)− h]j}
2n+1φn(cv2(p))
.
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