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ЗАГАЛЬНА ХАРАКТЕРИСТИКА РОБОТИ 
 
Актуальність теми. Дисертаційна робота присвячена застосуванню 
універсальної прикладної наукової методології системного аналізу для вирішення 
системних задач ризик-менеджменту, зокрема задач математичного моделювання та 
прогнозування кредитоспроможності клієнтів банку на різних етапах життєвого 
циклу роздрібного кредитування в умовах неповноти, невизначеності, нечіткості, 
зашумленості та суперечливості вхідної інформації. Основною сучасною системною 
методологією прогнозування кредитних ризиків є кредитний скоринг, що полягає у 
розробці математичних моделей спеціального типу – скорингових моделей, які ще 
називаються скоринговими картами, метою яких є прогнозування майбутнього 
стану обслуговування позичальником заборгованості або прогнозування довільних 
поведінкових показників по договору, клієнту, виходячи з соціально-демографічних 
характеристик, параметрів кредитного продукту, минулих поведінкових індикаторів. 
Теоретичні засади концептуальної парадигми системного аналізу закладені, 
зокрема, академіком В.І. Вернадським, О.О. Богдановим, Л. фон Берталанфі, Н. 
Вінером, Т. Котарбінським, а також розвинені в сучасних роботах академіка М.З. 
Згуровського, Н.Д. Панкратової, В.Д. Романенка, О.А. Павлова, В.Я. Данилова, М.А. 
Айзермана, Н.З. Шора, Т. Сааті, О.В. Антонова, В. Кінга, Д. Кліланда, М.М. 
Моїсеєва, Р.Л. Акоффа, Дж. Кліра та інших вчених. 
Відомими сучасними теоретиками і практиками в області управління ризиками 
є професори Ю.П. Зайченко, В.М. Подладчіков, Джонатан Н. Крук, Лін С. Томас, 
Девід Дж. Хенд, Л.М. Любчик, доктор Елізабет Мейз, дослідники Наім Сіддікі, 
Девід Б. Едельман. Значний внесок у дослідження задач бінарної класифікації за 
допомогою логістичної регресії зробили Девід В. Хосмер, Стенлі Лемешоу, Пол Д. 
Елісон. Системна методологія кредитного скорингу з точки зору системного аналізу 
відповідає фундаментальним принципам процедурної відкритості та раціональної 
доповнюваності, зокрема. До недоліків, подолання яких має найвищу актуальність, 
насамперед відносяться: відсутність чітких обмежень, критеріїв оптимальності для 
основних методів дискретизації змінних, неможливість забезпечення глобального 
оптимуму для множини таких методів, незастосовність множини таких методів для 
випадку ймовірнісної цільової змінної, відсутність формул обчислення ваг категорій 
та інформаційної статистики вхідної змінної в термінах її безумовного розподілу та 
умовного розподілу цільової змінної, визначеність ваг категорій вхідних змінних та 
їх інформаційної статистики, а також класичної бінарної логістичної регресії лише 
для випадку бінарної цільової змінної, бінарна визначеність проміжних та фінальних 
оцінок класів у методі ітеративної класифікації та необхідність застосування порогу 
відсікання на ітераціях методу, визначеність ключових показників якості прогнозів – 
індексу Джині, статистики Колмогорова-Смирнова – лише для випадку бінарних 
фактичних значень цільової змінної, присутність фактору масштабу змінних у 
регресійних моделях, що не дозволяє реально оцінювати ступені впливу змінних, 
відсутність рекомендацій щодо ініціалізації початкового вектору коефіцієнтів у 
методі максимальної правдоподібності, низька застосовність популярних класичних 
методів чисельного інтегрування при оцінюванні рівнів статистичної значимості 
коефіцієнтів логістичної регресії, існуючі недоліки методу k-найближчих сусідів. 
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Зв’язок роботи з науковими програмами, планами, темами 
Дисертаційна робота виконана на кафедрі математичних методів системного 
аналізу Навчально-наукового комплексу «Інститут прикладного системного 
аналізу» Національного технічного університету України «Київський політехнічний 
інститут» у відповідності до планів науково-дослідних робіт: (1) д/б НДР «Розробка 
інформаційної технології моделювання та оцінювання фінансово-економічних 
ризиків із врахуванням невизначеностей різної природи (на основі байєсівських 
моделей)» (№ ДР: 0113U000650 2622-п), 2013 – 2014 рр.; (2) д/б НДР «Розробка 
методології системного аналізу, моделювання та оцінювання фінансових ризиків» 
(№ ДР: 0115U000356 2813-п), 2015 – 2016 рр. 
Мета і завдання дослідження 
Мета дослідження – вдосконалення системної методології побудови моделей 
оцінювання кредитоспроможності, зокрема її цілісне узагальнення на всіх рівнях 
для випадку ймовірнісної цільової змінної, яке забезпечує суттєве вдосконалення 
аналізу відхилених заявок; розробка та вдосконалення методів і алгоритмів 
обчислення ключових показників, методів моделювання; розробка оригінального 
програмного продукту. Для досягнення мети потрібно вирішити такі завдання: 
1. розробити формалізований метод дискретизації неперервних вхідних змінних 
на основі динамічного програмування у моделях оцінювання кредитоспроможності; 
2. розробити метод розрахунку статистики Колмогорова-Смирнова і ваг 
категорій змінних та інформаційної статистики за умови відомого розподілу 
категорій та умовному розподілі цільової змінної; 
3. розробити алгоритм обчислення рівнів статистичної значимості для оцінок 
моделі логістичної регресії шляхом інтегрування розкладу в ряд Тейлора; 
4. вдосконалити модель логістичної регресії, методи її аналізу та оцінювання 
ваг категорій змінних, інформаційної статистики, індексу Джині, статистики 
Колмогорова-Смирнова для випадку ймовірнісної цільової змінної; вдосконалити 
метод ітеративної класифікації з метою подолання його головних недоліків; 
5. розробити алгоритми нормування ваг змінних регресійної моделі з 
урахуванням варіації вхідних параметрів і прискорення процесу збіжності вектора 
коефіцієнтів логістичної регресії; 
6. удосконалити модель на основі методу k-найближчих сусідів для задач 
машинного навчання моделей для оцінювання кредитоспроможності фізичних осіб; 
7. розробити алгоритм розрахунку показника Джині, статистики Колмогорова-
Смирнова та відстані Махаланобіса засобами мов програмування четвертого 
покоління (4GL) на прикладі мови SQL, а також архітектуру системи підтримки 
прийняття рішень для побудови скорингових моделей і здійснити програмну 
реалізацію мовою програмування Visual C#. 
Об’єкт дослідження: база даних з поведінковими та аплікаційними 
характеристиками клієнтів. 
Предмет дослідження: моделі і методи оцінювання кредитоспроможності 
фізичних осіб. 
Методи дослідження: регресійні методи моделювання, непараметричний 
метод машинного навчання на основі пам’яті – вдосконалений метод k-найближчих 
сусідів, методи теорії інформації для оцінювання нерівності розподілів, метод 
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динамічного програмування, статистичні методи обчислення рівня значимості, 
методи теорії випадкових процесів, методи математичного аналізу, методи теорії 
оптимізації, методи теорії мов програмування, методи системного аналізу: метод 
відкриття, метод постулювання та їх комбінації (при побудові та валідації моделей). 
Наукова новизна отриманих результатів. Проведені у дисертаційній роботі 
дослідження дозволили суттєво вдосконалити цілісну, багаторівневу, багатоетапну 
методологію побудови моделей оцінювання кредитоспроможності фізичних осіб, 
зокрема в умовах узагальнення на випадок ймовірнісної цільової змінної. 
Уперше: 
 розроблено метод дискретизації неперервних вхідних змінних на основі 
динамічного програмування Беллмана з критерієм максимізації інформаційної 
статистики за умовами трьох обмежень: (1) необхідна кількість інтервалів, (2) 
мінімально допустима частка інтервалу, (3) кратність кроку дискретизації; 
 розроблено метод розрахунку значень статистики Колмогорова-Смирнова, ваг 
категорій змінної та інформаційної статистики при відомому розподілі 
категорій та умовному розподілі цільової змінної. 
Удосконалено: 
 метод комплексного моделювання кредитного ризику за моделлю логістичної 
регресії, вагами категорій змінних, інформаційною статистикою, оцінками 
ступенів впливів змінних, рівнями статистичної значимості, індексом Джині, 
статистикою Колмогорова-Смирнова, а також методами включення і аналізу 
відхилених заявок; 
 метод k-найближчих сусідів для розв’язання задач бінарної класифікації. 
Набуло подальшого розвитку: 
 інтерпретація відстані Кульбака-Лейблера. 
Практичне значення одержаних результатів 
1. У результаті дослідження вдосконалено та програмно реалізовано цілісну 
системну методологію побудови довільних скорингових моделей як для бінарного, 
так і для неперервного ймовірнісного значення цільової змінної. Розроблена система 
підтримки прийняття рішень застосовна для побудови довільних скорингових карт з 
метою аналізу різноманітних етапів життєвого циклу роздрібного кредитування. 
2. Результати дисертації у складі моделей, методів та програмних засобів були 
впроваджені в ПАО «БАНК ФОРВАРД» (акт впровадження вих. № 15/4-05-960 від 
07.11.2014). Впровадження пропонованої методології та програмних засобів в ПАО 
«БАНК ФОРВАРД» дали можливість вирішити проблеми побудови системи 
аплікаційного скорингу для споживчого кредитування, побудови поведінкового 
скорингу для прогнозування прострочення найближчого платежу в рамках проекту 
організації попереднього збору заборгованості. 
Особистий внесок здобувача 
Всі основні наукові положення та результати, що складають основний зміст 
роботи та становлять наукову новизну, отримані автором самостійно. Праці [1 – 10] 
виконані автором особисто. У доповіді [11], опублікованій у співавторстві, 
здобувачеві належать налаштування та аналіз процедури логістичної регресії, а 
також розробка аналітичних додатків засобами SAS Enterprise Guide 4.3. У доповіді 
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[12], опублікованій у співавторстві, здобувачеві належить розробка та програмна 
реалізація алгоритму розрахунку індексу Джині та статистики Колмогорова-
Смирнова засобами мови структурованих запитів SQL. У праці [13], опублікованій у 
співавторстві, здобувачеві належить обґрунтування формули зміщеної ймовірності. 
Апробація результатів роботи 
Основні положення були представлені на наукових конференціях та семінарах: 
– Vй всеукраїнській науково-практичній конференції «Інформаційно-
комп’ютерні технології в економіці, освіті та соціальній сфері» (Україна, 
Сімферополь, 2010) [8]; 
– міжнародній науково-практичній конференції молодих учених і студентів 
«Інформаційні процеси і технології «Інформатика – 2012» (Україна, Севастополь, 
2012) [11];  
– 9й міжнародній науково-практичній конференції «ІНТЕРНЕТ-ОСВІТА-
НАУКА-2014 «ІОН-2014» (Україна, Вінниця, 2014) [12]; 
– міжнародній конференції «Розвиток інформаційно-ресурсного забезпечення 
освіти і науки в гірничо-металургійній галузі і транспорті 2014» (Україна, 
Дніпропетровськ, 2014) [9]; 
– XIй міжнародній науково-практичній конференції «Актуальні питання й 
організаційно-правові основи міжнародного співробітництва в сфері високих 
технологій» (Україна, Київ, 2014) [10]; 
– науково-технічній конференції «Інформатика, математика, автоматика «ІМА 
:: 2015» (Україна, Суми, 2015) [13]; 
– науковому семінарі «Системні дослідження та інформаційні технології» при 
навчально-науковому комплексі «Інститут прикладного системного аналізу» 
(Україна, Київ, 09 грудня 2015 року). 
Публікації результатів 
За матеріалами дисертаційного дослідження опубліковано 13 наукових праць: 
серед них 6 статей [1 – 6] у провідних наукових фахових виданнях (у тому числі 1 – 
в іноземному виданні [4]; у тому числі 1 – в українському виданні, що входить до 
міжнародних наукометричних баз даних [3]), 1 статтю у електронному виданні [7], 6 
праць у матеріалах доповідей міжнародних та національних конференцій [8 – 13]. 
Структура дисертаційної роботи 
Дисертаційна робота складається зі вступу, змісту, чотирьох основних розділів, 
висновків, списку використаних джерел, трьох додатків. Робота викладена на 180 
сторінках і містить 165 сторінок основної частини, 53 рисунки (серед них 4 у 
додатках), 16 таблиць, список використаних джерел із 114 найменувань, 3 додатки. 
 
ОСНОВНИЙ ЗМІСТ РОБОТИ 
 
У вступі обґрунтовано актуальність вдосконалення методології побудови 
моделей оцінювання кредитоспроможності фізичних осіб, визначені мета, об’єкт, 
предмет і методи дослідження, постановка основних задач для дисертаційного 
дослідження, зв’язок з науковими програмами, планами, темами, наведено наукову 
новизну та практичне значення одержаних результатів, дані щодо їх апробації та 
впровадження, дані щодо наукових праць, висвітлено особистий внесок здобувача. 
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У першому розділі введено основні поняття та виконано аналіз задач відносно 
видів скорингу на етапах життєвого циклу роздрібного кредитування. Означено, що 
системною методологією прогнозування кредитних ризиків є кредитний скоринг, 
що полягає у розробці спеціальних математичних моделей – скорингових моделей, 
які ще називаються скоринговими картами. Встановлено, що на сьогодні у світі у 
рамках управління ризиками розв’язуються задачі побудови моделей для таких 
етапів роздрібного кредитування: 1) проведення рекламних та маркетингових акцій; 
2) проведення попередньої оцінки; 3) визначення шахрайських заявок; 4) визначення 
некредитоспроможних клієнтів при розгляді заявок; 5) формування ставок і комісій; 
6) оцінювання подальшої кредитоспроможності при відсутності прострочення; 7) 
прогнозування виникнення прострочення з певної дати платежу; 8) прогнозування 
подальшого погіршення або повернення в графік; 9) прогнозування прибутку; 10) 
організація перехресних продажів; 11) утримання клієнтів; 12) прогнозування втрат 
у випадку дефолту. Етапи побудови моделей: 1) попередня обробка даних (критерій: 
інформаційна статистика при заданих умовах); 2) вибір вхідних змінних (критерії: 
інформаційна статистика, статистика Колмогорова-Смирнова, кореляційна матриця, 
рівні статистичної значимості коефіцієнтів змінних, нормовані ваги з урахуванням 
варіацій змінних); 3) побудова попередньої моделі (критерії: логарифм функції 
правдоподібності, помилка класифікації, індекс Джині перехресного тестування); 4) 
аналіз відхилених заявок і перебудова моделі (критерії: евклідова відстань і відстань 
Чебишева для вхідних та прогнозних значень); 5) аналіз якості прогнозів (критерії: 
індекс Джині, статистика Колмогорова-Смирнова, відстань Махаланобіса); 6) аналіз 
стійкості (критерії: індекс стійкості розподілу, статистика Колмогорова-Смирнова і 
рівень значимості, середні зміщення балів); 7) впровадження (критерії: показники 
калібрування шкали балів). До методів дослідження на етапі побудови попередньої 
моделі скорингу належать пропонована узагальнена логістична регресія, зважена 
логістична регресія, метод k-найближчих сусідів, а на етапі аналізу відхилених 
заявок – методи ітеративної класифікації та нечіткого доповнення. Встановлено, що 
не дослідженим повною мірою та досі відкритим питанням залишається комплексне 
узагальнення сучасної системної методології побудови скорингових моделей на всіх 
рівнях для цільової змінної, що набуває ймовірнісних значень або значень відносної 
долі (наприклад, відносних втрат у випадку дефолту). Дане питання потребує уваги 
дослідників як з метою вдосконалення аналізу відхилених заявок, так і з метою 
переходу від моделей бінарної цільової змінної до моделей ймовірнісної цільової 
змінної. Цикл зрілості технологій за даними компанії Gartner, Inc. теж доводить 
актуальність розвитку рішень прогнозної аналітики – технології, яка вийшла на 
плато продуктивності. Також здійснено огляд методів моделювання скорингових 
карт з точки зору фундаментальних властивостей і принципів системної методології. 
Другий розділ присвячено створенню методики попередньої обробки даних та 
вибору множини незалежних змінних при побудові моделей, що включає: 1) 
розробку методу дискретизації змінних; 2) розробку методу обчислення статистики 
Колмогорова-Смирнова, ваги категорії змінної, інформаційної статистики при 
відомому розподілі категорій і умовному розподілі цільової змінної; 3) розробку 
алгоритму нормування ваг змінних з урахуванням їх варіацій та коефіцієнтів моделі; 
4) розробку алгоритму обчислення рівня статистичної значимості коефіцієнтів 
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логістичної моделі шляхом інтегрування розкладу в ряд Тейлора і пошуку первісної 
функції у вигляді ряду. Розглянуто основні особливості формування вибірки, методи 
використання категоріальних змінних, методи категоризації (дискретизації) змінних 
і показники предикативної сили, здійснено доведення зв’язку з відстанню Кульбака-
Лейблера, розглянуто кореляційний, факторний та мультиваріаційний аналізи. 
Класична теорія кредитного скорингу передбачає оцінювання ймовірності 
дефолту, де дефолт визначається як шаблон негативної поведінки, що означає 
досягнення певної кількості днів прострочення за певний показовий період 
спостереження будь-коли від моменту аналізу або на кінець періоду спостереження. 
При формуванні вибірки необхідно визначитися з періодом вибірки значень вхідних 
змінних. У роботі для кредитного аплікаційного скорингу роздрібного споживчого 
кредитування використовується вибірка з параметрами зображеними на рис. 1. 
 
  
Рис.1. Параметри вибірки кредитного скорингу для споживчого кредитування 
 
До методів використання вхідних категоріальних змінних належать метод 
створення бінарних фіктивних змінних і метод використання ваг категорій змінних: 
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де ig  – доля одиничних елементів, що відповідають i-й категорії, відносно всіх 
одиничних елементів у даній навчальній вибірці, аналогічно вводиться ib  відносно 
нульових значень. Цей показник пов’язаний з інформаційною статистикою (табл. 1): 
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Таблиця 1 – Прогностична сила на основі інформаційної статистики 
Інформаційна статистика Прогностична сила 
<0,03 Мізерна 
[0,03; 0,10) Слабка 
[0,10; 0,30) Середня 
[0,30; 0,50) Сильна 
≥0,50 Дуже сильна 
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Відстань Кульбака-Лейблера – спрямована дивергенція розподілів )(iP  та )(iQ : 
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Пропоноване доведення зв’язку з KLD  (де )(GF , )(BF  – функції розподілу): 
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Основні групи методів дискретизації: 1) методи, що передбачають попереднє 
розбиття на максимально рівномірно розподілені інтервали; 2) безпосередні методи. 
Недоліки методів: а) необхідність розбиття процедури на етапи (для першої групи 
методів); б) відсутність явного критерію; в) відсутність формалізації задання умов. 
Вхідними параметрами пропонованого методу є: (1) бажана кількість інтервалів 
для непустих значень k ; (2) мінімально допустима доля вибірки для всіх інтервалів 
s ; (3) кратність правих нестрогих границь інтервалу 11}{


k
iir  (числу t ). 
Критерій оптимальності розбиття ];],...(;(],...;( 1110 kkii rrrrrr  , де 0r  та 
kr , для пропонованого методу – це максимізація інформаційної статистики: 
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Пропонована задача вирішується за допомогою динамічного програмування. 
На рис. 2 зображено тип графу, який відповідає пропонованому методу, де 
кожна вершина з’єднана з такими вершинами наступного рівня, які відповідають 
більшим значенням точок розбиття. Кількість вершин на рівнях (окрім № 0 і № k ): 
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Рис.2. Структура графу, яка відповідає пропонованому методу 
 
Альтернативними показниками предикативної сили змінних також є показники 
роздільної здатності моделі – індекс Джині та статистика Колмогорова-Смирнова. 
Суть пропонованого у роботі методу обчислення статистики Колмогорова-
Смирнова, ваг категорій змінної та інформаційної статистики по агрегованих даних: 
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де має місце матриця  ptM  розмірності 2k , перший стовпець якої 
відповідає розподілу k категорій (інтервалів) вхідної змінної («total distribution»), 
другий – умовним ймовірностям нульових значень цільової змінної («bad rate»), 
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де )(,, mkPp  – це композиція оператора такої умовної перестановки координат 
),( pR , яка відповідає сортуванню вектора умови p  по спаданню координат, та 
оператора проектування перших m з k координат )(, mkP : )),(()( ,,, pPp  RP
mk
mk . 
Одним з етапів побудови моделей є кореляційний аналіз з метою виключення 
змінних. Кореляційна матриця )( MMMat R  будується для рядів ваг категорій 
M  змінних. Застосування методу аналізу головних компонент може полягати в 
ортогоналізації вхідних змінних і в скороченні розмірності матриці вхідних вимірів. 
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Мультиваріаційний аналіз полягає в оцінці статистичної значимості (p-value) 
коефіцієнтів, виходячи з їх значень ic  (як математичних сподівань) та їх дисперсій. 
Для обчислення дисперсії коефіцієнта моделі логістичної регресії розраховується 
матриця VXXI T , де X  – матриця вимірів (доповнена одиничним стовпцем, що 
відповідає коефіцієнту зміщення), V  – це діагональна матриця, )1( iiii pp V , де 
)1;0(ip  – ймовірність одиничного класу. Далі оцінюється коваріаційна матриця: 
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Тут Хі-квадрат Вальда – це Хі-квадрат Пірсона з одним степенем свободи. 
У дисертаційній роботі пропонується обчислювати p-value шляхом пошуку 
первісної функції у вигляді ряду шляхом інтегрування розкладу в ряд Тейлора, тобто: 
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а пропонований алгоритм обчислення при реалізації мовами програмування 
третього покоління може опиратися на особливості арифметичного оперування для 
формату IEEE 754 (алгоритм віднімання члену ряду поки його значення змінюється). 
Алгоритм обчислення незалежних від масштабу змінних ваг iw  в моделі: 
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де i  – середньоквадратичне відхилення відповідної вхідної змінної (тут WoE). 
Третій розділ присвячено ключовим питанням моделювання, формулюванню і 
вдосконаленню методик: (1) побудови попередніх моделей; (2) включення та аналізу 
відхилених заявок; (3) оцінювання якості прогнозів та аналізу стабільності. У розділі 
наведено методи побудови попередніх моделей та вдосконалено два з них: метод 
моделювання за допомогою логістичної регресії та метод k-найближчих сусідів. 
Суть пропонованого алгоритму прискорення збіжності вектору коефіцієнтів 
логістичної регресії, де )(iX  – i-тий рядок матриці вимірів: (1) спочатку аналітичним 
методом обчислюється вектор коефіцієнтів LSc  лінійної регресії LSiiy cX )()(ˆ  ; (2) 
далі чисельним методом обчислюється вектор коефіцієнтів MLEc  логістичної моделі 
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  1)(1)(~  MLEieiy cX , беручи за початок вектор лінійної регресії: LSinitial cc  . Ще 
одне можливе вдосконалення щодо зміщення: )1ln( 1  LSinitial interceptintercept . 
Комплексне узагальнення ваг категорій змінних та логістичної регресії для 
неперервної ймовірнісної цільової змінної складається з двох відповідних частин. 
У рамках пропонованого узагальнення ваги категорії змінної та інформаційної 
статистики вводиться подвійна нумерація – i: номер категорії (інтервалу) змінної, j: 
внутрішній номер в межах категорії, тоді ijy  – це ймовірнісне j-те значення цільової 
змінної в межах i-тої категорії, in  – кількість елементів вибірки i -тої категорії, тоді: 
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Далі узагальнення логістичної регресії (вдосконалення логарифма функції 
правдоподібності), де   1)(1))(,(  cXXc ieiP  і )(yw  – вагова функція, має вигляд: 
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Узагальнені формули вектора градієнта, матриці Гессе та методу Ньютона 
лишаються майже без змін – лише формула градієнта залежить від вагової функції: 
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де при yyw )(  маємо класичну формулу застосовну для ймовірнісних значень. 
Вдосконалення методу k-найближчих сусідів складається з двох етапів. 
Перший етап – означення «базового методу k-plus-найближчих сусідів»: 
а) метрика (де ),( piWoE  – вага категорії i-ї змінної p-того спостереження): 
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б) відносно параметру k та щодо прогнозу: kk  )( *x  – фактична кількість 
найближчих сусідів для вектору *x (правило включення рівновіддаленого «хвоста»): 
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в) критерій якості апроксимації навчальної вибірки – індекс Джині для 
перехресного тестування згідно з методом «leave-one-out», коли для кожного 
елемента ставиться прогноз по моделі перерахованій на інших 1N  елементах: 
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Другий етап – означення «повного методу k-plus-найближчих сусідів» (рис. 3). 
 
 
Рис.3. Блок-схема другого вдосконалення методу k-найближчих сусідів 
 
Обчислювальна складність вдосконалення № 2: ))dim(( 2 xNO , тобто )( 2MNO . 
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Щодо присвоєння відхиленим заявкам значень цільової змінної з метою їх 
включення у навчальну вибірку у тій же навчальній частці разом з прийнятими 
заявками поширення набули: 1) метод ітеративної класифікації з використанням 
бінарної логістичної регресії та змінного порогу відсікання; 2) метод нечіткого 
доповнення з використанням зваженої логістичної регресії (рис. 4). 
 
 
Рис.4. Суть класичного методу нечіткого доповнення 
 
Суть вдосконалень класичних методів ітеративної класифікації та нечіткого 
доповнення полягає у використанні вже описаних узагальнень бінарної логістичної 
регресії і WoE для випадку ймовірнісної цільової змінної. Пропонований критерій 
збіжності для вдосконаленого методу ітеративної класифікації (рис. 5) – відстань 
Чебишева між прогнозами послідовних моделей на відхилених заявках. 
 
 
Рис.5. Вдосконалення методу ітеративної класифікації 
 
Перевагою вдосконалення методу ітеративної класифікації є використання 
ймовірнісних проміжних та остаточно виведених оцінок цільового результату для 
відхилених заявок. Вдосконалена ітеративна процедура подолання неповноти: 
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Головна перевага вдосконалення методу нечіткого доповнення (рис. 6) – це 
відсутність дублювання відхилених заявок з різними цільовими результатами. 
 
 
Рис.6. Суть вдосконалення методу нечіткого доповнення 
 
На рис. 7 зображено пропонований алгоритм розрахунку показника Джині, 
статистики Колмогорова-Смирнова та відстані Махаланобіса засобами мови SQL. 
 
   
Рис.7. Алгоритм розрахунку показників якості прогнозів засобами SQL 
 
Пропоноване вдосконалення (узагальнення) індексу Джині та статистики 
Колмогорова-Смирнова для випадку ймовірнісної цільової змінної, відбувається 
шляхом узагальнення емпіричних функцій розподілу одиничних («good») і нульових 
(«bad») елементів тестової вибірки. Суть узагальнення описується за допомогою сум 
значень цільової змінної на підмножинах, а базові формули незмінні (як на рис. 7): 
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Також доводиться взаємозв’язок індексу стабільності теперішнього розподілу 
(«recent») відносно навчального («development») з відстанню Кульбака-Лейблера: 
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Четвертий розділ присвячено розробці системи підтримки прийняття рішень 
для побудови моделей та результатам проведених експериментів з побудови 
моделей оцінювання кредитоспроможності. Пропоновану архітектуру системи 
підтримки прийняття рішень (СППР) засобами .NET наведено на рис. 8. 
Щодо моделі споживчого кредитування з цільовим індикатором зображеним ще 
на рис. 1, попередній аналіз предикативності вхідних змінних наведено на рис. 9. 
Переваги вдосконаленого методу ітеративної класифікації зображено на рис. 10. 
Результати застосування вдосконалення методу k-найближчих сусідів лише на 
прийнятих заявках та порівняння з логістичної регресією наведено в табл. 2. 
 
 
Рис.8. Функціональна архітектура (Visual C# / .NET) СППР для скорингу 
 
 
Рис.9. Аналіз предикативної сили вхідних змінних на прийнятих заявках 
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Рис.10. Переваги вдосконаленого методу ітеративної класифікації 
 
Таблиця 2 – Порівняння моделей, побудованих лише на прийнятих заявках 
Метод моделювання 
на прийнятих заявках 
Індекс 
Джині 
Кількість параметрів, 
що оптимізуються 
Кількість безумовно 
заданих параметрів 
Логістична регресія 40,32% 6 0 
«k-plus-NN» (k = 10) 30,45% 0 1 
«k-plus-NN» (k = 50) 36,58% 0 1 
 
Для моделі колекторського скорингу цільова змінна – індикатор виходу будь-
коли в 60+ днів прострочення за 2 майбутні місяці, а вхідна змінна – поточна 
кількість днів прострочення від 3 до 59 (рис. 11). Для порівняння, дерево рішень з 
локальним критерієм інформаційного приросту (Information Gain) має IV=1,078585. 
 
 
Рис.11. Застосування пропонованого методу дискретизації засобами Python 
 
У висновках узагальнено результати дисертаційної роботи. Практична дієвість 
пропонованих методів, алгоритмів і вдосконалень після комплексного застосування 
доводиться, зокрема, результатами порівняння якості прогнозів фінальних моделей 
на прикладі рис. 10, беручи також до уваги ще й швидшу збіжність комплексного 
застосування даних методів та алгоритмів. У додатках наведено акт впровадження 
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результатів, формат збереження чисел IEEE 754, значення інформаційної статистики 
та кореляційної матриці на всій множині заявок моделі споживчого кредитування. 
 
ВИСНОВКИ 
 
За результатами даного дослідження можна зробити наведені нижче висновки. 
1. Розроблений метод дискретизації на основі ідеї динамічного програмування 
Беллмана дозволяє формалізувати постановку задачі дискретизації неперервної 
вхідної змінної відносно цільової змінної (бінарної або ймовірнісної, враховуючи 
узагальнення), знайти глобальний максимум інформаційної статистики при умовах 
на відміну, наприклад, від дерев рішень на прикладі моделі збору заборгованості. 
2. Розроблений метод розрахунку статистики Колмогорова-Смирнова, ваги 
категорії змінної та інформаційної статистики при відомому розподілі категорій та 
умовному розподілі значень цільової змінної дозволяє оцінити (відновити) значення 
показників предикативної сили, виходячи лише з графіку аналізу характеристик. 
3. Розроблений алгоритм обчислення рівня статистичної значимості (p-value) 
коефіцієнтів моделі шляхом інтегрування розкладу в ряд Тейлора з використанням 
особливостей мов програмування третього покоління дозволяє просто, швидко, 
точно оцінювати значення у вигляді безкінечного ряду, що залежить від значення та 
середньоквадратичного відхилення коефіцієнта логістичної моделі. Опираючись на 
особливості типів даних, алгоритм передбачає просте обмеження для обчислення 
наближеного значення суми ряду без використання чисельних методів інтегрування. 
4. Вдосконалення методу моделювання за допомогою ваг категорій змінних, 
інформаційної статистики, логістичної регресії, статистики Колмогорова-Смирнова, 
індексу Джині дозволяє цілісно вирішувати задачу побудови та тестування моделей 
для випадку ймовірнісної цільової змінної та довільної цільової змінної, що набуває 
неперервних значень від 0 до 1. Вдосконалений метод ітеративної класифікації має 
переваги перед класичним методом, які включають ймовірнісні значення проміжних 
оцінок та відсутність застосування до них порогу відсікання, кращу якість прогнозів 
та збіжність після вибору критерію збіжності, переоцінку всіх ваг категорій набору 
змінних. Перевага вдосконаленого методу нечіткого доповнення перед класичним – 
відсутність дублювання і зважування відхилених заявок. При додатковій переоцінці 
ваг категорій змінних і їх узагальненні для ймовірнісної цільової змінної результати 
класичного і вдосконаленого методів співпадають та дорівнюють результатам після 
нульової і першої ітерації вдосконаленого методу ітеративної класифікації. 
5. Розроблений алгоритм нормування ваг змінних моделі з урахуванням варіації 
дозволяє виключити фактор масштабу змінних у регресійних моделях з метою 
об’єктивної оцінки впливів. Алгоритм прискорення пошуку коефіцієнтів логістичної 
регресії дозволяє означити початкове значення вектору у просторі коефіцієнтів. 
6. Вдосконалення методу k-найближчих сусідів вирішує недоліки класичного 
методу та його модифікацій – мають місце урахування рівновіддалених груп сусідів, 
ймовірнісна класифікація, числові перетворення категорій змінних. Вдосконалення 
має близьку з логістичною моделлю прогностичність навіть при заданому параметрі. 
7. Розроблений алгоритм обчислення показника індексу Джині, статистики 
Колмогорова-Смирнова та відстані Махаланобіса на прикладі реалізації мовою SQL 
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дозволяє наочніше продемонструвати суть математичних формул обчислення 
показників якості прогнозів. Переваги розробленої системи моделювання засобами 
Visual C# перед існуючими рішеннями: (а) застосовність для ймовірнісної цільової 
змінної; (б) портативність; (в) низька вартість; (г) простота графічного інтерфейсу. 
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АНОТАЦІЇ 
 
Солошенко О.М. Моделі і методи оцінювання кредитоспроможності 
фізичних осіб. – Рукопис. 
Дисертація на здобуття наукового ступеня кандидата технічних наук за 
спеціальністю 01.05.04 – системний аналіз і теорія оптимальних рішень. – 
Національний технічний університет України “Київський політехнічний інститут”, 
Київ, 2016. 
Дослідження спрямоване на вдосконалення системної методології побудови 
скорингових моделей у кредитуванні, програмну реалізацію системи підтримки 
прийняття рішень для побудови скорингових карт та на створення конкретних 
прогнозних моделей. Наукова новизна дослідження включає пропонований метод 
дискретизації неперервних змінних, пропонований метод розрахунку показників 
предикативності категоріальних змінних при агрегованих вхідних даних, 
вдосконалення методу розрахунку рівнів статистичної значимості, вдосконалення 
методу k-найближчих сусідів, узагальнення логістичної регресії, ваги категорії 
змінної, індексу Джині та статистики Колмогорова-Смирнова для ймовірнісної 
цільової змінної та вдосконалення ключових методів включення та аналізу 
відхилених заявок. Зокрема, на прикладі моделі аплікаційного кредитного скорингу 
для роздрібного споживчого кредитування продемонстровано переваги 
вдосконаленого методу ітеративної класифікації для включення та аналізу 
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відхилених заявок, використовуючи дворівневі узагальнення для випадку 
ймовірнісної цільової змінної. Отримані результати свідчать, зокрема, про швидшу 
збіжність пропонованого вдосконалення при використанні обмеження 10-6 та 
відстані Чебишева для оцінювання зміни прогнозованих ймовірностей на множині 
відхилених заявок та кращу якість прогнозів на тестовій вибірці (значення індексу 
Джині дорівнює 40,11% проти 38,59%). Подальше комплексне методологічне 
узагальнення, включаючи узагальнення та розширення області визначення 
показників якості суто бінарних моделей, дозволяє дослідникам розширити область 
застосування методології кредитного скорингу на випадок неперервної ймовірнісної 
цільової змінної, що не раніше виконувалося. Також вперше отримано аналітичну 
формулу безпосереднього обчислення рівнів статистичної значимості коефіцієнтів 
логістичної регресії після оцінки середньоквадратичних відхилень. Доведено 
переваги пропонованого методу дискретизації перед бінарними деревами рішень. 
Розроблено інформаційну систему для побудови скорингових моделей. 
Ключові слова: системний аналіз, системна методологія, кредитний скоринг, 
логістична регресія, аналіз відхилених заявок, роздрібне кредитування. 
 
Солошенко А.Н. Модели и методы оценивания кредитоспособности 
физических лиц. – Рукопись. 
Диссертация на соискание ученой степени кандидата технических наук по 
специальности 01.05.04 – системный анализ и теория оптимальных решений. – 
Национальный технический университет Украины “Киевский политехнический 
институт”, Киев, 2016. 
Исследование направлено на усовершенствование системной методологии 
построения скоринговых моделей в кредитовании, программную реализацию 
системы поддержки принятия решений для построения скоринговых карт и на 
создание конкретных прогнозных моделей. Научная новизна исследования включает 
предлагаемый метод дискретизации непрерывных переменных, предлагаемый метод 
расчета показателей предикативности категориальных переменных при 
агрегированных входящих данных, усовершенствование метода расчета уровней 
статистической значимости, усовершенствование метода k-ближайших соседей, 
обобщение логистической регрессии, веса категории переменной, индекса Джини и 
статистики Колмогорова-Смирнова для вероятностной целевой переменной и 
усовершенствование ключевых методов включения и анализа отклоненных заявок. 
В частности, на примере модели аппликационного кредитного скоринга для 
розничного потребительского кредитования продемонстрировано преимущества 
усовершенствованного метода итеративной классификации для включения и 
анализа отклоненных заявок, используя двухуровневые обобщения для случая 
вероятностной целевой переменной. Полученные результаты свидетельствуют, в 
частности, о более быстрой сходимости предложенного усовершенствования при 
использовании ограничения 10-6 и расстояния Чебишева для оценивания изменения 
прогнозированных вероятностей на множестве отклоненных заявок и лучшее 
качество прогнозов на тестовой выборке (значение индекса Джини равно 40,11% 
против 38,59%). Дальнейшее комплексное методологическое обобщение, включая 
обобщение и расширение области определения показателей качества сугубо 
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бинарных моделей, позволяет исследователям расширить область применения 
методологии кредитного скоринга на случай непрерывной вероятностной целевой 
переменной, что ранее не выполнялось. Также впервые получено аналитическую 
формулу непосредственного вычисления уровней статистической значимости 
коэффициентов логистической регрессии после оценки среднеквадратических 
отклонений. Доказано преимущества предложенного метода дискретизации перед 
бинарными деревьями решений. Разработано информационную систему для 
построения скоринговых моделей. 
Ключевые слова: системный анализ, системная методология, кредитный 
скоринг, логистическая регрессия, анализ отклоненных заявок, розничное 
кредитование. 
 
Soloshenko O.M. Models and methods for creditworthiness assessment of private 
individuals. – Manuscript. 
A dissertation submitted in fulfillment of the requirements for the degree of candidate 
of engineering sciences on the specialty of 01.05.04 – Systems analysis and optimal 
decision theory. – National Technical University of Ukraine “Kyiv Polytechnic Institute”, 
Kyiv, 2016. 
The study is aimed at improvement of systems methodology of building scoring 
models for lending process and its program implementation within decision support 
system for building scorecards, and it is aimed at creating concrete predictive models. 
Scientific novelty of the research includes proposed discretization method for continuous 
variables, proposed estimation method for key predictive power indicators of categorical 
variables using aggregated input data, improvement of estimation method for statistical 
significance levels, improvement of k-nearest neighbor method, generalizations of logistic 
regression, Weight of Evidence, the Gini index and the Kolmogorov-Smirnov statistic for 
a probabilistic target variable and improvements of the key reject inference methods. In 
particular, as an example, the application credit scoring model for retail consumer lending 
demonstrates the advantages of the improved iterative classification method for reject 
inference implementation using two-level generalizations for a probabilistic target variable 
case. The results obtained show, in particular, faster convergence of the proposed 
improvement using constraint value of 10-6 and the Chebyshev distance for difference 
estimation of predicted probabilities for set of rejected applications and better forecast 
performance using validation sample (the value of the Gini index is equal to 40.11% 
versus 38.59%). Further complex methodological generalization, including generalization 
and domain extension of model fit measures which were previously applied for binary 
case only, allows the researchers to extend the application area of credit scoring 
methodology for the case of continuous probabilistic target variable that was not 
previously carried out. Also, the analytical formula was obtained for the first time for 
direct estimation of significance levels of logistic regression coefficients after evaluation 
of its standard deviations. The advantages of the proposed discretization method are 
proved in comparison with binary decision trees. The information system for building 
scoring models is developed.  
Keywords: systems analysis, systems methodology, credit scoring, logistic regression, 
reject inference, retail lending. 
