A comprehensive understanding of the stimulus-response properties of individual neurons is necessary to 16 crack the neural code of sensory cortices. However, a barrier to achieving this goal is the difficulty of 17 analyzing the nonlinearity of neuronal responses. In computer vision, artificial neural networks, especially 18 convolutional neural networks (CNNs), have demonstrated state-of-the-art performance in image 19 recognition by capturing the higher-order statistics of natural images. Here, we incorporated CNN for 20 encoding models of neurons in the visual cortex to develop a new method of nonlinear response 21 characterization, especially nonlinear estimation of receptive fields (RFs), without assumptions regarding 22 the type of nonlinearity. Briefly, after training CNN to predict the visual responses of neurons to natural 23 images, we synthesized the RF image such that the image would predictively evoke a maximum response 24 ("maximization-of-activation" method). We first demonstrated the proof-of-principle using a dataset of 25 simulated cells with various types of nonlinearity, revealing that CNN could be used to estimate the 26 nonlinear RF of simulated cells. In particular, we could visualize various types of nonlinearity underlying 27 the responses, such as shift-invariant RFs or rotation-invariant RFs. These results suggest that the method 28 may be applicable to neurons with complex nonlinearities, such as rotation-invariant neurons in higher 29 visual areas. Next, we applied the method to a dataset of neurons in the mouse primary visual cortex (V1) 30 whose responses to natural images were recorded via two-photon Ca 2+ imaging. We could visualize 31 shift-invariant RFs with Gabor-like shapes for some V1 neurons. By quantifying the degree of 32 shift-invariance, each V1 neuron was classified as either a shift-variant (simple) cell or shift-invariant 33 (complex-like) cell, and these two types of neurons were not clustered in cortical space. These results 34 suggest that the novel CNN encoding model is useful in nonlinear response analyses of visual neurons and 35 potentially of any sensory neurons.
Introduction 54
A goal of sensory neuroscience is to comprehensively understand the stimulus-response properties of 7 cell #31 is a complex cell.
147
Next, we comprehensively analyzed the RFs of populations of simulated simple cells and 148 complex cells. Cells with a CNN prediction accuracy ≤ 0.3 were omitted from the analyses ( Fig 2C) . First, 149 the similarity between a linear RF image and CNN RF image, measured as the maximum normalized 150 pixelwise dot product between a linear RF image and 100 CNN RF images, was distinctly different 151 between simple cells and complex cells ( Fig 2J) , reflecting different degrees of nonlinearity. Second, the 152 accuracy of Gabor-kernel fitting of the CNN RF image, measured as the pixelwise Pearson correlation 153 coefficient between a CNN RF image and the fitted Gabor kernel, was high among all analyzed cells ( Fig   154   2H ), confirming that the estimated RFs had a shape similar to a Gabor kernel. Third, the maximum 155 similarity between each filter used in the response generation and 100 CNN RF images were high for both 156 simple cells and complex cells ( Fig 2I) . Fourth, the orientations of the CNN RF images, estimated by 157 fitting them to Gabor kernels, were nearly identical to the orientations of the filters of the response 158 generators (circular correlation coefficient [39] = 0.92; Fig 2K) . These results suggest that the RFs 159 estimated by the CNN encoding models had similar structure to the ground truth and that the 160 shift-invariant property of complex cells was successfully visualized from iterative RF estimations.
161
We also performed similar analyses using a dataset of simulated rotation-invariant cells. When 162 trained to predict the responses with respect to the natural images, CNNs again yielded high prediction 163 accuracy ( Fig 3B) . Next, we estimated RFs using the maximization-of-activation approach independently 164 1000 times for each cell. The predicted responses with respect to these RF images were all > 99% of the 165 maximum response in the actual data of each cell, ensuring that the activations of CNN output layers were 166 indeed maximized. As shown in Fig 3C, the visualized RF images of cell #1 had Gabor shapes close to the 167 filters used in the response generation ( Fig 3A) . In addition, some RF images were rotated in relation to 168 one another, consistent with the rotation-invariant response property of this cell. Finally, we quantitively 169 compared the RFs (1000 RF images for each cell) and the filters of the response generator (36 filters for 170 each cell). For each filter, the maximum similarity with 1000 CNN RF images was high ( Fig 3D) , 171 suggesting that the estimated RFs had various orientations and similar structure to the ground truth. Thus, 172 using the proposed RF estimation approach, RFs were successfully estimated by the CNN encoding 173 8 models, and various types of nonlinearity could be visualized from multiple RFs without assumptions, 174 although the hyperparameters and layer structures of CNNs were unchanged across cells. 175 176 CNN yielded the best accuracy for prediction of the visual response of V1 neurons. 177
Next, we used a dataset comprising the stimulus natural images (200−2200 images) and corresponding real 178 neuronal responses (N = 2465 neurons, 4 planes), which were recorded using two-photon Ca 2+ imaging 179 from mouse V1 neurons. To investigate whether CNN was able to capture the stimulus-response 180 relationships of V1 neurons, we trained the CNN for each neuron to predict the neuronal responses to the 181 natural images (Fig 1) . The prediction accuracy was again measured by the Pearson correlation coefficient 182 between the predicted responses and actual responses of the held-out test data in a 5-fold cross-validation 183 manner (N = 2455 neurons that were not used for the hyperparameter optimizations; see Materials and 184 Methods). Comparison of the prediction accuracies among several types of encoding models revealed that 185 CNN outperformed other models ( Fig 4A) , and the prediction of the CNNs were accurate ( Fig 4B and 4C ).
186
These results show that the stimulus-response relationships of V1 neurons were successfully captured by 187 CNN, demonstrating the efficacy of using CNN for further RF analyses of V1 neurons.
189

Estimation of nonlinear RFs of V1 neurons from CNN encoding models. 190
Next, we visualized the RF of each neuron by the maximization-of-activation approach (see Materials and 191 Methods) [23, 24] . Neurons with a CNN prediction accuracy ≤ 0.3 were omitted from this analysis ( Fig 4B) .
192
The resultant RF images for two representative neurons are shown in Fig 5B. Both RF images have clearly 193 segregated ON and OFF subregions and were well fitted with two-dimensional Gabor kernels ( Fig 5C) , 194 consistent with known characteristics of simple cells and complex cells in V1 [14, 40] . The accuracy of
195
Gabor-kernel fitting, measured as the pixelwise Pearson correlation coefficient between the RF image and 196 fitted Gabor kernel, was high among all analyzed neurons (median r = 0.77; Fig 5E) , suggesting that the 197 RF images generated from the trained CNNs (CNN RF images) successfully captured the Gabor-like 9 structure of RFs observed in V1. We also performed linear RF estimations following a previous study [38] . 
204
CNN RF image, measured as the normalized pixelwise dot product between these two images, varied 205 among all analyzed neurons ( Fig 5D) , reflecting the distributed nonlinearity of V1 neurons.
207
Estimated RFs of some V1 neurons were shift-invariant. 208
We then performed 100 independent CNN RF estimations for each V1 neuron to characterize the 209 nonlinearity of RFs. We especially focused on the shift-invariance, the most well-studied nonlinearity in 
211
predicted responses with respect to these RF images were all > 99% of the maximum response in the actual 212 data of each neuron, ensuring that the activations of the CNN output layers were indeed maximized.
213
Importantly, RF images of neuron #639 had ON and OFF subregions in nearly identical positions ( Fig 6A) .
214
In contrast, some RF images of neuron #646 were horizontally shifted in relation to one another ( Fig 6B) , 215 suggesting that neuron #646 is shift-invariant and could be a complex cell.
217
Characterization of shift invariance from iteratively estimated RF images. 218
To quantitatively understand the shift-invariance, we then developed predictive models of visual responses 219 for each simulated complex cell and V1 neuron, termed simple model and complex model, inspired by the 220 stimulus-response properties of simple and complex cells. In the simple model, the response to a stimulus 221 was predicted as the normalized dot product between the stimulus image and an RF image. The RF image 222 that yielded the best prediction accuracy was chosen and used for all stimulus images ( Fig 7A) . In contrast, 10 in the complex model, the response to each stimulus was predicted as the maximum of the normalized dot 224 products between the stimulus image and several RF images ( Fig 7B) . Here, RF images used in these 225 models were selected from 100 RF images as ones that were shifted to one another. If there was no shifted 226 RF image, the complex model was identical to the simple model (see Materials and Methods). 
235
We then measured the prediction accuracy of each model for all stimulus images by the Pearson 236 correlation coefficient between the predicted responses and actual responses. As expected, the accuracy of 237 the complex model was better than that of the simple model for this neuron #646 ( Fig 8A and 8B) , 
239
We compared the accuracy of the simple model and complex model for populations of V1 240 neurons ( Fig 8C) , simulated simple cells, and simulated complex cells. We defined the complexness index V1 neurons was consistent with that in a previous study [41] .
250
We also compared complexness with other indices of linearity and nonlinearity using a dataset 
262
Simple cells and complex-like cells were not spatially clustered in V1. 263
Finally, we tested whether simple cells and complex-like cells were spatially organized in the cortical 264 space. We first investigated the spatial structure of complexness by comparing the difference in 265 complexness with the cortical distance between all neuron pairs (N = 129451 neuron pairs). We found no 266 correlation between complexness and cortical distance (r = −0.01), suggesting no distinct spatial 267 organization of complexness ( Fig 9A left and B ). We also calculated the cortical distances of all simple 
Estimation of nonlinear RFs from CNN encoding models. 275
We first revealed that the accuracy of CNN in predicting responses to natural images was high for both 
279
Likewise, the high prediction accuracy of CNN shown in this study is possibly due to its ability to capture 280 higher-order nonlinearity between stimulus images and responses. Notably, the prediction accuracy of 281 CNN was high even though the hyperparameters and layer structures of CNNs were identical for all types 282 of cells, suggesting that CNN might be used as a general-purpose encoding model of visual neurons.
283
Using simulated cells, we showed that nonlinear RFs could be accurately estimated by CNN 284 encoding models by the maximization-of-activation approach. In particular, various types of response 285 nonlinearity could be visualized, including RFs with different phases for complex cells (Figs 2D, 2F) and
286
RFs with different orientations for rotation-invariant cells ( Fig 3C) . One advantage of this RF estimation 287 method is that it does not require an explicit assumption regarding the nonlinearities of RFs, whereas most 288 methods for nonlinear RF estimation in previous studies do. Second-order Wiener kernel [12] and 289 spike-triggered covariance [13] [14] [15] are capable of estimating RFs with second-order nonlinearity at most, 290 and Fourier-based methods [43, 44] estimate RFs that are linearized in the Fourier domain. The second 291 advantage is that our method can directly visualize the image that is predicted to evoke the highest 292 response of the target cell, in contrast to previously proposed RF estimations from artificial neural 293 networks [29, 31, 32] . As suggested in [45] , the disadvantage of the maximization-of-activation approach is 294 that it may produce unrealistic images even if the maximization of activation was successful because the 295 candidate image space is extremely vast. To avoid this issue, we constrained the candidate image space to 296 natural images by using Lp-norm and total variance regularizations. Although the hyperparameters of 297 regularizations were fixed across all analyzed cells, these regularizations worked well when considering 298 the quality of the resultant RF images.
13
We then applied the RF estimation method to a dataset of V1 neurons and revealed that 
Association between animal vision and deep learning. 310
Although artificial neural networks and cortical neural networks have much in common [46] , the former 311 might not be an exact in silico implementation of the latter (e.g., the learning algorithms discussed in [47] ).
312
However, recent studies have suggested that the representations of CNNs and the activity of the visual 313 cortex share hierarchical similarities [48] [49] [50] [51] [52] . These studies raise the possibility that the CNN encoding 
342
First, the retinotopic position was determined using moving grating patches (contrast: 99.9%, 343 spatial frequency: 0.04 cycles/degree, temporal frequency: 2 Hz). We first determined the coarse 344 retinotopic position by presenting a grating patch with a 50-degree diameter at each 5×3 position covering 345 the entire monitor. Then, a grating patch with a 20-degree diameter was presented at each 4×4 position 346 covering an 80×80-degree space to fine-tune the position. The retinotopic position was defined as the gray-scaled, it was preprocessed such that its contrast was 99.9% and its mean intensity across pixels was 351 at an intensity level of approximately 50%, and then masked with a circle with a 60-degree diameter. The 352 stimulus presentation protocol consisted of 3−12 sessions. In one session, images were ordered 353 pseudo-randomly, and each image was flashed three times in a row. Each flash was presented for 200 ms 354 with 200-ms intervals between flashes in which a gray screen was presented.
356
Acquisition of simulated data 357
The following types of artificial cells were simulated in this study: simple, complex, and rotation-invariant 358 cells. A simple cell was modeled using a "linear-nonlinear" cascade formulated as shown below where the 359 response to a stimulus was defined as the dot product between the stimulus image s and a Gabor-shaped 360 filter f1, followed by a rectifying nonlinearity [2] and a Gaussian noise (Fig 2A) .
361
= max( * 1 , 0) + (2)
362
A complex cell was modeled using an energy model with two subunits [36, 37] . In this model, 363 each subunit calculated the dot product between the stimulus image s and a Gabor-shaped filter f1, f2. Then, 364 the outputs of these two subunits were squared, summed together, and the squared root was taken. Finally, 365 a Gaussian noise was added to define the response ( Fig 2B) . Here, the Gabor-shaped filters used in this 366 model had identical amplitude, position, size, spatial frequency, and orientation; the phase was shifted by 367 90 degrees. Note that this procedure, formulated as follows, can also be viewed as a 
369
= √ ( * 1 ) 2 + ( * 2 ) 2 +
(3)
370
A rotation-invariant cell was modeled using 36 subunits. The i-th subunit (1 ≤ i ≤ 36) calculated 371 the dot product between the stimulus image s and a Gabor-shaped filter fi. After the maximum of the 372 outputs of the subunits was taken, a Gaussian noise was added to define the response ( Fig 3A) . Here, the
373
Gabor-shaped filters used in this model fi had identical amplitude, position, size, spatial frequency, and phase; the orientation of the i-th subunit was 5 (i -1) degree. 
376
We simulated 30 simple cells, 70 complex cells, and 10 rotation-invariant cells. For each cell 377 simulation, we performed 4 trials with a different random noise. The stimuli used in these three models 378 were identical to the stimuli used in the acquisition of real neural data (2200 images), which were 379 down-sampled to 10×10 pixels. The Gabor-shaped filter used in these models, a product of a 380 two-dimensional Gaussian envelope and a sinusoidal wave, was formulated as follows:
where A is the amplitude, σ1 and σ2 are the standard deviations of the envelopes, k0 is the frequency, τ is the 385 phase, (x0, y0) is the center coordinate, and θ is the orientation. The parameters for f1 of simple cells and 386 complex cells were sampled from a uniform distribution over the following range: 0. 
391
Ly/2, and 0, respectively.
392
The noise was randomly sampled from a Gaussian distribution with a mean of zero and 393 standard deviation of one, which resulted in trial-to-trial variability similar to that of real data.
395
Data preprocessing 396
Data analyses were performed using Matlab (Mathworks, Natick, MA, USA) and Python (2.7.13, 3.5.2, 397 and 3.6.1). For real neural data, images were phase-corrected and aligned between frames [57]. To 398 determine regions of interest (ROIs) for individual cells, images were averaged across frames, and slow 399 spatial frequency components were removed from the frame-averaged image with a two-dimensional 400 Gaussian filter whose standard deviation was approximately five times the diameter of the soma. ROIs 401 were first automatically identified by template matching using a two-dimensional difference-of-Gaussian 402 template and then corrected manually. SR101-positive cells, which were considered putative astrocytes
403
[58], were removed from further analyses. The time course of the fluorescent signal of each cell was 404 calculated by averaging the pixel intensities within an ROI. Out-of-focus fluorescence contamination was 405 removed using a method described previously [59, 60] . The neuronal response to each natural image was 406 computed as the difference between averaged signals during the last 200 ms of presentation and averaged 407 signals during the interval preceding the image presentation.
408
For both real data and simulated data, responses were averaged across all trials and scaled such 409 that the values were between zero and one. Natural images used in further analyses were down-sampled to 410 10×10 pixels. We finally standardized the distribution of each pixel by subtracting the mean and then 411 dividing it by the standard deviation.
413
Encoding models 414
Encoding models were developed for each cell. An L1-regularized linear regression model (Lasso), 
434
(convolutional, max-pooling, or fully connected) were optimized with 5-fold cross-validation for the data 435 of 10 real V1 neurons. The optimized hyperparameters of CNN were as follows: the size of the mini batch 436 was 5 or 30 (depending on the size of the dataset), the dropout rate of fully connected layers was 0.5, the 437 optimizer was SGD, the learning rate decay coefficient was 5 × 10 −5 , and the hidden layer structure was 4 438 successive convolutional layers and one pooling layer, followed by one fully connected layer (Fig 1) . Other 439 hyperparameters were fixed.
440
The training was formulated as follows:
442
where I is an image, t is the response, W is the parameters, and f is the model. E is the loss function defined where w is the parameter we want to update, m is the momentum coefficient (0.9), v is the momentum 454 variable, ε is the learning rate (initial learning rate was 0.1), and E(w) is the loss with respect to the batched 455 data. Adam was formulated as previously suggested [65] . The training iterations were stopped upon 456 saturation of the prediction accuracy for the validation set.
457
The response prediction accuracy of each encoding model was evaluated in a 5-fold 
462
where ACCCNN and ACCLasso are the response prediction accuracy of CNN and Lasso, respectively.
463
464
RF estimation 465
Nonlinear RFs were estimated from trained CNNs using a regularized version of a 466 maximization-of-activation approach [23, 24] . Cells with a CNN prediction accuracy ≤ 0.3 were omitted 467 from this analysis. First, CNN was trained using all data for each cell. Then, starting with a randomly 468 initialized image, an image I was updated iteratively (10 times) by gradient ascent to maximize the where γ is the decay coefficient (0.95) and α is the learning rate (1.0). The generated image was finally 479 processed such that its mean was zero and standard deviation was one (RF image). To confirm that the 480 generated RF image maximally activates the output layer, the whole process was repeated independently 481 until we generated an image to which the predicted response was high (for most cells, > 95% of the 482 maximum response of the actual data of each cell). Note that for representative cells (Figs 2D, 2E , 3C, and 483 4B), the predicted responses to the generated RF images were > 99% of the maximum response of the 484 actual data.
485
To quantitatively assess the generated RF images, we fitted each RF image with a Gabor kernel 486 G(x, y) using sequential least-squares programming implemented in Scipy (0.19.0). A Gabor kernel, a 487 product of a two-dimensional Gaussian envelope and a sinusoidal wave, was formulated as follows: where A is the amplitude, σ1 and σ2 are the standard deviations of the envelopes, k0 is the frequency, τ is the 492 phase, (x0, y0) is the center coordinate, and θ is the orientation. The goal of fitting was to minimize the 493 pixelwise absolute error between the RF image and a Gabor kernel. This optimization was started with 494 seven different initial x0 and seven different initial y0 to ensure that the optimization fell in the global 495 minima. In addition, to create a reasonable Gabor kernel, we set bounds for some of the parameters: 0 ≤ x0 496 / Lx ≤ 1, 0 ≤ y0 / Ly ≤ 1, 0 ≤ σ1 / Lx ≤ 0.2, 0 ≤ σ2 / Ly ≤ 0.2, and π/3 ≤ k0 ≤ π, where Lx and Ly are the size of 497 the RF image in the x and y dimension, respectively. The accuracy of Gabor fitting was evaluated by the 498 pixelwise Pearson correlation coefficient between the original RF image and the fitted Gabor kernel.
499
Linear RF images were created by a regularized pseudoinverse method described previously 500 [38] . The regularization parameter was optimized for each cell by exhaustive grid search in a 10-fold 501 cross-validation manner. For each value in the grid, responses to the held-out test data were predicted using 502 the created RF image. Prediction accuracy was calculated as the Pearson correlation coefficient between 503 the predicted responses and actual responses. The linear RF image was created using the value with the 504 highest prediction accuracy as the regularization parameter.
506
Quantification of shift-invariance (complexness) 507
To distinguish between simple cells and complex-like cells, we then created a "shifted image set", which 508 contained CNN RF images that were shifted with respect to one another, selected from the 100 CNN RF 
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where (u, v) is a pixel shift and 1 ̅ is the mean of I1. If the ZNCC was above 0.95 for a (u, v) pair ((u, v) 513 22 ≠ (0, 0)), these two RF images were defined as shifted to each other by (u, v) pixels. Then, for each pair 514 of shifted RF images, we calculated the shift distance as the maximum length of (u, v) vectors projected 515 orthogonally to the Gabor orientation. Finally, starting with the two RF images with the largest shift 516 distance, we iteratively collected RF images that were shifted from the already collected RF images to 517 create the "shifted image set". If none of the 100 RF images were shifted to another, the "shifted image set" 518 consisted of the RF image with the highest predicted response.
519
A simple model and complex model were created for each cell as follows (Fig 7) . In the simple 520 model, the response to a stimulus image was predicted as the normalized dot product between the stimulus 521 image and one RF image selected from the "shifted image set". The RF image that yielded the best 522 prediction accuracy was chosen and used for all stimulus images. In the complex model, the response to a 523 single stimulus image was predicted as the maximum of the normalized dot products between the stimulus 
529
where ACCsimple and ACCcomplex are the response prediction accuracy of the simple model and complex 530 model, respectively. Cells with the Gabor fitting accuracy ≤ 0.6, ACCsimple < 0, or ACCcomplex < 0 were 531 omitted from this analysis.
533
Spatial organizations of simple cells and complex-like cells 534
The spatial organizations of simple cells and complex-like cells were evaluated in two ways. First, for each 535 pair of neurons, we calculated the in-between cortical distance and the difference in complexness. A 
