Abstract. We propose a new approach to analyzing dynamical systems that combine hyperbolic and non-hyperbolic ("center") behavior, e.g. partially hyperbolic diffeomorphisms. A number of applications illustrate its power.
Introduction
A core issue in the theory of partially hyperbolic dynamical systems is the possible vanishing of center Lyapunov exponents. Recall that a diffeomorphism f : M → M is called partially hyperbolic if the tangent bundle admits a continuous Df -invariant splitting at typical points x ∈ M , one can build on (non-uniform) hyperbolicity theory to derive important geometric and statistical information on the dynamics. See Pesin [38, 39] , Ledrappier, Young [32, 34, 35] , Katok [29] , Barreira, Pesin, Schmeling [8] , Young [45, 46] , and Alves, Bonatti, Viana [2, 15] .
So, one would like to know: When is it possible to remove vanishing center Lyapunov exponents by a small perturbation of the map ? Supposing center Lyapunov exponents do vanish (stably), what can be said about the dynamical behavior ?
Substantial progress on this kind of questions has been achieved recently in the simpler, but closely related setting of linear cocycles. A linear cocycle over a transformation g : X → X is a map F : E → E on a vector bundle E → X such that F : E → E ↓ ↓ g : X → X commutes and the action F x : E x → E g(x) on every fiber is by a linear isomorphism. As before, the exponential rates of growth or decay of iterates of vectors
are called Lyapunov exponents. By Oseledets [37] , they are well defined at almost every point x ∈ X, relative to any g-invariant probability measure µ.
Assuming the base dynamics (g, µ) is fairly "chaotic" (hyperbolic, possibly in a non-uniform fashion), there is now a good understanding of such issues as the existence of non-zero Lyapunov exponents (see Bonatti, Gomez-Mont, Viana [14, 43] ) or the simplicity of the Lyapunov spectrum (see Avila, Bonatti, Viana [5, 6, 16] ), in line with the classical theory of random matrices developed by Furstenberg [23] , Ledrappier [33] , Guivarc'h, Raugi [25] , Gol'dsheid, Margulis [24] , and other authors. In a nutshell, for generic linear cocycles the Lyapunov exponents are not all zero. Even more, at least in the so-called fiber bunched case, all Lyapunov exponents are generically distinct.
In this paper we propose to extend that family of ideas to a general non-linear context, suitable, in particular, to addressing such questions as we stated before in the realm of partially hyperbolic dynamics. The power of this kind of analysis is made evident by the following surprising rigidity phenomenon we have discovered, and which motivates our discussion below.
Let A : T 4 → T 4 be a linear automorphism with exactly two eigenvalues on the unit circle and assume that no eigenvalue is a root of unity. The latter condition means that A is ergodic relative to the Haar measure on the 4-torus. RodriguezHertz [26] proves that A is even stably ergodic, that is to say, every nearby volume preserving map f : T 4 → T 4 is ergodic. Notice that A is a partially hyperbolic diffeomorphism, with 2-dimensional center bundle E c that corresponds to the eigenvalues of norm 1. Clearly, the center Lyapunov exponents are identically zero.
The hypotheses imply that A preserves some symplectic form on T 4 . Let this form be fixed once and for all.
Theorem A. There exists a neighborhood U of A in the space of smooth symplectic diffeomorphisms on T 4 such that for every f ∈ U,
• either f is non-uniformly hyperbolic, that is, all Lyapunov exponents are non-zero almost everywhere, • or f is conjugate to A by some volume preserving homeomorphism. In particular, every f ∈ U is equivalent to a Bernoulli shift.
In other words, the center Lyapunov exponents must become non-zero whenever A is perturbed, unless the perturbation leaves the dynamics unchanged up to volume preserving conjugacy. Moreover, A is stably Bernoulli, a much stronger property than ergodicity.
The proof of Theorem A has many ingredients, but the main thread is that in order to prove conjugacy to the original automorphism one must recover a commutative group structure in the torus compatible with the dynamics. In the hardest case to analyze, such structure is obtained as the completion of an almost periodic translation structure on the center leaves, which is itself a refinement of a conformal structure. Thus, at the basis of the entire proof, one needs to connect vanishing of center Lyapunov exponents with existence of invariant conformal structures.
With these motivations in mind, we now describe the abstract Invariant Principle that is the foundation of this paper. It is formulated in terms of smooth cocycles F : E → E, a natural extension of the notion of linear cocycles where E is now taken to be a fiber bundle whose fibers are manifolds, and F is taken to act by diffeomorphisms on the fibers. Lyapunov exponents are defined in this setting by
In a few words, the Invariance Principle states that if the Lyapunov exponents vanish then the fibers carry some amount of structure which is transversely invariant, that is, invariant under certain canonical homeomorphisms between the fibers. The precise statement will be given in the next section, once we have introduced all the necessary notions. In the applications, we exploit such transversely invariant structure, together with information on the fiber (e.g. its topology), to deduce some very precise information on the dynamics. Besides Theorem A, we apply this approach to certain area preserving cocycles. Namely, suppose the fibers of E are modeled on some compact surface N and the cocycle F : E → E is such that all F x : E x → E g (x) preserve some given area form. Assuming the genus of N is at least 2, together with a few additional conditions, we can prove that the Lyapunov exponents of F are non-zero at almost every point. Moreover, the Lyapunov exponents of every nearby cocycle are close to the Lyapunov exponents of F .
The idea of extending Furstenberg's theory to a non-linear set-up is, of course, not new. Let us mention, in particular, Carverhill [19] and Baxendale [9] , who both dealt with i.i.d. situations. For instance, Baxendale's (discrete time) stochastic flows of diffeomorphisms correspond to the particular case of smooth cocycles where the base dynamics is a Bernoulli shift and the cocycle depends on only one coordinate in shift space. For the sharpest results Baxendale [9] also assumes the stationary measure to be absolutely continuous on the fibers.
However, the formulation we propose here seems particularly suited for applications to various situations in Dynamics. Indeed, several applications of the present methods have been found in the meantime, some of which had not been foreseen. In our joint paper with Santamaria [3] the Invariance Principle is refined and combined with other techniques to handle cocycles over partially hyperbolic systems. This is also a main ingredient in our joint paper with Wilkinson [7] , where new connections between the dynamics of partially hyperbolic systems and the measure-theoretical properties of their invariant foliations are unveiled.
In a setting of dissipative systems, Viana, Yang [44] combine methods in the present paper with other ideas to prove existence and finiteness of physical (or SinaiRuelle-Bowen) measures for partially hyperbolic maps with 1-dimensional center.
The Invariance Principle allows them to treat the case of vanishing center Lyapunov exponent, which was not covered by [2, 15] . Also very recently, F. and J. RodriguezHertz, R. Ures, A. Tahzibi announced further applications of these methods, to entropy maximizing measures of partially hyperbolic maps. Again, the Invariance Principle allows them to deal with the case when the maximizing measures have zero center exponents. maría, Amie Wilkinson, and Jiagang Yang for several useful discussions. This work was started while the authors were visiting the Collège de France. It was partly conducted during the period A. A. served as a Clay Research Fellow. M. V. was partially supported by CNPq, FAPERJ, and PRONEX-Dynamical Systems.
Statement of results
In the sequel we give the precise definitions and statements that lead to the conclusions outlined in the Introduction.
Smooth cocycles.
Let (M ,B,μ) be a probability space andf :M →M be a measurable transformation preservingμ. Let N be a Riemannian manifold, not necessarily complete, and let Diff 1 (N ) be endowed with a uniform C 1 norm. Let P :Ê →M be a measurable fiber bundle with fibers modeled on N . By this we meanÊ comes with a countable system of bijections (1)P −1 (U n ) → U n × N that map each fiberÊx =P −1 (x) onto {x} × N , and all coordinate changes are measurable maps of the form (2) (
where gx : N → N is a diffeomorphism depending measurably on the base pointx and such that both the derivative Dgx(ξ) and its inverse are uniformly continuous and uniformly bounded. Then one may consider a Riemannian metric on the fibers, varying measurably with the base point, transported from N via these coordinates. This metric depends on the choice of the coordinates, but only up to a uniformly bounded factor, which does not affect the notions that follow. A smooth cocycle overf is a measurable mapF :Ê →Ê such thatP •F =f •P , everyFx :Êx →Êf (x) is a diffeomorphism depending measurably onx, and the derivative DFx(ξ) and its inverse are uniformly bounded in norm. Then the functions (x,ξ) → log DFx(ξ) and (x,ξ) → log DFx(ξ) −1 are integrable, relative to any probability measurem onÊ. The extremal Lyapunov exponents ofF at a point (x,ξ) ∈Ê are λ + (F ,x,ξ) = lim n→∞ 1 n log DF n x (ξ) .
λ − (F ,x,ξ) = lim
The limits existm-almost everywhere ifm is invariant underF , by the subadditive ergodic theorem (Kingman [31] ). Notice that
If (F ,m) is ergodic then λ ± (F ,x,ξ) = λ ± form-almost every (x,ξ). Throughout, we shall only be interested in measuresm that project down to µ underP .
2.2.
Invariance Principle -measurable. The main technical tool developed in this paper is a measurability criterion for the disintegration along the fibers of probability measures invariant under a cocycle. This is inspired by the main result in Ledrappier [33] : while Ledrappier's original formulation was for linear cocycles, ours applies to any deformation of a smooth cocycle, a notion that we also introduce in here. Take (M ,B, µ) to be a Lebesgue space, that is, a separable probability space which is complete mod 0. See Rokhlin [41, §2- §3] . Then any probabilitym on E such thatP * m =μ admits a family {mx :x ∈M } of probabilities such that x →mx isB-measurable, everymx is supported inside the fiberÊx and
for any measurable set E ⊂Ê. Moreover, such a family is essentially unique. We call it the disintegration ofm and refer to themx as its conditional probabilities along the fibers. Assume thatf is invertible. A σ-algebra B 0 ⊂B is generating if its iterateŝ f n (B 0 ), n ∈ Z generate the wholeB mod 0. A deformation of a smooth cocycleF is a measurable transformationF :Ê →Ê which is conjugated toF ,
by an invertible measurable map H :Ê →Ê of the form H(x,ξ) = (x, Hx(ξ)) such that all the H −1
x ,x ∈M are Hölder continuous, with uniform Hölder constants: there exist positive constants B and β such that
To eachF -invariant probability measurem corresponds anF -invariant probabilitỹ m = H * m , andm projects down toμ if and only ifm does.
Theorem B. LetF be a deformation of a smooth cocycleF . Let B 0 ⊂B be a generating σ-algebra such that bothf and x →F x are B 0 -measurable mod 0. Let m be anF -invariant probability that projects down toμ. If λ − (F ,x,ξ) ≥ 0 for m-almost every (x,ξ) ∈Ê then any disintegration x →m x of the corresponding F -invariant measurem is B 0 -measurable mod 0.
We get a dual result assuming that λ + (F ,x,ξ) ≤ 0 form-almost every (x,ξ), and considering a σ-algebra B 0 relative to which both mapsf −1 andx →F −1 x are measurable mod 0. Indeed, it is clear thatF has the same invariant probabilities asF −1 , andF is a deformation ofF if and only ifF −1 is a deformation ofF
the new assumption means that λ − (F −1 ,x,ξ) ≥ 0 form-almost every (x,ξ). Thus, we may apply Theorem B to the inverse cocycle, to obtain the same conclusion as before under this new assumption. See also Example 3.15 below.
Theorem C. LetF be a deformation of a smooth cocycleF . Let B 0 ⊂B be a generating σ-algebra such that bothf and x →F x are B 0 -measurable mod 0. Let (m k ) k be a sequence ofF -invariant probabilities projecting down toμ and converging to some probabilitym in the weak * topology. Assume min{0, λ − (F , ·)} dm k → 0 when k → ∞. Then any disintegration x →m x of the correspondingF -invariant measurem is B 0 -measurable mod 0.
Theorem B may be viewed as the special case when m k = m for all k: it is clear that min{0, λ − (F , ·)} dm = 0 if and only if λ − (F , ·) ≥ 0m-almost everywhere.
2.3. Hyperbolic homeomorphisms. Next, we are going to derive more concrete versions of these results for continuous cocycles over hyperbolic homeomorphisms.
LetM be a metric space. LetÊ be a continuous fiber bundle (the local coordinates (1) are defined on open sets and the coordinate changes (2) are homeomorphisms) where the diffeomorphisms gx vary continuously withx ∈M . Assume that a Riemannian metric has been chosen on each fiber, varying continuously with the base point. Moreover, letF be a smooth cocycle such that the diffeomorphismsFx vary continuously withx ∈M .
We call a homeomorphismf :M →M hyperbolic if there exist ε > 0, δ > 0, K > 0, τ > 0, and positive functions ν(·) and ν − (·) such that
, and this point depends continuously on (x 1 ,x 2 ); where W s ε (x) is the set of allŷ ∈M such that d(f n (x),f n (ŷ)) ≤ ε for all n ≥ 0, and W u ε (x) is defined analogously, with n ≤ 0 instead. Then the stable and unstable sets ofx are given by
Example 2.1. Letf :M →M be the shift map onM = X Z where (X, d X ) is a complete metric space, and the metric d(·, ·) onM is defined by
Take ε ∈ (0, 1), δ ∈ (0, 1), K = 1, and ν(x) = ν − (x) = e −τ for allx ∈M .
Then there exist relative neighborhoods
to some neighborhood B(x) of everyx ∈M . We always consider f -invariant probabilitiesμ with local product structure: for everyx in the support there exist measures µ s and µ u on B s (x) and B u (x), respectively, such that
meaning that the two measures have the same zero sets. This implies that the support is su-saturated, meaning it consists of entire stable leaves (s-saturated set) and of entire unstable leaves (u-saturated set). Moreover,μ is locally ergodic, that is, its ergodic components are essentially open sets. A measureμ is called σ-compact if it gives full weight to some countable union of compact sets. If M is a Polish space, that is, a separable completely metrizable topological space then every Borel measure in it is σ-compact.
2.4.
Invariance Principle -topological. An s-holonomy forF is a family h s of β-Hölder homeomorphisms h ŝ x,ŷ :Êx →Êŷ, with uniform Hölder constant β > 0, defined for allŷ ∈ W s (x) and satisfying
In the last condition (x,ŷ) varies in the space of pairs of points in the same local stable set. A disintegration {mx :
withx andŷ in the support of the projection ofm. Replacingf andF by their inverses, one obtains dual notions of u-holonomy h u and u-invariant disintegration.
Theorem D. AssumeF :Ê →Ê admits s-holonomy and u-holonomy. Let (m k ) k be a sequence ofF -invariant probability measures whose projectionμ is σ-compact and has local product structure. Assume the sequence converges to some probability measurem in the weak * topology and |λ ± (F , ·)| dm k → 0 when k → ∞. Then m admits a disintegration {mx :x ∈M } which is s-invariant and u-invariant and whose conditional probabilitiesmx vary continuously withx on the support ofμ.
An extension for cocycles over certain partially hyperbolic maps will be given in Theorem 5.10. A first application of Theorem D is given in the proposition that follows. It will be clear from the arguments that the hypotheses can be relaxed considerably.
Corollary E. Letf :M →M be the shift map onM = X Z , where X is a complete metric space. LetÊ =M ×S 1 andF :Ê →Ê be a continuous smooth cocycle overf admitting invariant holonomies. Supposef admits an invariant probability measurê µ and fixed points p and q in the support ofμ such that
•F p : S 1 → S 1 has exactly two fixed points, an attractor a p and a repeller r p •F q : S 1 → S 1 has no periodic points of period less than 3.
Then λ ± (F ,m) are bounded away from zero, over all ergodicF -invariant measureŝ m that project down toμ.
2.5.
Volume preserving cocycles. We apply the previous ideas to area preserving cocycles over hyperbolic homeomorphisms satisfying certain partial hyperbolicity conditions. From now on we take the fiber manifold N to be compact. Assume the continuous fiber bundle is Lipschitz, in the sense that the diffeomorphisms gx in (2) depend in a Lipschitz fashion on the base point. Assume that the continuous cocycle is Lipschitz, in the sense thatFx depends in a Lipschitz fashion on the pointx. We shall consider the following topology: two Lipschitz cocycles are close if they admit the same Lipschitz constant, they are uniformly close, and their actions on the fibers are close in the uniform C 1 norm.
Remark 2.2. For all our purposes it suffices to assume Hölder continuity, for some Hölder constant ν > 0: up to replacing the metric onM , one may always reduce the situation to the Lipschitz case ν = 1.
We take the cocycleF :Ê →Ê to satisfy a normal hyperbolicity property similar to the center bunching condition of Burns, Wilkinson [18] and which was first introduced in [14] in the context of linear cocycles. We say that a Lipschitz smooth cocycleF is dominated if there exist ≥ 1 and θ < 1 such that (6) (
for every (x, ξ) ∈ E, and we sayf is fiber bunched if, in addition to (6),
Interpretations of these conditions will be provided in Section 5. Let B(f ) be the set of fiber bunched cocycles overf . Observe that this is an open subset of Lipschitz cocycles, relative to the topology introduced above. Letmŷ denote the normalized Riemannian volume on each fiberÊŷ. We also take the cocycleF :Ê →Ê to be volume preserving, meaning that eacĥ
Then the following probability measurem onÊ isF -invariant:
Let B vol (f ) denote the subset of volume preserving fiber bunched cocycles.
2.6. Continuity of Lyapunov exponents. From now on we takeÊ to be compact and the fiber N to be a surface. Area preserving yields λ − (F ,x, ξ)+λ + (F ,x, ξ) = 0 atm-almost every point. We callF ∈ B vol (f ) a continuity point for Lyapunov exponents if the functions
are continuous atF . Otherwise,F is a discontinuity point for Lyapunov exponents. By analogy with Pugh, Shub [40] , we say that a cocycle is accessible if any two points in the fiber bundle are joined by some su-path, consisting of a finite number of legs each of which is either an s-holonomy path or a u-holonomy path (assuming the cocycle admits s-holonomy and u-holonomy).
Theorem F. LetF :Ê →Ê be fiber bunched, area preserving, and ergodic. LetF be a discontinuity point for Lyapunov exponents. Then λ − (F ,m) < 0 < λ + (F ,m) and both Oseledets subspaces E − x,ξ and E + x,ξ are essentially invariant under the sholonomy and the u-holonomy of the projective extension. If, in addition, the cocycleF is accessible then the Oseledets subspaces vary continuously with (x, ξ) ∈Ê.
Our methods also reveal a remarkable connection between the behavior of Lyapunov exponents and the topology of the fiber, at least when the cocycleF is accessible. This is illustrated by the next corollary, which will follow from the more detailed statement in Theorem 6.6; see also Remark 6.7.
Corollary G. LetF :Ê →Ê be fiber bunched, area preserving, and accessible. Assume the genus of the fiber N ofÊ is at least 2. Then λ − (F ,m) < 0 < λ + (F ,m) andF is a continuity point for the Lyapunov exponents λ ± (·,m).
Remark 2.3. It is an important problem to characterize those cocycles which are continuity points for the Lyapunov exponents. The results of Bochi [10, 11] and Bochi, Viana [12] show that continuity depends quite subtly on topology in the space of cocycles. In a positive direction, J. Yang (personal communication) uses ideas from the present paper to conclude that the set of cocycles with zero Lyapunov exponents is closed in the Lipschitz topology among fiber bunched SL(2, R)-cocycles. Furthermore, Bocker, Viana [13] prove that for locally constant SL(2, C)-cocycles over Bernoulli shifts the Lyapunov exponents always vary continuously with the cocycle relative to the L ∞ norm.
For the next theorem, letf :M →M be a C r Anosov diffeomorphism on a compact manifold, for some r ≥ 1. Moreover, take the fiber bundle to be trivial, that is,Ê =M × N , and the cocycleF :Ê →Ê to be C r . Recall we take N to be a compact surface. Let B r vol (f ) be the space of area preserving fiber bunched C r cocycles, endowed with the uniform C r topology. For simplicity, we also assume that the fiber N is orientable andF preserves the orientation of the fibers (the non-orientable case can be treated by considering a double cover).
Theorem H.
There is an open and dense set U ⊂ B r vol (f ) such that everyĜ ∈ U is ergodic form and the Lyapunov exponentsĜ → λ ± (Ĝ,m) vary continuously and never vanish on U.
2.7.
Rigidity for symplectic diffeomorphisms. Theorem A is contained in the following result for symplectic toral automorphisms in any dimension.
Let M = T d for some even integer d ≥ 4 and A : M → M be a linear automorphism with exactly two eigenvalues on the unit circle. Assume A is pseudo-Anosov, that is, A is ergodic (equivalently, no eigenvalue is a root of unity) and the characteristic polynomial p A (t) is irreducible over the integers and can not be written as a polynomial of t n for any n ≥ 2; when d = 4 ergodicity implies the other two conditions, cf. [26, Corollary A.7] . It was shown by Rodriguez-Hertz [26] that every pseudo-Anosov linear automorphism with 2-dimensional center is stably ergodic: all nearby volume preserving diffeomorphisms f : M → M are ergodic.
Here we also assume that A is symplectic, meaning that it preserves some symplectic form ω on the torus M . This implies that the stable (E s ) and unstable (E u ) subspaces of A have the same dimension, and the center subspace E c is symplectic orthogonal to E s ⊕ E u .
Theorem I. There exists a neighborhood U of A in the space of C ∞ symplectic diffeomorphisms on M such that every f ∈ U either is non-uniformly hyperbolic or is conjugate to A by a volume preserving homeomorphism. In particular, every f ∈ U is Bernoulli.
The statement remains true for C k diffeomorphisms, as long as k is large enough for the conclusions of Rodriguez-Hertz [26] to hold (k ≥ 22 suffices).
2.8. Structure of this paper. In Section 3 we prove Theorems B and C. In Section 4 we apply them to continuous cocycles with holonomies, to deduce Theorem D and Corollary E. In Section 5 we show that holonomies do exist if the cocycle is fiber bunched. Theorem F and Corollary G are proved in Section 6. In Section 7 we prove Theorem H and in Section 8 we explain how to obtain Theorem I. The latter contains Theorem A as a special case.
Invariance Principle
In this section we prove Theorems B and C. It is no restriction to suppose that the fiber bundleÊ is trivial, since the measurable trivialization domains U n in (2) may always be chosen to be disjoint.
The first step is to reduce the proof to a natural extension situation similar to Example 3. 
This transformation, which is usually non-invertible, preserves µ. Let E = M × N and P : E → M be the canonical projection. Since the deformationF is B 0 -measurable mod 0, it may be written as Fx = F π(x) for some B-measurable mod 0 fiber bundle morphism F : E → E over f . Sincem = H * m is aF -invariant probability projecting down toμ, the probability m = (π × id) * m is F -invariant and projects down to µ.
Let κ be the dimension of N . Let
is integrable for m x and the measure η x is singular with respect to m x . We call J : E → [0, ∞) the fibered Jacobian, and define the fibered entropy to be
The definition (9) implies {J>0} J dm = J dm ≤ 1. Then, by Jensen's inequality,
The definition (11) means that h is the sum of this integral with the term (+∞) · m({J = 0}) with the usual convention that the latter vanishes if m({J = 0}) = 0.
Thus, h is always well-defined and non-negative. In our context h is finite, as we shall see later, and so {J = 0} always has zero measure.
Proposition 3.1. Letm be anF -invariant probability measure projecting down tô µ and letm = H * m . Then
This result may be seen as a coarse fibered version of the Ruelle inequality [42] . Indeed, Ruelle showed that the entropy of a diffeomorphism is bounded above by the integrated sum of the positive Lyapunov exponents. Considering the inverse map, we get that the entropy is also bounded by minus the integrated sum of the negative Lyapunov exponents. In view of this, Proposition 3.1 can probably be refined replacing κ min{0, λ − (F , ·)} by the sum of all negative exponents.
Theorem B is an immediate consequence of Propositions 3.1 and 3.2. Indeed, the assumption λ − (F , ·) ≥ 0 means that min{0, λ − (F , ·)} vanishes identically. Then Proposition 3.1 yields h(F ,m) = 0 and, by Proposition 3.2, it follows that the disintegrationx →mx is B 0 -measurable mod 0, as claimed. This reduces the proof of Theorem B to proving Propositions 3.1 and 3.2.
For Theorem C we need the following version of Proposition 3.2 for sequences of measures. In what follows it is understood thatm k = H * mk and m k = (π ×id) * mk . Proposition 3.3. Let (m k ) k be a sequence ofF -invariant probability measures onÊ that project down toμ and converge to some probabilitym in the weak * topology. If h(F k ,m k ) converges to 0 when k → ∞ then the disintegrationx →mx ofm = H * m is B 0 -measurable mod 0.
In view of Proposition 3.1, the hypothesis of Theorem C implies that h(F ,m k ) converges to 0 when k goes to ∞. Then we may apply Proposition 3.3 to conclude that the disintegrationx →mx is B 0 -measurable mod 0, as claimed. This reduces the proof of Theorem C to proving Propositions 3.1 and 3.3.
3.1. Entropy zero means deterministic. Let us prove Propositions 3.2 and 3.3.
Lemma 3.4. The disintegrations {mx :x ∈M } and {m x : x ∈ M } ofm and m = (π × id) * m , respectively, are related bỹ
Proof. Let m 0 be the probability defined on B 0 by π * m 0 = m. The disintegration of m 0 is justx → m π(x) . The relation π * m = m implies thatm | B 0 = m 0 or, in other words, E(x →mx | B 0 ) = [x → m π(x) ]. Next, the relationF * m =m implies that
withx(n) =f −n (x), and so
Any of these expressions defines a martingale of probability measures, relative to the sequence of σ-algebrasf n (B 0 ). Since B 0 is generating and the sequencef n (B 0 ) is increasing, the limit of the left hand side is
It follows that (F n x(n) ) * m x(n) converges and the limit coincides withmx atμ-almost every point.
Proof. The definition (9) implies that J(x, ξ) dm x (ξ) ≤ 1 for µ-every x. So, by Jensen's inequality, − log J(x, ξ) dm x (ξ) ≥ 0 for µ-every x. Moreover, the equalities hold if and only if J(x, ξ) = 1 for m x -almost every ξ. This implies that h ≥ 0, and h = 0 if and only if J(x, ξ) = 1 for m x -almost every ξ and µ-almost every x. In particular, h = 0 implies m f (x) = (F x ) * m x for µ-almost every x, as claimed.
, this implies thatx →mx is B 0 -measurable. The proof of Proposition 3.2 is complete.
Next, we prove Proposition 3.3.
be the Lebesgue decomposition for each m k : in particular, J k : E → R is the fibered Jacobian. We denote by ξ the total variation of a signed measure ξ.
Proof. Since the m k,y are probabilities,
Integrating with respect to µ, we obtain η k,x dµ = (1 − J k ) dm k and so the second claim is a consequence of the first one. Next, define φ(x) = x − log(1 + x) for x > −1. Then φ(x) ≥ 0 for all x and, given any δ > 0, there exists c(δ) > 0 such that φ(x) ≥ c(δ)|x| whenever |x| ≥ δ. Let δ > 0 be fixed. Denote
and so a k converges to 1 when n → ∞. Assume k is large enough that h(F ,m k ) and a k − 1 are both less than δc(δ). Then, by the definition of φ,
The first integral is less than δc(δ) and the second one is 1 − a k > −δc(δ). The third integral is bounded below by
This implies
for all large k. This completes the proof of the lemma.
For each k ≥ 1, letm k be the probability measure on E that projects down toμ and whose conditional measures along the fibers are given by
Up to taking a subsequence, we may assumem k to converge to some measurem, whose disintegrationx →m x along the fibers is B 0 -measurable mod 0. Clearly, (π × id) * mk = m k for every k. Taking the limit as k → ∞, we conclude that π * m = m.
Lemma 3.7. The total variation F −1 * mk −m k converges to 0 as k → ∞. Proof. Given any measurable set B ⊂Ê, we denote Bx = B ∩Êx for eachx ∈M . Then
becauseμ is invariant underf . SinceFx andm k,x are both B 0 -measurable, the last term may be rewritten as
These relations imply that
for every B ⊂Ê, and so
. Now the claim follows from Lemma 3.6.
Taking the limit in Lemma 3.7 we conclude that the measurem is invariant underF . It follows thatm =m: any twoF -invariant measures that project down to m under π must coincide, because the σ-algebra B 0 is generating. This proves that the disintegration ofm is B 0 -measurable mod 0, as claimed. The proof of Proposition 3.3 is complete.
Entropy is smaller than exponents.
We are left to prove Proposition 3.1. We begin by reducing the proof to the ergodic case. Let {m α } be the ergodic decomposition ofm and dα denote the corresponding quotient measure:
for any integrable function ϕ. Thenm α = H * mα and m α = (π × id) * mα define the ergodic decompositions ofm = H * m and m = (π × id) * m , respectively, with the same quotient measure. If λ − (F ,x, ξ) ≥ 0 atm-almost every point then the same is true atm α -almost every point, for dα-almost every ergodic component. Assuming the proposition holds for ergodic measures, it follows that for dα-almost every α. Integrating with respect to dα, we obtain that
as claimed. Hence, it is no restriction to assume thatm is ergodic forF , and we do so in what follows. Thenm and m are ergodic forF and F , respectively. Moreover, min{0, λ − (F , ·)} is constantm-almost everywhere. Let −λ denote this constant. Now we begin the proof of the proposition in the ergodic case. Given ε > 0, define J ε = J + ε and h ε = − log J ε dm. Notice that h ε → h as ε → 0, by the monotone convergence theorem. Our goal is to prove that h ≤ κβ −1 λ. The proof is by contradiction. Assume this inequality is false. Then we may choose some small ε > 0 such that
Lemma 3.8. There exists a sequence of countable partitions P n (x, ·) of each fiber E x , depending measurably on x ∈ M , a sequence of measurable subsets W n of E with m(W n ) → 1 such that, for every large n,
Proof. Since N is a manifold, we may choose a sequence of countable partitions Q n with relatively compact atoms with diameter bounded by e −β −1 (λ+6ε)n , and an increasing sequence of subsets V n exhausting N and such that V n is covered by not more than e κβ −1 (λ+8ε)n atoms of Q n . Of course, we may take these to be the first atoms of Q n with respect to some ordering of the partition. This defines ordered countable partitions Q n (x, ·) of each fiber E x , and sets W n ⊂ E exhausting every fiber, such that diam Q n (x, ξ) ≤ const e −β −1 (λ+6ε)n for every (x, ξ), and every
. . , B k be a finite covering of the boundary of Q by open sets with diameter less than e −β −1 (λ+6ε)n and such that m x (∂B j ) = 0 for all j. Let Q n (x, ·) be the family of allQ = Q ∪ B 1 ∪ · · · ∪ B k obtained in this way. Notice that m x (∂Q) = 0. Removing from eachQ the union of the elements ofQ n (x, ·) that precede it, relative to the ordering inherited from Q n (x, ·), one obtains a new ordered partition P n (x, ·) such that the diameter of its atoms is bounded by const e −β −1 (λ+6ε)n , the first e κβ −1 (λ+8ε)n atoms cover W n ∩E x , and the boundary of every atom has zero m x -measure. Replacing 6ε by 5ε in the exponent and assuming n is large, one gets rid of the constant. This finishes the construction.
For 0 ≤ k < n, define P n,k (·, ·) as the pullback of P n (·, ·) by F n−k , that is,
Let also P n,n (·, ·) = P n (·, ·). For each 0 ≤ k < n, define
Notice that J n,ε ≥ J n because J n,k,ε ≥ J n,k for every k. The key ingredient in the proof of Proposition 3.1 is the following lemma, whose proof we postpone for a while:
As a consequence of this lemma and the ergodic theorem,
and, hence, in measure. In particular, for every large n there exists
Using Lemma 3.8 and the definition of J n , we conclude that the fiber of
measure at most e (−hε+5ε)n . By (13) , this implies m(F n (E n ) ∩ W n ) goes to zero as n → ∞, contradicting the fact that both m(W n ) and m(E n ) are close to 1. This contradiction reduces the proof of Proposition 3.1 to proving Lemma 3.9.
For every l ≥ 1, define
Lemma 3.10. We have sup l≥1 Ω l (x, ξ) ≥ −λ for every (x, ξ) in some fullmmeasure setẐ ⊂Ê.
Proof. We begin by claiming that sup l≥1 Ω l is constant along orbits. Indeed, since the norms of DF ±1 are uniformly bounded, there exists some constant
for every (x, ξ) and every l ≥ 1. This implies
The relations (14) and (15) imply our claim. Next, by ergodicity and the definition of smallest Lyapunov exponent,
Given ε > 0, fix s ≥ 1 large enough so thatm(E s,ε ) > 1 − ε, where
By ergodicity, form-almost every (x, ξ) the number of iterates 0 ≤ i < ns for which F i (x, ξ) / ∈ E s,ε is less than 2εns, assuming n is large enough. Then there exists 0 ≤ r < s such that the number of iterates 0 ≤ j < n for which F js+r (x, ξ) / ∈ E s,ε is less than 2εn. Let B > 0 be an upper bound for the absolute value of log DF −1 . Then |ω l (ŷ, η)| ≤ Bl for every (ŷ, η) and every l ≥ 1. It follows that, given any 0 ≤ k < n,
Since this holds for every 0 ≤ k < n and every n sufficiently large, we conclude that
So, in view of the claim in the first paragraph,
Since ε > 0, this completes the proof of the lemma.
The next results provides the main estimate for the proof of Lemma 3.9. Let
for each x ∈ M and ξ, η ∈ E x . This defines a metric d x on each fiber E x which, by (3), relates to the Riemannian distance
Lemma 3.11. We have lim n→∞ sup 0≤k<n ∆ n,k = 0 at m-almost every point.
Proof. It suffices to show that lim n→∞ sup 0≤k<n ∆ n,k (x, ξ) = 0 holds for every (x, ξ) in the full m-measure set Z = (π × id)(Ẑ). To this end, consider anyx ∈ π −1 (x) ∩Ẑ. We claim that, given any δ > 0, there exists m 0 ≥ 1 such that (balls are with respect to the Riemannian metric along the fiber)
for every m > m 0 . Assume this fact for a while. It implies that
for all 0 ≤ k < n, as long as n is large enough: when n − k ≥ m 0 this is a direct consequence of (16); otherwise, use the fact thatF ±j , 1 ≤ j ≤ m 0 are uniformly continuous along fibers, and take n to be large enough. By the Hölder property (3) and Lemma 3.8, we also have H −1
, as long as n is large enough (to make the radius of the last neighborhood sufficiently small). Combined with (17) , this gives
for all 0 ≤ k < n, as long as n is large enough. Since Hx is continuous, this implies the conclusion of the lemma.
To prove the claim (16), begin by fixing l ≥ 1 such that Ω l (x, ξ) ≥ −(λ + ε). Then define δ k,n , 0 ≤ k ≤ n by log δ n,n = −(λ + 3ε)ln and log δ k,n = log δ k+1,n + ε − ω l (F kl (x, ξ)).
Since the derivatives DF ±l y are uniformly bounded and uniformly continuous, we conclude from the definition of ω l that
for every 0 ≤ k < n, as long as n is large enough (to make e −εn sufficiently small).
This gives a version of (16) for the iterates that are multiples of l: given any δ > 0 there exists n 0 ≥ 1 such that
for every n ≥ n 0 . To complete the proof it suffices to note that, since the derivatives DF ±ĵ y , 0 ≤ j < l are bounded,
for all 0 ≤ j < l, as long as n is large enough. This finishes the proof of (16) and of the lemma.
We also need the following abstract result:
Lemma 3.12. Let K be a complete metric space and µ 0 and µ 1 be probability measures on K with µ 1 ≥ αµ 0 for some α > 0. Let φ = dµ 1 /dµ 0 and, given any countable partition P of K, define
Moreover, given ε > 0 there exists δ > 0 such that log φ P − log φ L 1 (µ0) ≤ ε for any countable partition P of K such that the total measure of the atoms with diameter larger than δ is smaller than δ.
Proof. By convexity, log φ P dµ 0 ≤ log φ P dµ 0 = 0. Similarly,
for every atom P (x), and so log φ dµ 0 ≤ log φ P dµ 0 . This proves the first claim. Next, notice that the functions φ P satisfy a uniform integrability condition: for all X ⊂ K with µ 0 (X) < 1/e, (18)
Indeed, the assumption implies − log φ P ≤ − log α and so the claim is trivial if log φ P happens to be negative on X. When log φ P ≥ 0 on the set X, the claim follows from convexity:
(X denotes the union of all atoms of P that intersect X). The general case is handled by splitting X into two subsets where log φ P has constant sign.
We also use the following fact: if R refines Q then
To see that this is so, write
where the sum is over the pairs of atoms r ∈ R and q ∈ Q with r ⊂ q. Since φ R and φ Q are constant on r, this may be rewritten as
The combination of these two relations proves (19) . Let (Q n ) n be any refining sequence of partitions with diameter decreasing to zero. Then φ Qn → φ at µ 0 -almost every point (martingale convergence theorem). By uniform integrability (18) , it follows that log φ Qn → log φ in L 1 (µ 0 ). Assume, in what follows, that the sequence was chosen so that µ 0 (∂Q n (x)) = 0 for every x and every n (this can be obtained using the argument in Lemma 3.8(c)). Given ε > 0, fix n sufficiently large so that
Let R = P ∨ Q n (the coarsest partition that refines both P and Q n ) and let ∆ be the set of all x such that P (x) ⊂ Q n (x). By (19) ,
Choosing δ > 0 small, we also ensure that the measure of ∆ is small, so that −µ 0 (∆)(log µ 0 (∆) + log α) < ε/4. Clearly, P (x) = R(x) for every x in the complement of ∆. So, using (18) ,
From these two relations it follows that log φ P − log φ L 1 (µ0) < ε, as claimed in the second part of the lemma.
We are ready to prove Lemma 3.9. Lemmas 3.8 and 3.11 ensure that the hypotheses of Lemma 3.12 are satisfied for K = N and µ 0 = m x and
From Lemma 3.12 we conclude that
for µ-almost every x. Since | log J n,k,ε − log J ε |dm x ≤ −2 log ε for µ-almost every x, this implies that log J n,k,ε − log J ε L 1 (m) → 0, as claimed in Lemma 3.9. The proof of Proposition 3.1 is complete, finishing the proofs of Theorems B/C.
Examples. A few simple examples illustrate the contents of Theorems B/C.
Example 3.13. Given any (non-invertible) measure-preserving map f : M → M in a probability space (M, B, µ), defineM to be the space of all sequences (x n ) n≤0 in M such that f (x n ) = x n+1 for all n < 0, and consider the natural extension of f ,
Thenf is invertible and π •f = f • π, where π :M → M is the projection to the zeroth term. Denote B 0 = π −1 (B) and letB be the σ-algebra onM generated by the iteratesf n (B 0 ), n ≥ 0. Thenf is measurable with respect to B 0 and toB. Let µ 0 be the probability measure defined on B 0 by π * µ 0 = µ. There is a uniquê f -invariant probabilityμ on (M ,B) such that π * μ = µ: it is characterized by (20) E μ |f n (B 0 ) =f n * µ 0 for every n ≥ 0. To any smooth cocycle F : E → E over f , defined on a fiber bundle P : E → M , we may associate the smooth cocycleF :Ê →Ê overf defined byÊx = E π(x) and Fx = F π(x) . Their extremal Lyapunov exponents are related by
Clearly,x →Fx is B 0 -measurable. We denote by π × id the natural projection from E to E (this terminology is motivated by the case whenÊ =M ×N and E = M ×N ). Given any F -invariant probability m, there is exactly oneF -invariant probabilitŷ m with (π × id) * m = m: it is characterized by
] for every n ≥ 0 (see Lemma 3.4 below), where {mx :x ∈M } and {m x : x ∈ M } are the disintegrations ofm and m, respectively. If P * m = µ thenP * m =μ.
Example 3.14. Ledrappier [33] deals with the particular case when the cocycle is actually linear or, more precisely, projective: E =M × P(R d ) and eachFx is the diffeomorphism induced on the projective space N = P(R d ) by some linear map
The subadditive ergodic theorem [31] ensures that these two limits exist almost everywhere, and it is clear that λ + (x) ≥ λ − (x) at µ-almost everyx. Theorem 1 in [33] assumes that
This implies the hypothesis of Theorem B. To see this, notice that, locally, the points of P(R d ) may be represented by unit vectorsξ. ThenF
for everyx,ξ, and n. It follows that,
where proj u v = v−u(u·v)/(u·u) is the projection of v to the orthogonal complement of u. This implies that
for every x,ξ, and n. Replacing n by −n and (x,ξ) by an appropriate iterate, it also follows that
for every x,ξ, and n. The last two inequalities imply that
Hence, (22) 
Similar observations apply in the more general case of projective cocycles on Grassmannian bundles, such as considered in [5, 6] .
be the projective cocycle defined by some A : M → SL(2, R) over a non-invertible system (f, µ). LetF and (f ,μ) be the natural extensions and the σ-algebra B 0 be as in Example 3.13. Assume the Lyapunov exponents are distinct λ − (x) < λ + (x) at almost every point and let E − x and E + x be the Oseledets subspaces, viewed as elements of the projective space. Notice that
Consider theF invariant measures m − and m + whose conditional probabilities along the fibers are the Dirac masses atξ = E − x andξ = E + x , respectively, and whose projections down to M coincide withμ. Then λ − (F ,x,ξ) > 0 at m − -almost every point and so we may use Theorem D to conclude that the disintegration
is B 0 -measurable. This conclusion is also an immediate consequence of the observation that the contracting subspace E − x depends only on the future iterates. On the other hand, λ + (F ,x,ξ) < 0 at m − -almost every point and yet
is usually not B 0 -measurable: the expanding subspace is determined by the past, not the future iterates of the cocycle.
Cocycles with invariant holonomies
For simplicity, from now on we write M , B, µ, f , E, P , F , m in the place ofM ,B,μ,f ,Ê,P ,F ,m. In this section we prove Theorem D and Corollary E.
Let M be a metric space, E be a continuous fiber bundle endowed with a continuous Riemannian metric, and F be a continuous smooth cocycle. We assume that µ is a Borel measure on M which gives full measure to some σ-compact set, that is, some countable union of compact subsets of M . This is automatic in several cases of interest, for instance when M is a Polish space.
Holonomy invariance. An s-lamination for the transformation
x ∈ M } of closed subsets of M , and a function ν(·) such that
with x and y in some full µ-measure subset E. Then the same is true for any other disintegration of m. The full measure set may always be taken to be s-saturated: just consider the union E of all W s leaves through E and modify the disintegration on the (zero measure) set E \ E so as to enforce (25) for all points of E .
Replacing f and F by their inverses, one obtains dual notions of u-lamination W u , u-saturated set, u-holonomy h u , u-invariant disintegration, and u-state. We say that the cocycle F admits invariant holonomies if it admits both s-holonomy and u-holonomy. Then we call an invariant probability an su-state if it is both an s-state and a u-state. Replacing F by its inverse one obtains dual statements for cocycles admitting u-holonomy. In particular: if m ∈ M(µ) is an F -invariant probability measure such that λ + (F, x, ξ) ≤ 0 at m-almost every point then m is a u-state. Compare Example 3.15.
Local Markov property.
We need the following local Markov property of the s-lamination. Fix ≥ 1 such that Ke −τ < 1/4 and let g = f . We restrict considerations to an f -invariant σ-compact subset of full measure, which for simplicity we still denote by M .
Proof. Pick δ < ε/4 and write V = B(x, δ). For the sake of clearness, we split the proof into three steps:
Step 1: We claim that, for any z, w ∈ V and
and W s (w) intersect each other (at p), they must coincide. It follows that q ∈ W s (z). Given our choices of and δ, and using that 
for all j ≥ 0. This shows that q ∈ W s ε (z), which completes the proof of the claim.
Step 2: Call P a stable pre-piece of rank k ≥ 0 if P = g k (W s ε (y) ∩ V ) for some y ∈ V . By the pre-Markov property, two stable pre-pieces of rank 0 either coincide or are disjoint. Since g is invertible, the same holds for any two stable pre-pieces of the same rank k ≥ 0. Call P 0 , ..., P n a chain if the P i are stable pre-pieces and P i ∩ P i−1 = ∅ for 1 ≤ i ≤ n. Denote by k j the rank of each P j and call n the length of the chain. We claim that if P 0 , ..., P n is a chain then
for any z ∈ P s with rank k s = min 0≤j≤n k j . To see this, we argue by induction on n. The case n = 0 is obvious. Assume the claim is true for every m < n, and let P 0 , ..., P n be any chain as above. If 0 < s < n then both P 0 , . . . , P s and P s , . . . , P n are chains with smaller lengths, and so the conclusion follows immediately from the induction hypothesis. Hence, we may suppose either s = 0 or s = n. In what follows we deal with the former case, the latter being entirely analogous. We may also assume that k s = 0, up to replacing z and all the P j by their pre-images under g ks . The definition of chain implies that P 0 = W s ε (z) ∩ V intersects the union of the other P j , 1 ≤ j ≤ n. By the induction hypothesis,
for some ζ ∈ P r , 1 ≤ r ≤ n with rank k r = min 1≤j≤n k j . If k r = 0 then the preMarkov property implies that W
Step 3: Define the stable piece of a point y ∈ M to be the set Q(y) all ξ ∈ M such that there exists a chain P 0 , ..., P n with y ∈ P 0 and ξ ∈ P n . If no such point ξ exists, just let Q(y) = {y} instead. It is clear that the image under g of a stable piece is contained in a stable piece, and any two stable pieces that intersect must coincide. This implies property (1) in the lemma. Next, the property in (26) gives For the proof, we need the following abstract result. Recall that a partition P of a probability space is measurable (Rokhlin [41] ) if it is the limit modulo 0 of an increasing sequence of finite partitions into measurable sets. Lemma 4.6. Let (X, A, ν) be a Lebesgue space and P be a partition of X into measurable sets. If P is a measurable partition then there exists a measurable map π : X → X that is constant on every partition element and satisfies π(x) ∈ P(x) for every x.
Proof. We begin by recalling that (Rokhlin [41, §1- §3]) every Lebesgue space is isomorphic (modulo 0) to the interval I = [0, 1], endowed with the σ-algebra of Lebesgue measurable sets and a probability measure whose nonatomic part is a multiple of Lebesgue measure. After appropriate restrictions to full measure sets and consideration of this isomorphism, we may assume that X = I and that P is the limit (not just in the modulo 0 sense) of an increasing subsequence (P n ) n of finite partitions of I into Lebesgue measurable sets. For each atom P n ∈ P n , let K(P n ) ⊂ P n be a compact subset such that ν(P n \ K(P n )) ≤ 2 −n ν(P n ). Let K n = m≥n Pm∈Pm K(P m ) × K(P m ) ⊂ X × X. Then the projection of K n on the first coordinate is K n = m≥n Pm∈Pm K(P m ). Notice that K n and K n are compact sets, and ν(K n ) ≥ 1 − 2 1−n . Let φ n : K n → X be defined so that φ n (y) is the infimum of all z with (y, z) ∈ K n . For n ≥ 2, let Y n be the projection on the first coordinate of K n ∩ (K n × K n−1 ), and let ψ n : Y n → K n−1 be such that ψ n (y) is the infimum of all z with (y, z) ∈ K n ∩ (K n × K n−1 ). Define by induction π n : K n → K n so that π 1 = φ 1 and for n ≥ 2 let π n (y) = φ n (y) if y / ∈ Y n and π n (y) = π n−1 (ψ n (y)) if y ∈ Y n . Then π n is a Borel function. Notice that π n (y) = π n−1 (z) whenever y ∈ P(z), and for n ≥ 2 we have π n |K n−1 = π n . Define π = lim π n on n K n , and extend it to the whole X in an arbitrary way to satisfy π(y) = π(z) whenever y ∈ P(z). Then π is the desired measurable section.
As a criterion for measurability of partitions, we use: Lemma 4.7. Let P be a partition in a σ-compact metric space X and suppose that graph(P) = {(x, y) : y ∈ P(x)} is a closed subset of X × X. Then P is the limit of an increasing sequence of finite partitions of X into Borel sets.
Proof. Let Z ⊂ X be a countable dense subset. For each x ∈ Z and i ≥ 1, let U x,i be the set of all z ∈ X such that P(z) intersects the closed ball of radius 1/i centered at x. Then U x,i is σ-compact, since it is the projection of a closed subset of X ×X. Since the atoms of P are closed, for any two different ones there exists (x, i) such that U x,i contains one of the atoms and is disjoint from the other. Thus, the countably many partitions {U x,i , X \ U x,i } generate P. This proves the lemma.
Proof of Proposition 4.5. Let G k ⊂ M × M be the union of the diagonal {(y, y) : y ∈ M } with the set of all (y, z) ∈ V × V such that z ∈ W s (y), and for k ≥ 1 let
If we denote by Q k (y) the set of all z ∈ M such that there exists y 2 , ..., y k ∈ M with (y, y 2 , ..., y k , z) ∈ G (k) , then it is clear that Q k (y) ⊂ Q k+1 (y) for every k ≥ 0 and k Q k (y) = Q(y). Given a Borel subset Z ⊂ M , let Q(Z) = y∈Z Q(y). Notice that Q(Z) is measurable since Q(Z) = k Q k (Z) where Q k (Z) = y∈Z Q k (y) and each Q k (Z), being the projection in the last coordinate of the Borel subset
, is measurable. Moreover, this argument shows that if Z is σ-compact then Q(Z) is σ-compact as well. Notice that if y / ∈ Q(V ) then f (Q(f −1 (y))) = Q(y). Thus, if we can construct a measurable section π : Q(V ) → Q(V ) for the restriction P of Q to Q(V ), then we can define the section π by π(y) = f n (π (f −n (y)), when there exists a minimal n ≥ 0 such that f −n (y) ∈ Q(V ), and π(y) = y when no such n exists (as in this case we clearly have Q(y) = {y}). If Q(V ) has zero µ-measure, any section will be measurable. So assume that Q(V ) has positive µ-measure. Since Q(V ) is σ-compact, it is a Lebesgue space with respect to the completion of any Borel probability measure. So, by Lemma 4.6, it is enough to show that P is measurable. Let P be the restriction of Q to V . Its atoms are of the form Q(y) ∩ V = W s (y) ∩ V , y ∈ V . So, by Lemma 4.7, it is the limit of an increasing sequence P n of finite partitions of V into Borel subsets. Then P is the limit of partitions P n = {Q(P ) : P ∈ P n }. In particular P is measurable, as desired.
Lyapunov exponents and holonomy invariance.
In this section we conclude the proof of Proposition 4.2. Let ≥ 1 and δ > 0 be as in Proposition 4.4. The main remaining step is to show that every disintegration of m is essentially s-invariant restricted to the δ-neighborhood of any point x ∈ M . This will be done by applying Theorem C to a deformation of the cocycle G = F over g = f , more precisely, to a cocycle which is conjugate to G via s-holonomies. Covering M with these neighborhoods we obtain a disintegration of m which is essentially s-invariant on the whole space.
Clearly, m is invariant under G and λ − (G, x, ξ) = λ − (F, x, ξ) ≥ 0 for m-almost every point. Given any x ∈ M , let V be its δ-neighborhood, and let Q = Q x be the partition constructed in Proposition 4.4. Let B 0 be the σ-algebra of measurable subsets of M that are unions of entire atoms of Q. In other words, a measurable subset E belongs to B 0 if and only if every stable piece is either contained in or disjoint from E. Notice that g is B 0 -measurable, because the image of any stable piece is contained in a stable piece. Let π : M → M be as in Proposition 4.5.
LetG =G(x) : E → E be the transformation defined bỹ
ThenG is B 0 -measurable, because π is constant on stable pieces and the image of every stable piece is contained in a stable piece. Property (sh2) applied to G (the properties in the definition of s-holonomy remain valid when one replaces the cocycle by any forward iterate) yields
for every y ∈ M . This relation can be rewritten asG = Φ•G•Φ −1 , where Φ : E → E is given by Φ(y, ξ) = (y, h s y,π(y) (ξ)). ThenG is a deformation of G, since Φ and its inverse are β-Hölder continuous on every fiber. Letm be the probability measure on E defined bym = Φ * (m). Clearly, it is invariant underG, it projects down to µ, and its conditional probabilities along the fibers are given by (28)m y = (h s y,π(y) ) * m y . So, we are in a position to apply Theorem C to conclude that the disintegration {m y } is B 0 -measurable: there exists a full µ-measure subset restricted to whichm y is constant on stable pieces Q(y). Through (28), this gives rise to a disintegration {m y } of m which is s-invariant on each stable piece:
for any z and w in any Q(y). In particular, the disintegration of m is essentially s-invariant restricted to the ball V = V (x) of radius δ around every x ∈ M . Now, consider any countable set {x n } ⊂ supp µ such that the balls of radius δ/2 around these x n cover the support of µ. For each n, let B n be a zero µ-measure subset of the ball V (x n ) of radius δ around x n such that (29) m w = (h s z,w ) * m z for all z, w ∈ V (x n ) \ B n in the same stable piece. Let E be the set of all point x ∈ supp µ whose orbits never meet ∪ n B n and such that (30) m f l (x) = (F l x ) * m x for all l ∈ Z. Then E has full µ-measure in M . By properties (sl1)-(sl5) in the definition of s-lamination, given any x, y ∈ E with y ∈ W s (x) there exists k ≥ 1 such that
. So, by Proposition 4.4, the two points z = f k (x) and w = f k (y) belong to the same stable piece (associated to x n ). Since they are outside B n , we may combine (29) and (30) 4.5. Product structure and continuity. In particular, if the cocycle F admits invariant holonomies, then any invariant measure m ∈ M(µ) for which Lyapunov exponents vanish almost everywhere is an su-state. This means that m has some disintegration which is s-invariant on a full measure s-saturated set and some disintegration which is u-invariant on a full measure u-saturated set. We are now going to discuss additional conditions under which these two disintegrations may be taken to coincide. Based on this we prove Theorem D and Corollary E.
Assume the s-lamination and the u-lamination of f : M → M satisfy a local product condition like (h5) in Section 2.3: there is δ > 0 such that if d(x 1 , x 2 ) ≤ δ then W u ε (x 1 ) and W s ε (x 2 ) intersect at exactly one point, and this point [x 1 , x 2 ] depends continuously on (x 1 , x 2 ). Given any x ∈ M , let B s (x) and B u (x) be the balls of radius δ/2 around x inside W s ε (x) and W u ε (x), respectively. Then
defines a homeomorphism from B s (x)×B u (x) to a neighborhood B(x) of x. Indeed, assumption (h5) ensures that φ is injective, its image covers a neighborhood of x, and its inverse is continuous. Assume also that µ has local product structure. As observed before, this implies that the support of µ is su-saturated. Proposition 4.8. Assume F admits s-holonomy and u-holonomy. Assume f and µ have local product structure, as described above. If m is an su-state then it admits a disintegration which is s-invariant and u-invariant and whose conditional probabilities m x vary continuously with x in the support of µ.
Proof. It suffices to prove that given any z ∈ supp µ there exists a disintegration of m which satisfies the conclusion restricted to B(z). By assumption, there exists some s-invariant disintegration {m almost everywhere. By continuity, it follows that m x is also s-invariant.
Proof of Theorem D. Clearly, the assumption |λ ± (F, ·)| dm k → 0 is stronger than min{0, λ − (F, ·)} dm k → 0. So, by Proposition 4.2, the measure m is an s-state. Since the assumption is symmetric under time reversion, we may apply the proposition to F −1 as well, to conclude that m is also a u-state. Now the conclusion of the theorem follows from Proposition 4.8.
Remark 4.9. The same arguments yield a more local version Theorem D. Let U ⊂ M be an invariant, s-saturated, u-saturated set, with positive Lebesgue measure. An su-state over U is an invariant measure that projects down to the normalized restriction of the Lebesgue measure to U and which admits some essentially sinvariant disintegration and some essentially u-invariant disintegration. Then it admits a disintegration which is su-invariant and continuous.
Proof of Corollary E. Since the fiber is 1-dimensional, λ − (F, ·) = λ + (F, ·) wherever they are defined. Suppose there is a sequence (m k ) k of ergodic probability measures projecting down to µ and such that λ ± (F, m k ) → 0 as k → ∞. By ergodicity, this is the same as the condition in the assumption of Theorem D. Since the fiber is compact, the sequence must have some accumulation point. Every accumulation point m is also an invariant measure that projects down to µ. By Theorem D, the measure m admits a disintegration {m x : x ∈ M } which is s-invariant, uinvariant, and continuous on the support of µ. By invariance and continuity, this disintegration satisfies
for every point in supp µ. In particular,
The first equality implies that the support of m p is contained in the subset {a p , r p } of the circle. Let z ∈ W u (p)∩W s (q). By invariance of the conditional probabilities,
Consequently, supp m q contains at most two points. The second equality in (31) implies that the support is invariant under F q . It follows that F q has periodic points of period 1 or 2, which contradicts the assumption of the corollary. This contradiction proves that the exponent is indeed bounded away from zero.
Domination and fiber bunching
Here we introduce a number of ideas that will be useful for analyzing the dependence of Lyapunov exponents on the cocycle. We take the fiber manifold N to be compact; towards the end of the section, we assume the fiber bundle E itself to be compact. In addition to the conditions in the previous section, we assume the fiber bundle and the cocycle to be Lipschitz, in the sense of Section 2.5. We also consider the Lipschitz topology in the space of Lipschitz cocycles introduced in Section 2.5.
Existence of holonomies. Assume f admits an s-lamination W
s . We call a cocycle F s-dominated (relative to W s ) if there exist ≥ 1 and θ < 1 such that
In other words, the strongest contraction of F along the fibers is strictly weaker than the weakest contraction of f along the leaves of W s . Replacing f and F by its inverses, we obtain the dual notion of u-dominated cocycle. Denote by D s (f ) the subset of s-dominated cocycles and by D u (f ) the subset of u-dominated cocycles. It is clear from the definition that these are open sets for the topology we have just introduced. When f admits both an s-lamination and a u-lamination, we let
be the subset of dominated cocycles. The s-domination condition is designed so that the usual graph transform argument yields a "strong-stable" lamination for the map F (there is a dual statement for u-dominated cocycles): (F (x, ξ) ) for all (x, ξ) ∈ E;
(3) the map h s x,y : E x → E y defined by (y, h s x,y (ξ)) ∈ W s (x, ξ), for y ∈ W s (x), coincides with the uniform limit of (F n y ) −1 • F n x as n → ∞; (4) the family of maps h s x,y : E x → E y is an s-holonomy for F . Proof. The claims follow from the same partial hyperbolicity methods (see Hirsch, Pugh, Shub [27] ) used before to obtain similar results for linear cocycles [14, 16, 43] , and so we just sketch the main ingredients. Existence (1) and invariance (2) of the family W s follow from a standard application of the graph transform argument [27] . Notice that, for every x and y in the same stable manifold, and every n ≥ 0, (33) h
and the uniform distance from h s f n (x),f n (y) to the identity map is bounded by Cd(f n (x), f n (y)), where C is the uniform Lipschitz constant in (1) . Putting these observations together, we find that
Fix as in the domination condition (32) and write k = [n/ ]. Clearly,
and DF n y (ξ) −1 is similarly bounded above by a product of norms of the derivative of (F ) −1 along the orbit of y. Using the domination condition (32) we conclude that
where the constants are independent of n, x, y. This proves (3). Conditions (sh1)-(sh3) in the definition of s-holonomy are direct consequences of the definition of h s x,y . Thus, to prove (4) we only have to check that the maps h s x,y are Hölder continuous, with uniform exponential Hölder constant. The arguments are quite standard, see for instance [1, 27] . In view of (33) , and the fact that the F z and their inverses are Lipschitz, it is no restriction to assume that x and y are in the same local stable set. For each n ≥ 0, denote x n = f n (x) and y n = f n (y). Given ξ, η ∈ E x , denote ξ n = F n x (ξ) and η n = F n x (η). By domination, there exists K > 0 and
, where C is the uniform Lipschitz constant in (1) . Let L be a uniform upper bound for the norms of DF ±1 z . The previous inequality yields
In view of (34), we have L 2n ≤ d(ξ, η) −θ for some uniform constant θ ∈ (0, 1). Then the previous inequality gives
which proves our claim.
Continuity of holonomies.
We are going to see that s-holonomies vary continuously with the cocycle on D s (f ). Of course, there is a dual statement for u- 
We also denote by W s ε (G, x, ξ) the part of the graph located over W s ε (x), that is, the set of all points (y, h s G,x,y (ξ)) with
is a Lipschitz graph, with Lipschitz constant uniform on x, ξ, and
, and ξ ∈ E x , and the converse is uniform over all y ∈ W s ε (x). Proof. This is another standard consequence of the classical graph transform argument [27] . Indeed, the assumptions imply that the graph transform of F k converges to the graph transform of F in an appropriate sense, so that the corresponding fixed points converge as well. This yields (1) and (2) . Part (3) is a direct consequence of (2) and the definition (35) , in the case y ∈ W s ε (y). The general statement follows, using the invariance property (sh2): [43, Section 4] where stronger results are proved in detail using similar methods, in the context of linear cocycles. Proof. If F k → F in D(f ) and m k are su-states for F k projecting down to µ then any weak limit m of the sequence m k is an su-state for F projecting down to µ.
5.3.
Projective extension. Let F : E → E be a dominated cocycle. It will be convenient to think of F as a transformation in its own right, and to consider a certain smooth cocycle P(F ) over F that we call projective extension. Here we define P(F ) and discuss a stronger domination condition, called fiber bunching, that ensures robust existence of holonomies for P(F ).
The partition W s = W s (F ) given by Proposition 5.1 is an s-lamination for F : in particular, since strong-stable leaves are Lipschitz graphs (Proposition 5.1) and local charts are Lipschitz, we have
for every (y, η), (z, ζ) ∈ W s (x, ξ), where C 0 > 1 is a uniform constant. Analogously, the "strong-unstable" lamination W u = W u (F ) is a u-lamination for F . In addition, we consider the c-lamination
Let P(E) be the projective tangent bundle of E, that is, the fiber bundle over E such that the fiber of each (x, ξ) is the projectivization of the tangent space T ξ E x . The projective extension of F is the smooth cocycle P(F ) : P(E) → P(E) over F : E → E defined by
Notice P(E) is also a fiber bundle over M , with fiber P(T E x ), and one may think of P(F ) as a cocycle over f : M → M instead. However, this will usually not be our point of view: instead, most of the time, we think of P(F ) as a cocycle over F itself.
Assume the cocycle F is s-dominated. We say that F is s-fiber bunched if there exist ≥ 1 and θ < 1 such that
The product of the first two factors bounds the norm of the derivative P(F ) and its inverse. Recall (23) and (24) . Thus, this condition means that the strongest contraction of P(F ) along the fibers P(T ξ E x ) is strictly weaker than the weakest contraction of f along the leaves of W s . It is easy to see that s-fiber bunching implies that P(F ) is s-dominated relative to the s-lamination W s of F and, consequently, has s-holonomy. Indeed, (37) implies
and so, in view of (36) , it suffices to fix k ≥ 1 such that C 0 θ k < 1.
Remark 5.4. Under condition (37), a computation similar to Proposition 5.1 (3) shows that (F n y ) −1 •F n x converges to h s x,y : E x → E y in the C 1 topology. In particular, in this case the s-holonomy maps are diffeomorphisms between the fibers of E. The projectivizations
of the derivatives are precisely the s-holonomy maps of P(F ).
A u-dominated cocycle F is u-fiber bunched if its inverse F −1 is s-fiber bunched. Then P(F ) is u-dominated (relative to the u-lamination W u of F ), and so it admits u-holonomies. Let B s (f ) ⊂ D s (f ) be the subspace of s-fiber bunched cocycles, and
be the subspace of u-fiber bunched cocycles. We call a dominated cocycle fiber bunched if it belongs to B(f ) = B s (f ) ∩ B u (f ).
Remark 5.5. Let F : E → E be a fiber bunched cocycle and m be an F -invariant probability such that λ − (F, x, ξ) = λ + (F, x, ξ) = 0 at m-almost every x ∈ M . Then every P(F )-invariant probability η projecting down to m is an su-state. This follows directly from Corollary 4.3 applied to the cocycle P(F ) over the transformation F , and to its inverse.
5.4.
Accessibility. In order to handle the construction in the previous section we shall need a few facts about cocycles over partially hyperbolic systems, that we present in here. Propositions 5.6 and 5.7 below are special versions of much more general results of Pugh, Shub [40] and Avila, Santamaria, Viana [3] , respectively. We include the proofs since the arguments are much simpler in our setting, namely skew-products with differentiable stable and unstable holonomies. Let F be a smooth cocycle admitting stable and unstable holonomies. The accessibility class of a point (x, ξ) ∈ E is the set of all (y, η) ∈ E such that there exist (z 0 , ζ 0 ) = (x, ξ), (z 1 , ζ 1 
It is easy to see that any accessibility class with non-empty interior is open. We say that F is accessible if the whole E is an accessibility class.
Proposition 5.6. If F is a fiber bunched volume preserving cocycle and Z is an accessibility class with positive m-measure then there exists n ≥ 1 such that F n (Z) = Z and F n | Z is ergodic for m. In particular, if F is accessible then it is ergodic.
Proof. The first claims are immediate: Z must intersect F n (Z) for some n ≥ 1, since m(Z) > 0, and then the two sets must coincide. We are left to prove that, given any continuous function ϕ : E → R, the time averages
are constant m-almost everywhere on Z. Given c ∈ R, let A c be the set of points z ∈ Z for which ϕ ± (z) are well-defined and satisfy ϕ + (z) = ϕ − (z) ≤ c. All we have to do is prove that every A c has either zero of full m-measure in Z. Let c be such that A c has positive m-measure and let m c be the normalized restriction of m to A c . Since ϕ + is constant on s-leaves, the set A c is essentially s-saturated; for similar reasons it is also essentially u-saturated. This implies that m c is an sustate and projects down to µ (which we assume to have local product structure). Then, by Proposition 4.8, the measure m c admits a continuous s-invariant and uinvariant disintegration {m c x : x ∈ supp µ}. Using also that the holonomies of F are area preserving diffeomorphisms, we obtain that the density of m c x with respect to Lebesgue measure on the fiber is constant along s-leaves and along u-leaves, over the support of µ. It follows that the density is constant on the whole accessibility class Z, over the support of µ. This can only happen if A c has full m-measure in Z.
Let M → E denote the fiber bundle where the fiber of each z = (x, ξ) ∈ E is the space of probability measures in the projective fiber P(E) z = P(T ξ E x ). Let H s z,w : P(E) z → P(E) w be the s-holonomy maps of the projective extension P(F ): if w = (y, η) with η = h s x,y (ξ) then H s z,w : P(T ξ E x ) → P(T η E y ) is the projectivization of the derivative of h s x,y : E x → E y at the point ξ. Through the end of this section, we assume the ambient space E to be compact.
Proposition 5.7. Let F be a fiber bunched accessible volume preserving cocycle. Then any invariant su-state of P(F ) projecting down to m admits a disintegration which is s-invariant and u-invariant and whose conditional probabilities vary continuously with the base point on the support of µ.
Proof. Let ζ be any invariant su-state of P(F ) projecting down to m. We begin by thinking of P(F ) as a cocycle over the hyperbolic transformation f : M → M . It is clear that ζ is an su-state of this cocycle as well. Then, by Proposition 4.8, there exists a disintegration {ζ x : x ∈ M }, along the fibers of P(E) → M which is su-invariant and continuous. To proceed with the proof, let {ζ (x,ξ) : ξ ∈ E x } be any disintegration of ζ x along the fibers of P(T E x ) → E x , for every x ∈ M . Consider the section ψ : E → M defined by ψ(x, ξ) = ζ (x,ξ) We call z = (x, ξ) ∈ E a point of measurable continuity for ψ if there exists some probability measure ν on P(T ξ E x ) such that z is a Lebesgue density point of ψ −1 (U ) for any neighborhood U of ν (use any local trivialization of the fiber bundle E; the definition does not depend on the particular choice). Notice that ν is unique when it exists, and the set MC(ψ) of points of measurable continuity has full m-measure. In that case defineψ(z) = ν.
Lemma 5.8. MC(ψ) is su-saturated and the sectionψ : MC(ψ) → M is suinvariant on MC(ψ).
Proof. The fact that {ζ x : x ∈ M } is s-invariant means that (Ĥ s x,y ) * ζ x = ζ y for every x and y on the same stable leaf of f , whereĤ s denotes the s-holonomy of the cocycle P(F ) over f (which fibers over the s-holonomy H s of the cocycle P(F ) over F ). Consequently, H s z,w * ζ z = ζ w for Lebesgue almost every ξ ∈ E x , where w = (y, η) with η = h Since we assume accessibility, this gives that MC(ψ) is the whole E andψ is suinvariant. Sinceψ coincides with ψ almost everywhere, it defines a disintegration of ζ. To conclude the proof we only have to check thatψ is continuous. Given z ∈ E, let us denote by B(z, N ) ⊂ E the set of points which are accessible from z through an su-path with not more than N legs, all of them contained in local stable or unstable manifolds.
Lemma 5.9. There exists N ≥ 1 such that B(z, N ) = E for every z ∈ E.
Proof. First, notice that, given any ε > 0 there exists N ( ) ≥ 1 such that B(z, N ) is ε-dense in E. Indeed, otherwise there would exist ε > 0 and sequences z N and w N such that B(z N , N ) avoids the ball B(w N , ε) for every N . By compactness, it would follow that there exist z and w such that w / ∈ B(z, N ) for every N . This would contradict the assumption of accessibility. Now fix z 0 ∈ E. Clearly from the definition, B(z 0 , N ) is compact for every N ≥ 1. Since N ≥1 B(z 0 , N ) = E, and E is compact, there exists N 0 such that B(z 0 , N ) has non-empty interior. Hence it contains some -ball for some > 0. Thus, B(z, N ( )) ∩ B(z 0 , N 0 ) = ∅ for every z ∈ E. It follows that B(z, N ) = E for every z ∈ E, with N = 2(N 0 + N ( )).
Using this lemma, we can now upgrade measurable continuity to uniform measurable continuity, as follows. Fix any metric on the fibers of M compatible with the weak * topology. We claim that for every > 0 and every sufficiently small ball B on any fiber E x (with respect to a fixed, but arbitrary Riemannian metric depending continuously on the fiber) there exists a subset W of B, with Leb(W ) > (1 − ) Leb(B), such thatψ(W ) is contained in the -ball aroundψ(z) in M. Indeed, for any two points z ∈ E x and w ∈ E y , there exists a composition H : E x → E y of at most N local holonomy maps such that H(z) = w. It follows that H has uniformly bounded derivative, and the corresponding projective extension H : P(E x ) → P(E y ) is uniformly continuous. So, the quantifiers for measurable continuity at any two points are related with bounded distortion, yielding the claimed uniformity. Finally, it is easy to see that any uniformly measurable continuous function is in fact uniformly continuous in the fiber. Thus, the image underψ of any small ball in any fiber has small diameter in M. Since ζ x depends continuously on x, it follows thatψ is continuous.
Combining Remark 5.5 with Proposition 5.7 one immediately obtains Theorem 5.10. Let F be a fiber bunched accessible volume preserving cocycle. If λ − (F, x, ξ) = λ + (F, x, ξ) = 0 at m-almost every (x, ξ) ∈ E then every P(F )-invariant probability that projects down to m admits a disintegration which is sinvariant, u-invariant, and whose conditional probabilities vary continuously with the base point on the support of µ.
Continuity and positivity of exponents
Here we start our analysis of area preserving cocycles, to prove Theorem F and Corollary G. Let us begin by observing that every cocycle volume preserving cocycle admits some su-state, namely, the measure m defined by (8) . Indeed, it is clear that m is an F -invariant probability. Moreover, its disintegration m x is invariant under s-holonomy and u-holonomy because, by part (4) of Proposition 5.1, all holonomy maps are volume preserving if the cocycle is. This means that, unlike the situation in Corollary E for instance, the methods we developed in the previous sections can not be applied directly to cocycles F ∈ B vol (f ).
Nevertheless, we are going to show that those criteria remain useful to obtain information on the Lyapunov exponents of F . The strategy is to apply them to the projective extension P(F ) instead. As observed in Section 5.3, the fiber bunching condition ensures that P(F ) is dominated and, hence, admits holonomies in a robust fashion. A fiber bunched cocycle F is called bundle free if its projective extension admits no su-states. Corollary 5.3 implies that this is an open condition (recall that at this point we take the fiber N to be compact). More generally, given any invariant su-saturated set U with positive Lebesgue measure, we say that F is bundle free over U if the projective extension has no su-state over U . 6.1. Discontinuity points. We are going to prove Theorem F. Let F ∈ B vol (f ) be ergodic for m and a discontinuity point for the Lyapunov exponents λ ± (F, m). Recall that λ + (F, m) + λ − (F, m) = 0. It is well-known that the upper exponent λ + (·, m) is upper semi-continuous and the lower exponent λ − (·, m) is lower semicontinuous. Thus, if F is a discontinuity point then we must have
By ergodicity, this means that λ − (F, x, ξ) < 0 < λ + (F, x, ξ) for m-almost every (x, ξ). Let T x,ξ E = E s x,ξ ⊕E u x,ξ be the Oseledets decomposition of F . For * ∈ {s, u}, denote by η * the probability measure on P(E) which projects down to m under the fibration P(E) → E and whose conditional probability measure on the fiber of each (x, ξ) is the Dirac mass at the Oseledets space E * x,ξ . Equivalently, η * (B) = m (x, ξ) : (x, ξ, E * x,ξ ) ∈ B for every measurable set B ⊂ P(E). Notice that η u is an invariant u-state and η s is an invariant s-state of P(F ). Let M(m) denote the space of probability measures η on P(E) that are mapped to m under the fibration P(E) → E and, hence, project down to µ under P(E) → M . Proof. The 'if' part is trivial. For the converse just notice that every compact subset of P(E) disjoint from {E u , E s } accumulates on E u in the future and on E s in the past.
Lemma 6.2. The exponent λ + (F, m) coincides with the maximum of
over all P(F )-invariant probability measures η ∈ M(m). When λ + (F, m) > 0, the probability measure η = η u realizes the maximum.
Proof. Clearly, for any probability η that projects down to m,
The right hand side converges to λ + (F, m) when n → ∞. The left hand side coincides with
where (x j , ξ j , v j ) = P(F ) j (x, ξ, v) and we take η to be P(F )-invariant. Combining these observations, one obtains the upper bound in the statement. Now we only have to check that η u realizes the maximum. To this end, notice
where v u = v u (x, ξ) is a unit representative of E u x,ξ . By the previous arguments, the left hand side coincides with log DF x (ξ)v dη u (x, ξ, v), for every n ≥ 1. By dominated convergence, the right hand side goes to
when n → ∞. This proves our claim.
Proposition 6.3. Let F be fiber bunched and ergodic. If F is a point of discontinuity for the Lyapunov exponent then every P(F )-invariant probability η ∈ M(m) is an su-state for P(F ). In particular, F is not bundle free.
Proof. The assumption implies there exists a sequence (F k ) k of cocycles converging to F in B vol (f ) such that lim k λ + (F k , m) < λ + (F, m) (the other inequality always holds, by semi-continuity of the largest exponent). Then, by Lemma 6.2, there exists some invariant u-state η k for each P(F k ), such that
We may assume that (η k ) k converges to some probability measure η. Clearly, η is an invariant u-state for P(F ). By Lemma 6.1,
where α and β are constants (by ergodicity). Moreover,
This implies that η = η u and, thus, β is not zero. It follows that η s is a u-state for P(F ), since η and η u are. Analogously, η u is an s-state for P(F ). Therefore, η is an su-state for P(F ).
Corollary 6.4. If F is fiber bunched, ergodic, and bundle free then it is a point of continuity for the Lyapunov exponents and satisfies λ − (F, m) < 0 < λ + (F, m).
Remark 6.5. In the non-ergodic case we find that if F is a discontinuity point for the Lyapunov exponents then there exists an s-saturated positive measure set Z s ⊂ E where E − x,ξ is s-invariant and a u-saturated positive measure set Z u ⊂ E where E
is u-invariant.
We are ready to finish the proof of Theorem F. We have seen in Proposition 6.3 that, under the theorem's assumptions, every P(F )-invariant probability in M(m) is an su-state. From Proposition 5.7 we conclude that it admits some disintegration which is su-invariant and continuous. This completes the proof.
Topological obstructions.
In this section we observe that the topology of the fiber imposes certain restrictions on the behavior of the Lyapunov exponents. Corollary G is a consequence of the following result: Theorem 6.6. Let F : E → E be a fiber bunched area preserving cocycle admitting some open accessibility class C. If F is not bundle free over U = ∪ n∈Z F n (C) then either (1) F is accessible, N = S 2 or N = T 2 , and there exists a continuous Riemannian metric on the fibers, inducing the same area form, and which is invariant under both F and the invariant holonomies, (2) or F admits either an invariant continuous line field over U or an invariant pair of transverse continuous line fields over U .
Proof. Let η be an su-state for the projective extension, and {η z : z ∈ supp m} be a continuous, P(F )-invariant and su-invariant disintegration of η. Observe that supp m = supp µ × N . For each x ∈ M , let U x be the intersection of U with each fiber E x = N . Then U x is an open subset of N . The definition implies that, given any points (x 0 , ξ 0 ) and (x 1 , ξ 1 ) in U there exist homeomorphisms U x0 → U x1 obtained by concatenating cocycle iterates and stable and unstable holonomies and mapping ξ 0 to ξ 1 . These homeomorphisms preserve the family of conditional probabilities. Suppose first that for some (and, hence, for any) z ∈ supp m, the probability η z admits some atom with mass at least 1/2. Either such an atom is unique or there exist exactly two, that exhaust the total mass of the conditional probability. In the first case, the family of conditional probabilities defines a continuous map assigning to each point in U x a point in projective space, that is, a continuous line field on U x . Moreover, the line field is preserved by the cocycle and its invariant holonomies. The second case is analogous, except that one gets an invariant pair of line fields instead. This gives part (2) of the theorem. Now suppose that every η z admits no atom with mass 1/2 or larger. Then, by Douady, Earle [20, Section 2] , the conditional measure has a well-defined conformal barycenter ξ(z) ∈ D and, consequently, it defines a conformal structure on the tangent space to the fiber at z. This endows every U x with a Riemann surface structure. Together with the area form, this conformal structure defines a Riemannian metric on the tangent space to the leaves, which is invariant under the cocycle and its holonomies. In particular, the group of isometries acts transitively on every U x . Thus (see Farkas, Kra [21, Theorem V.4]), U x must be one of five exceptional surfaces: the sphere S, the plane C, the punched plane C * , the hyperbolic disk D, or the torus T. Moreover, the plane, the punched plane, and the disk may be excluded, since U x has finite area. It follows that U x is either the sphere or the torus and, in either case, coincides with the whole fiber N . In particular, F is accessible.
Remark 6.7. Part (2) of Theorem 6.6 can be strengthened considerably, if the cocycle is sufficiently regular: the fiber is N = T 2 and the cocycle is conjugate to a sheer (ξ, η) → (ξ + t(x)η, η) on the fibers. This fact is neither proved nor used in this paper.
Proof of Corollary G. The assumptions of the corollary ensure we are in the setting of Theorem 6.6, with C = U = E. The hypothesis on the genus excludes alternative 1 in the conclusion of the theorem. Alternative 2 is also similarly excluded: since the Euler characteristic of the fiber is non-zero, there can be no continuous vector field, nor pair of vector fields, over the whole E. This proves that F must be bundle free. Now the conclusion follows from Corollary 6.4.
Generic area preserving cocycles
Here we prove Theorem H: every F ∈ B vol (f ) is approximated by open sets where the Lyapunov exponents vary continuously and do not vanish. We begin with an outline of the arguments.
We have seen in Corollary 6.4 that if a cocycle F is bundle free and ergodic then its Lyapunov exponents are non-zero and they are continuous at F . We also know, from Corollary 5.3, that every bundle free cocycle is stably bundle free. In [4] we prove that every accessible cocycle with 2-dimensional fiber is stably accessible. By Proposition 5.6, every accessible fiber bunched volume preserving cocycle is ergodic. In [4] we also prove that every fiber bunched cocycle with 2-dimensional fiber is approximated by a (stably) accessible one. Thus, it suffices to prove that every accessible F ∈ B vol (f ) is approximated by a (stably) bundle free cocycle.
By Theorem 6.6, if the fiber N is a hyperbolic surface then F itself is bundle free, and so there is nothing to prove. Indeed, to finish the proof we only have to explain how to perturb the cocycle in each of the situations left open by Theorem 6.6, in order to make it bundle free. We use a simple mechanism to ensure the bundle free property: creation of non-degenerate elliptic periodic points of F on some periodic fiber. A few explanations are in order, before giving the details.
A periodic point p of an area preserving map h : N → N is elliptic if the eigenvalues of Dh n (p) are not real, where n denotes the period. We call the elliptic periodic point ζ non-degenerate if there exists κ = 0, > 0, and a Diophantine number α ∈ R, such that h n is locally conjugate to
by some C ∞ diffeomorphism mapping ζ to 0 ∈ R 2 . Then, by the KolmogorovArnold-Moser theorem, there are arbitrarily small neighborhoods V of p which are C ∞ embedded disks invariant under h n such that h n | ∂V is conjugate to an irrational rotation and Dh n (x) grows linearly with n for every x ∈ ∂V . Consequently, h can not be an isometry with respect to any continuous Riemannian metric, and h can not preserve any continuous line field on N either.
Choose some periodic point p ∈ M of the transformation f once and for all. Note that periodic points do exist, indeed they are dense in the support of µ: this follows from the Poincaré recurrence theorem, using the shadowing lemma (see Bowen [17] ) to close recurrent trajectories. For simplicity we take the period to be 1.
Let us consider first the case when N = S 2 and the cocycle and its holonomies are isometries with respect to some continuous Riemannian metric on the fibers. Since F p : E p → E p is an orientable homeomorphism of the sphere, it has some fixed point ζ ∈ E p . Since F p is an isometry, this fixed point must be elliptic and degenerate. Perturb F near the fiber of p so as to make ζ non-degenerate. By the previous observations and Theorem 6.6, the new cocycle is bundle free. Now let us consider the case when N = T 2 and the cocycle and its holonomies are isometries. We claim that, perturbing the cocycle if necessary, the map F p has some periodic point ζ ∈ E p . If F p is not homotopic to the identity then existence of a periodic point follows for topological reasons. If F p is homotopic to the identity, then consider the rotation number
Perturbing F near the fiber over p in such a way that F p is replaced by F p + v for some convenient v ∈ T 2 , we can ensure that the rotation number is rational. Then, by Franks [22] , the map F p has some periodic point. This proves the claim. From now on the argument is analogous to the sphere case: perturbing the cocycle once more, we can make the periodic point non-degenerate, and then the new cocycle must be bundle free.
Next, assume N = T 2 and the cocycle admits a continuous invariant line field. Let V be the (open) set of all x ∈ T 2 such that there exists K x and x such that for every w which is x close to x, and every k ≥ 0 such that
If there exists a periodic point of F p in V , it must be elliptic and we can argue as before. So, assume that there is no periodic point in V . Similarly to what we did in the proof of Theorem 6.6, we can define on V a locally bounded measurable Riemannian metric inducing the same area form, which is F p -invariant. Thus, V gets the structure of a one-dimensional complex manifold, possibly disconnected, on which F p acts holomorphically. By Poincaré recurrence, all connected components of V are periodic. From the classification of conformal automorphisms (see [21, Chapter V]) we see that any automorphism of a Riemann surface which satisfies Poincaré recurrence admits a periodic point, unless the Riemann surface is an annulus and the automorphism is an irrational rotation, or the Riemann surface is the torus and the automorphism is not periodic. The torus case is covered by previous arguments (F p is necessarily homotopic to the identity and then a periodic point can be created by a small perturbation). So, we are left with the annulus case only.
For every x / ∈ V , choose sequences w n → x and k n → ∞ such that F kn p (w n ) → x and DF kn p (w n ) → ∞, the direction s n most contracted under DF n p (w n ) converges to some limit s(x), and the image u n of the direction most expanded under DF n p (w n ) converges to some limit u(x). Though the choice is not canonical, we fix it once and for all. Then l(x) ∈ {s(x), u(x)}, because every line bundle is attracted to u(·) under iteration, unless it coincides with s(·). Let h be the holonomy map associated to an arbitrary homoclinic loop of p. Since h preserves area, there exists a connected component V 0 of V and some k ≥ 1 such that h k (V 0 )∩V 0 = ∅. Using area preservation again, we conclude that h k (∂V 0 ) ∩ ∂V 0 = ∅, which implies that there exists z ∈ T 2 \ V such that h k (z) ∈ T 2 \ V . Up to perturbing the dynamics without touching F p , we may assume that Dh
For the perturbed system, no line field or pair of transverse invariant line fields is invariant under both the dynamics and the invariant holonomies.
Finally, assume N = T 2 and the cocycle admits a pair of transverse continuous invariant line fields {l 1 (ξ), l 2 (ξ)}, but no continuous invariant line field. Then F p lifts to a mapF p :Ẽ p →Ẽ p , whereẼ p is the set of all (x, ξ) with x ∈ T 2 and ξ ∈ {l 1 (x), l 2 (x)}. The assumption that there is no invariant line field ensures that T 2 is connected, and so it is a torus. Let π :T 2 → T 2 be the projection on the first coordinate. LetṼ be the set of all x ∈T 2 such that there exists K x and x such that for every w which is x close to x, and every k ≥ 0 such thatF
Then the proof proceeds just as in the previous case, with V = π(Ṽ ). In the present situation one gets {l 1 (x), l 2 (x)} = {s(x), u(x)}. This completes the proof of Theorem H.
Rigidity and center Lyapunov exponents
Here we prove Theorem I. The argument has two main parts, corresponding to Theorem 8.1 and Proposition 8.2 below. As mentioned before, all the arguments hold in finite differentiability, as long as it is large enough for [26] to hold. Theorem 8.1. There exists a neighborhood U 0 of A in the space of C ∞ volume preserving diffeomorphisms on M such that if f ∈ U 0 is accessible then its center Lyapunov exponents are distinct.
The proof will appear in Sections 8.1 and 8.2. Here we just give an outline. Assume, by contradiction, that f is accessible and the two center Lyapunov exponents coincide. We deduce that there exists a translation surface structure on the center leaves which is invariant under s-holonomy, u-holonomy, and the dynamics. This is a consequence of the Invariance Principle, although we can not use Theorem D directly because the relevant base dynamics, the map f itself, is only partially hyperbolic (and not necessarily a skew-product, so that Theorem 5.10 is also not sufficient here). Instead, we use a extension for cocycles over volume preserving partially hyperbolic diffeomorphisms which is proven in [3] . In particular, this translation structure gives rise to an invariant R 2 -action on the center leaves. Using accessibility once more, we promote this to a transitive action of some commutative group G by homeomorphisms of M . Then G M and we also check that f : M → M corresponds to some automorphism of G. Up to the identification G M , this automorphism must coincide with A. It follows that f is topologically conjugate to A, and we deduce that f is not accessible. This is a contradiction. Proposition 8.2. There exists a neighborhood U ⊂ U 0 of A in the space of C ∞ symplectic diffeomorphisms on M such that if f ∈ U and its center Lyapunov exponents coincide then f is conjugate to A by a volume preserving homeomorphism.
The proof will appear in Section 8.3. Here is an outline. By Theorem 8.1, the hypothesis implies that f is not accessible. Then by Rodriguez-Hertz [26] , the strong stable and strong unstable subbundles are jointly integrable and, in fact, the su-foliation of f is smoothly conjugate to the su-foliation of A. Moreover, the two maps are conjugate by some homeomorphism h. Using the fact that E c is symplectic orthogonal to E s ⊕ E u , we conclude that the center foliation is also smooth. We show that the su-holonomy preserves the family of area measures defined on the center leaves by the symplectic form ω, and we deduce that the conjugacy h is absolutely continuous along center leaves. Similarly, the center holonomy preserves the volume measures induced by ω on the su-leaves, and this implies that h is absolutely continuous along su-leaves as well. We deduce that h is absolutely continuous. Since both A and f ergodic, it follows that h preserves volume.
Remark 8.3. In dimension d = 4 the conjugacy h is a C ∞ diffeomorphism. This can be shown using ideas from Avila, Viana, Wilkinson [7] as we now outline; detailed arguments will appear in [7] . Let h(x) = h s (x) + h c (x) + h u (x) be the expression of the conjugacy (lifted to the universal cover) with respect to the partially hyperbolic splitting of A. It is observed in [26, Section 6 ] that h c is a C 1 diffeomorphism from each center leaf of f to the center subspace of A. Moreover, h s and h u are constant on every center leaf of f . In fact, the same (KAM-type) arguments give much better regularity for h c as long as f is sufficiently regular. In particular, in our setting h c is C ∞ , and so h is C ∞ on every center leaf of f . Next, since h preserves area along the E s ⊕E u direction and it also preserves the strong stable and the strong unstable foliations, it must preserve the disintegrations of Lebesgue measure along strong stable and strong unstable leaves. It is well known that the conditional measures are given by smooth densities (C k−1 if f is C k , k ≥ 2) which are positive and finite at every point. Since the leaves are 1-dimensional, the fact that h preserves these densities implies that h is C ∞ along strong stable leaves and along strong unstable leaves. Since strong stable, strong unstable, and center leaves span complementary directions, it follows (Journé [28] ) that h is C ∞ in the ambient space, as stated.
To deduce Theorem I, consider any f ∈ U. If the center Lyapunov exponents coincide then, by Proposition 8.2, the diffeomorphism f is volume preserving conjugate to A. In particular, f is Bernoulli since A is (Katznelson [30] ). If the center Lyapunov exponents are distinct then, as f is symplectic, they must be non-zero. Then, f is non-uniformly hyperbolic. Since all the positive iterates of f are ergodic, we may use Ornstein, Weiss [36] to conclude that f is Bernoulli. So, we have indeed reduced the proof of Theorem I to proving Theorem 8.1 and Proposition 8.2.
8.1. Translation structures. Let us start the proof of Theorem 8.1. We think of A as a partially hyperbolic diffeomorphism on M = T d , with invariant splitting
Then every diffeomorphism f : M → M in a neighborhood is also partially hyperbolic, with 2-dimensional center direction. Using that the center eigenvalues of A have norm 1, one easily gets that f is center bunched in the sense of [18, 3] : for some choice of the Riemannian structure sup Moreover, f is dynamically coherent, meaning that there exist invariant foliations W cs and W cu with C 1 leaves tangent to the subbundles E s ⊕ E c and E u ⊕ E c , respectively, at every point. That is because A is dynamically coherent with smooth invariant foliations; see Theorems 7.1 and 7.2 in [27] . Throughout, we take f to be volume preserving and accessible and its center Lyapunov exponents to be equal. Let x, y ∈ M be any two points in the same strong stable leaf. Then W c (x) and W c (y) are contained in the same center stable leaf and the strong stable leaf through every z ∈ W c (x) intersects W c (y) at exactly one point. This defines a strong stable holonomy h Proof. Let F : E c → E c be the restriction of the derivative Df to the center bundle and P(F ) : P(E c ) → P(E c ) be the projectivization of F . We think of F and P(F ) as cocycles over the partially hyperbolic diffeomorphism f . The previous observations ensure these are cocycles with holonomies, in the sense of [3] : the s-holonomies of F and P(F ) are given by for every x, y in the same strong stable leaf of f ; the u-holonomies are defined analogously. Then, since f is accessible and the center Lyapunov exponents are equal, we may apply [3, Theorem B] to conclude that any P(F )-invariant probability measure η on P(E c ) projecting down to Lebesgue measure on M admits an suinvariant continuous disintegration {η x : x ∈ M } into conditional probabilities along the fibers P(E c x ). Let η be fixed (arbitrarily). The hypotheses on A imply that no eigenvalue is a root of unity, so D 0 A | E c = A | E c is an irrational rotation. Every nearby diffeomorphism has a unique fixed point near 0 ∈ M and, up to conjugating f with a small translation, we may suppose it to sit at 0. Then the derivative of f along the center direction at 0 has no periodic points with small period. In particular, η 0 has no atoms of mass 1/2 or larger and then, by holonomy invariance and accessibility, the same is true for every conditional probability η x , x ∈ M . Then, by Douady, Earle [20, Section 2] , the conditional measure η x determines a unique conformal structure on E c x .
1 By 1 Recall that one can see PR 2 as the boundary of the Poincaré half-plane H ⊂ PC 2 . The construction of Douady-Earle associates to a probability measure µ on PR 2 (with no atom of mass 1/2 or larger), a "conformal barycenter" z ∈ H so that µ → z is continuous (with respect to the weak- * topology on its domain) and equivariant with respect to conformal automorphisms of construction, this conformal structure depends continuously on the point x and is invariant under strong stable holonomies, strong unstable holonomies, and the diffeomorphism f itself.
The next step is to upgrade this conformal structure to a translation structure, that is, a system of local coordinates on each center leaf such that all coordinate changes are translations.
Moreover, center leaves through nearby points are uniformly close to each other: given ε > 0 and * ∈ {cs, c, cu} there exists δ such that (41) d(x,ŷ) ≤ δ implies sup{ γ * x (v) − γ * y (v) : v ∈ E * } ≤ ε.
leaves are uniformly close to the direction of E s on compact parts; recall (39) and (40) . For the same reasons, we have an analogous estimate for strong unstable holonomies. Consequently, there is C(γ) > 0 such that ĥ γ (ξ) − ξ R d ≤ C(γ) for every ξ ∈Ŵ c (0). Since (38) is a bi-Lipschitz embedding, this translates to the coordinate v: (43) sup
Now consider t n : W c (0) → W c (0) for any non-zero n ∈ Z d . As observed before, t n has no fixed points if f is close enough to A. Hence, t n (z) = z + c for some c ∈ C different from zero. Consider the map
On the one hand, φ k (z) = az + b + kc for every k. On the other hand, (42) and (43) imply that that φ k has no fixed points if k is large enough. This can only happen if a = 1. So the proof of the lemma is complete.
This ensures that the definition of the translation structure on every center leaf is indeed well-defined. By construction, this structure is holonomy invariant and, hence, continuous. This finishes the proof of Proposition 8.5.
Continuous group actions.
In the previous section we defined a translation structure on the center leaves of f . This gives rise to an R 2 -action
where x + v denotes the v-translate of x along its center leaf. Since the translation structure is continuous and su-invariant, each T v is a homeomorphism of M and commutes with both strong stable and strong unstable holonomy.
Proposition 8.8. The closure G of {T v : v ∈ R 2 } is a compact subgroup of the group of homeomorphisms of M . Lemma 8.9. For every ε > 0 there is δ > 0 such that given any x, z ∈ M with d(x, z) ≤ δ there is some su-path γ such that h γ (x) belongs to the local central leaf of z with d(h γ (x), z) ≤ and d(h γ (ξ), ξ) ≤ ε for every ξ ∈ W c (x).
Proof. By transversality of the stable, unstable, and center directions, one can find δ > 0 such that for any x and z with d(x, z) ≤ δ there exists two-legs su-paths γ = (x, y, ζ) with ζ in the local central leaf of z. Clearly, we may always choose γ such that y is in the strong unstable leaf through x and ζ is in the strong stable leaf through y. Moreover, the lengths of the legs and the distance from z to ζ can be made uniformly small by reducing δ. Then both h every center leaf. Exchanging the roles of the center and su-foliations throughout this argument we get that H has a continuous Jacobian along su-leaves as well. Since these foliations are C 1 , it follows that H : M → M is absolutely continuous. Thus, the push-forward H * m of the normalized volume measure in M is an Ainvariant measure absolutely continuous with respect to m. Since A is ergodic, H * m must coincide with m. This finishes the proof of Proposition 8.2 and Theorem I.
