A multiscale approach for analyzing in vivo magnetic resonance spectroscopic imaging (SI) data is described in this paper. With this method, fitting is performed at multiple spatial scales in a coarse-to-fine order. Results obtained at one scale are used as prior knowledge in fitting spectra at the next scale. Magnetic resonance spectroscopy imaging (SI) is an attractive technique for in vivo spectroscopy because it has the capability of providing a map of spatially localized spectra (1-3). To improve the quantitative analysis of the SI measurement and make it suitable and reliable for routine applications, a great deal of effort has been devoted to the development of experimental techniques and data analysis methods (4 -18). Due to the large amount of data present in SI, automated analysis is usually required. Toward this end, a variety of methods have been developed for quantifying spectral resonances in the SI data using peak fitting or other spectral decomposition methods and demonstrated (13-18). However, since in vivo SI data are usually associated with low signal-to-noise ratio (SNR) and spectral distortions arising from experimental imperfections such as eddy currents and field inhomogeneities, more robust fitting techniques are still needed.
Magnetic resonance spectroscopy imaging (SI) is an attractive technique for in vivo spectroscopy because it has the capability of providing a map of spatially localized spectra (1) (2) (3) . To improve the quantitative analysis of the SI measurement and make it suitable and reliable for routine applications, a great deal of effort has been devoted to the development of experimental techniques and data analysis methods (4 -18) . Due to the large amount of data present in SI, automated analysis is usually required. Toward this end, a variety of methods have been developed for quantifying spectral resonances in the SI data using peak fitting or other spectral decomposition methods and demonstrated (13) (14) (15) (16) (17) (18) . However, since in vivo SI data are usually associated with low signal-to-noise ratio (SNR) and spectral distortions arising from experimental imperfections such as eddy currents and field inhomogeneities, more robust fitting techniques are still needed.
Among various methods developed to date for quantitative spectral analysis, most incorporate the use of prior knowledge in order to derive more reliable solutions and reduce the computational complexity. Typically, the prior knowledge is established experimentally or empirically (6 -8) . Although the prior knowledge established with these means greatly improves the fitting, it is not sufficiently versatile when applied to SI data. Because of the B0 inhomogeneity arising from insufficient shimming and/or subject-dependent susceptibility and baseline distortions, a great deal of variation can be present in the spectral shape and peak location among voxels in in vivo SI dataset. Consequently, it is ineffective to use a single piece of prior knowledge for fitting all the spectra in the entire field of view. In this work, a multiscale approach is developed to facilitate the establishment and incorporation of adaptive prior information in the fitting. Specifically, we focus on establishing initial values and bounds for the parameters to be derived in the fitting. The initial values and bounds are beneficial for in vivo spectroscopy analysis because they can confine the calculation to the specific area to simplify the optimization procedure and guide the optimization method in multiparametric fitting, which can be adversely affected by noise and distortion in the spectra.
Multiscale approaches have been widely employed in image processing and analysis (19) . In a multiscale approach, a pyramid (tree) representation of the original image is first created by recursively averaging it in (often nonoverlapping) blocks of pixels. Subsequently, the desired analysis is applied to the pyramid in a top-down fashion with the analysis at each scale guided by results at its previous scale for improved robustness and efficiency. In the present work, this concept is adopted for spectral fitting of in vivo SI data. At the top of the pyramid, the spectrum has the highest SNR (and poorest spatial resolution) and can be readily fitted. The resultant fitting parameters can then be used as prior knowledge for optimization at the next scale. This procedure is repeated until the bottom of the tree (i.e., the full resolution) is reached. In this paper, methodological details and results from simulated and experimental data are reported.
METHODS

Algorithm
The multiscale fitting approach consists of 1) preprocessing, 2) the construction of the multiscale pyramid dataset, and 3) least squares fitting of the spectrum in the pyramid. The underlying assumption is that neighboring pixels have similar signal, and correlation in noise between pixels is negligible such that the addition of several spectra together will improve the SNR.
Preprocessing
Prior to the construction of the multiscale pyramid, the SI data are preprocessed as follows. First, constant and spatially dependent phase factors (20 -22) are applied to phase the spectrum. Second, pixels outside the region with sufficient signal or region of interest (e.g., brain) are discarded based on information available in an accompanying anatomic image.
Construction of the Multiscale Pyramid
In vivo spectroscopic imaging is usually associated with a small matrix size (e.g., 16 ϫ 16, 32 ϫ 32, or 36 ϫ 36).
Therefore, only a few scale levels (typically 3) are needed in the pyramid decomposition. Starting from the original spatial resolution (i.e., scale) of the dataset, the SI data are averaged with a 2 ϫ 2 window to generate the data at the next scale. This procedure is repeated until the largest scale is reached where the global spectrum results. With the largest scale on top, the pyramid is constructed by placing pixels at one scale above those at the next lower scale and linking the pixels at each scale to its four constituent pixels at the next scale.
Spectral Fitting
Upon the construction of the pyramid, the spectra in the pyramid are fitted in a top-down order. The fitting is first applied to the spectrum at the top of the pyramid, i.e., the global spectra, which has the best SNR. The result of the fitting is then used to set the initial values and bounds of the parameters sought in the fitting of the spectra at the next level. The procedure is repeated at subsequent scales until the bottom of the pyramid is reached where the full-resolution of SI is attained. In this implementation, the bounds are set with respect to the initial value as follows. The bounds for the frequency are set as the initial value Ϯ0.2 ppm. Those for the line width are set as the initial value Ϯ30% of the initial value, and those for the amplitude are chosen as the initial value Ϯ50% of the initial value. These values are chosen based on the expected deviation from one scale to another, taking into account the nature of the data under consideration. In initial implementation of the algorithm, the dependence of the algorithm performance on the choice of bounds was investigated and found to be small. Nonetheless, for processing other types of data, a different choice may be more appropriate.
A sequential quadratic programming (SQP) method in MATLAB 5.2 (MathWorks, Inc., Boston, MA) is used for the nonlinear spectral fitting (23) . For the global spectrum (i.e., the top of the pyramid), peak fitting is carried out with unconstrained least square optimization. For the spectra at subsequent levels, constrained least squares optimization is used with initial values and bounds set based on results from the previous level. The fitting procedure is applied to simulated data and experimental in vivo data. For fitting simulated data, the spectrum is assumed to be a sum of a number of Lorentzian lines, each having the frequency, amplitude, line width, and phase as unknowns. For fitting the in vivo data, the Gaussian line shape is assumed. Two spectral segments, one corresponding to NAA peak and the other containing choline and creatine, are fitted separately. To avoid baseline problem, a DC baseline is assumed in fitting the two segments. Such a choice of baseline suffices since only a segment of the spectrum is considered in each case.
Simulation
In order to validate the performance of the multiscale approach, a 16 ϫ 16 SI dataset is created using numerical simulation. In this simulation, each pixel is assumed to have a spectrum with peaks corresponding to choline and creatine. The amplitude, frequency, and line width of the peaks are assumed to be spatially slow-varying. Gaussian noise is added to the simulated spectra. The SNR, defined as the average of the peak heights divided by the level of standard deviation of the added noise in the spectral domain, ranges from 1.1 to and 11.0 with an average of 1.8. The simulated data are analyzed with the multiscale approach. For comparison, pixel-by-pixel fitting using a single set of initial values for all pixels is also applied to the dataset.
The present approach utilizes averaging with nonoverlapping windows in its implementation. Other alternatives for averaging can also be used in arriving at the multiscale representation of the SI data. One alternative is to reconstruct the spectroscopic image at different spatial resolution by using various subsets of k-space data. This variable reconstruction approach results in pixels that have reduced noise but overlap extensively due to point spread functions (PSF) defined by sinc-functions. The other alternative is to simply extend the window of averaging such that they overlap at each scale. Specifically, a 3 ϫ 3 window is used instead of a 2 ϫ 2 window in going from one scale to a coarser one. To investigate the effect of these alternatives, they were incorporated with the multiscale approach and applied to simulated data. The root mean squared error (RMSE) in the fitted results is calculated for each case and compared with that obtained using nonoverlapping averaging.
Analysis of In Vivo SI Data
The method has been applied to several in vivo proton SI datasets of the human head. Results from three representative datasets are presented in the paper. The first dataset was obtained from Dr. Andrew Maudsley at the University of California at San Francisco. Details regarding the dataset were described in their publication (17) and only briefly summarized here. The data were acquired on a 15-mm thick slice using a 36-point diameter phase encodes for a 280 ϫ 280 mm 2 field of view, 512 complex points, 1538 Hz bandwidth, TR/TE of 1800/135 msec, and a lipid inversion time of 170 msec. Three CHESS pulses were applied to suppress the water signal. In preprocessing, the data were zero-filled to 64 ϫ 64 ϫ 1024, and line broadened with a 1 Hz exponential filter before Fourier transformed to generate the spatial domain spectra.
The second and the third datasets were acquired using the same sequence as that used for the first dataset except the experimental parameters listed below. For the second set, a TR of 1500 msec, a FOV of 240 ϫ 240 mm 2 , a 10-mm thick slice, and a matrix size of 36 ϫ 36 ϫ 1024 were used. For the third set, the parameters were the same as those for the second one except that the matrix size was 32 ϫ 32 ϫ 1024. In spatial reconstruction, a Hanning window was applied in both directions. The spatially localized FIDs were subsequently zero-filled to 8192 points, line broadened with a 1 Hz exponential filter and converted to the spectral domain with a 1-dimensional FFT. In fitting all 3 datasets with the multiscale approach, a 3-level-pyramid was used.
RESULTS AND DISCUSSION
For the simulated data, the multiscale approach resulted in more accurate fitting of the spectra, particularly those with low SNR, than the pixel-by-pixel fitting. This is not surprising because when the SNR is low, the fitting procedure, in the absence of proper guidance of good initial values, may converge to an erroneous local minimum. Of course, because the pixel-by-pixel approach used here is not the state-of-art, this comparison merely demonstrates the benefits that can be potentially derived with the multiscale approach when the same fitting procedure is used.
The RMSEs for three approaches of averaging are listed in Table 1 . Nonoverlapping averaging and overlapping averaging led to similar results. However, overlapping averaging is computational more expensive. It is interesting to note variable reconstruction led to the worst result. This observation may indicate that excessive averaging arising from the sinc-function PSF is not desirable although it reduced the noise in the multiscale spectra more.
For the in vivo data, metabolite maps corresponding to choline, creatine, and NAA obtained with the multiscale approach are shown in Figs. 1-3 . It is interesting to note that the improvement in fitting by the multiscale approach is more in the choline and creatine maps than in the NAA map. This is because the NAA peak has a higher signal-tonoise ratio. Compared visually with results published by Soher et al. (Fig. 2 of Ref. 17) , the multiscale results are very similar despite rather different approaches. Their approach featured a wavelet transform based baseline removal technique while ours focused on using the multiscale approach to establish initial values in the nonlinear fitting using a routine algorithm.
In addition to the improvement in robustness, an improvement in computational efficiency was also observed. Even though more spectra were to be fitted with the multiscale approach, the total calculation time was somewhat reduced because the initial values in the multiscale approach improved the convergence of the nonlinear optimization routine. It should be noted that the improvement achieved with the multiscale approach is not specific to the curve fitting method utilized in this implementation. Similar improvements should be possible with other fitting methods. In addition, while the approach is only demonstrated for a 2-dimensional dataset, it could be readily extended to 3-dimensional (or 1-dimensional) datasets.
CONCLUSION
A multiscale approach for peak fitting is introduced and demonstrated in this paper. Simulations showed that the approach provides improved accuracy for the SI data analysis. Application to in vivo data illustrated that it is more robust and easy to use and therefore more applicable to in vivo data. FIG. 3 . T 1 -weighted image and proton metabolite maps of the head derived using the multiscale approach. The data were acquired in the axial orientation on a normal volunteer (FOV ϭ 240 ϫ 240 mm 2 , TR/TE/TI ϭ 1500/135/170, 10-mm thickness, 32 ϫ 32 matrix with circular k-space coverage). The maps were generated with the original SI resolution and expanded to 64 ϫ 64 afterwards with bilinear interpolation.
