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The performance of using Model Predictive Control (MPC) techniques is highly depen-
dent on a model that is able to accurately represent the dynamical system. The data-
driven modelling techniques are usually used as an alternative approach to obtain such
a model when ﬁrst principle techniques are not applicable. However, it is not easy to
assess the quality of learnt models when using the traditional data-driven models, such
as Artiﬁcial Neural Network (ANN) and Fuzzy Model (FM). This issue is addressed in
this thesis by using probabilistic Gaussian Process (GP) models.
One key issue of using the GP models is accurately learning the hyperparameters.
The Conjugate Gradient (CG) algorithms are conventionally used in the problem of
maximizing the Log-Likelihood (LL) function to obtain these hyperparameters. In this
thesis, we proposed a hybrid Particle Swarm Optimization (PSO) algorithm to cope with
the problem of learning hyperparameters. In addition, we also explored using the Mean
Squared Error (MSE) of outputs as the ﬁtness function in the optimization problem.
This will provide us a quality indication of intermediate solutions.
The GP based MPC approaches for unknown systems have been studied in the past
decade. However, most of them are not generally formulated. In addition, the opti-
mization solutions in existing GP based MPC algorithms are not clearly given or are
computationally demanding. In this thesis, we ﬁrst study the use of GP based MPC ap-
proaches in the unconstrained problems. Compared to the existing works, the proposed
approach is generally formulated and the corresponding optimization problem is eﬃ-
ciently solved by using the analytical gradients of GP models w.r.t. outputs and control
inputs. The GPMPC1 and GPMPC2 algorithms are subsequently proposed to handle
the general constrained problems. In addition, through using the proposed basic and
extended GP based local dynamical models, the constrained MPC problem is eﬀectively
solved in the GPMPC1 and GPMPC2 algorithms. The proposed algorithms are veriﬁed
in the trajectory tracking problem of the quadrotor.
The issue of closed-loop stability in the proposed GPMPC algorithm is addressed
by means of the terminal cost and constraint technique in this thesis. The stability
guaranteed GPMPC algorithm is subsequently proposed for the constrained problem. By
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