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1
Abstract
We present a proof that quantum Yang-Mills theory can be consistently defined as a
renormalized, perturbative quantum field theory on an arbitrary globally hyperbolic curved,
Lorentzian spacetime. To this end, we construct the non-commutative algebra of observ-
ables, in the sense of formal power series, as well as a space of corresponding quantum
states. The algebra contains all gauge invariant, renormalized, interacting quantum field
operators (polynomials in the field strength and its derivatives), and all their relations such
as commutation relations or operator product expansion. It can be viewed as a deformation
quantization of the Poisson algebra of classical Yang-Mills theory equipped with the Peierls
bracket. The algebra is constructed as the cohomology of an auxiliary algebra describing
a gauge fixed theory with ghosts and anti-fields. A key technical difficulty is to establish a
suitable hierarchy of Ward identities at the renormalized level that ensure conservation of
the interacting BRST-current, and that the interacting BRST-charge is nilpotent. The alge-
bra of physical interacting field observables is obtained as the cohomology of this charge.
As a consequence of our constructions, we can prove that the operator product expansion
closes on the space of gauge invariant operators. Similarly, the renormalization group flow
is proved not to leave the space of gauge invariant operators. The key technical tool behind
these arguments is a new universal Ward identity that is formulated at the algebraic level,
and that is proven to be consistent with a local and covariant renormalization prescription.
We also develop a new technique to accomplish this renormalization process, and in partic-
ular give a new expression for some of the renormalization constants in terms of cycles.
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1 Introduction
The known interactions of elementary particles seem to be well-described by quantized field
theories with local gauge invariance such as QCD. Such theories have been extensively inves-
tigated in the context of flat Minkowski spacetime from a variety of different angles. It has in
particular been demonstrated that these quantum field theories are internally consistent, at least
to all orders in the renormalized perturbation expansion. The early Universe on the other hand
is described by a strongly curved spacetime, and important new quantum field theory effects
arise in this situation— an important example being the generation of primordial fluctuations
that have left an imprint in the CMB as well as the large scale structure of the universe. For this
reason, it is obviously important to study quantum gauge theories in curved Lorentzian space-
times such as the expanding Universe. The question how to consistently construct such theories
in arbitrary curved, globally hyperbolic spacetimes is an open problem.
As a first step in this direction, we will prove in this paper that perturbative non-abelian pure
Yang-Mills theory can be consistently quantized on any globally hyperbolic spacetime, to all
orders in perturbation theory, and any gauge group G that is a direct product of U(1)l and a
simple compact Lie group. The essence of our proof is an inductive construction of an explicit
renormalization prescription for the perturbatively defined interacting field quantities that pre-
serves gauge invariance, and that depends locally and covariantly upon the spacetime metric.
The proof of this statement is rather complicated, and it relies partly on auxiliary constructions
that have been previously given in the literature. Some of these constructions are not so widely
known as the renormalization techniques in flat spacetime, and there is at present no compre-
hensive review. We therefore found it appropriate to present these constructions in the form of
a report.
1.1 Generalities
Quantum field theory in curved spacetime is a framework wherein one considers quantized
fields propagating on a rigidly fixed, non-dynamical, Lorentzian spacetime rather than flat
Minkowski spacetime. It is thus a generalization of the usual setting of quantum field the-
ory. In order to have a well-defined propagation of the fields in curved spacetime (even at the
classical level), one usually assumes that the spacetime does not have any gross causal patholo-
gies such as closed time-like curves, (a typical assumption is that the spacetime is “globally
hyperbolic”) but otherwise no restrictions on the metric are placed. In particular, one does not
have to (and does not want to) assume that the metric has any isometries, or that it is a solution
to a particular field equation. As quantum field theory on flat spacetime, quantum field theory
on curved spacetime is in general only believed to be an effective theory with a limited range
of validity. It is expected to loose predictive power when the spacetime curvatures become as
large as the inverse Planck length, or in quantum states where typical quantum field observables
such as the quantum stress energy operator have expectation values or variances (fluctuations)
of the order of the Planck length. On the other hand, the theory is expected to be a very good ap-
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proximation when the spacetime curvatures are of the order (or below) the scale of elementary
particle physics such as ΛQCD, or even the grand unification (GUT) scale, which is expected to
be the relevant scale during inflation. Naturally, it is also in this regime (as well as in the case
of black holes) that the most interesting physical effects predicted by the theory occur.
Independent of those questions regarding the limits of physical applicability of quantum
field theory in curved spacetime, one may ask whether this theory, in itself, has a consistent
mathematical formulation or not—just as it is a relevant question whether classical mechanics
has a well-defined mathematical formulation even though it clearly has a limited range of va-
lidity as a physical theory. Unfortunately, this question is a very difficult one, which has not
been answered in a satisfactory manner for interacting quantum field theory models even in flat
spacetime (in 4 dimensions). Nevertheless, there exist perturbative approaches to interacting
quantum field theory in Minkowski spacetime, and it is by now well-understood how to cal-
culate, in principle, terms of arbitrary high order in the perturbation expansion. In particular,
one has a good understanding how to systematically deal with the problem of renormalization
that needs to be addressed at each order to get meaningful expressions, and it is known how
to calculate quantities of physical interest for, say, the purposes of collider physics. In fact,
this approach is at present by far the most powerful method to obtain theoretical predictions for
particle physics experiments, and to test quantum field theory.
In quantum field theories in curved spacetime, new conceptual problems arise because one
no longer has a preferred vacuum state in time-dependent spacetimes, as may be understood
from the familiar fact that time-dependent background fields tend to give rise to particle cre-
ation. Thus, a state that may be thought of as a vacuum at one time may fail to be the vacuum
at later time. This suggests to use an S-matrix formulation of the theory, but such a formulation
also does not make sense in general if the spacetime does not have any asymptotically time-
independent regions in the far past or future, or if the metric approaches a time-independent
metric too slowly. At the technical level, one no longer has a clear cut relation between quan-
tum field theory on Lorentzian spacetimes and Riemannian spacetimes, because a general (even
analytic) Lorentzian spacetime will not be a real section in a complexified manifold that also
has a real, Riemannian section. Furthermore, familiar flat space techniques such as momentum
space, dimensional regularization, or the Euclidean path integral, are not available on a generic
curved Lorentzian manifold.
As had been realized for some time, these conceptual problems can in principle be overcome
by shifting the emphasis to the local quantum field operators, which can be unambiguously de-
fined on any (globally hyperbolic) Lorentzian spacetime. The key insight was that the algebraic
relations between the quantum fields (such as commutators, or the "operator product expan-
sion") have an invariant meaning for any such spacetime, even if there are no states with a
definite particle interpretation. Nevertheless, it remained an unsolved problem how to construct
in practice interesting (non-free) quantum field theories perturbatively on a general globally hy-
perbolic spacetime, mainly because of the very complicated issues related to renormalization
on a curved manifold. A fully satisfactory construction of perturbative, renormalized quan-
tum field theory on curved space was finally given in a series of papers [18, 17, 64, 65, 66]
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where it was shown that the algebras of local observables (interacting local fields) can always
be constructed at the level of formal power series in the coupling, independent of the asymptotic
behavior of the metric at infinity. It was shown in detail how to perform the renormalization
process in a local and covariant way, and it was thereby seen that the remaining finite renor-
malization ambiguities correspond to the possibility of adding finite local terms (possibly with
curvature couplings) to the Lagrangian, and to the possibility of making finite field-redefinitions
("operator mixing with curvature"). These constructions also provided a completely new, ge-
ometrical understanding of the nature of the singularities of multi-point operator products and
their expectation values in terms of "microlocal analysis" [74, 16, 97], and thereby provided
a geometric generalization of the usual spectrum condition in Minkowski spacetime quantum
field theory to curved manifolds. By considering the behavior of the theory under a rescaling of
the metric g→ µ2g, a definition of the renormalization group could be given [66], and detailed
results about the (poly-logarithmic) scaling behavior of products of interacting field operators
were thereby obtained. It is also understood how to construct the operator product expansion
from the algebra of interacting fields in curved space, and this gives direct information about
the interplay between quantum field interactions and spacetime curvature at small scales [70].
1.2 Renormalization of theories without local gauge invariance
The building blocks in the renormalized perturbation series for the interacting fields are the
time-ordered products Tn(O1⊗ ·· · ⊗On) of composite fields in the underlying free field the-
ory. In standard approaches in flat spacetime, these objects are typically viewed as operators
on a Hilbert space (“Fock-space”), but in curved spacetime there is no preferred Hilbert-space
representation. In this context, it is more useful to view them instead as members of an ab-
stract algebra, which may in the end be represented on a Hilbert space (typically in infinitely
many inequivalent ways). The first step in the renormalization program therefore is to define a
suitable abstract algebra, and this can indeed be done using the techniques of the “wave front
set.” The next step is to actually construct the time-ordered products as specific elements in this
algebra. A naive definition leads to infinite meaningless expressions, but one can show that it is
possible to obtain meaningful objects by a process called “renormalization”. Conceptually, the
best approach here is to first formulate a set of conditions (“renormalization conditions”) on the
time-ordered products to be constructed, and then show via an explicit construction that these
properties can be satisfied. It turns out that the conditions do not uniquely fix the time ordered
products, but there remain certain finite renormalization ambiguities. In curved spacetime, it is
a major challenge to formulate sufficiently strong renormalization conditions in order to guar-
antee that these ambiguities only consist in adding finite “contact terms” at each order n, which
are covariant expressions of the Riemann curvature and the fields of a suitable dimension. A key
condition to guarantees this is that the Tn should themselves be local and covariant [64], and a
precise formulation of that condition naturally leads to a formulation of quantum field theory in
the language of category theory [19]. The condition of locality and covariance is a rather strong
one, and it is correspondingly non-trivial to find a renormalization method that will ensure that
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this condition is indeed satisfied. Such a scheme was found in [64, 65] for interacting scalar field
theory, based on key earlier work of [18, 17], and also on the work [37, 38], where an algebraic
variant of perturbation theory in flat space was developed. We will present these constructions
in section 3 of the paper. Here we follow the general steps proposed in these references, but
we develop a new technique to perform the actual renormalization (extension) step. Our new
method (described in the proof of Lemma 6) is more explicit than previous constructions, and
also gives an interesting new formula for some of the renormalization constants describing the
departure from homogeneous scaling in terms of an integral of a closed form of a cycle in R4n,
see Proposition 1.
In quantum field theory, one typically wants certain fields to have special properties. For
example, an important observable in any theory with a metric is the stress energy tensor, which
is conserved at the classical level if the metric is the only background field (as we assume). One
would like the corresponding quantum field to be conserved as well. In perturbative quantum
field theory, it is far from obvious that the corresponding interacting quantum field quantity is
also conserved, and indeed there exist theories where this fails to be the case [2]. In general, one
can formulate a set of renormalization conditions on the time-ordered products (the “principle of
perturbative agreement” [68]) that will guarantee conservation to all orders in the perturbation
expansion. In [68], it was shown that the question whether or not these identities can be satisfied
is equivalent to the question whether a certain cohomological class on the space of all metric
defined by the field theory is trivial or not. The obstruction sometimes cannot be lifted, and then
the renormalization condition is impossible to satisfy: There are anomalies. Similarly, in gauge
theories, one wants certain currents to be conserved at the quantum level and it is important to
ensure that there are no anomalies.
1.3 The problem of local gauge invariance
In fact, the perturbative construction of renormalized field theories on curved space without
local gauge invariance does not carry over straightforwardly to theories with local gauge invari-
ance, and the construction of such models was therefore up to now an important open prob-
lem. The key obstacle is that the field equations of local gauge theories, such as e.g. the
pure Yang-Mills theory studied in this paper, are not globally hyperbolic in nature even if the
underlying spacetime is globally hyperbolic. This, however, is a basic assumption in the con-
structions [17, 18, 64, 65]. In theories with local gauge invariance, the field equations fail to be
hyperbolic in nature precisely due to local gauge invariance, because it implies that solutions
to the field equations are not entirely determined by their initial data on some Cauchy surface
as required by hyperbolicity, but also on an arbitrary choice of local gauge. At the classical
level, this problem can be dealt with by simply fixing a suitable gauge. However, at the quan-
tum level, it is problematical to base the theory on a gauge-fixed formulation, because gauge
fixing typically has non-local features. This causes severe problems e.g. for the renormalization
process. An elegant and very successful approach circumventing these problems is the BRST-
method [9, 10]. This method consists in replacing the original action by a new action containing
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additional dynamical fields. That new action yields hyperbolic field equations, and has an in-
variance under a nilpotent so-called “BRST transformation”, s, on field space. Gauge invariant
field observables are precisely those that are annihilated by s, or more precisely, the cohomol-
ogy classes of s. Furthermore, the classical Poisson (or Peierls) brackets [93, 89, 27, 37] of
the gauge fixed theory are invariant under s. Thus, as first suggested by [39] (based on [86]),
one can try to proceed by first quantizing the brackets of the gauge fixed action (in the sense
of deformation quantization [37, 38, 7, 8]), promote the differential s to a graded derivation
at the quantum level leaving the quantized brackets invariant, and then at the end define the
algebra of physical observables to be the kernel (or rather cohomolgy) of the quantum BRST-
differential. As we will prove in this paper, this program can be carried out successfully for
renormalized Yang-Mills theory in curved spacetime, at the level of formal power series in the
coupling constant.
Thus, the first step consists in finding an appropriate gauge fixed and BRST invariant mod-
ified action, S, for pure Yang-Mills theory in curved space involving the gauge field, and new
auxiliary fields (“anti-fields”). This step is completely analogous to Yang-Mills theory in flat
space. Next, one needs to “quantize” the brackets associated with the new action S. It is not
known presently how to do this non-perturbatively even in flat space, but one can proceed in a
perturbative fashion as in theories without local gauge invariance.
The final step special to gauge theories is now to define a quantum BRST derivation act-
ing on the quantum interacting fields This derivation should (a) leave the product invariant, (b)
square to 0, and (c) go over to the classical BRST transformation s in the classical limit. The
natural strategy for constructing the quantum BRST transformation is to consider the quantum
Noether current corresponding to the classical BRST-transformation. One then defines a cor-
responding charge, and defines BRST-derivation via the graded commutator in the star-product
with this charge. While this definition automatically satisfies (a), it is highly non-obvious that
it would also satisfy properties (b) and (c). In fact, it is even unclear whether that the quantum
Noether current operator associated with the BRST-transformations is conserved, as would be
required in order to yield a conserved charge.
The basic reason why it is a non-trivial challenge to establish conservation of the quantum
BRST current, as well as (b) and (c), is that the construction of the time ordered products Tn
used to define the interacting quantum fields via the Bogoliubov formula involve renormal-
ization. It is far from obvious that a renormalization prescription exists such that interacting
BRST current will be conserved, and such that (b) and (c) will hold. In fact, as we will show,
these properties follow from a new infinite hierarchy of Ward identities for the time-ordered
products [see eq. (340) for a generating functional of these identities], which are violated for a
generic renormalization prescription. We will show that there nevertheless exists a renormal-
ization prescription compatible with locality and covariance such that these Ward identities are
satisfied in curved space, to all orders in the renormalized perturbation expansion, when the
gauge group is a product ofU(1)l and a semi-simple group. Thus, we can define an algebra of
interacting quantum fields as the cohomology of the quantum BRST-differential, and this de-
fines perturbative quantum Yang-Mills theory. In a second step, we then define quantum states
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(i.e., representations) of this algebra by a deformation argument. Here we rely on a construc-
tion invented in [39]. As a by-product of our constructions, we can also show that the operator
product expansion in curved space [70] closes among gauge-invariant operators, and that the
renormalization group flow likewise closes among gauge-invariant operators.
Our approach has several virtues also in the context in flat spacetime. The key virtue is that,
since our constructions are entirely local, there is a clear separation between issues related to the
ultra-violet (UV) and infra-red (IR) behavior of the theory. In particular, in our approach, the
identities reflecting gauge invariance may be formulated and proved entirely independently from
the infrared behavior of the theory, while the infra-red cutoff is only removed in the very end in
an entirely well-defined manner at the algebraic level (“algebraic adiabatic limit” [18]). In this
way, infra-red divergences are neither encountered at the level of the interacting field algebras,
nor in fact at the level of quantum states, i.e., representations1. In this respect, our approach
is different from traditional treatments based on Feynman diagrams or effective actions, which
are only formal in as far as the treatment of the IR-problems are concerned. We explain in some
more detail the relation of our approach to those treatments in sec. 4.9.
A local approach that is similar to ours in spirit has previously been taken in the context of
QED on flat spacetime in [39], and in [36, 35] for non-abelian gauge theories on flat spacetime.
Note, however, that the “Master Ward identity” expressing the conditions for local gauge invari-
ance in [35] was taken as an axiom and has not been shown to be consistent yet2, as opposed
to the Ward identities of our paper, which are shown to hold. Also, our Ward identities (340)
appear to be different from those expressed in the Master Ward Identity of [35, 36].
1.4 Summary of the report
This report is organized as follows. In section 2, we first review basic notions from classical field
theory, including classical BRST-invariance and associated cohomological constructions. The
material in this secion is well-known and serves mainly to set up the notations and provide basic
results that are needed in later sections. In section 3, we review the perturbative construction
of interacting quantum field theory on curved spacetime. We focus on theories without local
gauge invariance. We explicitly describe scalar field theory, and we briefly mention the changes
that have to be made for ghost and vector fields (in the Lorentz gauge). We give a detailed
renormalization prescription for the time-ordered products, their renormalization ambiguities,
and describe how interacting fields may be constructed from them. We also show how the
method works in some concrete examples. The material presented in this section is to some
extent taken from [18, 64, 65, 37, 36, 34], but there are also some important new developments.
In section 4, we construct perturbatively renormalized quantum Yang-Mills theory. We first
give an outline of the basic strategy, and then fill in the technical details in the later sections.
1However, we would encounter the familiar infra-red divergences if we were to try to construct scattering
states. Actually, it is clear that those types of states cannot be defined in a generic curved spacetime anyway even
for massive fields, so we do not see this as a problem.
2For recent progress in analyzing the validity of the Master Ward identity, see [15].
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We present our new Ward-identities in subsection 4.3, and then prove them in section 4.4. We
prove in 4.5 that our identities formally imply the BRST-invariance of the S-matrix, in 4.5 that
they imply the conservation of the interacting BRST-current, and in 4.6 that they imply the
nilpotency of the interacting BRST-charge operator. We conclude and name open problems in
section 6. Appendix A contains a treatment of free U(1)-theory avoiding the introduction of
the vector potential and an explanation of the new superselection sectors arising in this context.
The appendices B–E contain definitions and various constructions that are omitted from the
main part of the paper.
1.5 Guide to the literature
A standard introduction to the theory of quantum fields on a curved space is [112], which
gives an in-depth discussion of the conceptual problems of the theory, as well as the Hawking
and Unruh-effect, at the level of free quantum fields. The generalization of the latter effect
to certain black-hole spacetimes—emphasizing especially the role of the so-called “Hadamard
condition”—is discussed in the review-style article [82]. Other monographs are [49, 11]. The
perturbative construction of interacting scalar quantum field theories on curved spaces was
given in the series of papers [18, 17, 64, 65, 68]. Important contributions to the understand-
ing of Hadamard states in terms of microlocal analysis, which were a key input in these papers,
were made by Radzikowski [95, 96]. These results are reviewed and extended in the very read-
able paper [79]. A complete characterization of the state space of perturbative quantum field
theory using microlocal analysis is given in [67]. A definition and analysis of the renormal-
ization group in curved space was given in [66]. The generalization of the Wilson operator
product expansion in curved spacetime was constructed to all orders in perturbation theory
in [70]. Perturbative scalar quantum field theory on Riemannian spaces was treated in [20] us-
ing the BPHZ method, and by [84] using the method of flow equations. General theorems about
quantum field theory in curved spacetime within a model-independent setting were obtained
in [69] (PCT-theorem), and by [111] (spin and statistics theorem). The literature on the quan-
tization of gauge theory, and especially Yang-Mills theory in flat spacetime is huge. The use
of ghost fields was proposed first by [45], and the early approaches to prove gauge invariance
at the renormalized level used the method of Feynman graphs, together with special regular-
ization techniques [71, 72, 73]. More recent discussions based on the Hopf-algebra structure
behind renormalization [21, 22, 85] may be found in [108, 109]. With the discovery of the
BRST-method [9, 10], cohomological methods were developed and used to argue that gauge
invariance can be maintained at the perturbative level in flat spacetime. Comprehensive reviews
containing many references are [25, 92, 62, 5], see also e.g. [106, 107, 41, 42, 43]. There are
also other approaches to quantum gauge invariance in flat space, based on the Epstein-Glaser
method [44] for renormalization. These are described in the monographs [98, 99] and also
in [105], which also contain many references. For a related approach, see [104]. The idea to
formulate quantum gauge theory at the level of observables, and to implement the gauge invari-
ance in the operator setting was developed in flat space in [39, 36, 35], building on earlier work
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of [86]. A somewhat more detailed comparison between the various approaches to the gauge
invariance problem and our solution is given in Sec. 4.9, where additional references are given.
Note added in proof: It has been brought to our attention by M. Dütsch that the original
definition of the extension u′ in eq. (189) was incorrect. The present, corrected, version of
formula (189) was suggested by him and has in fact already been considered in earlier pa-
pers [53, 54]. Correcting this formula has had no impact on the other conclusions or arguments
of this paper.
2 Generalities concerning classical field theory
2.1 Lagrange formalism
Most, though not all, known quantum field theories have a classical counterpart that is described
in terms of a classical Lagrangian field theory. This is especially true for the gauge theories stud-
ied in this paper, so we collect some basic notions and results from Lagrangian field theory in
this subsection that we will need later. Not surprisingly, for perturbative quantum field theories
derived from a classical Lagrangian, many formal aspects can be formulated using the language
of classical field theory, but we emphasize that, from the physical viewpoint, quantum fields are
really fundamentally different from classical fields.
To specify a classical field theory on an n-dimensional manifoldM, we first need to specify
its field content. We will generally divide the fields into background fields, collectively denoted
Ψ, and dynamical fields, collectively denoted Φ. Both background and dynamical fields are
viewed as sections in a certain fibre bundle, B→ M, over the spacetime manifold. We will
assume that the background fields always comprise a Lorentzian metric g= gµνdx
µdxν overM
(which is a section in the bundle of non-degenerate symmetric tensors in T ∗M⊗T ∗M of signa-
ture (−++ · · ·+)). More generally, the background fields may comprise a non-abelian back-
ground gauge connection, or various external sources. We will also admit Grassmann-valued
fields, which are described in more detail below. The dynamical fields will typically satisfy
equations of motion, which are derived from an action principle. By contrast, the background
fields will never be subject to any equations of motion.
To set up an action principle, we need to specify a Lagrangian. The Lagrangians that we will
consider have the property that they are locally and covariantly constructed out of the dynamical
fields Φ, and the background fields Ψ. In particular, they do not depend implicitly on additional
background structure such as the specification of a coordinate system. Since such functionals
will play an important role in perturbation theory, it is worth defining the notion that a quantity
is locally and covariantly out of a set of dynamical and non-dynamical fields Φ,Ψ with some
care. Let us denote by B→ M the “total bundle” in which the dynamical and non-dynamical
fields live. For example, in case all the fields are tensor fields, the total bundle is simply the
direct sum of all the tensor bundles corresponding to the various types of fields. If x ∈M, we
let Jkx (B) denote the space of “k-jets” over M. This is defined as the equivalence class of all
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sections σ = (Φ,Ψ) :M→ B, with the equivalence relation σ1 ∼ σ2 if ∇qσ1|x = ∇qσ2|x for all
q≤ k, where ∇ is any affine connection in the bundle B, and where we have put
∇kσ = dxµ1⊗·· ·⊗dxµk∇(µ1 · · ·∇µk)σ . (1)
We say that a p-form O = Oµ1...µpdx
µ1 ∧· · ·∧dxµk is constructed out of σ = (Φ,Ψ) and its first
k derivatives if O is a map
O : Jkx (B)→
p∧
T ∗x M (2)
for each x ∈ M, which we will also write as O(x) = O[σ(x),∇σ(x), . . . ,∇kσ(x)]. Now let ψ :
M→M′ be an immersion that lifts to a bundle map B→ B′ denoted by the same symbol, and
let σ and σ′ be sections in B→M respectively B′→M′ such that σ = ψ∗σ′. We will say that O
is a p-form that is locally constructed out of the fields σ if we have
O[σ(x),∇σ(x), . . . ,∇kσ(x)] = ψ∗O[σ′(x′),∇σ′(x′), . . . ,∇kσ′(x′)] , ψ(x) = x′ , (3)
for any x and any such embedding ψ. This condition makes precise the idea that O is only
constructed out of σ = (Φ,Ψ) and finitely many of its derivatives, but depends on “nothing
else”. For example, if the fields are a background metric, g, and a set of dynamical tensor or
spinor fields Φ, then one can show that O can depend upon the metric only via the curvature,
i.e., it may be written in the form
O(x) = O[Φ(x),∇Φ(x), . . . ,∇kΦ(x),g(x),R(x),∇R(x), . . . ,∇k−2R(x)] (4)
where ∇ is now the Levi-Civita (or spin-) connection associated with g, and R = Rµνσρ(dx
µ∧
dxν)⊗(dxσ∧dxρ) is the curvature tensor. This result is sometimes called the “Thomas replace-
ment theorem,” and a proof may be found in [78] and in lemma 4 below.
The second example relevant to this work is when the background fields contain in addition
a background gauge connection ∇¯ in a principal fibre bundle, such as B = M×G. Then the
lift of ψ to a bundle map B→ B′, with B′ = M′×G incorporates the specification of a map
γ :M→ G that provides the identification of the fibres, i.e., a local gauge transformation. The
condition that ∇ = ψ∗∇′ then means that ∇¯′ = ∇¯+ γ−1dγ, and the condition of local covariance
of a functional O now implies that O can depend on the connection only via its curvature f
and its covariant derivatives ∇¯ f¯ , . . . , ∇¯k−2 f¯ (Here ∇¯ acts as the Levi-Civita connection of g on
the tensorial structure). More generally, if in addition there are dynamical fields Φ valued in
an associated bundle B×GV (with V a representation of G), then O can only depend on gauge
invariant combinations of Φ, ∇¯Φ, . . . , ∇¯kΦ.
These statements can be proved by the same type arguments as in [78]. For completeness,
we give a proof of this generalization of the Thomas replacement theorem incorporating gauge
fields in sec. 2.3 below. In our later application to Yang-Mills theory, the dynamical and back-
ground fields will be identified as follows, see below for more explanations:
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1. (Dynamical fields Φ) Gauge connection D (usually decomposed as D = ∇¯+ iλA, where
∇¯ is a fixed background gauge connection λ ∈ R is fixed and A is the dynamical field
in the adjoint representation), (anti-) ghost fields C,C¯, auxiliary field B. (A,B,C,C¯) are
collectively called Φi below. The gauge group G acts on these fields via the adjoint
representation.
2. (Background fields Ψ) Metric g, background gauge connection ∇¯, “anti-field sources” of
dynamical fields collectively called Φ‡i below, see table 2.2. (The background connection
is set to the trivial gauge connection in B=M×G in the body of the paper for simplicity).
We denote the space of all locally covariant p-form functionals (2) by Pp(M), or simply by
Pp, and we define
P(M) =
n⊕
p=0
Pp(M) . (5)
We also assume for technical reasons that the expressions in P have at most polynomial de-
pendence upon the dynamical fields Φ, and an analytic dependence upon the background fields
Ψ. These definitions can easily be generalized to the case when (Φ,Ψ) are not ordinary fields
valued in some bundle, but instead Grassmann valued fields. A Grassmann valued field is by
definition simply a field that is valued in the infinite dimensional exterior algebra E, which is
the graded vector space
E = Ext(V ) =
⊕
n
En, En =
n∧
V (6)
with V some infinite-dimensional complex vector space. The space E is equipped with the
wedge product ∧ : En × Em → Em+n, which has the property that enem = (−1)nmemen for
en ∈ En,em ∈ Em, and enem = 0 for all en if and only if em = λen. The elements en in En
are assigned Grassmann parity ε(en) = n modulo 2. Thus, when Grassmann valued field are
present, expressions O ∈ Pp are no longer valued in the p-forms over M, but instead in the
set of p-forms over M, tensored with E. A Grassmann valued field consequently has a formal
expansion of the form
Φ(x) = ∑
n≥0
enΦn(x), en ∈ En, (7)
where each Φn is an ordinary p-form field.
A Lagrangian is a (possibly E-valued) n-form L = L[Φ,Ψ] that is locally and covariantly
constructed out of the dynamical fields Φ, the background fields Ψ, and finitely many of its
derivatives. For manifolds M carrying an orientation, which we shall assume to be given from
now on, one can define a canonical volume n-form ε = εµ1...µndx
µ1 ∧ · · ·∧dxµn by the standard
formula
dx= ε =
√−gdx0∧· · ·∧dxn−1 (8)
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where x0, . . . ,xn−1 is right handed, and where
√−g is the square root of minus the determinant
of gµν. Using the volume n-form, one defines the Hodge dual of a form by
∗αµ1...µn−p =
(−1)p
(n− p)!ε
ν1...νp
µ1...µn−pαν1...νp (9)
and it is thereby possible to convert the Lagrangian into a scalar. This is more standard in the
physics literature, but for our purposes it will be slightly more advantageous to view L as an
n-form. For compactly supported field configurations, we may form an associated action by
integrating the Lagrangian n-form overM,
S=
∫
M
L . (10)
We define the left and right variation, δLS/δΦ(x) resp. δRS/δΦ(x)with respect to the dynamical
fields by the relation
d
dt
S[Φt;Ψ]
∣∣∣∣
t=0
=
∫
M
δRS
δΦ(x)
δΦ(x) =
∫
M
δΦ(x)
δLS
δΦ(x)
, δΦ(x) =
d
dt
Φt(x)
∣∣∣∣
t=0
. (11)
The left and right derivatives may differ from each other only for Grassmann-valued fields
Φ, and we adopt the convention that the left derivative is meant by default if the subscript is
suppressed. In terms of the Lagrangian n-form, the variational derivative is given by
δS
δΦ(x)
=
k
∑
q=0
(−1)q∇¯(µ1...µq)
{
∂L
∂(∇¯(µ1...µq)Φ(x))
}
, (12)
where we use the abbreviation ∇¯(µ1...µk) for the k-fold symmetrized derivative in eq. (1). The
quantity δS/δΦ(x) is an n-form that is locally and covariantly constructed out of the dynamical
fields and the background fields and their derivatives, and may hence be viewed as a differential
operator acting on Φ. Field configurations Φ satisfying the differential equation
δS
δΦ(x)
= 0 (13)
are said to satisfy the equations of motion associated with S, or to be “on shell.”
A symmetry is an infinitesimal field variation sΦ = δΦ of the dynamical fields such that
sL= dB for some locally constructed (n−1)-form B. The existence of symmetries implies the
existence of a conserved Noether current, J, defined by
J(Φ) = θ(Φ,sΦ)−B(Φ) , (14)
where θ is the (n−1) form defined by
θν1...νn−1(Φ,δΦ) =
k−1
∑
q=0
∇¯(µ1...µq)δΦ
{
∂Lν1...νn−1σ
∂(∇¯(µ1...µqσ)Φ)
}
, (15)
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where we are suppressing the dependence upon the background fields. θ is the boundary term
that would arise if L is varied under an integral sign. As a consequence of the definition, we
have
dJ= ∑sΦi
δS
δΦi
, (16)
so J is indeed conserved on shell. In the context of perturbation theory studied in this paper, the
Lagrangian is a power series
L= L0+λL1+λ
2L2+ . . . , (17)
where L0 is called the “free Lagrangian” and contains only terms at most quadratic in the
dynamical fields Φ, hence giving rise to linear equations of motion. If the symmetry is also a
formal power series
s= s0+λs1+λ
2s2+ . . . , (18)
then there is obviously an expansion
J= J0+λJ1+λ
2J2+ . . . , (19)
s0 is a symmetry of the free Lagrangian L0 with corresponding conserved Noether current J0
when the equations of motion hold for L0.
The theories that we will deal with in this paper all have the property that L0 contains the
highest derivative terms in the dynamical fields Φ. In this case, it is natural to assign a “canon-
ical dimension” to each of the dynamical fields as follows. Let us assume that the background
fields consist of a metric, g, and a covariant derivative operator, ∇, which acts like the Levi-
Civita connection on tensors. Consider a rescaling of the metric by a constant conformal factor,
µ2g, where µ ∈ R. Then there exists typically a unique rescaling Φi → µd(Φi)Φi, Ψi → µd(Ψi)Ψi
and ci → µd(ci)ci of the dynamical fields, the background fields, and the coupling constants in
L0 such that L0 → L0. The numbers d(Φi),d(Ψi) and d(ci) are called the “engineering dimen-
sions” of the fields and the couplings, respectively. The corresponding dimension of composite
objects in P is given by the counting operators N f ,Nc,Nr : P(M)→ P(M)
N f = ∑(d(Φi)+ k)∂kΦi
∂
∂(∂kΦi)
(20)
Nc = ∑d(ci)ci
∂
∂ci
(21)
Nr = ∑(d(Ψi)+ k)∂kΨi
∂
∂(∂kΨi)
. (22)
Not for all S, and not for all choices of the background fields Ψ do the equations of motion (13)
possess a well posed initial value formulation, which is a key requirement for a physically rea-
sonable theory. For first order differential equations one can formulate general conditions under
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which the equations will posses a well-posed initial value formulation. For example, for first
order systems of so-called “symmetric hyperbolic type,” the initial value problem is well posed
in the sense that, given initial data for Φ on a suitably chosen n−1-dimensional hypersurface,
there exists a unique solution for sufficiently short “times,” i.e., in some open neighborhood
of Σ. Furthermore, the propagation of disturbances is “causal” in a well-defined sense, see
e.g. [57]. Equations of motion of higher differential order can always be reduced to ones of first
order by picking suitable auxiliary field variables, but it is not obvious in a given example which
choice will lead to a symmetric hyperbolic system. Fortunately, the equations of motion that
we will study in this paper will all be of the form of a simple wave-equation. Actually, since
we only consider perturbation theory, we will only be concerned with the existence of solutions
for the “free theory,” defined by S0. For the actions considered in this paper, the corresponding
equations are linear, and of the form
0=
δS0
δΦ
=Φ+(lower order terms) (23)
where  = gµν∇µ∇ν is the wave operator in curved space. Such equations do posses a well-
posed initial value formulation if the metric does not have any gross causal pathologies, such
as closed timelike curves. A typical such equation (for a real scalar field Φ = φ) is the Klein-
Gordon equation
(−m2)φ = j , (24)
where m2 is a constant. For that equation, the initial value problem is well-posed globally for
example if the spacetime manifold (M,g) is “globally hyperbolic,” meaning by definition that
there exists a (necessarily spacelike) “Cauchy-surface”, Σ, i.e., a surface which has the property
that any inextendible timelike curve hits Σ precisely once. We will always assume in this work
that (M,g) is globally hyperbolic. Then, given any f0, f1 ∈C∞0 (Σ), there exists a unique solution
to eq. (24) such that φ|Σ = f0, and nµ∇µφ|Σ = f1, where n is the timelike normal to Σ.
The well-posedness of the initial value problem for the Klein-Gordon equation directly leads
to the existence of advanced and retarded propagators, which are the uniquely determined dis-
tributions ∆A,∆R on M×M with the properties
(−m2)∆A(x,y) = δ(x,y) = (−m2)∆R(x,y) (25)
and the support properties
supp∆A,R ⊂ {(x,y) ∈M×M | y ∈ J∓(x)} , (26)
where J±(S) denotes the causal future/past of a set S ⊂ M and is defined as the set of points
x ∈M with the property that there is a future/past directed timelike or null curve γ connecting x
with a point in S.
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2.2 Yang-Mills theories, consistency conditions, cohomology
The theory that we are considering in this paper is pure Yang-Mills theory, classically described
by the action
Sym =−1
2
∫
M
F I ∧∗FI . (27)
Here, Fµν = (i/λ)[Dµ,Dν] is the 2-form field strength tensor of a gauge connection D in some
principal G-bundle over M, where G is a direct product of U(1)l and a semi-simple Lie group.
λ is a coupling constant that could be omitted at the classical level. For the sake of simplicity,
we will assume that the principal bundle is toplogically trivial, i.e., of the form M×G. We
denote the generators of the gauge Lie algebra by TI, I = 1, . . . ,dim(G), and we write F =
TIF
I
µνdx
µ∧dxν for the components of the field strength and similarly for any other Lie-algebra
valued field. Lie algebra indices I are raised an lowered with the Cartan-Killing metric kIJ
defined by Trad(TI)ad(TJ) for the generators of the semi-simple part, and by 1 for the abelian
factors.
The classical field equations for the connection D derived from this action are
gµν[Dµ, [Dν,Dσ]] = 0 , (28)
or, written in more conventional form,
D[µ ∗Fνσ] = 0 . (29)
As is particularly clear from the first formulation, the connection D is the dynamical field
variable in this equation. It is convenient to decompose it into a fixed background connection
∇¯, plus λ times a Lie-algebra valued 1-form field A= TIA
I
µdx
µ,
D = ∇¯+ iλA , λ ∈ R . (30)
The 1-form field A is now the dynamical variable. The coupling constant λ is redundant at the
classical level and may be absorbed in A, but it is useful as an explicit perturbation parameter
when one wants to study the theory perturbatively. The coupling constant λ acquires a new role
at the quantum level due to renormalization effects as we will see below. It is convenient to de-
fine ∇ on tensor fields to be the standard Levi-Civita connection of the metric. The background
derivative operator then has the curvature tensor
[∇¯µ, ∇¯ν]kσ = Rµνσ
ρkρ + f¯
I
µνR(TI)kσ (31)
where R is the representation of the Lie-algebra associated with kµ, and f¯ = TI f¯
I
µνdx
µ ∧ dxν
is the curvature of the background gauge connection ∇¯. In Minkowski space, it is typically
assumed that ∇¯ = ∂, implying that f¯ = 0.
For simplicity, we will usually assume in the following that the background gauge connec-
tion ∇¯ has been chosen as the standard flat connection in the bundle M×G, so that f¯ = 0 in
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our case. The advantage of this choice is that we can effectively replace ∇¯ in all formulas in-
volving Lie-algebra valued forms by the exterior differential d without having to worry about
the background curvature f¯ . It is clear, however, that it would in principle be an advantage to
have a formalism allowing an arbitrary background gauge connection. In such a formalism,
one would be able to address the question to what extent the theory (after quantization) remains
background independent with respect to the background gauge field, i.e. independent of the
particular way of decomposing the full gauge connection into D = ∇¯+ iλA.
With this choice of decomposition D = d+ iλA, the curvature F is given by
F I = dAI+
iλ
2
f IJKA
J ∧AK (32)
where f IJK are the structure constants of the Lie-algebra defined by [TI,TJ] = fIJ
KTK . The equa-
tions of motion, when written in terms of A, are not hyperbolic, in the sense that the highest
derivative term is not of the form of a wave equation. Thus, the equations of motion for Yang-
Mills theory do not straightforwardly admit an initial value formulation. This feature is a con-
sequence of the fact that the Yang-Mills Lagrangian and equations of motion is invariant under
the group of local gauge transformations acting on the dynamical fields by D 7→ γ(x)−1Dγ(x),
where γ :M→ G is any smooth function valued in the group, or equivalently by
∇¯ 7→ ∇¯+ γ−1dγ , A 7→ γ−1Aγ ≡ Ad(γ)A (33)
in case we have an arbitrary background connection ∇¯. Since such local gauge transformations
allow one to make local changes to the dynamical field variables, it is clear that those are not
entirely specified by initial conditions. However, the freedom of making local gauge transfor-
mation can be used to set some components of A to zero, so that the remaining components
satisfy a hyperbolic equation and consequently admit a well-posed initial value formulation, as
described e.g. in [1]. Later, we want to perturbatively construct a quantum version of Yang-
Mills theory, and for this purpose, another approach seems to be much more convenient. This
approach consists in adding further fields to the theory which render the equations of motion hy-
perbolic, and which can, at a final stage, be removed by a symmetry called “BRST-symmetry”.
In the BRST approach, one introduces additional dynamical Grassmann Lie-algebra valued
fieldsC= TIC
I,C¯= TIC¯
I , and a Lie-algebra valued field B= TIB
I , and one defines a new theory
with action Stot by
Stot = Sym+Sg f +Sgh , (34)
where Sg f is a “gauge fixing” term defined by
Sg f =
∫
M
BI(iGI +
1
2
BI) (35)
with a local covariant “gauge fixing” functional G of the field A, and where Sgh is the “ghost”
term, defined by
Sgh = i
∫
M
DµC
J δ(G
IC¯I)
δAJµ
ε . (36)
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Φ AI CI C¯I BI
Dimension 1 0 2 2
Ghost Number 0 1 −1 0
Form Degree 1 0 0 0
Grassman Parity 0 1 1 0
Star Parity + + + −
The total set of dynamical fields is denoted Φ = (AI,CI,C¯I,BI), and their assignment of ghost
number, Grassmann parity, dimension, and form degree is summarized in the following ta-
ble The assignments of the dimensions are given for the case when the spacetime M is 4-
dimensional, to which we now restrict attention for definiteness. The “star parity” property
concerns how the given field behaves under the *-operation. It will be referred to later when the
algebras of fields is equipped with a ∗-operation.
To state the relation between the auxiliary theory and the original Yang-Mills theory, one
first observes that the action Stot of the auxiliary theory is invariant under the following so-called
BRST-transformations [9, 10]:
sAI = dCI+ iλ f IJKA
JCK, (37)
sCI = − iλ
2
f IJKC
JCK, (38)
sC¯I = BI , (39)
sBI = 0 . (40)
The assignment of the various gradings to the fields are done in such a way that s has dimension
0, ghost number +1, Grassmann parity +1, and form degree 0. It is declared on arbitrary local
covariant functionals O ∈ P(M) of the dynamical fields A,C,C¯,B and the background fields by
the rules ∇ ◦ s− s ◦∇ = 0 = dxµ ◦ s+ s ◦ dxµ, and on (wedge) products via the graded Leibniz
rule, s(Op ∧Oq) = sOp ∧Oq +(−1)p+ε(Op)Op ∧ sOq (here ε gives the Grassmann parity of a
field). With these definitions, it follows that
s2 = 0 , sd+ds= 0 . (41)
The key equation is
sStot = 0 , (42)
which one may verify by writing Stot in the form
Stot = Sym+ sΨ (43)
where
Ψ =
∫
M
C¯I(
1
2
BI+ iGI)ε . (44)
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Indeed, Sym is invariant because s just acts like an ordinary infinitesimal gauge transformation
on A, while s annihilates the second term because s2 = 0. In this paper, we choose the gauge
fixing functional as
G I = ∇µAIµ . (45)
Then the equation of motion for BI is algebraic, BI = −i∇µAIµ. Inserting this into the equation
of motion for AIµ, one sees that this equation is of the form (23). Indeed, this special choice of
the gauge fixing function effectively eliminates a term of the form ∇µ∇νA
I
µ (which would spoil
hyperbolicity) from the equations of motion for the gauge field, thus leaving only the wave
operator. The remaining equations for CI,C¯I are also of the form (23). Thus, the equations of
motion for the total action Stot are of wave equation type. They consequently possess a well-
posed initial value formulation at the linear level, which is sufficient for perturbation theory,
and in fact also at the non-linear level [1].
Given that Stot defines a classical theory with a well-posed initial value formulation, we
may define an associated graded Peierls bracket [35, 34, 93, 27, 89] {O1,O2}P.B., for any pair
of local3 functionals O1,O2 ∈ P. Since the action Stot is invariant under s, it follows that the
(graded) Peierls bracket is also invariant under s, in the sense that
s{O1,O2}P.B. = {sO1,O2}P.B.+(−1)ε(O1)+deg(O1){O1,sO2}P.B. , (46)
(−1)ε(O1) denoting the Grassmann parity of a functional of the fields, and deg(O1) the form
degree. The connection between the classical auxiliary theory associated with Stot , and Yang-
Mills theory with action Sym is based on the following key Lemma:
Lemma 1. Let O ∈ P be a local covariant functional of the background connection, the back-
ground metric, and the fields Φ = (A,C,C¯,B). Let sO = 0. Then, up to a term of the form sO ′,
O is a linear combination of elements of the form
O = ∏
k
rtk(g,R,∇R, . . . ,∇
kR)∏
i
pri(C) ∏
j
Θr j(F,DF, . . . ,D
lF) , (47)
where pr,Θs are invariant polynomials of the Lie-algebra of G, where F = Fµνdx
µ ∧ dxν, and
where rt is a local functional of the metric g, and the Riemann tensor R and its derivatives.
The lemma is essentially a standard result in BRST-cohomolgy, see e.g. [5] and the refer-
ences cited there. The only difference to the formulation given in [5] is that, in the present
setting, the coefficients rt can only depend locally and covariantly upon the metric (as opposed
to being an arbitrary form on spacetime). The fact that rt then has to be a functional of the Rie-
mann tensor and its derivatives follows again from the “Thomas replacement argument”, see
e.g. [78] and the next subsection. Thus, at zero ghost number, the local and covariant function-
als in the kernel of s are precisely the local gauge invariant observables of Yang-Mills theory
3The Peierls bracket may also be defined for certain non-local functionals. The consideration of such function-
als is necessary in order to contain a set of functionals that is stable under the bracket.
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modulo an element in the image of s, so the equivalence classes of the kernel of s modulo the
image of s at zero ghost number,
{class. gauge. inv. fields}= Kernels
Images
(at zero ghost number), (48)
are in one-to-one correspondence with the gauge invariant observables. Furthermore, by (46),
the brackets are well-defined on the cohomology classes, and the Yang-Mills equations of mo-
tion hold modulo s. Thus, the theory whose observables are defined by the equivalence classes
of s (at zero ghost number), and whose bracket is defined by the Peierls bracket may be viewed
as a definition of classical Yang-Mills theory.
The BRST-transformation s plays a crucial role also in the perturbative quantum field theory
associated with Yang-Mills theory, where its role is among other things to derive certain con-
sistency conditions on the terms in the renormalized perturbation series. We therefore discuss
some of the relevant facts about the BRST-transformation in some more detail. Since s2 = 0,
the BRST transformation defines a “differential”, or, more precisely, a differential complex
s : P0 → P1 → ·· · → PN → . . . (49)
where a subscript denotes the grading of the functionals in P by the ghost number, defined by
the ghost number operator Ng counting the ghost number of an element in P by the formula
Ng = ∑∇kCI
∂
∂(∇kCI)
−∇kC¯I ∂
∂(∇kC¯I)
. (50)
Thus, P is doubly graded space, by the form degree and ghost number, and we write P
q
p for
the subspace of elements with form degree q and ghost number p. We define the cohomology
ring H p(s,Pq) to be the set of all local covariant q-form functionals O of ghost number p, and
sO = 0, modulo the set of a q-form functionals O = sO ′ with ghost number p, i.e.,
H p(s,Pq(M)) =
{Kernels : Pqp → Pqp+1}
{Images : Pqp−1 → Pqp}
. (51)
The above lemma may be viewed as the determination of the space Hq(s,Pp) for all q, p. We
will also encounter another cohomology ring, consisting of all s-closed local covariant function-
als modulo exact local covariant functionals. To describe this ring more precisely, it is useful
to know the following result, sometimes called “algebraic Poincare Lemma”, or “fundamental
Lemma of the calculus of variations”:
Lemma 2. (Algebraic Poincare lemma) Let α = α[Φ,Ψ] be a p-form on an n-dimensional
manifold M, which is locally and covariantly constructed out of a number of dynamical fields
Φ, and background fields Ψ. Assume that dα[Φ,Ψ] = 0 for all Ψ, and that each Ψ is pathwise
connected to a reference Ψ0 for which α[Φ,Ψ0] = 0. Then α = dβ for some β = β[Φ,Ψ] which
is locally constructed out of the fields.
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Φ‡ A‡I C
‡
I C¯
‡
I B
‡
I
Dimension 3 4 2 2
Ghost Number −1 −2 0 −1
Form Degree 3 4 4 4
Grassmann Parity 1 0 0 1
Star Parity + − − +
The proof is given for convenience in the next subsection. Consider now a Oq ∈ Pq such that
sOq = dOq−1, i.e., Oq is s-closed modulo d. Then, by s2 = 0 and ds+ sd = 0, the form sOq−1 is
d-closed, and hence d-exact by the fundamental lemma, so sOq−1 = dOq−2. We can now repeat
this procedure until we have reached the forms of degree 0, thereby arriving at what is called a
“decent-equation”, or a “ladder”:
sOq = dOq−1 (52)
sOq−1 = dOq−2 (53)
. . . (54)
sO1 = dO0 (55)
sO0 = 0 . (56)
Note that, within each ladder, the form degree plus the ghost number is constant. We denote the
space of Oq that are s-closed modulo d at ghost number p, factored by elements that are s-exact
modulo d by H p(s|d,Pq) ≡ H p(s,Hq(d,P)). In practice, ladders can be used to determine the
cohomology of s modulo d.
For the purpose of perturbative quantum field theory, it will be convenient to consider yet
another cohomology ring related to s that incorporates also the equations of motion. Let us
add to the theory a further set of background fields (“BRST sources,” or “anti-fields” [6]) Φ‡ =
(A‡I ,C
‡
I ,C¯
‡
I ,B
‡
I ) corresponding to the dynamical fields Φ = (A
I,CI,C¯I,BI): Consider now the
action
S[Φ,Φ‡] = Sym+Sg f +Sgh+Ssc, Ssc =−
∫
M
sΦi∧Φ‡i (57)
The new action is still BRST-closed, sS= 0, because it is given by the sum of Stot and a BRST-
exact term, and it satisfies in addition (S,S) = 0, where the “anti-bracket” ( . , .) is defined by
the equation [6]
(F1,F2) =
∫
M
[
δRF1
δΦi(x)
∧ δLF2
δΦ‡i(x)
− δRF1
δΦ‡i(x)
∧ δLF2
δΦi(x)
]
. (58)
The local anti-bracket satisfies the graded Jacobi-identity
(−1)ε3ε1((F1,F2),F3)+(−1)ε2ε1((F2,F3),F1)+(−1)ε3ε2((F3,F1),F2) = 0 (59)
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and as a consequence (F,(F,F)) = 0 for any F . The differential incorporating the equations of
motion is defined by
sˆF = (S,F) . (60)
It satisfies sˆ2 = 0 as a consequence of (S,S) = 0 and the Jacobi identity, as well as, sˆd+dsˆ= 0.
It differs from the BRST-differential s by the “Koszul-Tate-differential” σ
sˆ= s+σ , (61)
where it can be checked explicitly that −σ2 = σs+ sσ. It acts on the fields by
σΦi = 0, σΦ
‡i =
δRS
δΦi
. (62)
Thus, acting with σ on a monomial in P containing an anti-field automatically gives an expres-
sion containing a factor of the equations of motion, i.e., an on-shell quantity. This will be useful
in the context of perturbative quantum field theory in order to keep track of such terms. Starting
from the differential sˆ, one can again define cohomology rings H p(sˆ,Pq) and H p(sˆ|d,Pq). The
ring H0(sˆ,Pq) is still described by Lemma 2, because one can prove in general that H p(s,Pq)
andH p(sˆ,Pq) are isomorphic, see e.g. [5]. The relative cohomology ringsH p(sˆ|d,Pq) appear in
the analysis of gauge invariance in quantum Yang-Mills theory. They are also known, but they
depend somewhat upon the choice of the gauge group G. They are described by the following
theorem, see e.g. [5]:
Theorem 1. Let the Lie-groupG be a simple or semi-simple compact Lie group with no abelian
factors, and let n= dim(M). Then each class inH(sˆ|d,Pn) is a linear combination of expressions
O of the form (47), and representatives O ′ of the form
O ′ = n-form part of ∏
k
rtk(R,∇R, . . . ,∇
nkR)∏
i
qri(C+A,F)∏
j
fs j(F) , (63)
where qri(A+C,F) are the Chern-Simons forms,
qr(A+C,F) =
∫ 1
0
Tr
(
(C+A)[tF+λt(t−1)(C+A)2]m(r)−1
)
dt . (64)
where fs are strictly gauge-invariant monomials of F containing only the curvature, F , but not
its derivatives. The numbers m(r) are the degrees of the independent Casimir elements of G,
and the trace is in some representation. The rt are taken to be a basis of closed forms drt = 0
that are analytic functions of the metric and the covariant derivatives of the Riemann tensor. For
p< n, a basis of H(sˆ|d,Pp) is given by the O ′ at form degree p, together with all elements O of
the form (47), for any Lie-group H =U(1)l×G, with G a semi-simple compact Lie group.
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Remarks: 1) The statement of the theorem given in [5] only asserts that the rt are closed
forms on M. To obtain that the rt in fact have to be analytic functions of R,∇R,∇
2R, . . . , one
has to use that, as we are assuming, the elements in Pq are locally and covariantly constructed
out of the metric in the sense described above, with an analytic dependence upon the spacetime
metric. It then follows from the “Thomas replacement argument” (see [78] and lemma 4 below)
that the rt have to be analytic functions of the curvature tensor and its derivatives. It furthermore
follows that the rt may be chosen to be characteristic classes
rt = Tr
(
R∧· · ·∧R), (65)
where Tr is the trace in a representation of the Lie-algebra of SO(n− 1,1), and where R =
TabR
ab
µνdx
µ ∧ dxν is the curvature 2-form of the metric, identified with a 2-form valued in the
Lie-algebra of SO(n−1,1) via a tetrad field eaµdxµ.
2) There are more elements inH(sˆ|d,Pn) when the groupG has abelian factors, see e.g. [62]
for a discussion. In pure Yang-Mills theory, abelian factors decouple and hence can be treated
separately.
In perturbation theory, we expand S as
S= S0+λS1+λ
2S2 , (66)
and we correspondingly expand the Lagrangian as
L0 =
1
2
dAI ∧∗dAI− idC¯I ∧∗dCI+BI(id ∗AI+ 1
2
∗BI)+ s0AI ∧A‡I
+BI ∧C¯‡I , (67)
L1 =
1
2
fIJK ∗dAI ∧AJ ∧AK + fIJKC¯I ∧AJ ∧∗dCK
+s1AI ∧A‡I + s1CI ∧C‡I + s1C¯I ∧C¯‡I (68)
L2 =
1
4
f IJK fILMA
J ∧AK ∗(AL∧AM) (69)
in our choice of gauge (45). We correspondingly have an expansion of the Slavnov Taylor
differential as sˆ = sˆ0+ λsˆ1+ λ
2sˆ2, and similarly of the Koszul Tate differential as σ = σ0+
λσ1 + λ
2σ2. The zeroth order parts of these expansions still define differentials. The free
Slavnov Taylor differential sˆ0O = (S0,O), decomposed as
sˆ0 = s0+σ0 (70)
will play an important role in perturbative quantum field theory. Its action is given explicitly by
sˆ0A
I = dCI, sˆ0C
I = 0, sˆ0C¯
I = BI, sˆ0B
I = 0 (71)
on the fields, where it coincides with that of s0. Its action on the anti-fields is given by
sˆ0A
‡
I =
δS0
δAI
, sˆ0C
‡
I =
δS0
δCI
, sˆ0C¯
‡
I =
δS0
δC¯I
, sˆ0B
‡
I =
δS0
δBI
(72)
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where it coincides with that of σ0. The actions of s0 and σ0 are summarized in the following
table:
Field s0 σ0
AI dCI 0
BI 0 0
CI 0 0
C¯I BI 0
A
‡
I 0 −d ∗dAI− i∗dBI
B
‡
I 0 BI− id ∗AI+C¯‡I
C
‡
I 0 id ∗dC¯I−dA‡I
C¯
‡
I 0 id ∗dCI
In perturbation theory, if F = F0+λF1+λ
2F2+ . . . , equations like sF = 0 are understood in the
perturbative sense, as the hierarchy of identities obtained by expanding the terms out in λ. This
makes no difference with regard to the above two cohomological lemmas, which now also have
to be interpreted in the sense of formal power series (in fact, the proof of those lemmas is in
some sense perturbative). We finally mention a few identities satisfied by the BRST-current J
defined above that we will need later. First, from the expression for the differential of the BRST
current, we have
dJ(x) = ∑
i
(S,Φi(x))(Φ
‡i(x),S) . (73)
Applying the differential ŝ = (S, .) and using the Jacobi identity for the anti-bracket as well as
(S,S) = 0, we get
dsˆJ= 0 , (74)
so by lemma 3, we have the identity
sˆJ= dK , (75)
for the (n−2)-form K. The free BRST-current and its non-zero perturbations J0,J1,J2, ... are
given by
J0 = ∗dAI ∧dCI− iBI ∗dCI = sˆ0(dAI ∧AI− iC¯I ∧∗dCI) , (76)
J1 = i fIJK[C
JAK ∧∗dAI+ i
2
∗dC¯ICJCK+ iBICJ ∗AK− 1
2
CJCKA‡I +
1
2
dCI ∧∗(AJ ∧AK)] ,
J2 = f
I
JK fILM ∗ (AJ ∧AK)∧ALCM
and the non-zero K0,K1,K2, ... are given by
K1 =
−i
2
fIJKdA
ICJCK (77)
K2 = fIJK f
I
MNA
J ∧AKCMCN . (78)
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The forms L,J,K are in fact the elements of a ladder,
sˆL= dJ , sˆJ= dK , sˆK= ... , (79)
in the space H0(sˆ|d,P4). To show the first relation sˆL = dJ, we collectively denote by ψ =
(Φ,Φ‡) the fields and anti-fields, and we recall that J[ψ] = θ[ψ,sΦ], where θ was defined in
eq. (15). Also, sˆ= s+σ, so
sˆL[ψ] = σL[ψ]+
δS[ψ]
δΦ
∧ sΦ+dθ[ψ,sΦ] = σL[ψ]+σΦ‡∧ sΦ+dθ[ψ,sΦ] = dθ[ψ,sΦ] , (80)
using in the last line that σL = −δS/δΦ∧ sΦ. The equation we have just derived may be
expanded in powers of λ, leading for instance to the relations
sˆ0L0 = dJ0 , (81)
sˆ0L1+ sˆ1L0 = dJ1 , (82)
sˆ0L2+ sˆ1L1+ sˆ2L0 = dJ2 , (83)
and
sˆ0J0 = dK0 , (84)
sˆ1J0+ sˆ0J1 = dK1 , (85)
sˆ2J0+ sˆ1J1+ sˆ0J2 = dK2 . (86)
2.3 Proof of the Algebraic Poincare Lemma, and the Thomas Replace-
ment Theorem
Lemma 3. (Algebraic Poincare Lemma) Let α = α[Φ,Ψ] be a p-form on an n-dimensional
manifold M, which is locally and covariantly constructed out of a number of dynamical fields
Φ, and background fields Ψ. Assume that dα[Φ,Ψ] = 0 for all Ψ, and that each Ψ is pathwise
connected to a reference Ψ0 for which α[Φ,Ψ0] = 0. Then α = dβ for some β = β[Φ,Ψ] which
is locally constructed out of the fields.
The algebraic Poincare lemma has been rediscovered many times, and different proofs exist
in the literature. Here we follow the proof given in [113], for other accounts see e.g. [5].
Proof: One first considers the case when α[Φ,Ψ] is linear in Ψ, i.e., of the form
αµ1...µp =
k
∑
i=0
Aiµ1...µp
ν1...νi(Φ)∇(ν1 · · ·∇νi)Ψ , (87)
where wemay assume that Ai is totally symmetric in the upper indices, and totally anti-symmetric
in the lower indices. The condition that dα = 0 implies the condition
Ak[µ1...µp
ν1...νkδγ]
δ∇(δ∇ν1 . . .∇νk)Ψ = 0 . (88)
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At each x ∈M, ∇(ν1 . . .∇νk)Ψ|x can be chosen to be an arbitrary totally symmetric tensor, so we
must have
Ak[µ1...µp
(ν1...νkδγ]
δ) = 0 . (89)
Contracting over δ,γ and using the symmetries of Ak, one finds[ n
(k+1)(p+1)
+
k
(k+1)(p+1)
− p
(k+1)(p+1)
]
Akµ1...µp
ν1...νk − (90)
− kp
(k+1)(p+1)
Akγ[µ2...µp
γ(ν2...νkδµ1]
ν1) = 0
and therefore that
Akµ1...µp
ν1...νk =
kp
(k+1)(p+1)
Akγ[µ2...µp
γ(ν2...νkδµ1]
ν1) . (91)
For k= 0, this condition simply reduces to A0 = 0 and hence α = 0, thus proving that the lemma
is trivially fulfilled when k= 0 and when α depends linearly on Ψ. For k> 0, one may proceed
inductively. Thus, assume that the statement has been shown for all k ≤ m−1. Define
τµ2...µm =
mp
(m+1)(p+1)
Amγ[µ2...µp]
γν2...νm∇(ν2 · · ·∇νm)Ψ , (92)
and let
α′ = α−dτ . (93)
Then α′ is still closed and locally constructed from Φ,Ψ, linear in Ψ, but by (197), it only
contains terms with a maximum number m−1 of derivatives on Φ. For such α′, we inductively
know that α′ = dγ for a locally constructed γ. Thus, α = d(γ+τ), thereby closing the induction
loop. Thus, we have proved the lemma when α depends linearly upon Ψ.
Consider now the case when α[Φ,Ψ] is non-linear in Ψ. Let τ 7→ Ψτ be a smooth path in
field space with Ψ0 = Ψ. Putting
d
dτΨ|τ=0 = δΨ, we have
d
{ d
dτ
α[Φ,Ψτ]
∣∣
τ=0
}
= d
{ k
∑
i=1
∂α[Φ,Ψ]
∂(∇(µ1 . . .∇µi)Ψ)
∇(µ1 . . .∇µi)δΨ
}
= 0 . (94)
Since this must hold for all paths, the identity holds for all Φ,Ψ,δΨ. Thus, since this expression
is linear in δΨ and must hold for all δΨ, we can find a γ such that
d
dτ
α[Φ,Ψτ]
∣∣∣∣
τ=0
= dγ[Φ,Ψ,δΨ] . (95)
where γ is constructed locally out of the fields. Thus, for any path in field space, we have
α[Φ,Ψτ] = α[Φ,Ψ0]+d
{∫ τ
0
γ
[
Φ,Ψt ,
d
dt
Ψt
]
dt
}
. (96)
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Consequently, for any field configuration Ψ that can be reached by a differentiable path from a
reference configuration Ψ0 for which α(Φ,Ψ0), we can write α(Φ,Ψ) = dβ(Φ,Ψ).
We next give the precise statement and proof of the Thomas replacement theorem in the
case that we have a background gauge field, a metric background field, other non-specified
background fields and some dynamical fields. Thus, we consider spacetime manifolds (M,g),
and G principal fibre bundles B→M overM with an arbitrary but fixed structure group G. On
B, we consider gauge connections ∇¯ which in applications would be the “background gauge
connection”. As above, if we have any section k in (T ∗M)⊗m⊗ (TM)⊗n times B×GV , where
V is a vector space with an action of G, then we let ∇ act on the "tensor part" of k by the
Levi-Civita connection ∇ of g, and on the "fibre bundle part" by ∇¯. We denote by j
p
x (g, ∇¯,Φ)
the p-jet of the metric, the gauge connection some other fields Φ which are sections in suitable
associated bundles B×GV .
We would like to investigate the possible dependence of functionals of these fields on some
other, perhaps, implicit background structure. In this section, we mean by this e.g. an implicitly
chosen, fixed choice of coordinates (i.e. a set of suitably independent functions xµ on M) or an
implicitly chosen gauge (i.e. a global section s of B). We denote by Ψ = (xµ,s) this perhaps
implicitly used information. Unlike in the rest of this paper Ψ does not stand for anti-fields etc.
The functionals we consider are thus of the type
O(x) = O[ jpx (g, ∇¯,Ψ,Φ)] . (97)
Let ψ : B→ B be a bundle morphism, i.e., a diffeomorphism of B which is compatible with
the G-action on B in the sense that γψ(y) = ψ(γy), where γ ∈ G. Let ψ∗g,ψ∗∇¯,ψ∗Φ be the
pulled-back/gauge transformed metric/connection/fields. We say that O depends locally and
covariantly upon the metric, connection, and fields if we have
ψ∗O[ jp(g, ∇¯,Ψ,Φ)] = O[ jp(ψ∗g,ψ∗∇¯,ψ∗Φ,Ψ)] , (98)
where we note that ψ∗ does not act on the background structure Ψ on the right side. This
equation is to hold for all g,∇,Φ, and some choice of the background structure Ψ = (xµ,s).
If the bundle is trivial, B =M×G, then the above condition can be stated somewhat more
explicitly as follows. We may identify the p-jet of the background structure Ψ with a collection
of tensor fields on M, which we again denote by Ψ for simplicity. Let us introduce an arbitrary
background derivative operator ∂ (e.g. a coordinate derivative operator if a global coordinate
system exists, as the notation suggests), and consider first the case when ψ is a "pure diffeomor-
phism", i.e., ψ = f × idG, with f a diffeomorphism of M. Let us decompose ∇¯ as ∇¯ = d+ A¯,
with A¯ a Lie-algebra valued 1-form onM. Then the above condition can be written as
f ∗O[g, . . . ,∂pg, A¯, . . . ,∂pA¯,Φ, . . . ,∂pΦ,Ψ]
= O[ f ∗g, . . . ,∂p f ∗g, f ∗A¯, . . . ,∂p f ∗A¯, f ∗Φ, . . . ,∂p f ∗Φ,Ψ] , (99)
where as usual we denote by ∂k = dxµ1⊗·· ·⊗dxµk∂(µ1 . . .∂µk) the symmetrized k-fold derivative.
Note that, in the above expression, f ∗ does not act on any of the background fields Ψ, nor on ∂.
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Secondly, let ψ be a "pure gauge transformation", i.e., a transformation of the form ψ= idM×γ,
where γ :M→G is a local gauge transformation. Let A¯γ = γ−1A¯γ+ γ−1dγ, and let Φγ = R(γ)Φ,
where R is some finite dimensional representation of G (so that Φ is a section of B×GV , with
V the representation space of R). Then the above condition (98) becomes
O[g, . . . ,∂pg, A¯, . . . ,∂pA¯,Φ, . . . ,∂pΦ,Ψ] = O[g, . . . ,∂pg, A¯γ, . . . ,∂pA¯γ,Φγ, . . . ,∂pΦγ,Ψ] . (100)
Lemma 4. (Thomas Replacement Theorem) If O is a functional satisfying eq. (98) [or equiva-
lently eqs. (99) and (100) when B=M×G], then it can be written as
O(x) = O[g(x),R(x), . . . ,∇p−2R(x), f¯ (x), . . . , ∇¯p−2 f¯ (x),Φ, . . . , ∇¯pΦ] , (101)
where f¯ is the curvature of ∇¯=∇+A¯, ∇ is the Levi-Civita connection of g and R is the Riemann
tensor of g. In particular, there cannot be any dependence upon the background fields Ψ.
Remark: In the following sections, we will use this result with ∇¯ equal to the standard flat
connection on the trivial bundleM×G, so in this case f¯ = 0. The general case is relevant if we
want to generalize our constructions to arbitrary background gauge fields, as recently done by
[110].
Proof: The proof follows [78], with a slight generalization due to the presence of gauge fields
(A¯) that were not considered in that reference. For simplicity, we assume that the fields Φ
are absent; the general case is dealt with in a very similar manner. We first consider the case
B=M×G. Then our covariance condition implies the conditions
£ξO =
p
∑
k=0
∂O
∂(∂kg)
∂k£ξg+
p
∑
k=0
∂O
∂(∂kA¯)
∂k£ξA¯ (102)
for any vector field ξ onM, and
0=
p
∑
k=0
∂O
∂(∂kA¯)
∂k∇¯h (103)
for any Lie-algebra valued function h on M. We first analyze the first of these conditions,
following [78]. First, we rewrite all ∂-derivatives of A in terms of ∇-derivatives (where ∇ is the
Levi-Civita connection of g and not ∇¯ = ∇+ A¯), plus additional terms involving ∂-derivatives
of g. Thus, we write
O(x) = O[g(x), . . . ,∂pg(x), A¯(x), . . . ,∇pA¯(x),Ψ(x)] . (104)
Next, we eliminate ∂kg in favor ofC and its ∂-derivatives, whereC is the tensor field defined by
Cµνσ =−1
2
gµα(∂αgνσ−2∂(νgσ)α) . (105)
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We thereby obtain
O(x) = O[g(x),C(x), . . . ,∂p−1C(x), A¯(x), . . . ,∇pA¯(x),Ψ(x)] . (106)
Next, we observe that the symmetrized derivatives ofC can be rewritten as4
∂(α1 · · ·∂αl)Cµγδ = ∂(α1 · · ·∂αlCµγδ)
+
l+3
4(l+1)(l+2)∑i
∇(α1 · · ·∇̂αi · · ·∇αl (Rµγαiδ +Rµδαiγ)
+
3l+4
8(l+1)(l+2) ∑
i 6= j
(
∇(γ∇α1 · · ·∇̂αi∇̂α j · · ·∇αl)Rµαiδα j
+ ∇(δ∇α1 · · ·∇̂αi∇̂α j · · ·∇αl)Rµαiγα j
)
+ terms with less than l derivatives onC. (107)
By iterating this substitutions, we can achieve that all derivatives of Cµνσ in O only appear
in totally symmetrized form ∂(α1 . . .∂αlC
µ
νσ), at the expense of possibly having an additional
dependence upon the curvature tensor Rµαβγ of the metric and its covariant derivatives. In other
words, we may assume that O is given as
O = O
[
gµν,C
µ
νσ, . . . ,∂(α1 . . .∂αp−1C
µ
νσ),
Rµνσρ, . . . ,∇(α1 . . .∇αp−2)R
µ
νσρ, A¯µ, . . . ,∇(α1 . . .∇αp)A¯µ;Φ
]
. (108)
We now apply the condition (102) to this expression. We find
p−1
∑
k=0
∂O
∂(∂(α1 . . .∂αkC
µ
νσ))
£ξ∂(α1 . . .∂αkC
µ
νσ)+
∂O
∂Ψ
£ξΨ
=
p−1
∑
k=0
∂O
∂(∂(α1 . . .∂αkC
µ
νσ))
∂(α1 . . .∂αkδC
µ
νσ) (109)
where δCµνσ is the variation arising from the variation δgµ = £ξgµν = 2∇(µξν) under an in-
finitesimal diffeomorphism,
δCαβγ = g
αδ(∂(β∂γ)ξδ−Rδ(βγ)ρξρ)−2∂(αξδ)gδρCρβγ , (110)
with Rµνσρ the curvature of ∂ (if any). The terms in the above equation arising from an in-
finitesimal variation of gµν,Aµ,Rµνσρ and their ∇-derivatives cancel out. The key point about
the above equation is now that, on the left side, there appears no more than one derivative of ξµ,
while on the right side there can appear as many as p+1 symmetrized derivatives of ξµ. Since
4If ∂ has no curvature, as the notation suggests, then the symmetrization is superfluous.
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the symmetrized derivatives of ξµ can be chosen independently at each given point x in M, it
follows that a necessary condition for eq. (115) to hold is that
∂O
∂(∂(α1 . . .∂αkC
µ
νσ))
= 0 (111)
for k = 0, . . . , p−1. Thus, our expression for O must have the form
O = O
[
gµν,R
µ
νσρ, . . . ,∇(α1 . . .∇αp−2)R
µ
νσρ, A¯µ, . . . ,∇(α1 . . .∇αp)A¯µ;Ψ
]
. (112)
We also get the condition that ∂O/∂Ψ · £ξΨ = 0. If Ψ only consists of scalar fields, then it
follows immediately that O cannot have any dependence on Ψ. If Ψ contains tensor fields, then
we may reduce this to the situation of only scalar fields by picking a coordinate system, and by
treating the coordinate components of Ψ as scalars.
We finally use the condition to show that the A¯-dependence of O can only be through the
field strength tensor f¯ and its covariant derivatives ∇¯p f¯ . To show this, we rewrite
∇(α1 . . .∇αl)A¯µ = ∇(α1 . . .∇αl A¯µ)+
l
l+1
∇¯(α1 . . .∇¯αl−1 f¯αl)µ (113)
+ terms with no more than l−1 derivatives of A¯.
By repeatedly substituting this relation into O, we can rewrite it as
O = O
[
gµν, f¯µν, . . . , ∇¯(α1 . . .∇¯αp−1) f¯µν,
Rµνσρ, . . . ,∇(α1 . . .∇αp−2)R
µ
νσρ, A¯µ, . . . ,∇(α1 . . .∇αpA¯µ)
]
. (114)
We now substitute this into the (infinitesimal version) of our condition (2.3), to get
0 =
p
∑
k=0
∂O
∂(∇(α1 . . .∇αk A¯µ))
∇(α1 . . .∇αk∇¯µ)h
+
p−2
∑
k=0
∂O
∂(∇¯(α1 . . .∇¯αk) f¯µν)
[h, ∇¯(α1 . . .∇¯αk) f¯µν] , (115)
for all Lie-algebra valued functions h. Note that, in the second sum, we have no derivatives of h,
while in the first sum we have at least one symmetrized derivative of h. Since the symmetrized
derivatives of h are independent at each point, the above equation can only hold if
∂O
∂(∇(α1 . . .∇αk A¯µ))
= 0 (116)
for all k. This proves the Thomas replacement theorem in the case when B=M×G. But, since
it is a local statement and any principal fibre bundle is locally trivial, it must in fact hold for any
principal fibre bundle.
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3 Quantized field theories on curved spacetime: Renormal-
ization
3.1 Definition of the free field algebra W0 for scalar field theory
Consider a classical scalar field φ described by the quadratic Lagrangian
L0 =
1
2
(dφ∧∗dφ−m2 ∗φ2) . (117)
The quantity m2 is a real parameter (we do not assume m2 ≥ 0). In this section, we explain
how to quantize such a theory in curved spacetime, and how to define Wick powers and time-
ordered products of φ at the quantum level. We assume only that (M,g) is globally hyperbolic
and we assume for the rest of the paper that the spacetime dimension is 4. We do not assume
that (M,g) has any symmetries. As discussed above, if (M,g) is globally hyperbolic, then the
Klein-Gordon equation has a well-posed initial value formulation and unique retarded and ad-
vanced propagators ∆R and ∆A. A fundamental object in the quantization of φ is the commutator
function,
∆ = ∆A−∆R (118)
which is antisymmetric, ∆(x,y) = −∆(y,x). We want to define a non-commutative product ⋆~
between classical field observables such that
φ(x)⋆~ φ(y)−φ(y)⋆~ φ(x) = i~∆(x,y)11 . (119)
This formula is motivated by the fact that, as ~→ 0, we would like the above commutator
divided by i~ to go to the classical Peierls bracket. The classical Peierls bracket for a linear
scalar field with Lagrangian L0, however, is given by {φ(x),φ(y)}P.B. = ∆(x,y), see e.g. [39].
To define the desired “deformation quantization”, we proceed as follows. We first consider
the free *-algebra generated by the expressions φ( f ), where f is any smooth compactly sup-
ported testfunction, to be thought of informally as the integral expressions
∫
φ(x) f (x)dx. We
now simply factor this free algebra by the relation (119). This defines the desired deformation
quantization algebraW00. Evidently, the construction ofW00 only depends upon the spacetime
(M,g) and its orientations, because these data uniquely determine the retarded and advanced
propagators.
The algebra W00 by itself is too small to serve as an arena for renormalized perturbation
theory. It does not, for example, even contain the Wick-powers of the free field, or other quan-
tized composite fields, which are a minimal input to even define interactions at the quantum
level. More generally, to do perturbation theory we need an algebra that also contains the time-
ordered products of composite fields, and these are, of course, not contained in W00 either.
Thus, our first task is to define an algebra that is sufficiently big to contain such quantities. The
key input in the construction of such an algebra is an arbitrary, but fixed 2-point function ω(x,y)
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onM×M of “Hadamard type” which serves to define a suitable completion ofW00. This is by
definition a distribution on M×M which is (a) a bisolution to the equations of motion, that is,
(−m2)xω(x,y) = (−m2)yω(x,y) = 0 , (120)
which (b) satisfies
ω(x,y)−ω(y,x) = i∆(x,y) (121)
and which (c) has a wave front set [74] of “Hadamard type” [95]
WF(ω) = {(x1,k1,x2,k2) ∈ T ∗M×T ∗M;
x1 and x2 can be joined by null-geodesic γ
k1 = γ˙(0) and k2 =−γ˙(1), and k1 ∈ V¯+} . (122)
The wave front set completely characterizes the singularity structure of ω, and its definition
and properties are recalled in appendix C. It can be shown that, on any globally hyperbolic
spacetime (M,g), there exist infinitely many distributions ω of Hadamard type [80, 50, 83].
Using ω, we now define the following set of generators ofW00, where u= f1⊗·· ·⊗ fn:
F(u) =
∫
M
· · ·
∫
M
f1(x1) · · · fn(xn) : φ(x1) · · ·φ(xn) :ω dx1 . . .dxn
=
dn
indτ1 . . .dτn
exp⋆~
(
i∑
j
τ jφ( f j)+
~
2
∑
i, j
τiτ jω( fi, f j)
)∣∣∣∣
τi=0
. (123)
The commutator property of ω implies that the quantities : φ(x1) . . .φ(xn) :ω are symmetric in
its arguments. In fact, these quantities are nothing but the “normal ordered field products” (with
respect to ω), but we note that we do not think of these objects as operators defined on a Hilbert
space as is usually done when introducing normal ordered expressions.
So far, we have done nothing but to introduce a new set of expressions inW00 that generate
this algebra. We can express the product between to elements F(u),F(v) of the form (123) as
F(u)⋆~F(v) = ∑
k
~
kF(u⊗k v) (124)
where u⊗k v is the k-times contracted tensor product of distributions u,v in n resp. m spacetime
variables. It is defined by
(u⊗k v)(x1, . . . ,xn+m−2k) =
n!m!
k!
∑
pi
∫
u(xpi(1), . . . ,y1, . . .)v(xpi(n−k+1), . . . ,yk+1, . . .)
k
∏
i=1
ω(yi,yk+i)dy1 . . .dy2k , (125)
where the sum is over all permutations of n+m− 2k elements. A somewhat more symbolic,
but more compact and suggestive way to write the product is
F(u)⋆~F(v) =: F(u)exp
(
~<D>
)
F(v) :ω (126)
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where <D> is the bi-differential operator defined by
<D> =
∫
δL
δφ(x)
ω(x,y)
δR
δφ(y)
dxdy . (127)
The superscripts on the functional derivatives indicate that the first derivative acts to the left
(as a left derivative in case we have a theory with anti-commuting fields), and the second one
to the right factor in a tensor product (as a right derivative). These functional derivatives are
to be understood to act on an expression like : φ(x1) . . .φ(xn) :ω a classical product of classical
fields in P(M). The point is now that the product can still be defined on a much larger class of
expressions. These expressions are of the form
F(u) =
∫
u(x1, . . . ,xn) : φ(x1) · · ·φ(xn) :ω dx1 . . .dxn (n≥ 1) , (128)
where u is now a distribution on Mn, rather than the product of n smooth functions on M as
above in eq. (123). To make the product well defined, we only need to impose a mild wave-
front set condition on the u [39]:
WF(u)∩
⋃
x∈M
[(V¯+x )
×n∪ (V¯−x )×n] = /0 , (129)
with V¯±x denoting the closure of the future/past lightcone at x. The reason for imposing this con-
dition is that it ensures, together with (122), that the distributional products in the contracted
tensor products that arise when carrying out the product F ⋆~G of two expressions of the type
(128) make sense. The point is that in such a product, there appear distributional products of
u,v,ω in the contracted tensor product of u,v, see eq. (125). Normally, the product of distri-
butions does not make sense, but due to our wave front set conditions on u,v,ω, the relevant
products exist due to the fact that vectors in the wave front set of ω,u,v can never add up to 0,
see appendix C for details. We define the desired enlarged algebra, W0, to be the algebra gen-
erated by (128), with the product ⋆~. It can be viewed in a certain sense as the closure ofW00,
because the distributions u in eq. (128) can be approximated, to arbitrarily good precision by
sums of smooth functions of the form f1⊗·· ·⊗ fn as in (123) (in the Hörmander topology [74]).
The algebraW0 will turn out to be big enough to serve as an arena for perturbation theory. For
example, it can be seen immediately that W0 contains normal ordered Wick-powers of φ(x):
Namely, since the wave-front set of the delta-distribution onMn is
WF(δ) = {(x,k1, . . . ,x,kn); x ∈M,ki ∈ T ∗x M,∑ki = 0} (130)
it follows that u(y,x1, . . . ,xn) = f (y)δ(y,x1, . . . ,xn) satisfies the wave front condition (129). The
corresponding generator F as in (128) may be viewed as the normal ordered Wick power
: φn(x) :ω, smeared with f (x).
As it stands, the Klein-Gordon equation is not implemented in the algebra (W0,⋆~). This
could easily be incorporated by factoringW0 by an appropriate ideal (i.e., a linear subspace that
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is stable under ⋆~-multiplication by any F ∈W0). The ideal for the field equation is simply the
linear space
J0 =
{
F =
∫
u(x1, . . . ,xn) : φ(x1) · · · δS0
δφ(xi)
· · ·φ(xn) :ω dx1 . . .dxn,
for some u of compact support, WF(u)∩
⋃
x∈M
[(V¯+x )
×n∪ (V¯−x )×n] = /0
}
(131)
of generators containing a factor of the wave equation. This space is stable under the adjoint
operation and ⋆~-products with any F ∈W0 by eq. (120) and so indeed an ideal. If we consider
the factor algebra
pr :W0 → F0 =W0/J0 , (132)
then within F0, the field equation (−m2)φ(x) = 0 holds. The factor algebra F0 is the algebra
of physical interest for free field theory. For physical applications, one is interested in represen-
tations of F0 as operators on a Hilbert space, H0, and in n-point functions of observables in F0
in physical states. However, in the context of perturbation theory, it will be much more useful
to work with the algebraW0 at intermediate stages.
To make physical predictions, one finally needs to represent the algebra of observables F0
as linear operators with a dense, invariant domain on a Hilbert space H0. A vector state |Ψ〉 in
H0 is said to be of Hadamard form if its n-point functions
GΨn (x1, . . . ,xn) = 〈Ψ|pi0(φ(x1)) . . .pi0(φ(xn))|Ψ〉 (133)
are of "Hadamard form". By this one means that the 2-point function has a wave front set
of Hadamard form (122), and that its truncated n-point functions5 are smooth for n 6= 2. A
Hadamard representation is a representation containing a dense, invariant domain of Hadamard
states. Hadamard representations may be constructed on any globally hyperbolic spacetime
as one may show using the deformation argument of [49, 83] (or the construction of [80], and
combining these with those of [67]). We describe the deformation construction below in sec. 4.2
in the context of gauge theories.
It is clear that, since W0(M,g) was obtained as the completion of the algebra W00(M,g),
alsoW0(M,g) depends locally and covariantly upon the metric. Because this fact will be of key
importance when we formulate the local and covariance condition of renormalized time-ordered
products, we now explain more formally what exactly we mean by this statement. Consider two
oriented and time-oriented spacetimes (M,g) and (M′,g′) and a map ψ : M → M′ which is
an orientation and causality preserving6 isometric embedding. Then there is a corresponding
5The truncated n-point functions of a hierarchy of n-point distributions {hn} are defined by the generating
functional hc(e
f
⊗) = logh(e
f
⊗), where h(e
f
⊗) = ∑n hn( f , f , . . . , f )/n!.
6An isometric embedding may be such that the intrinsic notion of causality is not the same as the notion of
causality inherited from the ambient space. Examples of this sort may be constructed by embedding suitable re-
gions of Minkowski spacetime into Minkowski space with periodic identifications in one or more spatial directions.
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isomorphism
αψ :W0(M,g)→W0(M′,g′) , (134)
which behaves naturally under composition of embeddings. This map is simply defined on
W00(M,g) by setting αψ(φM,g( f )) = φM′,g′(ψ∗ f ), where ψ∗ f (x′) = f (x) for x = ψ(x′). Since,
as explained above, W0(M,g) is essentially the closure of W00(M,g), we can define αψ on
W0(M,g) by continuity. The action of αψ on F of the form (123) may be calculated straight-
forwardly from the definition. However, we note that its form will depend on the choices ω and
ω′ for the Hadamard bidistributions on M respectively M′, and will look somewhat involved if
ω and ω′ are such that ψ∗ω′ 6= ω. These expressions are given in [64], but will not be needed
here.
3.2 Renormalized Wick products and their time-ordered products
In the previous section we have laid the groundwork for the construction of linear quantum field
theory in curved spacetime by giving the definition of an algebra W0(M,g) associated with a
free Lagrangian L0 that can be viewed as a deformation quantization of the algebra of classical
observables with the Peierls bracket. In this section we shall identify, within W0(M,g), the
various objects that have the interpretation of the various Wick powers in the theory, and their
time-ordered products. Those objects will be the quantities of prime interest in the perturbative
constructions in the subsequent sections. For simplicity, we first address the case when L0
describes a linear, hermitian scalar field φ, see eq. (117).
Actually, for reasons that we will explain below, it is convenient to adopt a unified viewpoint
on the Wick products and their time-ordered products. We define a time-ordered product with
n factors (where n≥ 1) to be a linear map
Tn : P
k1(M)⊗ . . .Pkn(M)→ D ′
(
Mn;∧k1T ∗M×·· ·×∧knT ∗M
)
⊗W0 , (135)
taking values in the distributions over Mn with target space W0. Thus, the linear map Tn takes
as arguments the tensor product of n local covariant classical forms O1, . . . ,On, and it gives
an expression Tn(O1(x1)⊗·· ·⊗On(xn)), which is itself a distribution in n spacetime variables
x1, . . . ,xn, with values in W0, i.e., Tn(O1(x1)⊗ ·· ·⊗On(xn)) is itself a map that needs to be
smeared with n-test forms f1(x1), . . . , fn(xn), where the i-th test form is an element in the set
of compactly supported smooth forms fi ∈ Ω4−ki0 (M) over M. The set D ′(Mn;∧k1T ∗M×·· ·×
∧knT ∗M) denotes the dual space (in the standard distribution topology [74]) of the space of
forms Ω4−k10 (M)×·· ·×Ω4−kn0 (M).
The time-ordered products Tn are characterized abstractly by certain properties which we
will list. We define the Wick powers of a field to be the time-ordered products with 1 factor,
i.e., n= 1. We will formulate the properties of the time-ordered products in the form of axioms
in this section, but we will see in the following section that one can turn these properties into
a concrete constructive algorithm for these quantities. In fact, as we will see, the properties
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that we wish the time-ordered products to have do not uniquely characterize them, but leave a
certain ambiguity. This ambiguity corresponds precisely to the renormalization ambiguity in
other approaches in flat spacetime, with the addition of couplings to curvature. However, we
note that our time-ordered products are rigorously defined, by contrast to the corresponding
quantities in other approaches to renormalization in flat spacetime, where they are a priori only
formal (i.e., infinite) objects.
T1 Locality and covariance The time ordered products are locally and covariantly con-
structed in terms of the metric. This means that, if ψ : M → M′ is a causality preserving iso-
metric embedding between two spacetimes preserving the causal structure, and αψ denotes the
corresponding homomorphismW0(M,g)→W0(M′,g′), see eq. (134), then we have
αψ ◦Tn = T ′n ◦
n⊗
ψ∗ (136)
where Tn denotes the time-ordered product on (M,g), while T
′
n denotes the time-ordered product
on (M′,g′). The mapping ψ∗ : P(M)→ P(M′) is the natural push-forward map. Thus, the local
and covariance condition imposes a relation between the construction of time-ordered products
on locally isometric spacetimes.Written more explicitly (in the case of scalar operators), the
local covariance condition is
αψ
[
Tn(φ
k1(x1)⊗ . . .φkn(xn))
]
= T ′n(φ
k1(x′1)⊗ . . .φkn(x′n)) ψ(xi) = x′i . (137)
In particular, if n= 1, then the Wick products T1(O(x)) are local covariant fields in one variable.
As we will see more clearly in the next subsection, the requirement of locality and covariance
is a non-trivial renormalization condition already in the case of 1 factor.
It is instructive to consider the local covariance requirement for the special case where
M =M′ is Minkowksi spacetime, with g= g′ the Minkowski metric−dt2+dx2+dy2+dz2. In
that case, the causality and orientation preserving isometric embeddings are just the proper, or-
thochronous Poincare transformations ψ = (Λ,a) ∈ P↑+, while the map αψ may be implemented
by Ad(U0(Λ,a)) in the vacuum Hilbert space representation pi0 of the algebra W0 (we need
to assume m2 ≥ 0 to have that representation), with U0(Λ,a) the unitary representative of the
proper orthochronous Poincare transformation (Λ,a) on the Hilbert space of the representation
pi0. The local covariance condition (137) reduces in that case to
Ad[U0(Λ,a)]pi0
(
Tn
(
φk1(x1)⊗ . . .φkn(xn)
))
= pi0
(
Tn
(
φk1(Λx1−a)⊗ . . .φkn(Λxn−a)
))
(138)
which is the standard transformation law for the time ordered product (and in fact any relativistic
field) in Minkowski spacetime.
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T2 Scaling. We would like the time-ordered products to satisfy a certain scaling relation. For
distributions u(x),x∈Rn on flat space, it is natural to consider the scaled distribution u(µx),µ∈
R+. Such a distribution is then said to scale homogeneously with degree D if u(µx) = µ
Du(x),
in the sense of distributions, which is equivalent to the differential relation(
µ
∂
∂µ
−D
)
u(µx) = 0 . (139)
More generally, it is said to scale “polyhomogeneously” or “homogeneously up to logarithms”
if instead only (
µ
∂
∂µ
−D
)N
u(µx) =
∂N
∂(logµ)N
[
µDu(µx)
]
= 0 . (140)
holds for some N ≥ 2, which gives the highest power +1 of the logarithmic corrections.
For the quantities in the quantum field theory associated with the LagrangianL0 on a generic
curved spacetime without dilation symmetry, we do not expect a simple scaling behavior under
rescalings in an arbitrarily chosen coordinate system. However, we know that the Lagrangian
L0 has an invariance under a rescaling
g 7→ µ2g, m2 7→ µ−2m2, φ 7→ µ−1φ . (141)
It is therefore natural to expect that the time-ordered products can be constructed so as to have
a simple scaling behavior under such a rescaling. However, due to quantum effects, one can-
not expect an exactly homogeneous scaling, but only a homogeneous scaling behavior that is
modified by logarithms. To describe this behavior, we must first take into account that the
time-ordered products associated with the spacetime metric g live in a different algebra than
the time-ordered products associated with µ2g, so we must first identify these algebras. This is
achieved by the linear map σµ : φ 7→ µφ, which may be checked to define an isomorphism be-
tween W0(M,g,m
2) and W0(M,µ
2g,µ−2m2). The desired polyhomogeneous scaling behavior
is then formulated as follows. Let
Tn[µ] = σ
−1
µ ◦Tn ◦
n⊗
exp(lnµ ·Nd) (142)
where Nd is the dimension counter, defined as Nd :=Nc+N f +Nr, where Nc,N f ,Nr :P(M)→
P(M) are the number counting operators for the coupling constants, fields, and curvature terms,
defined for Klein-Gordon theory in 4 spacetime dimensions by
N f := ∑
k
(1+ k)(∇kφ)
∂
∂(∇kφ)
, (143)
Nc := 2m
2 ∂
∂m2
, (144)
Nr := ∑
k
(k+2)(∇kR)
∂
∂(∇kR)
. (145)
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For example
Tn[µ](φ
k1(x1)⊗·· ·⊗φkn(xn)) = µk1+···+knσ−1µ Tn(φk1(x1)⊗·· ·⊗φkn(xn)) . (146)
Because we have put the identification map rµ on the right side, Tn[µ] defines a new time ordered
product in the algebra associated with the unscaled metric, g, and coupling constants. In the
absence of scaling anomalies, this would be equal to the original Tn for all µ ∈ R+. As we
have said, it is not possible to achieve this exactly homogeneous scaling behavior, so we only
postulate the polyhomogeneous scaling behavior
∂N
∂(logµ)N
Tn[µ] = 0. (147)
T3Microlocal Spectrum condition. Consider a time ordered product Tn(O1(x1)⊗·· ·⊗On(xn))
as anW0 valued distribution on M
n. Then we require that
WF(Tn)⊂CT (M,g), (148)
where the setCT (M,g)⊂ T ∗Mn\0 is described as follows (we use the graph theoretical notation
introduced in [17, 18]): Let G(p) be a “decorated embedded graph” in (M,g). By this we mean
an embedded graph ⊂ M whose vertices are points x1, . . . ,xn ∈ M and whose edges, e, are
oriented null-geodesic curves. Each such null geodesic is equipped with a coparallel, cotangent
covectorfield pe. If e is an edge in G(p) connecting the points xi and x j with i< j, then s(e) = i
is its source and t(e)= j its target. It is required that pe is future/past directed if xs(e) /∈ J±(xt(e)).
With this notation, we define
CT (M,g) =
{
(x1,k1; . . . ;xn,kn) ∈ T ∗Mn \0 | ∃ decorated graph G(p) with vertices
x1, . . . ,xn such that ki = ∑
e:s(e)=i
pe− ∑
e:t(e)=i
pe ∀i
}
. (149)
T4 Smoothness. The functional dependence of the time ordered products on the spacetime
metric, g, is such that if the metric is varied smoothly, then the time ordered products vary
smoothly, in the sense described in [64].
T5 Analyticity. Similarly, we require that, for an analytic family of analytic metrics (depend-
ing analytically upon a set of parameters), the expectation value of the time-ordered products in
an analytic family of states7 varies analytically in the same sense as in T4.
7As explained in remark (2) on P. 311 of [64], it suffices to consider a suitable analytic family of linear func-
tionals onW0 that do not necessarily satisfy the positivity condition required for states.
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T6 Symmetry. The time ordered products are symmetric under a permutation of the factors,
Tn(O1(x1)⊗·· ·⊗On(xn)) = Tn(Opi1(xpi1)⊗·· ·⊗Opin(xpin)) (150)
for any permutation pi.
T7 Unitarity. Let T¯n(⊗iOi(xi)) = [Tn(⊗iOi(xi)∗)]∗ be the “anti-time-ordered” product. Then
we require
T¯n
( n⊗
i=1
Oi(xi)
)
= ∑
I1⊔···⊔I j=n
(−1)n+ jT|I1|
(⊗
i∈I1
Oi(xi)
)
⋆~ . . . ⋆~ T|I j|
(⊗
j∈I j
O j(x j)
)
, (151)
where the sum runs over all partitions of the set {1, . . . ,n} into pairwise disjoint subsets I1, . . . , I j.
T8 Causal Factorization. The “product” Tn is time ordered in the sense that the following
causal factorization property is to be satisfied. Let {x1, . . . ,xi}∩ J−({xi+1, . . . ,xn}) = /0. Then
we have
Tn(O1(x1)⊗·· ·⊗On(xn))
= Ti(O1(x1)⊗·· ·⊗Oi(xi))⋆~ Tn−i(Oi+1(xi+1)⊗·· ·⊗On(xn)) . (152)
For the case of 2 factors, this means
T2(O1(x1)⊗O2(x2)) =
{
T1(O1(x1))⋆~ T1(O2(x2)) when x1 /∈ J−(x2);
T1(O2(x2))⋆~ T1(O1(x1)) when x2 /∈ J−(x1).
(153)
T9 Commutator. The commutator of a time-ordered product with a free field is given by
lower order time-ordered products times suitable commutator functions, namely[
Tn
( n⊗
i
Oi(xi)
)
,φ(x)
]
⋆~
= i~
n
∑
k=1
Tn
(
O1(x1)⊗·· ·
∫
∆(x,y)
δOk(xk)
δφ(y)
⊗ . . .On(xn)
)
, (154)
where ∆ is the causal propagator.
T10 Field equation. The free field equation δS0/δφ holds in the sense that
Tn+1
( δS0
δφ(x)
⊗
n⊗
i
Oi(xi)
)
= ∑
i
Tn
(
O1(x1)⊗·· · δOi(xi)
δφ(x)
⊗·· ·On(xn)
)
mod J0. (155)
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T11 Action Ward identity If dk = dx
µ
k ∧ ∂∂xµ
k
is the exterior differential acting on the k-th
spacetime variable, then we have
Tn(O1(x1) · · ·⊗dkO(xk) · · ·⊗On(xn)) = dkTn(O1(x1)⊗·· ·⊗O(xn)) . (156)
Thus, derivatives can be freely pulled inside the time-ordered products.
Condition T11 can be stated as saying that Tn may alternatively be viewed as a linear map
Tn :A
⊗n→W0 for each n, where A is the space of all local action functionals, i.e., all expressions
of the form F =
∫
O ∧ f , where f ∈ Ωp0(M) is any p-form of compact support, and where O ∈
P4−p. To explain how this comes about, consider the integrated field polynomial F =
∫
f ∧dO.
It may equivalently be written as−∫ (d f )∧O, so the time ordered product should give the same
result for either choice. T11 means that the time ordered products
∫
f (xi)Tn(· · ·⊗diO(xi)⊗ . . .)
and −∫ di f (xi)Tn(· · ·⊗O(xi)⊗ . . .) are equal, where the exterior derivative di = dxµi ∧ ∂/∂xµi
acts on the i-th spacetime argument. This means that Tn may be viewed as a functional taking
as arguments the integrated functionals (or "actions") in A, because it does not matter how F is
represented. This is the origin of the name “action Ward identity” for T11. The action Ward
identity also means that we may apply the Leibniz rule for derivative of quantum Wick powers,
i.e., time ordered products with one factor, which is why the same condition was called “Leibniz
rule” in [68].
3.3 Inductive construction of time-ordered products
In the previous subsection, we have given a list of properties of the local Wick powers and their
time-ordered products. We now present an algorithm showing how these can be constructed,
and thus in particular demonstrating that axioms T1 through T11 are not empty. We shall reduce
the problem to successively simpler problems by a series of reduction steps. These steps are as
follows:
1. First, construct the time-ordered products with one factor.
2. Assuming inductively that time-ordered products with n factors have been constructed,
we show, following the ideas of “causal perturbation theory” [44, 12, 105, 104] that the
time-ordered products with n+1 factors are already uniquely fixed, apart from points on
the total diagonal, by the lower order time-ordered products.
3. The problem of extending the time-ordered products at order n+1 to the total diagonal is
reduced to that of extending certain scalar distributions to the total diagonal.
4. The problem of reducing the scalar functions onMn+1 to the diagonal is reduced to that of
extending a set of distributions on the (n+1)-fold Cartesian power of Minkowski space
via a curvature expansion.
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5. The extension of the Minkowski distributions is performed. This step corresponds to
renormalization.
Thus, we shall proceed inductively in the number of factors, n, appearing in the time ordered
product Tn(O1(x1)⊗·· ·⊗On(xn)). To keep our discussion as simple as possible, we now restrict
attention to the case when the fields Oi ∈ P in the time ordered product contain no spacetime
derivatives, i.e., Oi = φ
ki for some natural numbers ki. We will also assume for simplicity
that external potential v in the Klein-Gordon equation vanishes, so that there are no coupling
parameters to consider. We briefly explain how to deal with the general case in the end.
Time-ordered products with 1 factor: For n = 1 the time ordered products are just the
local covariant Wick powers, i.e., T1(φ
k(x)) is a local covariant field in one spacetime variable,
interpreted as the k-th local covariant Wick power of φ. These Wick powers may be constructed
as follows. Let H(x,y) be the “local Hadamard parametrix,” for the Klein-Gordon operator,
given by
H(x,y) =
1
2pi2
( u(x,y)
σ+ it0
+ v(x,y) log(σ+ it0)
)
. (157)
Here, σ(x,y) is the signed squared geodesic distance between two points x,y in a convex normal
neighborhood of M, and u,v are smooth kernels that are locally constructed in terms of the
metric, which are determined by the Hadamard recursion relations [24], which are obtained by
demanding that H be a bi-solution (modulo a smooth remainder) of the Klein-Gordon equation.
Their construction is recalled in Appendix D. The quantity t(x,y) = T (x)−T (y) is defined in
terms of an arbitrary global time coordinate T .
Consider now, for any k ≥ 1, the “locally normal ordered expressions”
: φ(x1) · · ·φ(xk) :H
=
δk
ikδ f (x1) . . .δ f (xk)
exp⋆~
(
i
∫
M
f (x)φ(x)+
~
2
∫
M×M
H(x,y) f (x) f (y)
)∣∣∣∣
f=0
. (158)
BecauseH is defined locally and covariantly in terms of the metric, it follows that : φ(x1) . . .φ(xk) :H
are local and covariant fields that are defined in a convex normal neighborhood of the diagonal
∆k, where
∆k = {(x,x, . . . ,x) | x ∈M} ⊂Mk . (159)
The following lemma shows that the normal ordered quantities (158) differ from the quantities
: φ(x1) . . .φ(xn) :ω only by a smooth function (valued inW0).
Lemma 5. Let ω(x,y) be a 2-point function of Hadamard form, i.e., the wave front set WF(ω)
is given by (122). Then locally (i.e., where H is defined), ω−H is smooth, i.e.,
ω(x,y) =
1
2pi2
( u(x,y)
σ+ it0
+ v(x,y) log(σ+ it0)
)
+ (smooth function in x,y). (160)
Furthermore, any two Hadamard states can at most differ by a globally smooth function in x,y.
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The proof is given in Appendix E.
Because the normal ordered products may be smeared with a δ-function (or derivatives
thereof), we may define
T1
(
φk(x)
)
= : φk(x) :H (161)
which is a well defined element in W0 after smearing with any testfunction f ∈C∞0 (M). This
defines our time-ordered products with one factor. It follows from the definition of H that
T1(φ
k(x)) is a local covariant field, i.e., it satisfies T1 for n= 1. The other properties T2—T11
are also seen to be satisfied using the properties of H described in Appendix D.
Time-ordered products with n > 1 factors: We have defined the time-ordered products
with n = 1 factor, and we may inductively assume that time ordered products with properties
T1–T11 have been defined for any number of factors ≤ n. The key idea of causal perturba-
tion theory [44, 12, 104, 105] is that the time ordered products with n+ 1 factors are already
uniquely determined as algebra-valued distributions on the manifoldMn+1 minus its total diag-
onal ∆n+1 = {(x,x, . . . ,x) ∈ Mn+1} by the causal factorization requirement T8, once the time
ordered products with less than or equal to n factors are given. The construction of the time
ordered products at order n+1 is then equivalent to the task of extending this distribution in a
suitable way compatible with the other requirements T1–T10. In order to perform this task in
an efficient way, it is useful to derive a number of properties that hold at all orders m ≤ n as a
consequence of T1–T10.
The first property is a local Wick expansion for time ordered products [65]. This is a key
simplification, because it will enable one to reduce the problem of extending algebra valued
quantities to one of finding an extension of c-number distributions. In the simplest case, when
none of the Oi contain derivatives of φ, we have in an open neighborhood of ∆m
Tm
(
φk1(x1)⊗·· ·⊗φkm(xm)
)
= ∑
0≤ ji≤ki
∏
i
(
ki
ji
)
t j1,..., jm(x1, . . . ,xm) : φ
k1− j1(x1) · · ·φkm− jm(xm) :H (162)
for all 1< m≤ n, where t j1,..., jm are c-number distributions. The Wick expansion when deriva-
tives are present is analogous. The Wick expansion formula can be proved from axiom T9.
Because the time-ordered products are local and covariant, the c-number distributions in the
Wick expansion have the same property, in the sense that if ψ : (M′,g′)→ (M,g) is an isomet-
ric, causality and orientation preserving embedding, so that if ψ∗g= g′, then
t j1,..., jm
[
ψ∗g;x1, . . . ,xm
]
= t j1,..., jm
[
g;ψ(x1), . . . ,ψ(xm)
]
. (163)
Because H and the local normal ordered products are in general only defined in a neighborhood
of the diagonal, it follows that also the c-number distributions are only defined on a neighbor-
hood of the diagonal, but this will turn out to be sufficient for our purposes.
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It follows from the scaling property T2 and the corresponding scaling properties of H that
∂N
∂(logµ)N
{
µ j1+···+ jmt j1,..., jm
[
µ−2m2,µ2g;x1, . . . ,xm
]}
= 0 (164)
for someN. This relation, together with the condition of locality and covariance and the analytic
dependence of the time ordered products on the metric, can be used to derive a subsequent
"scaling-" or "curvature expansion" [65] of each of the distributions t j1,..., jm in powers of the
Riemann tensor and the coupling constants (in our case only m2) at a reference point:
Proposition 0: The distributions t := t j1,..., jm have the asymptotic expansion
t(expy ξ1, . . . ,expy ξm−1,y) =
S
∑
k=0
Ckµ1...µt (y)u
µ1...µt
k (ξ1, . . . ,ξm)+ r
S(y,ξ1, . . . ,ξm−1) . (165)
in an open neighborhood of the diagonal ∆m. The terms have the following properties:
(i) The remainder rS is a distribution of scaling degree (see Appendix C for the mathematical
definition of this concept) strictly lower than the scaling degree of any term in the sum.
(ii) Each uk is a Lorentz invariant distribution on (R
4)m−1, i.e.,
u
µ1...µt
k (Λξ1, . . . ,Λξm) = Λ
µ1
ν1 · · ·Λµtνtuν1...νtk (ξ1, . . . ,ξm) ∀Λ ∈ SO0(3,1) . (166)
(iii) Each distribution uk scales almost homogeneously under a coordinate rescaling, i.e.,
∂N
∂(logµ)N
[
µρu
µ1...µt
k (µξ1, . . . ,µξm−1)
]
= 0 (167)
with ρ ∈ N. The scaling condition can be rewritten equivalently as(m−1
∑
i=1
ξνi
∂
∂ξνi
−ρ
)N
u
µ1...µt
k (ξ1, . . . ,ξm−1) = 0 . (168)
(iv) Each termCk is a polynomial in m2 and the covariant derivatives of the Riemann tensor ,
Ckµ1...µt (y) =C
k
µ1...µt [m
2,R(y),∇R(y), . . . ,∇lR(y)] . (169)
(v) The scaling degree ρ = sd(uk) is given by
sd(uk) = ∑
i
ji−Nr(Ck) , (170)
where Nr is the dimension counting operator for curvature terms and dimensionful cou-
pling constants (in our case only m2), see eq. (143).
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By the above proposition, we see that, by including sufficiently (but finitely many) terms
in the scaling expansion (165) (i.e., choosing S sufficiently large), one can achieve that the
remainder rS has arbitrarily low scaling degree. It does not mean that the sum is convergent in
any sense (it is not).
Having stated the detailed properties of the time ordered products with ≤ n factors, we are
now resume the main line of the argument and perform the construction of the time-ordered
products with n+1 factors. Let I be a proper subset of {1,2, . . . ,n+1}, and letUI be the subset
ofMn+1 defined by
UI = {(x1,x2, . . . ,xn+1) | xi /∈ J−(x j) for all i ∈ I, j /∈ I} . (171)
It can be seen [18] that the sets UI are open and that the collection {UI} of these sets covers
the manifold Mn+1 \∆n+1. We can therefore define an algebra valued distribution Tn+1 on this
manifold by declaring it for each (x1, . . . ,xn+1) ∈UI by
Tn+1
(
φk1(x1)⊗·· ·⊗φkn+1(xn+1)
)
=
T|I|
(⊗i∈I φki(xi))⋆~ Tn+1−|I|(⊗ j∈n+1\I φk j(x j)) ∀(x1, . . . ,xn+1) ∈UI . (172)
To avoid a potential inconsistency in this definition for points in UI ∩UJ 6= /0 for different I,J,
we must show that the definition agrees for different I,J. This can be achieved using the causal
factorization property T8 of the time ordered products with less or equal than n factors [44,
18]. Property T8 applied to the time ordered products with n+ 1 factors also implies that the
restriction of Tn+1 to M
n+1 \∆n+1 must agree with (172). Thus, property T8 alone determines
the time ordered products up to the total diagonal, as we desired to show, see [18] for details.
In fact—assuming that time ordered products with less or equal than n factors have been de-
fined so as to satisfy properties T1–T11 onMn—one can argue in a relatively straightforwardly
way that the fields defined by eq. (172) with n+1 factors automatically satisfy8 the restrictions
of properties T1–T9 to Mn+1 \∆n+1, while T10 and T11 are empty in the present case for time
ordered products without derivatives.
Our remaining task is to find an extension of each of the algebra-valued distributions Tn+1
in n+1 factors from Mn+1 \∆n+1 to all of Mn+1 in such a way that properties T1–T9 continue
to hold for the extension. This step, of course, corresponds to renormalization. Condition T8
does not impose any additional conditions on the extension, so we need only satisfy T1–T7 and
T9. However, it is not difficult to see that if an extension Tn+1 is defined that satisfies T1–T5
and T9, then that extension can be modified, if necessary, so as to also satisfy the symmetry and
unitarity conditions, T6 and T7, see [64].
Thus, we have reduced the problem of defining time ordered products to the problem of
extending the distributions Tn+1 defined by (172) fromM
n+1 \∆n+1 to all ofMn+1 so that prop-
erties T1–T5 and T9 continue to hold for the extension. To find that extension, we now make
8Of course, if any Tn+1 failed to satisfy any of these properties on M
n+1 \∆n+1, we would have a proof that no
definition of time ordered products could exist that satisfies T1–T9.
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a Wick expansion of Tn+1, which follows from the Wick expansion at lower orders. That Wick
expansion will contain c-number distribution coefficients, t, that are defined as distributions on
a neighborhood of ∆n+1 in M
n+1 \∆n+1. They possess a scaling expansion analogous to (165),
with distributions uk that are defined on (R
4)n \ 0. As we have just argued, time ordered prod-
ucts satisfying all of our conditions will exist if and only if the c-number distributions t defined
away from ∆n+1 appearing in the Wick expansion for Tn+1 analogous (162) can be extended
to distributions defined on an open neighborhood of ∆n+1 in such a way that the distribution
Tn+1 defined by (162) continues to satisfy properties T1–T5. It is straightforward to check that
this will be the case if and only if the extensions t satisfy the following five corresponding
conditions:
t1 Locality/Covariance. The distributions t = t j1,..., jn+1 are locally constructed from the met-
ric in a covariant manner in the following sense. Let ψ : M → M′ be a causality-preserving
isometric embedding, so that ψ∗g′ = g. Then eq. (163) holds for m= n+1.
t2 Scaling. The extended distributions t scale homogeneously up to logarithmic terms, in the
sense that there is an N ∈ N such that (164) holds for m= n+1.
t3 Microlocal Spectrum Condition. The extension satisfies the wave front set condition that
the restriction of WF(t) to the diagonal ∆n+1 is contained in {(x,k1, . . . ,x,kn+1) | ∑ki = 0}.
t4 Smoothness. t depends smoothly on the metric.
t5 Analyticity. For analytic spacetimes t depends analytically on the metric.
In summary, we have reduced the problem of defining time ordered products to the following
question: Assume that time ordered products involving ≤ n factors have been constructed so
as to satisfy our requirements T1–T9. Define Tn+1 by (172) and define the distributions t on
Mn+1 \∆n+1 by the analogy of (162) for Tn+1, in a neighborhood of the diagonal. Can each t
be extended to a distribution defined on a neighborhood of ∆n+1 so as to satisfy requirements
t1–t5?
The answer to this question is “yes,” and we shall now show how the desired extension of
t(x1, . . . ,xn+1)may be found. The idea is that, since the remainder in the scaling expansion (165)
for t has an arbitrary low scaling degree for sufficiently large m by item (v), it can be extended
to the diagonal ∆n+1 by continuity [18], i.e., there is no need to “renormalize” the remainder
for sufficiently large but finite S. In fact, by Thm. 5.3 of [18], it is sufficient to choose any
S ≥ d−4n for this purpose. Furthermore, each term in the sum in the scaling expansion (165)
can be written as Ck(y) · uk(ξ1, . . . ,ξn) by (i). Each uk is an almost homogeneous, Lorentz
invariant n-point distribution on (R4)n \ 0. As we will see presently in lemma 6 [65], this
Minkowski distribution can be extended to a distribution on (R4)n with the same properties
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[possibly with a higher N than that appearing (168)], by techniques in Minkowski space. It is
this step that corresponds to the renormalization. As a consequence of the properties satisfied
by the extension u, the corresponding extension t can be seen to satisfy t1)—t5), thus solving
the renormalization problem for the time ordered products Tn+1(⊗n+1i=1 φki(xi))with n+1 factors.
Lemma 6. Let u≡ uµ1...µl (ξ1, . . . ,ξn) be a Lorentz invariant tensor-valued distribution onR4n\0
which scales almost homogeneously with degree ρ ∈ C under coordinate rescalings, i.e.,
SNρ u= 0 for some natural number N. (173)
where
Sρ =
n
∑
i=1
ξ
µ
i ∂/∂ξ
µ
i +ρ . (174)
Then u has a Lorentz invariant extension, also denoted u, to a distribution on R4n which also
scales almost homogeneously with degree ρ under rescalings of the coordinates. Moreover:
1. If ρ ∈ Z, ρ < 4n, then u can be extended by continuity, the extension is unique, and
SNρ u= 0.
2. If ρ ∈ C\Z then the extension is unique, and SNρ u= 0.
3. If ρ ∈ Z, ρ ≥ 4n, then the extension is not unique, and SN+1ρ u = 0. Two different exten-
sions can differ at most by a distribution of the form Lδ, where L is a Lorentz-invariant
partial differential operator in ξ1, . . . ,ξn containing derivatives of degree ρ−4n.
Proof: A proof of this important lemma was given first in [65]. In this paper, we choose to
give a somewhat different, alternative, proof, parts of which are closely related also to the
‘improved Epstein-Glaser renormalization’ of [53, 54]. The proof given here has the advantage
that it is somewhat more constructive and explicit. We will first construct an extension that
satisfies the almost homogeneous scaling property. This extension need not satisfy the Lorentz
invariance properties. However, we will show that the extension can be modified, if necessary,
so that the desired Lorentz-invariance property is satisfied, while retaining the desired almost
homogeneous scaling behavior. The proof of the theorem given here differs from that given
in [65], and thereby provides an alternative construction of the extension. A less general result
of a similar nature for distributions with an exactly homogeneous scaling has previously been
obtained in [74, Thms. 3.2.3 and 3.2.4]. Thus, our theorem generalizes this result to the case of
almost homogeneous scaling. To simplify the notation, we set x= (ξ1, . . . ,ξn)∈R4n throughout
this proof.
The almost homogeneous scaling property of u, eq. (205), or the equivalent form of this
condition (167) implies that u(rx) can be written in the form
u(rx) = r−ρ
N−1
∑
k=0
(logr)k
k!
vk(x) r > 0 , (175)
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where vk are the distributions defined on R
4n \0 by
vk = S
k
ρu . (176)
Choose an arbitrary compact 4n−1-dimensional surface Σ ⊂ R4n homeomorphic to the sphere
S4n−1 around the origin of R4n that intersects each orbit of the scaling map x 7→ µx transversally
and precisely once9. The first aim is to show that the distributions vk can be restricted to Σ. To
prove this, it is convenient to use the methods of microlocal analysis, in particular the following
result [74]: If ϕ is a distribution on a manifold X with a submanifold Y , then ϕ can be restricted
to Y if its wave front set (see Appendix C) satisfies WF(ϕ)|Y ∩N∗Y = /0, where N∗Y is the
“conormal bundle,” defined as
N∗Y = {(y,k) ∈ T ∗y X ; y ∈ Y,kiwi = 0 ∀w ∈ TyY} . (177)
We would like to apply this result to the situation Σ = Y,R4n \ 0= X , and vk = ϕ. To estimate
the wave front set of the distributions vk, we use another result from microlocal analysis [74].
Suppose A is a differential operator on X such that Aϕ is smooth. Then WF(ϕ) ⊂ char(A) \ 0,
where the characteristic set of A is defined by char(A) = {(x,k) ∈ T ∗x X ; a(x,k) = 0}, where a
is the principal symbol of A. In our case, we have SN−kρ vk = 0, so
WF(vk)⊂ char(SN−kρ )\0=
{
(x,k) ∈ T ∗R4n; ∑
i
ξi · ki = 0,k 6= 0
}
(178)
because the principal symbol of Sρ is given by s(x,k) = ∑ξi · ki, where we recall the notation
x= (ξ1, . . . ,ξn), and where we have set k= (k1, . . . ,kn)∈ (R4n)∗. Assume now that (x,k)∈N∗Σ,
and at the same time (x,k) ∈WF(vk)|Σ. Then, from the first condition, we have w · k = 0 for
all w ∈ TxR4n that are tangent to S, while from the second condition, we have x · k = 0 and
k 6= 0. Since Σ is transverse to the scaling orbits, it follows that k = 0, a contradiction. Hence
WF(vk)|Σ∩N∗Σ = /0, and vk can be restricted to Σ. We denote points in Σ by xˆ, and we denote
the restriction simply by vk(xˆ), by the usual abuse of notation.
Let Σ ⊂ R4n a submanifold of dimension 4n−1 as above, and define, for r > 0
Σr = {rxˆ ∈ R4n; xˆ ∈ Σ} . (179)
We let d4nx be the usual 4n-form on R4n with the orientations induced from R4, i.e.,
d4nx= d4ξ1∧· · ·∧d4ξn, d4ξ = dξ0∧· · ·∧dξ3 , (180)
where we have put again x = (ξ1, . . . ,ξn) to lighten the notation. We also define the 3-form w
9For example, we may choose Σ to be the sphere S4n−1 defined relative to some auxiliary Euclidean metric on
R4n.
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on R4 and the 4n−1 form Ω on R4n by
w(ξ) =
3
∑
µ=0
ξµdξ1∧ . . . d̂ξµ∧ . . .dξ3, (181)
Ω(x) =
n
∑
i=1
d4ξ1∧ . . .w(ξi)∧ . . .d4ξn (182)
where a caret denotes omission. Because we are assuming that the surface Σ is transverse to
the orbits of dilations in R4n, the map (r, xˆ) ∈ R+×Σ 7→ rxˆ ∈ R4n \ 0 is an diffeomorphism. If
ir : Σr →R4n is the natural inclusion, then we may write
d4nx=
dr
r
∧ i∗rΩ . (183)
Now let f be a test function of compact support onR4n\0, i.e., f is smooth, vanishes outside
a compact set, and vanishes in an open neighborhood of 0. From the equation for d4nx, and from
eq. (175), we then get the following representation for u( f ):
u( f ) =
∫
R4n
u(x) f (x)d4nx
=
∫ ∞
0
(∫
Σr
u(x) f (x)Ω(x)
)
dr
r
=
∫ ∞
0
r4n−1
(∫
Σ1
u(rx) f (rx)Ω(x)
)
dr
=
∫ ∞
0
N−1
∑
k=0
r4n−1−ρ
(logr)k
k!
(∫
Σ
vk(x) f (rx)Ω(x)
)
dr . (184)
The terms in the sum may be written as residue using the equality
ra = ∑
k
ak(logr)k
k!
, (185)
where we have introduced a complex number a ∈ C close to 0. To get the desired residue
formula, let fr(xˆ) be the function on Σ defined by f (rxˆ). Then we may write
vk( fr) =
∫
Σ
vk(x) fr(x)Ω(x) , (186)
and we have
u( f ) = Resa=0
N−1
∑
k=0
1
ak+1
∫ ∞
0
ra+4n−1−ρvk( fr)dr , (187)
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This formula is well defined because, since the support of f is bounded away from the origin
in R4n, the distribution r 7→ vk( fr) is in fact a smooth test function on R+ whose support is
compact and bounded away from r = 0, showing that the integral is an analytic function of
a ∈ C. We would like to define an extension u′ of u by generalizing formula (187) to arbitrary
test functions f on R4n whose support is not necessarily bounded away from the origin. If f is
an arbitrary test function then r 7→ vk( fr) vanishes for sufficiently large r > r0, but it no longer
vanishes near r= 0. In that case, it is not obvious that the right side of (187) is still well-defined.
Finding a well-defined replacement amounts to finding the desired extension u′ of u. For this,
we let
hk(r) := vk( fr) =
∫
Σ
vk(x) f (rx)Ω(x) , (188)
and we define u′( f ) as
u′( f ) := Resa=0
N−1
∑
k=0
1
ak+1
∫ ∞
0
ra−ρ+4n−1
(
hk(r) −
m−1
∑
j=0
r j
j!
d jhk(0)
dr j
−Θ(1− r) r
m
m!
dmhk(0)
drm
)
dr , (189)
where Θ is the step function, and where m= ⌊Reρ−4n⌋. We claim that u′ is an extension of u.
We split the integral into a contribution from r > 1 and one from r ≤ 1. Firstly, for large r > 1,
the r-integral is absolutely convergent. This is clear because hk(r) and Θ(1− r) are of compact
support, and because we may assume in order to take the residue that |a| < δ ≪ 1, so that the
power of r of the terms under the sum over j is at most r−2+δ, making the r-integral therefore
absolutely convergent for large r. Secondly, the r-integral is also well defined in the range r≤ 1.
To see this, note that hk(r)−∑ j≤m r j(d jhk(0)/dr j)/ j! is formally the Taylor remainder at order
m. Looking at eq. (188), one sees that this Taylor remainder corresponds to replacing f (rx)
by its m-th order Taylor remainder, which is of order O(rm+1). Thus, the integrand in (189)
is of order rRea for small r and hence the integral is convergent for r ≤ 1 and in fact defines
an analytic function of a for |a| < δ. Thus, the integral on the right side is convergent for all
r and defines an analytic function of a near a = 0, so that the expression under the residue is
meromorphic in a there. It can be shown using the methods described in chapter I, paragraph 3
of [55] that u′( f ) is not just a linear functional on the space of test-functions, but defines in fact
a distribution on R4n.
Furthermore, if f has its support away from 0, then hk(r) = 0 in an open neighborhood of
r= 0, and we have u′( f ) = u( f ). Consequently, (189) defines an extension u′ of the distribution
u in all cases 1), 2) and 3) of the lemma.
We next need to analyze the scaling behavior of this extension u′. A straightforward calcu-
lation using eq. (189) shows that
(SNρ u
′)( f ) = (190)
−Resa=0
{
∂N
∂(logµ)N
N−1
∑
k=0
µa
ak+1
[
r4n−ρ+ahk(0)
4n−ρ+a + · · ·+
r4n−ρ+a+m d
m
drm
hk(0)
m!(4n−ρ+a+m)
]r=1/µ
r=1
}
µ=1
.
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If we now assume that we are in case 3), i.e., ρ ∈ N0+4n, then m= ρ−4n, and the expression
is shown to be equal to
(SNρ u
′)( f ) =
dρ−4n
drρ−4nhN−1(0)
(ρ−4n)! . (191)
The terms on the right side can be evaluated as follows using the definition of hN−1(r) and
vN−1(x), see eqs. (188) and (176):
dρ−4n
drρ−4n
hN−1(0) = ∑
|α|=ρ−4n
(∫
Σ
xαSN−1ρ u(x)Ω(x)
)
(∂α f )(0) , (192)
where α = (α1, . . . ,α4n)∈N4n0 is a multi-index, and we are using the usual multi-index notation
∂α =
∂|α|
∂xα11 . . .∂x
α4n
4n
, |α|= ∑
i
αi, x
α = xα11 · · ·xα4n4n . (193)
Alternatively, we may write
SNρ u
′(x) = ∑
|α|=ρ−4n
cα∂αδ(x) (194)
in terms of the usual δ-function on R4n concentrated at the origin. The numerical constants
cα ∈ C are given, in fact, by the formula
cα =
∫
Σ
Fα(x) , (195)
with Fα the (distributional) (4n−1)− f orms on Σ defined by
Fα(x) :=
(−1)ρ−4n
(ρ−4n)! x
αSN−1ρ u(x) ·Ω(x) ∈ D ′
(
Σ;∧4n−1T ∗Σ) . (196)
Since the delta-function is a homogeneous distribution of degree−4n, we have Sρ∂αδ= ∂αS4nδ=
0, and therefore SN+1ρ u
′= 0 by eq. (206). Thus our extension u′ is again an almost homogeneous
distribution.
One may repeat this argument also for case 1) and 2) of the lemma. In those cases, one finds
SNρ u
′ = 0. Thus, summarizing, eq. (189) defines a distributional extension u′ of u that is almost
homogeneous. To simplify the notation, we will from now on denote this extension again by u.
We now investigate the Lorentz transformation properties of u. Our construction of the
extension u given above involved a choice of a suitable Σ transverse to the orbits of the dilations.
Since no Σ with the above properties exists that is at the same time invariant under the Lorentz
group, the extension u just constructed will in general fail to be Lorentz invariant. Restoring
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the tensor indices on u, we find by a calculation using eq. (189) that for any test function
f ∈C∞0 (R4n) and any Lorentz transformation, Λ, we have
uµ1...µl ( f )−Λν1µ1 . . .Λνlµluν1...νl(R(Λ) f ) = ∑
|α|≤ρ−4n
bαµ1...µl (Λ)∂αδ( f ), (197)
where (R(Λ) f )(x) = f (Λ−1x) and the bαµ1...µl(Λ) are complex constants, which would vanish
if and only if the distribution u were Lorentz invariant. We now apply the differential operator
SN+1ρ to both sides of the above equation. Since Sρ is itself a Lorentz invariant operator, we
have R(Λ)Sρ = SρR(Λ). Therefore, since S
N+1
ρ u= 0, the operator S
N+1
ρ annihilates the left side
of eq. (197), so we obtain
0= SN+1ρ ∑
|α|≤Re(ρ)−4n
bαµ1...µl (Λ)∂αδ = ∑
|α|≤Re(ρ)−4n
(ρ−4n−|α|)N+1bαµ1...µl(Λ)∂αδ. (198)
It follows immediately that bαµ1...µl (Λ) = 0, except possibly when |α|= ρ−4n, which evidently
can only happen when ρ is an integer. Thus, focussing on that case, we have
uµ1...µl ( f )−Λν1µ1 . . .Λνlµluν1...νl(R(Λ) f ) = b
ν1...νρ−4n
µ1...µl (Λ)∂ν1 . . .∂νρ−4nδ( f ) (199)
for all f and all Lorentz-transformations Λ. Using this equation, one finds the following trans-
formation property for b(Λ),
0= b(Λ1Λ2)−b(Λ1)−D(Λ1)b(Λ2)≡ (δb)(Λ1,Λ2), (200)
where we have now dropped the tensor-indices and where D denotes the tensor representation
of the Lorentz-group on the space D= (⊗lR4)∗⊗(⊗ρ−4nR4). This relation is of cohomological
nature. To see its relation to cohomology, one defines the following group-cohomology rings,
see e.g. [61]:
Definition 3.1. Let G be a group, D a representation of G on a vector space V , and let cn be the
space of functionals ξn : G
×n →V . Let δ : cn → cn+1 be defined by
(δξn)(g1, . . . ,gn+1) = D(g1)ξn(g2, . . . ,gn+1)+
n
∑
i=1
(−1)iξn(g1, . . . ,gigi+1, . . . ,gn+1)
+(−1)n+1ξn(g1, . . . ,gn) . (201)
Then δ2 = 0. The corresponding cohomology rings are defined as
Hn(G;D) =
{Kernelδ : cn → cn+1}
{Imageδ : cn−1 → cn} . (202)
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According to this definition, eq. (200) may be viewed [94] as saying that b∈H1(SO0(3,1);D).
It is a classical result of Wigner [115] that this ring is trivial for the Lorentz group and any finite-
dimensional D. It follows that there is an a such that b= δa, or
b(Λ) = (δa)(Λ)≡ a−D(Λ)a ∀Λ, (203)
where a is an element in H0(SO0(3,1);D) = D = (⊗lR4)∗⊗ (⊗ρ−4nR4). This enables us to
define a modified extension uˆ by
u′µ1...µl := uµ1...µl −a
ν1...νρ−4n
µ1...µl ∂ν1 . . .∂νρ−4nδ, (204)
where we have now restored the tensor indices. It is easily checked that u′ is Lorentz invariant
and satisfies SN+1ρ u
′ = 0. In cases 1) and 2), u actually even satisfies SNρ u = 0, so the modified
extension (204) even satisfies SNρ u
′ = 0. We have therefore accomplished the goal of construct-
ing the desired extension of u in cases 1), 2) and 3).
The uniqueness statement immediately follows from the fact that the difference between
any two extensions has to be a Lorentz-invariant derivative of the delta-function, Lδ, such that
SN+1ρ Lδ = 0. Thus, L can be non-zero only when ρ is an integer, and L must have degree of
precisely ρ−4n.
From the proof of the lemma, we get the following interesting proposition:
Proposition 1: Let u(x) be a Lorentz invariant (possibly tensor-valued) distribution onR4n \0
which scales almost homogeneously with degree ρ ∈ 4n+N0 under coordinate rescalings, i.e.,
SNρ u(x) = 0 for some natural number N, x 6= 0, (205)
Then u has a Lorentz invariant extension, also denoted u, to a distribution on R4n which also
scales almost homogeneously with degree ρ under rescalings of the coordinates. We have
SN+1ρ u= 0, and
SNρ u(x) = ∑
|α|=ρ−4n
cα∂αδ(x) (206)
in terms of the usual δ-function on R4n concentrated at the origin. The numerical constants
cα ∈ C are Lorentz-invariants, and are given by the formula
cα =
∫
Σ
Fα(x) , (207)
where Σ ⊂ R4n is any closed (4n− 1) submanifold enclosing the origin 0 ∈ R4n which is
transverse to the orbits of to the dilations of R4n. Here, the distributional (4n− 1)-forms
Fα ∈D ′(Σ;∧4n−1T ∗Σ) on Σ are defined in eq. (196), and are closed,
dFα = 0 . (208)
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Proof: That the cα are Lorentz invariants is obvious because the extension u is Lorentz-invariant
and Sρ commutes with Lorentz transformations. So we only need to show that the (4n− 1)-
forms Fα are closed. We first compute
dΩ(x) = 4nd4nx (209)
using the definition of the (4n− 1)-form Ω, see eq. (181). By a straightforward computation
using the definition of Ω, we also have
d[xαSN−1ρ u(x)]∧Ω(x) = xα(S0+ |α|)[(S0−ρ)N−1u(x)]d4nx . (210)
Using next the fact that |α|= ρ−4n, and that SNρ u= (S0−ρ)Nu= 0, we find
d[xαSN−1ρ u(x)]∧Ω(x) =−4nxαSN−1ρ u(x)d4nx (211)
so
dFα(x) =
(−1)ρ−4n
(ρ−4n)! d[x
αSN−1ρ u(x)Ω(x)] (212)
=
(−1)ρ−4n
(ρ−4n)!
{
d[xαSN−1ρ u(x)]∧Ω(x)+ xαSN−1ρ u(x)dΩ(x)
}
= 0 . (213)
Remark: If we did not already know that u was Lorentz invariant, it would at first sight appear
from eq. (207) somewhat surprising that the cα have these properties, given that the surface Σ
appearing on the right side must be compact, and thus cannot possibly be Lorentz invariant. To
see explicitly that this is nevertheless the case, one can proceed as follows. We would like to
see explicitly that Λα
β
cβ = cα for any Lorentz transformation. Indeed,
Λαβc
β =
∫
Σ
ΛαβF
β(x)
=
∫
Λ∗Σ
ΛαβF
β(Λ−1x)
=
∫
Λ∗Σ
Fα(x)
=
∫
Σ
Fα(x)+
∫
U
dFα(x)
= cα . (214)
Here we have used in the first step the definition of cα, in the second step we have used the
standard transformation formula of an integral under a diffeomorphism, denoting by Λ∗Σ image
of Σ under the natural action of Λ onR4n. In the third step we have used that Fα itself is Lorentz
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invariant, and in the fourth step we have used Stoke’s theorem for the open set U ⊂ R4n such
that ∂U =−Σ∪Λ∗Σ, and in the fifth step we used dFα = 0.
In summary, we have now described how to construct the time ordered products Tn(⊗ni=1φki)
of Wick monomials without derivatives. These construction can in principle be generalized to
time ordered products of Wick monomials Oi containing derivatives by generalizing the Wick
expansion to fields with derivatives. A non-trivial new renormalization condition now arises
from T10, because S0 contains derivatives. This condition is not automatically satisfied, but
it is not difficult to see that we can change, if necessary, our construction of the time ordered
products, so as to also satisfy T10 [68].
We finally have to consider condition T11. This condition is satisfied by our construction
for T1, but not in general for Tn when n > 1. The operational meaning of this requirement is
that “derivatives can be freely pulled through the time-ordering symbol”. This identity is a non-
trivial requirement because both sides of the equation mean quite different things a priori: The
first expression means the time ordered product of fields, one of which contains a total deriva-
tive, the second expression denotes the derivative, in the sense of distributions, of the algebra
valued distribution given by the time ordered product of the fields without the total derivative.
That these two quantities are actually the same is not obvious from the above construction, and
is therefore an additional renormalization condition, called the “action Ward identity” in [34],
and the “Leibniz rule” in [68]. It is shown in these two references how, starting from a prescrip-
tion that satisfies T1—T10 but possibly does not satisfy this renormalization condition, one can
go to a prescription which does.
The action Ward identity is at odds with conventions often found in standard textbooks on
field theory in Minkowski spacetime [114], where the derivative is not taken to commute with
Tn. To illustrate this difference in point of view, consider the time ordered product T2(φ(x)⊗
φ(y)). According to condition T11, we have (x−m2)T2(φ(x)⊗φ(y)) = T2((x−m2)φ(x)⊗
φ(y)). In our approach, the time ordered products need not vanish when acting on a factor of
the wave equation, so this quantity does not need to vanish. In fact, one can see that the time-
ordered product under consideration is uniquely determined by the properties T1—T10, and
we have T2((x−m2)φ(x)⊗φ(y)) = i~δ(x,y)11. In standard approaches, on the other hand, it
is assumed that the time ordered product vanishes when acting on (x−m2)φ(x), because the
time-ordering symbol is viewed as on operation acting on on-shell quantized fields, rather than
just classical polynomial expressions in P. On the other hand, in most standard approaches, it
is not assumed that derivatives commute with T2. In this way, one reaches the same conclusion
for the example just considered, and both viewpoints are consistent for that example. However,
the standard viewpoint gets very awkward in general when considering more complicated time
ordered products of fields with derivatives, for a discussion see e.g. [35]. This is because it is in
general inconsistent to assume that a time ordered product containing a factor Oφ vanishes,
because of possible anomalies. On the other hand, the Leibniz rule can always be satisfied, and
possible anomalies can thereby be analyzed consistently.
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3.4 Examples
Here we illustrate the above general construction of the time-ordered product by some sim-
ple examples. The simplest non-trivial example of a time ordered product with one factor is
T1(φ
2(x)) =: φ2(x) :H. Using the definition of the locally normal ordered product, this may be
viewed as a “point-splitting” definition, see e.g. [24]. Consider next the time ordered product
T2(φ
2(x1)⊗φ2(x2)). By T8, it is defined for non-coincident points x1 6= x2 by the prescription
T2(φ
2(x1)⊗φ2(x2)) =
{
: φ2(x2) :H ⋆~ : φ
2(x1) :H when x1 /∈ J+(x2);
: φ2(x1) :H ⋆~ : φ
2(x2) :H when x1 /∈ J−(x2).
(215)
In order to extend the definition to coincident points x1 = x2, i.e., to make the time-ordered
product a well defined distribution on the entire product manifoldM2, we now use the expansion
procedures described in general in the previous section. Using the definition of the product ⋆~,
and of the locally normal ordered products, we have
: φ2(x1) :H ⋆~ : φ
2(x2) :H=
: φ2(x1)φ
2(x2) :H −2~H(x1,x2) : φ(x1)φ(x2) :H +~2H(x1,x2)2 11 , (216)
for points x1,x2 that are sufficiently close to each other so that the local Hadamard parametrix
H(x1,x2) is well-defined. Using furthermore the definition of the local Feynman parametrix HF
(see eq. (519)) and
Θ(T (x)−T (y))H(x,y)+Θ(T (y)−T (x))H(y,x) = iHF(x,y) (217)
with Θ the step function, we can write the time ordered product under consideration as
T2(φ
2(x1)⊗φ2(x2)) =
: φ2(x1)φ
2(x2) :H +2(~/i)HF(x1,x2) : φ(x1)φ(x2) :H +(~/i)
2HF(x1,x2)
2 11 , (218)
for non-coinciding points x,y. This is the desired local Wick-expansion. Comparing with
eq. (162), we read off
t0,0(x1,x2) = 1, t1,1(x1,x2) = (~/i)HF(x1,x2), t2,2(x1,x2) = (~/i)
2HF(x1,x2)
2 (219)
for the coefficients in the Wick expansion. The coefficients t0,0, t1,1 may be extended to co-
incident points x = y by continuity, because their scaling degree is 0 resp. 2, which is less
than 4, but the distribution t2,2 has scaling degree 4 and therefore cannot be extended to the
diagonal by continuity, but must instead be extended non-trivially. Actually, since t2,2 is the
square of the distribution HF with singularities on the lightcone, it is instructive to check ex-
plicitly that it is even defined for non-coincident points that are on the lightcone. This can
be done using the wave front set: For x1 /∈ J+(x2), the pair (x1,k1;x2,k2) ∈ T ∗(M2) is in the
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wave front set of HF (see appendix C) if and only if x1 and x2 can be joined by a null-geodesic
γ : (0,1)→ M, with γ˙(0) = k1 and γ˙(1) = −k2, with k1 ∈ V ∗+. Similarly, for x1 /∈ J−(x2), the
pair (x1,k1;x2,k2) ∈ T ∗(M2) is in the wave front set if and only if x1 and x2 can be joined by
a null-geodesic γ : (0,1)→ M, with γ˙(0) = k1 and γ˙(1) = −k2, with k1 ∈ V ∗−. It follows that,
when x1 6= x2, elements (x1,k1,x2,k2) ∈WF(HF) can never add up to the zero element. Thus,
by the general theorems about the wave front set summarized in appendix C, arbitrary powers
HF(x1,x2)
n exist in the distributional sense, i.e., as distributions onM2 \∆2. On the other hand,
when x1 = x2, arbitrary elements of the form (x1,k,x2,−k) are in WF(HF). Thus, for coinci-
dent points, the elements in the wave front set can add up to zero, and the product HF(x1,x2)
n
is therefore not defined as a distribution on all ofM2, i.e., including coincident points.
In order to extend t2,2 to a well-defined distribution to all of M
2, we now need to perform
the scaling expansion of t2,2, which in turn can be obtained from the scaling expansion of HF .
The latter can be found using expansions for the recursively defined coefficients in the local
Hadamard parametrix, see e.g. [24]. Up to numerical prefactors, it is given by (we assume for
simplicity that m2 = 0)
HF(expy ξ,y)∼
1
ξ2+ i0
+Rµν(y)
(
− 1
6
ξµξν
ξ2+ i0
+
1
12
ηµν log(ξ2+ i0)
)
+ . . . , (220)
where the dots stand for a remainder with scaling degree< 2, where ξ∈ TyM has been identified
with a vector in R4 via a tetrad, and where ξ2 = ηµνξ
µξν. From this we obtain the first terms in
the scaling expansion of t2,2 up to numerical prefactors as
t2,2(expy ξ,y)∼ u(ξ)+Rµν(y)uµν(ξ)+ . . . (221)
where the dots stand for terms of scaling degree less than 2. The distributions u and uµν are
defined on R4 \0 and is given there by
u(ξ) =
1
(ξ2+ i0)2
, uµν(ξ) =−1
3
ξµξν
(ξ2+ i0)2
+
1
6
ηµν log(ξ2+ i0)
ξ2+ i0
. (222)
u has scaling degree 4, while uµν has scaling degree 2. Thus, by lemma 6, we need to extend
non-trivially only u, while uµν and the remainder (i.e., the dots in the scaling expansion of
t2,2) can be extended by continuity. An extension to all of R
4 (i.e., including ξ = 0) of u can
easily be guessed, but we here prefer to give a systematic method, which is needed anyway
in more complicated examples. A constructive method to obtain an extension of u is provided
by lemma 6. However, that has the disadvantage of being somewhat complicated because it
involves a non-Lorentz invariant surface S at intermediate steps, which is awkward in concrete
calculations10. Instead we here present a different method, that is more practical and works in
a wide class of examples. That method is based upon the fact that, for complex scaling degree,
10Note, however, that this is not an obstacle in the corresponding “Euclidean situation”, where one may take S
simply to be a Euclidean sphere.
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there is a unique extension of a homogeneous distribution by lemma 6. The method has also
appeared in the context of BPHZ-renormalization in momentum space under the name “analytic
renormalization” [101, 102, 103].
Consider instead of u the distribution given by
ua(ξ) =
1
(ξ2+ i0)2−a
, a ∈ C\Z . (223)
By contrast to u, this is well defined on all of R4, see e.g. [55], and also [88] for a treatment of
such so-called “Riesz-distributions”. An extension u′ of u can now be obtained by taking the
residue of the meromorphic function a 7→ ua( f )/a,
u′( f ) = Resa=0
ua( f )
a
. (224)
Indeed, if the support of f excludes 0, then u′( f ) obviously must coincide with u( f ), because
we may then use formula (222) to get u( f ). The almost homogeneous scaling property of
u′( f ) under rescalings of f (ξ)→ f (µξ) also immediately follows from the definition. To get
a more explicit formula for the extension, we compute the fourier transform of ua, given up to
numerical factors by [88]
uˆa(p) = 4
a Γ(a)
Γ(2−a)(p
2− i0)−a . (225)
We expand this expression around a = 0 using the well-known residue of the Γ-function at 0
and substitute the resulting expression into eq. (224). We obtain, up to numerical prefactors
uˆ′(p) = ln[l2(p2− i0)] (226)
where l is some constant. Taking an inverse fourier transform then gives the desired extension
u′(ξ) =−1
2
∂2
( log[l−2(ξ2+ i0)]
ξ2+ i0
)
. (227)
where ∂2 = ηµν∂2/∂ξµ∂ξν. Note that the extension has acquired a logarithm, which is a general
phenomenon according to lemma 6. Different choices of l change the extension by a term
proportional to δ4(ξ), and thus correspond to the different extensions of u(ξ). Thus, inserting
this extension into the scaling expansion of t2,2, we obtain the desired extension of T2(φ
2(x1)⊗
φ2(x2)).
Our last example is the time ordered product T3(φ
3(x1)⊗ φ3(x2)⊗ φ4(x3)) with 3 factors.
The terms in the Wick expansion of this quantity that need to be extended non-trivially from
M3 \∆3 to M3 are
t3,3,2(x1,x2,x3) = t1,1(x1,x2)t1,1(x2,x3)t2,2(x1,x3), (228)
t3,3,4(x1,x2,x3) = t1,1(x1,x2)t2,2(x2,x3)t2,2(x1,x3) . (229)
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All other terms are either already well-defined as distributions on all of M3 (assuming the cor-
responding time ordered products with 2 factors have been defined), or can be extended by
continuity. We focus on the last term t3,3,4. Again, for the sake of illustration of the general
construction, we first verify explicitly that this distribution is indeed well-defined on M3 \∆3.
Consider a point (x1,x2,x3) /∈ ∆3. Then it must be possible to separate one point, from the re-
maining two points by a Cauchy surface. For definiteness, let us assume that this point is x3,
and that x1,x2 /∈ J+(x3). Then (x1,k1;x3,k3) is in the wave front set of t2,2(x1,x3) if and only if
k1 ∼ −k3, and if k1 ∈ V ∗+. Likewise, (x2, p2;x3, p3) is in the wave front set of t2,2(x2,x3) if and
only if p2 ∼−p3, and if p2 ∈V ∗+. Finally (x1,q1;x2,q2) is in the wave front set of t1,1(x1,x2) iff
q1 ∼ −q2 and q1 ∈V ∗± when x1 /∈ J±(x2), or iff q1 = −q2 when x1 = x2. We now add up these
wave front set elements, viewed in the obvious way as elements in T ∗x1M×T ∗x2M×T ∗x3M. We
obtain the set
S= {(x1,k1+q1;x2, p2+q2;x3,k3+ p3)} . (230)
Assume first that x1 = x2. Clearly, if e.g. k1+q1 = 0, then q1 ∈ V ∗−, so p2+q2 = p2−q1 6= 0,
because p2 ∈ V ∗+. Thus, S cannot contain the zero element, and the product defining t3,3,4 is
well-defined near (x1,x2,x3) by thm. 5. Similarly, if x1 /∈ J−(x2), then q2 ∈ V ∗+, and again
p2+q2 6= 0, and again, S cannot contain the zero element. The same type of argument can be
made for all other configurations of the points, except the configuration x1 = x2 = x3. Thus, by
the general existence theorem 5 for products of distributions, t3,3,4 is indeed well-defined as a
distribution on M3 \∆3.
We next would like to construct an extension of t3,3,4 along the lines of our general con-
struction. Thus, we must determine the scaling expansion of t3,3,4. It can be obtained from the
expansions of the (extended) distributions t2,2 and of t1,1 that were constructed above. We focus
on the terms that require a non-trivial extension (up to numerical prefactors):
t3,3,4(expy ξ1,expy ξ2,y)∼ u(ξ1,ξ2)+Rµν(y)uµν(ξ1,ξ2)+Rµνσρ(y)uµνσρ(ξ1,ξ2)+ . . . , (231)
where u is the distribution defined on (R4)2 \0 given by
u(ξ1,ξ2) =
1
4
∂21
( log[l−2(ξ21+ i0)]
ξ21+ i0
)
∂22
( log[l−2(ξ22+ i0)]
ξ22+ i0
) 1
(ξ1−ξ2)2+ i0
where uµν is the distribution defined on (R4)2 \0 given by
uµν(ξ1,ξ2) =
− 1
2
∂21
( log[l−2(ξ21+ i0)]
ξ21+ i0
)(
− 1
3
ξ
µ
2ξ
ν
2
(ξ22+ i0)
2
+
1
6
ηµν log[l−2(ξ22+ i0)]
ξ22+ i0
) 1
(ξ1−ξ2)2+ i0+(ξ1↔ ξ2)
(232)
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and where uµνσρ is the distribution on (R4)2 \0 defined by
uµνσρ(ξ1,ξ2) =
1
4
∂21
( log[l−2(ξ21+ i0)]
ξ21+ i0
)
∂22
( log[l−2(ξ22+ i0)]
ξ22+ i0
)
·
(
− 1
6
ξ
µ
1ξ
σ
1ξ
ν
2ξ
ρ
2
[(ξ1−ξ2)2+ i0]2 −
1
12
ηµσ(ξν1ξ
ρ
2+2ξ
ν
1ξ
ρ
1)
(ξ1−ξ2)2+ i0 +
1
24
ηµσηνρ log{l−2[(ξ1−ξ2)2+ i0]}
)
+(ξ1 ↔ ξ2) (233)
The dots in eq. (231) again represent a remainder. This now has scaling degree 6 and can thus
be extended by continuity, while the 3 terms in the scaling expansion that are explicitly given
have scaling degree 10 for the first term respectively 8 for the second and third term. They must
thus be extended non-trivially. The extension of the corresponding distributions u,uµν,uµνσρ
now can no longer be found by trial and error, but one must use a constructive method, such as
that given in the proof of lemma 6. We will again not use this method here, but instead use a
variant of the method given above. For this, we consider the distribution
ua,b,c(ξ1,ξ2) =
1
(ξ21+ i0)
2−a(ξ22+ i0)2−b[(ξ1−ξ2)2+ i0]2−c
. (234)
It can be checked using wave-front arguments similar to that given above that this distributional
product is well-defined on (R4)2 \0 for a,b,c∈C\Z. Furthermore, by Lemma 6, if a+b+c /∈
Z this distribution has a unique extension to all of (R4)2. We define the desired extension of u
by the expression
u′( f ) = Resc=1Resb=0Resa=0
ua,b,c( f )
ab(c−1) . (235)
This is an extension, because one can check that u′( f ) conicides with u( f ) for any f whose
support excludes ξ1 = ξ2 = 0, and it is also clearly Lorentz invariant and has the desired almost
homogeneous scaling behavior. To get a more explicit expression for u′, we perform a fourier
transformation of ua,b,c using eq. (225) and eq. (23) of [23]. This gives, up to numerical factors
uˆa,b,c(p1, p2) =
4a+b+c
Γ(4−a−b− c)Γ(2−a)Γ(2−b)Γ(2− c)Ia,b,c(p1, p2) (236)
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where
Ia,b,c(p1, p2) =
[(p1+ p2)
2− i0]2−a−b−cΓ(c)Γ(a+b+ c−2)Γ(2−a− c)Γ(2− c−b)×
F4
(
c,a+b+ c−2,a+ c−1,b+ c−1
∣∣∣∣ p21(p1+ p2)2− i0 , p
2
2
(p1+ p2)2− i0
)
+
[(p1+ p2)
2− i0]−a(p22− i0)2−b−cΓ(a)Γ(2−b)Γ(2−a− c)Γ(b+ c−2)×
F4
(
a,2−b,a+ c−1,3−b− c
∣∣∣∣ p21(p1+ p2)2− i0 , p
2
2
(p1+ p2)2− i0
)
+
[(p1+ p2)
2− i0]−b(p21− i0)2−a−cΓ(b)Γ(2−a)Γ(a+ c−2)Γ(2− c−b)×
F4
(
b,2−a,3−a− c,b+ c−1
∣∣∣∣ p21(p1+ p2)2− i0 , p
2
2
(p1+ p2)2− i0
)
+
[(p1+ p2)
2− i0]c−2(p21− i0)2−a−c(p22− i0)2−b−c×
Γ(4−a−b− c)Γ(2− c)Γ(a+b−2)Γ(b+ c−2)×
F4
(
4−a−b− c,2− c,3−a− c,3−b− c
∣∣∣∣ p21(p1+ p2)2− i0 , p
2
2
(p1+ p2)2− i0
)
.
Here, F4 is the Appell function, defined by
F4(α,β,γ,δ|z1,z2) =
∞
∑
j1, j2=0
(α) j1+ j2(β) j1+ j2
(γ) j1(δ) j2
z
j1
1 z
j2
2 , (237)
with (α) j the Pochhammer symbol. The fourier transform of the extension is then given by
uˆ′(p1, p2) = Resc=1Resb=0Resa=0
uˆa,b,c(p1, p2)
ab(c−1) , (238)
which may be evaluated readily using the Laurent expansion of the Gamma-function. It is worth
noting that the extension u′ given by expression (235) now implicitly contains third powers of
the logarithm, thus again confirming the general theorem that there are logarithmic corrections
to the naively expected homogeneous scaling behavior.
3.5 Ghost fields and vector fields
The above algebraic construction of Wick-powers and their time-ordered products may be gen-
eralized to a multiplet of scalar or tensor fields satisfying a system of wave equations on M
with local covariant coefficients or to Grassmann valued fields. In the BRST approach to gauge
theory, the relevant fields are (gauge fixed) vector fields, and ghost fields.
Classical ghost fields are valued in the Grassmann algebra E. For gauge theory, the relevant
ghost fields are described, at the free level, by the Lagrangian
L0 =−idC¯∧∗dC . (239)
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The fields C,C¯ are independent and take values in the Grassmann algebra E. In particular,
the “bar” over C¯ is a purely conventional notation and is not intended to mean any kind of
conjugation. The non-commutative *-algebraW0 corresponding to this classical Lagrangian is
described as follows. As above, we consider a bi-distribution ωs(x,y) on M×M of Hadamard
form (we put a superscript “s” for “scalar”), and we consider distributions u on Mn which are
anti-symmetric in the variables, and which satisfy the wave-front condition (129). With each
such distribution, we associate a generator F(u), which we (purely formally) write as
F(u) =∫
u(x1, . . . ,xn;y1, . . . ,ym) :C(x1) · · ·C(xn)C¯(y1) · · ·C¯(ym) :ω dx1 . . .dxn dy1 . . .dyn . (240)
We now define a ⋆~-product between such generators. This is again defined by eq. (124), where
the derivative operator (127) is now given by
<D> =−i
∫
δL
δC(x)
ωs(x,y)
δR
δC¯(y)
− δL
δC¯(x)
ωs(x,y)
δR
δC(y)
dxdy . (241)
Here, as above, it is understood that a functional derivative acting on F(u) is executed by for-
mally treating the fields in the normal ordered expression as classical fields, i.e., by formally
identifying :C(x1) · · ·C(xn)C¯(y1) · · ·C¯(ym) :ω with the classical field expression. The operation
* of conjugation is defined as C(x)∗ = C(x) and C¯(x)∗ = C¯(x). This is consistent with the
product. It leads to the anti-commutation relations for the ghost fields,
C¯(x)⋆~C(y)+C(y)⋆~ C¯(x) = ~∆
s(x,y)11 , (242)
C(x)⋆~C(y)+C(y)⋆~C(x) = C¯(x)⋆~ C¯(y)+C¯(y)⋆~ C¯(x) = 0 , (243)
where we have put a superscript on “s” the scalar causal propagator ∆s to distinguish it from
the vector propagator below. The field equations may be implemented, as in the scalar case,
by dividing W0 by the ideal J0 generated by C(x) and C¯(x). Time-ordered products of
Grassmann fields are also defined in the same way as above, the only minor difference being
that they are not symmetric in the tensor factors, but have graded symmetry according to the
Grassmann parity of the arguments. For example, T6 reads instead
Tn(· · ·⊗O1(x j)⊗O2(x j+1)⊗ . . .) = (−1)ε jε j+1Tn(· · ·⊗O2(x j+1)⊗O1(x j)⊗ . . .) . (244)
There are similar signs also in T9.
We next consider 1-form (or vector) fields, A. In the Lorentz gauge, their classical dynamics
is described by the Lagrangian
L0 =
1
2
(dA∧∗dA+δA∧∗δA) . (245)
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where δ = ∗d∗ is the co-differential (divergence). Their equation of motion is the canonical
wave equation for vectors, (dδ+δd)A= 0, or
(gµν+Rµν)A
ν = 0 (246)
in component notation. It is seen from the component form of the equation that it is hyperbolic
in nature, and hence has unique fundamental retarded and advanced solutions, ∆vA and ∆
v
R, where
we have put a superscript “v” in order to distinguish them from their scalar counterparts.
To define the corresponding quantum algebra of observables, we proceed by analogy with
the scalar case. For this, we pick an arbitrary distribution ωv taking values in T ∗M×T ∗M of
Hadamard form. Thus, ωv(x,y) satisfies the vector equations of motion (246) in x and y, its
anti-symmetric part is given by i∆v(x,y), where ∆v is the difference between the fundamental
advanced and retarded vector causal propagators, and its wave-front set is given by eq. (122).
The algebraW0 is generated by expressions of the form
F(u) =
∫
u(x1, . . . ,xn) : A(x1) . . .A(xn) :ω dx1 . . .dxn , (247)
where u(x1, . . . ,xn) is a distribution with wave front set (129), now taking values in the bundle
TM× ·· · × TM, and the *-operation is declared by A(x)∗ = A(x). The ⋆~-product is again
defined by eq. (124), where the derivative operator (127) is now given by
<D> =
∫
δL
δA(x)
ωv(x,y)
δR
δA(y)
dxdy . (248)
From this, we can calculate the commutation relations for the field A(x) =: A(x) :ω,
A(x)⋆~A(y)−A(y)⋆~A(x) = i~∆v(x,y)11 . (249)
The construction of Wick powers and their time-ordered products is completely analogous to
the scalar case, the only difference is that the Hadamard scalar parametrix H must be replaced
by a vector Hadamard parametrix, whose construction is described in Appendix D.2.
3.6 Renormalization ambiguities of the time-ordered products
In the previous section, we have described the construction of local and covariant renormalized
time ordered products in globally hyperbolic Lorentzian curved spacetimes. We now address
the issue to what extend the time ordered products are unique. Thus, suppose we are given two
prescriptions, called T = {Tn} and Tˆ = {Tˆn}, satisfying the conditions T1—T11. We would like
to know how they can differ. To characterize the difference, we introduce a hierarchy D= {Dn}
of linear functionals with the following properties. Each Dn is a linear map
Dn : P
k1(M)⊗·· ·⊗Pkn(M)→ Pk1/.../kn(Mn)[[~]] , (250)
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where we denote by Pk1/.../kn(Mn) the space of all distributional local, covariant functionals of
φ and its covariant derivatives ∇kφ, of m2, of the metric, and of the Riemann tensor and its
covariant derivatives ∇kR, which are supported on the total diagonal, and which take values in
the bundle
k1∧
T ∗M×·· ·×
kn∧
T ∗M ⊂
k1+···+kn∧
T ∗Mn (251)
of antisymmetric tensors overMn. Thus, if Oi ∈ Pki(M), thenDn(⊗iOi)∈ Pk1/.../kn(Mn), andDn
is a (distributional) polynomial, local, covariant functional of φ, the mass, m2, and the Riemann
tensor and its derivatives taking values in the k1+ · · ·+ kn forms over Mn, which is supported
on the total diagonal, i.e.,
supp Dn(O1(x1)⊗·· ·⊗On(xn)) = {x1 = x2 = · · ·= xn}= ∆n . (252)
It is a k1-form in the first variable x1, a k2-form in the second variable x2, etc.
The difference between two prescriptions T and Tˆ for time ordered products satisfying T1—
T11 may now be expressed in terms of a hierarchy D= {Dn} as follows. Let F =
∫
f ∧O be an
integrated local functional O ∈ P(M), and formally combine the time-ordered functionals into
a generating functional written
T (eF⊗) :=
∞
∑
n=0
1
n!
Tn(F
⊗n), (253)
where exp⊗ is the standard map from the vector space of local actions to the tensor algebra
(i.e., the symmetric Fock space) over the space of local action functionals. We similarly write
D(eF⊗) for the corresponding generating functional obtained from D. The difference between
the time-ordered products T and Tˆ may now be expressed in the following way [64]:
Tˆ
(
e
iF/~
⊗
)
= T
(
e
i[F+D(exp⊗F)]/~
⊗
)
. (254)
where D = {Dn} is a hierarchy of functionals of the type just described. Each Dn is a formal
power series in ~, and if each Oi =O(~
0), then it can be shown thatDn(⊗Oi)=O(~), essentially
because there are no ambiguities of any kind in the underlying classical theory. The expression
D(eF⊗) may be viewed as being equal to the finite counterterms that characterize the difference
between the two prescriptions for the time ordered products. Note that in curved space, there
is even an ambiguity in defining time-ordered products with one factor (the Wick powers), so
even D1 might be non-trivial.
The counterterms, i.e., the maps Dn, satisfy a number of properties corresponding to the
properties T1—T11 of the time ordered products [64]. As we have already said, the Dn are
supported on the total diagonal, and this corresponds to the causal factorization property T8.
The Dn are local and covariant functionals of the field φ, the metric, and m
2, in the following
sense: Let ψ : M →M′ be any causality and orientation preserving isometric embedding, i.e.,
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ψ∗g′= g. IfDn andD′n denote the functionals onM respectivelyM′, then we have that ψ∗◦D′n=
Dn ◦ (ψ∗⊗ ·· · ⊗ψ∗). This follows from T1. It follows from the smoothness and analyticity
properties T4, T5 and the scaling property T2 that the Dn depend only polynomially on the
Riemann curvature tensor, the mass parameter m2, and the field φ. Since there is no ambiguity
in defining the identity operator, 11, or the basic field, φ, we must have
D1(11) = D1(φ) = 0 . (255)
As a consequence of the symmetry of the time-ordered products T6, the mapsDn are symmetric
(respectively graded symmetric when Grassmann valued fields would be present), and as a
consequence of the field independence property T9, they must satisfy
δ
δφ(y)
Dn
(
O1(x1)⊗·· ·⊗On(xn)
)
= ∑
k
Dn
(
O1(x1)⊗·· · δOk(xk)
δφ(y)
⊗·· ·On(xn)
)
. (256)
In particular, the Dn depend polynomially upon the field φ. As a consequence of the scaling
property T2 of time-ordered products, the engineering dimension of each term appearing in
Dn must satisfy the following constraint. As above, let Nr be the counter of Riemann curvature
tensors, let N f be the dimension counter for the fields, and let Nc be the counter for the coupling
constant (in this case m2), see eq. (143). Let the dimension counter Nd : P→ P be defined as
above by Nd = Nc+Nr+N f Then we must have
(Nd+ sd)Dn
(
O1(x1)⊗·· ·⊗On(xn)
)
=
n
∑
i=1
Dn
(
O1(x1)⊗·· ·NdOi(xi)⊗ . . .On(xn)
)
. (257)
where sd is the scaling degree, see appendix C. The unitarity requirement T7 on the time-
ordered products yields the constraint
Dn
(
O1(x1)⊗·· ·⊗On(xn)
)∗
=−Dn
(
O1(x1)
∗⊗·· ·⊗On(xn)∗
)
. (258)
and the action Ward identity T11 implies that one can freely pull an exterior derivative di =
dx
µ
i ∧ ∂∂xµi into Dn,
diDn
(
O1(x1)⊗·· ·Oi(xi)⊗ . . .On(xn)
)
= Dn
(
O1(x1)⊗·· ·diOi(xi)⊗ . . .On(xn)
)
. (259)
The meaning of the above restrictions on Dn is maybe best illustrated in some examples.
The dimension of the coupling is d(m2) = +2, and the dimension of the field is d(φ) = +1.
Consider the composite field φ2 ∈ P. In curved spacetime, there is an ambiguity D1(φ2) in
defining T1(φ
2), given by
Tˆ1(φ
2) = T1(φ
2)+(~/i)T1(D1(φ
2)) . (260)
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By properties (256) and (255), we must have δ
δφ
D1(φ
2) = 0, so D1(φ
2)must be a multiple of the
identity operator, so D1(φ
2) = ic11. By the local and covariance property and the dimensional
constraint (257), c= aR+bm2, where a,b are constants that must be real in view of (258). Thus,
we have the familiar result that the Wick power T1(φ
2) is unique only up to curvature/mass
terms. Consider next the ambiguity in defining the time ordered product of two factors of φ2,
given by
Tˆ2(φ
2⊗φ2) = T2(φ2⊗φ2)+(~/i)2T1(D2(φ2⊗φ2)) (261)
(here we are assuming that D1(φ
2) = 0 for simplicity). By the same reasoning as above, this
must now be given by
D2(φ
2(x)⊗φ2(y)) = cδ(x,y) (262)
for some real constant c, because the scaling degree of the delta function in 4 dimensions is+4.
If φ2 in this formula would be replaced by φ3, then the right side could be a constant times the
wave operator of the delta function, or by a real linear combination of m2,R and φ2, times the
delta-function.
We summarize the renormalization ambiguities again in the “main-theorem of renormaliza-
tion theory:”
Theorem 2. [64, 65] Time ordered products T with the above properties T1-T11 exist. If
T = {Tn} and Tˆ = {Tˆn} are two different time ordered products satisfying conditions T1–T11,
then their difference is given by
Tˆn
(
O1(x1)⊗·· ·⊗On(xn)
)
= (263)
∑
I0∪I1∪...Ir⊂n
Tr+1
(⊗
j∈I0
O j(x j)⊗
⊗
k
(~/i)|Ik|D|Ik|
[⊗
i∈Ik
Oi(xi)
])
.
Here, the sum runs over all partitions I0 ∪ · · · ∪ Ir = n of n = {1, . . . ,n}, and D = {Dn} is a
hierarchy of counterterms described above. Conversely, if D is as above, then Tˆ defines a new
hierarchy of time-ordered products with the properties T1—T11.
3.7 Perturbative construction of interacting quantum fields
In the previous sections we have given the construction of Wick powers and their time-ordered
products in a theory that is classically described by a Lagrangian L0 at most quadratic in the
field, with associated classical field equations of wave-equation type. Those quantities may be
used to give a definition of an interacting quantum field theory via a perturbation expansion.
For definiteness, consider a scalar field described by the classical Lagrangian L= L0+λL1,
L=
1
2
(dφ∧∗dφ+m2 ∗φ2)+λ ∗φN = L0+λL1 . (264)
We would like to construct quantities in the interacting quantum field theory as formal power
series in λ. Even in flat spacetime, one may encouter infra-red divergences if one tries to define
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the terms in such expansions, but such infra-red divergences are absent if one considers, instead
of the interaction I =
∫
λL1, a cutoff interaction, F =
∫
λ fL1, where f is a smooth cutoff func-
tion of compact support that is one in a globally hyperbolic subregion of the original spacetime
(M,g). The perturbative formula for the interacting fields associated with this interaction is then
O(x)F = T
(
e
iF/~
⊗
)−1
⋆~
δ
δ j(x)
T
(
e
iF/~+
∫
j∧O
⊗
)∣∣∣
j=0
. (265)
This formula is called “Bogoliubov’s formula,” [12]. Each term in the formal power series for
O(x)F is a well-defined element in W0, due to the infra-red cutoff in the interaction F . The
subscript “F” indicates throughout this paper an “interacting field” defined by F , which is an
element in the ring11 W0⊗C[[λ,~]], as opposed to the classical field expression O ∈ P. The
expansion coefficients in λ of the interacting fields define the so-called “retarded products,” [81]
O(x)F =
∞
∑
n=0
in
~nn!
Rn(O(x);F
⊗n) =: R
(
O(x); e
iF/~
⊗
)
. (266)
The retarded products are maps Rn : P
⊗(n+1) → D ′(Mn+1)⊗W0 with properties similar to the
properties T1—T11 of the time-ordered products. The symmetry property only holds with
respect to the n-arguments separated by the semicolon. Their definition in terms of time-ordered
products is
Rn
(
Ψ(y);O1(x1)⊗·· ·⊗On(xn)
)
(267)
= ∑
I1∪···∪I j=n
(−1)n+ j+1T|I1|
(⊗
k∈I1
Ok(xk)
)
⋆~ . . . ⋆~ T|I j|
(
Ψ(y)⊗
⊗
k∈I j
Ok(xk)
)
,
where the sum runs over all partitions I1∪ · · ·∪ I j of n = {1, . . . ,n}. An important property of
the retarded product is that their support is restricted to the set
supp Rn(Ψ(y);O1(x1)⊗·· ·⊗On(xn))⊂ {(y,x1, . . . ,xn) ∈Mn+1 | xi ∈ J−(y) ∀i} . (268)
The support property follows from the causal factorization property of the time-ordered prod-
ucts. A useful combinatorial identity for the retarded products is the Glaser-Lehmann-Zimmermann
(GLZ) relation, which states that [35]
Rn
(
Ψ1(y1);Ψ2(y2)⊗
n−1⊗
i=1
Oi(xi)
)
−Rn
(
Ψ2(y2);Ψ1(y1)⊗
n−1⊗
i=1
Oi(xi)
)
=
∑
I∪J=n
[
R|I|
(
Ψ1(y1);
⊗
i∈I
Oi(xi)
)
,R|J|
(
Ψ2(y2);
⊗
j∈J
O j(x j)
)]
(269)
11 The fact that, implicit in the notation “C[[~]]”, the interacting field only contains non-negative powers of ~, is
not so obvious and follows from the fact that Rn itself is of order ~
n, see [38].
68
The GLZ-relation may be used to express the commutator of two interacting fields in terms of
retarded products as follows:
[Ψ1(x1)F ,Ψ2(x2)F ] =
∞
∑
n=0
in
~nn!
[
Rn+1(Ψ1(x1);Ψ2(x2)⊗F⊗n)− (1↔ 2)
]
. (270)
As a consequence of the GLZ-relation and the support properties of the retarded products, any
two interacting fields located at spacelike separated points commute12. Thus, we have con-
structed interacting fields as formal power series in the coupling constant via the time-ordered
products in the underlying free field theory. If one changes the definition of the time-ordered
products along the lines described in the previous subsection, then there is a corresponding
change in the interacting theory, affecting both the interaction Lagrangian, as well as resulting
in general in a multiplicative redefinition of the interacting fields. To describe this in more
detail, we introduce the linear map ZF : P(M)→ P(M)[[λ,~]] by
ZF(O(x)) := O(x)+D(O(x)⊗ eF⊗) , (271)
where D= {Dn} is the hierarchy of distributions encoding the difference between two prescrip-
tions T and Tˆ for time ordered products. We may introduce a basis in P(M), and represent this
map by its matrix
ZF(Oi(x)) = ∑
j
Z
j
i O j(x) . (272)
For renormalizable interactions (N fF ≤ 4), ZF leaves each finite dimensional subspace of P
invariant, but this is no longer the case for non-renormalizable interactions. Now, if Oˆ(x)F is
the definition of the interacting field using the time ordered products Tˆ , and O(x)F that using
T , then the two are related by
Oˆ(x)F = ZF [O(x)]F+D(exp⊗F) . (273)
We now explain how one can remove the cutoff implemented by the cutoff function f in the
interaction F =
∫
λ fO at the algebraic level. The key identity [18] in this construction is
VF1,F2 ⋆~O(x)F2 ⋆~VF1,F2
−1 = O(x)F1 (274)
where F1,F2 are any two local interactions as above that are equal in an open neighborhood of x,
and whereVF1,F2 ∈W0⊗C[[~,λ]] are unitaries that can be written in terms of retarded products.
They satisfy the cocycle condition
VF1,F2 ⋆~VF2,F3 ⋆~VF3,F1 = 11 . (275)
12In case when Grassmann valued fields are present, the commutator is replaced by the graded commutator, and
the minus sign on the right side is replaced by −(−1)ε1ε2 , where εi are the Grassmann parities of Ψi.
69
To construct the limit of the interacting fields as f → 1, one can now proceed as follows. For
simplicity, let us assume that M = R×Σ, with Σ compact. The cutoff function may then be
chosen to be of compact support in a ”time-slice” M2τ = Σ× (−2τ,2τ), and to be equal to one
in a somewhat smaller time-slice, say Mτ. To indicate the dependence upon the cutoff τ, let us
write the cutoff function as fτ, and let us correspondingly write. Let Fτ =
∫
λ fτL1 and OFτ for
the corresponding interacting field defined using Fτ as the interaction. Finally, let Uτ = VFδ,Fτ ,
for some fixed δ. The interacting fields defined with respect to the true interaction I =
∫
λL1
may now defined as the limit
O(x)I = lim
T→∞
Uτ ⋆~O(x)Fτ ⋆~Uτ
−1 . (276)
The sequence on the right side is trivially convergent, because it only contains a finite number
of terms for each fixed x, by the cocycle condition. More precisely, the terms in the sequence
will remain constants once τ has become so large that x ∈Mτ. It is important to note that this
would not be the case if we had not inserted the unitary operators under the limit sign. In
that case, our notion of interacting field would have coincided with the naive “adiabatic limit”
which intuitively corresponds to the situation where the interacting field is fixed at τ = −∞.
By contrast, our limit corresponds intuitively to fixing the field during“finite time interval”
corresponding to the neighborhood Σ× (−δ,δ). Actually, one can see that the defining formula
for Uτ and the interacting field will still make sense also for spacetimes with non-compact
Cauchy surface. We can now define the algebras of interacting field observables as
FI(M,g) = Alg
{
GI
∣∣∣ G= ∫ g∧O}/J0 . (277)
We note that these are subalgebras of F0[[λ,~]]. While the embedding of this algebra as a
subalgebra of F0[[λ,~]] depends upon the choice of the cutoff function f , it can be proved [18,
66] that the definition of FI as an abstract algebra is independent of our choice of the sequence
of cutoff functions { fτ}. Another important consequence of our definition of the interacting
fields is that, if we want to investigate properties of the interacting field near a point x, we only
have to work in practice with the cutoff interaction F where f is equal to 1 on a sufficiently large
neighborhood containing x. For example, if we want to check whether an interacting current
J(x)I is conserved, we only need to check whether dJ(x)F = 0 for any cutoff function f which
is equal to 1 in an open neighborhood of x.
The effect of changing the renormalization conditions may also be discussed at the level
of the interacting fields OI and the associated interacting field algebra FI . For this, consider
again two prescriptions T and Tˆ for defining the time-ordered products, and let us denote by
OI and OˆI the respective interacting fields, and by FI and FˆI the interacting field algebras. Let
us denote by ZI : P→ P[[λ,~]] the limit of the map ZF as the cutoff implicit in F is removed.
This limit exists, because all the functionals D= {Dn} in the defining relation (271) for ZF are
supported only on the total diagonal. Then one can derive from eq. (273) that there exists an
algebra isomorphism
ρ : FˆI → FIˆ, ρ(OˆI) = ZI(O)Iˆ , (278)
70
with Iˆ = I+D(eI⊗). The algebra isomorphism map ρ is needed in order to compensate for the
difference between the unitariesUτ and Uˆτ in the two prescriptions, see eq. (276), and see [66]
for details. A particular case of this map again arises when the prescription Tˆ is defined in
terms of a change of scale (see T2) from the time ordered product T . Then we obtain, for
each scale µ ∈ R+, a map ρµ, which depends polynomially on µ and lnµ. This map defines the
renormalization group flow in curved spacetime [66] together with the corresponding “mixing
matrices,” i.e., the matrix components Zij(µ) of the maps ZI(µ).
4 Quantum Yang-Mills theory
4.1 General outline of construction
4.1.1 Free fields
We now construct quantum Yang-Mills theory along the lines outlined in the introduction. As
our starting point, we take the auxiliary theory described classically by the auxiliary action S
with ghosts and anti-fields, see eq. (34). Thus, the set of dynamical and background fields is
background fields dynamical fields
spacetime metric g
anti-ghostC‡,C¯‡ ghostC,C¯
anti-vector A‡ vector A
anti-auxiliary B‡ auxiliary B
We assume that the group G is a direct product of a semi-simple group andU(1)l, and that the
dimension of spacetime is 4. We split the action S into a free part S0 containing only expressions
at most quadratic in the dynamical fields, and an interaction part, λS1+ λ
2S2. The action S0
describes the free classical auxiliary theory. Its field equations are hyperbolic. As we shall
describe in more detail below, we can thus define an algebra W0 that represents a deformation
quantization of the free field theory associated with the free auxiliary action S0, and this algebra
contains all local covariant Wick-powers, and their time-ordered products.
As in the classical case, the so-obtained auxiliary theory is by itself not equivalent to (free)
Yang-Mills theory, because it contains gauge-variant observables and observables with non-
zero ghost number. To obtain a quantum theory of (free) Yang-Mills theory, we pass from the
algebra of observables, W0, to the cohomology algebra constructed from the (free) quantum
BRST-charge Q0. For this, we consider first the (free) classical BRST-current J0, which defines
a quantumWick power T1(J0), which we denote again by J0 by abuse of notation. Let us assume
for simplicity that the spacetime (M,g) has a compact Cauchy surface Σ. Then there is a closed
compactly supported 1-form γ on M such that
∫
M γ∧α =
∫
Σ α for any closed 3-form α, i.e.,
[γ] ∈H10 (M,d) is dual to the cycle [Σ] ∈H3(M,∂). We can then define the free BRST-charge by
Q0 =
∫
M
γ∧J0 (279)
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As we will show below, the local covariant quantum BRST current J0 := T1(J0) can be defined
so that it is closed dJ0 = 0 modulo J0, so evidently Q0 is independent, modulo J0, of the choice
of the representer γ in H1(M,d). We will also show that Q0 is nilpotent, Q
2
0 = 0 modulo J0. It
follows from this fact that the linear quotient space
Fˆ0 =
Kernel [Q0, . ]∩F0∩KernelNg
Image [Q0, . ]∩F0∩KernelNg , F0 =W0/J0 (280)
is well defined, and that it is again an algebra. Above, we have explained that F0 is a defor-
mation quantization of the classical theory associated with S0 in the sense that, when ~→ 0,
the commutator divided by ~ goes over to the Peierls bracket of the classical observables. In
particular, the commutator divided by ~ with Q0 goes to the classical BRST-variation, sˆ0. Fur-
thermore, as we explained above, the cohomology of sˆ0 is in 1-1 correspondence with classical
gauge-invariant observables, so that, in the classical limit, the algebra Fˆ0 is the Poisson algebra
of physical, gauge-invariant observables. Thus, it is natural to define Fˆ0 to be the algebra of
physical observables also in the quantum case.
Consider now a representation pi0 of the free algebra F0 on an inner product space H0. For
simplicity, let us denote representer pi0(Q0) of the BRST-charge in this representation again by
Q0. We require Q0 to be hermitian with respect to the (necessarily indefinite) inner product. We
would like to know under which condition this representation induces a Hilbert-space represen-
tation pˆi0 on the factor algebra Fˆ0. Following [39], let us suppose that the representation fulfills
the following additional
Positivity requirement: A representation is called positive if the following hold: (a) if |ψ〉 ∈
KernelQ0, then 〈ψ|ψ〉 ≥ 0, and (b) if |ψ〉 ∈ KernelQ0, then 〈ψ|ψ〉 = 0 if and only if |ψ〉 ∈
ImageQ0.
It is elementary to see that if the positivity requirement is fulfilled, then the representation pi0
induces a representation pˆi0 of the physical observables Fˆ0 on the inner product space
Hˆ0 =
KernelQ0
ImageQ0
, (281)
which is in fact seen to be a pre-Hilbert space, i.e., carries a positive definite inner product.
As we will see below, when G is compact, there do indeed exist representations satisfying the
above positivity requirement if we restrict ourselves to the ghost number 0 subalgebra of F0. As
we will also see, in static spacetimes (M,g) or in spacetimes with static regions, the states in Hˆ0
(in the ground state representation) can be put into one-to-one correspondence with ±-helicity
particle states of the electromagnetic field, and Hˆ0 contains a dense set of Hadamard states.
However, in generic time-dependent spacetimes, such an interpretation in terms of particles
states is not possible.
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When the Cauchy surfaces of M are not compact, the charge Q0 is in general not defined
as stated. The reason is that the 1-form field γ is no longer of compact support, but has non-
compact support in spatial directions. Nevertheless, we can see that if we formally consider the
graded commutator [Q0,O(x)] with a local quantum Wick-power, denoted O(x) := T1(O(x)),
then there will be only contributions in the formal integral defining Q0 (see (279)) from the
portion of the support of γ that is contained in J+(x)∪ J−(x). All other contributions vanish
due to the (graded) commutativity property, T9. Since the intersection of the support of γ and
J+(x)∪ J−(x) is compact for a suitable choice of γ, it follows that the commutator of any local
observable in F0 with Q0 is always defined. Thus, while Q0 itself is undefined, the graded
commutator still defines a graded derivation. The definition of the algebra of gauge invariant
observables can then be given in terms of this graded derivation. However, the construction of
representations explicitly used (the representer of)Q0 itself, and not just the graded commutator.
Thus, it is not straightforward to obtain Hilbert space representations on manifolds with non-
compact Cauchy surfaces.
4.1.2 Interacting fields
A similar kind of construction as for free Yang-Mills theory can also be given in order to pertur-
batively construct quantized interacting Yang-Mills theory. The starting point is now the clas-
sical auxiliary interacting field theory described by the auxiliary action S = S0+ λS1+ λ
2S2.
Thus, the interaction is
I =
∫
(λL1+λ
2L2) = λS1+λ
2S2 . (282)
The first step is to construct a quantum theory associated with this auxiliary action. For sim-
plicity, we again assume that M has compact Cauchy-surfaces—the general situation can again
be treated by complete analogy with the free field case as just described. Following the gen-
eral procedure described in Sec. 3.7, we first introduce an infra-red cutoff for the interaction
supported in a compact region of spacetime, and construct the interacting theory in that region.
To define the desired infra-red cutoff, we consider a compactly supported cutoff function, f ,
which is equal to 1 on the submanifoldMτ = (−τ,τ)×Σ. We define a cutoff interaction, F , by
F =
∫ { fλL1+ f 2λ2L2}, and we define corresponding interacting fields OF by Bogoliubov’s
formula. We then send the cutoff τ to infinity at the algebraic level as described in sec. 3.7,
and get a corresponding algebra FI of interacting fields OI . This algebra of interacting fields
is not equivalent to quantum Yang-Mills theory, as it contains gauge variant fields and fields of
non-zero ghost number. As in the free case, we obtain the algebra of physical field observables
by considering the cohomology of the (now interacting) BRST-charge operator, QI .
To define this object, consider the interacting BRST-current with cutoff interaction, defined
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by the Bogoliubov formula [see eq. (266)]
J(x)F =
δ
δγ(x)
T (e
iF/~
⊗ )
−1 ⋆~ T (e
iF/~+
∫
γ∧J
⊗ )
∣∣∣∣
γ=0
= ∑
n≥0
1
n!
( i
~
)n
Rn(J(x);F
⊗n) . (283)
As in our general definition of interacting fields, we can then remove the cutoff at the algebraic
level by defining an interacting current J(x)I. We will show below that the interacting BRST-
current JI(x) is conserved in M, so we can define a corresponding interacting BRST-charge by
QI =
∫
γ∧JI, [compare eq. (279)].
We will furthermore show that the so-defined charge is nil-potent, Q2I = 0. Thus, we can
define the physical observables as in the free field theory by the cohomology of the interacting
BRST-charge, i.e., the algebras of interacting fields are defined by
FˆI =
Kernel [QI, . ]∩FI ∩KernelNg
Image [QI, . ]∩FI ∩KernelNg . (284)
Next, one would like to define representations of the algebra of observables on a Hilbert space.
Such representations can be obtained from those of the free theory by a deformation pro-
cess [39]. For this, consider a state |ψ0〉 ∈ H0 in a representation pi0 of the underlying free
theory satisfying the above positivity requirement. Let also |ψ0〉 ∈ KernelQ0. Then, using
Q2I = 0, and QI = Q0+λQ1+λ
2Q2+ . . . one first shows that there exists a formal power series
|ψI〉= |ψ0〉+λ|ψ1〉+λ2|ψ2〉+ · · · ∈ HI = H0[[λ]] (285)
such that QI|ψI〉= 0, where QI has been identified with its representer in the representation piI
that is induced from the representation of the underlying free theory. In order to construct the
vectors |ψi〉, we proceed inductively. We write the condition that |ψI〉 is in the kernel of QI and
that Q2I = 0 as
0=
m
∑
k=0
Qk|ψm−k〉, 0=
m
∑
k=0
QkQm−k , (286)
for all m. For m = 0, the first equation is certainly satisfied, as we are assuming Q0|ψ0〉 =
0. Assume now that |ψ0〉, |ψ1〉, . . . , |ψn−1〉 have been constructed in such a way that the first
equation is satisfied up to m= n−1, and put
|χm〉=
n−1
∑
k=0
Qm−k|ψk〉 . (287)
Then, using the second equation in (286), we see that
0=
m
∑
k=0
Qm−k|χk〉 , 0=
m
∑
k=0
〈χm|χm−k〉 , (288)
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for all m. We now use the inductive assumption that |χm〉 = 0 for m ≤ n− 1, from which we
get that Q0|χn〉= 0, putting m= n in the first equation. Putting m= 2n in the second equation,
we get 〈χn|χn〉 = 0. In view of the positivity requirement, we must thus have |χn〉 = −Q0|ψn〉
for some |ψn〉. We take this as the definition of the n-th term for the deformed state (285). This
then satisfies the induction assumption at order n, thus closing the induction loop.
Thus, by the above deformation argument, one sees that KernelQI ⊂ HI is a non-empty
subspace. One furthermore shows that the representation piI satisfies an analog of the positivity
requirement13 for the interacting theory. Thus, we obtain, as in the free case, a representation
pˆiI on the inner product space
HˆI =
KernelQI
ImageQI
, (289)
and this space is again shown to be a pre-Hilbert space. For details of these constructions, see
sec. 4.3 of [39].
4.1.3 Operator product expansions and RG-flow
As we have just described, a physical gauge invariant, interacting field is an element in the
algebra Fˆ0, i.e., an equivalence class of an interacting field operator OI(x) satisfying
[QI,OI(x)] = 0 ∀x ∈M , (290)
modulo the interacting fields that can be written as
OI(x) = [QI,O
′
I(x)] ∀x ∈M , (291)
for some local field O ′ (as usual, [ , ] means the graded commutator). Our constructions of the
interacting BRST-charge do not imply that the action of QI on a local covariant interacting field
is not equivalent to sˆ. But it follows from general arguments that
[QI,OI(x)] = (qˆO)I(x) ∀x ∈M (292)
where qˆ is a map
qˆ : Pp(M)→ Pp(M)[[~]], qˆ= sˆ+~qˆ1+~2qˆ2+ . . . . (293)
Because Q2I = 0, the map qˆ is again a differential (the “quantum BRST-differential”), qˆ
2 = 0,
whose action on general elements in P is different from that of sˆ. An exception of this rule are
the exactly gauge invariant elements O = Ψ at zero ghost number, which by lemma 1 are of the
13 Since we are working over the ring C[[λ]] of formal power series in λ in the case of interacting Yang-Mills
theory, the positivity requirement needs to be formulated appropriately by specifying what it means for a formal
power series to be positive. For details, see [39].
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form Ψ = ∏Θsi(F,DF,D
2F, . . .), with Θs invariant polynomials of the Lie-algebra. For such
elements, we shall show that we have qˆΨ = sˆΨ = 0. Thus,
[QI,ΨI(x)] = 0 ∀x ∈M (294)
and the corresponding interacting fields ΨI(x) are always observable.
Given n local fields O j1, . . . ,O jn ∈ P, we can construct the operator product expansion of the
corresponding interacting quantum fields,
O j1(x1)I ⋆~ . . . ⋆~O jn(xn)I ∼∑
k
Ckj1... jn(x1, . . . ,xn,y)Ok(y)I . (295)
The operator product expansion is an asymptotic expansion for x1, . . . ,xn → y, see [70], where
the construction and properties of the expansion are described. Because the action S of the
auxiliary theory has zero ghost number, the OPE coefficients are non-vanishing only when
∑
r
Ng(O jr) = Ng(Ok) . (296)
Now assume that all operators O j1, . . . ,O jn are physically observable fields. Then, since the
graded commutator with QI respects the ⋆~-product, also all local operators Ok appearing on
the right side must be in the kernel of QI . By the same argument, if one of the operators on
the left side is of the trivial from (291), then it follows that each operator in the expansion on
the right side is of that form, too. Thus, we conclude that the OPE closes on gauge invariant
operators in the following sense: Let Oi1 , . . . ,Oin ∈ P be in the kernel of sˆ, with vanishing ghost
number, as characterized by thm. 1. Then Cki1...in is non-vanishing only for Ok ∈ P of vanishing
ghost number that are in the kernel of sˆ. If one Oir is in the image of sˆ, then C
k
i1...in
is non-
vanishing only for Ok ∈ P of vanishing ghost number that are in the image of sˆ. If one drops the
restriction to the 0-ghost number sector, then the same statement is true with sˆ replaced by qˆ.
By the same kind of argument, one can also show that the renormalization group flow closes
on physical operators. The renormalization flow in curved spacetime was defined in subsec. 3.7
as the behavior of the interacting fields under a conformal change of the metric, g → µ2g.
In general we have ρµ(Oi(x)I) = Z
j
i (µ) ·O j(x)Iµ for all x ∈ M, where Iµ is the renormalized
interaction, and where ρµ : FI(g)→ FIµ(µ2g) is an algebraic isomorphism implementing the
conformal change of the metric. Now, in the perturbative quantum field theory associated with
the auxiliary action S, we have
ρµ(J(x)I) = Z(µ) ·J(x)Iµ +∑
i
ζi(µ) ·Oi(x)Iµ ∀x ∈M , (297)
for some Z(µ),ζi(µ) ∈ C[[λ,~]], and operators Oi ∈ P3(M) of dimension three not equal to the
BRST-current and not equal to 0. If we take the exterior derivative d of this equation and use
that the interacting BRST-currents themselves are conserved, we obtain ∑ζi(µ) · dOi(x)Iµ = 0.
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Let k be the largest natural number such that ζi(µ) is of order ~
k for all i, and let zi(µ) be
the ~k-contribution to ζi(µ). We can then divide this relation by ~
k, and take the classical limit
~→ 0. Because the classical limit of the interacting fields gives the corresponding perturbatively
defined classical interacting fields and because Iµ→ I as ~→ 0, it follows that ∑zi(µ) ·dOi(x)I =
0 for the corresponding on-shell classical interacting fields. This means that dOi(x)I = 0 for
those i such that zi(µ) 6= 0. But there are no such 3-form fields of dimension three at the classical
level by the results of [5] except for the zero field and the BRST-current. Thus, we have found
that zi(µ) = 0 for all i. By repeating this type of argument for the higher orders in ~ in ζi(µ), we
can conclude that ζi(µ) = 0 to all orders in ~.
Thus, we have found that BRST-current does not mix with other operators under the renor-
malization group flow, from which it follows that
ρµ(QI) = Z(µ) ·QIµ . (298)
Hence, if [QI,Oi(x)I] = 0 for all x ∈M, then, by applying ρµ to this relation, it also follows that
Zij(µ)[QIµ,Oi(x)Iµ ] = 0 . (299)
Because Zij(µ) is invertible (it is a formal power series in λ starting with δ
i
j), we thus obtain the
following result, which states that the RG-flow does not leave the sector of physical observables:
Theorem 3. Let Oi ∈ P be in the kernel of sˆ, with vanishing ghost number, as characterized
by thm. 1. Then Z
j
i (µ) is non-vanishing only for O j ∈ P of vanishing ghost number that are
in the kernel of sˆ. If Oi is in the image of sˆ, then Z
j
i (µ) is non-vanishing only for O j ∈ P of
vanishing ghost number that are in the image of sˆ. If one drops the restriction to the 0-ghost
number sector, then the same statement is true with sˆ replaced by qˆ.
Remark : An interesting corollary to this theorem arises when one considers the particular
case when O is the Yang-Mills Lagrangian. Since it is the only gauge invariant field at ghost
number 0 of this dimension, it does not mix with other field up to QI-exact terms under the
renormalization group flow. The corresponding constant ZI(µ) describing the field renormal-
ization for the interacting field corresponding to the Yang-Mills Lagrangian then defines the
flow of the coupling constant λ. Since our flow is local and covariant, it follows that this flow
automatically must be exactly the same as in Minkowski spacetime!
A similar remark would apply to more complicated gauge theories with additional mat-
ter fields, as long as there cannot arise any additional couplings to curvature of engineering
dimension 4 (such as e.g. RTrΦ2 if the gauge field is coupled to a scalar field Φ in some repre-
sentation of the gauge group). Even if there can arise such couplings, the above argument can
still be used to directly infer the vanishing of all β-functions in curved spacetimes with R= 0 if
the corresponding β-functions vanish in flat spacetime.
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4.2 Free gauge theory
We now describe in more detail the construction of free gauge theory outlined in the previous
section 4.1. As explained, our starting point is the auxiliary theory that is classically described
by the free action S0.
Deformation quantization algebraW0: The theory contains the dynamical fields Φ=(A
I,BI,CI,C¯I),
as well as the background fields Φ‡ = (A‡I ,B
‡
I ,C
‡
I ,C¯
‡
I ). Of the dynamical fields, B
I is only
an auxiliary field with no kinetic term in S = 0, while for the vector field AI and the ghost
fields CI,C¯I the corresponding deformation quantization algebra was defined already above in
sect. 3.5 by analogy with the model case of a scalar field described in sect. 3.1. Thus, the desired
W0 will essentially be a tensor product of the algebras for the vector and ghost fields, with ad-
ditional “commuting” generators for the background fields. We now describe the construction
in detail.
We first consider a vector Hadamard 2-point function ωv(x,y), and a scalar Hadamard 2-
point function ωs(x,y). These quantities by definition satisfy the hyperbolic equations
(dδ+δd)xω
v(x,y) = 0= (dδ+δd)yω
v(x,y) (dδ)xω
s(x,y) = 0= (dδ)yω
s(x,y), (300)
the commutator property (119), and the wave front condition (122). Below, we will show that
we can at least locally always choose them so that they additionally satisfy the consistency
relation
dxω
s(x,y) =−δyωv(x,y), dyωs(x,y) =−δxωv(x,y), (301)
where dx = dx
µ ∧ ∂
∂xµ
, and where δx = ∗dx∗ is the co-differential, etc. So we assume (301) in
addition to (300).
As a linear space, we define the desired deformation quantization algebra W0 to be the
vector space generated by formal expression of the form
F(u) =
∫
u
k1...kn
i1...im
(x1, . . . ,xn;y1, . . . ,ym) : Φ
i1(y1) . . .Φ
im(ym)Φ
‡
k1
(x1) . . .Φ
‡
kn
(xn) :ω , (302)
where u is a distribution subject to the wave front set condition (129) in the variables y1, . . . ,ym,
but not subject to any wave front set condition in the variables x1, . . . ,xn. Furthermore, u is
required to have symmetry properties in its argument compatible with the Grassmann parities
summarized in tables 2.2, 2.2.
We define the ⋆~-product as in eq. (126), where the the differential operator is now
<D> =
∫
δL
δΦk(x)
ω jk(x,y)
δR
δΦ j(y)
dxdy (303)
where j,k = (AI,BI,CI,C¯I), and where
(
ω jk(x,y)
)
= (kIJ)⊗

ωv(x,y) −iδyωv(x,y) 0 0
−iδxωv(x,y) 0 0 0
0 0 0 iωs(x,y)
0 0 −iωs(x,y) 0
 . (304)
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Our definitions imply the commutation relations (242), (249) (with obvious modification to
accommodate the Lie-algebra indices on the fields AI,CI,C¯I), as well as
AI(x)⋆~B
J(y)−BJ(y)⋆~AI(x) = ~kIJ δy∆v(x,y)11 . (305)
The (graded) commutators of all other fields, in particular those involving any of the back-
ground fields A
‡
I ,B
‡
I ,C
‡
I ,C¯
‡
I , vanish. In this sense the background fields are C-numbers, and
their product is not deformed.
Finally, we define the *-operation in W0 by declaring declaring the *-operation to act on
the fields as in the last row in tables 2.2, 2.2. This operation is compatible with ⋆~-product
and givesW0 the structure of a *-algebra. This completes our construction of the quantization
algebraW0 of free gauge theory.
We complete the discussion with a result on the existence of compatible scalar and vector
Hadamard 2-point functions.
Theorem 4. LetU ⊂Σ be an open domain in a Cauchy surface Σ, with smooth boundary ∂U and
compact closure and vanishing first deRahm cohomology H1(U,d). Let D(U)⊂M its domain
of dependence. Then there exist within D(U) Hadamard 2-point functions ωs,ωv satisfying the
compatibility condition (301).
Remark: The fact that our theorem only guarantees the existence locally is not a problem for
our later constructions, which are also local. The conditions onU in the theorem arise because
we need to exclude the existence of zero-modes.
Proof: It is relatively easy to prove the existence of a pair (ωˆs, ωˆv) satisfying (301), the Hadamard
condition (122), the commutator property, and field equations (300) on a spacetime (Mˆ, gˆ),
when Mˆ = Dˆ(U) is the domain of dependence of U inside the non-globally hyperbolic space-
time R×U with metric
gˆ=−dt2+h (306)
there, where h= hi jdx
idx j is a Riemannian metric onU that does not depend upon t.
This can be shown as follows by improving a construction by [46], which in turn builds on
results of [80]: On the 3-dimensional compact Riemannian spacetime (U,h), we consider the
Laplace-deRahm operator ∆h = dUδU +δUdU acting on p-forms with domain
D(∆h) = {ξ ∈ H2(U,∧pT ∗U) | ξtan = 0= £nξnor on ∂U} . (307)
Here n is the normal to ∂U , “tan” resp. “nor” refer to the normal and tangential components
of the form ξ on ∂U and H2 indicates a Sobolov space of order 2. Thus, we have “Neumann”
conditions for the normal conditions and “Dirichlet” conditions for the tangential components.
∆h is self-adjoint on this domain by standard theory of elliptic partial differential operators on
bounded domains, see e.g. [100]. Its spectrum is discrete, the eigenvalues are non-positive, and
the eigenfunctions are smooth. Furthermore, one can see that the vanishing of the first deRahm
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cohomology implies the absence of zero eigenvalues for 1-forms (p= 1), whereas the boundary
conditions trivially imply the absence of zero eigenvalue for 0-forms (p= 0).
We denote a complete set of normalized eigenfunctions of the scalar Laplace-operator ∆h =
dUδU , by ϕk with negative eigenvalues −ν(S,k)2, labelled by an index k ∈ J(S) in a corre-
sponding index set. One defines x= (t,x) ∈ R×U and
usk(t,x) = e
−iν(S,k)tϕk(x), (308)
as well as the “scalar” and “longitudinal” mode 1-forms onM by
uvS,k(t,x) = e
−iν(S,k)tϕk(x)dt (309)
uvL,k(t,x) =
1
ν(L,k)
e−iν(S,k)t dϕk(x) (310)
with ν(L,k) = ν(S,k). One next chooses an orthonormal set of eigenmodes for the Laplacian
∆h on (U,h) acting on 1-forms with domain (307). Using H
1(U,dU) = 0, these can be uniquely
decomposed into ones in the kernel of δU and those in the image of the domain (307) under dU .
We denote those in the image of δU by ξk and their eigenvalues
14 by −ν(T,k)2 < 0, where k
is now an index from a set J(T ). We define the corresponding “transversal” mode 1-forms on
R×U by
uvT,k(t,x) = e
−iν(T,k)t ξk(x) . (311)
At this point, we define the vector Hadamard 2-point distribution by
ωˆv(x,y) =−∑
λ
∑
k∈J(λ)
s(λ)
2ν(λ,k)
uv
λ,k(x)u
v
λ,k(y) (312)
where s(S) = 1,s(L) = −1 = s(T ), and λ ∈ {S,L,T}. It was proved in [46] that this is of
Hadamard form within Dˆ(U) and that it has the desired commutator property. We define the
scalar Hadamard 2-point distribution on Dˆ(U) by
ωˆs(x,y) = ∑
k∈J(S)
1
2ν(S,k)
usk(x)u
s
k(y) . (313)
One can argue as in [80] that this is of Hadamard form and that it satisfies the desired commu-
tator property. The desired consistency property (301) on the ultrastatic spacetime follows by
going through the definitions. Thus, by the deformation argument, we obtain from this a pair
(ωv,ωs) on the undeformed spacetime satisfying also the desired consistency condition (301).
In order to show the general case, we appeal to the deformation argument originally pro-
posed by Fulling, Narcowich and Wald [49], which reduces the statement to the previous case.
It is easy to see that the desired properties (301) are inherited in the general case because d
14Note that the scalar and transversal eigenvalues need not coincide.
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and δ intertwine the action of the wave operators δd on 0-forms and dδ+ δd on 1-forms, and
since (ωs,ωv) are bisolutions to the respective wave equations (300). Furthermore, one can
show [83] using the celebrated “propagation of singularities theorem” [28] (see Appendix C,E)
that the wave front set condition (122) is inherited on D(U), too. We omit the standard details
of these arguments.
Time-ordered products: The next step is to define within W0 the Wick products and time
ordered products satisfying conditions T1–T11. As for the time ordered products with one
factor, we make the same definition as in the scalar field case, with the only difference that H is
replaced by the matrix valued Hadamard parametrix
(
H jk(x,y)
)
= (kIJ)⊗

Hv(x,y) −iδyHv(x,y) 0 0
−iδxHv(x,y) 0 0 0
0 0 0 iHs(x,y)
0 0 −iHs(x,y) 0
 , (314)
where j,k = (AI,BI,CI,C¯I). Using the Hadamard parametrix, the time ordered products T1(O)
with one factor O ∈ P are defined by complete analogy with the scalar case, and they satisfy
T1—T11. In particular, it follows from the definition that the Wick product T1(J0) of the free
BRST-current (76) is conserved, dT1(J0) = T1(dJ0) = 0 (modulo J0). Hence, we can define a
a conserved BRST-charge (when the Cauchy surfaces are compact, see above). It also follows
directly from the relations in the algebra W0 that Q
2
0 = 0 modulo J. Thus, we can define the
algebra of physical observables, Fˆ0, by the cohomology of Q0 as explained in the previous sec-
tion. It follows from the Ward identity (c) below that if O ∈ P is a classically gauge invariant
polynomial expression in AI , i.e., O = ∏∇si dAIi (so that in particular sˆ0O = 0), then the corre-
sponding Wick power T1(O) is in the kernel of Q0 under the graded commutator. Thus, at ghost
number 0, the algebra contains all local covariant quantum Wick powers of classically gauge
invariant observables.
Representations with positivity: We must finally show that the algebra F0 has representations
which satisfy the conditions of sect. 4.1.2. Thus, we wish to construct a Hilbert space represen-
tation of the algebra F0 =W0/J0 that gives rise to a corresponding representation of the algebra
of physical observables (280) on the factor space (281).
Consider first a domainU of a Cauchy surface as in the previous theorem 4, and a metric of
the form gˆ= −dt2+h, where h is a metric on U independent of t. We let hb be the 1-particle
indefinite inner product space spanned by the orthonormal basis elements eI,λ,k, with λ = S,L,T
(notations and setup as in the proof of theorem 4) and k ∈ J(λ), with indefinite hermitian inner
product defined by (eI,λ,k,eI′,λ′,k′) = s(λ)kII′δλλ′δkk′ . We let
Fb =
∞⊕
n=0
n⊗
hb (315)
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be the corresponding (indefinite metric) standard bosonic Fock space, with basis vectors
|I1λ1k1, . . . , Inλnkn〉= 1
n!
∑
pi∈Sn
eIpi1λpi1kpi1⊗·· ·⊗ eIpinλpinkpin (316)
and we let a+
I,λ,k be the standard creation operators associated with the basis vectors, i.e.,
a+J,ν,p|I1λ1k1, . . . , Inλnkn〉= |Jνp, I1λ1k1, . . . , Inλnkn〉 . (317)
We let h f be the 1-particle indefinite inner product space spanned by the orthonormal basis
elements fI,±,k and k∈ J(S), with indefinite hermitian inner product defined by ( fI,s,k, fI′,s′,k′)=
iεss′kII′δkk′, where εss′ is the anti-symmetric tensor in 2 dimensions. We let
F f =
∞⊕
n=0
n∧
h f (318)
be the corresponding (indefinite metric) standard fermionic Fock space, with basis vectors
|I1s1k1, . . . , Insnkn〉= 1
n!
∑
pi∈Sn
sgn(pi) fIpi1spi1kpi1⊗·· ·⊗ fIpinspinkpin (319)
and we let c+I,s,k be the standard creation operators associated with the basis vectors, i.e.,
c+J,r,p|I1s1k1, . . . , Insnkn〉= |Jrp, I1s1k1, . . . , Insnkn〉 . (320)
The (indefinite) metric space H0 is defined as the tensor product H0 = Fb⊗F f . We now define
the representatives of the fields Φ = (AI,BI,CI,C¯I) as the following operator valued distribu-
tions on H0:
pi0(A
I(x)) = ∑
λ
∑
k∈J(λ)
1√
2ν(λ,k)
uvλ,k(x)a
+
I,λ,k +h.c. (321)
pi0(C
I(x)) = ∑
k∈J(S)
1√
2ν(S,k)
usk(x)c
+
I,+,k +h.c. (322)
pi0(C¯
I(x)) = ∑
k∈J(S)
1√
2ν(S,k)
usk(x)c
+
I,−,k +h.c., (323)
where “h.c.” is the adjoint defined by the (indefinite) metric structure on H0. We define the
representative pi0(B
I(x)) to be −ipi0(δAI(x)) (motivated by the algebraic equation of motion for
the field B), and we define the representative of any anti-field Φ‡ to be zero. Finally, we define
the representative of any element F(u) of the form (302) by applying a normal ordering on the
representatives (all creation operators to the left or all annihilation operators). The two-point
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functions of the vector- and ghost fields are then precisely given by ωˆv, resp. by ωˆs defined
above in the proof of theorem 4.
It may next be checked that, for compact G (i.e., positive definite Cartan-Killing form kIJ)
and in the ghost number 0 sector, the positivity requirement of sec. 4.2 is fulfilled. Thus, the
physical Hilbert space (281) inherits a positive definite inner product. Furthermore, it follows
from the consistency condition (301) that it contains precisely excitation of the longitudinal
modes (311).
In a general, non-static spacetimes of the form D(U), U a bounded subset of a Cauchy
surface as in theorem 4, a similar construction can be carried out with the help of a deformation
as sketched in the proof of theorem 4.
4.3 Interacting gauge theory
In this section, we describe in detail how the general construction of interacting Yang-Mills
theory outlined in sec. 4.1 is performed. To construct perturbatively the interacting fields in
interacting gauge theory, we need to construct the time-ordered products in the free theory
considered in the previous subsection. For time ordered products with 1 factor, this was done
there. For time ordered products with n factors, this can be done as described in Sect. 3, and
these time ordered products will satisfy the analog of conditions T1–T11.
However, in gauge theory, the time ordered products must satisfy further constraints related
to gauge invariance. As we have argued in section 4.2, in the gauge fixed formalism, we need
to be able to define an interacting BRST-charge operator, QI , and we need that operator to be
nilpotent, i.e. Q2I = 0. In order to meaningfully construct QI, we need a conserved interacting
BRST-current JI . If our time ordered products only satisfy T1–T11 [with the symmetry property
T6 replaced by graded symmetry with respect to the Grassmann parity], then there is in general
no guarantee that the interacting BRST-current is conserved, dJI = 0, nor that Q
2
I = 0, nor that
[QI,ΨI] = 0 for strictly gauge invariant operators Ψ of ghost number 0.
We will now formulate a set of Ward identities in the free theory that will guarantee that
these conditions are satisfied, and which moreover will guarantee (formally) that the S-matrix—
when it exists—is BRST-invariant. As argued in the previous section, with such a definition
of time-ordered products, the conditions of gauge invariance of the perturbative interacting
quantum field theory are then satisfied. The Ward identities that we want to propose are to be
viewed as an additional normalization condition on the time ordered product, and are as follows.
Consider a local operator O ∈ P, given by an expansion of the form
O = O0+λO1+ . . .λ
NON . (324)
Let f be a smooth compactly supported test function on M, and let
F =
∫
M
[O0+λ fO1+ · · ·+λN fNON ] . (325)
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Then the Ward identity that we will consider is[
Q0,T
(
e
iF/~
⊗
)]
=−1
2
T
(
(S0+F,S0+F)⊗ eiF/~⊗
)
modulo J0 . (326)
Here, Q0 is the free BRST-charge operator, ( . , .) is the anti-bracket (58), and [ , ] is the graded
commutator in the algebra W0. J0 ⊂W0 is the ideal generated by the free field equation (131)
for the free action S0.
15 As with all generating type formulae in this work, this is to be under-
stood as a shorthand for the hierarchy of identities that are obtained when the above expression
is expanded as a formal power series in λ. We now write out explicitly this hierarchy of identi-
ties. For this, it is convenient to introduce some notation. We denote by I = {k1, . . . ,kr} subsets
of n = {1, . . . ,n}, and we write r = |I| for the number of elements. We set XI = (xk1, . . . ,xkr),
and we put
Or(XI) = r!Or(xk1)δ(xk1, . . . ,xkr). (327)
With these notations, the Ward-identity (326) can be expressed as
∑
I1∪···∪It=n
( i
~
)t [
Q0,Tt(O|I1|(XI1)⊗ . . .O|It |(XIt))
]
=
− ∑
I1∪···∪It=n
( i
~
)t−1 t
∑
k=1
(−1)εkTt(O|I1|(XI1)⊗ . . . sˆ0O|Ik|(XIk)⊗ . . .O|It |(XIt))
− ∑
I1∪···∪It=n
( i
~
)t−2
∑
1≤k<l≤n
(−1)εkεlTt−1(O|I1|(XI1)⊗ . . .(O|Ik|(XIk),O|Il|(XIl))⊗ . . .O|It |(XIt))
(328)
modulo J0, where εk = ε(O1)+ · · ·+ ε(Ok−1). We will not prove the above Ward identities for
arbitrary operators O in this work, but only for certain special cases, which are relevant for our
analysis of gauge invariance. These cases are
(T12a) O is given by the interaction Lagrangian, O = λL1+λ2L2,
(T12b) O is given by a linear combination of the interaction Lagrangian, and the BRST-current
O = λL1+ λ2L2+ γ∧ (J0+ λJ1) (evaluation of the Ward identity to first order in γ ∈
Ω10(M)).
(T12c) O = λL1+λ
2L2+γ∧∑ λkΨk ∈ P4(M) is given by a linear combination of the interaction
Lagrangian and a strictly gauge invariant operator Ψ=∑k λ
kΨk ∈Pp(M) of ghost number
0, i.e., of the form given by eq. (47) (evaluation of the Ward identity to first order in
γ ∈Ω4−p0 (M)).
15 Note that the free action contains terms that are linear in Φ and Φ‡, so the free field equations will have a
source given by the anti-fields.
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It is only for those cases that we will prove the Ward-identities (328), and that proof is provided
in section 4.4. For convenience, we now give explicitly the form of the Ward-identities in the
cases (a), (b), and (c).
Case (T12a) The Ward identities in that case are given explicitly by
∑
I1∪···∪It=n
( i
~
)t [
Q0,Tt(L|I1|(XI1)⊗ . . .L|It |(XIt))
]
=
− ∑
I1∪···∪It=n
( i
~
)t−1 t
∑
k=1
Tt(L|I1|(XI1)⊗ . . . sˆ0L|Ik|(XIk)⊗ . . .L|It |(XIt))
− ∑
I1∪···∪It=n
( i
~
)t−2
∑
1≤ j<k≤t
Tt−1(L|I1|(XI1)⊗ . . .(L|I j|(XI j),L|Ik|(XIk))⊗ . . .L|It |(XIt)) , (329)
modulo J0.
Case (T12b) The Ward identities in that case are given explicitly by
∑
I1∪···∪It=n
( i
~
)t−1 [
Q0,Tt(J|I1|(y,XI1)⊗L|I2|(XI2)⊗·· ·⊗L|It |(XIt))
]
=
∑
I1∪···∪It=n
( i
~
)t−2 t
∑
i=2
Tt(J|I1|(y,XI1)⊗L|I2|(XI2)⊗ . . . sˆ0L|Ii|(XIi)⊗ . . .L|It |(XIt))
− ∑
I1∪···∪It=n
( i
~
)t−2
Tt(sˆ0J|I1|(y,XI1)⊗L|I2|(XI2)⊗·· ·⊗L|It |(XIt ))
+ ∑
I1∪···∪It=n
( i
~
)t−3
∑
2≤i< j≤t
Tt−1(J|I1|(y,XI1)⊗L|I2|(XI2)⊗. . .(L|Ii|(XIi),L|I j|(XI j))⊗. . .L|It |(XIt))
− ∑
I1∪···∪It=n
( i
~
)t−2
∑
2≤i≤t
Tt−1(L|I2|(XI2)⊗ . . .(J|I1|(y,XI1),L|Ii|(XIi))⊗ . . .L|It |(XIt)) , (330)
modulo J0. Here J1(y,x) = J1(y)δ(x,y).
Case (T12c) Let Ψ = Ψ0+λΨ1+ · · ·+λNΨN be a strictly gauge invariant local field poly-
nomial of ghost number zero. Thus, by formula (47), up to local curvature terms which we may
ignore, Ψ=∏Θsi(F,DF,D
2F, . . .), where Θs are invariant polynomials of the Lie-algebra. The
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Ward identities in that case are given explicitly by
∑
I1∪···∪It=n
( i
~
)t−1 [
Q0,Tt(Ψ|I1|(y,XI1)⊗L|I2|(XI2)⊗·· ·⊗L|It |(XIt))
]
=
− ∑
I1∪···∪It=n
( i
~
)t−2 t
∑
i=2
Tt(Ψ|I1|(y,XI1)⊗L|I2|(XI2)⊗ . . . sˆ0L|Ii|(XIi)⊗ . . .L|It |(XIt))
− ∑
I1∪···∪It=n
( i
~
)t−2
Tt(sˆ0Ψ|I1|(y,XI1)⊗L|I2|(XI2)⊗·· ·⊗L|It |(XIt))
− ∑
I1∪···∪It=n
( i
~
)t−3
∑
2≤i< j≤t
Tt−1(Ψ|I1|(y,XI1)⊗L|I2|(XI2)⊗. . .(L|Ii|(XIi),L|I j|(XI j))⊗. . .L|It |(XIt))
− ∑
I1∪···∪It=n
( i
~
)t−2 t
∑
i=2
Tt−1(L|I2|(XI2)⊗ . . .(Ψ|I1|(y,XI1),L|Ii|(XIi))⊗ . . .L|It |(XIt)) , (331)
modulo J0.
We will give a proof of the Ward-identities T12a–T12c in subsec. 4.4. We will then show
in subsec. 4.6 that the Ward identities T12a imply the conservation of the interacting BRST-
current, dJI = 0. We will prove in subsec. 4.7 that the Ward identities T12b furthermore imply
that Q2I = 0 and we will show in subsec. 4.8 that the Ward identities T12c imply [QI,ΨI] = 0 for
strictly gauge invariant operators Ψ at ghost number 0. The Ward identity T12a also formally
implies the BRST-invariance of the S-matrix (see subsec. 4.5), provided the latter exists (which
is not the case in Minkowski space, and appears even more unlikely in curved spacetime). We
will not analyze this existence question here, so in this sense the BRST-invariance of the S-
matrix is not a rigorous result unlike the other results in our paper.
As an aside, we note that, the Ward identities T12a, T12b, and T12c are incompatible with
the identity[
Q0,Tn(O1(x1)⊗·· ·⊗On(xn))
]
= i~
n
∑
i=1
(−1)εiTn(O1(x1)⊗·· · sˆ0Oi(xi)⊗·· ·On(xn)) mod J0 (WRONG!) , (332)
unless none of the fields Oi contains anti-fields. The above identity has been considered before
in the context of flat spacetime in [36], where it has been termed “Master BRST-identity.”
It appears that it is impossible to satisfy this identity (even for n = 1) when anti-fields are
present. It would also not imply either the conservation of the interacting BRST current JI nor
the nilpotency of the interacting BRST charge in a framework with anti-fields. Since the use
of anti-fields also appears to be essential in order to derive sufficiently strong constraints on
potential anomalies to the BRST-Ward identities, we believe that eq. (332) is not a good starting
point for the proof of gauge invariance in perturbative Yang-Mills theory.
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4.4 Inductive proof of Ward identities T12a, T12b, and T12c
We now show that the Ward identities can be satisfied together with T1—T11 by making a
suitable redefinition of the time-ordered products if necessary. The Ward identity (328) is an
identity modulo J0, that is, it is required to hold only on shell. For the proof of that identity it is
actually useful to consider a more stringent “off-shell” version of the identity. Even though that
off-shell version is more stringent, it will in fact turn out to be easier to prove, as it gives, at the
same time, stronger constraints of cohomological nature on the the possible anomalies than the
corresponding on-shell version.
To set up the off-shell version of our Ward-identity, we first recall the definition sˆ0 = s0+σ0
of the free Slavnov-Taylor differential, given above in eq. (71) and (72). As it stands, the
differential sˆ0 was defined as a map sˆ0 : P(M)→ P(M), i.e., it acts on polynomial expressions
in the classical fields Φ,Φ‡. We will now extend the action of sˆ0 to the non-commutative
algebra W0. For this, we recall that the algebra W0 may be viewed as the closure of the CCR-
algebra W00, which in turn is generated by expressions of the form F1 ⋆~ . . . ⋆~ Fn, where each
Fi is given by
∫
fi∧Oi, with fi smooth and of compact support, and with Oi given by one of the
"basic fields" Φ,Φ‡. To define the action of sˆ0 on such elements ofW00, we set
sˆ0
(
O1(x1)⋆~ . . . ⋆~Os(xn)
)
=
n
∑
i=1
(−1)∑l<i εlO1(x1)⋆~ . . . sˆ0Oi(xi)⋆~ . . .On(xn) , (333)
where Oi is either a basic field Φ, or an anti-field Φ‡. This defines Slavnov-Taylor differential sˆ0
as a graded derivation (denoted by the same symbol) of the algebraW00. As we have remarked,
the subalgebraW00 ⊂W0 is dense (in the Hörmander topology). Thus, we can uniquely extend
sˆ0 to a graded derivation on W0 by continuity with respect to this topology. We will again
denote this graded derivation sˆ0 :W0 →W0 by the same symbol. Actually, we must still check
that the definition (333) is consistent, i.e., compatible with the algebra relations in W00. We
formulate this result as a lemma:
Lemma 7. The formula (333) defines a graded derivation onW0.
Proof: The basic algebraic relations inW00 are the graded commutation relations
[Φi(x),Φ j(y)] = i~∆i j(x,y)11 , [Φi(x),Φ‡j(y)] = 0= [Φ
‡
i (x),Φ
‡
j(y)] , (334)
where ∆i j is the matrix of commutator functions given by
(
∆ jk(x,y)
)
= (kIJ)⊗

∆v(x,y) −iδy∆v(x,y) 0 0
−iδx∆v(x,y) 0 0 0
0 0 0 i∆s(x,y)
0 0 −i∆s(x,y) 0
 , (335)
where Φi = (AI,BI,CI,C¯I), and where ∆v,∆s are the advanced minus retarded propagators for
vectors and scalars, see Appendix E. To show that the definition of sˆ0 on W00 is consistent,
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we next apply the definition (333) to the above graded commutators and check that we get
identities. This follows from the relations
dx∆
s(x,y) =−δy∆v(x,y), dy∆s(x,y) =−δx∆v(x,y), (336)
which in turn a direct consequence of the field equations satisfied by the advanced and retarded
propagators for scalars and vectors.
We are now in a position to formulate the desired off-shell version of our (anomalous) Ward
identity that will eventually enable us to prove T12a, T12b, and T12c. We formulate our result
in a proposition:
Proposition 3: (Anomalous Ward Identity) For a general prescription for time-ordered prod-
ucts satisfying T1—T11, the identity
sˆ0T
(
e
iF/~
⊗
)
=
i
2~
T
(
(S0+F,S0+F)⊗ eiF/~⊗
)
+
i
~
T
(
A(eF⊗)⊗ eiF/~⊗
)
(337)
holds. Here F =
∫
f ∧O is any smeared local field with O ∈ Pp(M), f ∈ Ω4−p0 (M) and A(eF⊗)
is the anomaly, given by
A(eF⊗) = ∑
n≥0
1
n!
An(F
⊗n) , (338)
and where An : P
k1(M)⊗·· ·⊗Pkn(M)→ Pk1/.../kn(Mn) are local functionals supported on the
total diagonal. The anomaly satisfies the following further properties:
(i) A(eF⊗) = O(~).
(ii) Each An is locally and covariantly constructed out of the metric.
(iii) Each An has ghost number one, in the sense that Ng◦An−An◦ΓnNg=An, where Ng is the
number counter for the ghost fields, see eq. (50) (with additional terms for the anti-fields),
and
ΓnNg =
n
∑
i=1
id⊗·· ·Ng⊗·· · id : P⊗n → P⊗n . (339)
(iv) Each An has dimension 0, in the sense that Nd ◦An−An◦ΓnNd = 0, where Nd :=N f +Nr
is the dimension counter, which is the sum of the dimensions N f of the individual fields
and anti-fields (see the tables above), and the dimensions Nr of the curvature terms.
(v) The maps An are real in the sense that A(e
F⊗)∗ = A(eF
∗
⊗ ).
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Before we come to the proof of this key proposition, we note that, in the absence of anoma-
lies A(eF⊗) = 0, the off-shell version of our Ward-identity becomes
sˆ0T
(
e
iF/~
⊗
)
=
i
2~
T
(
(S0+F,S0+F)⊗ eiF/~⊗
)
. (340)
The difference to (326) is that on the left side, we do not have the graded commutator with
Q0, but instead we act with the Slavnov-Taylor map sˆ0, which is the sum of the standard free
BRST-differential s0 generated by Q0, and the Koszul-Tate differential. The addition of the
Koszul-Tate differential is crucial to obtain an identity that holds off shell, and not just modulo
the free field equations as eq. (326). As already indicated, despite being more stringent, the
sharpened off-shell Ward identity (340) is in fact simpler to prove than the corresponding on-
shell identity (326), as it also allows one to derive more stringent consistency conditions on
the possible anomalies. These consistency conditions rely in an essential way upon the use
of the anti-fields, and this is the principal reason why we have introduced such fields in our
construction.
Proof of Proposition 3: The proof of the anomalous Ward-identity (337) proceeds by induction
in the order n in perturbation theory, noting that the anomalous Ward-identity holds at order
n if it holds up to order n− 1, modulo a contribution supported on the total diagonal. That
contribution is defined to be An. In more detail, consider n local functionals F1, . . . ,Fn with
Fi =
∫
fi ∧Oi, with fi a form of compact support and form degree complementary to that of
Oi ∈ P(M). For definiteness and simplicity, we assume that all Fi have Grassmann parity 0; in
the general case one proceeds similarly. The anomalous Ward-identity (337) at order n is then
the statement that
sˆ0Tn(F1⊗·· ·⊗Fn) =
n
∑
k=0
Tn(F1⊗ . . . sˆ0Fk⊗ . . .Fn)+ ~
i
∑
k< j
Tn−1(F1⊗ . . .(Fj,Fk)⊗ . . .Fn)+
n
∑
t=1
∑
k1<···<kt
∑
l1<···<ln−t
(
~
i
)t−1
Tn−t+1(At(Fk1⊗ . . .Fkt )⊗Fl1⊗ . . .Fln−t ) . (341)
We now look at the individual terms in this expression. We decompose sˆ0 = s0+σ0 into its
pure BRST-part s0 and the Koszul-Tate differential σ0. Letting εi be the Grassmann parity of fi
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(equal to that of Oi, since Fi is assumed to be bosonic), we have
σ0Tn(F1⊗·· ·⊗Fn)
= σ0
(
(−1)∑i< j εiε j
∫
f1(x1) . . . fn(xn)Tn(O1(x1)⊗·· ·⊗On(xn))dx1 . . .dxn
)
= (−1)∑i< j εiε j
∫ n
∑
k=1
(−1)∑l<k εl [ f1(x1) . . .σ0 fk(xk) . . . fn(xn)]⋆~ Tn
(⊗i Oi(xi))dx1 . . .dxn
= (−1)∑i< j εiε j
∫ n
∑
k=1
(−1)∑l<k εl [ f1(x1) . . . δRS0
δΦ(y)
δL fk(xk)
δΦ‡(y)
. . . fn(xn)]⋆~ Tn
(⊗i Oi(xi))dydx1 . . .dxn
=
n
∑
k=1
∫
δRS0
δΦ(y)
⋆~ Tn
(
F1⊗ . . . δLFk
δΦ‡(y)
⊗ . . .Fn
)
dy , (342)
and we have
n
∑
k=1
Tn(F1⊗ . . .σ0Fk⊗ . . .Fn) =
n
∑
k=1
∫
Tn
(
F1⊗ . . . δRS0
δΦ(x)
∧ δLFk
δΦ‡(x)
⊗ . . .Fn
)
dx , (343)
using the definition of σ0, see eq. (72) and the following table. We may combine these two
identities into the following identity for the corresponding generating functionals:
σ0T (e
iF/~
⊗ )−
i
~
T (σ0F⊗ eiF/~⊗ ) (344)
=
i
~
∫
δRS0
δΦ(x)
⋆~ T
( δLF
δΦ‡(x)
⊗ eiF/~⊗
)
dx− i
~
∫
T
(( δRS0
δΦ(x)
∧ δLF
δΦ‡(x)
)⊗ eiF/~⊗ )dx .
To manipulate this expression, we now use a proposition formulated and proven first in [15]
[see eq. (5.48) in lemma 11 of this reference].
Proposition 4: ("Master Ward Identity") Let ψ ∈C∞0 (M) ·P(M) be arbitrary, i.e., ψ is a local
functional of the fields, times a compactly supported cutoff function. Set
B=
∫
M
δS0
δΦ(x)
∧ψ(x) , δBF =
∫
M
δF
δΦ(x)
∧ψ(x) . (345)
Then we have
T
([
B+δBF+∆B(e
F
⊗)
]⊗ eiF/~⊗ )= ∫ δS0δΦ(x) ⋆~ T(ψ(x)⊗ eiF/~⊗ )dx . (346)
Here ∆B(e
F⊗) = ∑n
1
n!
∆n(F
⊗n) and each ∆n : Pk1(M)⊗·· ·⊗Pkn(M)→ Pk1/.../kn(Mn) is a linear
map that is supported on the total diagonal. If the Fi do not depend on ~, then the quantity
∆n(F1⊗·· ·⊗Fn) is of order O(~).
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We will outline the proof of this proposition at the end of the present proof. We now apply the
Master Ward identity to the case when ψ(x) = δLF/δΦ
‡(x). Then we obtain, for the last term
in eq. (344) the expression
− i
~
∫
T
(( δRS0
δΦ(x)
∧ δLF
δΦ‡(x)
)⊗ eiF/~⊗ )=
i
~
T
(
δBF⊗ eiF/~⊗
)− i
~
∫
δRS0
δΦ(x)
⋆~ T
( δLF
δΦ‡(x)
⊗ eiF/~⊗
)
+
i
~
T
(
∆B(e
F
⊗)⊗ eiF/~⊗
)
. (347)
Now, we have, with our choice ψ(x) = δLF/δΦ
‡(x),
δBF =
∫
M
δRF
δΦ(x)
∧ δLF
δΦ‡(x)
=
1
2
(F,F) . (348)
Thus, we altogether obtain the identity
σ0T
(
e
iF/~
⊗
)
− i
~
T
(
σ0F⊗ eiF/~⊗
)
=
i
2~
T
(
(F,F)⊗ eiF/~⊗
)
+
i
~
T
(
∆B(e
F
⊗)⊗ eiF/~⊗
)
(349)
which is in fact just another equivalent way of expressing theMasterWard Identity. This identity
in effect will take care of all terms in eq. (341) involving the Koszul-Tate differential. We now
look at the terms involving the pure BRST-differential s0. To deal with these terms, we now use
the following identity:
Lemma 8.
s0Tn(F1⊗·· ·⊗Fn) =
n
∑
k=0
Tn(F1⊗ . . .s0Fk⊗ . . .Fn)+
n
∑
t=1
∑
k1<···<kt
∑
l1<···<ln−t
(
~
i
)t−1
Tn−t+1(δt(Fk1⊗ . . .Fkt )⊗Fl1⊗ . . .Fln−t ) . (350)
Here, δn is a map of the same nature as An, i.e., it is supported on the total diagonal, and it is of
order O(~). A formula generating these identities is
s0T
(
e
iF/~
⊗
)− i
~
T
(
s0F⊗ eiF/~⊗
)
=
i
~
T
(
δ(eF⊗)⊗ eiF/~⊗
)
. (351)
Proof of Lemma 8: For n = 1 the identity says that s0T1(F) = T1(s0F)+ T1(δ1(F)), and we
simply define δ1(F) in this way. Since there is no anomaly in the classical limit, it follows that
δ1(F) is of order ~. We now proceed inductively to prove the equation for all n. Assume that it
has been shown for any number of factors up to n−1, and the δ1, . . . ,δn−1 have consequently
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been defined. Take n functionals F1, . . . ,Fn with the property that the support of the first l
functionals is not in the future of the support of the last n− l functionals, where l is not equal to 0
or n. DefineMn to be the difference between the left and right terms in the above equation, with
the n-th term in the sum (the one containing δn) omitted. Then, using the causal factorization
property of the time ordered products and the assumed support properties of the Fi, it follows
that
Mn(F1⊗·· ·⊗Fn) =−s0
(
Tl(F1⊗·· ·⊗Fl)⋆~ Tn−l(Fl+1⊗·· ·⊗Fn)
)
+
l
∑
k=0
Tl(F1⊗ . . .s0Fk⊗ . . .Fl)⋆~ Tn−l(Fl+1⊗·· ·⊗Fn)+ (352)
n
∑
k=l+1
Tn(F1⊗·· ·⊗ . . .Fl)⋆~ Tn−l(Fl+1⊗ . . .s0Fk⊗ . . .Fn)+
l
∑
t=1
∑
k1<···<kt≤l
∑
l1<···<ln−t≤l
(
~
i
)t−1
Tl−t+1(δt(Fk1⊗ . . .Fkt )⊗Fl1⊗ . . .Fll−t )⋆~ Tn−l(Fl+1⊗·· ·⊗Fn)+
n−1
∑
t=1
∑
l<k1<···<kt
∑
l<l1<···<ln−t
(
~
i
)t−1
Tl(F1⊗·· ·⊗Fl)⋆~ Tn−l−t+1(δt(Fk1⊗ . . .Fkt )⊗Fl1⊗ . . .Fln−l−t ) .
We now apply the inductive hypothesis that eq. (350) holds at order n−1, together with the fact
that s0 is a graded derivation ofW0 (we proved this above for sˆ0, the proof for s0 is completely
analogous). If this is done, then it follows thatMn(F1⊗·· ·⊗Fn) = 0 under the assumed support
properties for the Fi. Consequently,Mn must be a functional valued inW0 that is supported on
the total diagonal. That functional must hence be of the form (~/i)n−1T1(δn(F1⊗·· ·⊗Fn)) for
some δn, which we hence take as the definition of δn.
We must next show that δn(F
⊗n) is of order ~. For this, we pick a quasifree state ω ofW0,
and we define, as described in Appendix B, the "connected time ordered products" T cω by the
formula
T cn,ω(F1⊗·· ·⊗Fn) := Tn(F1⊗·· ·⊗Fn)−∑
P
: ∏
J∈P
T|J|
(⊗ j∈J Fj) :ω (353)
where P runs over all partitions of {1, . . . ,n}, and where J runs through the disjoint sets in the
given partition. A generating type functional formula can be obtained using the linked cluster
theorem, and is given by eq. (485). The key fact about the connected products is that the n-th
product is of order O(~n−1) if the Fi themselves are of order O(1). This will now be used by
formulating eq. (350) in terms of connected products. Using generating functional expression
for the connected time ordered products, and using the fact that s0 is a derivation with respect
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to the Wick product (which follows from eq. (301)), one can easily see that(
i
~
)n−1
s0T
c
n,ω(F1⊗·· ·⊗Fn)−
n
∑
k=0
(
i
~
)n−1
T cn,ω(F1⊗ . . .s0Fk⊗ . . .Fn)−
n−1
∑
t=1
∑
k1<···<kt
∑
l1<···<ln−t
(
i
~
)n−t
T cn−t+1,ω(δt(Fk1⊗ . . .Fkt )⊗Fl1⊗ . . .Fln−t )
= T1
(
δn(F1⊗·· ·⊗Fn)
)
. (354)
Now, if we inductively assume that δt is of order O(~) for orders t < n, then it follows that the
order of the second sum in the above expression is O(~). Furthermore, the first two terms on
the left side in the above equation precisely cancel up to a term of order O(~). This follows
from the fact that the limit lim~T
c
n,ω/~
n−1 correspond to the "tree diagrams", and there are no
anomalies at tree level [40]. Thus, δn = O(~), as we desired to show.
We are now in a position to complete the proof. From eqs. (351) and (349) we get the
desired Ward identity (337) with
A(eF⊗) := ∆B(e
F
⊗)+δ(e
F
⊗) , B=
∫
M
δRS0
δΦ(x)
∧ δLF
δΦ‡(x)
. (355)
We must finally show that the maps An have properties analogous to those of the maps Dn in
sec. 3.6, i.e., properties (i)—(v). The proof is similar as the proof for the Dn outlined there. It
is again inductive in nature and is based on the expression
T1(An(F1⊗·· ·⊗Fn)) = sˆ0Tn(F1⊗·· ·⊗Fn)−
n
∑
k=0
Tn(F1⊗ . . . sˆ0Fk⊗ . . .Fn)− ~
i
∑
k< j
Tn−1(F1⊗ . . .(Fj,Fk)⊗ . . .Fn)−
n−1
∑
t=1
∑
k1<···<kt
∑
l1<···<ln−t
(
~
i
)t−1
Tn−t+1(At(Fk1⊗ . . .Fkt )⊗Fl1⊗ . . .Fln−t) (356)
for the n-th order anomaly. We have already shown that An = O(~), because this is true for
∆n,δn to all orders. The statement (ii) follows because all quantities on the right side of this
equation are locally and covariantly constructed out of the metric. (iii) follows from the fact
that sˆ0 increases the ghost number by 1 unit, and because the anti-bracket increases the ghost
number by 1 unit. (iv) follows because sˆ0 and the anti-bracket preserve the dimension, and
from the known scaling behavior of the time-ordered products, T2. (v) follows because sˆ0 is
compatible with the *-operation and because the time ordered products are unitary, see T7. For
more details on such kinds of arguments, see again [64].
To complete the proof, we must still show that Proposition 4 is indeed true. These arguments
are given in detail in thm. 7 and lemma 11 of [15]. For completeness, we here outline a slightly
modified version of these arguments, but we refer the reader to this work for full details16.
16The arguments in [15] are given only for the case of flat spacetime, but the key steps easily generalize to
curved manifolds straightforwardly.
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Proof of Proposition 4: We begin by writing down the n-th order part of eq. (346), given by
−T1
(
∆n(F1⊗·· ·⊗Fn)
)
=
( i
~
)n∫
Tn+1
(
F1⊗·· ·⊗Fn⊗ψ(x)∧ δS0
δΦ(x)
)
+( i
~
)n−1 n
∑
i=1
∫
Tn
(
F1⊗ . . .ψ(x)∧ δFi
δΦ(x)
⊗ . . .Fn
)
−( i
~
)n ∫
Tn+1
(
F1⊗·· ·⊗Fn⊗ψ(x)
)
⋆~
δS0
δΦ(x)
+
n−1
∑
t=1
( i
~
)n−t
∑
k1<...<kt
∑
l1<...<ln−t
Tn−t+1
(
∆t(Fk1⊗·· ·⊗Fkl)⊗Fl1 · · ·⊗Fln−t
)
. (357)
For n= 0, the identity becomes
−T1(∆0) =
∫
T1
(
ψ(x)∧ δS0
δΦ(x)
)−∫ T1(ψ(x))⋆~ δS0
δΦ(x)
. (358)
The function ∆0 is trivially local in this case. Because the first time ordered product T1 as well
as the ⋆~-product reduce to the ordinary product in the space of classical local functionals of
the fields when ~→ 0, it follows that ∆0 = O(~), as claimed.
We now proceed iteratively in n. We assume that the assertion about ∆n in the proposition
has already been proved for ∆k up to k = n−1. In fact, let us assume for simplicity even that
∆k = 0 up to k= n−1. We defineMn(F1⊗·· ·⊗Fn) to be the right side of eq. (357). The aim is
to prove that this is a local functional valued in W0. To demonstrate this, consider functionals
Fi with the property that(
l⋃
i=1
supp
(δFi
δΦ
)
∪ suppψ
)
∩ J+
(
n⋃
i=l+1
supp
(δFi
δΦ
))
= /0 (359)
for some l not equal to n. Then Mn can be written as follows using the causal factorization
properties of the time ordered products:
Mn
(
F1⊗·· ·⊗Fn
)
=
( i
~
)n ∫
Tl+1
(
F1⊗·· ·⊗Fl⊗ψ(x)∧ δS0
δΦ(x)
)
⋆~ Tn−l
(
Fl+1⊗·· ·⊗Fn
)
+( i
~
)n−1 l
∑
i=1
∫
Tl
(
F1⊗ . . .ψ(x)∧ δFi
δΦ(x)
⊗ . . .Fl
)
⋆~ Tn−l
(
Fl+1⊗·· ·⊗Fn
)
−( i
~
)n∫
Tl+1
(
F1⊗·· ·⊗Fl⊗ψ(x)
)
⋆~
δS0
δΦ(x)
⋆~ Tn−l
(
Fl+1⊗·· ·⊗Fn
)
, (360)
where we have used that, for any G ∈W0 (of even Grassmann parity), we have the identity
G⋆~
δS0
δΦ(x)
=
δS0
δΦ(x)
⋆~G , (361)
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which in turn follows from the definition of the star-product given above in sec. 4.2, eq. (303),
together with the fact that δS0/δΦ
i(x) = Di jΦ
j(x), Di jω
jk(x,y) = 0, with the Di j the matrix
of linear partial differential operators in the field equation for the free underlying (gauge fixed)
theory with action S0. Using now the inductive assumption in eq. (360), we conclude thatMn for
the Fi with the assumed support properties. It follows from this that Mn can only be supported
on the diagonal, which is the desired locality property of ∆n(F1⊗·· ·⊗Fn).
It remains to be seen that ∆n = O(~). For this, we take eq. (346) and multiply from the left
with the anti-time ordered products [see eq. (151)], to obtain
T¯
(
e
iF/~
⊗
)
⋆~
∫
T
(
e
iF/~
⊗ ⊗
[
ψ(x)∧ δF
δΦ(x)
+ψ(x)∧ δS0
δΦ(x)
])
dx (362)
= T¯
(
e
iF/~
⊗
)
⋆~
∫
T
(
e
iF/~
⊗ ⊗ψ(x)
)
⋆~
δS0
δΦ(x)
dx+ T¯
(
e
iF/~
⊗
)
⋆~ T
(
e
iF/~
⊗ ⊗∆B(eF⊗)
)
.
Using next the definition of the retarded products [see eq. (267)], this may be rewritten in the
form ∫
R
(
ψ(x)∧ δF
δΦ(x)
+ψ(x)∧ δS0
δΦ(x)
; e
iF/~
⊗
)
dx
=
∫
R
(
ψ(x); e
iF/~
⊗
)
⋆~
δS0
δΦ(x)
dx+R
(
∆B(e
F
⊗); e
iF/~
⊗
)
. (363)
The key point is now the that the retarded products in this equation have a meaningful limit as
~→ 0, as proven in [37], i.e., the above expressions contain no inverse powers of ~, despite the
inverse powers of ~ in the exponentials. This limit is just the classical limit for the interacting
fields as defined by the Bogoliubov formula eq. (266). Furthermore, the classical limit of ⋆~
is the usual classical product of classical fields. Thus, the eq. (363) has a classical limit, the
"classical Master Ward Identity" of [15]. It is shown in this reference that this identity in clas-
sical field theory is indeed true with ∆ = 0. Consequently, ∆ itself must be of order O(~), as we
desired to show. This concludes our outline of the proof of Proposition 4. .
Since we have proved Proposition 4, we have proved Proposition 3.
We next derive a “consistency condition” on the anomaly.
Proposition 5 ("Consistency condition") The anomaly satisfies the equation(
S0+F,A(e
F
⊗)
)
− 1
2
A
(
(S0+F,S0+F)⊗ eF⊗
)
= A
(
A(eF⊗)⊗ eF⊗
)
. (364)
Proof of Proposition 5: We first act with sˆ0 on the anomalous Ward identity eq. (337) and use
that sˆ20 = 0. We obtain the equation
0= sˆ0T
(
A(eF⊗)⊗ eiF/~⊗
)
+
1
2
sˆ0T
(
(S0+F,S0+F)⊗ eiF/~⊗
)
= (I)+(II) (365)
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The trick is now to apply the anomalous Ward identity one more time to each of the terms on
the right side. For simplicity, we assume that F has Grassmann parity 0. We can then write the
first term as
(I) =
~
i
d
dτ
sˆ0T
(
e
i(F+τA(eF⊗))/~
⊗
)∣∣∣∣
τ=0
=
d
dτ
[
1
2
T
((
S0+F+ τA(e
F
⊗),S0+F+ τA(e
F
⊗)
)⊗ ei(F+τA(eF⊗))/~⊗ )+
T
(
A(e
τA(eF⊗)
⊗ )⊗ ei(F+τA(e
F⊗))/~
)]∣∣∣∣
τ=0
=
T
(
(S0+F,A(e
F
⊗))⊗ eiF/~⊗
)
+
i
2~
T
(
A(eF⊗)⊗ (S0+F,S0+F)⊗ eiF/~⊗
)
−
T
(
A(A(eF⊗)⊗ eF⊗)⊗ eiF/~⊗
)
+T
(
A(eF⊗)⊗A(eF⊗)⊗ eiF/~⊗
)
. (366)
Since F has Grassmann parity 0, A(eF⊗) has Grassmann parity 1, so by the anti-symmetry of the
time-ordered products for such elements, see (244), the last term vanishes. Next, we apply the
anomalous Ward identity to term (II). We now obtain
(II) =
~
2i
d
dτ
sˆ0T
(
e
i(F+τ(S0+F,S0+F))/~
⊗
)∣∣∣∣
τ=0
=
1
2
d
dτ
[
1
2
T
(
(S0+F+ τ(S0+F,S0+F),S0+F+ τ(S0+F,S0+F))⊗ ei(F+τ(S0+F,S0+F))/~⊗
)
+
T
(
A(e
τ(S0+F,S0+F)
⊗ )⊗ ei(F+τ(S0+F,S0+F))/~⊗
)]∣∣∣∣
τ=0
=
1
2
[
T
(
(S0+F,(S0+F,S0+F))⊗ eiF/~⊗
)
+
i
2~
T
(
(S0+F,S0+F)⊗ (S0+F,S0+F)⊗ eiF/~⊗
)
−
T
(
A((S0+F,S0+F)⊗ eF⊗)⊗ eiF/~⊗
)
− i
~
T
(
A(eF⊗)⊗ (S0+F,S0+F)⊗ eiF/~⊗
)]
. (367)
Now, the first term on the right side vanishes due to the graded Jacobi identity (59) for the
anti-bracket. The second term vanishes due to the anti-symmetry property of the time ordered
products (244), since (S0+F,S0+F) has Grassmann parity 1. If we now add up terms (I) and
(II), we end up with the following identity:
T
([
(S0+F,A(e
F
⊗))−
1
2
A((S0+F,S0+F)⊗ eF⊗)
]
⊗ eiF/~⊗
)
=
T
(
A(A(eF⊗)⊗ eF⊗)⊗ eiF/~⊗
)
. (368)
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Since a time ordered product T (G⊗eiF/~⊗ ) vanishes if and only ifG= 0, the desired consistency
condition (364) follows
Let us summarize what we have shown so far: We first demonstrated that theWard identity (340)
always holds with an anomaly term of order ~, i.e., that eq. (337) holds. We then showed that the
anomaly is not arbitrary, but must obey the consistency condition (364). This condition imposes
a strong restriction on the possible anomalies, and we will show in the following subsections
using this condition that, when F is as in the cases T12a, T12b, and T12c, then the anomaly
A(eF⊗) can in fact be removed by a redefinition of the time-ordered products consistent with
T1—T11. Thus, in these cases, we may achieve that the Ward identity (340) holds exactly,
without anomaly.
To prepare the proof of this statement, we first note that, since the anomaly itself is of order
~, the lowest order in ~ contribution to the “anomaly of the anomaly term” on the right side of
eq. (364) is necessarily of a higher order in ~ than the lowest order contribution left side. An
even more stringent consistency condition can therefore be obtained for the lowest order (in ~)
contribution to the anomaly. For this, we expand A(eF⊗) in powers of the coupling, λ, and ~,
A(eF⊗) = ∑
n,m>0
~
mλ
n
n!
∫
Amn (x1, . . . ,xn) f (x1) . . . f (xn)dx1 . . .dxn , (369)
where Amn is a local, covariant functional of (Φ,Φ
‡), and the metric that is supported on the total
diagonal. Both sums start with positive powers, because the anomaly vanishes in the classical
theory (i.e., ~ = 0), and also in the free quantum theory (i.e., λ = 0). An explicit definition of
Amn is given by
Amn (x1, . . . ,xn) =
1
m!
∂m
∂~m
δn
δ f (x1) · · ·δ f (xn) A(e
F
⊗)
∣∣∣∣
f=0=~
. (370)
Let Am(eF⊗) now be the lowest order contribution to A(eF⊗) in the ~-expansion, that is, m is the
smallest integer for which
Am(eF⊗) :=
1
m!
∂m
∂~m
A(eF⊗)
∣∣∣∣
~=0
(371)
is not zero. (Note that the quantity Am is different from the quantity An above!) Then, from our
consistency condition given in Proposition 5, we get the following version of the consistency
condition:
Proposition 6: ("~-expanded consistency condition") Let A be the anomaly of the Ward iden-
tity in Proposition 3, and let Am be the first non-trivial term in the ~-expansion of A. Then we
have (
S0+F,A
m
(
eF⊗
))− 1
2
Am
((
S0+F,S0+F
)⊗ eF⊗)= 0 . (372)
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Here, ( . , .) is the anti-bracket [see eq. (58)].
This stronger form of the consistency condition is the key relation that will be used in the proofs
of T12a, T12b, and T12c. In those proofs we will actually encounter several quantities like Amn ,
so it is convenient to use again the notation from sec. 3.6. As there, (k1, . . . ,kn) is a set of natural
numbers. We denote by Pk1/.../kn(Mn) the space of all local, covariant functionals of Φ,Φ‡, and
the metric which are supported on the total diagonal, and which take values in the bundle (251)
of antisymmetric tensors over Mn. Thus, if Bn ∈ Pk1/.../kn(Mn), then Bn is a (distributional)
polynomial, local, covariant functional of Φ,Φ‡ and the metric taking values in the k1+ · · ·+kn
forms overMn, which is supported on the total diagonal. It is a k1-form in the first variable x1,
a k2-form in the second variable x2, etc. Concerning such quantities, we have a simple lemma
that we will use below.
Lemma 9. Let Bn ∈ Pk1/.../kn(Mn), and let fi, i= 1, . . . ,n be closed forms onM of degree 4−ki.
Assume that for any such forms, we have
∫
Bn(x1, . . . ,xn)∧∏
i
fi(xi) = 0 . (373)
Then it is possible to write
Bn[Φ,Φ
‡] =
n
∑
k=1
dkBn/k[Φ,Φ
‡]+Bn[0,0] , (374)
where dk = dxk∧ (∂/∂xµk) is the exterior differential applied to the k-th variable.
Proof: We first consider the case n = 1. If k1 = 4, then the assumptions imply that F =∫
B1(x) f1(x) = 0 for any closed 0-form f1, i.e., for any constant such as f1(x) = 1. We therefore
have δF/δψ(x) = 0, using the abbreviation ψ = (Φ,Φ‡). Consider the path ψτ = (τΦ,τΦ
‡) in
field space. Then
d
dτ
B1[ψτ] = ∑
k
(∇kψ)
∂B1[ψτ]
∂(∇kψ)
= ψ
δF[ψτ]
δψ
+dϑ[ψτ] = dϑ[ψτ] , (375)
for some locally constructed 3-form ϑ. Thus,
B1[Φ,Φ
‡] = B1[0,0]+
∫ 1
0
d
dτ
B1[ψτ]dτ = B1[0,0]+d
∫ 1
0
ϑ[ψτ]dτ (376)
= B1[0,0]+dB1/1[Φ,Φ
‡] , (377)
which has the desired form. If k1 = 0, then f1 is a 4-form, which is always closed. Thus, the
assumptions of the lemma imply that B1[Φ,Φ‡] = 0, which is again of the desired form. Finally,
if 0< k1 < 4, we may choose f1 = dh1, implying that
∫
dB1(x)∧h1(x) = 0 for all h1, and thus
that dB1 = 0. The statement now follows from the algebraic Poincare lemma.
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The proof of the lemma for n> 1 can now be generalized from the case n= 1. Without loss
of generality, we may assume Bn[Φ= 0,Φ‡= 0] = 0, for otherwise, we may simply subtract this
quantity. To reduce the situation to n= 1, consider the form on M of degree k1 that is obtained
by smearing Bn as in (378), but the smearing over the first test-form f1 omitted. If k1 < 4,
then this form is a closed form that is locally and covariantly constructed from f2, f2, . . . , fn and
Φ,Φ‡. This 4-form then by definition obeys the assumptions of lemma 3, so we may write
0=
∫
Bn(x1, . . . ,xn)∧
n
∏
i=2
fi(xi)−d1
∫
Bn/1(x1, . . . ,xn)∧
n
∏
i=2
fi(xi) (378)
for some Bn/1 ∈ Pk1−1/k2/.../kn . If k1 = 4 one may argue similarly. We now repeat this argument,
now omitting the integration over the second test form f2. We then get
0=
∫
Bn(x1, . . . ,xn)∧
n
∏
i=3
fi(xi)
−d1
∫
Bn/1(x1, . . . ,xn)∧
n
∏
i=3
fi(xi)−d2
∫
Bn/2(x1, . . . ,xn)∧
n
∏
i=3
fi(xi) (379)
for some Bn/2 ∈ Pk1/k2−1/.../kn . We may continue this procedure, and thus inductively proceed
to construct the remaining Bn/k.
4.4.1 Proof of T12a
Up to now, we have shown (Proposition 3) that any prescription for defining time ordered
products satisfying properties T1-T11 satisfies the Ward identity (337) with anomaly. We
shall now prove that we can change the definition of the time ordered products in such a
way that T1-T11 still hold, and such that in addition the anomaly vanishes in the case when
F =
∫ {λ fL1+λ2 f 2L2}, where f ∈C∞0 (M). Thus, our new prescription will satisfy (326) [and
in fact even eq. (340)] for this F . This will then enable us to prove that the new prescription for
defining time ordered products will satisfy property T12a.
The key tool for proving this statement is the consistency condition on the ~-expanded
anomaly given in Proposition 6. To take full advantage of this consistency condition, we would
like to put f = 1, for we then have S0+F = S, and we can take advantage of BRST-invariance
of the full action S, see (57). We note that we cannot simply set f = 1 in T (e
iF/~
⊗ ), for we might
encounter infra-red divergences. However, since the anomaly terms Amn are local, covariant
functionals of Φ,Φ‡ that are supported on the total diagonal (taking values in the 4n-forms
∧4nT ∗Mn over Mn), we may without any danger set f = 1 in eq. (372). As we have already
said, in that case we have F = λS1+ λ
2S2, and consequently S0+F = S, where S is the full
action (57). So from eq. (372) together with (S,S) = 0 and sˆ= (S, .) we find
sˆAm
(
e
λS1+λ
2S2⊗
)
= 0 . (380)
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Now, we have
Am
(
e
λS1+λ
2S2⊗
)
=
∫
M
am(x) = ∑
n>0
λn
n!
∫
M
amn (x) , (381)
where am ∈ P4(M) (and likewise for amn ). Furthermore, from the properties of the anomaly
derived in the previous subsection, the dimension of am must be 4, and the ghost number must
be +1. Equation (380) may now be viewed as saying that am ∈ H1(sˆ|d,P4). From the Lemmas
given in sec. 2.2, we have a complete classification of all the elements in this ring. In fact, as
shown there in theorem 1, all non-trivial elements in this ring at ghost number +1 and dimension
4 must be even under parity, ε →−ε when the Lie-group has no abelian factors. On the other
hand, it follows from the properties of the anomaly A that am is parity odd, i.e., am → −am
under parity ε →−ε. Therefore, am must represent the zero element in the ring H1(sˆ|d,P4), so
there are bm ∈ P40(M) and cm ∈ P31(M) such that
am(x) = sˆbm(x)+dcm(x) . (382)
We expand
bm(x) = ∑
n>0
λn
n!
bmn (x) . (383)
We would like to use the coefficients bmn (x) to redefine the time ordered products in order to
remove the anomaly. For this, it is necessary to understand first how the anomaly changes if we
pass from one prescription T to another prescription Tˆ . Let F be an arbitrary local function.
Eq. (254) implies that
Tˆ
(
e
iF/~
⊗
)
= T
(
e
i[F+D(exp⊗F)]/~
⊗
)
(384)
Tˆ
(
(S0+F,S0+F)⊗ eiF/~⊗
)
= T
(
(S0+F,S0+F)⊗ ei[F+D(exp⊗F)]/~⊗
)
+ (385)
T
(
D((S0+F,S0+F)⊗ eF⊗)⊗ ei[F+D(exp⊗F)]/~⊗
)
,
Tˆ
(
Aˆ(eF⊗)⊗ eiF/~⊗
)
= T
(
[Aˆ(eF⊗)+D(Aˆ(e
F
⊗)⊗ eF⊗)]⊗ ei[F+D(exp⊗F)]/~⊗
)
, (386)
where Aˆ(eF⊗) is the anomaly (337) in the Ward identity for the modified time ordered products
Tˆ . We would now like to relate the anomaly A(eF⊗) of the "old" time ordered products T to the
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anomaly Aˆ(eF⊗) of the "new" time ordered products Tˆ . We have
i
~
T
(
[Aˆ(eF⊗)+D(Aˆ(e
F
⊗)⊗ eF⊗)]⊗ ei[F+D(exp⊗F)]/~⊗
)
=
i
~
Tˆ
(
Aˆ(eF⊗)⊗ eiF/~⊗
)
= sˆ0Tˆ
(
e
iF/~
⊗
)− i
2~
Tˆ
(
(S0+F,S0+F)⊗ eiF/~⊗
)
= sˆ0T
(
e
i[F+D(exp⊗F)]/~
⊗
)− i
2~
T
(
(S0+F,S0+F)⊗ ei[F+D(exp⊗F)]/~⊗
)
− i
2~
T
(
D((S0+F,S0+F)⊗ eF⊗)⊗ ei[F+D(exp⊗F)]/~⊗
)
=
i
2~
T
(
(S0+F+D(e
F
⊗),S0+F+D(e
F
⊗))⊗ ei[F+D(exp⊗F)]/~⊗
)
− i
2~
T
(
D((S0+F,S0+F)⊗ eF⊗)⊗ ei[F+D(exp⊗F)]/~⊗
)
− i
2~
T
(
(S0+F,S0+F)⊗ ei[F+D(exp⊗F)]/~⊗
)
+
i
~
T
(
A(e
F+D(exp⊗F)
⊗ )⊗ ei[F+D(exp⊗F)]/~⊗
)
=
i
~
T
(
(S0+F,D(e
F
⊗))⊗ ei[F+D(exp⊗F)]/~⊗
)
+
i
~
T
(
A(e
F+D(exp⊗F)
⊗ )⊗ ei[F+D(exp⊗F)]/~⊗
)
+
i
2~
T
(
(D(eF⊗),D(e
F
⊗))⊗ ei[F+D(exp⊗F)]/~⊗
)
− i
2~
T
(
D((S0+F,S0+F)⊗ eF⊗)⊗ ei[F+D(exp⊗F)]/~⊗
)
. (387)
We conclude from the last equation that the following lemma is true:
Lemma 10: Let Tˆ be a new prescription for time-ordered products related to T by D, and Aˆ
the corresponding anomaly. Then there holds:
Aˆ
(
eF⊗
)
+D
(
Aˆ(eF⊗)⊗ eF⊗
)
=
(
S0+F,D(e
F
⊗)
)
+A
(
e
F+D(exp⊗F)
⊗
)
+
1
2
(
D(eF⊗),D(e
F
⊗)
)
+
1
2
D((S0+F,S0+F)⊗ eF⊗) . (388)
for any local functional F .
Similar to the consistency relation for the anomaly, themost useful consequence of lemma 10
is obtained by considering the leading order in ~ (in our case ~m). We use that, in the case con-
sidered, D(eF⊗) = O(~m), and by assumption A(eF⊗) = O(~m) = Aˆ(eF⊗). Then it follows that:
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Lemma 11: If D and A both start at order ~m,m> 0, we have
Aˆm
(
eF⊗
)
= Am
(
eF⊗
)
+
(
S0+F,D
m(eF⊗)
)
+
1
2
Dm((S0+F,S0+F)⊗ eF⊗) (389)
for any local functional F .
We will use lemmas 10 and 11 and similar relations repeatedly in what follows.
Recalling that by thm. 2, the changes in the time-ordered products are parametrized by local,
covariant maps Dn : P
p1(M)⊗·· ·⊗Ppn(M)→ Pp1/.../pn(Mn), we define
Dn(L1(x1)⊗·· ·⊗L1(xn)) :=−~mbnm(x1)δ(x1, . . . ,xn) . (390)
It can be shown that this is within the allowed renormalization freedom for the time-ordered
products described in sec. 3.6: First, the locality and covariance of Dn follows from the corre-
sponding property of bmn . The scaling property (257) follows from the fact that b
m
n has dimension
4, together with the scaling degree property sd δ = 4(n− 1) for the delta function of n space-
time arguments concentrated on the diagonal inMn. The smooth and analytic dependence ofDn
under changes of the spacetime metric again follows from the corresponding properties of bmn ,
while the symmetry is manifest. The unitarity condition (258) follows from the fact that bmn is
real, which in turn follows from the corresponding property of the anomaly A derived in the pre-
vious subsection. To satisfy the field independence property (256), it is furthermore necessary
to also change the time-ordered products of sub-monomials of L1 in order to be consistent with
T9. This causes no problems. The identity (259) can be satisfied by defining Dn appropriately
for entries Oi that are exterior differentials of L1. This does not lead to any potential consistency
problems, because L1 itself is not the exterior differential of a locally constructed 3-form. For
details of such kinds of arguments see [68], where a very similar situation was treated. Thus, the
above Dn (together with the correspondingDn for sub-Wick monomials of L1 and their exterior
derivatives) gives a permissible change in the time ordered products, i.e., the changed time-
ordered products Tˆ defined according to (254) with the above D again satisfy T1–T11. We note
also that there are no sub-Wick monomials in L1 that are also contained in (S0+F,S0+F)when
F =
∫
[λ fL1+λ
2 f 2L2], as one may check explicitly. Therefore D
m((S0+F,S0+F)⊗ eF⊗) = 0
in our case.
For the particular definition of D in eq. (390), we can immediately see using eq. (382) that
sˆDm(eλS1+λ
2S2⊗ ) =−Am(eλS1+λ
2S2⊗ ). Therefore, if we now put F =
∫
[λ fL1+λ
2 f 2L2]with f = 1
in Lemma 11, then we find
Aˆm
(
e
λS1+λ
2S2⊗
)
= Am
(
e
λS1+λ
2S2⊗
)
+ sˆDm
(
e
λS1+λ
2S2⊗
)
= 0 . (391)
Thus, by our redefinition of the time ordered products, we have already removed the anomaly
for any constant test function f . We will now use this fact to completely remove the anomaly
by a further redefinition of the time ordered products.
To simplify the notation, we will now again use the notations T and A for the redefined
time ordered products and new anomaly, instead of Tˆ and Aˆ. The anomaly may be expanded
in powers of ~ and λ as in eq. (369). From eq. (391) (remembering that A now denotes Aˆ), we
then have ∫
Amn (x1, . . . ,xn)dx1 . . .dxn = 0 , (392)
because we can assume at this stage that the anomaly vanishes for constant f . Consequently,
by lemma 9, this quantity must be given by an expression of the form
Amn (x1, . . . ,xn) =
n
∑
k=1
dkC
m
n/k(x1, . . . ,xn) , (393)
for some Cm
n/k ∈ P4/...3/.../4(Mn). It follows from the relation 0= (S0,S1) that there must exist a
local O1 ∈ P31(M) determined by the equation
sˆ0L1 = dO1 , (394)
because the left side integrates to 0. It is given explicitly by
O1 := fIJKC
IAJ ∧∗dAK + 1
2
fIJKC
ICJ ∗dC¯K . (395)
We now define a set of Dn by the formula
Dn(L1(x1)⊗ . . .O1(xk)⊗ . . .L1(xn)) :=−~mCmn/k(x1, . . . ,xn) . (396)
Wemay again argue that thisDn satisfies all the required properties for an allowed redefinition of
the time ordered products, and we denote the new time ordered products again by Tˆ , and the new
anomaly again by Aˆ. If F =
∫
[λ fL1+λ
2 f 2L2] with f = 1, this redefinition has D
m(eF⊗) = 0,
so lemma 11 now gives for this redefinition
Aˆm
(
eF⊗
)
= Am
(
eF⊗
)
+
1
2
Dm
(
(S0+F,S0+F)⊗ eF⊗
)
. (397)
However, our Dn are designed precisely in such a way that D
m((F,F)⊗ eF⊗) = 0 and that
Dm(sˆ0F⊗ eF⊗) =−Am(eF⊗), so we find that Aˆm(eF⊗) = 0.
In summary, our subsequent definitions of the time ordered products remove the anomaly
Am(eF⊗) at order ~m, and to all orders in λ. We now repeat the same argument for Am+1(eF⊗),
i.e., order ~m+1, and we can proceed in just the same way for any order in ~. This shows that
the anomaly can be removed to arbitrary orders in ~ and λ by a redefinition of the time ordered
products that is compatible with T1–T11. The absence of an anomaly in eq. (337) for our choice
of F implies that T12a is satisfied, because eq. (337) is a generating identity of the identities in
T12a.
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4.4.2 Proof of T12b
The proof that the time ordered products can be adjusted, if necessary, so that T12b is satisfied
is very similar in nature as that given above for T12a. We therefore only focus on the essential
differences.
Consider the local elements G=
∫
γ∧ (J0+ fλJ1) and F =
∫
( fλL1+ f
2λ2L2), where γ is a
smooth 1-form of compact support, and f is a smooth scalar function of compact support. The
satisfaction of T12b means that the anomaly in
sˆ0T
(
G⊗ eiF/~⊗
)
= T
(
(S0+F,G)⊗ eiF/~⊗
)
+
i
2~
T
(
(S0+F,S0+F)⊗G⊗ eiF/~⊗
)
+ T
(
A(G⊗ eF⊗)⊗ eiF/~⊗
)
+
i
~
T
(
A(eF⊗)⊗G⊗ eiF/~⊗
)
(398)
can be removed by a suitable redefinition of the time-ordered products. As above, we write
A(G⊗ eF⊗) = ∑
m,n>0
~
mλ
n
n!
∫
Mn
Am,n(x1, . . . ,xn)γ(x1) f (x1) . . . f (xn)dx1 . . .dxn . (399)
Let Am(G⊗ eF⊗) be the lowest order contribution in ~ to the anomaly. Because the anomaly is
of order at least ~, we have m > 0. We apply the consistency condition (372) to the element
F+ τG instead of F in that formula, and we differentiate with respect to τ and set τ = 0. Then
we obtain the consistency condition(
S0+F,A
m(G⊗ eF⊗)
)
+Am
(
(S0+F,G)⊗ eF⊗
)− 1
2
Am
(
(S0+F,S0+F)⊗G⊗ eF⊗
)
= 0 . (400)
Now, we put f = 1 and we take γ to satisfy dγ = 0. Then, F = λS1+λ
2S2, and S0+F = S,
where S is the full action (57) satisfying (S,S) = 0. Furthermore, by sˆJ= dK,
(S0+F,G) = (S,G) = sˆ
∫
M
γ∧J=
∫
M
γ∧dK=−
∫
M
dγ∧K= 0 . (401)
Thus, condition (400) implies the condition
sˆAm
(
G⊗ eλS1+λ2S2⊗
)
= 0 (402)
when γ is closed. Now, we have
Am
(
G⊗ eλS1+λ2S2⊗
)
=
∫
M
γ∧hm(x) = ∑
n>0
λn
n!
∫
M
γ∧hmn (x) , (403)
where hm ∈ P3(M) (and likewise for hmn ). Furthermore, from the properties of the anomaly
derived in the previous subsection, the dimension of hm must be 3, and the ghost number must
be +2. Equation (402), which holds for all closed 1-forms γ in the definition of G, may now
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be viewed as saying that hm ∈ H2(sˆ|d,P3). From the Lemmas given in sec. 2.2, we again have
a complete classification of all the elements in this ring. In fact, as shown there in lemma 1,
all non-trivial elements in this ring at ghost number +2 and dimension 3 must be even under
parity, ε →−ε when the Lie-group has no abelian factors. On the other hand, it follows again
from the properties of the anomaly A that hm is parity odd, i.e., hm→−hm under parity ε→−ε.
Therefore, hm must represent the zero element in the ring H2(sˆ|d,P3), so there are jm ∈ P31(M)
and km ∈ P22(M) such that
hm(x) = sˆ jm(x)+dkm(x) . (404)
We again expand jm in powers of λ
jm(x) = ∑
n>0
λn
n!
jmn (x) . (405)
Similar to the proof of T12a, we would like to use the coefficients jmn (x) to redefine the time
ordered products Tn(J1(x1)⊗L1(x2)⊗ . . .L1(xn)) containing n− 1 factors of the interaction
Lagrangian and one factor of the free BRST-current. By thm. 2, the changes in the time-
ordered products are parametrized by local, covariant maps Dn : P
p1(M)⊗ ·· · ⊗ Ppn(M) →
Pp1/.../pn(Mn), and we define
Dn(J1(x1)⊗L1(x2)⊗·· ·⊗L1(xn)) :=−~m jmn (x1)δ(x1, . . . ,xn) . (406)
This gives changed time-ordered products via (254), and one may argue as above in T12a that
these again satisfy T1–T11.
For a general D and general local functionals F,G, lemma 11 implies that
Am
(
G⊗ eF⊗
)
+
(
S0+F,D
m(G⊗ eF⊗)
)
= Aˆm
(
G⊗ eF⊗
)
. (407)
Now, if G=
∫
γ∧J, and if F = λS1+λ2S2, then it follows from the above equation that
Am
(
G⊗ eλS1+λ2S2⊗
)
+ sˆDm
(
G⊗ eλS1+λ2S2⊗
)
= Aˆm
(
G⊗ eλS1+λ2S2⊗
)
. (408)
Furthermore, it follows from the definition of D that D(G⊗ eλS1+λ2S2⊗ ) is equal to −
∫
γ∧ jm.
If γ is a closed 1-form, we have shown above that sˆ
∫
γ∧ jm = ∫ γ∧ hm. By eq. (403) and our
definition of D, we therefore have
sˆDm
(
G⊗ eλS1+λ2S2⊗
)
=−Am(G⊗ eλS1+λ2S2⊗ ) . (409)
Consequently, we have shown that
Aˆm
(
G⊗ eλS1+λ2S2⊗
)
= 0 . (410)
Therefore, our redefinition of the time ordered products has already removed the anomaly
Aˆ(G⊗ eF⊗) in the case when γ is a closed 1-form, and f is a constant. We now drop the carret
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from our notation for the newly defined time-ordered products and the corresponding anomaly.
We may then assume that eq. (410) holds for Am. For the quantities defined in eq. (411), this
means that
0=
∫
Mn
Amn (x1, . . . ,xn)γ(x1)dx1 . . .dxn . (411)
for any closed 1-form γ, and any n. Lemma (9) now implies that we may write Amn as
Amn (x1, . . . ,xn) = d1B
m
n/1(x1, . . . ,xn)+
n
∑
k=2
dk B
m
n/k(x1, . . . ,xn) (412)
Here, the Bm,n/k are now a local covariant functional of (Φ,Φ
‡) in the space P2/4/...4(Mn) for
k = 1, and in the space P3/4/...3/...4(Mn) for k ≥ 2.
Next, we define for products with n arguments containing 1 factor of K1 ∈ P22 [see eq. (84)]
and n−1 factors of L1 ∈ P40 by
Dn(K1(x1)⊗L1(x2) · · ·⊗L1(xn)) :=−~mBmn/1(x1, . . . ,xn) . (413)
We redefine the time-ordered products with n+ 1 factors, containing 1 factor of J1 ∈ P31, one
factor of O1 ∈ P31 [see eq. (394)], and n−2 factors of L1 ∈ P40 by
Dn(J1(x1)⊗L1(x2) · · ·⊗O1(xk) · · ·⊗L1(xn)) := i~m+1Bmn/k(x1, . . . ,xn) . (414)
By going through the same steps as above in T12a, we find that the new anomaly Aˆ(G⊗ eF⊗)
after the above redefinition effected by these D’s is now
Aˆ
(
G⊗ eF⊗
)
= A
(
G⊗ eF⊗
)−D((S0+F,G)⊗ eF⊗)+ i2~D((S0+F,S0+F)⊗G⊗ eF⊗) . (415)
Now, it can be seen that, because of the first redefinition (413),
D
(
(S0+F,G)⊗ eF⊗
)
= ~m ∑
n≥0
λn
n!
∫
d1 B
m
n/1(x1, . . . ,xn)γ(x1) f (x1) . . . f (xn)dx1 . . .dxn , (416)
using (S0,J1) = dK1+ . . . . It follows from the second redefinition (414) that
i
2~
D
(
G⊗ (S0+F,S0+F)⊗ eF⊗
)
(417)
= −~m ∑
n≥0
n
∑
k=2
λn
n!
∫
dk B
m
n/k(x1, . . . ,xn)γ(x1) f (x1) . . . f (xk) . . . f (xn)dx1 . . .dxn ,
using (S0,L1) = dO1. Thus, taking the O(~m)-part of eq. (415), using eq. (??), we find that the
new anomaly Aˆm(G⊗ eF⊗) = 0. Thus, the anomaly for the new time-ordered products vanishes
at order ~m and to all orders in λ. We continue this process by redefining the time ordered
products to the next order in ~, and remove the anomaly Am+1(G⊗ eF⊗). Since we can do this
for all m, we see that we can satisfy T12b above by a suitable redefinition of the time-ordered
products.
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4.4.3 Proof of T12c
Let Ψ = ∏Θsi(F,DF,D
2F, . . .) be the gauge-invariant expression of form-degree p under con-
sideration, where Θs are invariant polynomials of the Lie-algebra, so that in particular sˆΨ = 0.
Let α be a (4− p)-form, and let G= ∫ α∧Ψ. The satisfaction of the Ward identity T12c means
that anomaly in eq. (398) can be removed, where G in that equation is now
∫
α∧Ψ. As in the
proofs of T12a, T12b, one first proves the consistency condition
sˆAm
(
G⊗ eλS1+λ2S2⊗
)
= 0 , (418)
where m is the first order in ~ where the anomaly occurs, and where α is now arbitrary. This
condition is again of cohomological nature. As in T12b, it may be used to show that the anomaly
can be removed, at n-th order in λ, by a redefinition of the time ordered products with 1 factor
of Ψ0 and n factors of L1, and by the time ordered products with 1 factor of Ψ0, 1 factor of O1
[see eq. (394)] and n−1 factors of L1. The details of these arguments are completely analogous
to those given above in the proofs of T12a and T12b, so we omit them here.
4.5 Formal BRST-invariance of the S-matrix
We consider the adiabatically switched S-matrix S(F) = T (e
iF/~
⊗ ) associated with the cut-off
interaction F =
∫
M{λ fL1+λ2 f 2L2}, where f is a smooth switching function of compact sup-
port. Let Q0 be the free BRST-charge operator. It follows from the definition S(F) = T (e
iF/~
⊗ )
and the Ward-identities T12a [see eq. (326)] that
[Q0,S(F)] =−1
2
T
(
(S0+F,S0+F)⊗ eiF/~⊗
)
mod J0 . (419)
Now consider a sequence of cutoff functions such that f → 1 sufficiently rapidly, i.e., the “adia-
batic limit”. Then it follows that S0+F → S, and consequently that (S0+F,S0+F)→ (S,S) =
0. Thus, formally, T ((S0+F,S0+F)⊗ eiF/~⊗ )→ 0. Furthermore, formally, S(F) converges to
the true S-matrix S . Consequently, assuming that all these limits exist, we would have
[Q0,S ] = 0 mod J0 (FORMALLY) . (420)
As we have already said, the adiabatic limit does not appear to exist for pure Yang-Mills theory
in Minkowski spacetime, and there is even less reason to believe that it ought to exist in generic
curved spacetimes. Therefore, the above statement concerning the BRST-invariance of the S-
matrix is most likely only a formal statement, unlike the other results in this paper. We have
nevertheless mentioned it, because such a condition is often taken to be as the definition of
gauge-invariance at the perturbative level in less rigorous treatments of quantum gauge field
theories in flat spacetime.
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4.6 Proof that dJI = 0
As above, consider the cutoff interaction F =
∫
M{λ fL1+λ2 f 2L2}, where f is a smooth switch-
ing function of compact support, which is equal to one on some time-slice MT = (−T,T )×Σ.
The desired identity dJ(x)I will follow if we can show that, in the sense of formal power series,
0= dJ(x)F = ∑
n
in
~nn!
Rn(dJ(x);F
⊗n), x ∈MT (421)
modulo J0 for any such cutoff function f . Expanding the retarded products in terms of time
ordered products gives the equivalent relation
T
(
dJ(x)⊗ eiF/~⊗
)
= 0 mod J0 forall x ∈MT , (422)
which is again to be understood in the sense of formal power series. At the level of classical
fields, we have
dJ(x) = (S0+F,Φ(x)) · (Φ‡(x),S0+F) forall x ∈MT . (423)
Hence, (422) is equivalent to the equation
T
(
dJ0(x)⊗ eiF/~⊗
)
= −T
({
sˆ0Φ(x) · (Φ‡(x),F)+ sˆ0Φ‡(x) · (Φ(x),F)
}
⊗ eiF/~⊗
)
−T
({
(F,Φ(x)) · (Φ‡(x),F)
}
⊗ eiF/~⊗
)
mod J0. (424)
We claim that this equation can be satisfied as a consequence of our Ward identity T12a by a
redefinition of the time-ordered products. In fact, we shall now show that our Ward identity
T12a can even be used to prove the following stronger identity:
∑
I1∪···∪It=n
( i
~
)t
Tt+1(dJ0(y)⊗L|I1|(XI1)⊗ . . .L|It |(XIt)) =
− ∑
I1∪···∪It=n
( i
~
)t−1 t
∑
i=1
Tt
(
L|I1|(XI1)⊗ . . .
⊗
{
sˆ0Φ(y) · (Φ‡(y),L|Ii|(XIi))+ sˆ0Φ‡(y) · (Φ(y),L|Ii|(XIi))
}
⊗ . . .L|It |(XIt)
)
− ∑
I1∪···∪It=n
( i
~
)t−2
∑
1≤i< j≤t
Tt−1
(
L|I1|(XI1)⊗ . . .
(L|Ii|(XIi),Φ
‡(y)) · (Φ(y),L|I j|(XI j))⊗ . . .L|It |(XIt)
)
(425)
modulo J0. This identity implies (422) as may be seen by multiplying each term by λn/n!,
integrating against f (x1), . . . , f (xn), and summing over n. Thus, it remains to be seen that (425)
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follows from the Ward identity T12a. For n= 0, we get the condition T1(dJ0(y)) = 0, which is
just the condition of current conservation in the free theory and hence is satisfied. For n> 0, we
proceed inductively. This shows that, at the order considered, the failure of (425) to be satisfied
is of the form T1(αn(y,x1, . . . ,xn)), where αn(y,x1, . . . ,xn) is a local covariant functional that is
supported on the total diagonal. We now show that we can set this quantity to 0. To do this, we
pick a testfunction h ∈C∞(M) with the following properties: h(y) = 1 in an open neighborhood
of {x1, . . . ,xn}, h(y) = 0 towards the future of Σ+, and towards the past of Σ−, where Σ± are
Cauchy surfaces in the future/past of {x1, . . . ,xn}. We may thus write dh= γ+− γ−, where γ±
are 1-forms that are supported in the future/past of {x1, . . . ,xn}. Now, fromQ0=
∫
M T1(J0)∧γ±,
and from the causal factorization of the time-ordered products, we have
∫
M
h(y)Tt+1(dJ0(y)⊗L|I1|(XI1)⊗ . . .L|It |(XIt))dy
= [Q0,Tt(L|I1|(XI1)⊗ . . .L|It |(XIt))] = i~sˆ0Tt(L|I1|(XI1)⊗ . . .L|It |(XIt)) , (426)
where the last equation is modulo J0. We also have
∫
M
h(y)(O(xi),Φ
‡(y)) · (Φ(y),O(x j))dy= (O(xi),O(x j)) (427)
for any O. It follows from these equations that if we integrate (425) against h(y), then we get
an identity follows from the known Ward identity T12a. Stated differently, because h(y) = 1 in
a neighborhood of {x1, . . . ,xn}, and because the failure αn of (425) to hold is supported on the
total diagonal, it must satisfy
∫
M
αn(y,x1, . . . ,xn)dy= 0 mod J0. (428)
By lemma 9, it hence follows that there exists a local covariant βn supported on the total diagonal
such that dyβn(y,x1, . . . ,xn) =αn(y,x1, . . . ,xn), where βn is a 3-form in the y-entry, and a 4-form
in each xi-entry, and where dy is the exterior differential acting on the y-variable. We may now
redefine time ordered products with one factor of J0(y) and n factors of L1(xi), i = 1, . . . ,n by
takingDn+1(J0(y)⊗L1(x1)⊗·· ·⊗L1(xn)) := βn(y,x1, . . . ,xn). Then the redefined time-ordered
products satisfy (425).
4.7 Proof that Q2I = 0
We know from the previous subsection that the interacting BRST-current is conserved, dJ(x)I =
0 for any x, or equivalently, dJ(x)F = 0 for any x in a domain MT = (−T,T )×Σ where the
function f in F =
∫ {λ fL1 + λ2 f 2L2} is equal to 1. Thus, the definition of the interacting
BRST-charge QI =
∫
γ∧ JI is independent of the choice of the compactly supported closed
1-form γ dual to the Cauchy surface Σ. Using the Bogoliubov formula for the interacting field
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operators, the desired equality Q2I = 0 is equivalent to the equation
0= Q2F =
(∫
γ(x)∧J(x)F
)2
=
1
2
∑
n,m
in+m
~n+mn!m!
∫ [
Rn(J(x);F
⊗n),Rm(J(y);F⊗m)
]
γ(x)γ(y)dxdy (429)
modulo J0, where γ is now chosen to be supported in MT . Note that, as usual, we mean the
graded commutator, which is actually the anti-commutator in the above expression. Now, be-
cause the interacting BRST-charge QF as defined using the cutoff interaction F is independent
upon the choice of the compactly supported closed 1-form in γ dual to Σ, we may write the
interacting BRST-charge either as QF =
∫
γ(1) ∧JF , or as QF =
∫
γ(2) ∧JF . We may therefore
alternatively write
Q2F =
1
2
∑
n
in
~nn!
∫
Rn+1
(
J(x);J(y)⊗F⊗n
)
γ(1)(x)γ(2)(y)dxdy+(1↔ 2) , (430)
where we have also used the GLZ-formula (269). We now make a particular choice for γ(1) and
γ(2) that will facilitate the evaluation of this expression. We choose γ(1) = dh(1)+dh(2), where
h(1) and h(2) are smooth scalar functions with the following properties: (a) the support of h(1)
is compact, (b) h(1) = 1 on the support of γ(2), (c) the support of h(2) is contained in the causal
past of the support of γ(2). Due to these support properties and the causal support properties of
the retarded products, the above expression can then be written as
Q2F =−
1
2
∑
n
in
~nn!
∫
Rn+1
(
dJ(x);J(y)⊗F⊗n
)
h(1)(x)γ(2)(y)dxdy (431)
Below, we will show that, for any x,y ∈ MT , the following identity is a consequence of the
Ward-identity T12b:
R
(
dJ(x);J(y)⊗ eiF/~⊗
)
=
i~R
({
(S0+F,Φ(x)) · (Φ‡(x),J(y))+(S0+F,Φ‡(x)) · (Φ(x),J(y))
}
; e
iF/~
⊗
)
modJ0 . (432)
We now apply this identity and use that h(1) = 1 on the support of γ(2). Then we obtain
Q2F =
i~
2
∫
R
(
(S,J(x)); e
iF/~
⊗
)
γ(2)(x)dx , (433)
again, modulo J0. However, sˆJ= dK, so using T11, the right side vanishes by dγ(2) = 0. Thus,
we have proved Q2F = 0 modulo J0, and it remains to prove eq. (432). That equation can be
written equivalently in terms of time ordered products
T
(
dJ(x)⊗J(y)⊗ eiF/~⊗
)
(434)
= i~T
({
(S0+F,Φ(x)) · (Φ‡(x),J(y))+(S0+F,Φ‡(x)) · (Φ(x),J(y))
}
⊗ eiF/~⊗
)
modJ0 ,
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using the formulae relating time-ordered and retarded products given above. We will prove it in
this form. Using eq. (73), the eq. (434) may be written alternatively as
T
(
dJ0(x)⊗J(y)⊗ eiF/~⊗
)
= (435)
−T
({
sˆ0Φ(x) · (Φ‡(x),F)+(Φ↔ Φ‡)
}
⊗J(y)⊗ eiF/~⊗
)
−T
({
(F,Φ(x)) · (Φ‡(x),F)+(Φ↔ Φ‡)
}
⊗J(y)⊗ eiF/~⊗
)
+i~T
({
sˆ0Φ(x) · (Φ‡(x),J(y))+(F,Φ(x)) · (Φ‡(x),J(y))+(Φ↔Φ‡)
}
⊗ eiF/~⊗
)
mod J0.
We will now show that this equation can be satisfied as a consequence of our Ward-identity
T12b. To prove this identity, we employ the same technique as in the previous subsection. We
first formulate a set of stronger identities that will imply . This set of conditions is completely
analogous to eqs. (425), with the difference that in eq. (425), we replace Li(X) everywhere
by Li(X)+ τJi(y,X), and expand the resulting set of equations to first order in τ. As in the
proof of eqs. (425), the resulting equations are established inductively in n. For n = 0 the
identity can be verified directly using the definitions made in free gauge theory. Inductively, the
resulting equations will then be violated at order n by a potential “anomaly” term of the form
T1(αn(x,y,x1, . . . ,xn)), where αn is now an element of P
4/3/4/.../4(Mn+2). As in the treatment
of eq. (425), the Ward identity T12b then implies that
∫
M
αn(x,y,x1, . . . ,xn)dx= 0 (436)
while the GLZ-identity, together with the fact that dJI = 0 can be seen to imply the relation
∫
M
dyαn(x,y,x1, . . . ,xn)dx1 . . .dxn = 0 . (437)
Eqs.(436) and (437) can now be used to show that the time-ordered products can be redefined,
if necessary, to remove the anomaly αn. By the same argument as in the previous subsection,
the first identity (436) implies that
αn(x,y,x1, . . . ,xn) = dxδn(x,y,x1, . . . ,xn) (438)
for some δn ∈ P3/3/4/.../4(Mn+2). We would like to redefine the time-ordered products using
the quantity Dn (see sec. 3.6)
Dn+2(J0(x)⊗J0(y)⊗L1(x1) · · ·⊗L1(xn) := δn(x,y,x1, . . . ,xn) . (439)
In view of eq. (438), this would remove the anomaly. However, it is not clear that we can make
this redefinition, because the time-ordered products with two free BRST-currents at x and ymust
be anti-symmetric in x and y, and this need not be the case for δn in (438). We will circumvent
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this problem by using a modified δˆn in eq. (439) to redefine the time-ordered products with 2
currents. To construct the modified δˆn, we consider the quantity
β(γ(1),γ(2)) =
∫
δn(x,y,z1, . . . ,zn)γ
(1)(x)γ(2)(y)dxdydz1 . . .dzn+(1↔ 2) , (440)
where γ(1),γ(2) are now arbitrary 1-forms of compact support. β is evidently closely related to
the symmetric part of δn, which we would like to be zero. From eq. (437), we have β(dh
(1),dh(2))=
0 for any pair of compactly supported scalar functions h(1),h(2). As we shall show presently,
this implies that we can write
β(γ(1),γ(2)) =C(dγ(1),γ(2))+(1↔ 2) (441)
whereC has a distributional kernel C ∈ P2/3(M2). We now define
δˆn(x,y,z1, . . . ,zn) = δn(x,y,z1, . . . ,zn)−dxC(x,y)δ(y,z1, . . . ,zn)− (x↔ y) , (442)
which is manifestly anti-symmetric in x,y. We use this new Dˆn in order to redefine the time-
ordered products with 2 currents as in eq. (439) instead of the old Dn. Evidently, the new time
ordered product is now anti-symmetric in x,y. Furthermore, as a consequence of eq. (441), the
new anomaly for the redefined time-ordered products αˆn satisfies
∫
αˆn(x,y,z1, . . . ,zn)dz1 . . .dzn = 0 . (443)
It follows from this equation that
αˆn(x,y,z1, . . . ,zn) =
n
∑
l=1
dlδn/l(x,y,z1, . . . ,zn) dl = dzl ∧
∂
∂zl
(444)
for some δn/l ∈ P4/3/4/.../3.../4(Mn+2). We use these quantities to make a final redefinition of
the time-ordered products. We have
sˆ0Φ(x1) · (Φ‡(x1),L1(x2))+ sˆ0Φ‡(x1) · (Φ(x1),L1(x2)) = d1J1(x1)δ(x1,x2)+d2Σ1(x1,x2)
(445)
for some Σ1 ∈P3/3(M2). We redefine the time-ordered products involving these quantities using
the quantities (see sec. 3.6)
Dn+1(J0(x)⊗L1(z1) · · ·⊗Σ1(y,zl)⊗ . . .L1(zn)) := δn/l(x,y,z1, . . . ,zn)) . (446)
This final redefinition then removes the anomaly αˆn.
It remains to prove eq. (441). We formulate this result as a lemma:
Lemma 10. Let β∈ P3/3(M2) such that β(dh(1),dh(2)) = 0 for any pair of compactly supported
scalar functions h(1),h(2). Then β can be written in the form (441) for someC ∈ P2/3(M2).
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Proof: β is of the form
β(γ(1),γ(2)) =
∫
M
dx
p
∑
m=0
βµν1...νmσγ
(1)
µ ∇ν1 · · ·∇νmγ(2)σ , (447)
where β are tensor fields that are locally constructed out of g,∇, and Φ,Φ‡. We claim that
the condition β(dh(1),dh(2)) = 0 and the symmetry of β implies that β can be put into the
form (441). Since the commutator of two derivatives gives a Riemann tensor, we may assume
that each tensor β in the sum in (447) is symmetric under the exchange of the indices ν1, . . . ,νm,
βµν1...νmσ = βµ(ν1...νm)σ . (448)
Now consider the contribution to (447) with the highest number of derivatives, m = p. By
varying β(dh(1),dh(2)) = 0 with respect to h(1),h(2) there follows the additional symmetry
β(µν1...νpσ) = 0 . (449)
Consider now the vector field defined by
Bµ = βµν1...νpσ∇ν1 · · ·∇νpγσ . (450)
Using the symmetry property (448), this may be rewritten as
Bµ = βµν1...νpσ∇ν1 · · ·∇[νpγσ]
+βµ(ν1...νpσ)∇ν1 · · ·∇νpγσ . (451)
Then, using the symmetry (449), this may further be written as
Bµ = βµν1...νpσ∇ν1 · · ·∇[νpγσ]
− 2
p+2
βσ(µν1...νp)∇ν1 · · ·∇[νpγσ]
−2(p+1)
p+2
∇ν
{
βµ(να1...αp−1σ)∇α1 · · ·∇αp−1γσ− (µ↔ ν)
}
(452)
+terms with (p−1) derivatives on γσ . (453)
Now put γ = γ(2) in this equation, contract both sides with γ(1), and integrate, to obtain an
expression for the highest derivative term in β. Using this expression, we find that β(γ(1),γ(2))
is given by a sum of terms each of which contains either ∇[µγ
(1)
ν] or ∇[µγ
(2)
ν] , or which contains at
most derivative terms of order p−1. Consequently, using the symmetry of β, we can write
β(γ(1),γ(2)) =C(dγ(1),γ(2))+C(dγ(2),γ(1))+Rp−1(γ(1),γ(2)), (454)
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where Rp−1 stands for a remainder term of the form (447) containing at most p−1 derivatives,
and whereC is also of the form (447). If we now take γ(1) = dh(1), and γ(2) = dh(2) in eq. (454),
and use β(dh(1),dh(2)) = 0, then we see that Rp−1 again satisfies Rp−1(dh(1),dh(2)) = 0. Thus,
we may repeat the arguments just given for Rp−1 and conclude that β can be written as in
eq. (454) with a new C, and a remainder Rp−2 containing at most p− 2 derivatives. Thus,
further repeating this procedure, we find that (454) must hold for some C and a remainder of
the form R0(γ
(1),γ(2)) =
∫
εγ
(1)
µ r
µνγ
(2)
ν .
Now, R0 is symmetric, so r
[µν] = 0. Furthermore, we have R0(dh
(1),dh(2)) = 0 for all com-
pactly supported h(1),h(2). Varying this equation with respect to h(2), we get 0=∇µ(rµν∇
νh(1)).
Now, pick a point x∈M, and choose h(1) so that h(1)(x) = 0. Then it follows that rµν∇µ∇νh(1) =
0 at x. Because ∇µ∇νh(1) is an arbitrary symmetric tensor at x, it follows that r(µν) = 0,
and therefore that rµν = 0, thus proving the desired decomposition (441). This completes the
proof.
4.8 Proof that [QI,ΨI] = 0 when Ψ is gauge invariant
Here we show that the Ward identity T12c implies [QI,ΨI(x)] = 0 modulo J0, whenever Ψ ∈
P(M) is a strictly gauge invariant operator of ghost number 0, i.e., Ψ = ∏Θsi(F,DF, . . . ,D
kiF).
As in the proof given in the previous subsection, this property will follow from the identity
T
(
dJ0(x)⊗Ψ(y)⊗ eiF/~⊗
)
= (455)
−T
({
sˆ0Φ(x) · (Φ‡(x),F)+(Φ↔ Φ‡)
}
⊗Ψ(y)⊗ eiF/~⊗
)
−T
({
(F,Φ(x)) · (Φ‡(x),F)+(Φ↔ Φ‡)
}
⊗Ψ(y)⊗ eiF/~⊗
)
+i~T
({
sˆ0Φ(x) · (Φ‡(x),Ψ(y))+(F,Φ(x)) · (Φ‡(x),Ψ(y))+(Φ↔ Φ‡)
}
⊗ eiF/~⊗
)
mod J0,
where again F =
∫
(λ fL1+λ
2 f 2L2). One can now formulate a stronger set of local identities
analogous to eq. (425), and one can prove these identities using T12c along the same lines as in
the previous subsection, with J(y) there replaced everywhere by Ψ(y). The potential anomaly
of the stronger identities (and therefore the possible violation of eq. (455)) can now be removed
by a suitable redefinition of the time ordered products Tn+2(J0(x)⊗Ψ0(y)⊗L1(x1)⊗L1(xn)) at
n-th order in perturbation theory, where Ψ = Ψ0+λΨ1+λ
2Ψ2+ . . . . However, contrary to the
case in the previous subsection, we now do not have to worry about potential symmetry issues,
that had to be dealt with there, because Ψ0 is always distinct from J0, the latter having ghost
number 1.
4.9 Relation to other perturbative formulations of gauge invariance
In our approach to interacting quantum gauge theories, the gauge invariance of the theory was
incorporated in the conditions that there exists a conserved interacting BRST-current operator,
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and that the corresponding charge operator be nilpotent. As we demonstrated, this follows from
our Ward identity (326), the generating identity for T12a, T12b, and T12c. In the literature
on perturbative quantum field theory in flat spacetime, other notions of gauge invariance of
the quantum field theory have been suggested, and other conditions have been proposed to
ensure those. We now briefly discuss some of these, and explain why these formulations are not
suitable in curved spacetime.
Diagrammatic approaches (dimensional regularization): Historically, the first proofs of
gauge invariance of the renormalized perturbation series in gauge theories on flat R4 were per-
formed on the level of Feynman diagrams. The gauge-invariance of the classical Lagrangian
implies certain formal identities between the diagrams at the unrenormalized level. At the
renormalized level, these identities in turn would formally17 imply the gauge-invariance of am-
plitudes. One must thus prove that these identities remain valid at the renormalized level. For
this, it is important to have a regularization/renormalization scheme that preserves these iden-
tities. Such a scheme was found by ’t Hooft and Veltmann [71, 72, 73], namely dimensional
regularization. Because that scheme is also very handy for calculations (except for certain
calculations involving Dirac-matrices), it has remained the most popular approach among prac-
titioners. Modern presentations of this approach based on the Hopf-algebra structure behind
renormalization in the BPHZ-approach [21, 22, 85] are [108, 109].
In curved space, scattering amplitudes are not well-defined, because there is no sharp notion
of particle in general. At a more formal level, diagrammatic expansions in general are problem-
atic because there does not exist a unique Feynman propagator, so a given Feynman diagram
can mean very different mathematical expressions depending on one’s choice of Feynman prop-
agator. One may of course expand the theory using any Feynman propagator. However, then
the problem arises that the Feynman propagator is not a local covariant functional of the met-
ric, but also depends upon boundary/initial conditions, which are intrinsically non-local. This
would interfere with ones ability to reduce the ambiguity to local curvature terms. One might be
tempted to take the local Feynman parametrix HF , which is local and covariant. But this has the
undesirable property that it is not a solution of the field equation, but only a Green’s function
modulo a smooth remainder, see Appendix D. This severely complicates the treatment of quan-
tities that vanish due to field equations, and of the Ward identities. Finally, in curved space, the
Feynman propagator is only well defined as a distribution in position space, while techniques
such as dimensional regularization seem to work best in momentum spacetime. Thus, a dia-
grammatic proof of quantum gauge invariance of Yang-Mills theory in curved spacetime seems
to be difficult and somewhat unnatural.
Zinn-Justin equation: In many formal approaches to perturbative gauge theory in flat
spacetime R4, gauge invariance of the theory is expressed in terms of an integrated condi-
tion involving the so-called “effective action”, Γeff(S) of the theory associated with the classical
action S = S0+ λS1+ λ
2S2. The effective action is a generating functional for the 1-particle
17We say “formally,” because amplitudes can have additional infra-red divergences, which are very hard to treat
in a gauge-invariant manner.
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irreducible Feynman diagrams of the theory. The condition for perturbative gauge invariance is
simply and elegantly encoded in the relation [116]
(Γeff(S),Γeff(S)) = 0 . (456)
Condition (456) is referred to as the “Slavnov Taylor identity” in “Zinn-Justin form”. It is
closely related to the “master equation” that arises in the Batalin-Vilkovisky formalism [6] (see
also [62]), and it reduces to the classical condition (S,S) = 0 for BRST-invariance when one
puts ~ = 0. At the formal level, the Slavnov-Taylor identity is most straightforwardly derived
from the path integral. It is also in this setting that one can understand relatively easily that it
formally implies the absence of (infinite) counterterms to the classical action violating gauge
invariance. However, by itself, it does not imply the gauge invariance of physical quantities
such as scattering amplitudes, or identities like Q2I = 0.
The effective action Γeff(S) is only a formal quantity, since it involves integrations over
all of spacetime. These integrations typically lead to infra-red divergences, as is in particular
the case also in pure Yang-Mills theory. Therefore, also the Slavnov-Taylor equation (456) is
only a formal identity. If the interaction λS1 + λ
2S2 is replaced by a local interaction, F =∫ {λ fL1 + λ2 f 2L2}, with f a smooth cutoff function of compact support, then the infra-red
divergences are avoided, and the effective action Γeff(S0 + F) is well defined. The precise
definition of Γeff(S0+F)within our framework is given in Appendix B. However, for the cutoff-
interaction, the Slavnov-Taylor identity no longer holds. Nevertheless, it can be shown that
Γeff(S0+F) satisfies an analogous equation, given by eq. (490). That equation can be used to
formally “derive” eq. (456), if one could prove that the anomaly in eq. (490) vanishes. Since the
anomaly is closely related to the failure of the interacting BRST-current to be conserved, one
might expect to be able to remove the anomaly by an argument similar to our proof of T12a, but
this has not been worked out even in flat spacetime.
In curved spacetime, we may still define an effective action, Γeff(S0+F), which now de-
pends upon the arbitrary choice of a quasifree Hadamard state ω, see Appendix E. Hence it is
definitely not a quantity that depends locally and covariantly upon the metric, but also on the
non-local choice of ω, Therefore, even at the formal level, it is not clear that the Slavnov-Taylor
identity can be viewed as a renormalization condition that is compatible with the locality and
covariance of the time-ordered products. Also, while the Slavnov-Taylor identity can again be
formally derived from our Ward-Identity T12a, it does not directly imply the gauge-invariance
of physical quantities such as n-point functions, and it also does not prove (even formally)
that the OPE closes among physical operators. For these reasons, we prefer to work with the
Ward-identities T12a, T12b, T12c in this paper, which are rigorous, and have a local and co-
variant character. Despite the above differences, the Zinn-Justin is probably to be regarded as
the closest analogue to our renormalization conditions expressing local gauge invariance. The
similarities can be made more explicit using our generating formula (326) [or eq. (340)] for our
Ward identities.
Causal approach: A condition expressing perturbative gauge invariance in flat spacetime
that is of a more local nature than (456) has been proposed in a series of papers by Dütsch
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et al. [29, 31, 30, 32, 33, 98], see also [75, 76, 77, 58, 59, 60]. These works are also related
to the “quantum Noether condition” [77]. Let Tn(x1, . . . ,xn) be the time-ordered product of
Tn(L1(x1)⊗·· ·⊗L1(xn)). (in the above papers, the interaction Lagrangian 4-form is here iden-
tified with a scalar by taking the Hodge dual). Let Q0 be the free BRST-charge. Then it is
postulated that there exists a set of time-ordered products Tn/l(x1, . . . ,xn) with the insertion
18 of
some (unspecified) 3-form-valued field in the l-th entry such that
[Q0,Tn(x1, . . . ,xn)] = i~
n
∑
l=1
dlTn/l(x1, . . . ,xn) modulo J0 (457)
for all n > 0, where dl = dx
µ
l ∧ ∂/∂xµl is the exterior derivative acting on the l-th entry. The
condition is to be viewed as a normalization on the time ordered products involving n factors
of the interaction L1. Note that there are no explicit
19 conditions imposed on time-ordered
products involving L2. Note also that the condition is imposed only modulo J0, that is, on
shell. In fact, the authors of the above papers always work in a representation, where the field
equations automatically hold (see section 3), rather than at the algebraic level, where the field
equations need not be imposed as a relation. A related difference is that the above authors do
not work with anti-fields, without which it appears to be very cumbersome to obtain powerful
consistency relations for potential anomalies of (457). (Some aspects of this difference are
addressed in [4].)
The key motivation for condition (457) is that, as our condition T12a), it formally implies
that the S-matrix commutes with Q0 in the “adiabatic limit,” see above. Indeed, if we formally
integrate (457) over (R4)n, then the right hand side formally vanishes, being a total derivative.
This shows that S formally commutes with Q0. However, unlike our Ward identities, we do not
believe that eq. (457) would imply Q2I = 0 for the interacting BRST-charge, or [QI,ΨI] = 0 for
gauge invariant operators.
The relation (457) is apparently different from our corresponding condition T12a (consid-
ered in flat spacetime), so we now briefly outline how they are related. Consider a prescription
for the time-ordered products satisfying our Ward identity T12a, so that, in particular, eq. (457)
does not hold for that prescription. However, let us now make the following redefinition of the
time-ordered products containing two factors of L1, that is,
T2(L1(x1)⊗L1(x2))→ T2(L1(x1)⊗L1(x2))+T1(L2(x1,x2)) , (458)
where we recall the notation L2(x1,x2) = 2L2(x1)δ(x1,x2). Let us further note that
sˆ0L2(x1,x2)+(L1(x1),L1(x2)) = d1O2/1(x1,x2)+d2O2/2(x1,x2) (459)
18Thus in particular, Tn/l(x1, . . . ,xn) should be symmetric in all variables except xl , and it is a 3-form in xl .
19 As explained in the above papers, however, implicit normalization conditions on time ordered products with
factors of L2 arise from (457). Also, (457) apparently may even be used to determine the form of L1, which is
simply given in our approach.
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for some fields O2/1 ∈ P4/3 and O2/2 ∈ P3/4 supported on the diagonal, and sˆ0L1 = dO1. Using
that [Q0,Tn] = i~sˆ0Tn modulo J0, and defining Tn/l by
Tn/l(x1, . . . ,xn) = ∑
j=1,2
Tn−1
(
L1(x1)⊗ . . .O2/ j(xl+ j−1,xl+ j)⊗ . . .L1(xn)
)
+ cycl. perm.
+ Tn
(
L1(x1)⊗ . . .O1(xl)⊗ . . .L1(xn)
)
, (460)
one can then check that eq. (457) holds. Thus, our Ward identity implies (457) if a finite
renormalization change is made, and presumably (457) may also be used to deduce our Ward
identity T12a. Note, however, that our identities T12b and T12c are conditions that go definitely
beyond the Ward-identities (457).
5 Summary and outlook
In this paper, we have given, for the first time, a perturbative construction of non-abelian Yang-
Mills theory on arbitrary globally hyperbolic curved, Lorentzian spacetime manifolds. Follow-
ing earlier work on quantum field theory in curved spacetime, our strategy was to construct the
interacting field operators and the algebra that they generate. This was accomplished starting
from a gauge fixed version of the theory with ghost and anti-fields, and then defining the algebra
of observables of perturbative Yang-Mills theory as the BRST-cohomology of the correspond-
ing algebra associated with the gauge fixed theory. To implement this strategy it was necessary
to first find a prescription for defining a conserved interacting BRST-current, and for which the
corresponding conserved charge is furthermore nilpotent. We were able to characterize such a
prescription by a novel set of Ward identities for the time-ordered products in the underlying
free theory. We furthermore showed how to find a renormalization prescription for which the
Ward-identities indeed hold. In addition, we showed that our renormalization prescription also
satisfies other other important properties, notably the condition of general covariance. Alto-
gether, these constructions provide a proof that perturbative Yang-Mills theory can be defined
as a consistent, local covariant quantum field theory (to all orders in perturbation theory), for
any globally hyperbolic spacetime.
A key feature of our approach is that it is entirely local in nature, in the sense that our
renormalization conditions only make reference to local quantities. A local approach is essential
in a generic curved spacetime in order find the correct renormalization prescription respecting
locality and general covariance. But it is also advantageous in flat spacetime in many respects
compared to other existing approaches in flat spacetime, such as approaches focused on the
scattering matrix, or approaches based on the path-integral. The key advantages of our approach
are the following:
• Because our approach is completely local, we can completely disentangle the the infra-red
divergences and ultra-violet divergences of the theory. This is mandatory in Yang-Mills
theory, where infra-red divergences pose a major problem, even in flat spacetime.
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• Because our approach is algebraic in nature, the objects of primary interest are the in-
teracting field operators, rather than auxiliary quantities such as effective actions or scat-
tering matrices. This makes it easy for us to prove the important result that the operator
product expansion of Yang-Mills theory closes among gauge invariant fields, and that
the renormalization group flow does not leave the space of gauge invariant fields. On
the other hand, it tends to be much more complicated to prove such statements in other
formalisms even in flat spacetime.
• Because our approach is local and covariant, we can directly analyze the dependence
of our constructions on the metric. For example, one can directly obtain the following
result: If a non-abelian gauge theory has trivial RG-flow in flat spacetime (such as the
N= 4 super Yang-Mills theory), then it also must have trivial RG-flow in any spacetime in
which possible renormalizable curvature couplings in the Lagrangian (such as a RTrΦ2-
type term) happen to vanish. Thus, the N= 4 super Yang-Mills theory has trivial RG-flow
in any spacetime with vanishing scalar curvature. Note that, unlike in flat spacetime, this
does by no means imply that the theory is conformally invariant, because a spacetime
with R= 0 will not in general admit any conformal isometries.
A weak point of our constructions, as for most other perturbative constructions in quantum
field theory, is that one does not have any control over the convergence of the perturbation series.
This is in particular a problem for quantum states such as bound states that are not expected to
have a perturbative description. A partial resolution of this problem is provided by the operator
product expansion (see sec. 4.2), because it allows one to compute n-point correlation functions
in terms of OPE-coefficients and 1-point functions (“form factors”), which one may regard as
additional phenomenological input. But a full solution would presumably require to go beyond
perturbation theory, which seems a distant goal even in flat spacetime.
Apart from this problem, there remain a couple of technical questions related to the pertur-
bation expansion, of which we list a few:
5.1 Matter fields, anomalies
In this paper, we have considered only pure Yang-Mills theory for simplicity. Clearly, one
would like to add matter fields, such as fermion fields in a representation R of the gauge group
G. In that case, the general strategy and methods of our paper can still be applied. But it is
no longer clear that the Ward-identities formulated in this paper can still be satisfied, as there
can now be non-trivial solutions to the corresponding consistency conditions in the presence
of chiral fermions. If the Ward-identities cannot be satisfied, one speaks of an anomaly. In
our case this would imply that the interacting BRST-current is no longer conserved, and that
a conserved BRST-charge cannot be defined, meaning that the theory is inconsistent at the
quantum level. In flat space, this can happen if the gauge group contains factors of U(1), for
certain representations R. By the general covariance of our construction, the types of anomalies
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in flat space must then also be absent in any curved spacetime. However, in curved space, a
new type of anomaly can also arise in the presence of chiral fermions and abelian factors in
the gauge group. For example, even at the level of free Yang-Mills theory, one can compute
that the divergence dJI (exterior differential) of the quantum BRST current operator is not zero
as required by consistency, but it has a contribution to its divergence proportional of the type
given in eq. (63), which cannot be eliminated by finite renormalization. In particular, one finds
a contribution dJI ∝ AI + . . . at 1-loop order, where
A = const.∑
K
Tr[R(TK)]C
K Tr(R∧R) (461)
and where the sum over K is over the abelian generators of the Lie-algebra only. In the standard
model, with gauge groupG= SU(3)×SU(2)×U(1), the representation of the abelian generator
Y (charge assignments of the fermion fields) is precisely so that A = 0, as also observed by [56,
90]. However, we do not know whether the theory remains free of this kind of anomaly to
arbitrary orders in the perturbation series. This would be important to check.
It is also important to investigate whether the renormalization conditions considered in this
paper can be used to show that a divergence-free interacting stress tensor T
µν
I can be constructed.
Here, one can presumably use the techniques of [68] to show that there is no anomaly for this
conservation equation, but it would be important to settle the details. A particularly interesting
question in this connection is to see precisely how the expected trace anomaly for this quantity
arises in the present framework.
5.2 Other gauge fixing conditions
In this paper, we have worked with a specific gauge fixing condition (the Lorentz gauge). The
important feature of this condition for our purposes was that the field equation for the spin-1
field then becomes A+ · · · = 0, where the dots represent terms with less derivatives. This
was important because only in that case are we able to construct a Hadamard parametrix for
the vector field, which is a key ingredient in our constructions. However, one may wish to
consider other types of gauge fixing conditions, both for practical purposes, as well as a matter
of principle. Even if a Hadamard parametrix could still be defined in such cases, it is not a
priori clear that the theories defined using different gauge fixing conditions are equivalent. In
our approach, equivalence would mean that the algebras of observables obtained from different
gauge fixing conditions are canonically isomorphic. We have not investigated the question
whether this is indeed the case.
5.3 Background independence
In our constructions (as in all other standard approaches to perturbative Yang-Mills theory),
we have split the Yang-Mills connection D = ∇+ iλA into the standard flat, non-dynamical
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background connection ∇, and a dynamical field A. At the level of classical Yang-Mills the-
ory it is evident that it is immaterial how this split is made, i.e., classical Yang-Mills theory is
background independent in this sense. In particular, the standard choice ∇ = ∂ in flat spacetime
is just one possibility among infinitely many other ones. In the gauge fixed classical theory
with ghosts and anti-fields, different choices of the background connection give rise to different
classical actions. The difference is, however, only by a BRST-exact term. Since the classical
theory is defined as the BRST-cohomology, such a BRST-exact term does not change the brack-
ets between the physical observables, and hence the theory is background independent also in
the gauge-fixed formalism. Unfortunately, we do not know whether the same statement is still
true in the quantum field theory, i.e., we do not know whether the algebras of physical observ-
ables associated with different choices of the background connection are still isomorphic. The
difficulty is that, in quantum field theory, the background connection ∇ is treated very differ-
ently from the dynamical part A: The background connection would enter the definition of the
propagators, e.g., of the local Hadamard parametrices, while A is a quantum field.
The question whether one is allowed to shift parts of A into ∇ and vice versa is closely
related to the question whether the “principle of perturbative agreement” formulated in [68] can
be satisfied with respect to the gauge connection. The satisfaction of this principle is equivalent
to certain Ward-identities at the level of the time-ordered products, but we do not know in the
present case whether theseWard identities can be satisfied, i.e., whether there are any anomalies.
In [68], a potential violation of these identities may be identified with a certain cohomology
class. In our case, when the background structure in question is a gauge connection, the potential
violation would be represented by a certain 2-cocycle on the space of all gauge potentials.
An anomaly of this sort could arise in theories with chiral fermions. Thus, the question of
background independence in quantum Yang-Mills theory remains an open problem, which has
not been solved, to our knowledge, even in flat spacetime.
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A U(1)-gauge theory without vector potential
In the case of a pureU(1)-gauge theory, one may consider a different starting point for defining
the theory, using as the basic input only the field equations for the 2-form field strength tensor
rather than the action for the gauge potential A. This is because the field equations may then
be written without reference to the gauge potential as equations for the field strength F , viewed
now as the dynamical variable. The equations are of course Maxwell’s equations, in differential
forms notation dF = 0 and d ∗F = 0.
On a curved manifoldM with nontrivial topology, not every closed form F need to be exact,
so it does not follow from the field equation dF = 0 that F can be written in terms of a vector
potential as F = dA. Thus, using only Maxwell’s equations as the input defines a more general
theory classically than the action
∫
dA∧ ∗dA, because cohomologically non-trivial solutions F
are possible. In this section, we briefly indicate how one may quantize such a theory.
A globally hyperbolic spacetime always has topology M = Σ×R, so closed but non-exact
2-forms F can exist on M if Σ contains any non-contractible 2-cycles, C. Let us coverM by
M =
⋃
i
Mi (462)
where each Mi a globally hyperbolic, connected and simply connected spacetime in its own
right, which does not contain any non-contractible 2-cycles. Consequently on each Mi, any
closed 2-form is exact, and the classical theory defined by Maxwell’s equations dF = 0, d ∗F is
completely equivalent to the theory of a vector potential A with action (34). Thus, by the results
of the previous sections, we can construct a corresponding algebra of observables Fˆ0(Mi) for
each i, containing gauge-invariant observables such as polynomials of the field strength.
Each Fˆ0(Mi) is only given to us as an abstract *-algebra, so we do not a priori know what
is the relation between those algebras for different i. However, if Mi is contained in M j, then
by the general covariance property, there is an embedding of algebras αi, j ≡ αψ(i, j) : Fˆ0(Mi)→
Fˆ0(M j), where ψ(i, j) :Mi→M j is the embedding. Thus, following ideas of Fredenhagen, and
Küskü [47, 48, 87], we may define an algebra Au(M) as the universal algebra
Au(M)≡ ind− lim
Mi
Fˆ0(Mi) . (463)
The universal algebra is defined as the unique algebra such that there exist *-homorphisms
αi : Fˆ0(Mi) → Au(M) with the property α j ◦ α j,i = αi. It is characterized by the fact there
are no additional relations in Au(M) apart from the ones in the subalgebras. Thus, Au(M) is
generated by the symbols Fi( f ) where supp f ⊂Mi, which we think of as smeared field strength
tensors
Fi( f ) =
∫
Mi
f ∧F . (464)
Their relations are
Fi( f ) = Fj( f ), if supp f ⊂Mi∩M j, (465)
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and the Fi( f ), with supp f ⊂Mi satisfy all the relations in Fˆ0(Mi), which are
[Fi( f ),Fi(h)] = i∆( f ,h)11 , Fi(d f ) = 0= Fi(∗d f ) , (466)
for any 1-forms f ,h of compact support in Mi. Here, ∆ : Ω
2
0(M)×Ω20(M)→ R denotes the
advanced minus retarded fundamental solution for the hyperbolic operator δd+ dδ acting on
2-forms.
For an arbitrary compactly supported 2-form f on M, we may then define the algebra ele-
ment F( f ) ∈ Au(M) as
F( f )≡∑
i
Fi(ψi f ) , (467)
where suppψi ⊂Mi, and ∑iψi = 1 on supp f . It is not difficult to show using eq. (465) that this
definition does not depend upon the particular choice of the covering. From eq. (466), it then
also follows that F(d f ) = 0 = F(d∗ f ) holds for arbitrary compactly supported forms f in M.
One can also easily show that F( f ) ⋆~ F(h)−F(h) ⋆~ F( f ) = 0 for any two test-forms having
spacelike related support. Indeed, after splitting f ,h using a suitable a partition of unity, we
may assume that the supports of f and h are contained in sets Mi and M j. Since M is assumed
to be connected, there exists therefore a globally hyperbolic spacetime N ⊂Mi ∪M j in which
every 2-cycle is contractible, and we may assume that N appears in the covering ofM. We may
then view both F( f ) and F(h) as elements in Fˆ0(N), where they commute. Since ∆ is uniquely
determined by its action on test functions supported in a neighborhood of a Cauchy surface, it
then also follows that [F( f ),F(h)] = i~∆( f ,h)11.
The universal algebra contains certain central elements that carry information about the
topology of M. They arise as follows. Let C be a 2-cycle in M, and let {ψi} be a partition of
unity subordinate to the covering {Mi} ofM. By Poincare duality, we can find a closed 1-form
hC onM such that ∫
M
hC∧α =
∫
C
α (468)
for any closed 2-form α, and we may arrange hC to have support in a neighborhood of C. The
2-form ψihC has compact support in Mi, and we may define
Ze[C] = F(hC)≡∑
i
Fi(ψihC) ∈ Au(M) . (469)
We claim that Ze[C] is independent of the particular choice of hC, and of the partition {Ui,ψi}.
Independence of the partition was already shown above for general 2-forms. To show indepen-
dence of hC, consider another h
′
C with the same properties, and let hC− h′C = ω. Then ω is
closed, of compact support and,
∫
ω∧α = 0 for any closed 2-form α. By the well-known fact
that the pairing ∫
: H2(M)⊗H20 (M)→ R (470)
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is non-degenerate, we therefore must have that [ω] = 0 in H20 (M), i.e., ω = dβ for some 1-form
β of compact support. Independence of Ze[C] on the particular form of hC then follows from
F(dβ) = 0.
It then also follows that Ze[C] only depends upon the homotopy class of C, i.e., Ze[C] may
be viewed as a map
Ze : H2(M;Z)→ Au(M), [C] 7→ Ze[C] . (471)
In particular Ze[C] = 0 for any 2-cycle C that can be deformed into a point. Because Ze[C]
only depends upon the class [C] of C in H2(M), it follows that, given any sufficiently small
compact region K ⊂M, we may deform C so as to be in the causal complement of K, that is
C⊂ J+(K)∪J−(K). By choosing hC to be supported in a sufficiently small neighborhood ofC,
it then follows that
[Ze[C],F( f )] = 0, ∀ f ∈ Ω20(K) , (472)
But then this also holds for arbitrary f of compact support, because f may be written as ∑ψi f ,
with each suppψi so small that C and hence supphC can be deformed so as to lie in the causal
complement. Thus, Ze[C] is in the center Z(Au(M)) of Au(M). By taking the dual of hC in
eq. (469), we may similarly define
Zm[C] = ∑
i
Fi(ψi ∗hC) ∈ Z(Au(M)) , (473)
and this quantity has similar properties as Ze[C].
The center-valued quantities Ze[C],Zm[C] correspond to the electric and magnetic fluxes
through a 2-cycle C. They are analogous to the classical quantities
∫
CF respectively
∫
C ∗F
and satisfy the same additivity relations under the addition of cycles. Other interesting derived
quantities may also be defined. For example, let C1,C2, . . . be a basis of 2-cycles in H2(M;Z),
and let
(Q−1) jk = I(C j,Ck) (474)
be the matrix of their intersection numbers. Then we may define
qtop =
b2
∑
j,k
Q jkZe[Ci]Ze[Ck] ∈ Z(Au(M)) (475)
and this is analogous to the classical topological quantity
qclass =
∫
M
F ∧F = ∑
j,k
Q jk
(∫
C j
F
)(∫
Ck
F
)
(476)
by the so-called “Riemann identity” for closed differential forms.
In any factorial representation pi : Au(M)→ End(H ) on a Hilbert space H , the representers
corresponding to Ze[C],Zm[C] are by definition represented by multiples of the identity, i.e.,
pi(Ze[C]) = ce[C] · I, pi(Zm[C]) = cm[C] · I . (477)
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where ce,cm are valued in the complex numbers. By DeRahm’s theorem, they can be repre-
sented by 2-forms fe and fm, both of which must be closed. Choosing a basis {ωi} of H2(M),
for example dual to a basis of 2-cycles {Ci}, we may thus expand fe = ∑i qiωi, and fm = ∑i giωi
with numerical constants qi,gi ∈ R depending upon the representation. These constants are
then the (canonically normalized) numerical values of the electric and magnetic flux through
the respective cycle in the representation pi.
The above construction of Maxwell theory (without a vector potential) is somewhat abstract,
and we now discuss an equivalent description. As above, let {ωi} be a set of closed forms
forming a basis ofH2(M). Any closed form F may thus be written uniquely as F = dA+∑i qiω
i.
Substitution into the action S gives
S=
1
2
∫
dA∧∗dA+ j∧∗A (478)
where j = ∑qiδω
i is considered as an external (conserved) current coupled to A. The quanti-
zation of this theory now proceeds along similar lines as for the action S without the external
current. We correspondingly get an algebra of observables Aq(M), which now depends upon the
choice of q≡ {qi} and {ωi} through the external current. The algebra is spanned by generators∫
f ∧dA, and
F̂( f ) =
∫
f ∧dA+∑qi
(∫
ωi∧ f
)
11 . (479)
They satisfy the same relations as the generators F( f ) above in the algebra Au(M). From this it
may be seen that the algebra Aq(M) only depends upon qi and the equivalence classes [ωi]. This
algebra also has further relations not present in Au(M), because the elements Ẑe[C] ∈ Aq(M)
defined in the same way as the central elements Ze[C] ∈ Au(M) above, are now represented by
multiples of the identity, namely
Ẑe[C] = ∑qi
(∫
C
ωi
)
11 ∈ Aq(M) , (480)
while the elements Ze[C] ∈ Au(M) are only in the center, but not necessarily proportional to the
identity. Thus, Au(M) and Aq(M) are not isomorphic. Instead, we have
Au(M)∼=
∫ ⊕ b2
∏
i=1
dqiAq(M) . (481)
By contrast, the magnetic fluxes Ẑm[C], defined as above, are not proportional to the identity
but only elements in the center of Aq(M). This apparent asymmetry between the electric and
magnetic fluxes arises from the fact that we have chosen to quantize the theory starting from a
potential for F , rather ∗F , which would also be possible. Then the roles of electric and magnetic
fluxes would be reversed.
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A physically relevant example of a spacetime M with a non-trivial 2-cycle is the Kruskal
extension of the Schwarzschild spacetime. It has line element
ds2 =
32M3er/2M
r
(−dT 2+dX2)+ r2(dθ2+ sin2θdϕ2) r > 0 , (482)
and topology M = R×R×S2, where r is defined through T 2−X2 = (1− r/2M)er/2M. It is a
globally hyperbolic spacetime with a non-trivial 2-cycle, homotopic to S2. Hence, the universal
algebra possesses non-trivial central elements Ze[S
2],Zm[S
2], and this gives rise to the possibility
of having non-trivial electric and magnetic fluxes in that spacetime, as also realized by Ashtekar
et al. [3].
We now sketch an argument that arbitrary values of the electric and magnetic charges may be
realized in representations pi carrying a unitary representation of the time-translation symmetry
group. The spacetime is a solution to the vacuum Einstein-equation Rµν = 0, with static timelike
Killing field K = ∂/∂t, with t = 4M tanh−1(X/T ). By the standard identity ∇[µ(ενσ]αβ∇αKβ) =
2
3
RαβK
βeαµνσ valid for any Killing field K, φµν =
1
4pi∇[µKν] is therefore a static (meaning £Kφ =
0) solution to the classical Maxwell equations. Given q,g ∈ R, we define γp,q : F( f ) 7→ F( f )+
q
∫
S2
f ∧ φ11+ g∫S2 f ∧ ∗φ11. This is an automorphism of Au(M). Let us assume that there
is a factorial vacuum state 〈 .〉0 on Au(M) invariant under the action of the time-translation
isometries (which can presumably be constructed by the techniques of Junker et al. [80]), and
let us assume that 〈Ze[S2]〉0= 0= 〈Zm[S2]〉0. Then the states 〈 .〉q,g= 〈γq,g( .)〉0 are also factorial
and the corresponding GNS-representation carry a unitary representation of the time-translation
symmetries, with invariant vacuum vector. Furthermore, by
∫
S2 ∗φ = 1, we have
piq,g(Ze[S
2]) = qI, piq,g(Zm[S
2]) = gI . (483)
in the corresponding GNS-representations piq,g of these states. Thus, the representations piq,g
carry electric flux q and magnetic flux g. In this sense, the numbers q,g may be viewed as
superselection charges, as also noted by Ashtekar et al. [3].
B Effective Actions in curved spacetime
We here give the definition of the effective action in our framework following [14, 15] and a
derivation of a set of consistency conditions. We also emphasize that the effective action is a
state dependent quantity, and therefore, unlike the T -products, does not have a local, covariant
dependence upon the metric.
In the path integral formulation of quantum field theory, the effective action in a scalar field
theory is formally defined as follows (see e.g., [114]). Let j ∈ C∞0 (M) be an external current
density, and define, formally,
exp(Zc( j)) =
∫
[Dφ]exp
(
iS/~+
∫
jφ
)
. (484)
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Then the effective action Γeff is defined, again formally, as the Legendre transformation of
Zc( j): Define φ through φ = δZc( j)/δ j, and Γeff =
∫
jφ−Zc( j). The quantity Γeff is a formal
power series in ~ depending on φ (and the action S), and may thus be viewed as an element of
F . The above construction is formal in several ways: The quantity Zc( j) is typically viewed as
the generating functional for the hierarchy of connected time-ordered n-point functions of the
quantum field φ. It thus depends upon a choice of state, and the same is consequently true for
the effective action. This is obscured in the above functional integral formulation. Here, the
choice of state would enter the precise choice of the formal path-integral measure [Dφ]. Also,
because the path-integral derivation does not specify the precise definition of the path-integral
measure [Dφ], it necessarily disregards all issues related to renormalization. We therefore now
give a precise definition of the effective action in curved spacetime.
For this, we define, following [14], the quantities T cω : A
⊗n →W0 (A the space of local
actions) implicitly by
T (exp⊗(iF/~)) = ∑
n≥0
1
n!
: T cω(exp⊗ iF/~) · · ·T cω(exp⊗ iF/~) :ω , (485)
where the n-th term has n factors. Unlike T , the quantity T cω is not local and covariant, but
depends upon the global choice of ω. It can be shown that τcω(F
⊗n)= lim~→0T cω(F⊗n)/~n−1 ∈A
exist. Next, define a functional Γω : A
⊗n →W0 implicitly by
τcω
(
e
iΓω(exp⊗F)/~
⊗
)
= T cω
(
e
iF/~
⊗
)
. (486)
It can be shown that, for F ∈ A
Γω(11) = 0, Γω(F) = F, (487)
as well as
Γω(e
F
⊗) = F+O(~) . (488)
Given an interaction F ∈ A, we define an “effective action” (with respect to the state ω) associ-
ated with S0+F by
Γeff(S0+F) = S0+Γω(e
F
⊗) = S0+F+O(~) , (489)
Again, the higher order terms in ~ depend upon the state ω, and are not local and covariant. This
property makes the effective action in general unsuitable to solve the renormalization problem
in curved spacetime, since the local and covariance properties of the renormalization procedure
cannot be controlled.
The effective action obeys a useful identity that can presumably be used to analyze potential
anomalies in the Ward identities (as an alternative to our approach), at least in flat spacetime. To
formulate this identity, consider any local field polynomial O, and the modified action S0+F→
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S0+F+
∫
M h∧O, where h ∈ Ω0(M) is a compactly supported smooth form. Then we have the
identity [14]
∫
M
δΓeff(S0+F+ 〈h,O〉)
δh(x)
∧ δΓeff(S0+F+ 〈h,O〉)
δφ(x)
∣∣∣∣
h=0
=
∫
M
δ
δh(x)
Γeff
(
S0+F+ 〈h,Oδ(S0+F)/δφ〉+∆O〉
)∣∣∣∣
h=0
, (490)
where ∆O(x) = ∆O(e
F⊗)(x) ∈ A is the anomaly corresponding to O in the corresponding anoma-
lous “Master Ward Identity” in sec. 4.4., see also [14, 15]. It is viewed here as a 4-form.
C Wave front set and scaling degree
We here recall the basic definition of the wave front set of a distribution and some of its elemen-
tary properties. For details, see [74]. If u is a compactly supported smooth function on Rn, then
by standard theorems of distribution theory, its Fourier transform, uˆ(p) = (2pi)−n/2u(exp(ip .))
is an analytic function on Rn falling off faster than any inverse power of p, i.e.,
|uˆ(t p)| ≤ cN(1+ |t|)−N, t ∈ R (491)
for some cN not depending upon p, and any N. Conversely, this bound implies that a compactly
supported distribution u is in fact smooth. The idea of the wave front set is to use the possi-
ble failure of this bound to characterize the non-smoothness of a distribution. For compactly
supported distributions u, one defines the set of singular directions by
Σ(u) = {p ∈ Rn \0 | |uˆ(t p)≥ cN(1+ |t|)−N for some N, all t > 0} . (492)
We define the wave front set of any distribution at a point x ∈ Rn by
WFx(u) =
⋂
ψ:x∈supp ψ
Σ(ψu) . (493)
where the intersection is over all smooth compactly supported cutoff functions ψ. The wave
front set is clearly invariant under dilatation, and therefore a cone, and it only depends on the
behavior of u in an arbitrary small neighborhood of x. For distributions u defined on a smooth
n-dimensional manifold X one defines the wave front set as follows. Let κ,U be a coordinate
chart covering x. Then, choosing a smooth cutoff function Ψ supported inU that is 1 near x, we
can define κ∗(ψu), which is now a distribution that is defined on Rn. We define the wave front
set to be the set
WFx(u) = (κ
−1)∗WFκ(x)(κ∗(ψu))⊂ T ∗x X (494)
It can be proved that this definition does not depend upon the arbitrary choice of κ,ψ, and
one defines WF(u) to be the union of all WFx(u). One relevant application of the wave front
set in perturbative quantum field theory is the following theorem [74] about the product of
distributions.
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Theorem 5. Let u,v be distributions on X . If 0 /∈WFx(u)+WFx(v), then the pointwise product
uv is defined in some neighborhood of x, and WFx(uv)⊂WFx(u)+WFx(v).
Clearly, if the assumption holds for all x∈ X , then the point-wise product is globally defined
on X . Another useful theorem about wave front sets is the following [74]. Let K ⊂ Rn be a
convex open cone, and let u(x+ iy) be analytic in Rn+ iK for |y| < δ and some δ, with the
property that |u(x+ iy)| ≤C|y|−N for some N, and all y ∈ K with |y| < δ. Then the boundary
value u(x) = B.V.y→0 u(x+ iy), with the limit taken for y ∈ K defines a distribution on Rn.
Theorem 6. The wave front set of u(x) =B.V.y→0 u(x+ iy)with the limit taken within the cone
K, i.e., y ∈ K, is bounded by
WF(u)⊂ Rn×KD , (495)
where KD = {k ∈ Rn∗ | k · y< 0 ∀y ∈ K} is the dual cone.
In applications, one often deals with distributions that are solutions to a partial differential
equation Au = 0, where A is partial differential operator on X (or even a pseudo-differential
operator), i.e.,
A=
N
∑
n=0
aµ1...µn(x)∇(µ1 . . .∇µn) . (496)
Under this condition, it can be shown that the wave front set of u must be restricted to the set
WF(u)⊂ {(x,k) | aµ1...µN (x)kµ1 . . .kµN = 0} . (497)
In case when A is the wave operator on a Lorentzian manifold, we hence learn that any distri-
butional solution u of the wave equation can only have vectors of the form (x,k) in the wave
front set when k is a null-vector. Another important application of the wave front set for quan-
tum field theory in curved spacetime is the propagation of singularities theorem. Consider a
distribution u on a spacetime (M,g) that is a solution to the wave equation u = f , with f a
smooth source. The wave operator defines a 1-particle Hamiltonian on “phase space” T ∗M by
h(x, p)= gµν(x)pµpν, and Hamilton’s equations, defined with respect to the symplectic structure
dxµ∧dpµ,
p˙µ = −2Γνµρ(x)pνpρ (498)
x˙µ = 2gµν(x)pν (499)
define a flow in phase space, t 7→ φt , which is just the geodesic flow. The propagation of singu-
larities theorem now states in this example that this flow must leave the wave front set WF(u)
invariant, in the sense that φ∗t WF(u) ⊂WF(u). Thus, the propagation of singularities theorem
gives information how singularities propagate along the bicharacteristic flow. The theorem as
just stated is in fact just a special case of the celebrated Duistermaat-Hörmander propagation
of singularities theorem [28], which holds for much more general operators A of real principal
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type (including e.g. the massive wave equation). The Hamiltonian is then given simply by
h(x,k) = aµ1...µN (x)kµ1 . . .kµN in the general case, where N is the degree of the operator.
Another useful concept in perturbative quantum field theory is that of the scaling degree of
a distribution. Let u be a distribution on Rn. The scaling degree, sd0(u) at the origin of R
n is
defined as
sd0(u) = inf{δ ∈ R | lim
t→0+
tδu(tx) = 0} (500)
where the limit is understood in the sense of distributions, i.e., after smearing with a test func-
tion. One similarly defines the scaling degree sdx(u) at an arbitrary point x by first translating u
by x. On a manifold X , the scaling degree is defined by first localizing u with a cutoff function
and then pulling it back with a coordinate chart, κ∗(ψu), as in the definition of the wave-front
set. One again verifies that the definition does not depend upon the choice of coordinates.
D Hadamard parametrices
In this appendix, we review the definition of the scalar Hadamard parametrix Hs, and the vec-
tor Hadamard parametrix, Hv, as well as the local expressions for the advanced and retarded
propagators in curved spacetime.
D.1 Scalar Hadamard parametrix
In a general curved spacetime, it is not possible to find a closed form expression for ∆A,R,
but it is still possible to present a local expression HA,R involving certain recursively defined
coefficients, which locally coincides with ∆A,R modulo C
∞. The distributions HA,R are called
“Hadamard parametrices” for ∆A,R. To construct them, let x,y ∈ M, and consider the length
functional
s(x,y) =
∫ b
a
∣∣∣∣gµν(γ(t))γ˙µ(t)γ˙ν(t)∣∣∣∣1/2 dt (501)
for C1-curves γ : [a,b] → M with the property that γ(a) = x and γ(b) = y, which are either
spacelike, timelike, or null (but do not switch from one to the other). The functional s(p,q)
is invariant under reparametrizations of the curve, so we may choose a parametrization so that
gµνγ˙
µγ˙ν = 1 along the curve when γ is either spacelike or timelike (such a parameter is called an
“affine parameter”). The Euler-Lagrange equations for the functional are then given by
γ˙µ∇µγ˙
ν = 0, (502)
and curves satisfying this equation are “geodesics”. If γµ are the components of γ in a local
chart, then the geodesic equation reads
γ¨µ+Γµσνγ˙
σγ˙ν = 0 . (503)
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Two given points x,y may in general be joined by several geodesics, but one can show [63]
that every point in M has a neighborhoodU such that any pair of points (x,y) ∈U×U may be
joined by a unique geodesic lying entirely within U . For (x,y) ∈U ×U , we define σ(x,y) to
be the value of the function ±s(x,y)2 evaluated on the unique geodesic joining x and y, where
+ is chosen for a spacelike, and − is chosen for a timelike geodesic. In Minkowski spacetime,
the function σ is equal to the invariant distance between the points x,y. In any spacetime, the
function σ has the important property that
gµν∇µσ∇νσ = 4σ, (504)
where the derivative can act on either the first or second argument. Now let T :M→R be a time
function. By analogy with flat spacetime, we seek Hadamard parametrices for the advanced and
retarded propagators by the following ansatz:
HA,R(x,y) =
1
2pi
Θ(∓t(x,y))
[
u(x,y)δ(σ(x,y))− v(x,y)θ(−σ(x,y))
]
, (505)
Here, u,v are as yet unknown smooth, symmetric functions on U ×U , Θ is the step function
supported on the positive axis, and t(x,y) = T (x)− T (y). This ansatz is consistent with the
support properties of the advanced and retarded propagators, and it does not depend on the
particular choice of time function. The unknown functions u,v are to be determined imposing
in addition the Klein-Gordon equation,
(−m2)xHA,R(x,y) = δ(x,y) moduloC∞ , (506)
(−m2)yHA,R(x,y) = δ(x,y) moduloC∞ . (507)
Using the identity (504) one finds that HA,HR solve these equations inU×U moduloC∞ if the
following identities hold for u,v:
2∇µσ∇µu= (8−σ)u . (508)
as well as
(−m2)v= 0, (509)
moduloC∞, and
2∇µσ∇µv+(σ−4)v=−(−m2)u, on ∂J±(y) (510)
where the derivative operators act on the point x. One can show that the unique smooth solution
to the equation for u is given by u = D1/2, where D(x,y) is the so-called “VanVleck determi-
nant”, which is defined as follows. Let x,y ∈U , and let Aµν = (∇µ⊗∇ν)σ, so that Aµνdxµ⊗dyν
is a tensor in T ∗x M⊗T ∗y M. We can consider the 4-th antisymmetric tensor power of this tensor,
which may be viewed as a map
∧4A : ∧4TxM→∧4T ∗y M, (511)
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where ∧rTpM denotes the space of totally antisymmetric tensors of type (r,0). Clearly, for r= 4
this space is 1-dimensional (in 4 dimensions), so if we pick a basis element at points x,y, we
can identify ∧4A with a scalar. A choice of the basis element depending only upon the metric
(up to a sign) is the Levi-Civita tensor ε. With this choice, D is defined as the scalar obtained
from ∧4A. In local coordinates,
D= 2−4
1
4!
Aν1µ1A
ν2
µ2A
ν3
µ3A
ν4
µ4ε
µ1µ2µ3µ4εν1ν2ν3ν4 . (512)
where the ε tensors are evaluated at x and y, respectively, and where the factor 2−4 is inserted
to make the subsequent formulas simpler. While it is not possible to give a similarly explicit
solution to the equation for v, it is possible to obtain a solution v in the form of a convergent
power series
v=
∞
∑
n=0
vnχ(σ/αn)σ
n, (513)
Here, χ is an arbitrary function of compact support that is equal to 1 in a neighborhood of 0, and
{αn} is a sequence growing sufficiently rapidly so as to enforce the convergence of the series.
The coefficients are determined recursively as the solutions of the “transport equations”
2∇µσ∇
µv0− (∇µσ∇µ logD−4)v0 =−(−m2)D1/2, (514)
from eq. (509) and, for n> 0
2∇µσ∇
µvn− (∇µσ∇µ logD−4n−4)vn =−1
n
(−m2)vn−1 (515)
from eq. (510). The solutions to these differential equations are unique if one assumes, as we
have done that vn are smooth (i.e., in particular regular at x = y). These solutions can be given
in integral form as
v0 =−1
2
D1/2
∫ 1
0
(−m2)D1/2
D1/2
λ2dλ (516)
and, for n> 0
vn =− 1
2n
D1/2
∫ 1
0
(−m2)vn−1
D1/2
λ2n+2 dλ (517)
where the integrand is evaluated at the point (x(λ),y), where x(λ) = Expy(λξ), and where ξ ∈
TyM is chosen so that x(1) = x. Thus, in terms of the Riemannian normal coordinates of x
relative to y, then the integrand is thought of as evaluated at the rescaled normal coordinates.
Despite the apparent asymmetry in the construction of u,v, it can be shown that these functions
are symmetric in x,y [51, 91], and one shows that, indeed,
HA,R(x,y) = ∆A,R(x,y) moduloC
∞ (518)
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inU×U . (It can be proved that exact Greens functions ∆A,R exist globally, for which the power
series expressions therefore define local asymptotic expansions.)
From the advanced and retarded parametrices one can define 2 other parametrices HF,D (for
“Feynman” and “Dyson”), given by
HF,D(x,y) =
1
2pi2
(u(x,y)
σ± i0 + v(x,y) log(σ± i0)
)
(519)
These parametrices are symmetric in x,y. Using the transport equations for u,v, one shows that
these, too, are local Green’s functions (with δ-function source) moduloC∞. The wave-front sets
of HA,R,F,D are described by the following theorem:
Theorem 7. The wave front set of the 4 Hadamard parametrices are given by
WF(HA,R) = {(x1,k1;x2,k2) | k1 ∼−k2, x1 ∈ J±(x2)}
∪ {(x,k;x,−k)} (520)
WF(HF,D) = {(x1,k1;x2,k2) | k1 ∼−k2, k1 ∈V ∗± iffx1 ∈ J±(x2)}
∪ {(x,k;x,−k)} (521)
The proof of this theorem is similar to that of the next lemma. It can also be proved that
the four parametrices HA,R,F,D are uniquely characterized by their wave front properties. In fact,
there is a similar classification of parametrices for any operator or real principal type, as shown
by a profound theorem by Duistermaat and Hörmander [28].
In the body of the paper, we use a combination, H, of the above Hadamard parametrices,
which is called simply the “local (scalar) Hadamard parametrix” for the operator −m2. It is
the distribution onU×U defined by eq. (157) in terms of the same coefficients u,v that appear
above in the local expressions for the advanced and retarded propagators. From identities like
1
ipi
ℑ
( 1
σ+ i0t
)
= ε(t)δ(σ),
1
ipi
ℑ
(
log(σ+ i0t)
)
= ε(t)θ(−σ), (522)
we get the relations
HF −HR =−iH = HA−HD . (523)
In view of the symmetry of HF,D, there follows the commutator property (531). Furthermore
since HA,R,F,D are local Green’s functions moduloC
∞ with a δ-function source, there follow the
equations of motion
(−m2)xH(x,y) = 0 moduloC∞ , (−m2)yH(x,y) = 0 moduloC∞ , (524)
The local Hadamard parametrix H is important because it characterizes the short distance be-
havior of any Hadamard state, see Appendix E.
133
D.2 Vector Hadamard parametrix
The vector Hadamard parametrix Hv(x,y) =Hvµν(x,y)dx
µ∧dyν is constructed by analogy to the
scalar case. It now satisfies the equations
(dδ+δd)xH
v(x,y) = 0 moduloC∞ , (dδ+δd)yH
v(x,y) = 0 moduloC∞ , (525)
where δ = ∗d∗. In component form, the equations of motion are given by the operator (246).
The local vector Hadamard parametrix has an expansion similar to that of the scalar Hadamard
parametrix:
Hvµν(x,y) =
1
2pi2
(uµν(x,y)
σ+ i0t
+ vµν(x,y) log(σ+ i0t)
)
. (526)
The coefficients uµν,vµν have expansions that are analogous to the scalar case. The quantity uµν
is given explicitly by
uµν = D
1/2Iµν (527)
where I : TxM→ T ∗y M is the holonomy of the Levi-civita connection along the unique geodesic
connecting x,y (“bitensor of parallel transport”). The expansion coefficients of vµν as in eq. (513)
are again determined by transport equations. The solutions to these equations take exactly the
same form as in the scalar case, eq. (517), with the only difference that the scalar Klein-Gordon
operator −m2 in those expressions is replaced by the vector wave-operator gµν+Rµν.
E Hadamard states
In the body of the paper, Hadamard 2-point functions play a key role. They were introduced in
Sec. 3.1 as bidistributions that are solutions to the wave equation in both entries, that satisfy the
commutator property, and that have a certain wave front set. Here we show that these conditions
allow one to identify the short distance behavior of any Hadamard 2-point function with that of
the local parametrix H introduced in the previous subsection.
Lemma 11. Let ω(x,y) be a 2-point function of Hadamard form, i.e., the wave front set WF(ω)
is given by (122). Then locally (i.e., where H is defined), ω−H is smooth, i.e.,
ω(x,y) =
1
2pi2
( u(x,y)
σ+ it0
+ v(x,y) log(σ+ it0)
)
+ (smooth function in x,y). (528)
Furthermore, any two Hadamard states can at most differ by a globally smooth function in x,y.
Proof: We first show that, where it is defined, H has a wave front set WF(H) of Hadamard form,
i.e., is given by eq. (122). Since vi are smooth functions on a convex normal neighborhood, it
suffices to prove thatWF([σ+ i0t]−1) andWF(log[σ+ i0t]) have the desired form. To determine
the wave front set of such distributions, we use the above thm. 6. We apply this theorem to the
distributions in question as follows. First, we pick a local coordinate system (ψ,U) in a convex
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normal neighborhood U . Within U , we pick a tetrad e0, . . . ,e3 which we use to identify each
TxM withR
4 via the map sending ξ= (ξ0, . . . ,ξ3) inR4 to the point ex(ξ) = ξ
0e0|x+ · · ·+ξ3e3|x
in TxM. For each given x ∈U , we can then write a point y ∈U uniquely as y = expx ex(ξ) for
some ξ ∈ R4. The mapping (x,y) ∈U ×U 7→ (ψ(x),ξ) thus defines a local coordinate chart in
M×M, which we call again ψ. Evidently, it then follows that the pull-back of (σ+ i0t)−1 under
ψ is given by the distribution
1
(y+ i0e)2
= B.V.
η∈V+,η→0
1
(ξ+ iη)2
, (529)
where e = (1,0,0,0), which is of the form to which we can apply our lemma. Using that the
dual cone of the open future lightcone V+ in Minkowski spacetime is the closure of the past
lightcone V¯−, it follows
WF([σ+ i0t]−1)⊂ ψ∗[(R4×0)× (R4×V¯−)] . (530)
From this, the desired wave front set follows. The logarithmic term is treated in exactly the
same fashion. Consider now the distribution d = ω−H. The anti-symmetric part of ω is given
by i∆, and the anti-symmetric part of H is given by
H(x,y)−H(y,x) = iε(t){u(x,y)δ(σ)+ v(x,y)θ(σ)} , (531)
where ε(t) = 1 for t > 0, and ε(t) = −1 for t ≤ 0. It can be shown that the right side of the
equation is equal to i∆ modulo a smooth function. Thus, d(x,y) is symmetric in x,y modulo a
smooth remainder. On the other hand, since we know that H has the same wave front set as ω,
we know that
WF(d) ⊂ {(x1,k1,x2,k2) ∈ T ∗M×T ∗M;
x1 and x2 can be joined by null-geodesic γ (532)
k1 = γ˙(0) and k2 =−γ˙(1), and k1 ∈ V¯+} . (533)
which is evidently not a symmetric set. Thus, the only possibility is that, in fact, WF(d) = /0,
meaning that d ∈C∞, or equivalently, that ω = H modulo smooth. This proves the lemma.
Another proposition about Hadamard 2-point function underlying the “deformation argu-
ment construction” of Hadamard states given in subsection 4.2 is the following:
Theorem 8. Let ω be a positive definite distributional bi-solution such that WF(ω) has the
Hadamard wave front property in an open neighborhood of Σ×Σ, where Σ is a Cauchy surface.
Then WF(ω) has the Hadamard form globally onM×M.
The proof of the theorem is a simple application of the propagation of singularities theorem
for solutions of the Klein-Gordon equation described in the previous subsection.
A (quasifree) Hadamard state is a 2-point function that is in addition positive definite,
ω( f¯ , f )≥ 0 for any testfunction. The positivity implies an even stronger “local-to-global theo-
rem” than the one given above [96]:
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Theorem 9. Let ω be a bi-solution to the Klein-Gordon equation in both entries, with anti-
symmetric part i∆, and with the property that any point x ∈M has a globally hyperbolic neigh-
borhood N such that WF(ω) is of Hadamard form in N×N. Then WF(ω) has the Hadamard
form globally inM×M.
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