Abstract. We consider the following problem. A deck of 2n cards labeled consecutively from 1 on top to 2n on bottom is face down on the table. The deck is given k dovetail shu es and placed back on the table, face down. A guesser tries to guess at the cards one at a time, starting from top. The identity of the card guessed at is not revealed, nor is the guesser told whether a particular guess was correct or not. The goal is to maximize the number of correct guesses. We show that for k 2 log 2 (2n) + 1 the best strategy is to guess card 1 for the rst half of the deck and card 2n for the second half. This result can be interpreted as indicating that it su ces to perform the order of log 2 (2n) shu es to obtain a well mixed deck, a fact proved by Bayer and Diaconis 3]. We also show that if k = c log 2 (2n) with 1 < c < 2 then the above guessing strategy is not the best.
Introduction
Consider a deck of n cards and label the possible cutting places of the deck by 0; 1; : : :; n, starting from top. A dovetail shu e (or ri e shu e) consists of (1) cutting the deck at a position selected at random according to the binomial distribution and (2) interleaving the two resulting decks at random, according to the uniform distribution on all possible interleavings.
This mathematical model for shu ing was introduced by E. Gilbert and C. Shannon in unpublished work at Bell Labs in 1956. It was further developed by J. Reeds in unpublished work in 1976. The rst published study is Aldous 1] who sketched an argument that (3=2) log 2 n shu es su ce to mix up n cards. Aldous and Diaconis 2] gave a careful proof that 2 log 2 n shu es are necessary and su ce for separation distance. Diaconis 4] gives a practical analysis showing that the Gilbert-Shannon-Reeds model is a good model for the way real people shu e cards. The de nitive work on shu ing was done by Bayer and Diaconis 3] followed by Diaconis, McGrath and Pitman 5]. The rst paper gives a clear proof that (3=2) log 2 n + c shu es are necessary and su ce by giving a closed form formula for the chance that the deck is in any given arrangement after any number of shu es (an excellent expository account of this work is given by Mann 7] ). The second paper determines the cycle structure, showing that such features as the number of xed points get random after any growing number of shu es. A recent extension of the GilbertShannon-Reeds model is given by Lalley 6] .
We consider the following problem. A deck of 2n cards labeled consecutively from 1 on top to 2n on bottom is face down on the table. The deck is given k ri e shu es and placed back on the table, face down. A guesser tries to guess at the cards one at a time, starting from top. During this process the guesser is given no feedback, i.e., the identity of the card guessed at is not revealed, nor is he told whether a particular guess was correct or not. The question is to nd a guessing strategy which maximizes the expected number of correct guesses. In case there exists a unique such strategy, we call it the best strategy.
The main result of this paper is the following. (a) For k 2 log 2 (2n) + 1, the best guessing strategy after k ri e shu ings of a deck of 2n cards is to guess 1 at the rst n cards and 2n at the remaining n.
(b) Suppose 1 < c < 2 and n n(c), where n(c) is some positive integer depending on c. Then if the deck has been given c log 2 (2n) ri e shu es, the above guessing strategy does not maximize the expected number of correct guesses.
In Section 5 we indicate a way of using our guessing problem to measure how well a deck of cards is mixed. We argue that for even n a number of the order of log 2 (n) shu es su ces to mix well a deck of n cards. This is in accordance with a result of Bayer and Diaconis 3] stating that the total variation distance from the probability distribution obtained after k ri e shu es to the uniform distribution drops abruptly around k = (3=2) log 2 n from being very close to 1 to being very close to zero. However, unlike in the case of total variation distance, for our measure of well-mixedness there is no cuto phenomenon (this is not surprising, since numerical evidence presented in 3] suggests this is the case for a similarly de ned measure in the situation of complete feedback).
The position matrix
Suppose we have a deck of n cards, labeled consecutively starting with 1 on top and ending with n on the bottom. The position matrix M = M n is the n n matrix whose (i; j) entry is the probability that the card labeled i ends up in position j after a ri e shu e (card position i is the slot between cut positions i ? 1 and i, i = 1; : : :; n). Proof. Imagine having a second set of numbers on our cards, one in which the cards are labeled consecutively from 1 on bottom through n on top. Call this the \upward labeling"; call the original labeling the \downward labeling."
It is clear that, after a ri e shu e, card i ends up in position j in downward labeling if and only if card n?i+1 goes to position n?j+1 in upward labeling. Since the probability distributions involved in the ri e shu e have a vertical symmetry axis, we obtain (2.3).
Since we are cutting by the binomial distribution and we have ? n k equally likely interleavings after a cut at position k, each sequence \cut followed by interleaving" occurs with probability 1=2 n . Therefore, to determine M ij it su ces to count the number of cut-interleavings in which card i ends up in position j.
Let i > j. If the cut was made at position k i, then the i ? 1 cards preceding card i in the upper deck will still precede it after the interleaving, thus preventing card i from occupying position j. Suppose therefore that the cut was made at some position k < i. The crucial fact in our proof of Theorem 1.1 is that we can determine explicitly the eigenvalues and eigenvectors of the position matrix M. One may wonder how could one guess the eigenvalues, and especially the eigenvectors, of M = M n . This can be done for example by computing them explicitly for small values of n, using a linear algebra package on the computer. The pattern of the eigenvalues is then easily recognized. Normalizing the eigenvectors so that their rst coordinates are 1, the coordinates of the eigenvector corresponding to the eigenvalue 1=2 n?1 are readily identi ed as signed binomial coe cients. After some experimentation one arrives at conjecturing that the eigenvectors are given by (2.4).
Proof. As a consequence of the de nition, all row sums of M equal 1. Therefore, v 0 is an eigenvector with eigenvalue 1.
Let r k denote the k-th row of M. To prove the Theorem, we have to show that for all 1 k n (and all 0 m n ? 2) we have To prove (2.5) we proceed as follows: rst, we show that the last sum in (2.6) is equal to the rst term in (the expansion of) the right hand side of (2.5); second, we show that the second sum on the right hand side of (2.7) equals the second term on the right hand side of (2.5); and third, we show that the second to last sum in (2.6) is the negative of the rst sum on the right in (2.7).
After some manipulation, the three claims above are seen to be equivalent to the following three equalities: since the coe cients of x i on the left and right hand sides of the above relation are readily seen to be equal.
To complete the proof, we need to verify identity (2.10). This will follow from Lemma 2.4
by replacing n by n ? 1 and k by k ? 1.
The following identity is proved in 8,p.8]. Denote by P = P n the matrix whose i-th column is v i?1 , for i = 1; : : :; n. It follows from Theorem 2.2 that P ?1 MP is the diagonal matrix diag(1; 1=2; 1=2 2 ; : : :; 1=2 n?1 ).
However, the probabilities of speci c cards ending up in designated places after repeated ri e shu ings are given by the entries of the corresponding power of M. By the previous observation, the powers of M can be computed provided we nd P ?1 .
3. The matrix P ?1 Remarkably, up to sign, the determinants of the matrices P turn out to be factorials. Let v (n) j , j = 0; : : :; n ? 1 be the eigenvectors of M n . Lemma Lemma 3.2. det(P n ) = (?1) ( n 2 ) n!. Proof. The statement is clearly true for n = 1. Therefore, it su ces to prove that for n 2 one has det(P n ) = (?1) n?1 n det(P n?1 ): (3.1) Let A n be the (n ? 1) (n ? 1) matrix obtained from P n by deleting the rst row and column and let B n be the (n ? 2) (n ? 2) matrix obtained from P n by deleting the rst and last rows and the rst two columns. By the de nition of the eigenvectors v i , the sum of the entries in the rst column of P n is n, while the remaining column sums are zero. Therefore, replacing the rst row by the sum of all rows in P n and then expanding on the rst row we obtain
Since the single nonzero entry in the rst column of A n is the ?1 in the last row, it follows that det(A n ) = (?1) n?1 det(B n ). Thus, by (3.2) we obtain det(P n ) = (?1) n?1 n det(B n ): (3.3) On the other hand, consider the matrix P n?1 ; denote its rows by R 1 ; : : :; R n?1 . For i = 1; : : :; n ? 2, replace R i by R i ? R i?1 . Clearly, the only nonzero entry in the rst column of the new matrix P 0 n?1 is a 1 in the last row. Moreover, by Lemma 3.1, the matrix obtained from P 0 n?1 by deleting the rst row and last column is precisely B n . It follows that det(P n?1 ) = det(B n ), hence (3.3) implies (3.1).
Denote the (i; j) entry of P ?1 n by q (n) ij . Since all column sums of P n are zero except the rst one which is equal to n, it follows that the entries of the rst row of P ?1 n are all equal to 1=n. A simple calculation shows that the vector is orthogonal to all columns of P n except the second, with which it has scalar product 1. Thus, this vector gives the second row of P ?1 n . The following result allows us to determine the remaining entries of P ?1 n recursively (see also Corollary 3.4). As seen in the proof of Lemma 3.2, the rst column sum of the matrix in (3.6) is n, and all other column sums are zero. Replacing the rst row by the sum of all rows and expanding on the rst row, we may rewrite the right hand side of (3.6) as The only nonzero entry in the rst column of the matrix in (3.7) is the entry ?1 in the last row. Expanding on the rst column, we obtain by (3.6) and (3.7) that the expression on the left hand side of (3.5) can be written as
( ?1) . Since omitting the second and i-th coordinates of R corresponds to discarding the rst and (i ? 1)-st coordinates of R 1] , it follows that the matrices appearing in (3.8) and (3.10) are identical. This proves (3.5). ij ; which proves (3.12).
On the other hand, since the rst column of P n consists entirely of 1's, the sum of the entries in the i-th row of P ?1 n is zero for all i > 1. Summing both sides of (3.12) for j = 1; : : :; n we obtain (3.11). Proof. The above inequalities are readily checked for n = 4 by direct inspection of the entries of P ?1 4 . Using Lemma 3.3 and the fact that q (n) 2j = (n ? 2j + 1)=(2n ? 2), one readily obtains that the entries in the third row of P ?1 n are given by the formula q (n) 3j = (n ? 1)=12] ? (j ? 1)(n ? j)=(2n ? 4) ]. A simple analysis shows that for n 5 this quadratic expression in j has absolute value at most (n ? 1)=12, for j = 1; : : :; n. Therefore, the claim is true for i = 3.
To complete the proof it su ces to show that, for n 5, 4. The proof of Theorem 1.1
We return now to the guessing problem described in the Introduction. Since the guesser is given no feedback, his best strategy is to guess at each step j the most likely card to end up in position j after k ri e shu es, i.e., his guess should be the index of the row containing the largest element of the j-th column of M k .
The argument used to prove (2.3) also shows that (M k ) ij = (M k ) n?i+1;n?j+1 . Therefore, it su ces to show that the largest entry in each of the rst n columns of (M 2n ) k lies in the rst row: this implies that the largest entry in each of the remaining columns is the one in the last row.
For the sake of notational simplicity, let q ij stand for the (i; j) entry of P ?1 2n (this was previously denoted by q Since p 12 = 1 and p l2 0 for l > 1, we obtain using p 1i = 1, q 1j = 1=(2n), and the formula expressing the q 2j 's that for 1 j n (where at the second inequality we assume 3 n > 1). On the other hand, the left hand side of (4.4) is minimum for j = n, when it equals 1=((4n ? 2)2 k ) = 1=(4 (2n ? 1)(3n) 2 ). Therefore, (4.6) implies that (4.4) holds whenever 1 4 (2n ? 1)(3n) 2 1 12 (3n) 2 (3 n ? 1) : A simple calculation shows that this is equivalent to (9 ? 2)n 2, which is true for all n as long as 4=9 (this implies 3 n > 1, so the last inequality in (4.6) is true for all such ). In view of our choice of k, the latter condition is equivalent to k ?1 2 log 2 (2n), thus proving part (a) of Theorem 1.1.
To complete the proof, we show that the conditions stated in part (b) of Theorem 1.1 imply (M k ) 2n > (M k ) 1n , i.e., that after k shu es card 2 is more likely to be in position n than is card 1.
Using the formulas for the entries q 2i and q 3i given in the proof of Lemma 3.5, we obtain that q 2n = 1=(4n ? 2) and q 3n = ?(n + 1)=12. Therefore, (4. To estimate the last sum in (4.10), notice that the ratio between the (i + 1)-st and i-th terms in this sum is (i + 1)=(i (3n) c?1 ). Since c > 1, there exists some positive integer n 1 (c) such that this ratio is at most 1=2 for all n n 1 (c). It follows from (4.10) that for all n n 1 (c) we have By using 2 k = (3n) c on the left hand side of (4.9), we deduce from (4.11) that (4.9) is implied (for n n 1 (c)) by the inequality n + 1 6 1 2 (3n) 2c The expression on the left is (n 1?2c ), while the two terms on the right are (n ?1?c ) and (n 2?3c ), respectively. Therefore, as long as 1?2c > ?1?c and 1?2c > 2?3c, there exists some positive integer n 2 (c) such that (4.12) holds for all n n 2 (c). Since these two inequalities for c are equivalent to our assumption 1 < c < 2, it follows that (4.9) holds for all n max(n 1 (c); n 2 (c)) and the proof is complete. Remark. Numerical evidence strongly suggests that the statement of Theorem 1.1(b) is also true for 0 < c 1. However, the above method does not seem to apply to this case, essentially because the estimates (4.7), (4.8), and (4.10) are not sharp enough for small k.
A well-mixed deck
It is natural to ask how many shu es of a deck of n cards are needed to obtain a wellmixed deck. The standard way of measuring how well the deck is mixed after k shu es is to consider the total variation distance from the resulting probability distribution to the uniform distribution. This approach is used in 3], where it is proved that this total variation distance drops abruptly around the value k = (3=2) log 2 n from being very close to 1 to being very close to 0.
Alternatively, as mentioned in 3], one can measure how well the deck is mixed by means of a card guessing problem (the problem considered in 3] is the one in which the guesser is provided complete feedback, i.e., he is showed each card after guessing at it; we consider here the no-feedback case). Notice that if the deck is perfectly mixed (i.e., all orderings are equally likely), then for all guessing strategies the expected number of correct guesses equals 1. Now, suppose the deck has been given k ri e shu es (the initial ordering of the deck is known to the guesser). Then it is natural to measure how well the deck is mixed by jE k (n) ? 1j, where E k (n) is the expected number of correct guesses when the best strategy is used.
Let n be even. As a consequence of Theorem 1.1(a), once k 2 log 2 n + 1, the number of correct guesses under the best strategy can be at most 2. Therefore, we have E k (n) 2. Thus, since the best guessing strategy yields only a gain of at most 1 over the case of the uniform distribution, one can say that the deck is well-mixed (this is indeed a small gain, since by Corollary 5.5(b), E 1 (n) = ( p n)).
In the complete feedback case, for a deck chosen uniformly at random, it is clear that the best strategy is to guess at each step a card known to be in the deck, and the expected number of correct guesses under this strategy is h n := 1 + (1=2) + + (1=n). Let F k (n) denote the expected number of correct guesses under the best strategy for the complete feedback problem with an n-card deck shu ed k times. As indicated in 3], numerical evidence suggests that, once k is su ciently large so that the deck is well-mixed, each additional shu e cuts the di erence F k (n) ? h n roughly in half. In this section we prove (see Corollary 5.2) that a similar phenomenon occurs in the no-feedback case. 
However, since the columns of the matrix P are alternately symmetric and antisymmetric with respect to the horizontal symmetry axis of P, it follows that the rows of P ?1 are alternately symmetric and antisymmetric with respect to the vertical symmetry axis of P ?1 . Since the sum of the entries in each row of index at least 2 in P ?1 is zero, it follows that the summand in the last sum on i of (5.3) is zero unless i is even. Using (3.12) and replacing q ). Consider a deck of cards and let a 2 be an integer. An a-shu e consists of (1) cutting the deck by selecting a?1 cutting places at random according to the multinomial distribution and (2) interleaving the a resulting decks at random, according to the uniform distribution.
All the results discussed in this paper can be extended to a-shu es. More precisely, let M (a) n denote the n n matrix whose (i; j) entry is the probability that card i goes to position j after an a-shu e. Then it turns out that the eigenvalues of M (a) n are 1; 1=a; : : :; 1=a n?1 , and, remarkably, the eigenvectors are the same as in the case a = 2.
This can be proved as follows. Let R (a) = R (a) n be the matrix whose rows and columns are indexed by permutations on n elements and whose ( ; ) entry is the probability that a deck in order ends up in order after an a-shu e. Regarding R . Let D = diag(1; 1=2; : : :; 1=2 n?1 ) and let P be the matrix whose columns are the eigenvectors of M = M (2) . Then by Theorem 2. 
