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With the increase in number of IoT devices, the capabilities to provide reliable security and detect the malicious 
activities within the IoT network have become quite challenging. We propose a hybrid classification approach to detect 
multi-class attacks in the IoT network. In the proposed model, Principle Component Analysis (PCA) is used to extract the 
useful features and Linear Discriminant Analysis (LDA) is used to reduce the high dimension data set into lower dimension 
space by keeping less number of important features. This was assisted by use of a combination of neural network and 
Support Vector Machine (SVM) classifiers to improve the detection rate and decrease the false alarm rate. The neural 
network, a multi-class classifier, is used to classify the intruders in the network with more accuracy. The SVM is an efficient 
and fast learner classifier which is used to classify the unmatched behavior. The proposed method needs less computation 
complexity for intrusion detection. The performance of the proposed model was evaluated on two benchmark datasets for 
intrusion detection, i.e., NSL-KDD and UNSW-NB15. Results show that our model outperforms existing models. 
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Introduction 
A collection of heterogeneous devices that 
exchange information with each other over the 
internet is called Internet of Things (IoT). The IoT 
devices are resource constraint, i.e., they have less 
computation power and less storage space. The 
devices could be wearable, vehicles, cellphones, smart 
appliances, smart infrastructure, industry robots etc. 
People frequently use IoT devices, remotely monitor 
them, and carry sensitive information like personal 
data, health-related data, etc. The result is an 
increased number of attack surface area and 
possibilities. As we are using increasing number of 
smart devices, it is imperative to develop smart 
Intrusion Detection System (IDS) that is efficient in 
detecting known and unknown attacks.1 
As the IoT devices are part of smart infrastructure, 
they are vulnerable to cyber-attacks. According to a 
report more than 25 billion smart devices will be in 
operation by the year 2020, which is continuously 
increasing with time.2 An FBI report warn about the 
compromized IoT devices those have been used as 
proxies. By sensing these compromized devices risk, 
FBI published the report in 2018. The IoT devices are 
also used as mediators for computer network 
manipulation and internet requests used to find out the 
malicious traffic.3 It means that attackers are aiming 
to use IoT devices to perform cyber-attacks and 
exploits the connected infrastructure. 
Most IoT technologies were not designed to keep 
security in mind and that is the reason behind the 
wider adoption of the IoT services till now. 
Traditional internet system uses authentication, 
cryptography, hash function, etc. as security 
mechanisms but IoT is a collection of smart devices, 
so, the security mechanism should also be smart. The 
IDS is one of the security processes to detect the 
malicious activities in the IoT network. The IDS 
should be placed on the networklayer of IoT 
architecture. The network layer is the backbone of IoT 
network for connecting heterogenous devices. It also 
provides chances to implement Network Intrusion 
Detection Systems (NIDS), i.e., a network-based 
intrusion detection mechanism which analyze the 
flow of the network against malicious activities.4 
The three categories signature-based, anomaly-based, 
and specification-based are the main categories of IDS1. 
The signature-based IDS is able to detect pre-defined or 
known attacks in the network. The anomaly-based IDS 
is able to detect unknown attacks with or without the 
repository of known attacks. The specification-based 
IDS is the hybrid version of signature-based and 
anomaly-based IDS but user can specify any term and 








nature of IoT networks, it is good to choose the hybrid 
version, i.e., specification-based IDS. 
Most of the existing IDS methods calculate the 
complete accuracy than the detection rate of all the 
attacks presents in the datasets. For example, NSL-
KDD dataset, four attack categories are there such as 
Denial of Service (DoS), Probe, User to Root (U2R), 
and Remote to Local (R2L). The last two attack 
categories have very less number of attack instances 
compared to first two categories. With fewer 
instances, these attacks may be dangerous instead of 
widely known attacks. Although all kind of attacks 
are important from security perspective, but many 
methods suffers from addressing rare and dangerous 
attacks. Hence, it is desired to effectively detect  
all attack categories, i.e., multi-class attacks.  
Kim et al.5 proposed a method based on Hierarchical  
Feature Reduction-Multinomial Logistic Regression 
(HFR-MLR). It has better accuracy and detection rate 
(DR) results against most known attacks but the  




In this paper, we proposed a less computation and 
less storage based hybrid classification algorithm for 
the IoT network where multi-class attacks are 
detected. Main idea is to detect rare kind of attacks 
effectively. We used neural network and Support 
Vector Machine (SVM) to classify the different 
attacks. We used dimension reduction modules like 
Principal Component Analysis (PCA) for extraction 
of the useful features and Linear Discriminant 
Analysis (LDA) for reducing dimension of the 
dataset. These help to reduce the computation 
complexity of the proposed scheme. Performance of 
the proposed work was evaluated by using NSL-
KDD6, UNSW-NB15(7) datasets. 
 
Related Work 
Many researchers worked on anomaly based 
intrusion detection using Machine Learning (ML) and 
Artificial Intelligence (AI) in IoT.8 Several 
approaches such as SVM9, random forest (RF)10, 
decision tree11,12, naive bayes11,13,14, auto-encoders15, 
deep learning16, artificial neural network11, K-nearest 
neighbors9, 12–14 and many more17–19 have been used to 
detect the vulnerabilities in the network. 
Gümüşbaş et al.20 surveyed on ML methods for 
cyber security and datasets for IDS. They provided a 
detail description of deep learning techniques which 
included Deep Belief Networks (DBN), autoencoders, 
Convolutional Neural Networks (CNN), Long-Short 
Term Memory (LSTM) networks, and Generative 
Adversarial (GAN) networks and suitable datasets, 
i.e., AWID2018, CICIDS2017, KDD99, NSL-KDD, 
Kyoto, and UNSW-NB15 for cyber security.  
Another study21 presented hierarchical clustering 
and SVM for IDS. They used clustering algorithm for 
feature selection and SVM for classification on KDD-
Cup’99 dataset. Their results are good for DoS and 
probe attacks but not good for U2R and R2L attacks. 
These two kinds of attacks are rare attacks and have 
importance in real-time networks. For performance 
evaluation, NSL-KDD and KDD-Cup’99 datasets 
were used. Their work did not show the promising 
performance on the U2R attack and got 100% false 
alarm rate. The detection of anomalous behavior in 
the network has been detected by using Artificial 
Neural Network (ANN). The authors used NSL-KDD 
dataset and did the binary-class and multi-class attack 
classification. 
Khan et al.15 presented a two-stage deep learning 
model for network intrusion detection. Their model 
use stacked autoencoder with soft-max classifier for 
efficient classification. The model worked in two 
stages: first stage worked as an initial stage for 
detecting attacks and then in the second stage, final 
decision is to be made. Both stages use soft-max 
classifier. The model works well for KDD-Cup’99 
dataset but is not efficient for UNSW-NB15 dataset 
while detecting multi-class attack classification. 
Zhang et al.10 proposed a RF based network  
IDS and used KDD-Cup’99 dataset for evaluation.  
Choudhary et al.22 proposed a cluster-based IDS for 
IoT. Their hybrid IDS approach was designed to 
detect the selective forwarding and sinkhole attack in 
the IoT network. The disadvantage is that their work 
is limited to detect only two kinds of attacks and they 
didn’t use any real-time dataset for evaluation. 
Pajouh et al.14 proposed a two-layer dimension 
reduction and two-tier classification model for 
anomaly-based intrusion detection in IoT backbone 
networks. They worked with the naive bayes and k-
nearest neighbor techniques to identify the intrusions. 
For performance evaluation, NSL-KDD dataset has 
been used and the result shows good detection rate for 
binary and multiclass attack classification.  
Toosi et al.24 integrated a fuzzy inference method, 
neuro-fuzzy network, and genetic algorithms (GA) to 
target an IDS. Their work is getting good DR on 
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major attacks such as DoS, Probe but still experiences 
low DR on rare attacks. 
Hajisalem et al.25 used hybridization of two 
classification approaches such as artificial bee colony 
(ABC) and artificial fish swarm (AFS). In this work, 
fuzzy c-means clustering and correlation-based 
feature selection techniques were applied to remove 
the unimportant features. If-then rules were generated 
through the Classification and Regression Trees 
(CART) technique in order to separate the normal and 
malicious instances. Their performance was evaluated 
by using NSLKDD and UNSW-NB15 datasets. Kim 
et al.5 proposed logistic regression-based anomaly 
detection system which utilized hierarchical feature 
reduction to discriminate anomalous behaviors from 
normal ones. Their model shows the increment in the 
well-known attacks (i.e., DoS and Probe) as well as 
rare attacks (i.e., U2R and U2R) but the disadvantage 
is the high false alarm rate. Moustafa et al.7 proposed 
a Geometric Area Analysis (GAA) technique based 
on Trapezoidal Area Estimation (TAE) for each 
examination calculated from the parameters of the 
Beta Mixture Model (BMM). Geometric area analysis 
based mechanism reclined on the anomaly-based 
intrusion detection technique. PCA used to reduce the 
high-dimension space to the lower one and then 
evaluate the results with GAA. Two benchmark 
datasets have been used for performance analysis. 
Security issues are hurdle to adopt the smart IoT 
devices. Some authors worked on to provide 
authentication and other work on security methods to 
IoT system. Teixeira et al.26 presented a scheme for 
foiling attacks by crosschecking the flow of data 
transmission of each IoT mote. Chen et al.27 
highlighted a cybersecurity management approach 
based on automatic model which used to detect, 
estimate and response to cyber attacks without (or a 
little) human involvement. 
The disadvantages in the above studies are the less 
detection rate and high false alarm rate. Authors have 
not detected the rare kind of attacks with best accuracy 
as well as well-known attacks. The performance varies 
with datasets and selection of the best features for 
training. For example, a classifier acts different for 
different datasets based on the training, and another 
classifier acts differently. Sometimes, a classifier does 
not able to detect correct behavior effectively and it 
leads to high false alarm rate. So, we are trying to fill 
these gaps by this approach. 
Proposed Model 
To conquer the shortcomings of past works, i.e., 
low Detection Rate (DR) of rare attacks, high False 
Alarm Rate (FAR), and low overall accuracy, we 
proposed a hybrid classification model as shown in 
Fig. 1. The proposed model consists of three step 
process such as dimension reduction, classification 
using neural network, and classification of the 
outcomes from neural network with SVM. It is a two 
stage classification model, at the first stage, it uses 
neural network to classify the attack classes and at the 
second stage, it uses SVM for better classification of 
attack/normal classes. 
Dimension Reduction 
The use of connected devices accumulates a large 
amount of data. As data is increasing, visualizing and 
showing inferences become more difficult and 
challenging. One of the most used method to visualize 
data through graphs or charts however, it is not an 
effective approach. We should use some 
dimensionality reduction to reduce storage space, 
computation time, and to observe patterns clearly. The 
main goal of using dimension reduction techniques on 
dataset is to remove the redundant or dependent 
features from higher dimension and bring the dataset 
to lower dimension space. We deployed PCA and 
LDA to overcome the high dimensionality issue. 
Principle Component Analysis (PCA) 
Principle component analysis is an unsupervised 
dimension reduction technique used in ML. It is used 
to reduce high dimension to lower one. High 
Fig. 1 — Proposed Model 
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dimensionality means that the dataset has a large 
number of features. The main problem with high 
dimension data is model over fitting or inefficient 
classification with higher computational cost and 
higher storage space. It is usually used to perform 
feature selection or feature extraction, i.e., choose and 
extract more efficient features while preserving the 
information as much as possible.28 However, in the 
proposed work, PCA is used as a feature extraction 
technique to map the UNSWNB15 and NSL-KDD 
dataset which consists 47 and 41 main features 
respectively. The PCA uses linear transformation. The 
proposed method has three steps for transformation 
operation as follows:  
First, normalization is done which means 
normalize the range of the continual initial variables 
so that each one of them contributes equally to the 
analysis. Let xi is the random variable in the d-
dimensional original dataset, i = 1, 2, ..., n, and n is 
the total number of values in a variable. Dimension of 
original data set would be 25192 × 42 for NSL-KDD 
dataset. Thus the normalization can be done as: 










𝑖=1 … (2) 
Here, 𝜎 is the standard deviation, µ is the mean value. 
In second step, the covariance matrix is computed 
to understand how the variables of dataset are varying 
from the mean value to see the relationship between 
the variables. Let zi be the variable from the 
normalized dataset and i = 1, 2, 3, ..., n. To identify 
the correlations, compute the covariance between the 
variables as: 
𝐶 =    𝑧𝑖 − 𝜇  𝑧𝑖 − 𝜇 
𝑇𝑛
𝑖=1 … (3) 
where mean µ is defined as: 





𝑖=1 … (4) 
In the covariance matrix, if we have positive 
values, it means two variables are correlated, and if 
values are negative, it means two variables are 
inversely correlated. 
In third step, eigenvectors and eigenvalues are 
computed from the covariance matrix to identify the 
principle components by using the following 
expression. 
𝐶𝑣 = 𝜆𝑣 … (5) 
Here, 𝐶 is the covarience matrix, 𝑣 is the 
eigenvector, and 𝜆 is the eigenvalue. 
Principle Components (PC) mean the new variable 
set obtained in such a way that variables are 
uncorrelated and most informative. It is used to leave 
the redundant features or variables. After getting the 
eigenvectors and eigenvalues, take an average of them 
and check whether the value is positive or negative 
then keep the values according to that. Therefore, if 
the average value is positive then take positive 
eigenvectors otherwise choose negative values. After 
getting filtered eigenvector and eigenvalues, arrange 
them in descending order then choose whether to keep 
the features (high significant eigenvalues) or discard 
(the low significant eigenvalues). After feature 
selection, the matrix is called feature vector. It is 
basically a matrix that has selected components. For 
example, in NSL-KDD, there are 41 features and after 
applying PCA, we got 22 efficient and informative 
features, then, feature vector matrix would have 22 
columns of components. In UNSW-NB15 dataset, 
there are 47 features and after applying PCA, we got 
28 selective features. 
Linear Discriminant Analysis (LDA) 
Linear discriminant analysis is a dimension 
reduction technique used as a pre-processing or for 
pattern classification approach. It is supervised 
classification technique that takes data labels as input. 
Main goal of LDA is to project the features from 
higher dimension space onto a lower dimension space 
while preserving the important information. 
There are two scatter matrix that need to be gained, 
first is between-class scatter matrix Sb and second is 
within class scatter matrix Sw. Let us consider that we 
have n d-dimensional dataset samples z1, z2, …, zn and 
they are dived into c different classes. Each class Ai, i 
= 1, 2, …, c has ni cases such as in our proposed work, 
c = 5 for NSL-KDD and c = 10 for UNSW-NB15 
dataset. Projection matrix P is assessed to minimize 
the within-class scatter matrix (Eq. 6) and maximize 
the between-class scatter matrix (Eq. 7). The scatter 
matrix Sw and Sb are defined as: 




𝑡=1 … (6) 
𝑆𝑏 =   𝜇𝑡 − 𝑧  𝜇𝑡 − 𝑧 
𝑇𝑐
𝑡=1 … (7) 






𝑖=1 … (8) 
and, 𝜇𝑡  is the simple mean for class Ai









𝑖=1   , 𝑧𝑖  𝜖 𝐴𝑖  … (9) 
 
Now, construct the lower dimension space which 
maximize the Sb and minimize the Sw. Let P be the 
lower dimensional space projection which is called 






 … (10) 
 
All these operations performed on the input dataset 
to get the reduced transformation matrix. After 
applying two dimensional reduction techniques, we 
get modified dataset M which have lower dimension 
than original dataset N where M<N. 
 
Proposed Algorithm 
Now, model is trained by modified dataset and 
classification can be done in the next step to identify the 
anomalies. For this, multi-class and binary-class 
classifiers can be used. The choice of selecting 
classifiers is based on the efficiency to detect different 
classes, good similarity count of less instances classes, 
and speed to detect the correct intruded class. The 
proposed classification modules and how they have 
applied in the model is shown in Fig.1. Neural network 
is the multi-class classifier that is used to classify the 
intruded behavior and unmatched behavior is classified 
by using SVM. Support vector machine is an efficient 
classifier since it is a fast learner and classified results 
are more efficient and accurate. A detail of proposed 
model is shown in the Algorithm 1. 
 
Algorithm 1: Hybrid Classification Model for 
Intrusion Detection. 
1 Upload Dataset. 
2 Data preprocessing. 
3 Data = Extract feature vector for each class and 
org_labels. 
4 Pc = Apply PCA on Data for principle 
components to select high correlation values. 
5 Classify Pc using LDA. 
6 for result in LDAclassdo 
7 ifLDAclass= = org_labelsthen 
8 Data(Result_counter)→ append DataLDA and 
labelLDA 
9 else 
10 dump Data(Result_counter) 
11 Train_neural(DataLDA, labelLDA, neuroncount) 
12 classify_trained→classified_neural 







where vr = [20%- 
80%] 
15 If Th2<classified_neural<Th1then 
16 do nothing 
17 else 
18 train and classify using SVM. 
19 Replace result labels with SVM labels. 
20 Plot confusion matrix to calculate performance 
parameters. 
 
We used NSL-KDD and UNSW-NB15 datasets for 
performance evaluation. At first, we upload the 
datasets and extract all the features of each class with 
original labels. Preprocess the dataset means remove 
the features which contain alphabetic data. Then we 
apply PCA on the dataset for feature extraction to 
pick features by removing less significant features. 
After the processes described in (Eq. 1) to (Eq. 5), it 
gives output in the form of eigenvectors and 
eigenvalues. After having PCA matrix, we apply LDA 
to classify the PCA results as multi-class classifier. It 
gives output as LDA labels. It examines the class 
labels with original labels of dataset to reduce the size 
of dataset. If original class labels match with the LDA 
class labels then we save those data in the training set 
otherwise dump the data. 
Pass this training data to neural network with  
data and labels of LDA. Here, we are taking  
threshold values Th1 and Th2 to best match the 
classified label results from the neural network.  
We are taking a range of it. For example, if the class 
label value is 4 and vr (some constant value) is 20% 
then Th1 would be 4 + 0.2 = 4.2 and Th2 would be  
4 − 0.2 = 3.8. Thus, range of threshold would be  
[3.8–4.2] for label value 4. We are using vr = 0.20  
for NSL-KDD dataset and 0.10 for UNSW-NB15 
dataset for our work. 
So, for the best fit, if classified labels from neural 
are less than Th1 and greater than Th2 then do nothing 
means we got true value otherwise we find out the 
unmatched labels and their class and pass them to 
SVM. Support vector machine classify the unmatched 
labels of classes thoroughly. Then, replace the 
unmatched labels from the neural with the SVM 
output labels for that class. Finally, we calculate 
performance parameters on the basis of SVM and 
neural classification results. 
 
Simulation Results 
In this section, the comprehensive examination of the 
applied datasets is discussed, and then model 




performance metrics is explained, and finally assessment 
of the proposed model is stated. Simulation is performed 
by using MATLAB R2016 brunning on the macOS 
Catalina powered by 1.8 GHz Dual-Core Intel Core i5 
and 8 GB 1600 MHz DDR3 RAM memory. 
 
NSL-KDD Dataset 
The extended and refined version of KDD Cup’99 
dataset which consist selected records is NSL-KDD.29 It 
is a standard dataset for IDS. A total of 42 features are 
there in NSL-KDD from which 41 are main different 
features including label such as duration, service, 
protocol type, flag, etc. and one for label. There are four 
attack categories, i.e., DoS, Probe, R2L, U2R in NSL-
KDD and one normal condition. Class distribution of 
NSL-KDD dataset is shown in Table 1. 
Although, NSL-KDD dataset is refined from KDD-
Cup’99 but have some redundancy and due to this 
classification problem occurs. 
 
UNSW-NB15 Dataset 
A new dataset for intrusion detection system is 
UNSW-NB15 and was published in 2015.(41) It has 49 
total features from which 47 main features, one for 
labels, and one for attack category. Dataset has 5,40,044 
total records in which normal records are 2,21,876 and 
3,21,283 are the attack records. It has nine kinds of 
attack categories and one normal. Attack categories fall 
into Analysis, Backdoor, Fuzzers, DoS Exploits, 
Reconnaissance, Generic, Shellcode, and Worms. 
 
Performance Metrics 
For performance evaluation of an IDS model, we 
have calculated Detection Rate, False Alarm Rate, 
and Accuracy. 
Detection Rate (Dr) is the degree of classifier that 
it correctly identified the malicious instances of all 
anomalous instances and is computed as: 
𝐷𝑟  =  
𝑇𝑃
𝑇𝑃+𝐹𝑁
 … (11) 
 
False Alarm Rate (Fr) is the amount of classifier 
that it wrongly detected the genuine (or normal) 
instances as malicious of all genuine instances and 
computed as: 
𝐹𝑟  =  
𝐹𝑃
𝐹𝑃+𝑇𝑁
 … (12) 
 
Accuracy (Ac) is the measure of classifier that it 
correctly identified the genuine/malicious instances as 
genuine/malicious out of all instances and computed as: 
 
𝐴𝑐  =  
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 … (13) 
 
Evaluation 
The proposed model is evaluated using two 
datasets named NSL-KDD and UNSW-NB15. For 
NSL-KDD, Train_20% dataset is used which has 
25192 records. For UNSW-NB15, a part of dataset is 
used. Our model has improved performance in 
detecting less featured attacks such as R2L, U2R  
(in NSL-KDD dataset), Shellcode, and Worms  
(in UNSW-NB15 dataset). Comparative analysis on 
NSL-KDD dataset is shown in Table 2. 
We have calculated DR and FAR for each class of 
NSLKDD and UNSW-NB15 dataset. Comparative 
summary of overall DR and FAR on NSL-KDD is 
shown in Table 3. 
We have used a part of UNSW-NB15 dataset for 
performance evaluation and calculated the detection 
rate and false alarm rate for multi-class attacks. 
Comparative analysis of detection rate on UNSW-
NB15 dataset is shown in Table 4. It is shown that DR 
Table 1 — NSL-KDD dataset classes distribution 
Datasets Total  
Records 
Normal DoS Probe R2L U2R 
Train_20% 25,192 13,449 9,234 2,289 209 11 
Train+ 1,25,973 67,343 45,927 11,656 995 52 
Test+ 22,544 9,711 7,458 2,421 2,887 67 
Table 2 — Comparative analysis of multi-class classification 
Detection Rate (%) on NSL-KDD dataset 
Methods Normal DoS Probe R2L U2R 
Proposed 95.01 89.94 91.98 81.54 85.71 
TDTC14 94.43 88.20 87.32 42 70.15 
Two-tier13 94.56 84.68 79.76 34.81 67.16 
HFR-MLR5 93.70 89.70 80.2 34.50 29.50 
ESC-IDS24 98.2 84.1 99.5 14.1 31.5 
 
 
Table 3 — A comparative summary of DR and FAR (%)  
on NSL-KDD dataset 




Proposed Train_20% 92.85 2.99 
Two-tier13 Train_20% 83.24 4.83 
TDTC14 Train_20% 84.82 5.56 
ANN30 Train_20% 81.20 3.23 
 
 
Table 4 — DR (%) and FAR (%) on UNSW-NB15 dataset 
Class Category Detection Rate False Alarm Rate (FAR) 
Normal 100 12.70 
Analysis 83.78 1.03 
Backdoor 100 0.94 
DoS 100 7.45 
Exploits 99.16 32.32 
Fuzzers 93.24 13.93 
Generic 100 30.13 
Reconnaissance 100 8.51 
Shellcode 100 0.95 
Worms 100 0.15 




varies from 83% to 99% for different categories and 
100% for normal instances. Comparative results with 
existing techniques that worked on UNSW-NB15 
dataset for multi-class attack detection is shown in 
Table 5. It is to be noted that the proposed work 
shows the promising results with comparison to 
GAA7 ABC-AFS25, and TSDL15 techniques. The 
average detection rate of the proposed model is 
81.02% and false alarm rate is 2.22% which is quite 
good as compared to existing methods. 
We gained DR and FAR 92.85% and 2.99% 
respectively for NSL-KDD Train 20% dataset.  
The comparison in Table 5 shows the multi-class  
DR results and we can see that our proposed model 
give good results than other existing methods. 
Detection rate and false alarm rate is also better for 
our proposed model than other models. It is worth 
noting that the model is getting good results and tried 
to remove the disadvantages of previous works, i.e., 
inefficiency in detecting the rare and lower instances 
attacks. The proposed work compared with the multi-
class classification works offered the solution for the 
same classification problem. The studies represented 
their method to be efficient in some cases but for rare 
attacks, their results were not promising. 
 
Conclusions 
In this study, we proposed a hybrid intrusion 
detection model for detecting widely known and rare 
kind (low frequency) of attacks in IoT networks. Our 
model uses both supervised (i.e., LDA) and 
unsupervised (i.e., PCA) feature reduction and 
extraction methods that are able to categories the 
multi-class attacks and normal behavior. Then we 
applied combined classification algorithm, i.e., neural 
network and SVM for better the detection and false 
alarm rate. Results show our model’s better 
performance on NSL-KDD and UNSW-NB15 
datasets in comparison to existing methods. 
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