Optimal shape of a domain which minimizes the first buckling eigenvalue by Knappmann, Kathrin
Optimal Shape of a Domain which minimizes
the first Buckling Eigenvalue
Von der Fakultät für Mathematik, Informatik und Naturwissenschaften der
RWTH Aachen University zur Erlangung des akademischen Grades
einer Doktorin der Naturwissenschaften genehmigte Dissertation
vorgelegt von
Diplom-Mathematikerin
Kathrin Knappmann
aus Duisburg
Berichter: Priv.-Doz. Dr. rer. nat. Alfred Wagner
Univ.-Prof. Dr. rer. nat. Heiko von der Mosel
Tag der mündlichen Prüfung: 18. März 2014
Diese Dissertation ist auf den Internetseiten der Hochschulbibliothek online verfügbar.

Abstract
The present thesis is concerned with the question which domain minimizes the buckling
load of a clamped plate among all domains of given measure. We consider a large ball
and restrict ourselves to look for a domain minimizing the buckling load among all open
subsets of this ball, which fulfil the mass constraint. The corresponding variational
problem is a minimizing problem in a suitable function space. The mass constraint is
formulated as a side condition. Instead of treating this problem, we follow an idea of
H. W. Alt, L. A. Caffarelli and A. Friedman and introduce a penalization term. In
this way, we disregard the mass constraint as a side condition and obtain a penalized
variational problem without any constraints. Consequently, we may allow non-volume
preserving perturbations.
Applying direct methods, we prove the existence of a solution for the penalized problem.
These solutions solve the buckled plate equation in their supports’ interior.
Using a technique of C.B. Morrey, we show that the first order derivatives of each
minimizer are Hölder continuous. Subsequently, we establish a bound on the Laplacian
of every minimizer and combine ideas of J. Frehse, L.A. Caffarelli and A. Friedman to
extend this bound on each second order derivative of a minimizer. In this way, we obtain
the Lipschitz continuity of the first order derivatives of each minimizer. Moreover, we
find that the bound on the second order derivatives of a minimizer is uniform close to
the free boundary. Consequently, we show that the penalized problem and the original
problem can be treated as equivalent, provided the penalization parameter is chosen
smaller than a critical value. Hence, we obtain a solution for the original problem.
For each solution, the interior of the solution’s support generates an optimal domain
for minimizing the buckling eigenvalue among all subsets of the embracing ball, which
fulfil the volume condition. The solutions themselves are first buckling eigenfunctions.
Assuming that a doubling property is satisfied, we show that the solutions do not
degenerate along the free boundary. This nondegeneracy property implies a lower
bound on the density of the free boundary. As a consequence of this density bound, we
obtain that an optimal domain’s boundary is a nullset with respect to the n-dimensional
Lebesgue measure and prove qualitative properties of an optimal shape.
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Zusammenfassung
Die vorliegende Arbeit beschäftigt sich mit der Frage, welches Gebiet von gegebe-
nem Volumen die Beullast einer eingeklemmten Platte minimiert. Im Rahmen dieser
Arbeit beschränken wir uns dabei auf Gebiete, die in einer hinreichend großen Kugel
enthalten sind. Um die Existenz eines optimalen Gebiets zu beweisen, betrachten wir
das zugehörige Variationsproblem. In diesem Variationsproblem wird ein Rayleigh-
Quotient in einem geeigneten Funktionenraum minimiert. Die Volumenbedingung ist
dabei als Nebenbedingung formuliert.
Anstatt dieses bedingte Variationsproblem zu betrachten, folgen wir einer Idee von
H.W. Alt, L.A. Caffarelli und A. Friedman und führen einen Bestrafungsterm ein.
Dadurch erhalten wir ein neues, bestraftes Variationsproblem, das keine Nebenbedin-
gungen mehr enthält. Somit ist es möglich, auch nicht-volumenerhaltende Störungen
zuzulassen.
Die Existenz von Lösungen des bestraften Problems folgt mit der direkten Methode
der Variationsrechnung. Diese Minimierer lösen die gebeulte Platten-Gleichung im In-
neren ihres Trägers. Mit einer Technik, die auf C.B. Morrey zurückgeht, zeigen wir,
dass die ersten Ableitungen der Lösungen des bestraften Problems Hölder-stetig sind.
Anschließend beweisen wir, dass ∆uε für jede Lösung uε des bestraften Problems fast
überall gleichmäßig beschränkt ist. Mit Hilfe einer Idee von J. Frehse, L. A. Caffarelli
und A. Friedman leiten wir dann die Beschränktheit aller zweiten Ableitungen von uε
her. Folglich sind die ersten Ableitungen der Lösungen Lipschitz-stetig. Ferner werden
wir feststellen, dass die Schranke für die zweiten Ableitungen für Punkte nahe des freien
Randes von der Wahl der Lösung unabhängig ist. Diese Beobachtung ermöglicht es uns
zu zeigen, dass das bestrafte und das unbestrafte Problem äquivalent sind, wenn der Be-
strafungsparameter unterhalb einer kritischen Größe gewählt wird. Somit erhalten wir
die Existenz von Lösungen für das unbestrafte Problem. Das Innere des Trägers jeder
dieser Lösungen bildet ein optimales Gebiet für die Minimierung des ersten gebeulten
Platteneigenwertes. Die Lösungen selbst sind die zugehörigen Eigenfunktionen.
Unter der Annahme, dass eine Verdoppelungseigenschaft erfüllt ist, zeigen wir, dass die
Eigenfunktionen am Rand des zugehörigen optimalen Gebiets nicht degenerieren. Dies
impliziert die Existenz einer unteren Schranke für die Dichte dieses Randes. Aufgrund
der Dichteabschätzung beweisen wir, dass der Rand jedes optimalen Gebietes eine
Nullmenge bezogen auf das n-dimensionale Lebesgue-Maß ist. Außerdem erhalten wir
weitere qualitative Eigenschaften des freien Randes.
iii
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1 Introduction
The question, which domain minimizes the first eigenvalue of the Laplacian with Dirich-
let boundary conditions, is probably one of the most famous questions in shape op-
timization. In 1877, Lord Rayleigh claimed that among all plane domains with the
same area the disk is the optimal domain [30]. In the 1920s, G. Faber and E. Krahn
simultaneously, but independently, proved Lord Rayleigh’s conjecture [10,21].
The present thesis is concerned with an apparently analogue question, namely which
domain of given measure minimizes the first eigenvalue of a buckled plate? Thereby
the first buckling eigenvalue of a domain Ω ⊂ Rn is defined as
Λ1(Ω) := min
v∈H2,20 (Ω)
v 6≡0
´
Ω
|∆v|2 dx
´
Ω
|∇v|2 dx .
There exists a conjecture concerning the first buckling eigenvalue, which is analogue to
Rayleigh’s conjecture. In 1951, G. Polya and G. Szegö claimed [29]:
The ball minimizes the first buckling eigenvalue among all open sets of given measure.
This conjecture is still not proven. However, some partial results are known. Assuming
that the first eigenfunction does not change its sign, G. Szegö gave a proof [29, 34].
Though, in general the eigenfunction does not satisfy the assumed property. Consid-
ering the two-dimensional case, two uniqueness results are known. Assuming that a
smooth and simply connected optimal domain exists, H. F. Weinberger and B. Willms
(see B. Kawohl in [19]) were able to prove the Polya-Szegö conjecture. Performing the
shape derivative of the optimal domain, they obtained a further boundary condition for
the eigenfunction. Denoting the eigenfunction by u, they found that ∆u+Λ1u = const.
in the optimal domain. Subsequently, applying estimates between the first buckling
eigenvalue and higher Dirichlet-Laplace eigenvalues they could prove that the opti-
mal domain is a disk. In Section A.2 we will give a more detailed description of the
Weinberger-Willms idea. Secondly, it is possible to adopt the proof of E. Mohr, who
showed that under the previous assumptions the disk minimizes the first eigenvalue of
a clamped plate [24], to the buckled plate [20]. This approach uses the second shape
derivative of the optimal domain.
In 2003, M. S. Ashbaugh and D. Bucur in [4] proved the existence of an optimal domain
among all simply connected domains of given measure in two dimensions. They did
not gain any result regarding the regularity of the optimal domain, but they outlined
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possible ways of applying the Weinberger-Willms idea without a priori assuming the
regularity of the optimal domain.
In this thesis, we prove the existence of an optimal domain among all open sets of
given measure which are contained in a large ball B ⊂ Rn (n ∈ {2, 3}). In this way, we
avoid the difficulties, which appear considering subsets of Rn instead of subsets of B.
Particularly, the existence of an optimal domain now follows from the direct method in
the calculus of variation. In contrast to M. S. Ashbaugh and D. Bucur in [4], we do not
require any concentration compactness methods. In order to obtain an optimal domain,
which fulfils the volume condition, we solve a penalized variational problem. In this
way, the volume condition is not a side condition anymore and we obtain a variational
problem without any constraints. In Section 1.2, we will give the definition of this
variational problem. We will prove the existence of a solution for the penalized problem
and show that this solution solves the original problem if the penalized problem satisfies
a certain condition. Furthermore, we will obtain that the first order derivatives of each
solution of the penalized problem are Lipschitz continuous. Under the assumptions
that a doubling property is satisfied, we will prove that the first order derivatives of the
solutions do not degenerate along the free boundary. Consequently, we can establish
a lower bound on the free boundary’s density and derive that the free boundary is
a nullset with respect to the n-dimensional Lebesgue measure. Moreover, the lower
bound on the density allows us to deduce some results regarding the shape of the
optimal domain.
Structure of the Thesis
Our approach is structured as follows. In Section 1.2, we introduce the actual vari-
ational problem (P) we are interested in, and the penalized problem (Pε) we analyse
instead. Chapter 2 deals with the existence of solutions for the previously defined
penalized problem (Pε). First, we prove the existence of a solution uε ∈ H2,20 (B) for
the problem (Pε) for every ε > 0. Consequently, we obtain a domain Ω(uε), which is
optimal for the problem (Pε). The solution uε is an eigenfunction for the first buckling
eigenvalue in Ω(uε), i. e.∆2uε + Λ(Ω(uε))∆uε = 0 in Ω(uε)uε = 0 , |∇uε| = 0 on ∂Ω(uε) .
Since we exclusively deal with the first eigenvalue, we omit the index 1, i. e. Λ1(Ω(uε)) =
Λ(Ω(uε)). Furthermore, we find that the n-dimensional Lebesgue measure of Ω(uε)
cannot fall below the intended volume ω0. Secondly, we obtain that the first order
derivatives of uε are Hölder continuous with exponent α ∈ [0, 1) in B.
In Chapter 3, we show that uε ∈ C1,1(B). For this purpose, the crucial observation is
that the mean-value of |∆uε|2 over every ball in B is uniformly bounded. In particular,
we find that these mean-values are bounded independently of ε if we choose the centre
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of the balls, over which the mean-value is taken, sufficiently close to the free boundary
∂Ω(uε). As a consequence, we deduce in Section 4.1 the existence of a critical parameter
ε0 > 0 such that Ω(uε) satisfies the volume condition |Ω(uε)| = ω0 if we choose ε < ε0.
Hence, the penalized problem and the original problem can be treated as equivalent for
ε < ε0. From this point on, we fix ε < ε0 and achieve a minimizer u ∈ H2,20 (B)∩C1,1(B)
for the original problem.
Since the minimizer u may change its sign in Ω(u), we have to suppose that Ω(u) is
divided in at least two nodal domains. For this reason, we cannot establish an Euler-
Lagrange inequality on the whole domain B. Though, in Section 4.2, we compute a
first variation in the set where the minimizer u is nonnegative and the set where u is
nonpositive, respectively.
In Chapter 5, we assume that the measure |Br(x0) ∩ Ω(u)|, where Br(x0) is a ball
with its centre on the free boundary, satisfies a doubling property. This means that
we assume the existence of a constant c∗ such that for each minimizer u, for each
x0 ∈ ∂Ω(u) and every radius r > 0 there holds
|B2r(x0) ∩ Ω(u)| ≤ c∗ |Br(x0) ∩ Ω(u)| .
This assumption allows us to derive a nondegeneracy property of ∇u along the free
boundary. Regrettably, without this assumptions we are not able to prove this property.
However, the nondegeneracy property enables us to deduce a lower bound on the density
of the optimal domain’s boundary. The density bound implies that the free boundary
is a nullset with respect to the n-dimensional Lebesgue measure. As a consequence, we
can prove the existence of a superharmonic, respectively a subharmonic, representative
of ∆u+ Λ(Ω(u))u in the nonnegative, respectively the nonpositive, phase. As another
consequence of the density estimate, the optimal domain is not affected by letting
the radius of the ball B tend to infinity, provided Ω(u) contains the centre of B.
Particularly, the optimal domain remains bounded. In addition, the optimal domain’s
boundary cannot form sharp outward corners or outward cusps. Finally, in Chapter 6,
we summarize our achievements and point out some still open questions.
1.1 Notations and Conventions
To formulate the variational problems described previously in a mathematically pre-
cise way, we need some basic notations. Let N denote the positive integers, N0 the
nonnegative integers and R the real numbers. The Euclidean space Rn is then given
by
Rn := {(x1, . . . , xn) : xi ∈ R, i = 1, . . . , n}
with the standard scalar product
x.y :=
n∑
i=1
xiyi ,
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where x, y ∈ Rn. Note that we always consider n ∈ {2, 3}. For x ∈ Rn we denote by
|x| :=
√√√√ n∑
i=1
x2i
the Euclidean norm of the vector x. For matrices M,L ∈ Rn×n we set
M : L :=
n∑
j,k=1
ljkmjk and |M | :=
√√√√ n∑
j,k=1
m2j,k
where ljk and mjk denote the entry in the k-th row and j-th column of L and M ,
respectively. For a matrix M = (mij)ij ∈ Rn×n and a vector x ∈ Rn we define the
vector M.x by
(M.x)i :=
n∑
j=1
mijxj.
For A ⊂ Rn we denote by |A| or by Ln(A) the n-dimensional Lebesgue measure of A.
The boundary of A is denoted by ∂A; A¯ denotes the closure of A and intA denotes
the interior of A. If the open set B ⊂ Rn is compactly contained in A, i. e. B ⊂ A, we
write B ⊂⊂ A. An open ball with its centre in x0 ∈ Rn and radius r > 0 is denoted by
Br(x0) := {x ∈ Rn : |x− x0| < r}.
With ωn we denote the volume of the n-dimensional unit ball.
Furthermore, the following function spaces are required. Suppose U is an open subset
of Rn. Then we define for k ∈ N0
Ck(U) = {u : U → R : u is k-times continuously differentiable}
and
C∞(U) :=
∞⋂
k=1
Ck(U).
For k ∈ N0 and α ∈ (0, 1] the space Ck,α(U) consists of all functions u ∈ Ck(U) whose
k-th partial derivatives are Hölder continuous with exponent α. If α = 1 the k-th
order partial derivative of u is called Lipschitz continuous. By C∞c (U) we denote the
functions in C∞(U), whose support is a compact subset of U . Thereby the support of
a function u : U → R is defined as
supp(u) := {x ∈ U : u(x) 6= 0}.
The space Lp(U), 1 ≤ p < ∞, contains all measurable functions u : U → R for which
the norm
‖u‖Lp(U) :=
ˆ
U
|u|p dx

1
p
6
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is finite. For p =∞ we define
‖u‖L∞(U) := ess supU |u|
and L∞(U) := {u : U → R : ‖u‖L∞(U) <∞}. The Sobolev space Hk,p(U), 1 ≤ k <∞,
1 ≤ p ≤ ∞, contains all functions u : U → R whose partial derivatives up to the k-th
order exist in the weak sense and belong to Lp(U). The norm on Hk,p(U) is given by
‖u‖Hk,p(U) :=
 ∑
|α|≤k
‖Dαu‖pLp(U)
 1p ,
where α is a multi-index and Dαu denotes the weak partial derivative of u of order |α|.
The space Hk,p0 (U) is the closure of C∞c (U) in Hk,p(U). We can shorten the previously
defined Sobolev norm for u ∈ Hk,p0 (U) to
‖u‖Hk,p0 (U) :=
ˆ
U
∣∣∣Dku∣∣∣p

1
p
.
Due to Poincaré’s inequality (see e. g. [17]), this new Hk,p0 (U) norm is equivalent to the
standard Hk,p(U) norm.
By ∇u we denote the gradient, by ∆u the Laplacian and by ∆2u the Bilaplacian of a
function u : Rn → R, i.e.
∇u(x) =
(
∂
∂x1
u(x), · · · , ∂
∂xn
u(x)
)
and
∆u(x) =
n∑
i=1
∂2
∂x2i
u(x), ∆2u(x) = ∆(∆u(x)).
The fundamental solution for the Laplacian is given by (see e.g. [17])
Γ(x) :=
−
1
2pi ln (|x|) , for x ∈ R2
1
4pi |x|−1 , for x ∈ R3
.
Assuming x0 ∈ Rn and r > 0,
(1.1) Γr(x) :=

1
2pi ln
(
r
|x−x0|
)
, for x ∈ R2
1
4pi
(
|x− x0|−1 − r−1
)
, for x ∈ R3
is the fundamental solution for the Laplacian, which is nonnegative in Br(x0) and
vanishes at ∂Br(x0). The mean-value of u over a ball Br(x0) is defined as 
Br(x0)
u(x) dx := 1|Br(x0)|
ˆ
Br(x0)
u(x) dx.
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In the same way, we define the mean-value of u over the sphere ∂Br(x0), i.e.
 
∂Br(x0)
u dS := 1|∂Br(x0)|
ˆ
∂Br(x0)
u dS .
Furthermore, by the letter C we denote positive generic constants. This means that in
a calculation the exact value denoted by C may vary from one line to the next.
1.2 The Variational Problem
In this section, we introduce the mathematical formulation of the minimizing problems
we analyse in this thesis. Let B ⊂ Rn be a ball with large volume, i. e. |B| >> 1. Then
for v ∈ H2,20 (B) the functional J : H2,20 (B)→ R is defined by
J (v) :=
´
B
|∆v|2 dx
´
B
|∇v|2 dx .
In addition, for a function v ∈ H2,20 (B) we set
(1.2) Ω(v) := int
(
{x ∈ B : v(x) > 0} ∪ {x ∈ B : v(x) < 0}
)
= int(supp(v))
and
(1.3) N(v) := {x ∈ B : v(x) = 0} .
Now we fix an ω0 ∈ R with 0 < ω0 << |B|. This quantity ω0 is the intended volume the
optimal domain should attain. Hence, the question which set among all open subsets
of B with given measure ω0 minimizes the first buckling eigenvalue is equivalent to the
following variational problem:
(P)
Find a function u ∈ H2,20 (B) with |Ω(u)| = ω0 such that
J (u) = min
v∈H2,20 (B)
|Ω(v)|=ω0
J (v).
This is the actual problem we will solve. Assuming that u ∈ H2,20 (B) solves the
problem (P), the optimal domain is Ω(u). However, the volume condition |Ω(u)| = ω0
causes several difficulties while discussing the problem (P). Whenever we perturb a
function u ∈ H2,20 (B) with |Ω(u)| = ω0, we have to guarantee that the perturbed
function satisfies the volume constraint, as well. To avoid this difficulty, we follow an
8
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sω0
fε
Figure 1.1: fε penalizes a volume larger than ω0.
idea of H. W. Alt and L. A. Caffarelli in [2] and consider a penalized problem. In this
way, non-volume preserving perturbations are now allowed. For this purpose, we define
for ε > 0 the function fε : R→ R by
(1.4) fε(s) :=
0, s ≤ ω01
ε
(s− ω0), s ≥ ω0
.
Now we set for v ∈ H2,20 (B)
(1.5) Jε(v) := J (v) + fε(|Ω(v)|) =
´
B
|∆v|2 dx
´
B
|∇v|2 dx + fε(|Ω(v)|) .
The additional term fε penalizes the functional if the n-dimensional Lebesgue measure
of Ω(v) gets larger than ω0 (see Figure 1.1). In this way, we may omit the side condition
’|Ω(u)| = ω0’ in the problem (P) and obtain the following new variational problem, in
which no constraints occur:
(Pε)
Find a function uε ∈ H2,20 (B) such that
Jε(uε) = min
v∈H2,20 (B)
v 6=0
Jε(v).
Handling this problem is much more comfortable than the problem (P). Indeed, in
the sequel we will often take advantage of the opportunity to perform non-volume
preserving perturbations of the eigenfunction.
9
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2 Existence of a Solution of the Penalized
Problem
In this chapter, we prove the existence of solutions for the penalized problem (Pε) and
establish a first regularity result for the minimizers. In Section 2.1, we obtain the
existence of a minimizer uε ∈ H2,20 (B) for the functional Jε for every ε > 0. We show
that each uε is a solution of the buckled plate equation in the set Ω(uε). Moreover, we
obtain that the n-dimensional Lebesgue measure of Ω(uε) cannot be smaller than the
intended volume ω0. In Section 2.2, we detect the Hölder continuity of the first order
derivatives of the solutions of the penalized problem (Pε).
2.1 Existence of a Minimizer uε
Using the direct method in the calculus of variation, we prove the existence of a solution
of the penalized problem (Pε).
Definition 2.1. If a function wε in H2,20 (B) satisfies
Jε(wε) ≤ Jε(v)
for all v ∈ H2,20 (B), we call wε a minimizer of the functional Jε in H2,20 (B) or a solution
of the problem (Pε) .
Theorem 2.2. For every ε > 0 there exists a minimizer uε ∈ H2,20 (B) of the penalized
functional Jε.
Proof. The functional Jε (as defined in (1.5)) is nonnegative. Hence, there exists a
minimizing sequence (uk)k ∈ H2,20 (B) with
lim
k→∞
Jε(uk) = inf
v∈H2,20 (B)
Jε(v) .
Without loss of generality, we assume that there exists a constant C > 0 such that
Jε(uk) ≤ C for all k ∈ N; otherwise we set Jε(uk) =∞. Thus, we are able to normalize
the sequence (uk)k such thatˆ
B
|∇uk|2 dx = 1 for all k ∈ N .
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The above normalization implies
‖uk‖2H2,20 (B) =
ˆ
B
∣∣∣D2uk∣∣∣2 dx = ˆ
B
|∆uk|2 dx = Jε(uk) ≤ C .
Accordingly, the sequence (uk)k is uniformly bounded in H2,20 (B). Thus, the reflexivity
of H2,20 (B) provides the existence of a subsequence (uk)k which converges weakly to an
uε in H2,20 (B) . We can observe thatˆ
B
|∇uε|2 dx = 1 .
Since the H2,20 (B) norm is lower semicontinuous with respect to the weak convergence
in H2,20 (B), we obtainˆ
B
|∆uε|2 dx =
ˆ
B
∣∣∣D2uε∣∣∣2 dx ≤ lim inf
k→∞
ˆ
B
∣∣∣D2uk∣∣∣2 dx = lim inf
k→∞
ˆ
B
|∆uk|2 dx .
It remains to prove the lower semicontinuity of the penalization term fε with respect
to the weak convergence in H2,20 (B). Since fε is nondecreasing, it is sufficient to show
that
(2.1) |Ω(uε)| ≤ lim inf
k→∞
|Ω(uk)| .
where Ω(uk) and Ω(uε) are defined as in (1.2). The compact embedding of H1,20 (B)
in L2(B) provides a subsequence of (uk)k which converges strongly to uε in L2(B) .
Hence, there exists a subsequence, denoted by (uk)k as well, which converges almost
uniformly to uε. Therefore, for all δ > 0 there exists a set Eδ ⊂ B with |Eδ| < δ such
that (uk)k converges uniformly to uε in B \ Eδ as k tends to ∞. Now let
Ω :=
∞⋃
k=1
∞⋂
l=k
Ω(ul) = lim inf
k→∞
Ω(uk).
We obtain Ω(uε) \Eδ ⊂ Ω because of the uniform convergence of (uk)k to uε in Ω(uε) \
Eδ . Furthermore, there holds
χΩ = lim inf
k→∞
χΩ(uk),
where χA denotes the characteristic function of a set A ⊂ Rn. Now Fatou’s lemma (see
e.g. [22]) implies
|Ω(uε) \ Eδ| ≤ |Ω| ≤ lim inf
k→∞
|Ω(uk)| .
Passing to the limit δ → 0 we obtain (2.1). Finally, we find
Jε(uε) ≤ lim inf
k→∞
Jε(uk) = inf
v∈H2,20 (B)
Jε(v).
This proves the claim.
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2.1 Existence of a Minimizer uε
From now on, we set
(2.2) Λε :=
ˆ
B
|∆uε|2 dx = J (uε).
In the next lemma, we will see that Λε is the first buckling eigenvalue for the domain
Ω(uε), which is defined in the following remark.
Remark 2.3. Due to the compact embedding of H2,20 (B) in C0
(
B
)
for n ∈ {2, 3} the
set
Ω(uε) = int
(
{uε > 0} ∪ {u < 0}
)
is an open subset of B. Specifically, the normalization ‖∇uε‖L2(B) = 1 provides that
uε 6≡ 0 and so Ω(uε) 6= ∅.
Note that we do not have any information whether the n-dimensional Lebesgue measure
of ∂Ω(uε) is zero or not. We cannot answer this question until Section 5.1.
In the following lemma, a classical variation argument shows which boundary value
problem is solved by uε in the domain Ω(uε).
Lemma 2.4 (Buckled Plate Equation). Suppose uε minimizes the functional Jε in
H2,20 (B). Then uε is an eigenfunction for the first buckling eigenvalue in Ω(uε), i.e. uε
solves ∆2uε + Λε∆uε = 0 in Ω(uε)uε = |∇uε| = 0 in ∂Ω(uε) ,
where Λε is defined in (2.2).
Proof. Let x0 ∈ Ω(uε). Since Ω(uε) is an open set (see Remark 2.3), there exists an
r > 0 such that Br(x0) ⊂ Ω(uε). Then Ω(uε + δϕ) = Ω(uε) for ϕ ∈ C∞c (Br(x0)) and
|δ| sufficiently small. The claim then follows by classical variation.
The next theorem shows that for every ε > 0 the n-dimensional Lebesgue measure of
Ω(uε) cannot fall below ω0. This result is independent of ε.
Theorem 2.5. Suppose uε ∈ H2,20 (B) minimizes Jε. Then for each ε > 0 there holds
|Ω(uε)| ≥ ω0 .
Proof. The proof is done by contradiction. We assume that |Ω(uε)| < ω0 holds for at
least one ε > 0. Then we can choose x0 ∈ ∂Ω(uε)\∂B and r > 0 such that Br(x0) ⊂ B.
We define vˆ as
vˆ :=
uε, in B \Br(x0)v, in Br(x0) ,
13
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where v − uε ∈ H2,20 (Br(x0)) and v is a solution of
∆2v + Λε∆v = 0 in Br(x0) .
Obviously, there holds
Ω(vˆ) ⊂ Ω(uε) ∪Br(x0).
In view of our assumption, we find that
|Ω(vˆ)| ≤ ω0
if r is chosen sufficiently small. Therefore, the penalization term fε (as defined in (1.4))
fulfils fε(|Ω(vˆ)|) = 0 and fε(|Ω(uε)|) = 0, of course. The minimality of uε with respect
to Jε then leads to the following local inequality:
(2.3)
ˆ
Br(x0)
|∆uε|2 − |∆v|2 dx ≤ Λε
ˆ
Br(x0)
|∇uε|2 − |∇v|2 dx .
Using integration by parts, Green’s identity (see e.g. [9]) and the definition of v, we
calculate ˆ
Br(x0)
|∆uε|2 dx −
ˆ
Br(x0)
|∆v|2 dx
=
ˆ
Br(x0)
|∆(uε − v)|2 dx+ 2Λε
ˆ
Br(x0)
∇v.∇(uε − v) dx .
Hence, inequality (2.3) reads as
ˆ
Br(x0)
|∆(uε − v)|2 dx ≤ Λε
ˆ
Br(x0)
|∇(uε − v)|2 dx .
Since uε − v ∈ H2,20 (Br(x0)), we can apply Poincaré’s inequality (see e.g. [16], p.157)
and obtain
ˆ
Br(x0)
|∆(uε − v)|2 dx ≤ Λε
( 1
ωn
|Br|
) 2
n
ˆ
Br(x0)
∣∣∣D2(uε − v)∣∣∣2 dx
= Λεr2
ˆ
Br(x0)
∣∣∣D2(uε − v)∣∣∣2 dx .
Then integration by parts yields
(2.4)
ˆ
Br(x0)
|∆(uε − v)|2 dx ≤ Λε r2
ˆ
Br(x0)
|∆(uε − v)|2 dx .
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Under the assumption of
(2.5)
ˆ
Br(x0)
|∆(uε − v)|2 dx 6= 0 ,
the inequality (2.4) leads to a contradiction if we choose r small enough. Hence, it
remains to prove (2.5). For this purpose, we assume that (2.5) does not hold true. In
this case, uε ≡ v in Br(x0). Furthermore, v is analytic in Br/2(x0) because v solves an
elliptic equation. Consequently, uε is analytic in Br/2(x0), too. Since x0 ∈ ∂Ω(uε), x0 is
an accumulation point of the zero set of uε. The identity theorem for power series (see
e.g. [18]) then implies that uε ≡ 0 in Br/2(x0). This is contradictory since x0 ∈ ∂Ω(uε).
Thus, (2.5) is true and the claim follows.
Remark 2.6. The previous result is a consequence of the choice of the penalization
term fε. We have chosen a penalization term, which is monotone but not strictly
monotone. Another possibility of defining the penalization term would be
fˆε(s) :=
−ε(ω0 − s), if s ≤ ω01
ε
(s− ω0), if s > ω0
.
This penalization term was chosen by C. Bandle and A. Wagner in [6] or N. Franken
in [11], e.g. It rewards the functional if the support is smaller than ω0. This rewarding
would annihilate our argumentation in the previous proof. Indeed, if we chose fˆε instead
of fε, the inequality (2.4) would beˆ
Br(x0)
|∆(uε − v)|2 dx ≤ Λεr2
ˆ
Br(x0)
|∆(uε − v)|2 dx+ ε |Br(x0) ∩N(uε)|
ˆ
B
|∇v|2 dx,
where the set N(uε) is defined as in (1.3). Obviously, arguing like in the proof of
Theorem 2.5 does not work anymore. However, we would need an estimate in the form
of ˆ
Br(x0)
|∆(uε − v)|2 dx ≥ C |Br(x0) ∩N(uε)| ,
where the constant C is independent of ε. H.W. Alt and L.A. Caffarelli in [2] obtained
an analogous estimate using comparison principles for solutions of second order partial
differential equations. Since we do not possess any comparison or maximum principle,
we are not able to adopt their approach. This is why, we have chosen the monotone,
but not strictly monotone, penalization term fε.
To show the equivalence of the penalized and the original problem it now remains to
establish a condition such that |Ω(uε)| < ω0. This will be done in Section 4.1.
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2.2 C1,α Regularity of the Minimizers uε
Our next aim is to show the Hölder continuity of the first order derivatives of uε. We
choose an approach which has been used for many similar problems [5, 11, 35]. Using
Morrey’s Dirichlet Growth Theorem (see Theorem 2.7), we are able to show the C1,α
regularity in B only by using the minimality of uε for the functional Jε in H2,20 (B).
In the following, we prove a version of Morrey’s Dirichlet Growth Theorem, which is
fitted for our case. The proof is mainly cited from [25].
Theorem 2.7 (Morrey’s Dirichlet Growth Theorem). Suppose ϕ ∈ H1,p0 (B), 1 ≤
p ≤ n, 0 < α ≤ 1 and suppose there exists a constant M > 0, such that
(2.6)
ˆ
Br(x0)∩B
|∇ϕ(x)|p dx ≤ M rn−p+αp
for every Br(x0) with x0 ∈ B. Then ϕ ∈ C0,α(B) .
Proof. Using an approximation argument, we assume ϕ ∈ C1(B). We choose x, y ∈ B
and set x¯ := x+y2 and ρ :=
|x−y|
2 . Then for each η ∈ Bρ(x¯) there holds
ϕ(η)− ϕ(y) =
1ˆ
0
(η − y).∇ϕ(y + t(η − y)) dt .
Since ϕ ∈ H1,p0 (B) this implies
(2.7)
 
Bρ(x¯)
|ϕ(η)− ϕ(y)| dη ≤ 2ρ|Bρ|
ˆ
Bρ(x¯)∩B
1ˆ
0
|∇ϕ(y + t(η − y))| dt dη .
Now we set z := y + t(η − y) and x¯t := (1 − t)y + tx¯. Then z ∈ Btρ(x¯t) and x¯t ∈ B.
By Hölder’s inequality we obtain
ˆ
Bρ(x¯)∩B
1ˆ
0
|∇ϕ(y + t(η − y))| dt dη =
1ˆ
0
ˆ
Btρ(x¯t)∩B
|∇ϕ(z)| dz dt
≤
1ˆ
0

ˆ
Btρ(x¯t)∩B
|∇ϕ(z)|p dz

1
p
|Btρ(x¯t ∩B)|
p−1
p
(2.6)
≤
1ˆ
0
C(n, p,M) (tρ)n+α−1 dt
= C(n, p,M) 1
n+ αρ
n+α−1 .
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Hence, we can proceed in (2.7) to
(2.8)
 
Bρ(x¯)
|ϕ(η)− ϕ(y)| dη ≤ C(n, p,M) 1
n+ αρ
α .
Repeating these arguments with x instead of y, we get
(2.9)
 
Bρ(x¯)
|ϕ(η)− ϕ(x)| dη ≤ C(n, p,M) 1
n+ αρ
α .
Thus, we obtain
|ϕ(x)− ϕ(y)| ≤
 
Bρ(x¯)
|ϕ(η)− ϕ(y)| dη +
 
Bρ(x¯)
|ϕ(x)− ϕ(η)| dη
and (2.8) and (2.9) give us
|ϕ(x)− ϕ(y)| ≤ C(n, p,M) 1
n+ αρ
α = C(n, p,M) 12α(n+ α) |x− y|
α .
Since x and y have been chosen arbitrarily in B, the claim is proven.
Note that the α-Hölder coefficient of ϕ is Lα = C(n, p,M) 12α(n+α) .
We need to verify the assumptions of Theorem 2.7 for the second order derivatives of
uε. Since we are not interested in any local results, we must allow to consider balls
BR(x0) leaving B. For this reason, we need the just proven version of Morrey’s Dirichlet
Growth Theorem. Thus, we may consider BR(x0) ∩B if BR(x0) 6⊂ B. Now let x0 ∈ B
and R > 0. We define the comparison function vˆ by
(2.10) vˆ :=
uε, in B \BR(x0)v, in BR(x0) ∩B ,
where v−uε ∈ H2,20 (BR(x0)∩B) and v is biharmonic in BR(x0)∩B. Of course, we only
consider balls BR(x0) which intersect Ω(uε) and satisfy Ω(uε) 6⊂ BR(x0); otherwise, the
function vˆ vanishes. Now suppose 0 < r < R. Then the estimate
(2.11)
ˆ
Br(x0)∩B
∣∣∣D2uε∣∣∣2 dx ≤ 2 ˆ
BR(x0)∩B
∣∣∣D2(v − uε)∣∣∣2 dx+ 2 ˆ
Br(x0)∩B
∣∣∣D2v∣∣∣2 dx
is obvious. The next lemma helps to estimate the last term in the above inequality.
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Lemma 2.8. Using the above notation, there exists a constant C > 0 such that for
each r < R the following estimate holds
ˆ
Br(x0)∩B
∣∣∣D2v∣∣∣2 dx ≤ C ( r
R
)n ˆ
BR(x0)∩B
∣∣∣D2uε∣∣∣2 dx .
Thereby the constant C is independent of r, R and x0 .
Proof. We first show that
ˆ
Br(x0)∩B
∣∣∣D2v∣∣∣2 dx ≤ C ( r
R
)n ˆ
BR(x0)∩B
∣∣∣D2v∣∣∣2 dx .
Note that this claim is obvious if R2 ≤ r < R. Hence, we assume r < R2 in the following.
Now we extend v by zero outside of BR(x0)∩B to a function v1 ∈ H2,2 (BR(x0)) with
ˆ
BR(x0)
D2v1 : D2ϕdx = 0
for each ϕ ∈ C∞c (BR(x0)) . Then equation (3.2) in the proof of Lemma 3.2 in [15]
implies
ˆ
Br(x0)∩B
∣∣∣D2v∣∣∣2 dx = ˆ
Br(x0)
∣∣∣D2v1∣∣∣2 dx ≤ C ( r
R
)n ˆ
BR(x0)
∣∣∣D2v1∣∣∣2 dx
= C
(
r
R
)n ˆ
BR(x0)∩B
∣∣∣D2v∣∣∣2 dx .
Since v is the unique solution of
min

ˆ
BR(x0)∩B
∣∣∣D2w∣∣∣2 dx : w − uε ∈ H2,20 (BR(x0) ∩B)

we immediately get
ˆ
BR(x0)∩B
∣∣∣D2v∣∣∣2 dx ≤ ˆ
BR(x0)∩B
∣∣∣D2uε∣∣∣2 dx .
This finishes the proof.
It remains to estimate the first integral on the right hand side of (2.11).
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Lemma 2.9. Assume the same situation as in Lemma 2.8. Then the estimateˆ
BR(x0)∩B
∣∣∣D2(uε − v)∣∣∣2 dx ≤ C(n, ω0,Λε)Rn−2+2α
holds for each α ∈ (0, 1), where C is a positive constant depending only on n, ω0 and
Λε.
Proof. We fix R < 1 such that |BR(x0)| < ω0. Due to Theorem 2.5 this implies
|BR(x0)| < |Ω(uε)| and the case Ω(uε) ⊂ BR(x0) is excluded. As mentioned above we
only consider the case BR(x0) ∩ Ω(uε) 6= ∅. Otherwise uε − v vanishes in BR(x0). We
obtain the result by comparing the Jε-energies of uε and vˆ, where vˆ is defined as in
(2.10). Yet, it may occur that Ω(vˆ) ⊃ Ω(uε). This inhibits a reasonable comparison of
Jε(uε) and Jε(vˆ) because of the monotonicity of the penalization term. We circumvent
this problem by scaling vˆ. This step is not necessary if there holds Ω(vˆ) ⊂ Ω(uε). In
this case, we can compare Jε(uε) and Jε(vˆ) immediately.
Therefore, we now concentrate on the case Ω(vˆ) ⊃ Ω(uε). Let B∗ ⊂ B be a ball
concentric to B. We define w(x) := vˆ(µx) for x ∈ B∗. Thereby, µ ≥ 1 is chosen such
that |Ω(w)| = |Ω(uε)|. To be precise, B is thought to be a ball with radius R0 and
centre xB. We set B∗ = BR∗(xB), where
R∗ := R0
µ
and µ :=
( |Ω(vˆ)|
|Ω(uε)|
) 1
n
> 1 .
Thus, w ∈ H2,20 (B∗) ⊂ H2,20 (B). Furthermore, there holds Ω(vˆ) ⊂ Ω(uε) ∪ BR(x0) and
we estimate
1 < µ ≤
(
1 + |BR||Ω(uε)|
) 1
n
.
Using Taylor’s expansion and Theorem 2.5 yield
(2.12) 1− µ−2 ≤ C(n, ω0)Rn.
The minimality of uε for Jε in H2,20 (B) now implies
Λε
ˆ
B
|∇w|2 dy ≤
ˆ
B
|∆w|2 dy ⇔ Λεµ−2
ˆ
B
|∇ˆv|2 dx ≤
ˆ
B
|∆vˆ|2 dx .
Rearranging terms we obtain the local inequalityˆ
BR∩B
|∆uε|2 dx −
ˆ
BR∩B
|∆v|2 dx
≤ Λε
(
1− 1
µ2
)
+ Λε
µ2
 ˆ
BR∩B
|∇uε|2 dx−
ˆ
BR∩B
|∇v|2 dx
 ,
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where we denote BR = BR(x0) for simplicity. Since v is biharmonic in BR ∩ B and
v − uε ∈ H2,20 (BR ∩B), we obtain on the left hand side
ˆ
BR∩B
|∆(uε − v)|2 dx =
ˆ
BR∩B
|∆uε|2 − |∆v|2 dx .
This leads to
(2.13)
ˆ
BR∩B
|∆(uε − v)|2 dx ≤ Λε
(
1− 1
µ2
)
+ Λε
µ2
ˆ
BR∩B
∇(uε − v).∇(uε + v) dx.
Now we integrate by parts and apply Young’s inequality on the integral on the right
hand side. We deduceˆ
BR∩B
∇(uε − v).∇(uε + v) dx = −
ˆ
BR∩B
∆(uε − v) (uε + v) dx
≤ 12Λε
ˆ
BR∩B
|∆(uε − v)|2 dx+ Λε
ˆ
BR∩B
u2ε + v2dx .
Recalling that µ > 1 we now obtain
ˆ
BR∩B
|∆(uε − v)|2 dx ≤ 2Λε
(
1− 1
µ2
)
+ 2Λ2ε
ˆ
BR∩B
u2ε + v2dx .
Since we only consider n = 2 or n = 3, the classical Sobolev embedding theorems (see
e.g. [9], [16]) imply
|uε(x)| ≤ C‖uε‖H2,20 (B) = C
√
Λε
for each x ∈ BR(x0). Similarly, since v ∈ H2,2(BR(x0) ∩ B) and v is biharmonic in
BR ∩B, there holds
|v(x)| ≤ C‖v‖H2,2(BR(x0)∩B) ≤ C‖uε‖H2,20 (B) = C
√
Λε .
Hence,
ˆ
BR(x0)∩B
|∆(uε − v)|2 dx ≤ 2Λε
(
1− 1
µ2
)
+ Λ
5
2
ε CRn
(2.12)
≤ C(n, ω0,Λε)Rn.
Since v − uε ∈ H2,20 (BR(x0) ∩B) and R < 1 the claim is proven.
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The next lemma is the last technical tool, which is necessary to prove the C1,α regularity
of the minimizer. For the proof we refer to [13], Chapter III.
Lemma 2.10. Let Φ be a nonnegative and nondecreasing function. Suppose that there
exist positive constants γ, α, κ, β , β < α, such that for all 0 ≤ r ≤ R ≤ R0
Φ(r) ≤ γ
[(
r
R
)α
+ δ
]
Φ(R) + κRβ.
Then there exists a constant δ0 = δ0(γ, α, β) such that if δ < δ0, for all r < R ≤ R0 we
have
Φ(r) ≤ c
(
r
R
)β
[Φ(R) + κRβ] ,
where c is a constant depending on α, β and γ .
Now we are able to prove one of the main theorems of this section.
Theorem 2.11. Let uε be a solution of the penalized problem (Pε). Then uε ∈ C1,α(B)
for each α ∈ [0, 1).
Proof. According to Theorem 2.7, we have to estimate
ˆ
Br(x0)∩B
|∇∂iuε|2 dx
for every Br(x0) with x0 ∈ B and every i = 1, . . . , n. Therefore, we choose x0 ∈ B and
fix R < 1 such that |BR(x0)| < ω0. Now let 0 < r < R. We only consider the case
Br(x0) ∩ Ω(uε) 6= ∅; otherwise uε vanishes in Br(x0). Now consider the comparison
function vˆ as in (2.10) and recall estimate (2.11)
ˆ
Br(x0)∩B
∣∣∣D2uε∣∣∣2 dx ≤ 2 ˆ
BR(x0)∩B
∣∣∣D2(uε − v)∣∣∣2 dx+ 2 ˆ
Br(x0)∩B
∣∣∣D2uε∣∣∣2 dx .
Due to Lemma 2.8 and Lemma 2.9 there holds
ˆ
Br(x0)∩B
∣∣∣D2uε∣∣∣2 dx ≤ C(n, ω0,Λε)Rn−2+2α + C ( r
R
)n ˆ
BR(x0)∩B
∣∣∣D2uε∣∣∣2 dx.
Applying Lemma 2.10 leads to
ˆ
Br(x0)∩B
∣∣∣D2uε∣∣∣2 dx ≤ C ( r
R
)n−2+2α (
Λε + C(n, ω0,Λε)Rn−2+2α
)
.
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Since R was fixed, we obtain
ˆ
Br(x0)∩B
∣∣∣D2uε∣∣∣2 dx ≤ C(n, ω0,Λε)rn−2+2α.
Hence, for every i = 1, . . . , n there holds
(2.14)
ˆ
Br(x0)∩B
|∇∂iuε|2 dx ≤ C(n, ω0,Λε)rn−2+2α
for every Br(x0) with r < R and x0 ∈ B. Consequently, Morrey’s Dirichlet Growth
Theorem (Theorem 2.7) implies ∂iuε ∈ C0,α(B) and we finally obtain uε ∈ C1,α(B) for
each α ∈ [0, 1).
In the next chapter, we will show that a solution of the penalized problem (Pε) solves the
problem (P) if we choose the parameter ε smaller than an appropriate ε0. Accordingly,
we will need estimates, which are independent of ε. In order to obtain bounds on the
Hölder coefficients which are independent of ε, we need the following lemma.
Lemma 2.12. There exists a constant Λmax such that for all ε > 0 there holds
Λε ≤ Λmax.
The constant Λmax can be computed explicitly and depends only on the dimension n
and the intended volume ω0.
Proof. Let r0 :=
(
ω0
ωn
) 1
n and choose x0 ∈ B such that Br0(x0) ⊂ B. Since we assume
ω0 << |B|, a point x0 with the desired property exists. Now let ϕ0 be the first buckling
eigenfunction on Br0(x0). Then ϕ0 ∈ H2,20 (Br0(x0)) ⊂ H2,20 (B) and Ω(ϕ0) = Br0(x0).
Since |Br0(x0)| = ω0 the minimality of uε for Jε provides
Λε ≤
ˆ
Br0 (x0)
|∆ϕ0|2 dx = Λ(Br0(x0)) =: Λmax .
For each domain M ⊂ Rn the buckling eigenvalue satisfies the homothety property
t2Λ(tM) = Λ(M). Thus,
(2.15) Λmax = Λ(Br0) =
1
r20
Λ1 =
(
ωn
ω0
) 2
n
Λ1,
where Λ1 is the first buckling eigenvalue of B1(0) ⊂ Rn.
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The next remark collects properties of the Hölder coefficient of ∇uε. They will be
helpful in several estimates in the sequel.
Remark 2.13. (a) Due to Lemma 2.12, the Hölder coefficients of ∇uε in B are
bounded independently of ε.
(b) At the very end of the proof of Theorem 2.7, we can find the explicit form of the
Hölder coefficient. Let us recall this result. For α ∈ (0, 1] the α-Hölder coefficient
is
Lα = C(n, p,M)
1
2α(n+ α) ,
where M is the constant from (2.6). From (2.14) and part (a) of the present
remark we conclude that the α-Hölder coefficient of ∇uε satisfies
Lα ≤ C(n, ω0,Λmax) 12α(n+ α)
(2.15)= C(n, ω0)
1
2α(n+ α) .
Hence, the Hölder coefficient of ∇uε for arbitrary α ∈ [0, 1) is bounded by a
constant L2 which is independent of α and ε. In the same way, we see that
the Hölder coefficient of uε for α ∈ [0, 1) is bounded by a constant L1, which is
independent of α and ε.
23
2 Existence of a Solution of the Penalized Problem
24
3 C1,1 Regularity of the Minimizers
In this chapter, we prove the C1,1 regularity of the minimizers uε in B. To obtain
this regularity result we apply a local obstacle-type Euler-Lagrange inequality (see
Theorem 3.1). This inequality enables us to find a bound on ∆uε almost everywhere
in B. In particular, we show that close to the free boundary the bound on the second
order derivatives of a minimizer uε is independent of the parameter ε.
3.1 ∆uε is bounded in B
In this section, we prove that ∆uε is bounded in B. For this purpose, we first establish
an obstacle-type Euler-Lagrange inequality in every ball Br(x0). Together with a suit-
able test function, this inequality leads to a uniform upper bound on the mean-value
of |∆uε|2 over Br(x0), where x0 is in or close to the free boundary. This is the crucial
observation for proving that ∆uε is bounded almost everywhere in B. We start by
establishing an obstacle-type Euler-Lagrange inequality. In the sequel, we denote for
x ∈ B
Uε(x) := ∆uε(x) + Λεuε(x) .
In view of Lemma 2.4, Uε is a harmonic function in Ω(uε).
Theorem 3.1. Suppose uε ∈ H2,20 (B) is a minimizer of Jε. Assume Br(x0) ⊂ Rn with
x0 ∈ B and let
CεBr(x0) := {v − uε ∈ H2,20 (Br(x0)) : Ω(v) ∩Br(x0) ⊂ Ω(uε) ∩Br(x0)} .
Then for each v ∈ CεBr(x0) there holds
ˆ
Br(x0)
Uε∆(uε − v) dx ≤ 0 .
Proof. Suppose x0 ∈ B and r > 0. We consider the functional Fε : CεBr(x0) → R given
by
Fε(v) :=
ˆ
Br(x0)∩B
|∆v|2 dx− Λε
ˆ
Br(x0)∩B
|∇v|2 dx
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and minimize Fε in CεBr(x0). Without loss of generality, we assume that Br(x0) intersects
∂Ω(uε). Otherwise the claim is obvious since Uε is harmonic in Ω(uε). Let v ∈ CεBr(x0)
be arbitrary. We define
vˆ =
v, in Br(x0) ∩Buε, in B \Br(x0) .
Then vˆ ∈ H2,20 (B) and
Ω(vˆ) = [Ω(uε) \ (Ω(uε) ∩Br(x0))] ∪˙Ω(v).
Since v ∈ CεBr(x0), there holds |Ω(vˆ)| ≤ |Ω(uε)|. Thus, the minimality of uε, together
with the monotonicity of the penalization term fε, implies
Λε
ˆ
B
|∇ˆv|2 dx ≤
ˆ
B
|∆vˆ|2 dx ⇔ Fε(uε) ≤ Fε(v) .
Therefore, uε minimizes Fε in CεBr(x0). Now we make use of the convexity of CεBr(x0)
to gain the Euler-Lagrange inequality. For each v ∈ CεBr(x0) and t ∈ [0, 1] there holds
tuε + (1− t)v ∈ CεBr(x0). Hence, we obtain for each t ∈ [0, 1]
min
v∈CεBr(x0)
Fε(v) = Fε(uε) ≤ Fε(tu+ (1− t)v) .
This implies
d
dt
∣∣∣∣∣∣
t=1
Fε(tuε + (1− t)v) ≤ 0⇔
ˆ
Br(x0)
Uε∆(uε − v) dx ≤ 0 .
Our next aim is to show that ∆uε is bounded in B. Therefore, we consider a ball
Br(x0), which intersects the free boundary. We will prove that the mean-value of
|∆uε|2 over this ball is bounded independently of x0, r and ε. This boundedness will
be the essential observation in proving the C1,1 regularity of a minimizer uε.
For the time being, we choose x0 ∈ B close to the free boundary. By ’close’ we mean
dist(x0, ∂Ω(uε)) < 14 in this context. Furthermore, we consider r > 0 such that Br(x0)
intersects the free boundary. Thus, there holds 0 < r < 14 . Now we set
(3.1) αr :=
ln(r)− ln(1− r)
ln(r) .
Note that there holds
αr ∈
(
ln(3)
2 ln(2) , 1
)
and r1−αr = 1− r .
The following technical lemma is a slight modification of [14], Lemma (1.1). It will be
applied in the proof of Theorem 3.3.
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Lemma 3.2. Let f(t) be a nonnegative bounded function defined for 0 ≤ T0 ≤ t ≤ T1.
Suppose that for T0 ≤ t < s ≤ T1 we have
f(t) ≤ ϑf(s) +
m∑
l=0
cl(s− t)−l,
where m ∈ N, cl, ϑ are nonnegative constants and ϑ < 1. Then there exists a constant
γ > 1, depending on m and ϑ such that for every ρ,R, T0 ≤ ρ < R ≤ T1 we have
f(ρ) ≤ γ
m∑
l=0
cl(R− ρ)−l .
Proof. Choose 0 < τ < 1 and consider the sequence (tk)k defined by
t0 := ρ and tk+1 − tk = (1− τ)τ k(R− ρ) .
Iteration yields
f(t0) ≤ ϑnf(tn) + (1− τ)−m
(
n−1∑
k=0
ϑkτ−km
)(
m∑
l=0
cl(R− ρ)−l
)
.
Now fix τ such that τ−mϑ < 1 and let n→∞ . This proves the claim with
γ = (1− τ)−m(1− ϑτ−m)−1 .
The next theorem is the most important observation in this chapter. It is the key to
the C1,1 regularity of the minimizers.
Theorem 3.3. Let uε be a solution of the problem (Pε). Suppose x0 ∈ B and 0 < r < 14
such that Br(x0) ∩ ∂Ω(uε) 6= ∅. Then there exists a constant M0 > 0 such that there
holds  
B r
2
(x0)
|∆uε|2 dx ≤M0 .
The constant M0 depends on n and ω0, but in particular, not on x0, r or ε.
Proof. Let x0 ∈ B and r ∈
(
0, 14
)
such that Br(x0) intersects ∂Ω(uε). Then there
exists at least one point x¯ ∈ Br(x0)∩ ∂Ω(uε). For the sake of convenience, we consider
x0 = 0. Now let r2 ≤ t < s ≤ r. We construct a suitable function v ∈ CεBs(0), whereCεBs(0) is defined as in Theorem 3.1. Consider the smooth functions µ ∈ C∞0 (Bs(0)) and
η ∈ C∞(Rn) with
0 ≤ µ ≤ 1 and µ ≡ 1 in B s+t
2
(0)
and
0 ≤ η ≤ 1 , η ≡ 1 in Rn \B s+t
2
(0) and η ≡ 0 in Bt(0) .
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|x|t s+t2 s
1
0
η
µ
Figure 3.1: The cut-off functions η and µ.
A sketch of η and µ can be found in Figure 3.1. Remember that for cut-off functions
like these there holds
∣∣∣∂βη∣∣∣ , ∣∣∣∂βµ∣∣∣ ≤ C(s− t)|β|
for multi-indices β with 0 ≤ |β| ≤ 2. The constant C is independent of s or t.
For x ∈ Bs(0) we define v(x) = η(x)(1 − rµ)uε(x). Then v ∈ CεBs(0). Therefore,
Theorem 3.1 implies
ˆ
Bs(0)
Uε∆(uε − v)dx ≤ 0 .
Consequently, there holds
r
ˆ
Bs\B s+t
2
Uε∆(µuε)dx+
ˆ
B s+t
2
\Bt
Uε∆(uε(1− η(1− r)))dx+
ˆ
Bt
Uε∆uε dx ≤ 0
⇔
ˆ
Bt
Uε∆uε dx ≤ −r
ˆ
Bs\B s+t
2
Uε∆(uε µ)dx+
ˆ
B s+t
2
\Bt
Uε∆(uε(η(1− r)− 1))dx .(3.2)
We estimate the integrals on the right hand side separately. Since µ ≥ 0, we obtain for
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the first one
−r
ˆ
Bs\B s+t
2
Uε∆(uε µ)dx = −r
ˆ
Bs\B s+t
2
(∆uε + Λεuε)(∆uεµ+ 2∇uε.∇µ+ uε∆µ)dx
≤ −r
ˆ
Bs\B s+t
2
∆uε(Λεuεµ+ 2∇uε.∇µ+ uε∆µ) dx
+ Λεr
ˆ
Bs\B s+t
2
2 |uε| |∇uε.∇µ|+ u2ε |∆µ| dx .
Applying Cauchy’s inequality, we get
−r
ˆ
Bs\B s+t
2
Uε∆(uεµ)dx ≤ 32
ˆ
Bs\B s+t
2
|∆uε|2 dx+ 2Λ2ε
ˆ
Bs
u2εdx
+ 8r2
ˆ
Bs\B s+t
2
|∇uε|2 |∇µ|2 dx+ 2r2
ˆ
Bs\B s+t
2
u2ε |∆µ|2 dx
+ C(Λmax, L1, L2)
r
s− t |Bs|+ C(Λmax, L1)
r2
(s− t)2 |Bs| ,
where L1 and L2 are the bounds on the Hölder coefficients according to Remark 2.13.
This leads to
−r
ˆ
Bs\B s+t
2
Uε∆(uεµ)dx ≤ 32
ˆ
Bs\B s+t
2
|∆uε|2 dx
+ C(Λmax, L1, L2) |Br|
(
1 + r
s− t +
r2
(s− t)2 +
r4
(s− t)4
)
,
Next, we estimate the second integral on the right hand side of (3.2). Since there holds
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η(1− r)− 1 ≤ 0, we achieve
ˆ
B s+t
2
\Bt
Uε∆(uε(η(1− r)− 1))dx
=
ˆ
B s+t
2
\Bt
(∆uε + Λεuε)(∆uε(η(1− r)− 1) + 2(1− r)∇uε.∇η + (1− r)uε∆η)dx
≤
ˆ
B s+t
2
\Bt
∆uε (2(1− r)∇uε.∇η + Λεuε(η(1− r)− 1) + (1− r)uε∆η) dx
+ Λε(1− r)
ˆ
B s+t
2
\Bt
2uε∇uε.∇η + u2ε∆η dx .
Applying Cauchy’s inequality once more leads to
ˆ
B s+t
2
\Bt
Uε∆(uε(η(1− r)− 1))dx
≤ 32
ˆ
B s+t
2
\Bt
|∆uε|2 dx+ 2Λ2ε
ˆ
B s+t
2
\Bt
u2εdx+ 8(1− r)2
ˆ
B s+t
2
\Bt
|∇uε|2 |∇η|2 dx
+ 2(1− r)2
ˆ
B s+t
2
\Bt
u2ε |∆η|2 dx+ 2Λε(1− r)
ˆ
B s+t
2
\Bt
uε∇uε.∇η dx .
Since ∇uε is αr-Hölder continuous, (3.1) yieldsˆ
B s+t
2
\Bt
Uε∆(uε(η(1− r)− 1))dx ≤ 32
ˆ
B s+t
2
\Bt
|∆uε|2 dx
+ C(Λmax, L1, L2) |Br|
(
1 + r
s− t +
r2
(s− t)2 +
r4
(s− t)4
)
.
Now we go back to (3.2). Since L1, L2,Λmax ≤ C(n, ω0) (see Lemma 2.12 and Re-
mark 2.13), we obtain
ˆ
Bt
|∆uε|2 dx ≤ 32
ˆ
Bs\Bt
|∆uε|2 dx− Λε
ˆ
Bt
uε∆uε dx
+ C(n, ω0) |Br|
4∑
l=0
cl
rl
(s− t)l ,
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where cl = 1 for l ∈ {0, 1, 2, 4} and c3 = 0. Again, we apply Cauchy’s inequality and
achieve ˆ
Bt
|∆uε|2 dx ≤ 3
ˆ
Bs\Bt
|∆uε|2 dx+ C(n, ω0) |Br|
4∑
l=0
cl
rl
(s− t)l .
Now we use the so-called hole filling technique. This means we add three times the left
hand side of the above inequality to both sides of the inequality. This ’fills the hole’ in
the domain over which the integral on the right hand side is taken. We obtain
ˆ
Bt
|∆uε|2 dx ≤ 34
ˆ
Bs
|∆uε|2 dx+ C(n, ω0) |Br|
4∑
l=0
cl
rl
(s− t)l .
The hole filling technique provides that we now are able to apply Lemma 3.2. Hence,
we obtain ˆ
B r
2
|∆uε|2 dx ≤ C(n, ω0) |Br| .
Note that the constant C is independent of x0, r and, in particular, of ε.
Theorem 3.3 allows to show that ∆uε is bounded almost everywhere in B. To prove
this, we set
(3.3) Ω∗(uε) :=
{
x ∈ Ω(uε) : dist(x, ∂Ω(uε)) < 18
}
.
and divide the closure of Ω(uε) in three parts (provided that Ω∗(uε) 6= Ω(uε)):
1. the inner part Ω(uε) \ Ω∗(uε), in which the distance of each point to the free
boundary is ’large’,
2. the inner neighbourhood Ω∗(uε) of the free boundary, which contains points with
sufficiently small distance to the free boundary,
3. the free boundary itself.
In each of this sets we establish a bound on ∆uε. If Ω∗(uε) = Ω(uε), it suffices to
consider Ω(uε) and the free boundary. In this case, a separate analysis of an inner part
is not necessary (see Remark 3.6). Establishing a separate bound on the free boundary
is necessary since we still do not know whether the free boundary is a nullset with
respect to the n-dimensional Lebesgue measure or not. Due to well-known results in
the theory of Partial Differential Equations (e.g. [36]), we get an inner bound for the
second order derivatives of uε, which is independent of the parameter ε.
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Lemma 3.4. There exists a constant M1 > 0 such that for each minimizer uε there
holds ∣∣∣D2uε(x)∣∣∣ ≤M1 for each x ∈ Ω(uε) \ Ω∗(uε).
The constant M1 only depends on n and ω0.
Proof. Since uε solves an elliptic equation in Ω(uε) and Ω(uε)\Ω∗(uε) is compact subset
of Ω(uε), the boundedness of the second order derivatives of uε follows from standard
arguments in the theory of Partial Differential Equations. However, we will give a
detailed proof in order to ensure that M1 is independent of ε. Let us denote
Iε := Ω(uε) \ Ω∗(uε) =
{
x ∈ Ω(uε) : dist(x, ∂Ω(uε)) ≥ 18
}
.
Of course, we consider Iε 6= ∅. Furthermore, for r > 0 and a compact subset A of Ω(uε)
we define
(3.4) Br(A) := {x ∈: dist(x,A) < r} .
We divide the proof in several steps.
STEP 1: Show that uε ∈ H3,2(Vε), where Vε := B2−5(Iε)
Let us denote Vε := B 3
62
(Iε) and Wε := B 1
16
(Iε). Note that there holds
Vε =
{
x ∈ Ω(uε) : dist(x, ∂Ω(uε)) > 564
}
and
Wε =
{
x ∈ Ω(uε) : dist(x, ∂Ω(uε)) > 116
}
.
In particular, we find that ∅ 6= Vε ⊂⊂ Wε ⊂⊂ Ω(uε). Now we consider a cut-off
function η ∈ C∞0 (Rn) with 0 ≤ η ≤ 1, η ≡ 1 in Vε and η ≡ 0 in Rn \Wε. Moreover,
let 1 ≤ k ≤ n be fixed and choose h ∈ R with |h| sufficiently small. Recalling that for
each ϕ ∈ H2,20 (B) there holdsˆ
B
D2uε : D2ϕdx =
ˆ
B
∆uε∆ϕdx = −Λε
ˆ
B
∆uε ϕdx,
we obtain for ϕ := −D−hk (η4Dhkuε)
(3.5)
ˆ
B
DhkD
2uε : D2(η4Dhkuε)) dx = Λε
ˆ
B
∆uεD−hk (η4Dhkuε) dx.
Thereby, Dhkw(x) denotes the difference quotient
Dhkw(x) :=
w(x+ hek)− w(x)
h
.
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In the following, we estimate the left and the right hand side of (3.5) separately. First
we consider the left hand side and obtainˆ
B
DhkD
2uε : D2(η4Dhkuε)) dx =
ˆ
Wε
η4
∣∣∣DhkD2uε∣∣∣2 dx
+
ˆ
Wε
Dhk(∂i∂juε) ·
(
12η2∂iη∂jηDhkuε + 4η3∂i∂jηDhkuε + 4η3∂iDkh∂juε + 4η3∂jDkh∂iuε
)
︸ ︷︷ ︸
=:A
Estimating A leads to
|A| ≤ C
ˆ
Wε
η2
∣∣∣DhkD2uε∣∣∣ (∣∣∣Dhkuε∣∣∣+ ∣∣∣Dhk∇uε∣∣∣) dx.
Applying Young’s inequaltiy yields
|A| ≤ 12
ˆ
Wε
η4
∣∣∣DhkD2uε∣∣∣2 dx+ C
ˆ
Wε
∣∣∣Dhkuε∣∣∣2 + ∣∣∣Dhk∇uε∣∣∣2 dx.
Provided that |h| is sufficiently small, Lemma 7.23 in [17] implies
|A| ≤ 12
ˆ
Wε
η4
∣∣∣DhkD2uε∣∣∣2 dx+ C (‖∇uε‖2L2(Wε) + ‖D2uε‖2L2(Wε))
≤ 12
ˆ
Wε
η4
∣∣∣DhkD2uε∣∣∣2 dx+ C(n, ω0)
Thus, there holdsˆ
B
DhkD
2uε : D2(η4Dhkuε)) dx ≥
1
2
ˆ
Wε
η4
∣∣∣DhkD2uε∣∣∣2 dx− C(n, ω0).
Now, we esitmate the right hand side of (3.5) applying Young’s inequaltiy. This leads
to
Λε
ˆ
B
∆uεD−hk (η4Dhkuε) dx ≤
Λ2ε
2
ˆ
Wε
|∆uε|2 dx+ 12
ˆ
Wε
∣∣∣D−hk (η4Dhkuε)∣∣∣2 dx.
Consequently, by Lemma 7.23 in [17] we find
Λε
ˆ
B
∆uεD−hk (η4Dhkuε) dx ≤
Λ2ε
2
ˆ
Wε
|∆uε|2 dx+ 12
ˆ
B
∣∣∣∇(η4Dhkuε)∣∣∣2 dx
≤ Λ
2
ε
2
ˆ
Wε
|∆uε|2 dx+ C
(
‖∇uε‖2L2(Wε) + ‖D2uε‖2L2(Wε)
)
≤ C(n, ω0).
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Joining the previous estimates we finally obtain
ˆ
Wε
η4
∣∣∣DhkD2uε∣∣∣ ≤ C(n, ω0).
Subsequently, there holds
‖Dhk∂i∂luε‖L2(Vε) ≤ C(n, ω0)
for every choice of 1 ≤ i, j ≤ n. Then Lemma 7.24 in [17] implies the existence of
∂k∂i∂juε in Vε and, furthermore,
‖∂k∂i∂juε‖L2(Vε) ≤ C(n, ω0).
Since 1 ≤ k ≤ n was chosen arbitrarily, there holds uε ∈ H3,2(Vε).
STEP 2: Show that uε ∈ H4,2(Kε), where Kε := B 1
64
(Iε)
We denote Kε := B 1
64
(Iε) and Lε := B 1
32
(Iε). Then there holds
Kε :=
{
x ∈ Ω(uε) : dist(x, ∂Ω(uε)) > 764
}
and
Lε :=
{
x ∈ Ω(uε) : dist(x, ∂Ω(uε)) > 332
}
.
Now we choose a cut-off function η ∈ C∞0 (Rn) with 0 ≤ η ≤ 1, η ≡ 1 in Kε and η ≡ 0
in Rn \ Lε. Since for each 1 ≤ l ≤ n and every ϕ ∈ H2,20 (B) there holds
ˆ
B
D2∂luε : D2ϕdx = −Λε
ˆ
B
∂l∆uε ϕdx,
we achieve uε ∈ H4,2(Kε) repeating the arguments from the first step and defining
ϕ := −D−hk (η4Dhk∂luε). Note that there holds
‖uε‖H4,2(Kε) ≤ C(n, ω0).
STEP 3: Show that |D2uε(x)| ≤M1 for every x ∈ Iε
Let us choose 1 ≤ k, l ≤ n and set w := ∂k∂luε. In view of STEP 2 there holds
w ∈ H2,2(Kε). Now let x0 ∈ Iε be arbitrary, but fixed. Then B2−5(x0) ⊂ Kε because
for every x ∈ B2−5(x0) there holds
dist(x, ∂Ωε) ≥ dist(x0, ∂Ωε)− |x− x0| > 764 .
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Thus, we find that w ∈ H2,2(B2−5(x0)). Next, we show that w ∈ H1,q(B2−6(x0)) for a
q such that 1 − n
q
> 0. For that purpose, we assume p ∈ R with n2 < p < 2 and set
q := np
n−p . Subsequently, we find that
1− n2 ≥ 1−
n
p
= −n
q
and 1− n
q
> 0.
Consider now a multi-index s with |s| ≤ 1 and a cut-off function η ∈ C∞0 (Rn) with
0 ≤ η ≤ 1, η ≡ 1 in B2−6(x0) and η ≡ 0 in Rn \ B2−5(x0). Then η∂sw ∈ L2(Rn) and
applying Hölder’s inequaltiy we get
‖∇(η∂sw)‖Lp(Rn) = ‖∇(η∂sw)‖Lp(B2−5 (x0)) ≤ |B2−5(x0)|
1
p
− 12 · ‖∇(η∂sw)‖L2(B2−5 (x0))
≤ C(n, p) ‖∂sw‖H1,2(B2−5 (x0)) ≤ C(n, p) ‖uε‖H4,2(Kε) ≤ C(n, p, ω0).
Hence, Sobolev’s Theorem (e.g. in [1]) implies
‖η∂sw‖Lq(B2−5 (x0)) = ‖η∂sw‖Lq(Rn) ≤ q ·
n− 1
n
‖∇(η∂sw)‖Lp(B2−5 (x0))
≤ C(n, p, ω0).
Consequently, ‖∂sw‖Lq(B2−6 (x0)) ≤ C(n, p, ω0) for every multi-index s with |s| ≤ 1, and
we conclude ‖w‖H1,q(B2−6 (x0)) ≤ C(n, p, ω0).
Now assume η to be a cut-off function defined on B2−7(x0) and B2−8(x0) instead of
B2−5(x0) and B2−6(x0). Then we find that for every y ∈ ∂B1(0) there holds
|w(x0)| = |(ηw)(x0)| ≤
2−6ˆ
0
|∇(ηw)(x0 + ty)| dt.
Subsequently, we estimate applying Hölder’s inequality
|w(x0)| ≤ C(n)
ˆ
B2−6 (x0)
|∇(ηw)(x)|
|x− x0|n−1
dx ≤ C(n, p, ω0).
Choosing p = 1 + n4 , there finally holds |∂k∂luε(x0)| ≤ C(n, ω0). The constant C(n, ω0)
does not depend on the choice of l, k or x0 and, in particular, not on the parameter ε.
Thus, we conclude that ∣∣∣D2uε(x)∣∣∣ ≤ C(n, ω0)
for every x ∈ Iε.
Note that the constant M1 in the previous remark does not depend on the parameter
ε, but on n and ω0. Our next step is establishing a bound on ∆uε in Ω∗(uε). Due to
Theorem 3.3, this bound is independent of ε, too.
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Lemma 3.5. There exists a constant M2 > 0 such that for each minimizer uε there
holds
|∆uε(x)| ≤M2 for every x ∈ Ω∗(uε) .
The constant M2 only depends on n and ω0.
Proof. We choose x0 ∈ Ω∗(uε) and set d0 := dist(x0, ∂Ω(uε)). Moreover, for δ > 0 let
d := d0−δ. Then there holds d0 ≤ d+dn+1 < 14 for δ sufficiently small. Now recall thatUε is harmonic in Ω(uε) (see Lemma 2.4). Furthermore, Bd(x0) is compactly contained
in Ω(uε). Thus, the mean value property of harmonic functions implies
Uε(x0) =
 
Bd(x0)
Uε(x) dx .
Since we want to apply Theorem 3.3, we extend the ball Bd(x0) to Bd+dn+1(x0) and
correct our error immediately. Hence,
Uε(x0) = 1|Bd|
ˆ
Bd+dn+1 (x0)
Uε(x) dx− 1|Bd|
ˆ
Bd+dn+1 (x0)\Bd(x0)
Uε(x) dx .
Now we take absolute values and estimate applying Hölder’s inequality:
|Uε(x0)| ≤ |Bd+dn+1||Bd|
√√√√√
 
Bd+dn+1 (x0)
U2ε (x)dx+
√
|Bd+dn+1| − |Bd|
|Bd| C(n, ω0).
Since d is bounded from above by 14 , we proceed to
|Uε(x0)| ≤ C(n)
√√√√√
 
Bd+dn+1 (x0)
|∆uε|2 dx+ C(n, ω0) + C(n, ω0) .
Now we apply Theorem 3.3 and obtain
(3.6) |Uε(x0)| ≤ C(n, ω0,M0) ≤ C(n, ω0),
where M0 is the constant introduced in Theorem 3.3. Since x0 ∈ Ω∗(uε) was chosen
arbitrarily, and the constant in (3.6) is independent of x0 and d0, the claim is proven.
Remark 3.6. If Ω∗(uε) = Ω(uε), the previous lemma gives an estimate for each x ∈
Ω(uε). In this case, we could omit Lemma 3.4. In the proof of Lemma 3.5, we need
to control the distance to the free boundary by a fixed quantity. This is why we need a
separate analysis of Ω(uε) \ Ω∗(uε) if Ω∗(uε) 6= Ω(uε).
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Finally, yet importantly, we need a uniform bound for ∆uε on the free boundary ∂Ω(uε).
If the free boundary was a Lebesgue nullset, we obviously would not need this consid-
eration. However, since we do not yet have this information, we need the following
lemma, which takes advantage of the L2(B) regularity of ∆uε.
Lemma 3.7. Suppose Ln(∂Ω(uε)) > 0. Then for almost every x ∈ ∂Ω(uε) there holds
|∆uε(x)| ≤
√
M0 ,
where M0 is the constant introduced in Theorem 3.3.
Proof. Since ∆uε ∈ L2(B) and we suppose Ln(∂Ω(uε)) > 0, almost every x ∈ ∂Ω(uε)
is a Lebesgue Point of |∆uε|2. Hence, for almost every x ∈ ∂Ω(uε) there holds
|∆uε(x)|2 = lim
r→0
 
Br(x)
|∆uε(y)|2 dy .
For r sufficiently small, we apply Theorem 3.3 and obtain |∆uε(x)|2 ≤M0 .
Joining the Lemmata 3.4, 3.5 and 3.7 we achieve the main theorem of this section.
Theorem 3.8. There exists a constant M > 0, depending on n and ω0, such that for
each minimizer uε of the functional Jε there holds ‖∆uε‖L∞(B) ≤M .
3.2 C1,1 Regularity of uε
To prove the C1,1 regularity of the minimizers uε it remains to show that the second
order derivatives of uε are bounded almost everywhere in B. We again divide Ω(uε)
in the three parts mentioned in the beginning of the previous section (provided that
Ω∗(uε) 6= Ω(uε)). Due to Lemma 3.4, we already know that the second order derivatives
of uε are bounded in Ω(uε) \ Ω∗(uε). Using an idea of J. Frehse in [12], we find a
uniform bound in the set Ω∗(uε) (defined in (3.3)). In a similar way, L.A. Caffarelli
and A. Friedman argue in [8]. Finally, we establish a bound on the second order
derivatives on the free boundary. This is necessary since we still do not know if the
free boundary is a nullset with respect to the n-dimensional Lebesgue measure.
In the following, we establish a bound on |D2uε| on Ω∗(uε) . Our proof is based on
an idea of J. Frehse in [12]. Note that the essential device for proving this lemma is
Theorem 3.8.
Lemma 3.9. There exists a constant M3 > 0 such that for each minimizer uε there
holds ∣∣∣D2uε(x)∣∣∣ ≤M3 for every x ∈ Ω∗(uε) .
M3 depends on n and ω0.
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Proof. Let Gn : Rn → R be the biharmonic fundamental solution, i.e.
Gn(x) :=
|x|
2 (ln(x)− 1) , n = 2
− |x| , n = 3 .
Now we choose x0 ∈ Ω∗(uε) and set r := 12 dist(x0, ∂Ω(uε)). We consider the cut-off
functions η ∈ C∞0 (Br(x0)) and µ ∈ C∞(Br(x0)) satisfying
0 ≤ η, µ ≤ 1 , η ≡ 1 in B r
2
(x0),
µ ≡ 1 in Br \B r2 (x0), and µ ≡ 0 in B r4 (x0) .
Setting ζ := η(1− rµ), for each x ∈ B r
8
(x0) there holds
(3.7) uε(x) =
ˆ
Br(x0)
Gn(x− y)∆2(uεζ)(y) dy .
For 1 ≤ k, l ≤ n we define
Lkl := ∂xk∂xl −
1
2δkl∆x .
Straightforward computation shows that
(3.8) LklGn(x) = c(n)
xkxl
|x|n and |∇LklGn(x)| ≤
c(n)
|x|n−1 .
We apply the operator Lkl on both sides of (3.7). On the right hand side, this yields
ˆ
Br(x0)
LklGn(x− y)∆2(uεζ)(y) dy =
ˆ
B r
4
(x0)
LklGn(x− y)∆2uε(y)dy
+
ˆ
B r
2
\B r
4
(x0)
LklGn(x− y)∆2(uε(y)(1− rµ(y))) dy
+(1− r)
ˆ
Br\B r2 (x0)
LklGn(x− y)∆2(uεη)(y) dy .
(3.9)
Now we estimate the three integrals on the right hand side separately. Since B r
4
(x0) ⊂
Ω(uε), there holds ∆2uε(x)+Λε∆uε(x) = 0 for each x ∈ B r4 (x0). This yields in the first
integral
ˆ
B r
4
(x0)
LklGn(x− y)∆2uε(y)dy =− Λε
ˆ
B r
4
(x0)
LklGn(x− y)∆uε(y) dy.
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Furthermore, due to Theorem 3.8 there holds |∆uε| ≤M . Hence,
ˆ
B r
4
(x0)
LklGn(x− y)∆2uε(y)dy ≤ΛεM
ˆ
B r
4
(x0)
|LklGn(x− y)| dy
≤C(n,Λε,M)r2 ,
where M is the bound from Theorem 3.8 . Since x0 ∈ Ω∗(uε), there holds r < 116 < 14 .
We finally get ˆ
B r
4
(x0)
LklGn(x− y)∆2uε(y)dy ≤ C(n,Λε,M) .
Before estimating the next integral, remember that in B r
2
\B r
4
(x0) there holds
∆2(uε(1− rµ)) =− Λε∆uε(1− rµ)− 4rD2uε : D2µ− 2r∆uε∆µ
− 4r∇∆uε.∇µ− 4r∇uε.∇∆µ− ruε∆2µ
because of Lemma 2.4. Hence, we obtain
ˆ
B r
2
\B r
4
(x0)
LklGn(x− y)∆2(uε(1− rµ)) dy
=− Λε
ˆ
B r
2
\B r
4
(x0)
LklGn(x− y)∆uε (1− rµ)dy
− 4r
ˆ
B r
2
\B r
4
(x0)
LklGn(x− y)
(
∇∆uε.∇µ+D2uε : D2µ
)
dy
− r
ˆ
B r
2
\B r
4
(x0)
LklGn(x− y)(2∆uε∆µ− 4∇uε.∇∆µ+ uε∆2µ)dy .
(3.10)
Since 1− rµ ≤ 1, the first term can be estimated as above. This yields
−Λε
ˆ
B r
2
\B r
4
(x0)
LklGn(x− y)∆uε(y)(1− rµ(y))dy ≤ C(n,Λε,M) .
To estimate the third integral on the right hand side of (3.10), we make use of the
Hölder continuity of uε and (3.8). Since we have chosen r as half the distance from x0
to the free boundary, there exists a point x′ ∈ ∂Ω(uε)∩∂B2r(x0). Hence, for x ∈ Br(x0)
there holds
|uε(x)| = |uε(x)− uε(x′)| ≤ L1 r1+α ≤ C(n, ω0)r.
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In the same way, we find that for every x ∈ Br(x0) there holds
|∇uε(x)| ≤ C(n, ω0)rα ≤ C(n, ω0).
Consequently,
− r
ˆ
B r
2
\B r
4
(x0)
LklGn(x− y)(2∆uε(y)∆µ(y)− 4∇uε(y).∇∆µ(y) + uε(y)∆2µ(y))dy
≤C(n) r
ˆ
B r
2
\B r
4
(x0)
1
|x− y|n−2
(
M
r2
+ C(n, ω0)
r3
)
dy
≤C(n, ω0,M) .
In the second integral on the right hand side of (3.10) we integrate by parts. This leads
to
− 4r
ˆ
B r
2
\B r
4
(x0)
LklGn(x− y)
(
∇∆uε(y).∇µ(y) +D2uε(y) : D2µ(y)
)
dy
= 4r
ˆ
B r
2
\B r
4
(x0)
∆uε(y)∇LklGn(x− y).∇µ(y) + ∆µ(y)∇LklGn(x− y).∇uε(y)
+ (D2uε(y).∇LklGn(x− y)).∇µ(y) + 2LklGn(x− y)∆uε(y)∆µ(y) dy
≤ 4r
(
C(M)
r
+ C(n, ω0)
r2
) ˆ
B r
2
\B r
4
(x0)
|∇LklGn(x− y)| dy
+ C(M)
r
ˆ
B r
2
\B r
4
(x0)
|LklGn(x− y)| dy
≤C(n, ω0,M).
Joining the previous estimates, we obtain
(3.11)
ˆ
B r
2
\B r
4
(x0)
LklGn(x− y)∆2(uε(y)(1− rµ(y))) dy ≤ C(n, ω0,Λε,M) .
In a similar way, we estimate the last integral in (3.9). As we have seen before, there
exists an x′ ∈ ∂Ω(uε) ∩ ∂B2r(x0) such that for x ∈ Br(x0) there holds
|∇uε(x)| ≤ C(n, ω0) rαr .
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Thereby αr is defined as in (3.1). In Br \B r2 (x0) there holds
∆2(uεη) =− Λε∆uεη + 4∇∆uε.∇η + 2∆uε∆η
+ 2D2uε : D2η + 4∇uε.∇∆η + uε∆2η .
Thus, we obtain
(1− r)
ˆ
Br\B r2 (x0)
LklGn(x− y)∆2(uεη)(y) dy
≤C(n,Λε,M)− 4(1− r)
ˆ
Br\B r2 (x0)
∆uε∇LklGn.∇η + (D2η.∇LklGn).∇uε dy
+ (1− r)
ˆ
Br\B r2 (x0)
LklGn
(
2∆uε∆η + 4∇uε.∇∆η + uε∆2η
)
dy
≤C(n,Λε,M) + C(n, ω0,Λε,M)r1−αr
(
1 + rαr−1
)
and finally
(3.12) (1− r)
ˆ
Br\B r2 (x0)
LklGn(x− y)∆2(uεη)(y)dy ≤ C(n, ω0,Λε,M).
Now (3.11) and (3.12) imply∣∣∣∣∣∣∣∣
ˆ
Br(x0)
LklGn(x− y)∆2(uεζ)(y)dy
∣∣∣∣∣∣∣∣ ≤ C(n, ω0,Λε,M).
Let us emphasize once more that the constant C is independent of l, k, x, x0, and r.
Hence, applying Lkl on both sides of (3.7) leads to
|Lkluε(x)| ≤ C(n, ω0,Λε,M).
If l 6= k, this means |∂k∂luε(x)| ≤ C(n, ω0,Λε,M). If l = k, we obtain∣∣∣∂2kuε(x)∣∣∣ ≤ |Lkkuε(x)|+ 12 |∆uε(x)| ≤ C(n, ω0,Λε,M) + 12M.
Consequently, we obtain∣∣∣∂2kuε(x)∣∣∣ ≤ C(n, ω0,Λε,M) ≤ C(n, ω0).
This proves the claim.
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It remains to establish a bound on the second order derivatives of uε on the free
boundary, provided that Ln(∂Ω(uε)) > 0. For this purpose, we show that the mean-
value of |D2uε| over balls with their centre in the free boundary is uniformly bounded.
This will be done using the same construction as in the proof of Theorem 3.3. Then
a Lebesgue Point argument as in Lemma 3.7 leads to a uniform bound on |D2uε| on
∂Ω(uε).
Lemma 3.10. Let uε be a minimizer of Jε. Suppose x0 ∈ ∂Ω(uε) and r > 0 such that
Br(x0) ⊂ Ω∗(uε). Then there holds 
Br(x0)
∣∣∣D2uε∣∣∣2 dx ≤M4
and the constant M4 depends on n and ω0. In particular, M4 is independent of x0, r
and ε.
Proof. We argue as in the proof of Theorem 3.3. Let x0 ∈ ∂Ω(uε) and r > 0 such
that Br(x0) ⊂ Ω∗(uε). Without loss of generality, we consider x0 = 0 and obtain for
0 < t < s < r ˆ
Bs(0)
Uε∆(uε − v) dx ≤ 0 .
Then integration by parts leads toˆ
Bt(0)
∣∣∣D2uε∣∣∣2 dx ≤ − ˆ
Bs\Bt(0)
D2uε : D2(uε − v) dx− Λε
ˆ
Bs(0)
uε∆(uε − v) dx .
Now the claim follows applying Lemma 3.9.
The boundedness of |D2uε| on the free boundary now follows analogously to Lemma 3.7.
Corollary 3.11. Let uε be a minimizer of the functional Jε and suppose
Ln(∂Ω(uε)) > 0. Then for almost every x ∈ ∂Ω(uε) there holds∣∣∣D2uε(x)∣∣∣ ≤ √M4.
The main theorem of this section now follows from Lemma 3.4, Lemma 3.9, and Corol-
lary 3.11 .
Theorem 3.12. Suppose uε ∈ H2,20 (B) is a minimizer of the functional Jε. Then the
first order derivatives of uε are Lipschitz continuous, i.e. uε ∈ C1,1(B).
Remark 3.13. Let us emphasize once more that the second order derivatives of uε are
bounded by a constant which is independent of the parameter ε. This is the fundamental
observation for proving the equivalence of the penalized and the original problem (see
Section 4.1).
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Original Problem
In this chapter, we achieve a critical parameter ε0 > 0 such that uε solves the original
problem (P) if we choose ε < ε0. In this way, the problems (Pε) and (P) can be treated
as equivalent. Hence, we obtain a solution u ∈ H2,20 (B) of the original problem (P).
The uniform bounds on the second order derivatives of uε, which we established in the
previous chapter, are crucial for proving the equivalence of the problems (Pε) and (P)
(see Section 4.1).
Furthermore, we compute the first variation of the functional J in Section 4.2.
4.1 Equivalence of the Problems (Pε) and (P)
In this section, we show that Ω(uε) satisfies the volume condition if the parameter ε is
chosen smaller than an appropriate ε0. Following the lines of T. Stepanov and P. Tilli
in [33], we establish an Euler-type equation for uε (see Lemma 4.1). This Euler-type
equation helps to quantify the critical value ε0.
Lemma 4.1. Let ϕ ∈ H1,20 (Rn) ∩ H2,2(Rn) and g ∈ C1,1(R) with g(0) = 0. Assume
uε ∈ H2,20 (B) is a minimizer of Jε. Then there holdsˆ
B
∆uε ∆(ϕ g(uε))− Λε∇uε.∇(ϕ g(uε)) dx = 0.
Proof. We set Ψδ(x) := uε(x) + δ ϕ(x)g(uε(x)), where δ is arbitrary. Note that Ψδ ∈
H2,20 (B) and there holds Ω(Ψδ) ⊂ Ω(uε). This yields
fε(|Ω(Ψδ)|) ≤ fε(|Ω(uε)|).
Thus, the minimality of uε for the functional Jε implies
Λε
ˆ
B
|∇Ψδ|2 dx ≤
ˆ
B
|∆Ψδ|2 dx .
In view of the special form of Ψδ, we obtain
0 ≤ 2δ
ˆ
B
∆uε ∆(ϕ g(uε))− Λε∇uε.∇(ϕ g(uε)) dx
+ o(δ) ,
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where o(δ) collects all terms such that o(δ)
δ
vanishes as δ tends to zero. Since the sign
of δ is not fixed, the claim follows letting δ → 0.
Theorem 4.2. Suppose uε ∈ H2,20 (B) is a minimizer of Jε. Then there exists an ε0 > 0
such that for ε < ε0 there holds |Ω(uε)| = ω0 .
Proof. From Theorem 2.5 we know that |Ω(uε)| ≥ ω0 holds for each ε > 0. Hence, we
need to disprove |Ω(uε)| > ω0 for ε sufficiently small. Therefore, let us assume that
there is a minimizer uε with |Ω(uε)| > ω0. Consequently, we can choose an xε ∈ Ω(uε)
with rε := dist(xε, ∂Ω(uε)) such that
|Ω(uε)| − |Brε(xε)| > ω0.
We construct a comparison function vε ∈ H2,20 (B), which is equal to uε outside of
B2rε(xε) and vanishes in Brε(xε). For this reason, let η ∈ C∞c (B2rε(xε)) be a cut-off
function with 0 ≤ η ≤ 1 and η ≡ 1 in Brε(xε). Defining vε := uε − ηuε, we obtain the
desired comparison function. Moreover, we find
|Ω(vε)| = |Ω(uε)| − |Brε(xε)| > ω0.
Subsequently, the monotonicity of the penalization term fε implies
fε(|Ω(vε)|)− fε(|Ω(uε)|) = −1
ε
|Brε(xε)| .
Now comparing the Jε-energies of uε and vε leads to
1
ε
|Brε(xε)|
ˆ
B
|∇vε|2 dx+ 2
ˆ
B
∆uε∆(µuε)− Λε∇uε.∇(µuε)dx
≤ Λε
ˆ
Brε (xε)
|∇uε|2 dx+
ˆ
B2rε (xε)
|∆(µuε)|2 dx.
Thus, applying Lemma 4.1, we obtain
(4.1) |Brε(xε)|
ε
ˆ
B
|∇vε|2 dx ≤ Λε
ˆ
Brε(xε)
|∇uε|2 dx+
ˆ
B2rε\Brε (xε)
|∆(ηuε)|2 dx.
In the following, we will show that there exists a constant C(n, ω0) such that
(4.2)
ˆ
B2rε\Brε (xε)
|∆(ηuε)|2 dx ≤ C(n, ω0) |B2rε \Brε(xε)| .
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In addition, we prove that
(4.3)
ˆ
B
|∇vε|2 dx ≥ 12 for rε sufficiently small.
Combining these two estimates with (4.1) yields
1
2ε |Brε(xε)| ≤ Λε
ˆ
Brε(xε)
|∇uε|2 dx+ C(n, ω0) |B2rε \Brε(xε)| .
Due to the Lipschitz continuity of ∇uε and Lemma 2.12 we obtain
1
2ε |Brε(xε)| ≤ C(n, ω0) |B2rε(xε)| .(4.4)
Hence, if |Ω(uε)| > ω0, then
ε0 :=
1
C(n, ω0)
≤ ε .
In other words, if we choose ε < ε0, then (4.4) cannot hold true and we obtain Ω(uε) =
ω0. Thus, to finish the proof of this theorem, it remains to establish the estimates (4.2)
and (4.3). We start by proving the estimate (4.2). Applying Cauchy’s inequality we
obtain ˆ
B2rε\Brε (xε)
|∆(ηuε)|2 dx ≤ C
ˆ
B2rε\Brε (xε)
|∆uε|2 η2 + |∇uε|2 |∇η|2 + u2ε |∆η|2 dx.
Now note that Lemma 3.10, together with Morrey’s Dirichlet Growth Theorem (The-
orem 2.7), implies
sup
B2rε (xε)
|∇uε| ≤ C(n, ω0,M4) rε
and
sup
B2rε (xε)
|uε| ≤ C(n, ω0,M4) r2ε .
Furthermore, ∆uε is bounded independently of ε (see Theorem 3.8). Subsequently, we
obtain ˆ
B2rε\Brε (xε)
|∆(ηuε)|2 dx ≤ C(n, ω0) |B2rε(xε) \Brε(xε)| .
This proves (4.2). Now we prove (4.3). Straightforward computation yields
ˆ
B
|∇vε|2 dx ≥ 1− 2
ˆ
B2rε\Brε (xε)
uε∇uε.∇η + η |∇uε|2 dx.
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In the same way as above, we obtain
ˆ
B2rε\Brε (xε)
uε∇uε.∇η ≤ C(n, ω0)rn+2ε
and ˆ
B2rε\Brε (xε)
η |∇uε|2 dx ≤ C(n, ω0)rn+2ε .
Consequently, there holds
ˆ
B
|∇vε|2 dx ≥ 1− C(n, ω0)rn+2ε
and for rε sufficiently small we obtain (4.3).
Remark 4.3. Note that it is essential to choose an xε ∈ Ω(uε) instead of xε ∈ ∂Ω(uε) in
the previous proof. If we assumed xε ∈ ∂Ω(uε), we would not obtain the estimate (4.4),
but
1
2ε |Brε(xε) ∩ Ω(uε)| ≤ C(n, ω0) |B2rε(xε) ∩ Ω(uε)| .
However, we do not know if this inequality is contradictory for small ε. If xε is located
in a very thin part of Ω(uε), e. g. a thin cusp, the above estimate might even be true for
every ε. In the previous proof, we could avoid this difficulty by choosing an xε ∈ Ω(uε).
Thus, on the left hand side of inequality (4.4) the full measure of the ball Brε occurs.
Consequently, the radius rε and the centre xε cancel and the only dependence on ε is
contained in the factor 1/2ε. In this way, we obtain the desired contradiction.
In Chapter 5, the same problem will occur. Regrettably, arguing by inner points is
not reasonable in that context. This is why we have to assume that the measure
|Br(x) ∩ Ω(uε)| satisfies a doubling property (see (5.1)).
In the sequel, we always consider ε < ε0. Consequently, Ω(uε) fulfils the volume
condition, i. e. |Ω(uε)| = ω0 and uε is a solution of the original problem (P). In this
way, we can treat the penalized problem (Pε) and the original problem (P) as equivalent.
For this reason, we omit the index ε and write u instead of uε and Λ instead of Λε.
In the next corollary, we depict properties of a solution u of the problem (P).
Corollary 4.4. Suppose ε < ε0. Then the minimizer u = uε ∈ H2,20 (B) of the func-
tional J satisfies
(a) u ∈ C1,1(B),
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(b) u is an eigenfunction for the first buckling eigenvalue in the open set Ω(u), i.e.
u solves
(4.5)
∆2u+ Λ∆u = 0 in Ω(u)u = |∇u| = 0 on ∂Ω(u) .
Remark 4.5. Note that u minimizes the functional J not only among all v ∈ H2,20 (B)
with |Ω(v)| = ω0, but among all v ∈ H2,20 (B) with |Ω(v)| ≤ ω0, as well.
At this point, we can make a first statement regarding the shape of the optimal domain
Ω(u).
Corollary 4.6. The optimal domain Ω(u) for minimizing the first buckling eigenvalue
among all bounded domains of a given volume ω0 is connected.
Proof. We prove the claim by contradiction. Without loss of generality we assume
that Ω(u) is the union of two disjoint sets Ω1 and Ω2. Let u be the corresponding
eigenfunction on Ω(u). Then according to the previous results there holds u ∈ H2,20 (Ω1)
and u ∈ H2,20 (Ω2). Furthermore, |Ω1| , |Ω2| < ω0. Now we define
u1 :=
u, in Ω10, in B \ Ω1 and u2 :=
u, in Ω20, in B \ Ω2 .
Then u1, u2 ∈ H2,20 (B). Since |Ω(u1)| < ω0, Remark 4.5 and Theorem 4.2 imply
Λ < J (u1) ⇔ Λ
ˆ
Ω1
|∇u1|2 dx <
ˆ
B
|∆u1|2 dx .
Due to the normalization ‖∇u‖L2(B) = 1 this is equivalent to
ˆ
B
|∆u|2 dx

1− ˆ
Ω2
|∇u2|2 dx
 < ˆ
B
|∆u1|2 dx
⇔
ˆ
B
|∆u2|2 dx− Λ
ˆ
B
|∇u2|2 dx < 0 .
This means J (u2) < Λ which is contradictory to the minimality of Λ.
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∂Ω
{u > 0}
{u < 0}
N(u)
x0x1 x2
Figure 4.1: Classification of free boundary points: x0 is a branch point, x1 is a positive
nonbranch point and x2 is a negative nonbranch point.
4.2 The First Variation of J in the Phases
We have to think of a minimizer u as of a function, which changes its sign in the set
Ω(u). Therefore, we split B in the two parts
Ω+(u) := int{x ∈ B : u(x) ≥ 0} and Ω−(u) := int{x ∈ B : u(x) ≤ 0} .
We call Ω+(u) the nonnegative phase and Ω−(u) the nonpositive phase of the minimizer
u. Since we know that Ω(u) is connected (see Corollary 4.6), there exists a nodal line
Γ(u) in Ω(u), i. e. Γ(u) := {x ∈ Ω(u) : u(x) = 0}. We have to assume that a nodal line
touches the free boundary. For this reason, we need to distinguish three kinds of free
boundary points, which are introduced in the following definition. This classification
of free boundary points is in accordance with H. Shahgholian and G. S. Weiss in [32]
and H. Shahgholian, N. Uraltseva and G. S. Weiss in [31].
Definition 4.7. Suppose u is a solution of the problem (P) and let x0 ∈ ∂Ω(u).
(a) x0 is called a positive nonbranch point if x0 ∈ ∂Ω(u) ∩ Ω+(u).
(b) x0 is called a negative nonbranch point if x0 ∈ ∂Ω(u) ∩ Ω−(u).
(c) x0 is called a branch point if x0 ∈ ∂Ω(u) \ (Ω+(u) ∪ Ω−(u)).
Figure 4.1 illustrates the different kinds of free boundary points. Remember that the
nodal lines in Ω(u) (e.g. the dashed line in Figure 4.1) do not belong to ∂Ω(u).
In each phase we can compute the first variation of the functional J . Crucial for the
following computation is the C1,1 regularity of a minimizer u.
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Theorem 4.8. Suppose Br(x0) ⊂ Ω+(u). Then for each ϕ ∈ C∞c (Br(x0)) with ϕ ≥ 0
there holds ˆ
Br(x0)∩{u>0}
U∆ϕdx ≤ 0 .
Proof. Since U is harmonic in Ω(u) (see (4.5)), it is sufficient to assume Br(x0) ∩
∂Ω(u) 6= ∅. The main difficulty in this proof is the choice of an appropriate test
function. We require a perturbation v of u with v ∈ H2,20 (B), which fulfils |Ω(v)| ≤
|Ω(u)|. A perturbation, which enlarges the support, inhibits a reasonable comparison
of the J -energies because of the monotonicity of the penalization term.
Let us consider ϕ ∈ C∞c (Br(x0)) with ϕ ≥ 0. The natural way to choose a test
function, which decreases the Lebesgue measure of Ω(u), would be (u− δϕ)+ for some
small positive δ. However, in general this function is not in H2,2(Br(x0)). Hence,
we need a regularization of the positive part. Therefore, we define for δ > 0 and
x ∈ {0 < u− δϕ < u}
hδ(x) := − δ1− δ (u(x)− δϕ(x))
2 + (u(x)− δϕ(x))
1+δ
(u(x))δ(1− δ)
and
vδ(x) :=

0, x ∈ {u− δϕ < 0}
hδ(x), x ∈ {0 < u− δϕ < u}
u(x), x ∈ {ϕ = 0, u 6= 0}
.
Then there holds vδ ∈ H2,20 (B) and Ω(vδ) ⊂ Ω(u). To shorten the notation we define
ψ := u−δϕ
u
in {0 < u− δϕ < u}. Consequently, in {0 < u− δϕ < u} there holds
∇hδ :=
(
1 + δ
1− δψ
δ − 2δ1− δψ
)
∇(u− δϕ) + 1 + δ1− δ
(
ψ2 − ψ1+δ
)
∇u .
Since ψ is bounded in {0 < u− δϕ < u}, we see immediately
(4.6) ∇hδ(x) = (1 +O(δ))∇(u(x)− δϕ(x)) ,
where O(δ) collects all terms, which vanish in the limit as δ tends to zero. Furthermore,
in {0 < u− δϕ < u} there holds
∆hδ =
∆(u− δϕ)
1− δ
[
(1 + δ)ψδ − 2δψ
]
− δ1− δ∆u
[
ψ2 − ψ1+δ
]
+ δ1− δ
1
u
|∇(u− δϕ)|2
[
(1 + δ)ψδ−1 − (1 + δ)ψδ − 2
]
+ δ1− δ
1
u
∇u.∇(u− δϕ)
[
4ψ − (1 + δ)ψδ
]
+ δ1− δ
1
u
|∇u|2
[
(1 + δ)ψ1+δ − 2ψ2
]
.(4.7)
49
4 Equivalence of the Penalized and the Original Problem
Now we compare the J -energy of vδ with Λ. The minimality of u implies
Λ
ˆ
B
|∇vδ|2 dx ≤
ˆ
B
|∆vδ|2 dx .
Consequently, we get the local estimate
Λ
ˆ
Br(x0)
|∇vδ|2 − |∇u|2 dx ≤
ˆ
Br(x0)
|∆vδ|2 − |∆u|2 dx .(4.8)
For the sake of convenience, we omit the centre x0 and write Br instead of Br(x0). We
consider the first integral on the left hand side of the above inequality. Using (4.6) we
obtain
ˆ
Br
|∇vδ|2 dx
=
ˆ
Br∩{0<u−δϕ}
|∇vδ|2 − |∇(u− δϕ)|2 dx+
ˆ
Br∩{0<u−δϕ}
|∇(u− δϕ)|2 dx
=
ˆ
Br∩{0<u−δϕ<u}
|∇(u− δϕ)|2O(δ)dx+
ˆ
Br∩{0<u−δϕ}
|∇(u− δϕ)|2 dx .
Since |{0 < u− δϕ < u}| tends to zero as δ tends to zero, we get
(4.9)
ˆ
Br
|∇vδ|2 dx =
ˆ
Br∩{0<u−δϕ}
|∇(u− δϕ)|2 dx+ o(δ) ,
where o(δ) collects all terms such that o(δ)
δ
→ 0 as δ → 0. It remains to study
ˆ
Br
|∆vδ|2 dx =
ˆ
Br∩{0<u−δϕ}
|∆vδ|2 dx
=
ˆ
Br∩{0<u−δϕ<u}
|∆vδ|2 − |∆(u− δϕ)|2 dx+
ˆ
Br∩{0≤u−δϕ}
|∆(u− δϕ)|2 dx.
This will be more challenging than studying the integral before. We will take advantage
of the C1,1 regularity of u and use the Embedding Theorem A.4. The explicit form of
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∆vδ according to (4.7) leads to
ˆ
Br∩{0<u−δϕ<u}
|∆vδ|2 − |∆(u− δϕ)|2 dx
≤
ˆ
Br∩{0<u−δϕ<u}
(
1
(1− δ)2 − 1
)
|∆(u− δϕ)|2 dx+ δ1− δ
ˆ
Br∩{0<u−δϕ<u}
|∆u|2 dx
+
ˆ
Br∩{0<u−δϕ<u}
|∆(u− δϕ)|2 + 1
u2
|∇(u− δϕ)|4
[
1 + δ + (1 + δ)2ψδ−1
]
dx
+
ˆ
Br∩{0<u−δϕ<u}
1
u2
|∇u|2 |∇(u− δϕ)|2 [1 + δ] + 1
u2
|∇u|4 [1 + δ] dx .
We apply Young’s inequality to the next-to-last summand and rearrange terms
ˆ
Br∩{0<u−δϕ<u}
|∆vδ|2 − |∆(u− δϕ)|2 dx
≤ Cδ1− δ
ˆ
Br∩{0<u−δϕ<u}
1
u2
|∇(u− δϕ)|4
[
1 + (1 + δ)2ψδ−1
]
+ 1
u2
|∇u|2 dx+ o(δ)
≤ Cδ1− δ
ˆ
Br∩{0<u−δϕ<u}
∣∣∣∣∇√u− δϕ∣∣∣∣4 [ψ2 + ψ1+δ]+ ∣∣∣∇√u∣∣∣4 dx+ o(δ) .
Now we apply Theorem A.4. Remembering that |{0 < u− δϕ < u}| → 0 as δ tends to
zero we finally obtain
ˆ
Br∩{0<u−δϕ<u}
|∆vδ|2 − |∆(u− δϕ)|2 dx = o(δ) .
Hence, there holds
(4.10)
ˆ
Br
|∆vδ|2 dx =
ˆ
Br∩{0<u−δϕ}
|∆(u− δϕ)|2 dx+ o(δ) .
Going back to (4.8) and using (4.9) and (4.10) we achieve
2δ
ˆ
Br∩{0<u−δϕ}
U∆ϕdx ≤ Λ
ˆ
Br∩{0<u≤δϕ}
|∇u|2 dx+ o(δ) .(4.11)
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For the last integral on the right hand side we obtain
ˆ
Br∩{0<u≤δϕ}
|∇u|2 dx = −
ˆ
Br∩{0<u≤δϕ}
u∆udx+ δ
ˆ
∂(Br∩{0<u≤δϕ})
ϕ∂νu dS = o(δ)
since |{0 < u ≤ δϕ}| tends to zero as δ tends to zero. Note that we are allowed to
integrate by parts since almost every level set {u = δϕ} is smooth. Thus, (4.11)
simplies to
2δ
ˆ
Br∩{0<u−δϕ}
U∆ϕdx ≤ o(δ).
Dividing by δ and letting δ tend to zero proves the claim.
With some obvious changes, we can also prove the following corollary.
Corollary 4.9. Suppose Br(x0) ⊂ Ω−(u). Then for each ϕ ∈ C∞c (Br(x0)) with ϕ ≥ 0
there holds ˆ
Br(x0)∩{u<0}
U∆ϕdx ≥ 0 .
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All results in this chapter are based on a nondegeneracy property we establish in
Theorem 5.1. We are only able to prove this theorem under the assumption that for
every x ∈ ∂Ω(u) and every r > 0 the measure |Br(x) ∩ Ω(u)| satisfies a doubling
property. Hence, from now on, we assume the existence of a constant c∗ > 1 such that
for every solution u there holds:
(5.1)
For every x ∈ ∂Ω(u) and every r > 0 there holds
|B2r(x0) ∩ Ω(u)| ≤ c∗ |Br(x0) ∩ Ω(u)| .
Regrettably, we are not able to prove this assumption. Nevertheless, assuming (5.1) we
establish a nondegeneracy property of ∇u along the free boundary. This enables us to
derive a lower bound on the density of the free boundary and we obtain that the free
boundary is a nullset with respect to the n-dimensional Lebesgue measure. Secondly,
we derive results concerning the shape of the optimal domain. In Section 5.2, we
will prove the existence of a representative W of U which is superharmonic in the
nonnegative phase and subharmonic in the nonpositive phase. We use the definition of
superharmonicity of J. Maly and W.P. Ziemer in [23] (see Definition 5.7).
5.1 Nondegeneracy
In this section, we establish a nondegeneracy property of ∇u along the free boundary.
Crucial for this step is the assumption of the doubling property (5.1).
As a consequence of the nondegeneracy property, we derive a lower bound on the
density of the free boundary. This density estimate implies that the free boundary is
a nullset with respect to the n-dimensional Lebesgue measure.
Theorem 5.1. There exists a positive constant c0 such that for each ball Br(x0) with
its centre on the free boundary ∂Ω(u) there holds
c0 r ≤ sup
Br(x0)
|∇u| .
The constant c0 is independent of x0 and r.
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Proof. We prove the claim by contradiction. Assume that there exists a sequence of
minimizers (uk)k, a sequence (xk)k with xk ∈ ∂Ω(uk) and a sequence of radii rk with
rk → 0 such that
(5.2) ξk :=
1
rk
sup
B2rk (xk)
|∇uk| k→∞−→ 0 .
This assumption immediately implies that
sup
B2rk (xk)
|uk| 1
r2k
≤ 2ξk k→∞−→ 0 .
To derive a contradiction we adopt an idea of M. S. Ashbaugh and D. Bucur (see [4],
Remark 4.2). We begin by estimating ‖∆uk‖L2(Brk (xk)). For each k ∈ N we choose
ηk ∈ C∞(Rn) with 0 ≤ ηk ≤ 1, ηk ≡ 1 in Rn \ B2rk(xk) and ηk ≡ 0 in Brk(xk). Then
there holds ηkuk ∈ CB2rk (xk) and Theorem 3.1 impliesˆ
B2rk (xk)
Uk∆(uk − ηkuk) dx ≤ 0 .
Rearranging terms and applying our assumption (5.2) lead to
ˆ
Brk (xk)
|∆uk|2 dx ≤ C(‖∆uk‖L∞(B2rk (xk))) ξk |B2rk(xk) ∩ Ω(uk)| .
Since rk tends to zero as k tends to infinity, Remark 3.13 implies that ∆uk is bounded
independently of k in B2rk(xk). Consequently, we obtainˆ
Brk (xk)
|∆uk|2 dx ≤ C(n, ω0) ξk |B2rk(xk) ∩ Ω(uk)| .
Applying the assumption (5.1), there holds
(5.3)
ˆ
Brk (xk)
|∆uk|2 dx ≤ C(n, ω0, c∗) ξk
∣∣∣B rk
2
(xk) ∩ Ω(uk)
∣∣∣ .
Now let ϕk ∈ C∞c (Brk(xk)) with 0 ≤ ϕk ≤ 1 and ϕk ≡ 1 in B rk2 (xk). We consider
vk := uk − ϕkuk. Obviously, vk vanishes in B rk
2
(xk) and, consequently,
Ak := Ω(vk) = Ω(uk) \
(
B rk
2
(xk) ∩ Ω(uk)
)
.
Thus, there holds
(5.4) |Ak| = |Ω(uk)| −
∣∣∣B rk
2
(xk) ∩ Ω(uk)
∣∣∣ = ω0 − ∣∣∣B rk
2
(xk) ∩ Ω(uk)
∣∣∣ .
54
5.1 Nondegeneracy
Since vk ∈ H2,20 (Ak), we find
Λ(Ak) := min
w∈H2,20 (Ak)
w 6=0
´
B
|∆w|2 dx
´
B
|∇w|2 dx ≤
´
B
|∆vk|2 dx
´
B
|∇vk|2 dx
.
We now show that
(5.5) Λ(Ak) ≤ Λ + ξk C(n, ω0, c∗)
∣∣∣B rk
2
(xk) ∩ Ω(uk)
∣∣∣ .
Note that for each k ∈ N there holds Λ = Λ(Ω(uk)) since each uk is a minimizer of J .
Let us prove (5.5). We find that
ˆ
B
|∆vk|2 dx ≤ Λ +
ˆ
Brk\B rk2
(xk)
|∆(ukϕk)|2 − 2∆uk∆(ukϕk)dx
≤ Λ + 2
ˆ
Brk\B rk2
(xk)
|∆(ukϕk)|2 dx+
ˆ
Brk (xk)
|∆uk|2 dx.
We estimate the first integral on the right hand side. Applying Young’s inequality, we
obtain
ˆ
Brk\B rk2
(xk)
|∆(ukϕk)|2 dx ≤ C
ˆ
Brk\B rk2
(xk)
|∆uk|2 ϕ2k + |∇uk|2 |∇ϕk|2 dx+ u2k |∆ϕk|2 dx.
Since ϕk is a cut-off function with
∣∣∣∂βϕk∣∣∣ ≤ C
r
|β|
k
for every multi-index β, applying the assumption (5.2) yields
ˆ
Brk\B rk2
(xk)
|∆(ukϕk)|2 dx ≤ C
ˆ
Brk\B rk2
(xk)
|∆uk|2 ϕ2k dx+ C ξ2k |Brk(xk) ∩ Ω(uk)| .
Due to estimate (5.3), we get
ˆ
Brk\B rk2
(xk)
|∆(ukϕk)|2 dx ≤ C(n, ω0, c∗) ξk |Brk(xk) ∩ Ω(uk)| .
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Thus, there holdsˆ
B
|∆vk|2 x ≤ Λ + C(n, ω0, c∗) ξk |Brk(xk) ∩ Ω(uk)|
≤ Λ + C(n, ω0, c∗) ξk
∣∣∣B rk
2
(xk) ∩ Ω(uk)
∣∣∣ ,
where we applied the assumption (5.1) to gain the last inequality. In the same way, we
obtain ˆ
B
|∇vk|2 dx ≥ 1− C(c∗) ξ2k
∣∣∣B rk
2
(xk) ∩ Ω(uk)
∣∣∣ .
Indeed, this proves (5.5). Now joining (5.4) and (5.5) leads to
|Ak|
2
n Λ(Ak) ≤ ω
2
n
0 Λ + (C(n, ω0, c∗) ξk − Λ)
∣∣∣B rk
2
(xk) ∩ Ω(uk)
∣∣∣ .
Subsequently, for k large enough there holds
|Ak|
2
n Λ(Ak) < ω
2
n
0 Λ .
Since the buckling eigenvalue satisfies the homothety property t2Λ(tM) = Λ(M) for
each domain M ⊂ Rn, we obtain
ω
2
n
0 Λ
( ω0
|Ak|
) 1
n
Ak
 = |Ak| 2n Λ(Ak) < ω 2n0 Λ.
In addition, Λ = Λ(Ω(uk)) solves the minimizing problem
min |M | 2n Λ(M)
because of the homothety property. This yields
ω
2
n
0 Λ ≤ ω
2
n
0 Λ
( ω0
|Ak|
) 1
n
Ak
 < ω 2n0 Λ.
Obviously, this is contradictory.
Remark 5.2. Without the assumed doubling property (5.1), we would obtain the fol-
lowing estimate instead of the estimate (5.5):
Λ(Ak) ≤ Λ + ξk C(n, ω0)
∣∣∣B rk
2
(xk) ∩ Ω(uk)
∣∣∣
+ ξk C(n, ω0) |B2rk \Brk(xk) ∩ Ω(uk)|+ ξ2k C(n, ω0)
∣∣∣Brk \B rk2 (xk) ∩ Ω(uk)∣∣∣
Since we cannot compare
∣∣∣B rk
2
(xk) ∩ Ω(uk)
∣∣∣ with |B2rk \Brk(xk) ∩ Ω(uk)| or∣∣∣Brk \B rk2 (xk) ∩ Ω(uk)∣∣∣, we are not able to derive a contradiction in this case. This is
why we rely on the assumption (5.1).
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∂Ω
x0z
y
ρΩ
Figure 5.1: Situation in the proof of Lemma 5.3.
Following the lines of C. Bandle and A. Wagner in [6], we now derive a positive lower
bound on the density of the free boundary.
Lemma 5.3. There exists a positive constant c1 such that for each solution u of the
problem (P) there holds
(5.6) |Br(x0) ∩ Ω(u)||Br(x0)| ≥ c1
for all x0 ∈ ∂Ω(u) and r > 0.
Proof. Let x0 ∈ ∂Ω(u) and r > 0. Due to Theorem 5.1, there exists an y ∈ Br(x0)∩Ω(u)
such that
c0 r ≤ sup
Br(x0)
|∇u| = |∇u(y)| .
Now let ρ ≤ r be the smallest radius such that ∂Bρ(y)∩∂Ω(u) 6= ∅. Hence, there exists
an z ∈ ∂Bρ(y) ∩ ∂Ω(u) with
c0 r ≤ |∇u(y)−∇u(z)| ≤ C(n, ω0) ρ .
This implies immediately (see Figure 5.1)(
c0
C(n, ω0)
)n
≤ ρ
n
(2r)n =
|Bρ(y)|
|B2r(x0)|
and we finally obtain (
c0
C(n, ω0)
)n
≤ |B2r(x0) ∩ Ω(u)||B2r(x0)|
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x0
∂Ω(u)
Ω(u)
ϑ
Figure 5.2: A corner on the free boundary for n = 2.
As a direct consequence of the density bound (5.6), we find that ∂Ω(u) is a nullset with
respect to the n-dimensional Lebesgue measure.
Lemma 5.4. Suppose u ∈ H2,20 (B) is a solution of the problem (P). Then there holds
Ln(∂Ω(u)) = 0 .
Proof. Recall that since χΩ(u) ∈ L1(B), almost every x ∈ B is a Lebesgue Point of
χΩ(u). Consequently, for almost every x ∈ B there holds
χΩ(u)(x) = lim
r→0
 
Br(x)
χΩ(u)(y) dy .
Consider a Lebesgue Point x0 ∈ ∂Ω(u). Thus, Lemma 5.3 implies
0 = χΩ(u)(x0) = lim
r→0
 
Br(x0)
χΩ(u) dx = lim
r→0
|Br(x0) ∩ Ω(u)|
|Br(x0)| ≥ c1 > 0 .
Hence, the free boundary ∂Ω(u) does not contain any Lebesgue Point of χΩ(u) and
therefore Ln(∂Ω(u)) = 0.
In addition, the density estimate (5.6) enables us to derive some more properties of the
free boundary. First, we show that ∂Ω(u) does not touch ∂B if we choose the radius
of B sufficiently large. Our approach is in line with C. Bandle and A. Wagner in [6].
Lemma 5.5. Let u ∈ H2,20 (B) be a solution of the problem (P) and let us assume that
the centre of the ball B is contained in Ω(u). Then ∂Ω(u)∩ ∂B = ∅ if the radius R0 of
B is sufficiently large.
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Proof. Let us consider that the centre of B is contained in Ω(u). We show that Ω(u) is
strictly contained in the interior of B if the radius R0 of B is sufficiently large. Let us
assume that ∂Ω(u) touches ∂B in at least one point. Note that for each m ∈ N with
m ≥ 3 the identity
B =
m−2⋃
i=0
B i+2
m
R0
\B i
m
R0
holds. Then, due to the assumption, there exists a smallest index i0 such that for each
i ≥ i0 there exists an xi ∈ ∂Ω(u) ∩ ∂B i+1
m
R0
. Consequently, the density estimate (5.6)
implies
m−2∑
i=i0
∣∣∣∣Ω(u) ∩BR0
m
(xi)
∣∣∣∣∣∣∣∣BR0
m
(xi)
∣∣∣∣ ≥ (m− 1− i0)c1.
Since the optimal domain Ω(u) fulfils the volume condition, we get
c1ωn
(
R0
m
)n
≤ ω0 .
Obviously, for R0 sufficiently large this is contradictory.
Hence, we may let the radius of B tend to infinity without affecting Ω(u), provided the
centre of B is contained in Ω(u). In particular, the optimal domain cannot form thin
tentacles but remains a bounded domain; otherwise, we would gain a contradiction to
Lemma 5.3.
The density estimate (5.6) carries even more information about the shape of the free
boundary. Indeed, the next remark shows that the free boundary cannot build corners
with small opening angle.
Remark 5.6. Let x0 ∈ ∂Ω(u) be the top of a corner on the free boundary (see Fig-
ure 5.2). We denote by ϑ the opening angle in x0. Depending on n, we can specify
|Br(x0) ∩ Ω(u)|:
|Br(x0) ∩ Ω(u)| =

1
2r
2ϑ , n = 2
2
3pir
3
(
1− cos
(
ϑ
2
))
, n = 3
.
Then the lower bound on the density immediately implies
c∗ |Br(x0)| ≤ |Br(x0) ∩ Ω(u)|
and we obtain
ϑ ≥
2pic1 , n = 22 arccos(1− 2c1) , n = 3 .
Hence, the opening angle ϑ is bounded from below.
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∂Ω(u
)
Ω(u)
Figure 5.3: The free boundary cannot have cusps like this.
Furthermore, cusps as in Figure 5.3 cannot occur. At this point, we should emphasize
that we gained the previous results although we cannot exclude that there are branch
points on the free boundary.
5.2 Existence of a subharmonic (superharmonic) Representative
of U
Next, we show the existence of a representative W of U , which is superharmonic in
the nonnegative phase and subharmonic in the nonpositive phase. For this purpose,
we need the following definition, which is mainly cited from J. Maly and W.P. Ziemer
in [23].
Definition 5.7. Let Ω ⊂ Rn be an open set. Suppose w ∈ L1loc(Ω).
(a) w is called superharmonic if w is lower semicontinuous and
w(x0) ≥
 
Br(x0)
w(x) dx
for each ball Br(x0) ⊂⊂ Ω.
(b) w is called subharmonic if w is upper semicontinuous and
w(x0) ≤
 
Br(x0)
w(x) dx
for each ball Br(x0) ⊂⊂ Ω.
We now combine ideas of L.A. Caffarelli and A. Friedman in [8] and J. Maly and
W.P. Ziemer in [23] to gain the existence of the representative W .
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Theorem 5.8. There exists a function W : Ω+(u) ∪ Ω−(u)→ R such that
(a) W = U almost everywhere in Ω+(u) ∪ Ω−(u),
(b) W is superharmonic in Ω+ and subharmonic in Ω− in the sense of Definition 5.7 .
Proof. We restrict ourselves to prove the assertions only in Ω+. The changes one has
to make for proving the other case are obvious. Consider x0 ∈ Ω+ and R > 0 such that
BR(x0) ⊂ Ω+. We choose 0 < r < s < R and set
ψt(x) :=

1
ωntn
, |x− x0| < t
0, otherwise
.
Following the lines of J. Maly and W.P. Ziemer in [23], Theorem 2.58, we construct a
sequence of functions ϕk ∈ C∞c (BR(x0)) with ϕk ≥ 0 and
∆ϕk(x) k→∞−→ ψs(|x− x0|)− ψr(|x− x0|) in L2(BR(x0)).
For further details in construction the sequence (ϕk)k we refer to [23]. Since each ϕk is
a suitable comparison function, Theorem 4.8 implies
0 ≥
ˆ
BR(x0)∩{u>0}
U∆ϕk dx.
Passing to the limit k →∞ we obtain
1
|Br|
ˆ
Br(x0)∩{u>0}
U dx ≥ 1|Bs|
ˆ
Bs(x0)∩{u>0}
U dx .
Hence, for each x0 ∈ Ω+ the function
Wr(x0) := 1|Br|
ˆ
Br(x0)∩{u>0}
U dx
is nondecreasing as r tends to zero. Furthermore, |Wr(x0)| ≤ ‖U‖L∞(B) for each x0 and
each r > 0. Thus, the limit limr→0Wr(x0) exists for every x0 ∈ Ω+ and we set
W(x0) := lim
r↘0
Wr(x0) .
Since the functions Wr are continuous and monotone in r, W is lower semicontinuous.
Lebesgue’s Differentiation Theorem (see [9], e.g.) implies that W = U almost every-
where in Ω+ since U ∈ L2(B). It remains to show that W satisfies the mean value
property postulated in Definition 5.7(a). By definition, there holds
W(x0) ≥ 1|Br|
ˆ
Br(x0)∩{u>0}
U dx .
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Since the free boundary is a nullset with respect to the n-dimensional Lebesgue measure
(see Lemma 5.4 ), we find
W(x0) ≥
 
Br(x0)
U dx =
 
Br(x0)
W dx
and W is superharmonic in the sense of Definition 5.7.
As a consequence of the super- and subharmonicity of W in Ω+(u) and Ω−(u), W
is positive in each positive nonbranch point and negative in each negative nonbranch
point.
Lemma 5.9. Suppose x0 ∈ ∂Ω(u)∩Ω+(u). Then there holds W(x0) > 0. On the other
hand, if x0 ∈ ∂Ω(u) ∩ Ω−(u), then W(x0) < 0.
Proof. Again, we restrict ourselves to consider a positive nonbranch point x0. The other
case follows analogously. We choose x0 ∈ ∂Ω(u) ∩ Ω+(u). The classical representation
formula (see [9], e.g.) yields for each ball Br(x0) with Br(x0) ⊂ Ω+(u)
0 = u(x0) =
 
∂Br(x0)
u(x) dS(x)−
ˆ
Br(x0)
∆u(x) Γr(x− x0) dx ,
where Γr is the fundamental solution for the Laplacian defined in (1.1). Since u ≥ 0 in
Br(x0) and u 6≡ 0 in ∂Br(x0) we obtainˆ
Br(x0)
∆u(x) Γr(x− x0) dx =
 
∂Br(x0)
u(x) dS(x) > 0
Hence,
ψ(r) :=
ˆ
Br(x0)
U(x)Γr(x− x0) dx > Λ
ˆ
Br(x0)
u(x) Γr(x− x0) dx ≥ 0 .
Differentiating with respect to r gives us
d
dr
ψ(r) = r
n
 
Br(x0)
U(x) dx = r
n
 
Br(x0)
W(x) dx ≤ r
n
W(x0)
since W is superharmonic. But then integrating with respect to r implies
rˆ
0
d
dt
ψ(t) dt = ψ(r)− lim
t→0ψ(t) = ψ(r) ≤
r2
2nW(x0) .
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Hence, we have
0 <
ˆ
Br(x0)
U(x)Γr(x− x0) dx ≤ r
2
2nW(x0) .
Corollary 5.10. There exists an inner neighbourhood A+ of ∂Ω(u) ∩ Ω+(u) and an
inner neighbourhood A− of ∂Ω(u) ∩ Ω−(u) such that W(x) > 0 for every x ∈ A+ and
W(x) < 0 for every x ∈ A−.
Proof. Choose x0 ∈ ∂Ω(u) ∩ Ω+(u). According to Lemma 5.9, there holds
0 <W(x0) = lim
r→0
1
|Br|
ˆ
Br(x0)
W(x) dx .
Hence, there exists an r0 > 0 such that for each r < r0 there holds
ˆ
Br(x0)
W dx > 0 .
Therefore, each neighbourhood A of x0 with A ⊂ Br0(x0) contains a subset A+ which
satisfies |A+| > 0 and W(x) > 0 for every x ∈ A+. Since x0 ∈ ∂Ω(u) ∩ Ω+ was chosen
arbitrary, the claim is proven.
In the same way, we obtain a neighbourhood A− of ∂Ω(u) ∩Ω−(u) with W(x) < 0 for
every x ∈ A−.
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In this chapter, we give a brief summary of what we achieved in the previous chapters
and point out some open questions. We proved that for each ε > 0 there exists a
solution uε ∈ H2,20 (B) for the penalized problem (Pε). In addition, we obtained the
corresponding set Ω(uε), in which uε solves the buckled plate equation. Furthermore,
we found that the n-dimensional Lebesgue measure of Ω(uε) cannot fall below the
intended quantity ω0. We completed Chapter 2 by establishing the Hölder continuity
of the first order derivatives of the solutions uε. Subsequently, we found that for each
minimizer uε the mean-value of |∆uε|2 over every ball in B, which intersects the free
boundary, is uniformly bounded. This was the crucial observation for establishing the
C1,1 regularity of the minimizers uε (see Section 3.2). Based on this regularity result,
we showed that there exists an ε0 > 0 such that the set Ω(uε) attains the volume ω0
if ε < ε0. Consequently, uε solves the original problem (P) for ε < ε0, as well. For
details see Section 4.1. In other words, we proved the existence of a solution u of the
problem (P) and of an optimal open set, namely Ω(u). This optimal set minimizes
the buckling load of a clamped plate among all open subsets of B with n-dimensional
Lebesgue measure ω0. In addition, we obtained that Ω(u) is connected. In Section 4.2,
we computed the first variation of the functional J in the nonnegative, as well as in
the nonpositive, phase.
In Section 5.1, we deduced a nondegeneracy property of u, provided that the measure
|Br(x) ∩ Ω(u)| (where x ∈ ∂Ω(u)) satisfies a doubling property. This assumption was
essential for proving the nondegeneracy property of the minimizers.
As a consequence of the nondegeneracy, we obtained a lower bound on the density of
the free boundary. This density estimate enabled us to derive some results concerning
the shape of Ω(u). Assuming that the centre of B is contained in Ω(u), we obtained
that the closure of the optimal domain Ω(u) is strictly contained in B if the radius of B
is chosen sufficiently large. Consequently, Ω(u) remains a bounded set if the radius of B
tends to infinity. Moreover, we proved that the free boundary is a nullset with respect
to the n-dimensional Lebesgue measure. This enabled us to gain a representative W
of ∆u + Λu, which is superharmonic in the nonnegative phase and subharmonic in
the nonpositive phase. Furthermore, W cannot change its sign on parts of the free
boundary, which only belong to one phase (see Section 5.2).
Let us emphasize once more that all results in Section 5.1 are based on the assumed
doubling property (see (5.1)).
Nevertheless, we should emphasize that these results are valid on the whole free bound-
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ary although we could not disprove the existence of branch points.
Hence, the first open questions or assignments we should mention are:
1. Prove the doubling property (5.1).
2. Find a way to prove a nondegeneracy property as formulated in Theorem 5.1,
which does not need the doubling property.
3. Disprove the existence of branch points on the free boundary.
It seems that a local analysis of the free boundary is not the proper approach to
answer this question. In fact, a more global analysis of the eigenfunction might
be necessary. In Section 6.1, we will show that, under a certain assumption on
∆u in an inner neighbourhood of the free boundary, no branch points exist. This
supports our hypothesis.
Besides the previously mentioned open assignments, there are some other interesting
open questions:
4. Does the free boundary have (locally) finite perimeter?
5. Does the optimal domain contain closed nodal lines?
6. Is the optimal domain simply connected?
7. How regular is the free boundary?
8. Assume u is an eigenfunction on the optimal domain Ω(u).
Is ∆u+ Λu constant in Ω(u)?
Let us consider the two-dimensional case. If we could affirm the sixth question and we
would know that the optimal domain is a C2 domain, the well-known idea of H. F. Wein-
berger and B. Willms (see Section A.2) would imply that the optimal domain is a disk.
The Weinberger-Willms idea only needs that the optimal domain is a simply connected
C2 domain to deduce that ∆u + Λu is constant in the optimal domain. Thus, if we
could affirm the eighth question, we could show that the minimizer is a disk without any
information about the regularity of the free boundary or answering the sixth question.
6.1 Exclusion of Branch Points
In this section we present one possible way of showing that there are no branch points,
provided the following assumption holds true:
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(6.1)
There exists a constant cmin > 0 such that
cmin ≤
∣∣∣∣∣∣∣∣
 
Br(x0)
∆u(x) dx
∣∣∣∣∣∣∣∣
holds for each x0 ∈ Ω(u) with dist (x0, ∂Ω(u)) small enough
and 0 < r < dist (x0, ∂Ω(u)) .
This assumption implies that U cannot change its sign in an inner neighbourhood of
∂Ω(u). In view of Corollary 5.10, the free boundary then cannot contain any branch
point. Let us assume that x0 ∈ Ω(u) is close to the free boundary ∂Ω(u) and that
U(x0) = 0. We set r := 12 dist (x0, ∂Ω(u)). Recalling that U is harmonic in Ω(u) we
obtain
0 = U(x0) =
 
Br(x0)
∆u(x) + Λu(x) dx .
Due to the C1,1 regularity of u we find∣∣∣∣∣∣∣∣
 
Br(x0)
∆u dx
∣∣∣∣∣∣∣∣ = Λ
∣∣∣∣∣∣∣∣
 
Br(x0)
u dx
∣∣∣∣∣∣∣∣ ≤ C(n, ω0,Λ) r
2 .
Now assumption (6.1) implies
cmin ≤ C(n, ω0,Λ) dist(x0, ∂Ω(u))2 .
Obviously, this estimate does not hold true if x0 is too close to the free boundary. Thus,
there exists a critical distance d0 > 0 such that:
(6.2) dist(x0, ∂Ω(u)) ≤ d0 =⇒ U(x0) 6= 0 .
Let us assume that the free boundary contains at least one branch point. Then u
changes its sign in Ω(u) and we can divide the domain B in Ω+(u) and Ω−(u) (see
Section 5.2). Now recall Corollary 5.10: there exists an inner neighbourhood of ∂Ω(u)∩
Ω+(u) in which W is positive, and an inner neighbourhood of ∂Ω(u)∩Ω−(u) in which
W is negative. Since U = W in Ω(u) and U is continuous in Ω(u), there has to exist
an x0 ∈ Ω(u) with U(x0) = 0 and dist (x0, ∂Ω(u)) ≤ d0 . This is contradictory to (6.2).
Consequently, ∂Ω(u) does not contain any branch points. Note that this does not imply
that u has a sign in Ω(u). We still have to consider closed nodal lines, which do not
touch the free boundary.
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A.1 Embedding Theorem for Section 4.2
In this part, we prove the embedding theorem we need in Section 4.2. Based on an
idea of Brezis, Bourgain and Mironescu in [7], we obtain this result in Theorem A.4.
We start with some technical lemmata.
Lemma A.1. Suppose v ∈ C1,1(B)∩H2,20 (B), y ∈ B and r > 0 such that Br(y) ⊂ B.
Then there holds for γ > n and σ > γ − n
ˆ
Br(y)
|∇v(x)|σ
|x− y|γ dx ≤ C ‖v‖
σ
C1,1(B) ,
where the constant C > 0 does not depend on v.
Proof. The claim follows by integrating by parts and applying Hölder’s inequality. To
begin with, we notice that for γ 6= 1 there holds
1
|x− y|γ =
1
1− γ
x− y
|x− y| ∇x
(
1
|x− y|γ−1
)
,
where ∇x denotes the gradient with respect to the x-variable. Thus, partial integration
leads to
ˆ
Br(y)
|∇v(x)|σ
|x− y|γ dx =
1
1− γ
ˆ
Br(y)
x− y
|x− y| ∇x
(
1
|x− y|γ−1
)
|∇v(x)|σ dx
= 11− γ
ˆ
∂Br(y)
|∇v(x)|σ
rγ−1
dS(x)− n− 11− γ
ˆ
Br(y)
|∇v(x)|σ
|x− y|γ dx
− σ1− γ
ˆ
Br(y)
|∇v(x)|σ−2
|x− y|γ−1 ∇v(x).D
2v(x). x− y|x− y| dx.
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Now we rearrange terms:
ˆ
Br(y)
|∇v(x)|σ
|x− y|γ dx =
r1−γ
n− γ
ˆ
∂Br(y)
|∇v(x)|σ dS(x)
− σ
n− γ
ˆ
Br(y)
|∇v(x)|σ−2
|x− y|γ−1 ∇v(x).D
2v(x). x− y|x− y| dx .
Since we assumed γ > n, the first integral on the right hand side is less than zero.
Thus, we obtain
ˆ
Br(y)
|∇v(x)|σ
|x− y|γ dx ≤
σ‖v‖C1,1(B)
γ − n
ˆ
Br(y)
|∇v(x)|σ−1
|x− y|γ−1 dx
= σ‖v‖C1,1(B)
γ − n
ˆ
Br(y)
|∇v(x)|σ−1
|x− y|σ−1σ γ
1
|x− y| γσ−1
dx .
Now we apply Hölder’s inequality:
ˆ
Br(y)
|∇v(x)|σ
|x− y|γ dx ≤
σ‖v‖C1,1
γ − n

ˆ
Br(y)
|∇v(x)|σ
|x− y|γ dx

σ−1
σ

ˆ
Br(y)
1
|x− y|γ−σ dx

1
σ
.
Hence,
ˆ
Br(y)
|∇v(x)|σ
|x− y|γ dx ≤
σσ‖v‖σC1,1
(γ − n)σ
ˆ
Br(y)
1
|x− y|γ−σ dx; =
ωn
σ − γ + n r
σ−γ+n .
Notice that by assumption σ > γ − n.
Lemma A.2. Suppose v ∈ C1,1(B) und Br(y) ⊂ BR(x0) ⊂ B for x0 ∈ B and some
R, r > 0. Let 34 < s < 1 and p ≥ 4. Then the following estimate holds
ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2−2 |∇v(x)|2
|x− y|n−2+sp dx dy
≤ C‖v‖2C1,1(B)

ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2
|x− y|n+sp dx dy

p−4
p
.
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Proof. We first consider the case p > 4. Applying Hölder’s inequality yields
ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2−2 |∇v(x)|2
|x− y|n−2+sp dx dy
=
ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2−2
|x− y|(n+sp) p−4p
|∇v(x)|2
|x− y|(n+sp) 4p−2
dx dy
≤

ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2
|x− y|n+sp dx dy

p−4
p

ˆ
BR(x0)
ˆ
Br(y)
|∇v(x)| p2
|x− y|n+sp− p2
dx dy

4
p
Since 34 < s < 1, we can apply Lemma A.1 to the second factor with γ = n + sp − p2
and σ = p2 . This proves the claim provided that p > 4. Now we discuss the case p = 4.
Obviously, there holds
ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2−2 |∇v(x)|2
|x− y|n−2+sp dx dy =
ˆ
BR(x0)
ˆ
Br(y)
|∇v(x)|2
|x− y|n−2+4s dx dy .
Setting σ = 2 and γ = n− 2 + 4s Lemma A.1 leads to
ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2−2 |∇v(x)|2
|x− y|n−2+sp dx dy ≤ C‖v‖C1,1(B) .
Lemma A.3. Under the same assumptions as in Lemma A.2 there holds
ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2−1 |∆v(x)|
|x− y|n−2+sp dx dy
≤ C ‖v‖C1,1(B) (1− s)−
2
p

ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2
|x− y|n+sp dx dy

p−2
p
.
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Proof. The proof is again an application of Hölder’s inequality.
ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2−1 |∆v(x)|
|x− y|n−2+sp dx dy
≤ ‖v‖C1,1(B))
ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2−1
|x− y|(n+sp) p−2p
1
|x− y|(n+sp) 2p−2
dx dy
≤ ‖v‖C1,1(B)

ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2
|x− y|n+sp dx dy

p−2
p
×

ˆ
BR(x0)
ˆ
Br(y)
1
|x− y|n+sp−p dx dy

2
p
.
Using polar coordinates the last factor can easily be computed:
ˆ
Br(y)
1
|x− y|n+sp−p dy = ωn
rˆ
0
rp(1−2)−1 dr = ωn
p(1− s)r
p(1−s) .
This proves the lemma.
Finally, we are able to prove the actual embedding theorem.
Theorem A.4. Let v ≥ 0 be in C1,1(B)∩H2,20 (B). Furthermore, let p ≥ 4, BR(x0) ⊂ B
for some x0 ∈ B and R > 0. Then √v ∈ H1,p(BR(x0)) and the following estimate holdsˆ
BR(x0)
∣∣∣∇√v∣∣∣p dx ≤ C ‖v‖ p2C1,1(B) ,
where C does not depend on v.
Proof. The proof is based on a result of Brezis, Bourgain and Mironescu (see [7]), which
states that for any bounded domain Ω ⊂ Rn, f ∈ H1,p(Ω) with p ∈ [1,∞) there holds
lim
s↗1
(1− s) 1p
ˆ
Ω
ˆ
Ω
|f(x)− f(y)|p
|x− y|n+sp dx dy

1
p
= K ‖∇f‖Lp(Ω) ,
where K = K(n, p) > 0 . Thus, it is sufficient to find an upper bound for
(1− s)
ˆ
BR(x0)
ˆ
BR(x0)
∣∣∣√v(x)−√v(y)∣∣∣p
|x− y|n+sp dx dy ,
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which is uniform in s as s→ 1. Since we can estimate
∣∣∣∣√v(x)−√v(y)∣∣∣∣ ≤ √|v(x)− v(y)| ,
it is enough to find an uniform upper bound for
(1− s)
ˆ
BR(x0)
ˆ
BR(x0)
|v(x)− v(y)| p2
|x− y|n+sp dx dy
as s → 1. Therefore, we integrate by parts and apply the Lemmata A.2 and A.3.
Obviously, we can estimate for r > 0 sufficiently small
(1− s)
ˆ
BR(x0)
ˆ
BR(x0)
|v(x)− v(y)| p2
|x− y|n+sp dx dy
≤(1− s)
ˆ
BR(x0)
ˆ
BR(x0)\Br(y)
|v(x)− v(y)| p2
|x− y|n+sp dx dy
+ (1− s)
ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2
|x− y|n+sp dx dy .
The first integral on the right hand side is easy to estimate. Let Lv denote the Lipschitz
constant of v in B and let O(1− s) collect all terms which vanish as s→ 1.
(1− s)
ˆ
BR(x0)
ˆ
BR(x0)\Br(y)
|v(x)− v(y)| p2
|x− y|n+sp dx dy
≤ (1− s) r p2−n−sp L
p
2
v |BR(x0)|2 = O(1− s) .
Estimating the second integral is more challenging. We use the following identity for
x 6= y:
1
sp(n− 2 + sp)∆x
(
1
|x− y|n−2+sp
)
= 1|x− y|n+sp ,
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where ∆x denotes the Laplacian with respect to the x-variable. This yields
(1− s)
ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2
|x− y|n+sp dx dy
= 1− s
sp(n− 2 + sp)
ˆ
BR(x0)
ˆ
Br(y)
∆x
(
1
|x− y|n+sp−2
)
|v(x)− v(y)| p2 dx dy
= 1− s
sp(n− 2 + sp)
ˆ
BR(x0)
ˆ
Br(y)
1
|x− y|n−2+sp∆x
(
|v(x)− v(y)| p2
)
dx dy
+ 1− s
sp(n− 2 + sp)
ˆ
BR(x0)
ˆ
∂Br(y)
ν(x).∇x
(
1
|x− y|n−2+sp
)
|v(x)− v(y)| p2 dS(x) dy
− 1− s
sp(n− 2 + sp)
ˆ
BR(x0)
ˆ
∂Br(y)
1
|x− y|n−2+sp ν(x).∇x
(
|v(x)− v(y)| p2
)
dS(x) dy
= 1− s
sp(n− 2 + sp)
ˆ
BR(x0)
ˆ
Br(y)
1
|x− y|n−2+sp∆x
(
|v(x)− v(y)| p2
)
dx dy +O(1− s) .
The last equality holds since v ∈ H2,20 (B). We compute
∆x
(
|v(x)− v(y)| p2
)
= p4(p− 2) |v(x)− v(y)|
p
2−2 |∇v(x)|2
+ p2 |v(x)− v(y)|
p
2−1 ∆v(x) .
Thus, we need to find a bound for the two integrals
(A.1) (1− s)(p− 2)4s(n− 2 + sp)
ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2−2 |∇v(x)|2
|x− y|n−2+sp dx dy
and
(A.2) 1− s2s(n− 2 + sp)
ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2−1 ∆v(x)
|x− y|n−2+sp dx dy .
We use Lemma A.2 and obtain
(A.1) ≤ C (1− s)(p− 2)4s(n− 2 + sp) ‖v‖
2
C1,1(B)

ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2
|x− y|n+sp dx dy

p−4
p
= C (1− s)
4
p (p− 2)
4s(n− 2 + sp) ‖v‖
2
C1,1(B)
(1− s)
ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2
|x− y|n+sp dx dy

p−4
p
.
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Now we apply Young’s inequality and remember that 34 < s < 1. Then we obtain
(A.1) ≤ τ C (1− s)(p− 2)
p
4
[4s(n− 2 + sp)] p4 ‖v‖
p
2
C1,1(B)
+ (τ p4)
− 4
p−4
p− 4
p
(1− s)
ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2
|x− y|n+sp dx dy
= (τ p4)
− 4
p−4
p− 4
p
(1− s)
ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2
|x− y|n+sp dx dy +O(1− s) ,
where τ = ε− p4 for an ε > 0. Using Lemma A.3 and Young’s inequality we achieve
(A.2) ≤ C (1− s)
1− 2
p (p− 2)
2s(n− 2 + sp) ‖v‖C1,1(B)

ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2
|x− y|n+sp dx dy

p−2
p
= C2s(n− 2 + sp) ‖v‖C1,1(B)
(1− s)
ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2
|x− y|n+sp dx dy

p−2
p
≤ϑC‖v‖
p
2
C1,1(B) +
(
ϑ
p
2
)− 2
p−2 p− 2
p
(1− s)
ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2
|x− y|n+sp dx dy ,
where C does not depend on s and ϑ = ε− p2 for an ε > 0. Joining the estimates for
(A.1) and (A.2) and rearranging terms give us
(1− s)
[
1− p− 4
p
(
p
4
)− 4
p−4
ε
p
p−4 − p− 2
p
(
p
2
)− 2
p−2
ε
p
p−2
] ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2
|x− y|n+sp dx dy
≤ε− p2 C ‖v‖
p
2
C1,1(B) +O(1− s) .
For ε sufficiently small we finally obtain (C is independent of s and v):
(1− s)
ˆ
BR(x0)
ˆ
Br(y)
|v(x)− v(y)| p2
|x− y|n+sp dx dy ≤ C ‖v‖
p
2
C1,1(B) +O(1− s) .
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A.2 The Idea of Weinberger and Willms
In this section, we briefly describe the idea of H. F. Weinberger and B. Willms on how
to prove that in two dimensions the disk minimizes the buckling eigenvalue among all
domains of given measure. They did not publish this approach but it can be found in
the work of Kawohl in [19].
Assume that the domain Ω minimizes the buckling eigenvalue among all domains of
given measure. Moreover, we suppose that Ω is a bounded, connected and simply
connected C2 domain. By u we denote the first eigenfunction on Ω. Subsequently,
there holds
u ∈ H2,20 (Ω) and ∆2u+ Λ1(Ω)∆u = 0 in Ω .
Since we assume ∂Ω(u) to be C2, we can perform the shape derivative of Ω. Using the
optimality of Ω we get a new boundary condition, namely ∆u = const. on ∂Ω. Crucial
for this observation is that Ω is simply connected. Remember that u vanishes on ∂Ω.
Consequently, ∆u = const. on ∂Ω is equivalent to ∆u + Λu = const. on ∂Ω. Since
∆u+ Λu is harmonic in Ω, we immediately find
(A.3) ∆u+ Λ1(Ω)u = const. in Ω.
Furthermore, we can suppose that∇u(0) = 0 since we can translate the optimal domain.
We set
v(x, y) := y∂xu− x∂yu.
Then v(0, 0) = |∇v(0, 0)| = 0 and v ∈ H1,20 (Ω). Due to (A.3), there additionally holds
∆v + Λ1(Ω)v = 0 in Ω.
Hence, either v ≡ 0 in Ω or Λ1(Ω) = λk(Ω), where λk(Ω) denotes the k-th Dirichlet-
Laplace eigenvalue. Let us first consider that v ≡ 0. Then a geometric argument
immediately shows that Ω is a disk (see e.g. [24]).
Consider now that Λ1(Ω) = λk(Ω). Due to Payne ( [26,27]) there holds
Λ1(Ω) ≥ λ2(Ω)
and equality holds if and only if Ω is a disk. Let us assume that Ω is not a disk.
Subsequently, we obtain Λ1(Ω) = λk(Ω) with k ≥ 3. By construction, v(0, 0) =
|∇v(0, 0)| = 0 and hence, at least two nodal lines intersect in the origin. This means Ω
is divided in at least three nodal domains. Of course, at least one of the nodal domains
must have a measure less or equal to |Ω|/3. Then by the Faber-Krahn inequality and
the homothety property of the Dirichlet-Laplace eigenvalue we obtain
Λ1(Ω) ≥ 3λ(B|Ω|(0)) .
Thus, there holds (see [3, 28])
Λ1(Ω) > λ2(B|Ω|(0)) > Λ1(B|Ω|(0)).
This is contradictory to the minimality of Ω. This proves that the optimal domain Ω
is a disk. For further details we refer to [19].
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