The natural immune system (NIS) protects the body against unwanted foreign material (non-self cells) that could damage the body (self cells). The NIS can be modeled into an artificial immune system (AIS) to detect any non-self patterns in a non-biological environment. Detectors in the NIS can change from their initial mature status to memory status detectors or to annihilated status. A memory detector is a detector that frequently detects non-self cells and is a general detector for a subset of non-self cells. The NIS uses these memory detectors in a faster response to non-self cells. The purpose of this paper is to present the genetic artificial immune system (GAIS) which evolves these non-self detectors and determine their state using a life counter function. Only detectors with mature or memory status are used to detect non-self. Thus, the number of detectors is dynamically determined by the life counter function. In the paper GAIS is applied to different classification problems.
I. Introduction
Artificial intelligence consists of many paradigms, including artificial neural networks (ANNs) [4] , evolutionary computation (EC) [1] , swarm intelligence (SI) [36, 20] , artificial immune systems (AISs) [9] and fuzzy systems [60] . The performance of algorithms within these paradigms differ among different problem domains. A problem can be solved by a number of different algorithms. It is therefore important to have a good definition of the problem so that the most appropriate algorithm is selected to solve the problem. Some of these models are specifically focused at solving classification problems [7, 27] . Classification is the process of finding classification boundaries to separate patterns that belong to different classes. Some of the above mentioned paradigms are based on natural processes. Natural processes that have been modeled to develop classification techniques include ANNs that model biological neural networks [4] , EC techniques that model the natural evolution of organisms [1] , SI that models the behavior of a structured collection of interacting organisms to solve a global objective [36] and AISs that model the functionality and principles of the natural immune system to adapt to changing environments [13, 53] . These algorithms are refered to as computational intelligence (CI) techniques while algorithms like decision trees form part of the classical machine learning (ML) methods. Both methods from classical ML and CI can be grouped into supervised and unsupervised learning methods. In supervised learning a model is trained with pre-classified negative and positive patterns that serve as examples for the model. These example patterns are pre-classified according to a certain concept or rule. Unsupervised learning on the other hand is based on a process of automatically discovering similar patterns in the data without guidance from an external teacher [40] . Methods from these ML and CI paradigms require sufficient training sets consisting of negative and positive examples of classes. The artificial immune system (AIS) is a relatively new paradigm of algorithms that have been applied to classification problems [10, 39, 57] . An AIS models the natural immune system (NIS) to detect or classify foreign patterns in a non-biological environment. The NIS does not only have the ability to learn valid patterns and to detect or classify foreign patterns, but also has a memory. The NIS is capable of memorising general foreign pattern structures [43, 47] . A unique characteristic of the AIS is that training requires only positive examples. After training, the AIS has the ability to classify foreign (negative) patterns from the positive patterns. This makes the AIS an ideal candidate for classification problems where only one class of patterns is available for training.
The AIS presented in this paper makes use of a set of artificial lymphocytes (ALCs) to detect negative patterns. The set is populated by mature ALCs, which are evolved from a genetic algorithm (GA). The GA has as its main objective to evolve ALCs with maximum space coverage of possible negative patterns and least overlap among ALCs. After each evolved ALC is added to the set, the GA is forced to explore different regions in the search space that is not yet covered by the mature ALCs in the set. An ALC evolves to maturity after it has been trained on a set of positive patterns in the GA. There are two methods to train an ALC, positive selection and negative selection [23] . In addition to the mature status of an ALC, there is also the following states: Immature, Memory and Annihilated. An ALC with immature status has not yet been trained by a GA. Memory ALCs are those ALCs that frequently detect negative patterns and annihilated ALCs seldom detect any negative patterns and need to be replaced in the set of ALCs. An optimal set of ALCs can be defined as a set that consists of ALCs that frequently detect negative patterns. It is therefore important to distinguish between ALCs with high probability to detect negative patterns from those ALCs with poor detection, i.e. distinguishing ALCs based on status.
The purpose of this paper is to illustrate how a genetic algorithm can be used to evolve detectors that are selftolerant and how to determine if a detector has a high probability to detect non-self patterns, using a threshold function as presented by Graaff and Engelbrecht [28] . The paper also presents as a sub-objective a life counter function [28] as a model for automatic transformation between states of an ALC. The number of ALCs in the proposed model is thus dynamically determined by the life counter function based on the ALCs status, since only memory and mature ALCs are used to detect non-self patterns. The outline of the paper is as follows: A brief overview on the natural immune system is given in section II, followed by existing AIS models and applications in section III. Sections IV to VI present an overview of GAIS (genetic artificial immune system) with the life counter function, and section VII discusses the results obtained from GAIS on different classification problems. Section VIII concludes this paper and discusses future work in AISs.
II. A Brief Overview of the Natural Immune System
The human body has many different mechanisms to defend itself against pathogenic material. These defence mechanisms are among others the skin that covers the body and the natural immune system. The natural immune system (NIS) detects foreign material inside the body that could be harmful to the body. The NIS differentiates between normal cells (self cells) and foreign cells (non-self cells). The immune system works on the principle of a pattern recognition system, recognising unwanted patterns (non-self cells) from the normal patterns (self cells) [47] .
A. Views on Non-self
To date there are two different views on non-self cells. The classical view of the NIS is that all non-self is harmful to the body and needs to be detected and destroyed by the NIS [43] .
A different theory on non-self was introduced by Matzinger, known as danger theory [41, 42] . Danger theory does not classify all foreign or non-self cells as dangerous to the body, i.e. non-self cells are further classified into dangerous and non-dangerous. According to danger theory, the NIS only reacts to dangerous non-self cells. Focusing on the classical view of the NIS, the remainder of this section explains and discusses the different parts of the NIS which are crucial to the detection and annihilation of non-self cells.
B. The Lymphocytes
The natural immune system mostly consists of lymphocytes and lymphoid organs. These organs are mainly the thymus and bone marrow. The bone marrow is responsible for creating new lymphocytes in the immune system. The lymphocytes are used to detect any foreign or unwanted cells in the body. These foreign cells are known as antigens [50] .
There are two types of lymphocytes, namely the T-Cell and B-Cell. Both of these lymphocytes have receptor molecules on their surfaces that bind to other cells. The receptor of the T-Cell binds to molecules that are on the surface of other cells. The molecules on the surface of cells are named Major Histocompatibility Complex molecules (MHC-molecules). The MHC-molecules bring to light the internal structure of a cell and can be differentiated into Type I and Type II MHCs. MHC-molecules of Type I is on the surface of any cell and MHC-molecules of Type II mainly on B-Cells [47] .
Binding of a T-Cell's receptor to an MHC can only occur if the T-Cell is mature. A T-Cell becomes mature (in the thymus) if and only if it does not have receptors that will bind with molecules that represent self cells. It is therefore very important that the T-Cell can differentiate between self and non-self cells [47] .
There are two types of T-Cells: The Helper-T-Cell (HTC) and the Natural-Killer-T-Cell (NKTC). Co-operation between the different lymphocytes to detect an antigen is explained next.
C. Detecting the Antigen
Different from T-Cells, B-Cells leave the bone marrow as mature lymphocytes. B-Cells collect antigen in the body and partition the collected antigen into peptides, which in turn are brought to the surfaces of the B-Cells by MHCs of Type II (as illustrated in Figure 1 ). The receptor of an HTC then binds to an MHC on a B-Cell and secretes lymphokines [50] , which proliferate or suppress the B-Cell's response to the antigen. This response is known as the primary response. If the HTC bounds to the MHC with a high affinity, the B-Cell is proliferated. A proliferated B-Cell produces antibodies with the same structure as represented by the peptides. A B-Cell becomes proliferated when the B-Cell has grown into a clone, which can produce antibodies [43] . A B-Cell can proliferate into one of two types of cells: plasma cells and memory cells. The function of memory cells is to proliferate to plasma cells for a faster response to frequently encountered antigens and produce antibodies for the antigens. A plasma cell is a B-Cell that produces antibodies. Antibodies form part of self and bind to antigen to de-activate the antigen [43] .
When the HTC does not bind with a high affinity, the response of the B-Cell is suppressed. A frequently suppressed B-Cell becomes annihilated and needs to be replaced by a newly created B-Cell. B-Cells with memory status are used by the immune system in a secondary response to frequently seen antigen with the same structure. The secondary response is faster than the above-mentioned primary response, since there is no binding necessary between the HTC and a memory B-Cell to be able to produce antibodies [47] .
The Natural-Killer-T-Cell (NKTC) binds only to MHCs of type I. Type I MHCs are found on all cells and they bring to light any viral proteins from a virally infected cell. The NKTC binds to the MHC of a virally infected cell and destroys itself with the infected cell [47] .
III. The Artificial Immune System
Research done on the functioning of the natural immune system (NIS) has led to different theories and models. Although the functioning of the NIS is not yet fully understood, some of these theories have valid arguments. The most familiar of these theories are the classical view of the NIS (as explained in section II), danger theory [41, 42] and network theory [34, 46] . There are a few common characteristics between these theories namely,
• the NIS has the capability to learn the structure of normal cells;
• the NIS has the ability to memorise the structure of frequently encountered foreign cells;
• the memory of the NIS is used in a faster secondary response to foreign cells with identical or similar structure;
• the NIS functions as a pattern recognition and classification system; and
• the NIS is a complex, distributive system.
These characteristics of the NIS inspired the modeling of the NIS into an artificial immune system (AIS) for application in non-biological environments mainly, intrusion detection [10, 23, 27, 38, 39] . Therefore, the AIS mimics the models of the natural immune system's functions and principles. The AIS only needs to be trained on one class of positive patterns (self) to detect or classify negative patterns of different classes (non-self). This advantage makes the AIS unique from other computational models. There is, however, a drawback to this advantage: A limited knowledge on positive patterns, or an incomplete representation of positive examples, can lead to misclassification of non-self patterns. Existing artificial immune system models are discussed in section III(A). A new approach which is taken for the proposed genetic artificial immune system (GAIS), is presented in section III(B). Some applications of AISs are summarised in section III(C).
A. Natural to Artificial
The NIS is a very complex system. Therefore, modeling of the NIS into an AIS requires a clear understanding of the structure and functioning of the NIS. In the NIS it is mainly the inner working and co-operation between the mature T-Cells and B-Cells that is responsible for the secretion of antibodies as an immune response to antigens. The secretion of antibodies is dependant on the affinity with which a T-Cell binds to the B-Cell's MHC. Based on the classical view of the NIS (as discussed in section II), T-cells undergo a maturation process in the thymus to become self-tolerant. Forrest developed the negative selection method for training these T-Cell detectors in an AIS [23] . Negative selection monitors randomly created T-Cells and replaces a T-Cell that detects any self pattern, i.e. T-Cells which are trained with negative selection are self-tolerant. A drawback of negative selection is that changes in self and non-self result in re-training of T-Cell detectors. It is computationally inefficient to generate self-tolerant detectors to cover all of non-self space, while only some of non-self is harmful and only some of these detectors will actually detect non-self. Positive selection does not solve this problem either. Positive selection monitors randomly created T-Cells and replaces a T-Cell that does not detect all of the self patterns, i.e. T-Cells which Figure. 1: Detection of antigen by B-Cell are trained with positive selection are non-self-tolerant. It could also be the case that there is some overlap between self and non-self space. Matzinger presented danger theory as an alternative to the classical view [41, 42] . The main difference between danger theory and the classical view is the self-non-self discrimination. Danger theory does not respond to everything that is non-self, instead it concentrates more on what is dangerous rather than what is non-self. Thus, danger theory discriminates between dangerous and non-dangerous of which both self and non-self can form part of. The network theory of Jerne states that the B-Cells are interconnected to form a network of cells [34, 46] . The B-Cells in the network respond to foreign cells. An activated B-Cell stimulates all the other B-Cells to which it is connected in the network. A B-Cell becomes activated if it detects a foreign cell. Work that has been done in AISs on network theory of B-Cells can be found in [53, 55, 56] .
Focusing on the classical view of the NIS, there are a few basic concepts that must be considered to model the proposed artificial immune system:
• There are trained detectors (artificial lymphocytes) that detect non-self patterns with a certain affinity.
• The affinity between an ALC and a pattern needs to be measured. The measured affinity can indicate to what degree an ALC detects a pattern.
• To be able to measure affinity, the representation of the patterns and the ALCs need to have the same structure.
• The artificial immune system needs a good repository of self patterns or self and non-self patterns to train the artificial lymphocytes (ALCs) to be self-tolerant.
• The artificial immune system has memory that is builtup by the artificial lymphocytes that frequently detect non-self patterns.
• When an ALC detects non-self patterns, it can be cloned and the clones can be mutated to have more diversity in the search space.
In [22, 30, 31] similar architectures for an AIS are proposed and used for security. Some of the existing AIS models based on the above listed concepts, will be discussed next.
The first three concepts above highlight the affinity measurement between an ALC and a pattern as well as the structure of the ALC. There are different approaches to represent patterns in an AIS and to measure the affinity between these patterns and the ALCs. The measured affinity between a pattern and an ALC needs to exceed a certain threshold for the pattern to be detected by the ALC. Patterns can be represented as vectors of floating-point values [55] , nominal-valued vectors [23] , or binary strings [15, 33] . Depending on the representation of the patterns in the AIS, the Euclidean distance [55] or the Hamming distance [15] between an ALC and a pattern can be used as a measure of affinity. The above-mentioned measurements indicate the similarity between an ALC and the pattern. A low similarity value indicates a stronger affinity between an ALC and the pattern. The measurement of affinity can also be done using the r-continuous matching rule [23, 33] , which is a partial matching rule: An ALC detects a pattern if there are r-continuous or more matches in the corresponding positions. r is the degree of affinity for an ALC to detect a pattern. A higher value of r indicates a stronger affinity between an ALC and the pattern.
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Training an AIS to find an optimal set of detectors can be done supervised or unsupervised. In supervised learning, the training set consists of self patterns [23] , non-self patterns [29, 45] , or self and non-self patterns. Each pattern in the training set has been labeled as self or non-self. The ALCs can be trained to become self-tolerant like a mature T-Cell or to detect non-self patterns with a higher affinity. The trained ALC set is then used to detect non-self patterns. The ALCs can either be randomly initialised [23] or evolved with a genetic algorithm to have a larger detection ratio of non-self patterns in the training set [29] . Forrest et al. [23] used a technique known as negative selection to train ALCs to become self-tolerant. The training set consisted of self patterns represented by nominal-valued attributes or binary strings. The ALCs are randomly generated and tested against the training set of self patterns. If an ALC does not detect any of the self patterns in the training set, it is added to the ALC set. The training set is monitored by continually testing the ALC set against the training set for changes in self patterns, thus keeping the ALC set self-tolerant. The negative selection method can also be used to train ALCs on continuous-valued self patterns [27] . The continuous-valued negative selection method evolves ALCs that are the furthest away from the training set of self patterns with the least overlap among the ALCs to maximise the non-self space coverage. A randomly generated ALC that is trained with negative selection does represent a pattern in non-self space, but not necessarily a non-self pattern in the testing set of patterns. Thus, the trained ALC might never detect any of the non-self patterns in the testing set. Another approach is to use an evolutionary process to evolve ALCs towards non-self and to maintain diversity among the ALCs [38] . The AIS in [48] applies a co-evolutionary genetic algorithm to evolve ALCs. The training set in [48] consists of self and non-self patterns. ALCs are evolved towards the non-self patterns and away from the self patterns in the training set. Once the fitness of the ALC set evolves to a point where all the non-self patterns and none of the self patterns are detected, the ALCs represent a description of the concept.
The above models are supervised training methods. CLONALG, developed by de Castro [15, 18] , is an unsupervised approach that models the clonal selection process of the natural immune system. CLONALG performs machinelearning and pattern recognition tasks. In CLONALG the patterns and ALCs are presented as vectors of floating-point values. The euclidean distance between an ALC and a pattern is used to measure the affinity. A low euclidean distance value indicates a stronger affinity between an ALC and a pattern. CLONALG perceives all the patterns in the training set as non-self patterns. CLONALG uses a set of ALCs with a fixed size of S. Initially all ALCs are randomly initialised in the set. Each pattern is then randomly selected from the training set (without replacement) and presented to the set of ALCs. The affinity between the selected pattern and each ALC in the set is calculated. The ALCs with a higher affinity value than a predetermined affinity threshold, are cloned. The clones are mutated and the affinity between the selected training pattern and each mutated clone is calculated. The mutated clones are then added to the set of ALCs and the set is sorted in decreasing order of affinity. The first S ALCs in the sorted set are then selected as the new set of ALCs. A selection of M ALCs with high affinity goes into a memory pool. A number of randomly initialised ALCs replaces the ALCs with low affinity in the new set. The next pattern is then selected from the training set and presented to the new set of ALCs until all patterns have been selected. The algorithm can also be used to solve complex problems, eg. multi-modal function optimisation [15, 18] .
As mentioned above, one of the drawbacks of negative selection is that it is computationally inefficient to generate self-tolerant detectors to cover all of non-self space. The concept of artificial recognition balls (ARBs) was introduced by Timmis [54] for a resource limited AIS. In this model there is a direct mapping between an ALC and a resource, i.e. an ALC is seen as a resource. An ARB has a general representation for a number of ALCs. Each ARB allocates a number of resources based on its stimulation level. The stimulation level of an ARB is directly proportional to the affinity between an ARB and a pattern. The affinity between an ARB and a pattern is measured by the euclidean distance between the ARB and the pattern. Thus, the lower the euclidean distance value, the stronger the affinity which implies a higher stimulation level. The total number of resources of the system is bounded. Watkins adopted the concept of ARBs [57] for a new classification model. To be able to identify a memory cell, a training set of patterns is presented to the system. The system perceives all the patterns in the training set as non-self. A subset of the training set is used to create an initial batch of memory cells. Each of the remaining non-self training patterns is then matched against the memory cells. The memory cell with the closest match to a specific non-self training pattern is then cloned to form an ARB. The level of cloning is determined by the strength of the affinity between the non-self pattern and the memory cell. The newly created ARB is then added to a pool of existing ARBs of the same class. Resources are allocated to an ARB depending on the affinity between the ARB and the presented non-self pattern as well as the class of the non-self pattern. The number of resources for each ARB increases through cloning, until the average stimulation level of the ARBs is above a certain threshold. When the limit for available resources has been reached by the ARBs, resources are removed from the ARBs with the lowest affinity until the limit is no longer exceeded. The ARBs with bad performance will have no resources allocated to them and are removed from the pool. If the best matching ARBs in the pool have a higher affinity with the 132 A.J. Graaff and A.P. Engelbrecht presented non-self pattern than the best matching memory cell in the memory pool, then the ARBs are added to the memory pool. Only the memory pool is used to classify non-self patterns in the test set.
Timmis implemented the network theory by interconnecting all of the ARBs in an AIS [53] . Links are established between ARBs with a high affinity between them. Therefore a network of linked ARBs is formed based on the affinity among the ARBs. In the network of linked ARBs, clusters are formed by ARBs based on their high affinity between each other and the presented patterns. These clusters represent clusters in the data set. The ARB-network model of Timmis resulted in a successful unsupervised training method to visualise data. Another unsupervised approach to cluster data, developed by de Castro and Von Zuben [13] , constructs an edge-weighted graph of B-Cells. This model is referred to as aiNet. Some of the B-Cells are connected with edges, with a weight assigned to each edge. The assigned weight represents the connection strength between the connected B-Cells. Thus, the graph is not necessarily fully connected. The network is trained by representing non-self patterns to the interconnected B-Cells. The distance between B-Cells with the highest affinity for the non-self pattern are then decreased, thus increasing the weight between the connected B-Cells. Immune network theory has also been successfully developed and applied to optimise multi-modal functions [11] .
B. The Genetic Artificial Immune System
A high-level overview of the Genetic Artificial Immune System is illustrated in Figure 2 . The Genetic Artificial Immune System (GAIS) presented in this paper represents all patterns in space as binary vectors and uses the hamming distance as affinity measure. A GA is used to evolve a set of ALCs with maximum non-self space coverage and minimum overlap among existing ALCs (explained in section V). The ALCs can either be trained with an adapted negative selection method (explained in section IV(B.1)), or with an adapted positive selection method (explained in section IV(B.2)). The affinity threshold of an ALC is used to determine a match with a non-self pattern. With the adapted negative selection method the affinity threshold is determined by the distance to the closest self pattern from the ALC. The algorithm is supervised, using a training set that consists of self patterns. GAIS is different from existing AIS models in that the GA does not evolve ALCs towards non-self patterns (as in the model of Kim [38] ), neither does it evolve ALCs with a larger detection ratio of non-self patterns in the training set (as in the models of Hightower et al. [29] and Oprea [45] ). The main goal is to evolve mature ALCs to detect non-self patterns that have not been presented to GAIS during training. Surely, all evolved ALCs will cover non-self space, but not all ALCs will detect non-self patterns. Therefore, a proposed transition function, the life counter function (explained in section IV(D)), determines an ALC's status (defined in section IV(A)). ALCs with annihilated status are removed in an attempt to have only mature and memory ALCs with optimum classification of non-self patterns. Thus, the number of ALCs in GAIS is dynamically determined by the life counter function based on the ALCs status, since only memory and mature ALCs are used to detect non-self patterns. GAIS has the advantage to classify patterns in a problem space where only positive patterns are available for training.
C. Applications of the Artificial Immune System
The artificial immune system has been successfully applied to many problem domains. These domains range from network intrusion and anomaly detection [10, 21, 22, 27, 30, 31, 38, 39, 51, 52] to data classification models [49, 58] (the model of Pramanik et al. [49] bridges the models of [44] and [37] ), virus detection [23] , concept learning [48] , data clustering [13] , robotics [35, 56] , pattern recognition and data mining [7, 33, 53, 55] . The AIS has also been applied to the initialisation of feed-forward neural network weights [17] , the initialisation of centers of a radial basis function neural network [16] and the optimisation of multi-modal functions [11, 25] . The interested reader is referred to [9, 12, 14] for more information on AIS applications.
IV. The Artificial Lymphocyte in GAIS
Artificial lymphocytes (ALCs) are used by the AIS to detect and classify non-self patterns from self patterns. It is assumed that all patterns in the AIS are represented by bit-strings. The different lymphocytes (as explained in section II(A)) are modeled into a general ALC with a bit-string receptor. The receptor has a length k, equal to the length of a self and non-self pattern. The ALC must adhere to an affinity-distance threshold (ADT) to be able to detect a non-self pattern in a non-biological environment. From the previous requirement for non-self detection it can be derived that the ALC's receptor cannot bind or match a non-self pattern with an affinity that is greater than the size of the pattern. Therefore, ADT ≤ k.
Only mature ALCs are used to detect non-self patterns. An ALC has mature status if and only if the ALC's receptor does not overlap with any of the known self patterns, used for training. The receptor of an ALC is randomly initialised. Training is then done by measuring the receptor of an ALC against the static incomplete set of known self patterns to determine the ALC's maximum affinity-distance threshold, as discussed in section IV(B). Calculating the maximum ADT will prevent the ALC to overlap with the known self patterns in the training set and therefore prevent the ALC to detect any of the known self patterns.
Figure. 2: High-level overview of GAIS
An ALC's status is determined by a threshold function called the Life Counter (LC), which was presented and explained in [28] . The AIS uses the status of an ALC to determine which of the ALCs need to be discarded and replaced in the set of ALCs. The status is also an indication of an ALC's priority among the other ALCs in the set.
A. Life Cycle of the Artificial Lymphocyte
An ALC can have different states in its life cycle. Figure 3 shows that the status of a trained ALC can be one of four states, namely memory, mature, immature or annihilated. The status of an ALC determines its priority in a group of ALCs: states are prioritised into high, medium and low. The life counter maps the states to a continuous range (0, 1) (i.e. LC : {low, medium, high} → (0, 1)). A life counter value closer to 1.0 indicates that the ALC has a higher priority than an ALC with a life counter value close to 0.0. The LC-value of an ALC is calculated at specified time steps. The time step can be set to a constant iteration size (IS) of incoming patterns [28] . The different states are explained below. 
1) Immature (no priority)
An immature-ALC has not yet been trained on non-self patterns and is therefore not self-tolerant. The immature status is the initial status of randomly initialised ALCs and these ALCs have no LC-value. [28] .
2) Annihilated (low priority)
An ALC with this status has either been mutated to detect a self pattern or it has not detected any patterns as non-self and is then declared as obsolete in the group of ALCs. It is the annihilated ALCs that must be replaced by newly constructed or evolved ALCs. An ALC with annihilated status have an LC-value which is close to 0.0 [28] .
3) Mature (medium priority)
A mature-ALC detects non-self patterns on a regular basis. An ALC in mature status will be demoted to annihilated status if the ALC starts to detect less or none of the non-self patterns. If the ALC starts to detect non-self patterns more frequently it will be promoted to memory status [28] .
4) Memory (high priority)
Memory-ALCs detect non-self patterns more frequently than mature-ALCs. Memory-ALCs are given a higher priority than other ALCs by evaluating an incoming pattern before other ALCs, resulting in a faster non-self detection. These ALCs are not mutated nor replaced by any newly constructed ALC. An ALC in memory status cannot be annihilated and first needs to be demoted to mature status. This happens when an ALC in memory status does not frequently detect non-self patterns as before, resulting in demotion to mature status. An ALC with memory status have an LC-value which is more biased to 1.0 [28] .
An ALC with immature status has not yet been trained by the AIS and can therefore not be used to detect any non-self patterns. ALCs with the annihilated status (low priority) have a higher probability to be replaced by newly constructed ALCs than ALCs with mature status (medium priority). As long as an ALC has memory status (high priority), the ALC will never be replaced with a newly constructed ALC, since the memory ALC has a higher probability in classifying a non-self pattern than an ALC with mature status or even annihilated status. Therefore it is important to determine, at any time, which ALCs are in memory status. The LC threshold function is used to dynamically determine the status of an ALC and to automatically change the status of an ALC if required [28] .
B. Training an ALC to Cover Non-self Space
An ALC can be trained with either the positive selection method or the negative selection method. An ALC is trained with an incomplete static set of self patterns. A non-self pattern can be incorrectly classified by an ALC as a self pattern, which is referred to as a false negative. A self pattern can also be incorrectly classified by an ALC as a non-self pattern, referred to as a false positive. Prior to training, the bit-string receptor of an ALC is randomly initialised. The two training methods differ in that negative selection trains an ALC not to match any self pattern in the training set, in contrast to positive selection, where an ALC is trained to match all of the self patterns in the training set. Both negative and positive selection methods determine the best ADT for the ALC. Adapted versions of the two selection methods are described next.
1) Adapted Negative Selection
The adapted negative selection method trains an ALC to have a maximum affinity-distance threshold, a neg , that does not overlap with the self set (as illustrated in Figure 4) . A pattern will be detected as non-self by an ALC if the hamming distance between the pattern and the ALC is less than a neg . To guarantee a maximum a neg with no overlap with self, a neg is set to the hamming distance of the nearest self pattern to the ALC. Figure 4 shows that, with the adapted negative selection, the self pattern with the smallest hamming distance to the ALC is used to determine the maximum a neg .
2) Adapted Positive Selection
The adapted positive selection method trains an ALC to have a minimum affinity-distance threshold, a pos , that does overlap with the self set (as illustrated in Figure 5) . A pattern will be detected as non-self if the hamming distance between the pattern and the ALC is greater than a pos . To guarantee a minimum a pos with overlap with self, a pos is set to the hamming 5 , the known self is the incomplete static self set that is used to train the ALC. The unknown self is the self patterns that are not known during training or represents self patterns which are outliers to the set of known self patterns.
C. Matching a Non-self Pattern
The natural immune system has the ability to memorise frequently detected antigen. A B-Cell that frequently detects antigen goes into memory status. The B-Cells with memory status are used by the immune system in a secondary response to detect antigen much faster than the primary response. Inorder to model the NIS's memory ability, it is important to keep record of the number of non-self pattern matches (or detections) made by an ALC. After classifying a number of non-self patterns, the number of non-self matches 135 by an ALC will determine the ALC's matching ratio. The Hit Counter (HC) of an ALC is updated to keep record of the number of matches. The hamming distance, γ(x, r), between a pattern and the ALC's receptor can be used to determine if the ALC detects a non-self pattern, defined as follows
where x is the bit-string of the pattern that needs to be classified, r is the bit-string of the receptor, XOR is the exclusiveor between the bits of the two bit-strings, i is the bit-index and k is the size of a pattern. There are certain requirements for an ALC to be able to detect a non-self pattern. These requirements together with how the HitCounter of the ALC is updated, are explained in section IV(C.1) and section IV(C.2) for the adapted negative and positive selection methods respectively.
1) Adapted Negative Selection Hit Counter
An ALC which is trained with the adapted negative selection method can detect all non-self patterns which are closer to the ALC than the closest self pattern to that ALC (as discussed in section IV(B.1)). This means that the relation, γ(x, r) < a neg , must hold for an ALC to be able to detect a non-self pattern. The value of γ(x, r) indicates the specificity with which an ALC's receptor matched a non-self pattern. γ(x, r)→0 indicates a more exact match to the pattern of the receptor and γ(x, r) → a neg a less exact match. Then,
is the difference ratio of a pattern with the receptor. The complement of
aneg , which is
aneg , is the similarity ratio between a pattern and the receptor. The HC of an ALC that matches a non-self pattern more exact (i.e. γ(x, r)→0,
aneg → 1.0) than an ALC where γ(x, r) → a neg , must be incremented (rewarded) more. After a pattern has been classified as non-self, the HC of the ALC is incremented with 1.0 (for detecting the non-self pattern) and then rewarded by the similarity ratio
aneg . The HC for adapted negative selection is calculated as
with the initial value of HC = 0.
2) Adapted Positive Selection Hit Counter
For an ALC which is trained with the adapted positive selection method to detect a non-self pattern, the non-self pattern needs to be further away from the ALC than the furthest self pattern to that ALC (as discussed in section IV(B.2)). The following relation, γ(x, r) > a pos ⇒ γ(x, r) − a pos > 0.0, must hold for an ALC to detect a non-self pattern. As discussed in the previous section, the value of γ(x, r) indicates the specificity with which an ALC's receptor matched a nonself pattern. A larger value of γ(x, r) indicates a less exact match to the pattern of the receptor. Since a pos indicates the maximum ADT to a self pattern, the complement k − a pos , indicates the maximum ADT to a non-self pattern. Then,
is the difference ratio of a pattern to the receptor. The HC of an ALC that matches a non-self pattern less exact (i.e. γ(x, r) → k) than an ALC where γ(x, r) → a pos , is incremented (rewarded) more. After a pattern has been classified as non-self, the HC of an ALC is incremented with 1.0 (for detecting the non-self pattern) and then rewarded by the difference ratio . The HC for adapted positive selection is calculated as
3) The Hit Ratio
The HitRatio (HR) of an ALC is calculated after a specified number of patterns has been classified, referred to as the IterationSize (IS). The HitRatio (HR) is calculated based on parameters HC and IS, as
HR(HC, IS) = HC IS (4)
HR is calculated to determine an ALC's detection ratio of non-self patterns in an iteration, i.e. the number of non-self patterns that were detected or matched by an ALC during an iteration.
D. The Life Counter
Section IV(A) briefly introduced the life counter function and stated that the life counter (LC) determines in which state an ALC is at any given time. The LC maps the states to a continuous range, i.e. LC : {low, medium, high} → (0, 1). The value of the LC depends on the ALC's HR, the minimum matching ratio (coverage of non-self space) of an ALC, and the IS. An ALC converges to memory status if the number of classified non-self patterns is greater than the number of patterns in the non-self space covered by the ALC. An ALC converges to annihilated status if the number of classified non-self patterns is less than the number of patterns in the non-self space covered by the ALC.
The minimum matching ratio, β, of an ALC to detect a non-self pattern is calculated as follows:
• for an ALC trained with the adapted positive selection,
The ALC's life counter can be calculated after each IS patterns to determine the ALC's state. The next section explains the life counter threshold function that is used to determine the ALC's state.
1) Life Counter Threshold Function
After IS patterns have been classified, the LC threshold function, τ , is calculated to determine the status of an ALC. The τ -value of an ALC is based on the HR, β and IS of the ALC. The requirement for τ is that τ ∈ (0, 1), thus a function with a range of (0, 1) is needed, i.e.
τ (IS) must be a continuous function and monotonic increasing from mature to memory status, and monotonic decreasing from memory to mature or mature to annihilation. The sigmoid function illustrated by the dashed line in Figure 6 , satisfies these requirements. The sigmoid function is defined as 
satisfies the requirements.
The steepness, λ Sigmoid , represents the rate at which an ALC converges to memory or annihilated status. The HR-value of an ALC indicates the ratio at which an ALC matched non-self patterns (as explained in section IV(C.3)). Therefore, the HR-value determines the convergence ratio at which an ALC converges to memory or annihilated status. An increasing HR-value implies an increasing λ Sigmoid , which results in faster convergence of an ALC from mature to memory status. A decreasing HR-value implies a decreasing λ Sigmoid , which results in faster convergence of an ALC from memory to mature or mature to annihilated status.
From the previous statements it can be derived that if HR > 0, then λ Sigmoid > 0 for τ (IS) to be a monotonic increasing function, implying convergence to memory status. If HR < 0, then λ Sigmoid < 0 for τ (IS) to be a monotonic decreasing function, implying convergence to annihilated status. If HR = 0, then λ Sigmoid = 0 for τ (IS) to be a linear function, with τ (IS) = 0.5 for all IS, which implies that there is no convergence to memory or annihilation. To achieve one of the above situations, the steepness of the status transition function must be a function of HR with a range of (−1, 1). The minimum matching ratio β of an ALC also influences the rate at which an ALC's status moves from one state to the next. The rate of a state transition should be faster for an increasing β than for a smaller value of β. A faster transition rate is obtained with a steeper gradient of the state transition function, which is achieved with λ Sigmoid > 0. A slower transition is obtained for a smaller β by using a λ Sigmoid < 0.
The requirements for λ Sigmoid can be fulfilled if λ Sigmoid is a function of the hyperbolic tangent function, defined as (see the solid line in Figure 6 )
where λ Hyper controls the steepness of f (λ Hyper , x Hyper ). Thus, λ Sigmoid is defined as
The steepness of the above hyperbolic tangent function is controlled by β. A large value of β causes a higher rate of change of f (β, HR In summary:
where
The definition of HR in section IV(C.3) where IS > 0 and HC ≥ 0, will result in HR to always have positive values. With HC ≥ 0 and β ≥ 0, f (β, HR) ≥ 0. This results in a monotonic increasing function, g. This means that function g will always converge to 1.0 and all ALCs will either stay in the mature status or converge to memory status. To prevent all the ALCs to converge to memory, a constant detection ratio can be subtracted from HR. The constant detection ratio, referred to as the expected matching ratio (EM R), is explained in the following section.
2) The Expected Matching Ratio
The expected matching ratio (EM R) is a detection ratio to control the number of ALCs that would converge to memory (annihilated) status after classifying IS patterns, i.e. the detection ratio of non-self patterns expected from an ALC in an iteration of IS patterns. The EM R needs to be updated so that after each iteration, the EM R represents a more correct rate of non-self patterns that can be expected to be detected by an ALC in the next iteration of IS patterns. If η h is the number of non-self patterns detected in the current iteration, then η h IS calculates the matching rate of non-self patterns per iteration. The EM R for the next iteration is updated to the average over the current matching ratio and the current iteration's EM R, i.e.
where EM R h+1 is the calculated expected matching ratio for the next iteration. The HR function can now be redefined as
HR(HC, IS, EM R)
The redefined HR function implies that if an ALC detects less patterns as expected (EM R > HC IS ) then HR < 0, resulting in a monotonic decreasing g. If EM R < HC IS then HR > 0, which results in a monotonic increasing g. With the redefined HR, not all the ALCs will converge to memory, and those that match less non-self patterns as expected, move toward annihilated status.
V. Genetic Algorithm to Evolve an ALC
Most AISs use a static set of randomly initialised ALCs, trained with either the negative selection method or positive selection method. The static set of ALCs is then used to detect non-self patterns. A drawback of using a static set of ALCs is the specified size of the set. If the size of the set is too large, there might be a higher average overlap among ALCs. The consequence of a small set size is the premature coverage of non-self space among ALCs. This section shows how a genetic algorithm (GA) can be used to evolve a dynamic set of ALCs. An advantage of a dynamic set of ALCs is that the size of the set is dynamically determined by the algorithm. The interested reader is referred to [2, 3, 24, 32] for more information on GAs. The evolved set of ALCs is used to detect non-self patterns. The success and efficiency of the GAIS is mainly influenced by the quality of the ALCs in the evolved set. Initially the active set of ALCs is empty. The purpose of the GA is to evolve one optimal ALC to be added to the active set of ALCs. Each evolved ALC considers the training patterns as well as the existing ALCs in the active set to satisfy the following objectives: the main objective of the GA is to evolve an ALC to be added to the existing active set of ALCs such that the evolved ALC maximises its ADT if the ALC was trained with the adapted negative selection method or minimises its ADT if the ALC was trained with the adapted positive selection method. In addition to the main objective, the GA also needs to evolve an ALC to minimise the average overlap with the existing ALCs in the active ALC set. Maximising the distance between the new ALC and the active ALC set guarantees that the evolved ALC has the lowest average overlap with the existing set of ALCs, forces greater coverage of non-self space, and minimises the number of ALCs in the active set.
In the case of the adapted negative selection method, an ALC with the maximum hamming distance from the set of self patterns implies that the maximum non-self space is covered by the ALC without overlapping with the self set. In the case of positive selection, an ALC with the minimum hamming distance from the set of self patterns implies that the similarity between the evolved ALC's receptor and the set of self patterns need to be maximised for maximum non-self space coverage. Thus, the GA used in GAIS, optimises multiple objectives [8] .
The GA has an initial population of I randomly generated ALCs (as shown in Figure 7 ). The fitness of each ALC in the population is calculated to be proportional to the 138 A.J. Graaff and A.P. Engelbrecht ADT and overlap with other ALCs (refer to section V(C)). The evolutionary process stops as soon as the maximum number of generations is reached or the fitness of the ALC population has converged. The fittest ALC in the population is then selected to be added to the active ALC set. The operators and other design aspects of the algorithm are explained in more detail below.
The GAIS algorithm has two phases (as illustrated in Figure 7 ). In phase 1, the GA is repeatedly applied until the active ALC set in phase 1 has converged (as explained in section VI(B)). The GA in phase 1 of GAIS is summarised below: 
A. ALC as a Chromosome
Each chromosome in a population represents a potential solution, and consists of the set of parameters (genes) for which optimal values need to be found. Alleles are specific values from the domain of the corresponding parameter assigned to a gene. Thus a chromosome represents one ALC.
Each ALC has a bit-string receptor of fixed length, k (as explained in section IV). These receptors are used to detect or match patterns (as explained in section IV(C)). Therefore all patterns that need to be classified by an ALC's receptor must first be coded to a bit-string. (17) where x c,j is the floating-point value of attribute c in pattern j, and C is the number of attributes in a pattern.
The floating-point value in the pattern is now in nominal form which needs to be coded to binary. The number of groups or bins an attribute has, is used to determine the number of bits needed to represent the nominal values of an attribute. The number of bits per attribute is calculated as
where b is the number of bins.
The binary encoded attribute values represent the receptor of an ALC.
B. The Initial Population
The initial population of the GA is a set of ALCs with randomly initialised receptors. Random selection ensures that the initial population of chromosomes has a good uniform coverage of the search space. The size of the population, I, is static throughout the evolutionary process.
C. Evaluating Fitness of Chromosomes
The ALCs in the AIS can be trained with one of two selection methods (as explained in section IV(B)). The fitness of an ALC is calculated based on the selection method used and by the average distance between the ALC and the existing set of ALCs, and the ALC's affinity distance threshold. The first objective to be optimised by the GA is to evolve an ALC with the largest average hamming distance, χ(D, r), from an existing set of ALCs. This objective ensures that the GA evolves an ALC with the lowest average overlap with an existing set of ALCs. The average hamming distance from an existing set of ALCs is calculated as follows
where D is the active ALC set, P is the number of ALCs in the active set D, d l is the receptor of the l-th ALC in the active set and r is the receptor of the ALC from which the average hamming distance must be calculated. γ is the hamming distance between d l and r, defined as
where XOR is the exclusive-or between the bits of d l and r, i is the bit-index and k is the size of the receptor.
The second objective that needs to be optimised by the GA is to evolve an ALC with an optimised affinity distance threshold. The second objective differs for each selection method as explained below.
1) Adapted Negative Selection Fitness
As mentioned in the previous section an ALC can be trained with one of two selection methods. In the case of the adapted negative selection, the GA needs to evolve an ALC that has the maximum affinity distance threshold a neg . This objective ensures that the GA evolves an ALC with the maximum hamming distance from the set of self patterns. An ALC with maximum hamming distance from the set of self patterns implies that a maximum non-self space is covered by the ALC without overlapping with the self set.
The fitness function υ neg for an ALC trained with the adapted negative selection is defined as 
2) Adapted Positive Selection Fitness
In the case of positive selection, the GA needs to evolve an ALC that has the minimum affinity distance threshold a pos . This objective ensures that the GA evolves an ALC with the minimum hamming distance from the set of self patterns. This objective implies that the similarity between the evolved ALC's receptor and the set of self patterns needs to be maximised. The similarity between two patterns is calculated by the complement of their hamming distance, i.e. k − a pos where k is the length of the receptor and a pos the ADT.
The fitness function, υ pos , for an ALC trained with adapted positive selection is defined as
where w 1 and w 2 have the same meaning as for adapted negative selection (explained in section V(C.1)).
D. Parent Selection
Parent chromosomes are randomly selected from an elitist set of chromosomes [26] . These selected parent chromosomes produce a set of offspring through uniform crossover (as explained below). The elitist set of chromosomes consists of ς best individuals in the population. The number of the individuals in the elitist set, ς, is known as the generation gap and is calculated as
where e is the percentage of elite, with e ∈ (0, 1].
The ς selected individuals are the ς best individuals that will survive to the next generation to ensure that the maximum fitness in the population does not decrease. A small value of e results in more diversity among the individuals for the next generation. If e is too big there will be less diversity among individuals for the next generation. After the elitist set has been created, the GA applies uniform crossover between randomly selected parents with probability, p c , to produce offspring [19] . Uniform crossover uses a randomly generated bit mask that has the same size as the number of genes in the chromosomes. The gene in the mask that has a value of one indicates that the specific genes have to be swapped between the two parents, producing two offspring. The produced offspring forms part of the offspring set for the current generation. The crossover probability, p c , decreases with an increase in the number of generations, i.e.
where g is the completed number of generations and G is the maximum allowed number of generations. With an initial value g = 0, p c will have an initial value equal to 1.0, implying a high probability of crossover. As the population evolves and becomes more fit, the need to exchange genetic material between fit individuals decreases. Thus the probability of crossover decreases as the population evolves.
E. Mutation
The created offspring (as explained above), is randomly selected for mutation. The GA applies random mutation on the selected individual with probability, p m [19] . Random mutation selects genes randomly, and each gene's value is replaced with its complement (with probability p m ). The probability, p m , is calculated for each selected individual using
where k is the length of the ALC's receptor and χ(D, r) is the average hamming distance between the ALC and the existing set of ALCs.
k−χ(D,r) k
gives the average similarity rate between the ALC's receptor and the existing set of ALCs. Since one of the objectives is to ensure that the GA evolves an ALC with the lowest average overlap with an existing set of ALCs, p m should be proportional to the similarity rate. A high similarity rate implies that the ALC needs to be mutated with a high probability (mutation rate) to evolve a mutated ALC with the lowest average overlap with an existing set of ALCs. A low similarity rate implies that the ALC has a low average overlap with an existing set of ALCs and thus the rate of mutation must be low.
F. Selection of the New Population
The new population for the next generation is selected from both the parents of the current population and the offspring. As mentioned in the previous section, all individuals in the elitist set survive to the next generation without any mutation to ensure that the maximum fitness in the population does not decrease. The remainder of the new population is filled with the fittest offspring, determined using linear ranking, where individuals are sorted according to their fitness [26] . Offspring with a high rank has a higher probability of being selected.
G. Convergence of the GA
The GA is terminated when the maximum number of generations is reached or when the difference in the 2-point moving average between the fitness of the new population and the fitness of the previous generation's population is less than µ T . The 2-point moving average is calculated as
where µ(H g−1 ) is the average fitness of population H g−1 , µ(H g ) is the average fitness of population H g , and g is the current generation number. µ g is calculated after each generation. The population H g has converged if
The W indowSize indicates the number of consecutive generations for which |µ i−1 − µ i | < µ T must hold for the algorithm to converge. A small difference in moving average, i.e. less than µ T , implies that the reproduction and selection operators on the population H g resulted in a minor change on the average fitness of the population and thus further evolution is unnecessary.
VI. The GAIS Algorithm
The GAIS algorithm has two phases (as illustrated in Figure  7 ). The GA in phase 1 of GAIS was explained in section V.
This section explains the second part of phase 1 and phase 2 of the classification process of GAIS.
The GAIS algorithm is illustrated in Figure 7 and summarised below:
Beginning of phase 1
1. Initialise the active ALC set, D 0 to contain no ALCs. 
While no convergence in

End of phase 2
Several aspects of the above algorithm need to be explained in more detail, for example the initialisation process of D in phase 1 and the convergence of step 2 in phase 1. These aspects are discussed in the following sections. 
where ALC l is the best ALC obtained from the GA and l = 0, ......,L. L is the number of iterations before convergence in phase 1 is reached. The active set D L is used by the fitness function in the GA to ensure that the newly evolved ALC l is on average the furthest away from the active ALC set D L .
B. Convergence of Phase 1 in GAIS
In GAIS, convergence in phase 1, step 2 is reached when the difference in the 2-point moving average between the fitness of D L−1 and D L is less then µ T . The 2-point moving average is calculated as follows
After convergence, all the ALCs in the active set D L are trained with one of the selection methods (as explained in section IV(B)).
C. Linking Phase 1 and Phase 2
The GA in phase 1 is repeatedly applied until convergence in phase 1, step 2 is reached (as explained in section VI(B)). The ALCs in the active set, D, are then trained in phase 2 with one of the selection methods (as explained in section IV(B)). The EM R is set to 0.0. The GAIS algorithm then uses the trained active set D to try and detect a set of patterns equal to the iteration size, IS, as non-self patterns. If a pattern was not detected by D, the annihilated set of ALCs is used to find a match. If an ALC in the annihilated set matches the pattern as non-self, the annihilated ALC becomes mature and is moved to D. The hit counter, HC, of each ALC in D is updated if the ALC detected a pattern as non-self (as explained in section IV(C)). After all the patterns in an iteration have been classified, the life counter, τ (IS), of each ALC in the active set D is calculated to determine in which state an ALC is. The ALCs that have annihilated status are removed from the active set D and inserted into the annihilated set which contains all previously annihilated ALCs. The EM R is then updated (as explained in section IV(D.2)). The next set of patterns equal to IS is then classified by GAIS until all the patterns have been classified.
VII. Experimental Results
This section presents and discusses the experimental results of the GAIS model on different classification problems. The performance of GAIS is investigated under different control parameter values. The data sets were collected from the UCI Machine Learning Repository [5] . The patterns in each data set were discretised and converted to binary strings (as explained in section V(A)). For each experiment, one of the classes of a data set is selected as the self set. The self set is then used to train the ALCs with the adapted negative selection and the adapted positive selection methods. The other classes in the data set represent the non-self patterns.
All experiments used a 30-fold cross validation self set. The self set was randomly divided into thirty disjoint sets. The ALCs were trained on 29 of these self sets and were tested with a test set that consisted of the remaining self set (the training set that was left out during training) and the unseen non-self patterns. For each experiment the initial population size of the GA was set to 100 chromosomes (I = 100) and the percentage of elite was set to 30% (e = 0.3). The window size in the GA and GAIS was set to 4.0 (W indowSize = 4.0) and µ T = 0.01 to test for convergence in the population and ALC set respectively. All experimental results are averages over 30 simulations with the selected self class in italic print. Tables 1 to 5 show the parameter settings for each dataset to obtain the best results. The results in tables 1 to 5, starting with the leftmost column, are the selected class as self, the iteration size (IS) and parameter w 1 * 100% (W1) in the fitness function of the GA (recall that w 2 = 1.0 − w 1 ).
The following results are the averages after the ALC set in GAIS has converged and all patterns were classified: the average number of ALCs in the active set (#ALCs), the average number of ALCs in the active set with memory status (#MemALCs), the average number of false positives (#fPos), the average number of false negatives (#fNeg), the average affinity distance threshold in the active set (ADT) and the average hamming distance between ALCs in the active set (HD). The average HD indicates the average hamming separation among ALCs in the active set to cover non-self space. A higher value of HD indicates less overlap. The standard deviation is given in parentheses. The average number of misclassified patterns for a specific parameter setting is calculated as #M isclassif ied = f alseP ositives + f alseN egatives (29) Note that the accuracy is the average over all iterations. The interval-values for IS were calculated as IS = is * Size of data set, is ∈ [0.25, 0.50, 0.75, 100]
The total number of iterations that the GAIS executes is therefore Size of the data set
IS
.
The selected values for w 1 were calculated as
A. Iris
The iris data set contains three classes of fifty instances each, where each class refers to a type of iris plant. The setosa class is linearly separable from the versicolor class and the virginica class. The versicolor class and the virginica class are not linearly separable. The dataset consists of 150 patterns, evenly distributed among the three classes (33.3% each). Each pattern consists of four continuously valued attributes. The patterns were converted to binary strings of length 20. Table 1 shows the parameter settings for IS and W1 to obtain the best classification results for the different classes in the Iris data set. As a first experiment, setosa was selected as self. The best result for training the ALCs with negative selection on setosa as self, is with IS=37 and W1=50 where the average number of ALCs in the active set of ALCs (#ALCs = 16.427) and the false positive classification (fPos = 0.500) was the lowest. This gives an error of 0.500 patterns misclassified (#M isclassif ied = 0.500 + 0.000 = 0.500) and a correct classification of 99.666%. With setosa or versicolor as the self class, training the ALCs with the negative selection method resulted in better classification than training with the positive selection method. When patterns of the virginica class was used as the self set the ALCs trained with positive selection had better classification than the ALCs trained with negative selection.
B. Wisconsin Breast Cancer
The Wisconsin breast cancer data set consists of 699 patterns that are distributed between 2 classes, namely benign and malignant. Each pattern consists of 9 attributes with values in the range [1, 10] . The tenth attribute is the pattern's sample code number and uniquely identifies the pattern in the data set. The sample code number was therefore left out in the training and testing of the GAIS model. There are 16 missing attribute values for the bare nuclei attribute in the data set. The missing values were represented by binary strings as straight 1's. 458 patterns are of the benign class and 241 patterns of the malignant class. The patterns were converted to binary strings of length 36. These results conclude that when the patterns of the malignant class is used as the self set, different parameter settings are necessary to achieve similar correct classification results for both the selection methods and that the average number of ALCs for negative selection is higher than the average number of ALCs for positive selection.
The difference in the average number of ALCs indicates that the patterns from the benign class is distributed over a larger area than patterns from the malignant class, thus more ALCs are necessary to cover the non-self space with negative selection than ALCs with positive selection that only needs to cover the self space. These results also show that with patterns from the malignant class as self, the positive selection method is a better training method not only for better correct classification but also for less average number of ALCs in the set. 
C. Mushroom
The mushroom data set contains descriptions of artificially generated samples of 23 species of gilled mushrooms in the Agaricus and Lepiota Family. Each pattern in the data set represents a specie that is classified as definitely edible, definitely poisonous or of unknown edibility and not recommended. The latter class was combined with the poisonous class. There are 8124 patterns in the data set and each pattern consists of 22 nominally valued attributes. There are 2480 patterns with missing values for the stalk-root attribute. The missing values were represented by binary strings as straight 1's. 4208 patterns are of the edible class and 3916 patterns of the poisonous class. The patterns were converted to binary strings of length 57. Table 3 summarises the results obtained with the mushroom data set. Comparing the different selection methods with patterns from the edible class as the self set, it can be concluded that the negative selection method has a slightly better correct classification than the positive selection method. Both the selection methods have a value of 25 for W1 but different values for IS to obtain the best classification results. The same value of 25 for W1 indicates that the fitness of the ALCs for both selection methods is more influenced by their HD than by their ADT. The HD of both selection methods differs with 0.008 and indicates that the amount of overlap is more or less the same for both selection methods. When patterns from the poisonous class is used as the self set, the negative selection method has a better classification performance than the positive selection method since not only does the negative selection method have better correct classification results but also has on average less ALCs than the positive selection method to classify the patterns. These results indicate that the negative selection method has better classification performance than the positive selection method with patterns from the edible class as self or patterns from the poisonous class as self.
D. Glass
The glass data set consists of 214 patterns that are distributed between 7 glass types (classes). 70 patterns are of the building windows float processed type, 17 are of the vehicle windows float processed type, 76 are of the building windows non-float type and 0 are of the vehicle windows non-float type. The other patterns are divided into the non-window glass type: 13 patterns are of the container type, 9 of the tableware type and 29 of the headlamps type. Each pattern consists of 9 continuous valued attributes. The patterns were converted to binary strings of length 45. Table 4 shows the best classification results obtained for the Glass data set with patterns of the different classes as the self set. Both the classification results for ALCs trained with positive selection and negative selection are shown in table 4.
The results in table 4 show that in most cases, except in the case of the building-window-float class as self, the positive selection method obtained better classification results than the negative selection method, though the parameter settings for IS and W1 were different for each case. In cases where the correct classification results were the same, as is the case with containers and tableware as self sets, the positive selection method obtained better performance compared to the negative selection method since the average number of ALCs in the active set was less for positive selection than for negative selection.
E. Car Evaluation
The car evaluation data set was derived from a simple hierarchical decision model that was developed by [6] . The car evaluation data set contains examples with the structural concepts removed and directly relates a car to the six input attributes. All of these attributes are nominally valued. Since the car database has underlying concept structures, the database may be particularly useful for testing constructive induction and structure discovery methods. The car evaluation data set consists of 1728 patterns that are distributed between 4 car classes. These classes are acceptable, good, unacceptable and very good. 1210 patterns are of the unacceptable class, 384 are of the acceptable class, 69 are of the good class and 65 are of the very good class. The patterns were converted to binary strings of length 12.
The results in table 5 show that different parameter settings for IS and W1 are necessary to obtain the best classification results for different classes as self. When comparing the best results of the above classes from both negative and positive selection as training methods, the average HD between the ALCs in the active set for the acceptable class as self is the highest in comparison with the other classes as the selected self set. The average ADT in the active set of ALCs with acceptable as the self set is the lowest with negative selection and the highest with positive selection for all the classes as the self set. These deductions support the bad classification result with acceptable as the self set, since the ALCs are widely distributed in problem space (therefore the high average HD) with the lowest space coverage (the low average ADT for negative selection and the high average ADT for positive selection). For acceptable or unacceptable as the self set the positive selection method obtained better classification results than the negative selection method and for good or very good as the self set the negative selection method had better classification results than the positive selection method.
F. Comparing the Results
The classification results obtained from the GAIS with the adapted negative and positive selection methods are summarised and compared with C4.5 in table 6. The experiments with C4.5 also used a 30-fold cross validation training set, but the training set consisted out of self and non-self patterns. The results show that GAIS obtained on average better classification than C4.5 in classifying the Iris data set, except for virginica as self. C4.5 obtained better classification for the Mushroom data set and the Car evaluation data set, where GAIS obtained better classification with the Glass data set. C4.5 obtained better classification with malignant as self and GAIS obtained better classification with benign as self in classifying the Wisconsin breast cancer data set. The high misclassification rate of GAIS on the Mushroom and Car Evaluation data sets is due to the low number of ALCs evolved by the GA. The evolved ALCs are widely distributed in space (refer to the high average HD) with a low space coverage (refer to the low average ADT for the adapted negative selection and the high average ADT for the adapted positive selection). These deductions indicate that better classification results can be obtained when more ALCs are evolved, but with a higher degree of average overlap (lower average HD) among the evolved ALCs.
GAIS only evolves an optimal initial set of ALCs. The initial set is kept static during the training process to determine the status of each ALC in the set. Classification performance of GAIS could be improved by replacing the annihilated ALCs with newly evolved ALCs by the GA. When there is overlap among the self patterns and the non-self patterns, the GA needs to evolve a higher number of ALCs to optimally cover the highly distributed non-self space between the self patterns. From these results it can be concluded that depending on the problem that needs to be classified and the selected class as the self set, there are cases that GAIS performs better then C4.5. This deduction supports the no free lunch theorem [59] .
VIII. Conclusion and Future work
This paper gave a brief overview on the classical view of the natural immune system (NIS) and also discussed the danger and network theory of NIS. Some of the existing AIS models and applications thereof was presented. The main objective of ALCs with maximum non-self coverage and least overlap among the ALCs, was addressed by presenting GAIS. GAIS uses a genetic algorithm to evolve artificial lymphocytes (ALCs) with least overlap among existing ALCs and maximum non-self coverage. Thus, the evolved ALC was a local optimum in the search space that was not covered by the existing set of ALCs. Each evolved ALC was added to the set of existing ALCs. The ALCs were trained with the adapted negative or the adapted positive selection to ensure that the ALCs did not detect any of the patterns in the predetermined self set. The active set of evolved ALCs was used to classify patterns. The status of the ALCs was evaluated at predetermined time steps (IS) using the life counter threshold function. Annihilated ALCs were removed from the active set of ALCs. Therefore the life counter function dynamically determined the number of ALCs in the active set. Results of GAIS on different data sets were presented and compared with C4.5. These results showed that there are cases that GAIS performs better then C4.5 and that the overlap among self and non-self patterns influences the number of evolved ALCs and the classification performance of GAIS. A drawback of GAIS is that the algorithm is restricted to twoclass classification problems. GAIS is also not very scalable, since the complete dimension of a problem space is used to generate an ALC. Thus the time and computational complexity increases as the dimension of a classification problem increases. Future work will investigate the possibility to extend GAIS to multi-class classification and also investigate the possibility for a more scalable model. An in-depth analysis on the life counter function and the problem of overfitting the training data also needs to be investigated.
