Since the pioneering work of Koenker and Bassett (1978) , median restricted models have attracted considerable interest. Attention in these models, so far, has focused on LAD, (auto)regression quantile estimation, and the corresponding sign tests. These methods use a pseudo-likelihood based on a double-exponential reference density and enjoy quite attractive properties of root-n consistency (for estimators) and distribution-freeness (for tests). The present paper extends these results to general, i.e., not necessarily double-exponential, reference densities. Using residual signs and ranks (not signed-ranks) and a general reference density f , we construct estimators that remain root-n consistent, irrespective of the true underlying density g (that is, also for g = f ). However, instead of reaching semiparametric efficiency bounds under double-exponential g, they reach these bounds when g coincides with the chosen reference density f . Moreover, we show that choosing reference densities other than the double-exponential in applications can lead to sizeable efficiency gains. The particular case of median regression is treated in detail; extensions to general quantile regression, heteroskedastic errors, and time series models are briefly described. The performance of the method is also assessed by simulation and illustrated on financial data.
Introduction

Median restricted models, signs, ranks, and LAD inference
In their seminal paper, Koenker and Bassett (1978) where ε has zero median, but otherwise unspecified density g, and ε is independent of X. This model (1.1) is a semiparametric model, with g playing the role of a nuisance, where neither regression quantiles nor LAD estimates achieve semiparametric efficiency. Semiparametric efficiency bounds are attained, however, if g happens to be double-exponential-we emphasize this fact by saying that regression quantiles "are semiparametrically efficient at double-exponential reference density".
The specification (1.1) since then has been extended into several directions. Restricting attention to regression models with i.i.d. observations on (Y, X), the fully nonparametric median regression model aims at estimating the conditional median x → m(x) (m unspecified) of Y given X = x or at testing hypotheses on m. The first results in that direction are in Stute (1986) where, via a Donsker-type invariance property, asymptotic normality of a nonparametric conditional quantile estimator of the nearest-neighbor type is established. Other approaches (for instance, Bhattacharya and Gangopadhyay 1990) have been used since, but the nonparametric specification leads to nonparametric, i.e., slower than √ n, rates of convergence.
In an intermediate semiparametric specification, one imposes that m(X) is of the parametric form m(X; θ θ θ), where (x; θ θ θ) → m(x; θ θ θ) is specified. The parameter of interest is θ θ θ ∈ R p and the nuisance is the unknown density of ε = Y − m(x, θ θ θ) conditional on X = x. In such models, √ n-rate inference generally is possible for θ θ θ. For instance, Sherman (1993) proves √ nconsistency and asymptotic normality for Han's (1987) maximum correlation estimator, Horowitz and Spokoiny (2002) provide a rate-optimal test for the hypothesis that the conditional median m(x, θ θ θ) is linear in x, and, for the quantile regression model, He and Zhu (2003) propose a lack-of-fit test based on signs.
The same median restriction ideas also have been extended to time series models. Koul and Saleh (1995) generalize the Koenker and Bassett (1978) regression quantile results to autoregressive models of order p. LAD estimation for ARMA models with a regression trend is considered by Davis and Dunsmuir (1997) and, for long-memory, by Koul and Mukherjee (1993) . Cai (2002) studies a fully nonparametric quantile estimator in α-mixing time series, while Komunjer and Both in the regression and in the time-series setting, innovation i.i.d.ness can be relaxed in order to allow for dependence (e.g., conditional heteroskedasticity) between ε and the explanatory variables X. Besides the fully nonparametric approach discussed above, conditional heteroskedasticity could be modeled explicitly by writing ε = σ(X)η, with η independent of X and unspecified x → σ(x). Sign tests and LAD estimation are then semiparametrically efficient. An alternative semiparametric approach consists of specifying some parametric form of conditional heteroskedasticity of the type ε = σ(X; θ θ θ)η, with η independent of X and known (x; θ θ θ) → σ(x; θ θ θ).
Sign tests and LAD estimation then are no longer semiparametrically efficient and can be improved, often quite substantially, see Section 4.2. For clarity of exposition, we concentrate on the specification (1.1), but our methods readily extend to models with parametrically specified forms of conditional median and heteroskedasticity (Section 4.2), as well as to median-restricted time series models (Section 4.3) and other conditional quantile models (Section 4.1).
What makes LAD estimators, regression quantiles and sign tests so appealing is their validityrobustness-they remain valid, indeed, under the semiparametric model (1.1) with completely unspecified median zero noise-which originates from the fact that they are based on residual signs only. On the other hand, as far as efficiency is concerned, they implicitly focus on efficiency at double exponential noise. The objective of this paper is to show how, without affecting validity, this efficiency focus can be shifted from the double-exponential to any other medianzero reference density f (satisfying very mild regularity conditions), provided that residual ranks are taken into account along with the residual signs. The estimators we are proposing are root-n consistent and asymptotically normal, and our tests are valid, for any pair (f, g) of of a reference density f and an actual underlying density g. Hence, they are robust against misspecified f (f = g) while, under correct specification (f = g) they attain the semiparametric efficiency bounds associated with f . Moreover, the asymptotic relative efficiencies we provide in Section 3.3
show that sizeable efficiency gains are often possible, not only at g = f , but over a broad range of g values. The theoretical background for this is a strong group invariance structure, which allows for semiparametrically optimal, yet distribution-free inference, based on residual signs and ranks.
Our results address a classical dilemma for researchers facing model (1.1) or any other model with unspecified median zero noise. If no information on the innovation density g is available,
she may choose to employ LAD estimation, as it is robust against distributional misspecification.
However, if she feels that the double-exponential distribution is not so likely to provide an accurate description of the unknown g, she may be tempted to adopt maximum likelihood based on on some density f . If f is correctly specified, this may bring significant efficiency gains over LAD.
However, a misspecified f in general leads to inconsistent inference. Our methods allow for the best of both worlds. The researcher is free to choose any reference density f , not necessarily the double-exponential one: root-n consistency is always maintained, while choosing f "close" to the actual density g may lead to important efficiency gains (see Section 3.3 for details).
Sign-and-rank-based inference: intuition
Classical likelihood inference with reference density f in the regression model (1.1) with independent observations (Y 1 , X 1 ), . . . , (Y n , X n ) is based on the parametric Rao score (log-likelihood derivatives), or, in Le Cam's LAN terminology, on the central sequence
Due to the fact that ∆ (n) θ θ θ,f in general is not properly centered under density g = f (hence, does not exhibit central limit behavior), such inference typically is not valid anymore when f is misspecified: tests (of the Rao score or Lagrange multiplier form) fail to satisfy the probability level requirements, and estimators (of the pseudo-maximum likelihood form) are no longer root-n consistent. The double-exponential or Laplace reference density f , however, is an exception to this rule, as it leads to −f ′ /f (ε) ∝ sign(ε), which is correctly centered under any g with zero median. Also, if g would be known to be symmetric, (1.2) is properly centered for any symmetric reference density f . This is discussed in detail in Section 2.4.
If centering of the central sequence is to be maintained, one may try to base the central sequence on functions of the innovations that are distribution-free, i.e., insensitive to distributional changes. It is well-known that ranks enjoy such property. Given our setting with median restrictions, the signs (as used in double-exponential pseudo-likelihood methods) are invariant as well. This leads to the idea of replacing ε i in (1.2) by a sign-and-rank-based counterpart. Such replacement intuitively can be performed as follows. Given θ θ θ, compute the ranks R i = R i (θ θ θ) of the residuals ε i (θ θ θ). Denoting by N − = N − (θ θ θ) and N + = N + (θ θ θ) the numbers of negative and positive residuals, respectively, the actual residuals are asymptotically recovered from (N − , N + ) and the R i 's, as
where G denotes the distribution function corresponding to the actual density g. The idea is simple. The probability transformed innovations U i are uniformly distributed over the interval [0, 1].
Therefore, for n large, the smallest U i is approximately 1/(n + 1); the second smallest is approximately 2/(n + 1); etc. In general, we have U i ≈ R i /(n + 1). Since we know that the median of the innovations is zero, this idea can be carried out for both the negative and the positive innovations separately. This leads us to consider (1.3). Plugging the sign-and-rank-based innovations U i into standard choices of f and for various underlying densities g. Those results are used in Section 3.4 to show that the sign-and-rank procedures at correctly specified innovation density attain the semiparametric efficiency bound (Proposition 3.3). In Section 4, we show how our results readily extend to other quantiles, to models with parametrically specified forms of heteroskedasticity, and to median-restricted time series models. Section 5 deals with an application to financial data and VaR estimation. Proofs are collected in the appendix.
2 Sign-and-rank statistics: Preliminaries 
Invariance properties and null distributions
2 denote the set of all densities on the real line that have median zero. Note that restricting to f ∈ F 0 excludes discrete distributions, which, later on, avoids technical problems related to ties when considering ranks. Let ε 
It is well-known that the vector of ranks R 
of R n , where h : R → R is a continuous, monotone increasing function such that h(0) = 0 and lim x→±∞ h(x) = ±∞, is a generating group for F 0 , and
generated by the ranks and the signs is maximal invariant for this group.
We now can define the class of sign-and-rank statistics to be used throughout. A (linear, nonserial) sign-and-rank statistic is a statistic of the form
. . , n are regressors and {a (n) (n + , r) ∈ R : (n + , r) ∈ {0, . . . , n} ×{1, . . . , n}} a collection of scores. In view of Lemma 2.1, the distribution of sign-and-rank statistics does not depend on the underlying density f ∈ F 0 .
Denote by E (n) f expectations under the assumption that ε
n are i.i.d. with density f ∈ F 0 . Expectations of distribution-free quantities, however, will be denoted as E (n) rather than E (n) f . Writing F and G for the cumulative distribution functions corresponding to f and g, define the uniform random variables U In order to derive asymptotic results concerning the sign-and-rank statistics (2.1), we need the following assumption. The conditions stated are not minimal for each of the individual results that follow, but they are for the whole set.
("exact score" form)
or of the form
if r > n − n + , ("approximate score" form)
for some score-generating function ϕ : [0, 1] → R satisfying Eϕ(U ) = 0 and 0 < σ 2 ϕ := Eϕ 2 (U ) < ∞. In the approximate form case, ϕ moreover is the difference of two non-decreasing functions.
(ii) The regressors X (n) i ∈ R p in (2.1) are random and satisfy, for some µ µ µ X ∈ R p and some p × p positive definite matrix Σ X , 
holds for all j = 1, . . . , p.
For technical convenience, we restrict attention, in the sequel, to exact scores-dropping superfluous subscripts ex and approx . The approximate and exact score versions of S (n) indeed are asymptotically equivalent (see Proposition 3.2 of Hallin, Vermandele, and Werker 2006). Note that, given the score-generating function ϕ, the exact scores a (n) can be obtained by means of simple simulation methods. An advantage of approximate scores is that they do not require such simulations. We then have the following asymptotic representation and asymptotic normality results.
Proposition 2.2 Letting µ
Proposition 2.2 allows us to derive the limiting behavior of general sign-and-rank-based inference procedures at given θ θ θ. As these statistics, in view of Lemma 2.1, are distribution-free, there is no reference in Proposition 2.2 to any underlying innovation density. This distribution-freeness is the basis for the fact that our procedures remain valid when the reference density is incorrectly specified. For statements concerning the precision/efficiency of inference about θ θ θ, we need to know how sign-and-rank statistics behave under local alternatives for θ θ θ. This is the subject of the next section where we specialize directly to statistics "based on parametric scores", i.e., the statistics appearing in the central sequences (1.2).
Sign-and-rank statistics based on parametric scores (1.2)
To formalize our ideas, consider a statistical model defined on outcome spaces
by the semiparametric families of probability measures {P (n) θ θ θ,f : θ θ θ ∈ Θ, f ∈ F 0 }. We assume that Θ is an open subset of R p . Moreover, we assume that for all θ θ θ, we can compute residuals ε
Assumption 2 The model under study is Uniformly Locally Asymptotically Normal (ULAN),
with central sequence
for some function ϕ f : [0, 1] → R (depending on f ) and some exogenous variables X (n)
The (U)LAN condition has been introduced by Le Cam in various papers. It comprises the regularity conditions needed to make "standard" statistical techniques work in "standard" statistical models. In that sense, this condition relaxes the classical Cramér regularity conditions for likelihood-based inference. Essentially, the (U)LAN condition guarantees that optimal inference is asymptotically normal with the classical root-n rate. Le Cam and Yang (2000) or Jeganathan (1995) give accessible summaries of the main results in this literature. The key concept in this LAN condition is the central sequence, which, up to a √ n factor, coincides with the derivative of the full-sample log-likelihood (provided that the latter exists). For model (1.1), under specified innovation density g = f , Assumption 2, in view of the next proposition (see, for example, Bickel 1982 for a proof), is satisfied under pretty mild regularity assumptions on f .
Proposition 2.3
Assume that f is absolutely continuous with (a.e.)-derivative f ′ and finite
Fisher information for location
Moreover, assume that (2.2) holds. Then, the regression model (1.1) with innovation density g = f satisfies Assumption 2, with ϕ f (u) =
The Le Cam theory tells us how, in ULAN models, parametrically efficient inference procedures can be based on the central sequence ∆ (n) θ θ θ,f ; essentially formalizing the statement that likelihood-based inference is efficient in "regular" models. Unfortunately, those parametrically efficient procedures, in general, are valid under density f only. The problem lies in the fact that
θ θ θ,f defined in (2.5) is no longer appropriately centered under innovation densities g = f , due to the fact that ϕ f (F (x))g(x)dx is generally non-zero. Clearly, a notable exception is ϕ f = ϕ L based on a double-exponential reference density f (see Section 2.3). Semiparametric theory usually palliates this, in an optimal way, by projecting the central sequence ∆ (n) θ θ θ,f along the so-called tangent spaces associated with the variations of innovation densities (see Bickel et al. 1993 ).
These projections yield semiparametrically efficient score functions, defining semiparametrically efficient central sequences ∆ (n) * θ θ θ,f . However, general results in Hallin and Werker (2003) indicate that, in the presence of a suitable group-invariance structure, semiparametrically efficient central sequences can be obtained more easily and more intuitively-with the additional advantage of distribution-freeness-by conditioning ∆ (n) θ θ θ,f on maximal invariants. In the present context, this conditioning argument yields the linear sign-and-rank statistic
We refer to (2.6) as the exact score version of the sign-and-rank-based central sequence. Hallin and Werker (2003) , in an abstract setting, confirm that ∆ ∆ ∆ (n) θ θ θ,f is asymptotically equivalent (at θ θ θ and f ) to the semiparametrically efficient central sequence ∆ (n) * θ θ θ,f obtained via tangent space projections. The statistic (2.6) will be used in Section 3.1 to construct sign-and-rank-based tests and, in Section 3.2, to construct sign-andrank-based estimators. The following proposition characterizes the asymptotic behavior of ∆ ∆ ∆ (n) θ θ θ,f under density g ∈ F 0 , with distribution function G, as well as, to study efficiency properties later, under local alternatives for θ θ θ.
Proposition 2.4 Assume that Assumption 2 holds under density f . Then,
θ θ θ,g as n → ∞, for any g ∈ F 0 . If, moreover, Assumption 2 also holds under g,
as n → ∞, (2.8)
In accordance with the invariance properties of signs and ranks, the limiting distribution (2.7)
only depends on the reference density f , and not on the actual one g. However, as the invariance property only holds under θ θ θ, the behavior of ∆ ∆ ∆ (n) θ θ θ,f does depend on g under local alternatives, implying that some choices of reference density f lead to more efficient inference about θ θ θ than others. Section 3.4 shows that, at f = g, the procedures based on ∆ ∆ ∆ (n) θ θ θ,f attain the semiparametric efficiency bound.
Relation with sign tests and LAD estimation
The traditional sign tests and LAD estimators are special cases of our sign-and-rank-based procedures corresponding to a double-exponential reference density f . More precisely, the location score corresponding to the double-exponential or Laplace density
The sign-and-rank-based version ∆ ∆ ∆ (n) θ θ θ,L of the central sequence based on a double-exponential reference density, thus, only depends on the signs, and coincides with the parametric version
θ θ θ,L of the same, in the linear regression model with double-exponential innovations. Note that only double-exponential distributions (with arbitrary scale) lead to such a property, as double exponential densities are the only ones for which the score function for location ϕ f is proportional to the residual sign and, thus, does not involve the ranks R (n) i at all. Hence, as a rule, ranks also carry relevant information about the regression coefficients, and should not be discarded, as they are in traditional sign tests and LAD estimators.
Models with symmetric innovations
The model (1.1) is sometimes further restricted such that the innovation distribution g is known to be symmetric about zero. The regression model with symmetric error distribution is know to be adaptive (see, e.g., Bickel, 1982) . In adaptive models, the parametric and semiparametric efficiency bounds coincide. The central sequence (2.5) then is properly centered under any symmetric reference density f and any actual underlying symmetric density g. As signs and ranks are still invariant under this restricted model, all limiting results in the present paper obviously carry on. However, in the model with symmetric errors, the signs and ranks are no longer maximally invariant: the signed-ranks are. As a result, our procedures, even at correctly specified reference density f = g in general will not attain the (semi)parametric efficiency bound associated with the symmetric density (sub)model. However, asymptotically efficient procedures for this symmetric submodel could be based on the signed-ranks (clearly at the expense of validity under nonsymmetric innovations). The double-exponential density, for which those two semiparametric efficiency bounds coincide with the parametric one, is a notable exception to that rule.
Sign-and-rank-based inference
In this section, we describe our sign-and-rank-based tests and sign-and-rank-based estimators.
Using the results from Section 2, we study their asymptotic properties. Both the testing and the estimation procedures are based on a reference density f , but their properties are investigated under general "true" density g. These results show that sign-and-rank-based inference remains valid under misspecified reference density. However, their efficiencies depend on both the reference and actual densities. Section 3.3 provides Asymptotic Relative Efficiencies (AREs) for various combinations of reference and actual densities. Finally, Section 3.4 shows that, at correctly specified reference density f = g, our procedures attain the semiparametric efficiency bounds.
Sign-and-rank-based testing
Still in the semiparametric model (1.1), consider the problem of testing an r-tuple of linear restrictions on θ θ θ, of the form H 0 : θ θ θ ∈ θ θ θ 0 + M(H), where θ θ θ 0 ∈ R p and M(H) denotes the linear subspace of R p spanned by the columns of some p × (p − r) matrix H, of maximal rank p − r (r ≤ p). The optimal (most stringent) α-level test of h ∈ M(H) in the Gaus-
r . The standard Le Cam theory then suggests the sign-and-rank-based test φ
exceeds the (1 − α) quantile χ 2 r;1−α of the chi square distribution with r degrees of freedom; θ θ θ (n) here denotes a constrained (i.e., such thatθ θ θ (n) ∈ θ θ θ 0 + M(H)), root-n consistent and locally discrete estimator of θ θ θ (an estimatorθ θ θ (n) is locally discrete if, for each M > 0, n, and θ θ θ, the random variable 
, where F χ 2 r (z; λ) denotes the distribution function of a noncentral chi-square variable with r degrees of freedom and noncentrality parameter λ.
Remark 3.1 When testing null hypotheses of the form H 0 : θ θ θ = θ θ θ 0 , we have H = 0 and the sign-and-rank based test statistic reduces to Q
Remark 3.2 The initial estimatorθ θ θ (n) needs to be locally discrete for technical reasons only, see the proof of Proposition 3.2. Denoting by ⌈x⌉ the smallest integer larger than or equal to x and by c an arbitrary positive constant that does not depend on n, any root-n consistent estimatorθ θ θ (n) can be turned into a locally discrete oneθ θ θ (n)
# by mapping each componentθ
i |⌉. Such discretizations, which transform root-n consistent preliminary estimators into uniformly root-n consistent ones, are quite standard in Le Cam's one-step construction of estimators (see, for instance, page 125 or 188 in Le Cam and Yang, 2000) . They have little impact, however, on practical implementation (where n = n 0 is fixed), as c can be arbitrarily large while the number of significant digits anyhow is bounded; moreover, one can always pretend starting discretization at n = n 0 + 1.
A referee pointed out that, given that the size of sign-and-rank-based tests is independent of the choice of reference density, tests based on various reference densities could be combined in order to improve power. We do not pursue this in the present paper, since simultaneous performance of (an infinite number of) tests on the same dataset raises a number of problems, but we do show that a correctly specified reference density leads to a power attaining the semiparametric efficiency bound (Section 3.4).
Sign-and-rank-based estimation
Classical pseudo-likelihood and M-estimation suggest (see Section 1.2), for θ θ θ in model (1.1), signand-rank-based estimators of the formθ θ θ f := arg min θ θ θ ∆ ∆ ∆ (n) θ θ θ,f . The numerical treatment of such minimization problems is complicated, due to the discrete nature of the signs and the ranks, and the regularity conditions needed for their asymptotic analysis are non-trivial. Therefore, still in accordance with the standard Le Cam theory, we formally introduce our sign-and-rank-based estimator as a one-step update, based on ∆ ∆ ∆
, e.g., the LAD estimatorθ θ θ (n) LAD (in principle, after due discretization). The one-step sign-and-rank-based estimator of θ θ θ starting from the √ n-consistent and locally discrete estimatorθ θ θ (n) and based on reference density f ∈ F 0 is defined aŝ
2)
whereÎ f g andμ + ϕg are consistent estimates of I f g and µ + ϕg , respectively. In order to implement this one-step estimator, we need consistent estimates for I f g and µ + ϕg . Note that this is not required for the argmin version of our estimator. However, the same estimates would be needed anyhow when estimating the limiting variance of the estimator, as given in Proposition 3.2 below. The simplest and most general solution is to take a numerical derivative of the sign-and-rank-based central sequence, see (3.6) below. This procedure is fully analogous to the one used in standard pseudo-likelihood methods. Alternatively, one could use a nonparametric estimate of the true residual density in order to estimate I f g and µ +
ϕg . An appropriate estimate is, for example, the one proposed in Bickel et al. (1993) for adaptive estimation in location models.
A more sophisticated (and less arbitrary) solution is proposed, in a different context, by Hallin, Oja, and Paindaveine (2006). Proposition 3.2 Under Assumption 2 and Assumption 3 below, the one-step sign-and-rankbased estimator using the sign-and-rank-based central sequence (2.6) with reference density f ∈ F 0 satisfies, under θ θ θ and actual density g ∈ F 0 ,
4)
where Σ f gX is given in Proposition 2.4 and can be estimated consistently byΣ f gX in (3.3). 
Asymptotic Relative Efficiencies
(3.5) Table 1 gives AREs with respect to the sign test/LAD estimator (for which I f 2 = 2 and I f 2 g = 2 √ 2g(0)) for various reference densities f 1 = f . In line with efficiency at correctly specified reference density, we see that in each column the ARE is maximal for that reference density f that equals the true densityg . Moreover, even for modest forms of asymmetry, like a logistic left tail and a normal right tail, clear efficiency gains are possible over the sign test/LAD estimators. Whenever the true density is double exponential, all AREs with respect to LAD are, of course, less than one. Summarizing, our robust sign-and-rank-based inference procedures may lead to sizeable efficiency gains when some prior information about the underlying density is available. These gains, however, never require any sacrifice from the point of view of validity (testing problems) or √ n-consistency (point estimation problems).
In order to assess the finite sample performance of our procedures, we also conducted a small Monte Carlo study. We consider a regression model with a constant and a single standard normally distributed regressor. As the sign-and-rank-based procedures are equivariant with respect to the intercept and slope parameter, it suffices to consider the situation where they both equal zero. Table 2 presents standard errors of the LAD estimator for the slope parameter and relative efficiencies (namely, the ratio of simulated MSEs) for n = 100 and n = 250 observations and some of the configurations in Table 1 . We use the one-step estimator as discussed in Section 3.2. As biases are negligible, these relative efficiencies can be compared directly to the AREs of Table 1 . We include the double-exponential reference density as well to study the possible difference between our one-step procedure and the usual argmin form of LAD estimation. For the sample sizes considered, no difference is detected (relative efficiencies 1.00 for f = L = g). More importantly, Table 2 shows that the asymptotic gains apparent from Table 1 indeed materialize for finite samples as well; note that for g = L, relative efficiencies are uniformly larger than the corresponding AREs.
Semiparametric efficiency
The present section shows that the sign-and-rank-based procedures described in Sections 3.1 and 3.2 attain, at the reference density f , the semiparametric efficiency bound for inference about θ θ θ, when the zero-median innovation distribution is considered an infinite dimensional nuisance parameter.
Our method of proof relies on standard arguments of the semiparametric literature. We construct a parametrization of the innovation density {f η : η ∈ (−1, 1)} (see Lemma A.1).
In the parametric model obtained by considering θ θ θ and η as unknown parameters, the optimal estimator for θ θ θ (treating η as a nuisance) is easily obtained. The parametric model is constructed such that the sign-and-rank-based tests and estimators in Sections 3.1 and 3.2 are efficient in that parametric model. We then conclude that they are automatically efficient in the (larger) semiparametric model.
To formalize this, consider, under Assumption 2, the statistic
θ θ θ,g are jointly asymptotically normal; more precisely,
Recall that I I I g = I g (Σ X + µ µ µ X µ µ µ ′ X ) is the Fisher information under g. Now, consider a local alternative of the form θ θ θ n = θ θ θ + h n / √ n + o(n −1/2 ), with h n → h as n → ∞. From Le Cam's third
Lemma, see, for example, Bickel et al. (1993) , it follows immediately that, under P
are asymptotically "close in distribution" under P (n) θ θ θ,g . The following assumption imposes that they are in fact "close in probability", jointly with the central sequence.
Assumption 3
Consider an arbitrary sequence of the form θ θ θ n = θ θ θ + h n / √ n + o(n −1/2 ), with h n → h as n → ∞. Under θ θ θ and g, as n → ∞, we have
Assumption 3 is a local asymptotic linearity property or a smoothness condition (the first terminology being more popular in the literature on ranks, the second one in the semiparametric 
Extensions
The analysis in the previous sections can be generalized along several directions. First of all, one may consider quantiles other than the median. This is discussed in Section 4.1 and we show that the analysis changes only with respect to notation. Secondly, the regression model (1.1) excludes heteroskedasticity by assuming that innovations and regressors are independent. We show in Section 4.2 that the analysis is easily extended to models with parametric forms of heteroskedasticity. Finally, in Section 4.3, we extend our results to median-restricted time series models.
Quantiles of arbitrary order
The invariance structures underlying our results remain valid when considering quantiles other than the median. Suppose that, for given p ∈ (0, 1), the relevant set of densities is
In this situation, our procedures are obtained by replacing the residuals in the likelihood by a sign-and-rank-based counterpart of the same type as (1.3), more precisely by substituting
Lemma 2.1 is not affected. Assumption 1 remains unaltered, but we now define
The asymptotic representation and asymptotic normality results in Proposition 2.2 then take the
and, in the regression model (1.1), with µ +
Propositions 3.1 and 3.2 remain valid, with
Models with heteroskedastic errors
The sign test/LAD estimator are still valid/ √ n-consistent in regression models with heteroskedastic errors as the corresponding central sequence (2.9) is centered as soon as the conditional median of the innovations is zero. This is not true anymore for the sign-and-rank-based central sequence (2.6). As such, our sign-and-rank-based inference cannot be applied directly to regression models with completely unspecified forms of heteroskedasticity. However, parametrically specified forms of heteroskedasticity are easily handled.
Consider, for instance, the heteroskedastic regression model
for some specified function (x, α α α) → σ(x; α α α) with α α α-gradient grad α α α σ(x; α α α). Under standard regularity conditions, the central sequence for θ θ θ = (β β β 
This shows that the sign-and-rank statistic (4.3) is asymptotically equivalent to
where Ave{ . } indicates a cross-sectional average. Note that the sign-and-rank statistic does not contain any information for those components of α α α for which α α α → grad α α α σ(x; α α α) is constant. This is due to the fact that such "unconditional" variance parameters are not identified in the semiparametric model. Semiparametric efficiency of the sign-and-rank statistic at correctly specified innovation density f is obtained by verifying Assumption 3 for model (4.2) . Again, this follows from the ULAN condition for the first component of T (n) (θ θ θ) and, for the second component, from results on the behavior of sign statistics in scale models, as in Hájek andŠidák (1967).
Time series models
Median-restricted time series models also have attracted some attention. For instance, Zhou 
or of the form (approximate scores) a
where U 0 , . . . , U k are k + 1 independent random variables uniformly distributed over [0, 1] , and let
. Then, as n → ∞,
As in the nonserial case, the idea is to apply Proposition 4.1 to the central sequences appearing in the ULAN condition. In a time series situation, this ULAN condition is still often satisfied, with a somewhat more complicated form of the central sequence, however. We assume that, for some f ∈ F 0 , this central sequence has the form 6) where ϕ ϕ ϕ
denotes some exogenous variables. Moreover, we assume that the central sequence (4.6) forms a martingale difference sequence, i.e.,
The martingale assumption is generally satisfied in time series models. It formalizes the condition that the expected derivative of the log-likelihood is zero, also conditional on past information.
Under these conditions, we have the following extension of Proposition 2.4; the Fisher information is again denoted by I I I f = I I I f (θ θ θ).
Proposition 4.2 Consider the sign-and-rank-based central sequence
with either exact or approximate scores. Then, for any g ∈ F 0 , we have, under
We consider an application of the sign-and-rank estimation procedures described above to financial data. Consider the classical Capital Asset Pricing Model (CAPM) equation
where R t denotes the period t return on a given stock, r f t denotes the risk-free rate for period t, and R (m) t denotes the market return for period t. The traditional CAPM predicts α = 0 in the regression.
We use daily returns on Microsoft (from January 1, 1990, till March 15, 2005) as the individual stock return R t , the 3-month treasure bill rate as the risk-free rate r f t , while the market index (R (m) t ) is approximated by the S&P-500. Table 3 gives the estimation results for the model (5.1) using both quantile regression and sign-and-rank-based estimation.
It is clear from Table 3 
Conclusion
The sign-and-rank methods we are proposing in this paper are based on both residual signs and residual ranks. They allow for easily implementable and distribution-free, yet semiparametrically efficient (at correctly specified densities), tests and R-estimators in a wide range of models where, (a) regression quantiles, LAD estimators, and sign ranks only can possibly achieve semiparametric efficiency at double exponential densities, whereas Table 2 : Finite sample standard errors of the LAD estimator and relative efficiencies of various sign-and-rank-based estimator for the slope parameter in a regression model with intercept and standard normal regressors. Sample size in the top panel is n = 100 and in the bottom panel n = 250. Simulations are based on 1, 000 replications. The actual and reference densities used are those in Table 1 . Table 3 : Results on estimation of the CAPM equation (5.1) for Microsoft stock using quantile regression and sign-and-rank based estimation for both p = 5% and p = 50%. 'Gaussian' refers to a Gaussian reference density, while 'Logistic/Gaussian' refers to a zero median density whose left tail is Logistic and with Gaussian right tail. Estimated standard errors are in parentheses.
