Abstract-A parametric extension to the time/frequency robust identification framework is presented. The results can be applied to stable linear time-invariant systems on which time and/or frequency experiments have been performed. The parametric portion of the model should be affine in the unknown parameters, which includes practical applications such as flexible structures. The consistency problem is cast as a constrained finite-dimensional convex optimization problem that can be formulated as a linear matrix inequality. The proposed procedure provides an interpolatory identification algorithm, convergent and optimal up to a factor of two (with respect to central algorithms).
higher frequency behavior which naturally leads to a nonparametric identification [8] .
This new result extends the time/frequency identification procedure in [18] , [21] and uses interpolation algorithms in [3] , to the case of parametric/nonparametric model structures, based on a similar framework. The parametric portion of the model should be affine in the unknown parameters. This includes cases of practical interest as mechanical flexible structures, as well as models which can be concisely described in terms of a set of Laguerre or Kautz functions or, more generally, any other basis of H2 [12] . In the case of flexible structures, the lower frequency modes can be computed from the peaks measured from the approximate frequency response.
In general, the parametric information does not appear explicitly in the a priori knowledge (K; ) usually considered. Therefore, it is important to include it, if available, so that less conservative a priori estimates of (K; ) for the nonparametric portion can be derived. This is the case of large peaks in the frequency response of a flexible structure which should be "covered" by large values of K [8] . This is a consequence of the fact that the usual a priori information characterizes only the smoothness and magnitude of the whole class of models but cannot distinguish among other properties (e.g., low-frequency model structure). Instead, the a priori parametric knowledge provides more "structured" information. The fact that from our procedure we obtain a consistency set allows different descriptions of the uncertainty. For instance, we can compute a global bound which covers the whole set and includes both the parametric and nonparametric uncertainty. This can also be interpreted as having "exact" nominal parameters and a global bound due to the uncertainty of the nonparametric portion. Unless we have extra information, both interpretations are indistinguishable. The approach of computing a global uncertainty bound is practical when considering robust controller design methods (H 1 ;`1; -synthesis).
Nevertheless, different bounds on the parameters and nonparametric portion can be computed as well, although there are no specific optimal synthesis algorithms in this case.
The paper is organized as follows. In Section II we introduce a robust identification framework using both time and frequency experiments and some background material. Section III contains the main theoretical results. We show that the problems of establishing consistency of the experimental data and the a priori information and of determining a nominal model can be recast into a finitedimensional linear matrix inequality (LMI) optimization form, which generates a model that interpolates the frequency domain data points and is consistent with the time-domain experiments. Finally, in Section IV we illustrate the advantages of these results with a simple example.
II. ROBUST IDENTIFICATION FRAMEWORK
The class of systems considered are discrete-time, causal, linear, and stable ones. We denote them as H(z) = H d ( 1 z ), with z 2 C, and H d (z) being the usual z-transform. Therefore, causal stable systems H(z) will be analytic inside the unit circle, with time and frequency representations related by
For simplicity, we consider single-input/single-output (SISO) models, although all results can be applied to multi-input/multi-output (MIMO) systems, following [4] .
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The a posteriori experimental data can be obtained from two different sources: frequency response experiments and time-domain data. For the first one, we will consider the set of N f samples of the frequency response of the system measured with additive bounded noise y f k =ĥ k + f k ; k = 0; 11 1;N f 0 1, collected for notational simplicity in a vector y f 2 C N . Here,ĥ is a vector with its componentsĥ k equal to H(e | ); k = 0; 1 11;N f 0 1. The additive measurement noise f is assumed to belong to a certain noise set, described below. The time-domain data considered is the set of the first N t time response samples to a known but otherwise arbitrary input, also corrupted by additive noise: y t n = (U h) n + t n ; n = 0; 111 ; N t 0 1. as the Toeplitz matrix corresponding to the input sequence. Again, for notational simplicity, the measurements will be collected in a vector y t 2 R N .
We define
To define the a priori noise classes, it is useful to introduce the concept of LMI regions [6] . These are regions of the complex plane, which are the feasibility domain of a given LMI. Such a class of regions is fairly general, as it can be shown [6] that its closure is the set of all convex regions of the complex plane.
In this case, the LMI regions are useful to model noise sets because they provide a simple and exact way to take into account multiple point frequency response experiments, i.e., the experiments which produce y f . In this situation, the "confidence region" for the true system response is the intersection of the individual confidence regions [11] . Therefore, if the latter can be defined by means of an LMI, the same is also true for the region corresponding to all the experiments. Furthermore, this intersection region can be described by the combination of all individual LMI's, i.e., the intersection of LMI regions is also an LMI region.
In the time domain case, the noise is real-valued, and therefore convex sets are in fact just intervals. However, adopting an LMIdefined set can prove advantageous if the independency assumption on noise samples turns out to be conservative. For example, it is possible to impose convex correlation constraints between samples. In this case, the noise set is no longer the Cartesian product of the individual noise intervals.
In view of the preceding remarks, we define our a priori noise sets N f ; N t as the feasibility regions of a set of LMI's
where L f ( f ) and L t ( t ) are hermitian and symmetric matrices, respectively, and depend affinely on their arguments. In order to compute error bounds, we also assume these a priori noise classes N f ; N t to be bounded. Note that the`1() noise sets usually considered [3] , [18] are just special cases of the above.
To introduce the a priori system class, first define the following sets: 
The above-defined sets will be used to characterize the nonparametric part of the model H np (z).
We seek the worst case identification of the combined parametric and nonparametric models using both the time and frequency experiments. The models in our a priori class will have a mixed parametric/non parametric structure, i.e., H = Hp + Hnp. To this end we define the sets of systems S fH 1 (; K); > 1; K < 1g for the nonparametric part and P for the parametric component
The latter is the class of affine models defined as
where the components g i (z) of the vector G(z) are known linearly independent functions. In Section III, in order to compute parametric error bounds, we will also require these functions to satisfy the separation condition spanfgi(z)g \ S = f0g:
This condition is in fact an "identifiability" requirement and guarantees a unique parametric/nonparametric decomposition for each element H p (z) + H np (z) of the a priori set. To see this, note that if H(z) = A 1 (z) + B 1 (z) = A 2 (z) + B 2 (z); A i 2 S; B i 2 P, then (A1 0 A2)=2 belongs both to spanfgi(z)g and S, in contradiction with (4) . If this decomposition is not unique, then there are multiple parameter choices for each model in the a priori set, and as a consequence no "true" parameter values. Therefore, the parametric and nonparametric components will not converge separately, although the full model might converge to the real plant.
Another motivation for the above separation condition between the parametric and nonparametric components is as follows. There is a clear advantage to having a parametric component when it cannot be tightly described with a nonparametric model. In that case, a global nonparametric description would be unnecessarily conservative [8] .
On the other hand, in the case where the parametric portion can be included in the nonparametric one, there is no special reason to describe it parametrically. For all the previous arguments, we consider the case where the parametric and nonparametric components are clearly separated. This type of model description includes many practical situations, e.g., flexible structures. In the latter case, the parametric/nonparametric separation is in terms of the system natural frequencies. The lower frequencies have a parametric description, while the higher frequencies can be modeled nonparametrically.
Therefore, the a priori information and the a posteriori experimental input data are T = fH(z) = Hp(z) + Hnp(z) j Hp 2 P;Hnp 2 Sg
Both the consistency and identification procedures are considered; therefore, the problem to be solved is as follows.
Problem 1:
Given the experiments (y f ; y t ) and the a priori sets (T ; N f ; Nt), determine:
(1) if the a priori and a posteriori information are consistent, i.e., the consistency set
is nonempty; (2) a nominal model which belongs to the consistency set T (y f ; y t ).
The above a priori and a posteriori information allows a less conservative identification than in the cases where only time or frequency experiments are provided or when no knowledge of the parametric part of the model is used. Another interpretation can be made in terms of the "smaller" size of the consistency set, due to the fact that there are more experimental data and structured a priori information.
III. MAIN RESULTS
Nevanlinna-Pick-based identification algorithms address the case where the experimental data available is purely frequency domain [3] , while Carathéodory-Fejér-based identification deals only with time-domain data [5] . In this section we introduce a generalized interpolation framework and use it to solve Problem 1, obtaining a robust identification algorithm that combines both sources of data. To this effect, we divided Problem 1 into two subproblems: 1) consistency and 2) identification. The first should determine the existence of a candidate model H 2 T which may have produced both the time-and frequency-domain experimental data. Clearly, this is a prerequisite to the second stage, the identification step, consisting of the computation of the nominal model itself and a bound on the identification error.
A. Generalized Interpolation Framework
In this section we briefly present a generalized interpolation result developed in [1] and applied to H 1 control in [20] . This lemma will be used later to solve the consistency problem. 
where T ij (z) are computed from A; C + ; C 0 ; and M .
Proof: See [1] and [20] . Note that the matrices A and C0 provide the structure of the interpolation problem while C + provides the interpolation values.
It has been shown in [1] that both the Nevanlinna-Pick and the Carathéodory-Fejér problems are special cases of this theorem, corresponding to an appropriate choice of the matrices A and C 0 .
B. Consistency
We will see now that the problem of determining consistency of the a posteriori and a priori information reduces to establishing whether or not there exists a model H 2 T that interpolates the frequency experimental data within the noise boundŝ h = y f 0 f ; f 2 N f (9) and has an impulse response that satisfies the following constraints:
U h = y t 0 t ; t 2 N t (10) where the noiseless output U h is the convolution of the input vector u = [u(0) u(1) 1 11 u(N t 0 1)] T and the system H(z).
The main result of this section shows that consistency can be established by solving a finite-dimensional convex optimization problem. To establish this result we formulate the equivalent condition for consistency. This condition, based upon the relationship between both admissible experimental noises f 2 N f and t 2 Nt, has the form of a linearly constrained generalized interpolation problem. In Theorems 2 and 3 we show that this generalized problem can be recast in terms of an LMI optimization.
From (5), it is clear that the a priori and a posteriori information are consistent if and only if there exists a function H 2 T such that h = y f 0 f ; f 2 N f (11) U h = y t 0 t ; t 2 N t :
The next theorem provides necessary and sufficient conditions for the existence of a function H 2 H1(; K) which interpolates fixed frequency domain experimental data while, at the same time, satisfies a time-domain constraint. 
Proof: See [18] . Combining the previous result (that considers only noiseless data points) with (11), (12) , and the assumed parametric structure yields the following necessary and sufficient condition for consistency. g 1 (1) g 2 (1) 111 g N (1) . (22) such that M R (w; h) > 0 (23) (y f 0 P f p 0 w) 2 N f (24) (y t 0 U Pt p 0 U h) 2 Nt: (25) Note that the components of w and h are elements of the matrices W f and F t ; respectively, and g i (k) the impulse response of G i (z). (11) and (12) to obtain (24) and (25) .
From Theorem 2 it follows that the consistency problem can be reduced to solving a feasibility problem in terms of the parameter vector p and the time and frequency domain vectors h; w. In the next theorem we show that this feasibility problem is convex and can be recast in terms of LMI's. Therefore, it can be efficiently solved, using for instance interior-point methods [16] , [2] .
Theorem 3: The parametric/nonparametric consistency problem with mixed time/frequency-domain data is equivalent to a LMI feasibility problem. 
Clearly this is an LMI in X .
Since the admissible noise classes (N f ; N t ) are defined by means of LMI's, the consistency constraints (24) and (25) 
Thus, the consistency problem is equivalent to finding a feasible solution to the set of LMI's (29), (30) and (31). An interesting question that appears at this point is related with the particular choice of a feasible solution for the LMI equations (29)-(31). For example, one could minimize the "size" of the noise set, subjected to the consistency restrictions, or maximize the smallest eigenvalue of the generalized Pick matrix, over the feasibility set, to avoid the ill-conditioning of the singular case. Alternatively, a minimization over K (a bound on the norm of the nonparametric component) could be performed. From a control perspective, the latter option seems specially useful.
C. Identification
Once consistency is established, the second step toward solving the problem stated in Section II consists of generating a nominal model in the consistency set T (y f ; y t ). The identification algorithm that we propose is based on the parameterization of all solutions of the generalized Nevanlinna-Pick interpolation problem [1] presented in Lemma 1. For simplicity we consider the case where the matrix MR is strictly positive definite and therefore the solution is nonunique. Details for the degenerate case where there exists a unique solution can be found in [1] . The algorithm can be summarized as follows. T . Recall that all the models in S (i.e., all the solutions to the generalized interpolation problem) can be parameterized as a linear fractional transformation (LFT) of a free parameter Q(z) 2 BH 1 as follows: 
In particular, if the free parameter Q(z) is chosen as a constant, then the nonparametric model order is less than or equal to N f + N t .
Remark 1: Note that T (z) depends on the choice of vectors w; h.
Thus, there are additional degrees of freedom available in the problem [choices of w; h and Q(z)] that could be used to optimize additional performance criteria (e.g., model order).
D. Analysis of the Identification Error
In this section we derive an upper bound for the worst case identification error. Since this bound is given in terms of the radius and diameter of information [11] , [3] they are valid for all interpolatory algorithms taking as inputs the available a priori and a posteriori information (see [18] for a lower bound).
An important point that needs to be emphasized at this stage lies in the fact that the identification error bounds are dependent on the assumed a priori information. That is, there will be different error bounds according to what is considered to be a priori. For example, by considering a fixed parametric component it is possible to change the a priori assumptions without necessarily changing the identified model, and keeping consistency in the process. In this case, the problem setup is nearly the same as the nonparametric case, and therefore the error bounds can be computed, for example, using the results in [18] . On the other hand, if we keep the a priori information structure of the parametric-nonparametric approach, the following weaker bounds can be proved.
Since the identified model is in set T (y f ; y t ), its distance to the Chebyshev center of this set is within the diameter of information.
As a consequence the algorithm is optimal up to a factor of two as compared with central strongly optimal procedures. For the same reasons, it is also convergent, and therefore the modeling error tends to zero as the information is completed. Next we determine an upper bound on the radius of information and prove it in the spirit of [3] .
Lemma 2:
Assume the a priori noise classes N f ; N t to bè 1(f);`1(t). Also assume that the separation condition (4) Proof: Consider any T 2 T (0; 0) and partition it as follows:
where P (z) and H(z) are the parametric and nonparametric components of T , and H 1 (z) is the globally optimal approximation of H(z) [9] , which satisfies kH(z)0H 1 (z)k 1 K 0(M+1 
1 A necessary condition for V to be nonsingular is that the g i (z); i = 1; 1 1 1 ; N p be linearly independent. Even in this case, and when (4) holds, it is possible to have a singular V . This is related with the fact that the experiment does not provide enough information to compute an error bound, for the assumed parametric structure. That is, although (4) we have, from (39) and the global optimality property of H 1 (z), that
The bounds on p and h 1 can therefore be used to give an estimate of the radius of information
It is necessary to emphasize that the presented bounds (as most of the ones appearing in the literature) are a priori bounds, that is, they do not depend on the experimental data. The computational requirements for obtaining them are minimal, and its main application is in proving algorithm convergence. Since these bounds can be conservative, the practical application of the identification procedures usually requires alternative methods for computing uncertainty bounds [10] . In particular, it is possible to obtain better (for example, frequency dependent) bounds by solving convex optimization problems and making use of the experimental data.
To conclude this section, we briefly present a few comments on the computational complexity of the proposed procedure. The resulting convex feasibility problem (29)-(31) has a number of decision variables equal to the number of time and frequency samples (plus the number of unknown parameters). In other words, the "size" of the LMI's to be solved grows linearly with the amount of data. Furthermore, our particular problem has a lot of additional structure, that can be potentially exploited for greater efficiency. However, the available solvers do not allow (yet) the use of this extra information. Additional computational considerations have been presented in [18] .
IV. EXAMPLE
In this section we present an application of the proposed identification procedure. The "experimental" data proceeds from the stable component (no rigid-body modes) of the Euler-Bernoulli model of a flexible beam with viscous damping. For simplicity, we considered only frequency data, bilinearly transformed from the original continuous-time samples. Only 13 frequency points were evaluated, for equispaced frequencies between 0 and . Fictitious complex noise, bounded in magnitude by 0.03, was added to the samples.
We assumed a parametric component having the following affine structure:
G(z) = p 1 z + p 2 z 2 + 0:04z + 1:05 (44) where p1 and p2 are the uncertain parameters. The resonant poles of G(z) were chosen according to the information available on the critical frequencies and damping factors of the plant. The value of used was = 1:25. The optimization criterion chosen was to minimize the value of K, subject to the consistency restrictions. This can also be formulated as a convex program and can be interpreted as an attempt to obtain the smallest possible uncertainty bound.
In Fig. 1 an identified model for the purely nonparametric identification procedure in [18] is shown. The optimal value of K was K = 113:6. As noted above, in this approach the highly resonant poles force very small values of and/or large values of K, in order to satisfy the consistency constraints. This, in turn, causes larger error bounds, as well as less smooth interpolation functions. This issue is important in order to apply a subsequent model reduction stage. Note, however, that the oscillating characteristics of the identified model are also a consequence of the choice of the free parameter Q(z) = 0. It is theoretically possible to find a Q(z) (dynamic) such that a smoother model results. However, there seems to be no easy procedure to achieve this. Further, this procedure would not change the error bound. Instead, when the approach developed in this paper is employed, the complex dynamics of the parametric component can be "decoupled" from the nonparametric one. Fig. 2 shows the identified parametric component, as well as the full model. The optimal value of K (only for the nonparametric part) is K = 0:35. Note that the parametric component is not able to explain, by itself, the whole dynamic behavior. Its objective is to model just one particular mode, rather than the entire transfer function. Note also that the identified nominal model is almost coincident with the experiment, providing a much better fit.
