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Abstract
All fields of physics – be it nuclear, atomic and molecular, solid state, or optical – offer
examples of systems which are strongly influenced by the environment of the actual system
under investigation. The scope of what is called “the environment” may vary, i.e., how far
from the system of interest an interaction between the two does persist. Typically, however,
it is much larger than the open system itself. Hence, a fully quantum mechanical treatment
of the combined system without approximations and without limitations of the type of
system is currently out of reach.
With the single assumption of the environment to consist of an internally thermalized
set of infinitely many harmonic oscillators, the seminal work of Stockburger and Grabert
[Chem. Phys., 268:249-256, 2001] introduced an open system description that captures the
environmental influence by means of a stochastic driving of the reduced system. The result-
ing stochastic Liouville-von Neumann equation describes the full non-Markovian dynamics
without explicit memory but instead accounts for it implicitly through the correlations of
the complex-valued noise forces.
The present thesis provides a first application of the Stockburger-Grabert stochastic
Liouville-von Neumann equation to the computation of the dynamics of anharmonic, con-
tinuous open systems. In particular, it is demonstrated that trajectory based propagators
allow for the construction of a numerically stable propagation scheme. With this approach
it becomes possible to achieve the tremendous increase of the noise sample count neces-
sary to stochastically converge the results when investigating such systems with continuous
variables. After a test against available analytic results for the dissipative harmonic oscilla-
tor, the approach is subsequently applied to the analysis of two different realistic, physical
systems.
As a first example, the dynamics of a dissipative molecular oscillator is investigated.
Long time propagation – until thermalization is reached – is shown to be possible with the
presented approach. The properties of the thermalized density are determined and they are
ascertained to be independent of the system’s initial state. Furthermore, the dependence
on the bath’s temperature and coupling strength is analyzed and it is demonstrated how a
change of the bath parameters can be used to tune the system from the dissociative to the
bound regime.
A second investigation is conducted for a dissipative tunneling scenario in which a wave
packet impinges on a barrier. The dependence of the transmission probability on the initial
state’s kinetic energy as well as the bath’s temperature and coupling strength is computed.
For both systems, a comparison with the high-temperature Markovian quantum Brown-
ian limit is performed. The importance of a full non-Markovian treatment is demonstrated
as deviations are shown to exist between the two descriptions both in the low tempera-
ture cases where they are expected and in some of the high temperature cases where their
appearance might not be anticipated as easily.
Nomenclature
BOMCA Bohmian Mechanics with Complex Action
CLME Caldeira Leggett Master Equation
DOF Degree Of Freedom
EOM Equation Of Motion
FFT Fast Fourier Transform
GCNR Globally Convergent Newton-Raphson
HK IVR Herman-Kluk Initial Value Representation
HST Hubbard-Stratonovich Transformation
ODE Ordinary Differential Equation
PDE Partial Differential Equation
PV Position Verlet
RK4 Fourth order Runge-Kutta
SCBM SemiClassical Brownian Motion
SDE Stochastic Differential Equation
SE Schrödinger Equation
SG SLN Stockburger-Grabert Stochastic Liouville-von Neumann
SOI System Of Interest
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1 Introduction
A single hydrogen atom is the essence of beauty. Its simplicity borders on perfection.
Since the inception of quantum mechanics, it has been probed extensively, both theoretically
and experimentally. Unfortunately, when moving on to other systems, this beauty is lost to
the ensuing complexity. While in larger systems the more diverse internal structure at first
sight simply increases the effort required for their full description, this increasing number
of subsystems renders the assumption of an isolated object in any realistic scenario more
and more questionable. However far removed from the object of desire, the environment of
a larger object is provided with more handles on which to apply its perturbing influence.
System ExteriorInteraction
Figure 1.1: No physical system is truly isolated. The environment it is in contact with is
typically composed of a far larger number of degrees of freedom than the system itself.
But once the ideal of an isolated system is abandoned, a far greater difficulty than
mere internal complexity arises. Not only does the environment disturb the system and
may thereby cause decoherence of its state. More interestingly, the system may influence
the environment in such a way that there is a correlated back-action at a later time on the
system. Indeed, through this effect, the previous loss of coherence may be reverted partially
or completely. As depicted in Fig. 1.1, the system is typically in contact with a much larger
environment. For a finite size environment, such a recoherence is not surprising. But even
if it is of infinite size, partial recoherence may occur. The correlated back-action emerging
from the environment is a consequence of an environmental memory of the system’s time
evolution in the past imprinted on the environment through their interaction.
Therefore any action of the system on its exterior can, at some time in the future,
cause a back-action. If, however, the environment is infinitely large and of sufficiently
indiscriminate nature, the information transferred to it is quickly distributed away from
the interaction region never to return. Since under these circumstances there cannot be a
correlated back-action on the open system, this implies the Markov property [1], i.e. future
evolution of the state of the system is only dependent on the current state and not on its
past. This, in turn, simplifies the investigation tremendously and there are many cases
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for which this property is fulfilled either exactly or approximately to a very good degree
[2]. With the advent of ever more refined experimental setups, the general case has become
more and more important where recoherence through the back-action on the system implies
the dependence of its future evolution on the past and not just the current state. This, in
turn, is called non-Markovian dynamics.
Another, equally important result of the interaction can be the exchange of energy that
leads to a redistribution of the occupation probabilities of the eigenstates of the system.
Here, once again, the scale of the environment with respect to the system is important.
For a small exterior, energy will be transferred back and forth in coherent oscillations.
If decoherence occurs, the two will eventually equilibrate to an equipartite distribution of
energy in accordance with the zeroth law of thermodynamics. The same occurs, in principle,
for a very large exterior. Its change, however, is the smaller, the larger its relative size is. If
its relative size is such that its change is negligible, it is called a reservoir and furthermore
a heat bath if it is internally equilibrated prior to the contact. In that case, the system
simply approaches the bath’s temperature.
The time scale of dissipation is usually, but not necessarily, larger than that of deco-
herence [3]. This means that coherence is typically lost long before the system is driven
into a true thermal state. A structured reservoir in which there are no degrees of freedom
in resonance with those of the system is a setup in which little or no energetic transfer
takes places but coherence is still destroyed efficiently by the off resonant components. In
quantum information processing, this is the main concern since the information which is
processed is encoded in coherent superposition of states. If the decoherence times of a
system are shorter than the processing times, no readout of a meaningful result is possible.
The disturbing influences of an environment on a system of interest have been studied
extensively for a plethora of systems during the past decades, both theoretically and exper-
imentally. The interest has ranged from dissipative tunneling scenarios as they would occur
in nuclear fission and fusion reactions [4, 5] over environmentally influenced free particle
dynamics [6] to dissipative oscillatory systems [7, 8]. In some cases such as in quantum
information processing, the limits of achievable couplings are pushed further and further
towards the isolated system to reduce the disturbing influence [9, 10, 11]. Other processes,
like the beforementioned nuclear systems are affected by disturbances that can in principle
not be eliminated because they are caused by degrees of freedom that are internal to the
object under investigation.
As already a full numerical treatment of quantum systems with a few degrees of freedom
borders on the intractable, a fully quantum mechanical investigation of a system in contact
with a possibly macroscopic environment may seem impossible. Furthermore, in the ther-
modynamic limit such a detailed study of all the environmental degrees of freedom is not
even meaningful. A reduction of the complexity of the problem has thus to be achieved.
The models and approaches that have been developed to this end are as diverse as the
physical systems they are meant to describe. However, none of them can claim universal
applicability to all types of systems. This may serve as an indication of the complicated
nature of the problem.
This thesis intends to provide a complete account of the combination of the Stochas-
tic Livouville-von Neumann scheme by Stockburger and Grabert [12, 13] (SG SLN) with
trajectory based propagation methods. The only principal presumption of this approach is
that the reservoir be constituted of a (possibly infinite) set of harmonic oscillators that are
bilinearly coupled to the system of interest and therefore has a wide range of applicability.
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The thesis begins with a summary of the theory of such open quantum systems. Chap. 2
starts from a path integral calculation of the dynamics. The alternative stochastic scheme
introduced in Refs. [12, 13] is described and its physical equivalence to the case of a har-
monic oscillator type bath is shown. The SG SLN scheme has previously been applied to
the harmonic oscillator [12] and to the discrete spin-boson problem [14]. Furthermore, other
stochastic methods have been applied with success to these systems [15, 16, 17]. Here, how-
ever, the more challenging anharmonic systems with continuous variables are considered.
In order to achieve propagation times that are long enough to attain thermalization of the
system, the SG SLN approach requires a large number of noise force samples. Therefore,
in this thesis a special class of propagators is used for the time evolution of the resulting
stochastic differential equations (SDEs).
Chapter 3 explains the present realization of the stochastic scheme that uses trajectory
based propagators. It is demonstrated why these are ideally suited to the computation
of the coupled dynamics of anharmonic, continuous systems by means of the SG SLN
scheme. A very efficient unified sampling of the noise force distribution and the trajectory
parameters is introduced and the reasons for favoring the two propagators that are used
here are given. Unfortunately, in many publications discussing theoretical investigations of
physical systems, the details of the numerical schemes are glossed over. This complicates
reproduction of results and slows down the progress of research based on them. Therefore,
in order to provide a comprehensive guide for using or improving the presented schemes,
Chap. 3 and the appendices detail all the steps necessary to compute the coupled system
dynamics.
A benchmark system to test the validity of the presented combination of the stochastic
scheme with the trajectory based propagators is studied in Chap. 4. Convergence of the
stochastic results is discussed by comparing them with analytical expressions available for
the harmonic system dynamics. Furthermore, it is demonstrated that the unified sampling
strategy results in a tremendously increased rate of convergence. Moreover, in order to
motivate similar studies for the anharmonic systems in the subsequent chapters, initial
tests as to the deviations incurred by a reduction to a Markovian treatment are performed.
In the central part of this thesis, two physically important scenarios are investigated.
Since this is the first time numerical results are available for anharmonic continuous systems
analyzed with this stochastic method, these will be studied in detail.
Chapter 5 is concerned with describing the dynamics of the vibrational degree of freedom
of a diatomic molecule that interacts with its environment. For this system the anharmonic-
ity in combination with the environmental influence allows for a rich variety of effects to
occur. From temperature dependent thermalization to the qualitative switch from the dis-
sociative to the bound regime by changing the bath temperature, the drastic influence of
the environment becomes strikingly apparent. Furthermore, a comparison with results ob-
tained from a Markovian description will highlight the necessity for a full non-Markovian
treatment in the investigated parameter regime where quantum effects are strong.
In Chap. 6 another entirely different scenario is considered in order to demonstrate
applicability of the presented stochastic approach to a wide range of problems. The model
considered there corresponds to the situation found in many chemical reactions, where the
state of the system is initially on one side of a barrier and may pass to the other either by
over-the-barrier transmission or by tunneling. The environmental influence may drastically
alter transmission probabilities. The influence of the bath parameters as well as the coupling
are discussed. A similar investigation of the limits of a Markovian approximation like in the
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oscillatory cases is performed here in order to identify cases for which the full non-Markovian
treatment is necessary.
Finally, Chap. 7 gives a summary of the thesis and provides an outlook on possible
future directions of research.
2 Theory of Open Quantum Systems
This chapter summarizes the route from a general path integral description of open
quantum systems, over the influence functional formalism, to the stochastic unraveling
of the SG SLN approach and discusses transformations that are possible to improve the
convergence characteristics. Furthermore, it explains the Markovian quantum Brownian
motion approximation as a reference against which the full non-Markovian treatment will
be compared.
In order to capture the influence the environment has on an open system, a larger, closed
system is considered. As depicted in Fig. 2.1, the closed system is composed of the system
of interest (SOI) and the auxiliary degrees of freedom (DOFs) of its environment. These
two parts are in contact such that there is a certain interaction between them. The state
of the exterior, however, is of little interest, or in many cases, a direct observation of the
precise quantum state is even impossible and only certain thermodynamic quantities can
be measured. Therefore, after these quantities are given at the initial time of the combined
system at which the two parts are brought into contact, no further attempt is made to
investigate the evolution of the environment, instead the dynamics of the system reduced
to the comparatively few DOFs of the SOI will be considered.
System
(SOI)
EnvironmentInteraction
Figure 2.1: Closed system description of an open quantum system with a system of interest,
auxiliary degrees of freedom, and interaction between the two.
As described in the introduction, an important notion of this thesis is whether for a
certain setup there will be a back-action on the SOI from the reservoir correlated with an
earlier action of the former on the latter. The state of the system decays on the time scale of
relaxation τR to the thermal equilibrium. If the correlation time scale of the bath τB is too
low as compared with τR, the transferred information will decay before it can return. Thus
there is no memory in the bath as seen from the SOI. On the other hand, due to special
circumstances the correlation time can be of the same order. Then, a correlated back-action
on the SOI may occur and make states that have previously lost their characteristics more
distinguishable once again [18]. A qualitative discussion of the relations between the various
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important time scales and the conditions of applicability of Markovian approximations is
given at the end of Sec. 2.1.
The strong coupling and low temperature regime is known to exhibit strong non-
Markovian effects [19]. Therefore this regime will be the central focus of the present thesis.
In order to test the limits of this regime, an analysis of the Markovian approximation is
necessary. In the following sections, aspects of Markovian systems and specifically of the
quantum Brownian limit will be discussed, whenever necessary.
Since the environment needs to be very large in order to be considered unchanging due to
the SOI’s influence, an explicit treatment of the external DOFs tends to be laborious. There
are a number of open system schemes that follow such an explicit approach. They select a
subset of the environmental DOFs which capture all significant influences on the SOI and
treat them explicitly. E.g., open systems have been treated with the Semiclassical Hybrid
Dynamics [20] and the Multi Configuration Time-Dependent Hartree method [21]. In the
latter case, a Markovian closure extends the selected DOFs of the environment such that
the non-Markovian effects are captured explicitly and the rest of the reservoir is modeled
via a Markovian noise.
A dynamical reduction to significant DOFs is performed in Ref. [22]. Interaction of the
SOI with localized DOFs of the environment results in a limited number of the latter that
need to be treated at any given time. The resulting model system is again treated in a
semiclassical manner.
Here, however, the influence on the SOI will be handled implicitly which allows for
all environmental DOFs to be taken into account. The next section describes the general
formalism of such an open quantum system with the environment traced out. The remaining
complexity of the problem is still so high that a direct treatment is next to impossible. Based
on the groundbreaking work by Stockburger and Grabert [12, 13] an alternative, stochastic
scheme to address the complexity is presented in Sec. 2.3. The treatment of the dynamics
of anharmonic, continuous systems by means of this stochastic scheme is the central focus
of this thesis. In the next chapter, this approach will be combined with trajectory based
propagators in order to evaluate the time evolution of such systems.
All considerations in the following will be presented for a one dimensional SOI. This is
no principle limitation, everything given here is equally applicable to higher dimensional
cases. In the interest of clarity, however, a restriction to a single system dimension seems
reasonable.
2.1 Influence Functional Formalism
This section describes the route taken from a general path integral description of the time
evolution of a quantum system to a formal solution of the dynamics of the system reduced
to the SOI.
The time evolution of any quantum state can be obtained in position representation by
means of the system propagator K (qtf , qti) through
Ψ(qtf , tf) =
∫
dqti K(qtf , qti)Ψ (qti , ti) , (2.1)
where the propagator can be written in form of a path integral over all paths starting at
the point qti at time ti and ending at the point qtf at time tf
2.1 Influence Functional Formalism 15
K (qtf , qti) =
∫ q(tf)=qtf
q(ti)=qti
Dq exp
{
i
~
S [q]
}
. (2.2)
The functional S [q] denotes the classical action accumulated along the path q (t). For a
composite system with two sets of degrees of freedom (DOFs) q and X, the propagator thus
takes the form
K (qtf ,Xtf , qti ,Xti) =
∫
Dq
∫
DX exp
{
i
~
S [q,X]
}
. (2.3)
If one of the parts is a reservoir, its dynamics is irrelevant. Therefore, the only object that
is truly interesting is the time evolved density matrix reduced to the SOI
ρ
(
qtf , q
′
tf
)
= trX
{
ρ
(
qtf ,Xtf , q
′
tf
,X′tf
)}
(2.4)
where the trace trX removes the environmental DOFs. In position representation the trace
evaluates to the dynamical expression
ρ
(
qtf , q
′
tf
)
=
∫
dX tf
∫
dqti dq
′
ti dXti dX
′
ti
K (qtf ,Xtf , qti ,Xti)K
∗ (q′tf ,Xtf , q
′
ti
,X′ti
)
ρ
(
qti,Xti , q
′
ti
,X′ti
)
. (2.5)
In such a setup, one typically writes the total Hamiltonian as a sum of three parts
Ĥ = ĤS + ĤI + ĤB . (2.6)
The system and bath Hamiltonians ĤS and ĤB only depend on their respective DOFs
q and X. The interaction ĤI depends on both q and X. A reasonable assumption
for the initial state of the composite system is a factorizing one ρ
(
qti ,Xti , q
′
ti
,X′ti
)
=
ρS
(
qti , q
′
ti
)
ρB
(
Xti ,X
′
ti
)
. This represents the situation that the coupling is switched on
instantaneously at the initial time ti after both parts have been evolving independently.
This implies that there are no initial correlations between reservoir and SOI. One effect
that may occur due to this sudden onset of interaction is what is called initial slippage.
The system suddenly changes its state as a consequence of the change from isolated to
coupled dynamics before the onset of relaxation under the influence of the environment. A
thorough discussion of this effect can be found in Ref. [23, 24].
For such factorizing initial conditions, the time evolved reduced density can be obtained
from the initial density of the SOI
ρ
(
qtf , q
′
tf
)
=
∫
dqti dq
′
ti
J
(
qtf , qti , q
′
tf
, q′ti
)
ρ
(
qti , q
′
ti
)
(2.7)
by means of the propagating function
J
(
qtf , qti , q
′
tf
, q′ti
)
=
∫
Dq Dq′ exp
{
i
~
SS [q] −
i
~
SS
[
q′
]}
F
[
q, q′
]
(2.8)
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and the influence functional F [q, q′] [25]. If this functional was available in a closed form,
one could obtain the dynamics of the reduced system by evaluating this (comparatively)
simple path integral. Unfortunately however, there is no general closed solution for the
expression
F
[
q, q′
]
=
∫
dXtf dXti dX
′
ti
DY DY′
exp
{
i
~
SB [Y] −
i
~
SB
[
Y
′]+ i
~
SI [Y, q] −
i
~
SI
[
Y
′, q′
]}
ρB
(
Xti ,X
′
ti
)
(2.9)
since the action resulting from the interaction Hamiltonian ĤI depends on both the system
and the reservoir paths.
Therefore, the generality in this project is reduced to the special case of a harmonic
reservoir. This approximation is justified for two reasons: In many physically important
cases such as the electromagnetic field with which a charge or a distribution of charges
may be in contact, the environment is exactly harmonic. Furthermore, in other cases, if
one assumes an infinitely large number of auxiliary DOFs, it is safe to assume that each
individual DOF is only excited very slightly.
According to the Caldeira-Leggett model introduced in Ref. [7], the bath part is com-
posed of a set of harmonic oscillators whose masses m are assumed equal and whose fre-
quencies are ωj
ĤB (X) =
∑
j
ω2j
1
2
mX2j +
∑
j
p̂2j
2m
. (2.10)
The interaction between the two parts is given as
ĤI (q,X) = q
∑
j
CjXj + q
2
∑
j
C2j
2mω2j
(2.11)
where Cj are interaction strength parameters. The last term in HI is called the counter
term potential and is supposed to cancel the static response of the system Hamiltonian to
the coupling to the external DOFs. Whether it needs to be included or not depends on
whether the system Hamiltonian is specified for the coupled or the isolated dynamics. The
system part remains unspecified for now.
For such a setup, the influence functional takes the comparatively simple form
F [z, r] = exp(−Φ [z, r] /~) (2.12)
with
Φ [z, r] = iµ
∫ t
0
du z (u) r (u) +
1
~
∫ t
0
du
∫ u
0
dv z (u)
[
L′ (u− v) z (v) + 2iL′′ (u− v) r (v)
]
(2.13)
where z = q − q′ and r = q + q′ are difference and sum of the forward and backward paths
respectively. The precise form of Eq. (2.13) depends on the conventions used and differs
from author to author. To avoid confusion, the conventions used throughout this thesis
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are summarized in App. A accompanied with those of other authors for comparison. The
central object in Eq. (2.13) is
L(t) = L′(t) + iL′′(t) , (2.14)
the complex valued kernel of the reservoir. For a harmonic bath that is thermally equili-
brated internally at a temperature T , its parts take the form
L′ (t) =
~
π
∫
dω J (ω) coth
(
~ω
2kBT
)
cos (ωt) (2.15a)
L′′ (t) = −~
π
∫
dω J (ω) sin (ωt) , (2.15b)
where J (ω) is the spectral density of oscillators1 and T is the temperature of the bath.
The spectral density specifies the distribution of oscillator modes of the reservoir that are in
contact with the SOI. Depending on the model of the environment, a wide variety of different
spectral densities is possible. It can consist of discrete individual modes, a continuum
thereof, or a combination of both. Nevertheless, in order to retain a finite energy, a high
frequency cutoff above which the density approaches zero is necessary.
Even though at first sight, this influence functional is of rather low complexity, actual
computation of Eq. (2.7) for the general, non-Markovian case turns out to be remarkably
difficult. The friction kernel in the double time integral of Eq. (2.13) couples the forward
and backward paths for different times. Therefore, a time local propagation, i.e. solving a
differential equation for the density matrix, is not possible and a full path integral has to
be computed.
For certain special cases, the double time integrals naturally decouple. This occurs due
to a separation of time scales in the composite dynamics. If decoherence in the bath causes a
rapid decay of correlations in its dynamics, the typical bath correlation time is much shorter
than the typical relaxation time scale of the coupled system. Any information transferred
from the system to the bath quickly vanishes, never to return. In such a Markovian limit, the
reservoir kernel is of delta type and the double time integrals reduce to time local integrals.
Table 2.1 defines the relevant time scales of a coupled system and states the conditions of
applicability of the two Markovian limits, namely the quantum optical and the quantum
Brownian limit. The bath correlation time τB is determined by its temperature T as well as
its cutoff frequency Ω. The latter is a typical frequency above which the oscillator spectrum
of the reservoir quickly drops to zero. The relaxation time of the system τR depends on
the relation of the system mass with respect to the damping constant γ and represents the
time scale on which the system approaches thermal equilibrium.
The main topic of this thesis is the computation of the full non-Markovian dynamics of
anharmonic continuous systems. In order to make a numerical evaluation of the influence
functional feasible, the non-local double time integral needs to be split up. After discussing
the simpler Markovian special case, a way to achieve this unraveling in the general case via
stochastic forcing is introduced in Sec. 2.3.
The following section is concerned with obtaining the time evolution of the system in
the quantum Brownian limit. These results will be used in Chaps. 4-6 as a baseline to test
the limits of the approximation and to highlight non-Markovian phenomena. Other possible
1It should be noted, that both the spectral density and the propagating function of Eq. (2.8) are typically
denoted by the symbol J in the literature. They can easily be distinguished as the spectral density takes a
single (frequency) argument whereas the propagating function depends on four coordinate values.
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Quantum Optical limit Quantum Brownian motion
τB ≪ τR τB ≪ τR
τS ≪ τR τB ≪ τS
τB = min
{
Ω−1, ~2πkBT
}
. . .Bath correlation time
τR =
m
γ . . .Relaxation time
τS =
1
ω . . .Typical time of system evolution
Table 2.1: Separation of time scales in the two Markovian cases [26, Table 3.1 on page 176]
exceptional conditions are the quantum optical limit of weak coupling to the environment
which can, e.g., be handled with a quantum state diffusion [27] or the Monte Carlo wave
function approach [28]. Conversely, the strong coupling limit of reservoir dominated dy-
namics can be described with a quantum Smoluchowski equation [29]. Here, however, the
focus is on the challenging intermediate regime of moderate coupling. Therefore these limit
cases will not be considered.
2.2 Quantum Brownian Limit
There are two cases for which the reservoir influence in a Caldeira-Leggett type setup reduces
to Markovian dynamics as characterized in Sec 2.1. Solving their master equations directly
is numerically advantageous over trying to use the non-Markovian description of Sec. 2.3
with a reservoir kernel of the Markovian limit. One of the Markovian cases is the quantum
optical limit, i.e. the weak coupling limit for which the time evolution of the system is
considered fast compared to the typical relaxation time. The master equation resulting for
this limit is of Lindblad type, i.e., it is trace preserving and completely positive for any
initial state [30]. A possibility for the treatment of such a master equation would be the
quantum state diffusion description of Ref. [27], where a stochastic differential equation for
the quantum state of the system replaces the time evolution of the density matrix under
the influence of the environmental operators in the master equation. The quantum optical
case, however, will not be investigated here. Instead, the central focus of this project is on
the specific properties of the moderate to strong coupling regime.
When leaving the weak coupling regime, the other Markovian approximation that can
be applied is the high temperature limit of a strictly Ohmic reservoir, i.e., Ω → ∞, T → ∞.
Under these conditions the Caldeira Leggett master equation (CLME) can be derived [7]
i~
dρ
dt
=
[
ĤS, ρ
]
+
γ
2
[
x̂,
[
˙̂x, ρ
]
+
]
− imγ
~β
[
x̂,
[
x̂, ρ
]]
. (2.16)
The three terms describe distinct contributions to the time evolution of the system’s density
operator. The first term depending on the system Hamiltonian ĤS describes the unitary
evolution whereas the commutators containing the position (x̂) and velocity ( ˙̂x) operators
capture the environmental influence. The term proportional to the damping constant γ
represents dissipation. In the classical limit it results in the usual velocity proportional
damping term. The last commutator describes the temperature dependent fluctuations
induced by the environment. The inverse temperature is denoted by β = 1kBT .
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This equation will be used here to study the error introduced into the system model
by applying this Markovian approximation. Although it is not of Lindblad type, it has
proven a valuable tool for studying many physically relevant scenarios. In principle, it
could be extended to the Lindblad form in a few different ways (see e.g. Refs. [31, 32]).
Unfortunately, the additional terms necessary are incompatible with a simple numerical
solution strategy. A more elaborate scheme seems unreasonable as the Markovian results
are only meant to serve as a countercheck for the full, non-Markovian approach. Also,
violation of positivity could be checked for in extreme cases in order to identify situations
where such unphysical propagation results are responsible for deviations from the SG SLN
dynamics instead of the presumed Markovianity.
There are a number of approaches to solve Eq. (2.16). For instance the corresponding
Wigner-Fokker-Planck equation has been studied in the Eulerian (e.g. Ref. [33]) and La-
grangian frame (e.g. Ref. [34]). A classical approximation (i.e. up to order ~0) of Eq. (2.16),
the Klein-Kramers equation in its Wigner representation, can be solved with a finite differ-
ence scheme [35]. For reasons of simplicity a direct evaluation of the time dependence of
the density matrix in position space as presented in Ref. [36] will be used.
A brief introduction to this method starts from the coordinate space representation of
Eq. (2.16)
i~ρ̇
(
x, x′, t
)
=
[
− ~
2
2m
∂2x +
~
2
2m
∂2x′ + V (x) − V
(
x′
)
− iγ~
2
(
x− x′
)
(∂x − ∂x′)
−imγ
~β
(
x− x′
)2
]
ρ
(
x, x′, t
)
. (2.17)
Even though the two coordinates x and x′ represent the same DOF of the SOI, for the
solution of this differential equation, they need to be treated as independent variables.
Since the dissipation term is composed of both momentum and position operators, a solution
with the split-operator technique of Ref. [37] is not possible. Instead, time splitting of the
differential operators depending on x from those depending on x′ will be performed [38]. A
differential operator L̂ is defined such that ρ̇ = L̂ρ. Formal integration then leads to
ρ
(
x, x′, t+ ∆t
)
= exp
{
L̂∆t
}
ρ
(
x, x′, t
)
. (2.18)
Multiplying both sides of this equation from the left with exp
{
−L̂∆t/2
}
, expanding the
exponentials of the derivative terms and separating terms with derivatives with respect to
different variables up to first order in ∆t, one obtains
(
1 − L̂x∆t/2
)(
1 − L̂x′∆t/2
)
exp
{
i∆t
2
Ṽ (x)
}
ρ
(
x, x′, t+ ∆t
)
=
(
1 + L̂x∆t/2
)(
1 + L̂x′∆t/2
)
exp
{
− i∆t
2
Ṽ (x)
}
ρ
(
x, x′, t
)
, (2.19)
where
L̂x =
i~2
2m
∂2x −
γ~
2
(
x− x′
)
∂x (2.20)
L̂x′ = −
i~2
2m
∂2x′ +
γ~
2
(
x− x′
)
∂x′ , (2.21)
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and where the difference of the potentials has been augmented by an imaginary contribution
coming from the fluctuation term according to
Ṽ (x) = V (x) − V
(
x′
)
− imγ
~β
(
x− x′
)2
. (2.22)
The original differential operator is thus a combination of Eqs.(2.20), (2.21), and (2.22)
L̂ = L̂x + L̂x′ − iṼ . Along the lines of Sec. 19.3 of Ref. [38], solving the multidimensional
differential equation is accomplished by introducing an intermediate time step in order to
split the differential operators with respect to x from those with respect to x′. The resulting
equation for the first half-step
(
1 − L̂x∆t/2
)
ρ∗
(
x, x′, t+ ∆t/2
)
=
(
1 + L̂x′∆t/2
)
ρ
(
x, x′, t
)
(2.23)
serves as input for the equation describing the second half-step
(
1 − L̂x′∆t/2
)
exp
{
i
2
Ṽ∆t
}
ρ
(
x, x′, t+ ∆t
)
=
(
1 + L̂x∆t/2
)
exp
{
− i
2
Ṽ∆t
}
ρ∗
(
x, x′, t+ ∆t/2
)
. (2.24)
In the central difference approximation, the derivatives with respect to x take the following
form
∂2xρ
(
x, x′, t
)
≈ 1
ǫ2
[
ρ
(
x+ ε, x′, t
)
− 2ρ
(
x, x′, t
)
+ ρ
(
x− ε, x′, t
)]
(2.25)
and
∂xρ
(
x, x′, t
)
≈ 1
2ε
[
ρ
(
x+ ε, x′, t
)
− ρ
(
x− ε, x′, t
)]
. (2.26)
The derivatives with respect to x′ are constructed analogously.
If the density matrix is given on a grid with the spacing ε, Eqs. (2.23) and (after multi-
plication with the exponentiated augmented potential Ṽ ) (2.24) correspond to tridiagonal
systems of linear equations for fixed x and x′ respectively. Solution of these will yield the
density matrix at the intermediate step ρ∗ (x, x′, t+ ∆t/2) and consecutively after the full
step ρ (x, x′, t+ ∆t).
The Markovian results obtained from the Caldeira Leggett master equation will be used
in Chaps. 4, 5, and 6 as a baseline against which the full non-Markovian dynamics can
be compared. The stochastic scheme used to calculate the latter is introduced in the next
section.
2.3 Stochastic Unraveling of the Influence Functional
The recently developed stochastic Liouville-von Neumann formalism offers a possibility to
replace the Caldeira-Leggett influence functional (2.12) in a way that is free of approxi-
mations and that is applicable in the intermediate regime of moderate coupling [12, 13].
The central element of the unraveling of the influence functional is a Hubbard-Stratonovich
transformation (HST) which replaces a functional with an exponent quadratic in the sys-
tem paths by two functionals which are linear in the path but contain an auxiliary path
that additionally needs to be integrated over [39]. However, to be able to independently
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represent both the friction and the fluctuation part of the reservoir kernel, an additional
degree of freedom in the HST is necessary. Hence, the auxiliary quantity will be chosen to
be complex-valued which allows for separate expressions containing either the path itself or
its complex conjugate.
In order to explain the substitution of the Caldeira-Leggett influence functional with
the influence phase (2.13) by means of stochastic unraveling, first the effect of the noise
force on the isolated system is demonstrated. Equivalence with (2.12) and the conditions
that need to be observed will be shown afterwards.
A system under the influence of a time dependent stochastic force z (t) with the Hamil-
tonian Ĥ (t) = ĤS − z (t) x̂ has an action functional of the form
Sz [x] = SS [x] +
∫
dt z (t)x (t) . (2.27)
If the corresponding path integral is written in the influence functional formalism, this
results in an influence functional of the form [40]
Fz [x1, x2] = exp
{
i
∫
dt z (t) x1 (t) − z (t)x2 (t)
}
. (2.28)
The average effect of such a force on the system is then obtained by averaging the functional
of an individual noise sample over the distribution of the force.
Here, the distribution is taken to be Gaussian with zero mean and unit width. For such
a stochastic force, a Hubbard-Stratonovich transformation can be applied to the averaged
influence functional to obtain an expression quadratic in the system path difference y (t) =
x1 (t) − x2 (t)
F [x1, x2] = Mz
[
exp
{
i
∫
dt z (t) (x1 (t) − x2 (t))
}]
= exp
{
−
∫
dt dt′ y (t)Mz
[
z (t) z
(
t′
)]
y
(
t′
)}
. (2.29)
Here the influence functional F [·, ·] does not depend on the noise forces anymore and Mz [·]
denotes the averaging procedure over the noise force distribution. A detailed derivation of
this central transformation can be found in App. D.1.
Eq. (2.29) already bears a certain similarity to the double time integral of the Caldeira-
Leggett influence functional (2.13). In order to be able to represent all the terms contained
therein, however, a single real-valued noise force is not sufficient. If z (t) is now replaced by
a linear combination of two complex-valued stochastic forces ξ (t) and ν (t), Mz [z (t) z (t
′)]
transforms into a sufficient number of independent correlation expressions to fully represent
the Caldeira-Leggett influence phase (2.13). This finally allows for the substitution of the
bath DOFs by the influence of the stochastic forces. The correlations necessary for this
substitution are
M
[
ξ (t) ξ
(
t′
)]
= L′
(
t− t′
)
(2.30a)
M
[
ξ (t) ν
(
t′
)]
=
2i
~
Θ
(
t− t′
)
L′′
(
t− t′
)
= −iχR
(
t− t′
)
(2.30b)
M
[
ν (t) ν
(
t′
)]
= 0 , (2.30c)
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where χR (t− t′) is the so called dynamic response function of the reservoir. The introduc-
tion of two complex noise forces is the main difference of this stochastic unraveling compared
to the one introduced in Ref. [15]. It allows for a description of the coupled system dynamics
that is free of explicit memory.
The advantage of this construction is that now there are no more double time path
integrals coupling the forward and the backward system path. Instead of the reduced
density matrix propagation of Eq. (2.7), the unraveled path integral results in a decoupled
propagation scheme with a stochastic average
ρ
(
xtf ;x
′
tf
)
=
∫
dxti
∫
dx′ti Mξ,ν
[
Kξ,ν (xtf , xti)K
∗
ξ,ν
(
x′tf , x
′
ti
)]
ρ
(
xti ;x
′
ti
)
, (2.31)
where the two propagators Kξ,ν (·) and K∗ξ,ν (·) depend on the noise forces and the average
Mξ,ν [·] runs over their distribution with the correlations of Eqs. (2.30). Since the double
time integrals have been eliminated in Eq. (2.31), a differential equation for the density
matrix can be obtained similar to the derivation from the path integral presented in Ref. [40]
for closed systems. The final time is set to be a differential time step past the initial time
tf = ti + δt and the integral is solved to first order of δt. The resulting stochastic Liouville-
von Neumann equation takes the from
d
dt
ρξ,ν = −
i
~
[
ĤS, ρξ,ν
]
+
i
~
ξ (t) [x̂, ρξ,ν ] +
i
2
ν (t) {x̂, ρξ,ν} −
i
~
µ
2
[
x̂2, ρξ,ν
]
. (2.32)
The first term describes the unitary dynamics of the isolated system. The commutator
proportional to the noise force ξ (t) and the anticommutator proportional to ν (t) capture
the environment induced dissipation and decoherence. The last expression corresponds to
the counter term potential. It is proportional to the static susceptibility
µ = − 1
2~
∞∫
0
duL′′ (u) . (2.33)
If the initial density is a factorizing one, i.e. ρti = |ψ〉 〈ψ|, this can, in turn, be converted
to two Schrödinger equations (SEs)
i~|ψ̇1〉 =
[
ĤS − ξ (t) x̂−
~
2
ν (t) x̂+
µ
2
x̂2
]
|ψ1〉 (2.34a)
i~|ψ̇2〉 =
[
ĤS − ξ∗ (t) x̂+
~
2
ν∗ (t) x̂+
µ
2
x̂2
]
|ψ2〉 , (2.34b)
with the initial conditions |ψ1 (ti)〉 = |ψ2 (ti)〉 = |ψ〉. If the initial state of the system
is already a mixed one, it can be split up into a set of pure states that can be handled
separately and summed over subsequently. This splitting can be handled very efficiently if
combined with the unified sampling of the stochastic trajectories introduced in Chap. 3.
These stochastic equations can, in principle, be solved using any solver for partial differ-
ential equations (PDEs). The resulting solution is a pair of wave functions at a certain final
time tf for each noise sample. Their outer product forms a contribution to the final den-
sity and Monte Carlo integrating over the noise force distribution reconstructs the reduced
density of the system
ρtf = M [|ψ2,tf 〉〈ψ1,tf |] . (2.35)
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Such an averaging procedure can always be performed. In any practical application, the
number of noise samples will be limited by the available computational resources. Since
the noise forces acting in Eqs. (2.34) are not just the complex conjugate of each other,
individual samples will not necessarily stay normalized. Even though this effect will cancel
on average for infinitely many samples, any finite number will result in residual fluctuations
of the norm. The next section discusses how to deal with this problem.
A plethora of propagators is available for computing the time evolution of Eqs. (2.34).
Two of these will be used in this thesis. The semiclassical Herman-Kluk propagator leads to
the semiclassical Brownian motion (SCBM) scheme applicable to oscillatory systems. The
Bohmian mechanics with complex action (BOMCA) will be used for tunneling systems.
Both of them as well as the reasons for choosing them over others and details of their
implementation are given in Chap. 3.
2.4 Improved Statistics
In Ref. [14] two possible modifications that can be applied to the stochastic process were
introduced. These are meant to reduce the norm drift of the density associated with an
individual stochastic sample. They leave the physical process unchanged but can improve
convergence of the stochastic averaging.
2.4.1 Modified Dynamic Response
For an open system to dissipate energy, it needs resonant contact to the environment. Only
then, efficient energy transfer can take place. The spectral densities of the bath J (ω)
used in this thesis are therefore constructed such that the (dominant) frequency of the
SOI is present in the bath. After applying the stochastic substitution of the environment
described in the previous section, this spectrum is recovered in the spectrum of the noise
force. A resonant component of the noise, however, results in an amplification of a possible
non-hermitian evolution and thus a very efficient buildup of a drift of the norm.
This effect can be reduced by removing the counter term potential µ2x
2 from the explicit
dynamics and including it in the stochastic process. The counter term potential appears as
the first term of the influence phase in Eq. (2.13)
Φ [z, r] = iµ
t∫
0
du z (u) r (u) . . . . (2.36)
This can be rewritten as a double time integral over a delta distribution
Φ [z, r] = iµ
t∫
0
du
u∫
0
ds z (u) δ (u− s) r (s) . . . . (2.37)
Since the last term of Eq. (2.13) is of an identical structure, they can be combined by
adding a delta-type contribution to the friction kernel in the dynamic response function
(c.f. Eq. (2.30b))
χR (τ) → χ̃R (τ) = χR (τ) − µδ (τ) . (2.38)
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This is an exact transformation and as such does not change the physics of the process, i.e.
resonant energy transfer will still be captured by this description. The result is, however,
that the resonant driving of the individual samples by the noise forces is eliminated. It
should be noted, that, opposed to the differentiable noise corresponding to the finite coher-
ence length of the general non-Markovian environmental influence, this additional contri-
bution requires the specification of an interpretation of the stochastic differential equations
(2.34). Here the Stratonovich convention is used. A brief introduction to stochastic calculus
is given in App. B.
2.4.2 Guide Trajectory Transformation
In the SG SLN equation (2.32) only the anticommutator term proportional to the noise
force ν can influence the norm of a sample. This drift can be reduced or even eliminated
by means of a Girsanov transformation of the stochastic process. First, a guide trajectory
r̄t is introduced into the stochastic SEs (2.34)
2
i~|ψ̇1〉 =
[
ĤS − ξ (t) x̂−
~
2
ν (t) (x̂− r̄t)
]
|ψ1〉 (2.39a)
i~|ψ̇2〉 =
[
ĤS − ξ∗ (t) x̂+
~
2
ν∗ (t) (x̂− r̄∗t )
]
|ψ2〉 . (2.39b)
The effect of this additional term is exactly canceled by a modification of the stochastic
process
ξ → ξ̃ = ξ −
∫ t
0
duχR (u) r̄t−u + µr̄t . (2.40)
The specific form of the guide trajectory r̄t remains unspecified here. It has to be chosen
such that the desired elimination of the explicitly noise induced norm drift is achieved. The
expression necessary to achieve this for the semiclassical propagator is derived in Sec. 3.1.1.
Since the convolution of the guide trajectory with the dynamical response function in
Eq. (2.40) needs to be computed at every time step of the propagation, this is a poten-
tial bottleneck of the algorithm. A less computationally intense way of dealing with this
problem is introduced in App. D.3.
2.5 Obtaining Properly Correlated Stochastic Samples from
Filtered White Noise
As introduced in Sec. 2.3, the SG SLN dynamics with a non-Markovian reservoir requires
complex-valued noise forces to act on the system. The correlation functions between these
forces need to be constructed according to Eqs. (2.30), augmented by the modification
from Eq. (2.38), for the influence functional of the Caldeira-Leggett reservoir to be exactly
reproduced. Following Ref. [41], noise with such specific correlations can be generated from
white noise by means of convolution operations with the appropriate filters obtained from
the reservoir kernels.
2In the form given here, the counter term potential is already removed according to the modified dynamic
response of Sec. 2.4.1.
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For the cross correlations to be correct, the noise force ξ (t) is first split up into a real-
valued part that is uncorrelated with the other noise forces and satisfies the autocorrelation
and a complex-valued part that satisfies the cross correlation, i.e. ξ (t) = ξr (t) + ξc (t) with
M
[
ξr (t) ξr
(
t′
)]
= L′
(
t− t′
)
(2.41a)
M
[
ξc (t) ξc
(
t′
)]
= 0 (2.41b)
M
[
ξc (t) ν
(
t′
)]
= −iχ̃R
(
t− t′
)
(2.41c)
M
[
ξc (t) ν
∗ (t′
)]
= 0 . (2.41d)
The correlations of ξr (t) can be constructed by convoluting white Gaussian noise with
a suitable filter
ξr (t) =
∫
dτ F (t− τ)x (τ) (2.42)
with M [x (t)x (t′)] = δ (t− t′) such that
M
[
ξr (t) ξr
(
t′
)]
=
∫
dτ dτ ′ F (t− τ)F
(
t′ − τ ′
)
M
[
x (τ) x
(
τ ′
)]
L′
(
t− t′
)
=
∫
dτ F (t− τ)F
(
t′ − τ
)
(2.43)
or, applying the convolution theorem,
L̄′ (ω) = F̄ (ω) F̄ (−ω) . (2.44)
Since L′ (t) is real and symmetric, so is L̄′ (ω). Therefore F̄ (ω) can be chosen to be
F̄ (ω) =
√
L̄′ (ω) . (2.45)
Therefore, the real noise part can be obtained via Fourier transforms
ξr (t) = F−1
{√
F {L′ (τ)}F
{
x
(
τ ′
)}}
. (2.46)
Similarly, the complex noise forces can be constructed from two uncorrelated white noise
processes x1 (t) and x2 (t)
ξc (t) =
∫
dτ G (t− τ)x1 (τ) + i
∫
dτ G (t− τ)x2 (τ) (2.47a)
ν (t) =
∫
dτ H (t− τ) x2 (τ) + i
∫
dτ H (t− τ)x1 (τ) . (2.47b)
The corresponding correlations from Eqs. (2.41) are recovered if the filters obey
∫
dτ G (t− τ)H
(
t′ − τ
)
= −1
2
χ̃R
(
t− t′
)
, (2.48)
i.e.
Ḡ (ω) H̄∗ (ω) = −1
2
¯̃χR (ω) , (2.49)
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and thus
Ḡ (ω) =
√
−1
2
¯̃χR (ω) (2.50a)
H̄ (ω) =
(
−1
2
¯̃χR (ω)
Ḡ (ω)
)∗
, (2.50b)
where care needs to be taken that during the evaluation of Ḡ (ω) and H̄ (ω) continuity with
respect to the branch cut of the complex square root is preserved. Finally, the two complex
noise forces are obtained from the white noise signals
ξc (t) = F−1
{
Ḡ (ω)F
{
x1
(
τ ′
)}}
+ iF−1
{
Ḡ (ω)F
{
x2
(
τ ′
)}}
(2.51a)
ν (t) = F−1
{
H̄ (ω)F
{
x2
(
τ ′
)}}
+ iF−1
{
H̄ (ω)F
{
x1
(
τ ′
)}}
. (2.51b)
The Fourier transforms necessary for computing the noise filters and subsequently for
generating noise samples in Eqs. (2.46) and (2.51) can be performed very efficiently numer-
ically with fast Fourier transforms (FFT), in the present thesis implemented via the FFTW
library [42].
With the transformations of Sec. 2.4 and the noise generation algorithm outlined in
Sec. 2.5, the stage is set to construct a propagation scheme for the open system dynamics.
The following chapter is the central part of this thesis. It explains the combination of
the SG SLN approach with trajectory propagators in order to be able to achieve the high
noise force sample counts necessary for the computation of the dynamics of anharmonic,
continuous systems.
3 Unified Stochastic Trajectory
Propagation
This chapter gives a detailed account of the combination of the previously presented
SG SLN approach towards the treatment of open quantum systems with the Herman-
Kluk semiclassical initial value method and the Bohmian Mechanics with Complex Action
propagation scheme. It will be explained why these propagators are chosen and why such
trajectory based schemes are ideally suited to efficiently converge the stochastic average
contained in the computation of the time evolved density in Eq. (2.35).
In principle, one can use any available wave function propagation scheme, that can deal
with time dependent Hamiltonians to solve the stochastic SEs (2.39). However, especially
for strong system-environment couplings, a very large number of noise force samples is
necessary to converge the stochastic averages. In order to increase the sample count, it is
advantageous if the chosen propagator itself can be split into separate contributions that
are ultimately averaged to produce some final result
Kξ,ν (xtf , xti) =
∫
daKaξ,ν (xtf , xti) . (3.1)
The label a can be a continuous variable or a discrete index, in which case the parts are
summed instead of integrated over. The propagation of the unraveled density matrix
ρ
(
xtf ;x
′
tf
)
=
∫
dxti
∫
dx′ti Mξ,ν
[
Kξ,ν (xtf , xti)K
∗
ξ,ν
(
x′tf , x
′
ti
)]
ρ
(
xti ;x
′
ti
)
(3.2)
can thus be written with the independent parts of the propagators labeled by a and b
ρ
(
xtf ;x
′
tf
)
= Mξ,ν
[∫
da
∫
db
∫
dxti
∫
dx′ti K
a
ξ,ν (xtf , xti)K
b∗
ξ,ν
(
x′tf , x
′
ti
)
ρ
(
xti ;x
′
ti
)]
.
(3.3)
The integration over the label space of a and b and the distribution of noise samples ξ and
ν can now be combined into a single integration (possibly selecting the labels more than
once if they form a discrete set of an extend that is smaller than the desired noise sample
count) to derive a unified sampling of the form
ρ
(
xtf ;x
′
tf
)
=
∫
dP
∫
dxti
∫
dx′ti KP (xtf , xti)K
∗
P
(
x′tf , x
′
ti
)
ρ
(
xti ;x
′
ti
)
. (3.4)
The integration variable P = {ξ, ν, a, b} is a set that includes both the stochastic samples
and the (stochastic or deterministic) labels of the parts of the two propagators. Thus a new
noise force sample is attached to each propagator part and the sample count is increased
by the number of parts the propagator is split into at the (usually negligible) expense of
generating the additional noise force samples. Trajectory based techniques are a class of
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propagators that allow for such a decomposition if the trajectories are independent. With
the nested sampling, the total number of trajectories is N = NPRNNF, where NPR and NNF
denote the number of parts the propagator is split into, i.e., the number of sets {a, b} and
the number of noise force samples {ξ, ν} respectively. For the unified sampling only one
trajectory per noise force is computed, i.e., NPR,unified = 1 and thus the noise force sample
count is increased by a factor of NPR,nested.
ρ
(
xtf ;x
′
tf
)
=
∫
Dξ Dν
N
N
F
∫
da db
N
P
R
Kaξ,ν K
b∗
ξ,ν
ρ
(
xtf ;x
′
tf
)
=
∫
Dξ Dν da db
N
Kaξ,ν K
b∗
ξ,ν
Figure 3.1: Schematic representation of the computation of the final reduced density
ρ
(
xtf ;x
′
tf
)
with the nested (left) and unified (right) sampling. Only a single loop with
a new stochastic force sample for each propagator part is used for the unified sampling.
In the following, the two propagators used in this project are introduced and some of the
subtleties of their application are discussed. The improvement of convergence due to such
a unified sampling compared with the nested strategy according to Eq. (3.3) is discussed in
Sec. 4.3.
For certain expectation values that are to be computed from a propagation, the result
can be obtained analytically from the trajectory pairs without computing the full density
matrix. Thus, the individual trajectory pairs are completely decoupled allowing for trivial
parallelization of the computation process. More information on the computation of certain
observables can be found in App. D.4.
3.1 Semiclassical Brownian Motion
Based on the previous work by Heller [43], Herman and Kluk have introduced a consistent
derivation of their semiclassical propagator in initial value representation (HK IVR) [44].
Since then, it has seen an impressive range of applications from atomic to chemical physics
[45, 46]. Since the noise force introduced into the system to represent the environmental
influence is simply proportional to the pointer variable of the SOI, and since the semiclas-
sical approximation is exact for potentials that are of harmonic or lower order, the effect
of this additional force is handled exactly by a semiclassical propagator. Therefore, any
system whose isolated dynamics has proven to be tractable within the semiclassical approx-
imation is expected to follow the quantum dynamics in the coupled case on the same level
of accuracy. There may be systems, however, for which the stochastic driving enhances
existing deviations of the semiclassical approximation from the full quantum result. If this
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first order approximation is thus deemed insufficient, a consistent series extension according
to Refs. [47, 48] can be applied.
The two oscillatory systems, for which results will be given in Chaps. 4 and 5, are
amenable to treatment with the first order HK IVR scheme. The harmonic oscillator is
trivially so, and for the Morse oscillator many results have already been published, e. g.
Ref. [49]. If no such previous knowledge about the validity of the semiclassical approx-
imation for a certain system is available, performing a cross check with a full quantum
propagation of the isolated system is advised. It should be computationally cheap com-
pared to the coupled semiclassical treatment and if the latter is presumed to be feasible,
the former should not be prohibitively costly.
The HK IVR scheme expresses the quantum mechanical propagator in terms of a phase
space integral
K(xf , t, xi, 0) =
∫
dpi dqi
2π~
〈xf | gσ (pt, qt) 〉R(pi, qi, t)eiS(pi,qi,t)/~ 〈gσ (pi, qi) | xi〉 , (3.5)
where the fixed width Gaussian states 〈x| gσ (p, q) 〉 ∼ exp
{
−σ2 (x− q)
2 + i
~
p (x− q)
}
are centered around the initial (pi, qi), respectively the time evolved (pt, qt), phase space
points. The time evolved center coordinates follow classical Hamiltonian EOMs according
to Eqs. (2.39)
q̇ =
p
m
(3.6a)
ṗ = −V ′ (q) + f (t) . (3.6b)
The usual EOMs are modified only by the contribution of the noise force to the change of
the momentum. For the forward propagator, this force is f (t) = ξ (t) + ~2ν (t) and for the
backward propagator, it is f (t) = ξ∗ (t) − ~2ν∗ (t).
The pre-exponential factor R (·) depends on a combination of stability matrix elements
R (pi, qi, t) =
√
1
2
(
m11 +m22 − iσ~m21 −
1
iσ~
m12
)
, (3.7)
which are derivatives of the time evolved phase space coordinates with respect to the initial
ones
M =
(
m11 m12
m21 m22
)
=
(
dpt
dpi
dpt
dqi
dqt
dpi
dqt
dqi
)
, (3.8)
and whose EOMs can be obtained from the Hamiltonian equations (3.6)[50]. They form a
closed set of equations that are given in detail in Sec. 3.1.3. The classical action S (pi, qi, t)
is the Lagrangian integrated along the trajectory.
For a given initial state ρ0 = |ψ0〉〈ψ0|, obtaining the final density matrix involves the
integration over the forward and backward initial phase spaces. Since the forward and
backward trajectories evolve differently due to the difference in the two SEs (2.39) and the
corresponding EOMs (3.6), even if their initial phase space coordinates were identical, their
final phase space points would differ.
If the initial wave packets are chosen to be Gaussian
〈x|ψ0〉 = 4
√
σ0
π
exp
{
−σ0
2
(x− q0)2 +
i
~
p0 (x− q0)
}
, (3.9)
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the integration over the initial coordinate space can be computed analytically. It reduces
to the overlap
∫
dxi 〈gσ(pi, qi)|xi〉 〈xi|ψ0〉 =
√
2
√
σσ0
σ + σ0
exp
{
−σσ0 (qi − q0)
2
2 (σ + σ0)
− (pi − p0)
2
2 (σ + σ0)
}
exp
{
i
(qi − q0) (σp0 + σ0pi)
σ + σ0
}
(3.10)
which simplifies to
∫
dxi 〈gσ(pi, qi)|xi〉 〈xi|ψ0〉 =
exp
{
−σ
4
(qi − q0)2 −
1
4σ
(p0 − pi)2 +
i
2
(pi + p0) (qi − q0)
}
(3.11)
if the coherent states are chosen such that σ = σ0. It should be noted, that choosing the
coherent states to be of the same width as the wave packet’s initial state is by no means
necessary. It only simplifies the computation. The Gaussian form of Eq. (3.11) allows for
a direct Monte-Carlo sampling [51] of the initial phase space coordinates [49]. Trajectories
are selected from a Gaussian distribution in the 4D space of p1, q1, p2, q2 with the width
parameters 12σ ,
σ
2 ,
1
2σ ,
σ
2 and center coordinates p0, q0, p0, q0. This puts more emphasis on
those trajectories that carry a larger weight in the final density. To compensate for the
oversampling close to the initial phase space position of the wave function, the Gaussian
overlap expression is removed from the propagator. The initial phase space parameters
represent the labels {a, b} of the separate parts mentioned in the motivation of Eq. (3.4) for
the unified sampling. Therefore a different noise sample is attached to each semiclassical
trajectory.
3.1.1 Guide Trajectory
While in principle, the stochastic scheme is exact, the density associated with individual
samples does not necessarily stay normalized. In accordance with the central limit theorem,
these fluctuations will be removed on average. In practice, however, any average obtained
with a finite number of samples will still contain fluctuations of the norm.
The guide trajectory transformation introduced in Sec. 2.4.2 is intended to reduce those
fluctuations. What remained unspecified there, is the form of the guide trajectory. With the
unified sampling according to Eq. (3.4) a single pair of Gaussian trajectories is propagated
for each sample.
The objective is therefore to minimize the quantity
δν
d
dt
trρξ,ν
!
= 0 , (3.12)
or, for the sake of simplicity since the constituting expressions are of exponential nature,
its logarithm in the semiclassical coherent state representation [52]
δν
d
dt
ln
{
e
i
~
(S1−S∗2) 〈gσ (p2, q2) | gσ (p1, q1) 〉
}
!
= 0 . (3.13)
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Inserting the classical action obtained from the Hamiltonian and the overlap of two Gaus-
sians of the form Eq. (3.9) results in
δν
d
dt
ln {· · · } = δν i
~
(p1q̇1 −H1 − p∗2q̇∗2 +H∗2 )
+ δν
d
dt
(
−σ
4
(q∗2 − q1)2 +
i
2~
(q∗2 − q1) (p∗2 + p1) −
1
4σ~2
(p∗2 − p1)2
)
. (3.14)
The Hamiltonians extracted from Eqs. (2.39)
H1 = H0 − ξ̃ (t) q1 −
~
2
ν (t) (q1 − r̄t) (3.15a)
H2 = H0 − ξ̃∗ (t) q2 +
~
2
ν∗ (t) (q2 − r̄∗t ) (3.15b)
yield the EOMs for p1, p2, q1, and q2. Inserting those and Eqs. (3.15) into Eq. (3.14) and
performing the variation with respect to ν results in a simple expression for the guide
trajectory path
r̄t =
q1 + q
∗
2
2
+
i
σ~
p1 − p∗2
2
(3.16)
that achieves the full elimination of the explicitly noise dependent norm drift. It should be
noted, that for the case of coherent states in a harmonic SOI all other terms not depending
on ν vanish naturally. Therefore, the guide trajectory transformation achieves exact norm
conservation (down to the machine precision limit of the numerical computation) for each
individual sample.
This transformation does not complicate the noise generation beyond the introduction of
a time dependent shift of each individual sample by the new mean value given in Eq. (2.40).
The physically important correlations discussed in Sec. 2.5 remain unmodified.
A guide trajectory computation for the nested propagator according to Eq. (3.3) is
possible but much more complicated. Either the average of Eq. (3.16) for N2PR combinations
of trajectories needs to be evaluated or the density matrix needs to be computed on a grid
and r̄t = trρx̂ needs to be evaluated from that. The latter requires the computation of
NPRNgrid complex exponentials. Either way, this is computationally much more expensive
than for the unified strategy. Also a full elimination of the noise induced norm drift is not
possible. Therefore, applying the guide trajectory transformation for the nested sampling
has not been attempted here.
3.1.2 Real Coherent State Center Coordinates
The EOMs obtained from the stochastic SEs (2.39) imply the action of a complex-valued
force. If the center coordinates of the coherent states q and p are propagated under its
influence, the whole endeavor would be dramatically more complicated. It would, for in-
stance, be necessary to evaluate the potential at a complex coordinate. A Gaussian state,
however, 〈x|gσ〉 ∼ exp
{
−σ2 (x− q)
2 + i
~
p (x− q)
}
is characterized by its width parameter
σ and its central coordinates q and p. Even though q and p would acquire an imaginary
component, this does not necessarily extend the available phase space of the Gaussians to
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complex values. Instead, the central coordinates can be combined into one complex-valued
parameter
α =
√
σ
2
(
q +
ip
~σ
)
. (3.17)
The EOMs for this parameter can then be obtained from Eqs. (2.39a) (j = 1) and (2.39b)
(j = 2)
d
dt
αj =
√
σ
2
(
pj
m
− i
~σ
V ′ (qj) +
i
~σ
fj
)
(3.18)
with the stochastic forces f1 = ξ̃+
~
2ν and f2 = ξ̃
∗−~2ν∗. The position and momentum center
coordinates of the two Gaussians as well as their (real) EOMs can, in turn, be extracted
from the αj ’s and Eq. (3.18) by splitting them in real and imaginary parts
d
dt
qj =
pj
m
− 1
~σ
ℑ{fj} (3.19a)
d
dt
pj = −V ′ (qj) + ℜ{fj} . (3.19b)
They are needed for the computation of the potential and the contributions to the system’s
action as given in the following section.
3.1.3 Propagation Scheme Including Stochastic Forces
The semiclassical propagator (3.5) is a symplectic operator. Hence, the numerical integra-
tion should be performed with an integrator that bears this property by design in order to
minimize the error incurred for moderately small time steps ∆t. Here, Ruth’s symplectic
Leapfrog integrator, also known as Position Verlet (PV) algorithm, is used [53]. Since the
time steps necessary for covering the stochastic spectrum below the environmental cutoff
frequency Ω are much shorter than those required for the deterministic time evolution of
the system’s motion, a higher order integrator is not necessary. Also, the Leapfrog in-
tegrator, if applied to a stochastic differential equation, is of Stratonovich type, which is
required for the type of stochastic equations used here (Eqs. (2.39)). A brief overview of
the numerical integration of stochastic differential equations can be found in App. B. The
action integrated along the classical trajectories contains only parts depending either on q
or p. Therefore, it can be split into parts that can be included into the Leapfrog algorithm.
Furthermore, as the stability matrix elements are also only dependent either on the position
or on the momentum, their integration is similarly straightforward.
Summarizing, the semiclassical Leapfrog integrator is comprised of three parts for each
time step. First, a ∆t/2 position step is performed, i.e., with ~ = 1
qj,t+∆t
2
= qj,t +
∆t
2
(
pj,t
m
− 1
σ
ℑ{fj,t}
)
(3.20a)
Sq,j,t+∆t
2
= Sq,j,t +
∆t
2
(
p2j,t
2m
− pj,t
σ
ℑ{fj,t}
)
(3.20b)
M21,j,t+∆t
2
= M21,j,t +
∆t
2
M11,j,t
m
(3.20c)
M22,j,t+∆t
2
= M22,j,t +
∆t
2
M12,j,t
m
. (3.20d)
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The following ∆t momentum step already uses the updated (primed) quantities
pj,t+∆t = pj,t + ∆t
(
−V ′
(
qj,t+∆t
2
)
+ ℜ{fj,t}
)
(3.21a)
Sp,j,t+∆t = Sp,j,t + ∆t
(
−V
(
qj,t+∆t
2
)
+ qj,t+∆t
2
fj,t −
1
2
νtr̄t
)
(3.21b)
M11,j,t+∆t = M11,j,t + ∆t
(
−V ′′
(
qj,t+∆t
2
)
M21,j,t+∆t
2
)
(3.21c)
M12,j,t+∆t = M12,j,t + ∆t
(
−V ′′
(
qj,t+∆t
2
)
M22,j,t+∆t
2
)
. (3.21d)
The second ∆t/2 position step is identical to Eqs. (3.20) except that it uses the updated
(t+ ∆t2 respectively t+∆t) quantities. The EOMs for q and p are those given in Eqs. (3.19)
that were extracted from Eq. (3.18) such that both remain real-valued. In fact, the only
quantity that does acquire an imaginary component is the position dependent action Sp.
For wavefunction and expectation value computation the total action is the sum of Sp and
Sq.
The two propagations of the forward (j = 1) and the backward (j = 2) trajectories need
to be performed concurrently in order to be able to compute the guide trajectory and convo-
lution integral that enters the modified noise of Eq. (2.40). Details for the implementation
of the latter can be found in App. D.3.
3.2 Stochastic Bohmian Mechanics with Complex Action
3.2.1 Hydrodynamic Formulation of Bohmian Mechanics
The de-Broglie-Bohm theory has been developed independently by Louis de Broglie in the
1920s [54] and by David Bohm in the 1950s [55, 56]. Both of their theories highlight the
coexistence of a wavefunction and a set of quantum trajectories which govern the properties
of quantum objects. Since they are interdependent, both objects need to be known to
describe the dynamics of a quantum system. The so-called Bohmian Mechanics was meant
to be more of a interpretational guide to understand the ontological difficulties of quantum
mechanics rather than a mathematical tool for calculating physical quantities.
With the ansatz
Ψ (x, t) = A (x, t) exp
{
i
~
S (x, t)
}
A,S : Rn+1 → R (3.22)
inserted into the SE, one obtains a set of coupled differential equations
∂S
∂t
+
1
2m
(
∂S
∂x
)2
+ V =
~
2
2m
1
A
∂2A
∂x2
(3.23a)
∂A
∂t
+
1
m
∂S
∂x
∂A
∂x
+
A
2m
∂2S
∂x2
= 0 . (3.23b)
These are hydrodynamic Hamilton-Jacobi equations with an additional quantum potential
on the right side of Eq. (3.23a). From an interpretational perspective, this poses no problem
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as the trajectories that follow from the physical EOM of the position
dx
dt
=
1
m
∂S (x, t)
∂x
∣∣∣∣
x=x(t)
(3.24)
are merely a representation of the propagation of the density. If, however, one would like
to use a Bohmian approach to calculate the dynamics of a quantum system, one needs
a way to evaluate this force, which, in turn, depends on the wave function. Usually, a
solution of the SE would thus be needed before the Bohmian trajectories can be computed.
Therefore, using those trajectories as a means to calculate particle motion does not provide
any advantage over just obtaining expectation values directly from the wavefunction. A
resolution of this dilemma would be to determine the quantum force from a wavefunction
whose time dependence is computed in the Lagrangian frame alongside the trajectory.
A few different approaches towards such a moving reference evaluation have been pre-
sented in the past. In Ref. [57], a moving least squares algorithm is applied to a set of
trajectories to obtain the necessary derivatives for the further propagation of S and A.
According to the approach of Ref. [58], the higher order derivatives are obtained from La-
grangian EOMs of their own in order to decouple the individual trajectories. This results
in a hierarchy of EOMs for the Eqs. (3.23) and their spatial derivatives. A refined variant
of that idea has been applied in Ref. [59] to propagating a complex valued action along tra-
jectories following complex coordinates. Since this approach will be used here, the following
section will briefly outline the construction of the hierarchy and detail the solution of the
resulting equations.
3.2.2 Bohmian Mechanics with Complex Action
Following Ref. [59], the wavefunction is represented by an exponentiated action function
Ψ (x, t) = exp
{
i
~
S (x, t)
}
S : Cn × R → C. (3.25)
Just like in regular Bohmian mechanics, the time evolution of this wavefunction is governed
by the SE. The SE is usually written as a partial differential equation (PDE) and solutions
are thus obtained in a Eulerian, i.e., fixed reference frame. Here however, the SE is to be
evaluated along a trajectory. Therefore a switch to the Lagrangian, i.e., moving reference
frame is performed, which changes the PDE into an ordinary differential equation (ODE).
In contrast to Refs. [57, 58], with the ansatz of Eq. (3.25) this only results in a single ODE.
Since in the remainder of this work only one dimensional SOIs will be discussed, for clarity’s
sake, the restriction to that single dimension will again be applied here. It should be noted,
however, that in general the BOMCA approach is valid for systems of any dimensionality.
The Lagrangian ODE takes the form
d
dt
S =
1
2m
(∂xS)
2 − V (x, t) + i~
2m
∂2xS +
dx
dt
∂xS , (3.26)
where the last term describing the motion of the trajectory results from the change to
a moving frame of reference. The solution of this equation demands an expression for the
partial spatial derivatives of the action. These can be calculated from their initial conditions
obtained from the wave function at the initial time ti as
∂nxS (xti , ti) = −i~
∂n
∂xn
ln Ψ (x, ti)
∣∣∣∣
x=xti
(3.27)
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propagated along the trajectory by means of the differential equation obtained by differen-
tiating (3.26) with respect to x
d
dt
∂xS =
1
2m
∂x (∂xS)
2 − ∂xV (x, t) +
i~
2m
∂3xS +
dx
dt
∂2xS. (3.28)
This in turn requires even higher spatial derivatives ∂3xS of the action which can be obtained
from the next iterations of this ODE. In contrast to the schemes from Refs. [58, 60], this
results in a single, infinite but closed set of ODEs. This infinite set is an exact representation
of the quantum mechanical evolution of the wave function. For any practical purposes,
however, a cutoff order N needs to be specified. Since each equation is coupled only to
the next two higher order spatial derivatives, fixing SN+1 = 0 and SN+2 = 0 effectively
truncates the set. The order at which this does not incur a significant deviation from
the full quantum results depends on the problem at hand. Since computing a result at a
higher order merely implies increasing the parameter N and propagating more EOMs for
the corresponding action derivatives, the BOMCA method supplies an intrinsic test of the
validity of a certain cutoff order.
What remains to be specified is the EOM of the coordinates. While this is a somewhat
arbitrary choice, that can be tailored to the problem at hand, here the physically motivated
relation dxdt =
∂xS
m will be used. The advantage of this choice is the elimination of certain
derivative expressions in (3.26) and (3.28) which couple each ODE with the next higher one
in the hierarchy.
From Eq. (3.28) the following hierarchy of differential equations for the action and its
spatial derivatives can be constructed
d
dt
x =
1
m
S1 (3.29)
d
dt
S0 =
1
2m
(
S21
)
− V + i~
2m
S2 (3.30a)
d
dt
S1 = −V1 +
i~
2m
S3 (3.30b)
d
dt
S2 = −
1
m
S22 − V2 +
i~
2m
S4 (3.30c)
...
d
dt
Sn =
i~
2m
Sn+2 −
1
2m
(
S21
)
n
+ vSn+1 − Vn , (3.30d)
where
(
S21
)
n
=
n∑
j=0
(
n
j
)
Sj+1Sn−j+1 , (3.31)
and Sn = ∂
n
xS (x, t) and Vn = ∂
n
xV (x) denote the n’th spatial derivative of the action and
the potential respectively. For a Gaussian wave packet of the form
〈x| Ψ0〉 = 4
√
σ0
π
exp
{
−σ0
2
(x− q0)2 +
i
~
p0 (x− q0)
}
, (3.32)
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the initial values for the Sn according to Eq. (3.27) are
S0 (xti , ti) = −
i
4
log
(σ0
π
)
+ p0 (xti − q0) +
iσ0
2
(xti − q0)2 (3.33a)
S1 (xti , ti) = p0 + iσ0 (xti − q0) (3.33b)
S2 (xti , ti) = iσ0 (3.33c)
S3...N (xti , ti) = 0 , (3.33d)
where p0 and q0 are the Gaussian’s initial center coordinate and momentum and σ0 is its
initial width parameter.
The remaining difficulty of this approach is, that the constructed hierarchy represents
a mixed initial and boundary value problem. In order to calculate the value of the wave-
function at a certain coordinate x at the final time tf , one has to find the corresponding
initial conditions that result in a trajectory ending up at that point x (tf) ≡ xf because all
other propagated quantities Sn are only fixed at ti. Ultimately, this corresponds to a root
search in the complex valued initial coordinate space for coordinates that map to the final
real axis. This problem is further complicated by the fact, that the map xi ∈ Cn 7→ xf ∈ Cn
is not everywhere a continuous function. Instead it exhibits discontinuities which result in
multiple individual branches of xi’s that result in the same xf ’s on the real axis, i.e., the
map is also not unique. These multiple branches represent interfering solutions of the SE.
Ideally one would need to find all solutions that result in a certain xf . However usually
only a few (or occasionally just a single one) result in a significant contribution to the final
wavefunction.
The search space of this root search is the complex valued initial coordinate space. A
representation of the map xi 7→ xf for the Eckart barrier potential for which results are
presented in Chap. 6 is shown in Fig. 3.2. It is obtained by scanning the initial coordinate
points in the complex plane surrounding the initial wave packet center coordinate and
computing a BOMCA trajectory from each of them. The color in Fig. 3.2 at each of these
initial coordinate points corresponds to the distance of the final coordinate from the real
axis after the propagation. Distinct black regions which each map to the real axis are clearly
visible. They represent the individual branches that result in interfering contributions to
the final wave function. They are separated by discontinuities in the map, which are lined
by singularities (white points in Fig. 3.2) at which the propagation scheme fails to converge
numerically. An unintentional jump across one of these discontinuities can derange the root
search and invalidate the result and has to be avoided even at the expense of slowing down
the search process by decreasing the step size. It should be noted that these singularities
are directly related to the singularities of the Eckart potential found on the imaginary axis.
Other barrier potentials might not exhibit such singularities but they will have similar
discontinuities that results in more than one branch of solutions.
The so-called “Real Branch” (in this case the topmost red line in Fig. 3.2) is the one that
contains the trajectory that starts from the center coordinate of the initial Gaussian wave
packet. This trajectory follows real coordinates for all times since it never acquires a complex
contribution to its action and thus only has a real momentum in Eqs. (3.30). Incidentally,
this branch is the one that provides the predominant contribution to the transmitted wave
function. The center coordinate of the initial wave packet is thus an ideal starting point for
the root search.
Integration is handled with a fourth order Runge-Kutta scheme (RK4)[38]. A higher
order scheme can not improve the numerical performance since the time steps necessary in
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Figure 3.2: Graphical representation of the xi 7→ xf map. The color encodes the distance of
the final coordinate from the real axis plotted at the initial coordinate ℑ [xf (xi)]. Distance
increases from black (0) over blue and red to yellow. The red traces are the branches that
map to the real axis in final coordinate space.
order to capture the full stochastic spectrum are much shorter than those needed for the
dynamics of the system which is thus already converged for the fourth order propagator.
Even though it is of fourth order in the time step for the deterministic evolution, this reduces
to a first order integrator for the stochastic part [61]. Furthermore, RK4 is of Stratonovich
type, appropriate for integration of the stochastic differential equations (2.34).
The root search is performed here with a globally convergent Newton-Raphson scheme
(GCNR) along the lines of Sec. 9.7 of Ref. [38]. A steepest decent line search is combined
with backtracking such that the algorithm combines the fast convergence of the Newton-
Raphson method with avoidance of local minima. Nevertheless, sensible initial values for
this scheme need to be found externally before starting the GCNR iterations for all the
branches that should be taken into account. To this end, a scan of the initial coordinate
space is performed. The distance data displayed in Fig. 3.2 has been obtained from such a
scan.
These scans make the distance data available on a grid of points in the complex coor-
dinate space. A robust scheme to identify the branches of trajectories ending close to the
real axis in the xi 7→ xf map can be constructed by image processing according to Ref. [62].
First, regions in the scan grid are selected that have a low ℑ [xf (xi)] (below an arbitrary
threshold value). These regions are thinned and pruned with the appropriate kernels from
Ref. [62] until individual lines remain. The red lines in Fig. 3.2 highlight those branches.
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3.2.3 Stochastic BOMCA Trajectories
Incorporation of the stochastic forces from Sec. 2.3 is, in principle, straightforward. Since
the stochastic force is linear in the pointer variable, of the Eqs. (3.30) only the first and
second change to
d
dt
S0,j =
1
2m
(
S21,j
)
− V + i~
2m
S2,j + fj (t)xj (3.34a)
d
dt
S1,j = −V1 + fj (t) , (3.34b)
where fj (t) is the time dependent noise force with j ∈ {1, 2} denoting the forward and
backward propagations respectively. The two BOMCA propagations for them are performed
concurrently. Since the trajectories follow complex coordinates anyway, a complex valued
force does not further complicate the problem. The root search for initial coordinates that
lead to real final coordinates, however, needs to be performed again for each individual
stochastic sample. However, simply switching on the noise force may invalidate the starting
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Figure 3.3: Zoom of the scan presented in Fig. 3.2. Traces are for the same stochastic force
sample with varying η = 0 (red) to η = 0.55 (yellow).
points of the root search that were previously determined via scans of the coordinate space.
As can be seen in Fig. 3.3, the trace of the branches leading to the final real axis shifts as
the coupling strength is increased. However, the corresponding continuous regions of the
xi 7→ xf map and their discontinuous boundaries shift as well. Comparing Figs. 3.3 and
3.4, it can be seen how the black region shifts from one side of the set of traces to the
other, and how the discontinuity passes over part of the traces. A point on the trace that
was determined for η = 0 may be on the other side of the discontinuity for η = 0.55 and
a GCNR root search may thus converge to the wrong branch. Therefore, it is numerically
advantageous to extend the search space from the two dimensional complex plane to a three
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dimensional space that additionally includes the coupling parameter. Then, the starting
point for the search is a point on the trace obtained. This allows the root search algorithm to
slowly tune in to the full stochastic force avoiding the otherwise unpredictable jumps across
the discontinuities of the xi 7→ xf map. Although initially the extension to an additional
dimension for the root search seems much more cumbersome, this approach works well
for determining the density beyond the barrier in the tunneling study to be presented in
Chap. 6.
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Figure 3.4: Same traces as in Fig. 3.3. The colored distance map in this case is the one
obtained for η = 0.55.
Since the individual BOMCA trajectories are completely independent, they represent
the parts into which the BOMCA propagator can be split up into in the sense of Eq. (3.1).
The final coordinates xf of the forward and backward trajectories on the real axis correspond
to the labels {a, b} that serve as integration variable of the unified propagator (3.4). They
are scanned across the range in which the final density is of significant magnitude. The
extension thereof is determined manually from test calculations.
3.3 Noise Distribution Preserving Removal of Adverse
Samples
The stochastic modifications of Sec. 2.4 improve the Monte Carlo sampling of the noise
force distribution considerably. The explicitly noise dependent norm drift of the individual
samples is eliminated. An implicit dependence of the norm on the noise force through
the equations of motion of the coordinates remains, which is only canceled exactly for a
harmonic system potential. For other potentials, the action associated with a trajectory
may accumulate an imaginary component that directly translates into a drift of the norm.
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Since the action contributes exponentially to a sample’s density, a few adverse samples
may add exponentially large spikes to the averaged density. In the limit of infinitely many
samples, these will be compensated by other such samples with opposite phase. In the finite
case of a numerical calculation, however, one faces a similar difficulty as with the dynamical
sign problem in path integral Monte Carlo computations such that these irregularities are
not removed [63, 64].
Simply increasing the trajectory count may extenuate the problem but can become
prohibitively costly in particularly bad cases. Identifying and simply dropping these samples
will remove the spikes but may also alter the result in significant but unpredictable ways.
A more subtle procedure results from the observation that the imaginary part of the action
is a consequence of both the noise force sample and the initial conditions of the associated
trajectory. So, instead of just dropping such an adverse sample, the trajectory’s noise force
and initial conditions are saved and subsequently swapped with those of the next adverse
one. This way the adverse sample’s influence on the results are removed but the noise force
distribution is not altered. The only unphysical modification is the introduction of a subtle
correlation between the noise force distribution and the initial conditions of the trajectories.
Comparison between results obtained with and without the swapping procedure showed no
influence on the general time dependence other than the removal of the spikes. There is,
however, a dependence on the threshold value of the exponentiated action above which a
sample is classified as adverse. A short discussion of this point can be found in Chap. 5.
This concludes the introduction of the stochastic trajectory propagation method used
in this thesis. In the next chapter, the presented approach will be applied to a harmonic
oscillator test system.
4 Dissipative Harmonic Oscillator
To demonstrate the applicability of our proposed approach to continuous systems, this
chapter compares results obtained from the SCBM scheme for the harmonic oscillator with
available analytic expressions for that case.
Before results are presented, Sec. 4.1 introduces the different types of reservoir spectra
used here and in the following chapters. The analytic expressions for the dynamics of a
dissipative harmonic oscillator as given in Ref. [8] for a strictly ohmic reservoir and in
Ref. [65] for a Drude regularized one are given in Sec. 4.2.
The results obtained with the stochastic propagation scheme described in Chaps. 2 and
3 and some of the details alluded to there will be given in Sec. 4.3 followed by a discussion
of the Markovian limit in Sec. 4.4.
The central part of the results is presented in the following two chapters 5 and 6. They
focus on more realistic physical molecular oscillator and scattering systems.
4.1 Reservoir Specification
In the introduction of the open system description in Sec. 2.1 and the subsequent derivation
of the stochastic scheme in Sec. 2.3, the reservoir to which the SOI is to be connected has
been introduced as a infinite set of harmonic oscillators. The precise spectrum of these
oscillators has been left unspecified there. Indeed, the formalism is independent of its
structure and it only appears in the form of a parameter. Two different forms are used here
J (ω) = ηω
1(
1 + (ω/Ω)2
)κ κ = 1, 2 , (4.1)
where η is the coupling strength, Ω is the cutoff frequency around which the spectrum
turns from the low frequency Ohmic character towards the high frequency, asymptotically
vanishing character. The exponent κ selects either the quadratic (Drude-Lorentz) or the
quartic form. For this specific form, Apps. D.2 and D.3 derive the reservoir’s kernels and
the convolution integral necessary for the guide trajectory transformation.
Resonant coupling is a prerequisite for efficient energy transfer and thus for dissipation
to occur quickly. Therefore, the cutoff frequency is always chosen well beyond typical system
frequencies.
The quadratic form is only used in Sec. 4.3, where a validity test of the SCBM scheme is
performed. Analytical results for the quadratic spectral density are readily available from
Ref. [65]. They are reproduced in Sec. 4.2. For all other results presented in the next two
chapters, the quartic form is used, since, for a given cutoff frequency Ω, the quadratic form
is numerically disadvantageous. It results in a much wider spectrum with a less pronounced
cutoff. Since this spectrum is represented in the correlations of the noise forces, the time
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steps for the propagation need to be chosen much smaller for κ = 1, thus prolonging
computation times.
4.2 Harmonic Oscillator Analytic Expectation Values
The benchmark test case is, as in so many areas of physics, the harmonic oscillator. For
a harmonic SOI, an analytic solution of the dynamics is available. The full derivation is
lengthy and not instructive; so it will not be reproduced here as a full account can be readily
found in Ref. [8]. Only the results as they will be used in Sec. 4.3 are given. First the case of
an Ohmic bath, i.e. J (ω) = ηω will be considered followed by a Drude regularized variant
of J (ω) taken from Ref. [65].
Given an initial state that factorizes in the system part and a thermal state in the bath,
both Sec. 8.3 of Ref. [8] and Ref. [65] write the time dependent expectation values for the
thermalization of a harmonic oscillator with mass M and frequency ω0 as
〈q〉t = Ġ+ (t) 〈q〉0 +
1
M
G+ (t) 〈p〉0 , (4.2)
〈p〉t = MG̈+ (t) 〈q〉0 + Ġ+ (t) 〈p〉0 , (4.3)
and
〈
q2
〉
t
= Ġ2+ (t)
〈
q2
〉
0
+
1
M2
G2+ (t)
〈
p2
〉
0
+
1
M
G+ (t) Ġ+ (t) 〈pq + qp〉0
+
[
1 − S
2 (t)
〈q2〉2
] 〈
q2
〉
+ 2G+ (t) Ṡ (t) +
1
M2
G2+ (t)
〈
p2
〉
equiv
. (4.4)
For a Gaussian initial state Ψ (x) =
(
σ
π
)1/4
exp
{
−σ2 (x− q)
2 + ip (x− q)
}
, the initial expec-
tation values are 〈q〉0 = q, 〈p〉0 = p,
〈
q2
〉
0
= 12σ + q
2,
〈
p2
〉
0
= σ2 + p
2 and 〈pq + qp〉0 = 2pq.
The equilibrium expectation values are
〈
q2
〉
equiv
=
1
Mβ
∞∑
n=−∞
1
ω20 + ν
2
n + |νn| γ (|νn|)
(4.5)
〈
p2
〉
equiv
=
M
β
∞∑
n=−∞
ω20 + |νn| γ (|νn|)
ω20 + ν
2
n + |νn| γ (|νn|)
, (4.6)
where νn = 2πn/~β are the Matsubara frequencies and γ (|νn|) is the frequency dependent
damping constant. The time dependent advanced Green’s function G+ (t) and the sym-
metrized correlation function S (t) depend on the structure of the bath and thus on γ (|νn|).
The two cases of strictly Ohmic and Drude regularized baths are discussed now.
4.2.1 Ohmic Bath
For an Ohmic heat bath, the damping constant is independent of the frequency γ (|νn|) = γ.
The eigenvalues of the harmonic oscillator are λ1/2 =
1
2γ ± iζ where ζ =
√
ω20 − 14γ2 is the
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frequency of the damped harmonic oscillator. With these, the time dependent advanced
Green’s function is
G+ (t) =
1
ζ
sin (ζt) exp
{
−1
2
γt
}
, (4.7)
and
S (t) =
~
4Mζ
[
exp {−λ2t} coth
(
i
2
~βλ2
)
− exp {−λ1t} coth
(
i
2
~βλ1
)]
− Γ (t) (4.8)
with
Γ (t) =
γ
Mβ
∞∑
n=−∞
|νn| exp {− |νn| t}(
ω20 + ν
2
n
)2 − γ2ν2n
(4.9)
is the symmetrized correlation function for the harmonic bath.
4.2.2 Drude Regularized Bath
A more realistic situation can be described if the bath of oscillators is assumed to have a
finite spectrum. For the case of a Drude regularization with a spectral density of the form
J (ω) = ηω 1
1+(ω/Ω)2
, i.e. with the frequency dependent damping γ (|νn|) = γΩ|νn|+Ω [65, 19,
page 27], the advanced Green’s function evaluates to
G+ (t) = c1e
−λ1t + c2e
−λ2t + c3e
−λ3t (4.10)
where
λ1/2 = α± iξ, λ3 = δ (4.11)
are the solutions of
λ3 − Ωλ2 +
(
ω20 + γΩ
)
λ− ω20Ω = 0 (4.12)
and
c1 = −
i
2ξ
α− iξ + δ
α+ iξ − δ (4.13a)
c2 =
i
2ξ
α+ iξ + δ
α− iξ − δ (4.13b)
c3 =
2α
(α− iξ − δ) (α+ iξ − δ) . (4.13c)
The symmetrized correlation function is evaluated to be
S (t) = d1e
−λ1t + d2e
−λ2t + d3e
−λ3t − Γ (t) (4.14)
with di = ci
~
2M cot
(
πλi
ν
)
, i = 1, 2, 3 and
Γ (t) =
2γ
Mβ
∞∑
n=1
Ω2νne
−νnt
(
λ21 − ν2n
) (
λ22 − ν2n
) (
λ23 − ν2n
) . (4.15)
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The dynamical expressions will be used in Sec. 4.3 in order to show the failure of the
comparatively simple Brownian Motion Markovian approximate results of Sec. 2.2. The full
non-Markovian treatment is shown to closely adhere to these exact analytical results.
4.3 Sampling Strategies and Analytic Comparison
The harmonic oscillator with the Hamiltonian
ĤS =
p̂2
2m
+
mω2
2
x̂2 (4.16)
serves as the benchmark case to check the performance of the SCBM approach. The pa-
rameters of the system oscillator are ω = 1 and m = 1. The bath is set at the inverse
temperature β = 10 with a cutoff frequency Ω = 10, well beyond the system frequency to
ensure resonant coupling. The coupling strength between the bath and the SOI is η = 0.2.
〈x
2
〉−
〈x
〉2
2
1.5
1
0.5
0
-0.5
-1
t
〈x
〉
1086420
1
0.5
0
-0.5
-1
Figure 4.1: Expectation value of position and variance for a harmonic oscillator – Compar-
ison of different noise samplings: nested sampling (solid amber), unified sampling (dotted
green), unified sampling with guide trajectory (dashed blue).
In Figure 4.1, one can see the improvement of convergence of the expectation value
and variance of position due to the change in the sampling strategy. All three graphs are
obtained for a total number of trajectories N = NPRNNF = 10
6. NNF denotes the number
of noise force samples and NPR denotes the number of trajectories computed with the semi-
classical propagator per noise force sample. For the graphs in Fig. 4.1, this total number is
deliberately chosen too low to attain convergence in order to demonstrate the different qual-
ities of the sampling strategies. For the nested sampling, where the semiclassical propagator
is converged for each stochastic force sample (NPR ≫ 1), the plotted results are severely
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plagued by fluctuations and spikes. In order to obtain a useful result, a drastic increase in
the trajectory count would be necessary.
The graphs exhibit a much improved statistics for the unified sampling, where only
a single semiclassical trajectory is propagated for each noise sample (NPR = 1) and the
expectation values are obtained subsequently by incoherent averaging of the results of the
individual trajectories. The spikes are eliminated almost entirely, while residual fluctuations
remain. These could be removed by a moderate increase in the trajectory count.
The reason for the improvement is that while the total number of propagated trajectories
N remains the same, the noise force sample count NNF,unified is larger than NNF,nested by
a factor of NPR,nested. In the present case, this number is NPR,nested = 1000. Since the
Fourier transforms necessary for the noise generation can be efficiently performed with the
FFTW library [42], the computational cost for generating the additional noise force samples
is negligible compared to the semiclassical propagation and computation of the expectation
values. Besides the lower noise force count, a further detriment of the nested scheme is that
computing expectation values for NPR > 1 is rather costly as for each sample either N
2
PR
analytical expressions need to be evaluated or the density matrix needs to be computed
on a grid requiring NPRNgrid evaluations of the Gaussian wave function. Either way, this
requires far more complex exponential computations than for NPR = 1.
The best result is obtained for the unified sampling with application of the guide trajec-
tory transformation. The analytical result (not shown in Fig. 4.1) is reproduced to within
line thickness. As the graphs in the following chapters show, the quality of the stochastic
convergence with anharmonic potentials is inferior. However, the improvement due to the
unified sampling and the use of the guide trajectory transformation is substantial to the
point that obtaining converged results without them would be next to impossible within a
reasonable time frame for propagation times long enough to attain thermalization.
Application of the guide trajectory transformation for NPR > 1 is difficult because the
computation of the quantity r̄ (see Sec. 2.4) is less straightforward in that case and unlikely
to suppress the noise induced norm drift as profoundly as for NPR = 1. Also, all of the
NPR trajectories would have to be propagated concurrently since r̄ depends on all of them
and each of them, in turn, depends on r̄.
A more challenging test for the SCBM scheme is shown to be passed in Fig. 4.2. It
shows two graphs each for the SCBM and the analytic results for η = 0.5 and η = 1.0.
With the inverse temperature as high as β = 10, these results are well away from both the
quantum optical limit and the quantum Brownian limit. Still the noise force description
closely follows the analytic results. Propagation times long enough to reach thermalization
are reached easily.
4.4 Limits of the Markovian Approximation
Already for the harmonic SOI, the non-Markovian dynamics is important. To illustrate
the error induced by the Markov approximation, Fig. 4.3 compares the time evolution of
the second moment of position for three different temperatures calculated with SCBM and
CLME. The analytical values from Sec. 4.2 serve as a reference. The first moment is omitted
here because it does not depend on the bath temperature.
As expected, the CLME fails for low reservoir temperatures. Neither the initial os-
cillations nor the thermal limit is reproduced correctly. More interesting, however, is the
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Figure 4.2: Expectation value of position and variance for a harmonic oscillator – Com-
parison of SCBM with analytical results for strong coupling: β = 10; η = 0.5 SCBM
(solid amber), analytic (long dashed pink) and η = 1.0 SCBM (short dashed blue), analytic
(dotted green).
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Figure 4.3: Second moment of position for a harmonic oscillator – Comparison of Marko-
vian and non-Markovian treatment with varying temperature: η = 0.4; β = 0.1 (upper
panel),1 (middle panel),10 (lower panel); calculated with CLME (dashed blue), SCBM
(dotted green), analytical results (solid amber).
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high temperature case. The CLME dynamics equilibrate to the correct thermal values.
However, looking closely at the transient dynamics, one finds that there is a significant
deviation. This may be due to the fact that just after initiating the coupling, the ensuing
evolution towards equilibrium takes place on a faster time scale than the typical evolution
of the system. Hence criterion two of Sec. 2.2, i.e., time scales of the motion of the system
are supposed to be much slower than the bath correlation times, doesn’t apply anymore.
For even higher coupling strengths this deviation increases while the accuracy of the SCBM
with respect to the analytic results remains the same1.
A full description including the non-Markovian effects is therefore warranted already
in the case of the harmonic oscillator. The numerical effort to compute the analytical
results according to Sec. 4.2 is negligible compared to the full stochastic propagation. It
does, however, depend on the form of the bath spectral density. A change in this density
demands a complete reevaluation of all the expressions given there. Therefore the numerical
strategy is simpler in that the spectral density is only a parameter. Even though having
analytical expressions for the bath kernels as given in App. D.2 available is convenient, it
is not strictly necessary. All the required integrations can be performed numerically and
since this happens only once at initialization time, it is computationally insignificant.
The comparison with analytic results for the harmonic oscillator test case has shown
that the SCBM scheme does indeed correctly describe the open system dynamics. The
following two chapters, which contain the central results of this thesis, will present first
applications to realistic anharmonic system.
1The agreement between the analytic and SCBM results is demonstrated in Fig. 4.2 for coupling strengths
of up to η = 1.0.
5 Dissipative Vibrational Dynamics of
Diatomics
This chapter investigates the dynamics of the vibrational DOF of a diatomic molecule
in the presence of an environment. For such molecules, all the interesting aspects of the
dynamics such as expansion due to heating or dissociation of the molecule take place along
this coordinate. A specific model that has been introduced in order to model such a system
is the Morse oscillator [66]. It has turned out, however, that this potential adequately
describes a wider variety of systems. The range of physical scenarios to which it has proven
to be applicable is remarkable. The originally intended application for the modeling of
bonds in molecules has been studied extensively both for the isolated system [67, 68, 49, 69]
and with various models of environmental coupling [70, 71, 72].
Furthermore, the Morse potential has been used to model the interaction between atoms
during cluster formation from the gas phase and in solid state physics [73, 74]. Another field
in which this potential has become popular for describing the interaction is the adsorption
of atoms and molecules on surfaces. Studies have been conducted both with rigid surfaces
as well as including a coupling between the approach towards the surface and excitation of
phonons in the solid [75, 76, 77]. Even farther away from the originally envisioned appli-
cation to molecular physics, the Morse potential has found applications in fields as diverse
as bio- and geophysics [78]. Since environmental coupling has proven to be a significant
aspect of the dynamics of many of the beforementioned problems, the investigation of the
Morse oscillator coupled to a non-Markovian environment is – despite the bare potential’s
apparent simplicity – of great physical importance.
5.1 Molecular Morse Potential
The potential of the Morse oscillator takes the form
V (x̃) = D (1 − exp {−αx̃})2 , (5.1)
where α is the width parameter and the pointer coordinate x̃ has been rescaled for the
minimum to be at x̃ = 0. It exhibits a strongly repulsive side for negative values of the
coordinate x̃ and a shallow side reaching up to the dissociation energy D for positive values
of x̃. As pointed out in Ref. [79] the eigenenergies of this system are given in a good
approximation by
Eν = ω0
(
ν +
1
2
)
− α
2
2m
(
ν +
1
2
)2
ν ∈ N (5.2)
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Figure 5.1: Expectation value of position and variance for a Morse potential – Convergence
with respect to swapping limit: η = 0.1, β = 1; 100 (solid amber), 1000 (dashed pink) and
10000 (short-dashed blue) 100000 (dotted green).
if the relation 2
√
2m
α
√
D ≫ 1 is fulfilled. In that case, the eigenfunctions are given in terms
of the exponentiated position z = k exp {−αx̃} by [80]
ψν (z) =
√
α (k − ν − 1) ν!
Γ (k − ν) e
−z/2zb/2Lk−2ν−1ν (z) , (5.3)
where ω0 = a
√
2D/m is the frequency of small oscillations around the well minimum and
k = 4Dω0 is an anharmonicity parameter. L
a
b (z) are the Laguerre polynomials [81]. This
type of oscillator has a finite number of bound eigenstates, i.e., Eνmax < D. Due to the
asymmetry of the potential, the position expectation value of higher eigenstates is shifted
to larger values, which results in thermal expansion for increasing temperature.
For all calculations except the dissociative case in Sec. 5.4, the dissociation energy is
D = 30 and the width parameter is α = 0.08 corresponding to a system with 96 bound
states. The mass of the system is assumed to be unity. For these parameters the frequency
of small oscillations around the well minimum ω0 = 0.62 is even lower than the one used for
the harmonic oscillator in the previous chapter. A cutoff frequency for the bath spectrum
of Ω = 10 is therefore sufficient to ensure resonant coupling.
The anharmonicity complicates the calculation of the dynamics with the SCBM method
considerably. Since the guide trajectory transformation cannot entirely cancel the noise
induced norm drift anymore, a substantially higher number of stochastic samples is needed
to attain convergence. The swapping procedure introduced in Sec. 3.3 improves convergence
by removing spikes resulting from particularly large negative imaginary action components
of a few adverse samples. A threshold value needs to be specified above which trajectories are
classified as adverse. If it is chosen too low, too many samples are swapped and the results
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are distorted. If it is chosen too high, spikes remain and convergence is slow. This value
does not necessarily need to be known in advance. If the trajectories and their contribution
to the computed expectation values are binned by their maximum exponentiated action
modulus, the threshold value can be chosen while the averaging procedure is in progress. The
computation can be terminated once a satisfactory degree of convergence is attained for a
value above which the character of the results becomes independent of the threshold. While
for the harmonic case a trajectory count of 106 . . . 107 was sufficient to obtain converged
results, the anharmonic case requires about 107 . . . 108 trajectory pairs.
5.2 Anharmonic Phenomena
A major difference of the molecular Morse oscillator to the harmonic case is that the po-
tential is asymmetric. In consequence, there is a dependence of the thermal limit of the
expectation value of position 〈x̃〉 on the thermal energy and thus the temperature of the
bath T , which can be seen in Fig. 5.2.
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Figure 5.2: Expectation value of position and variance for a Morse potential – Varying
temperature: η = 0.1; β = 10 (solid amber), β = 1 (dashed purple), β = 0.5 (dotted green).
Arrows indicate thermal expectation values of the unperturbed oscillator.
Arrows indicate the thermal expectation values of the unperturbed oscillator according
to the expressions derived in App. C. Since the coupling to the environment changes
the spectrum of the oscillator, these values are not expected to correspond exactly to the
equilibrated values obtained when evaluating the coupled dynamics. Since the intermediate
regime of moderate damping is considered here, the reservoir influence is not dominant
but rather of similar magnitude as the SOI potential. Therefore, they can still serve as an
indicator for the general dependence of a thermalized oscillator.
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In Fig. 5.2 a similar dependence of the variance of position can be observed as for the
harmonic oscillator1. The wavepacket is broadened due to the contact to the environment
the more, the higher the temperature of the bath is. The anharmonicity of the potential does
become strikingly apparent in the temperature dependence of the equilibrated expectation
value of position 〈x̃〉. It is shifted towards the shallow side of the potential as higher energetic
eigenstates are populated which contribute larger mean values of x̃. This corresponds to a
thermal expansion if the bath temperature is increased. The rate of decay of the oscillations,
however, is independent of the temperature of the bath.
A true equilibrium state should be robust against any kind of variation of the initial
state. To test the observed equilibration, the initial conditions of the system are varied
while all bath and coupling parameters are kept constant. Fig. 5.3 shows graphs for three
different values of 〈x̃〉0. While the initial dynamics is clearly different, all three wave
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Figure 5.3: Expectation value of position and variance for a Morse potential – Varying
initial wave packet position: η = 0.1, β = 1, σ0 = 1; 〈x̃〉0 = 0.1 (dashed purple), 〈x̃〉0 = 1
(solid amber), 〈x̃〉0 = 2 (dotted green).
packets tend towards the same limiting values.
For the comparison in Fig. 5.4, three wave packets with different initial width parameters
σ0 were started at the same position 〈x̃〉0. The transient dynamics show an entirely different
behavior. Thermalization, however, drives them towards the same variance and residual
oscillation. Moreover, it shows how an initially rather broad wave packet is compressed by
the environmental influence.
1Fig. 4.3 does not show variance but the second moment of position as the first moment for the harmonic
oscillator is independent of the bath temperature and therefore would not induce a change between the three
graphs. It would, however, obscure the observation of the transient effects before thermalization is complete.
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Figure 5.4: Expectation value of position and variance for a Morse potential – Varying
initial wave packet width parameters: η = 0.1, β = 1, 〈x̃〉0 = 1; σ0 = 0.1 (solid amber),
σ0 = 1 (dotted green), σ0 = 5 (dashed purple).
5.3 Transient Non-Markovian Effects
Motivated by the discrepancies found between the Markovian and the non-Markovian treat-
ment in the harmonic case, a similar study is performed here for the Morse oscillator. As
opposed to the harmonic case, for anharmonic potentials the evolution of the expectation
value of position does depend on the temperature of the bath during its progression towards
equilibrium. Therefore, both the expectation value and its variance are plotted in Figs. 5.5
and 5.6.
The two graphs show a similar deviation between the SCBM and the CLME result as
was already demonstrated for the harmonic case in Fig. 4.3. In order to see the transient
deviation more clearly, only the short time dynamics is depicted here. The long time
behavior is similar for both approaches in this case. An additional feature depicted here is
that the deviation increases with increasing coupling strength (Fig. 5.5 vs. Fig. 5.6).
5.4 Trapping by Dissipation and Thermalization
Another interesting phenomenon can be studied if the anharmonicity of the evolution of the
system is much higher. If initially the wave packet is located far to the left of the minimum,
such that its potential energy is above the dissociation barrier of the Morse potential (or,
likewise, it is specified to have a high enough initial momentum), it will pass through the
potential well and subsequently leave from it, never to return. If, however, the same system
is coupled to a heat bath with a thermal energy lower than the dissociation barrier of the
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Figure 5.5: Expectation value of position and variance for a Morse potential – Comparison
of Markovian and non-Markovian treatment: β = 1, η = 0.2; SCBM (solid amber), CLME
(dashed green).
〈x̃
2
〉−
〈x̃
〉2
3
2
1
t
〈x̃
〉
1086420
1
0
Figure 5.6: Same as in Fig. (5.5) but for η = 0.4.
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potential, the wave packet will be cooled and thus trapped in the well. Depending on the
coupling strength, initial oscillations with potentially very large amplitudes may occur.
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Figure 5.7: Position expectation value for a Morse potential – Dissociative initial condition
with varying temperature: uncoupled (solid amber); coupled with η = 0.1, β = 10 (dashed
purple), β = 0.5 (dotted green).
As a demonstration example, the dissociation barrier of the potential is lowered to
D = 1, the anharmonicity parameter is increased to α = 0.2, and the wave packet is started
at rest on the steep side of the potential at 〈x̃〉0 = −4. Fig. 5.7 shows the uncoupled
case compared with two coupled cases with the thermal energy either below or above the
dissociation barrier. In the uncoupled dynamics, the wave packet is quickly ejected on the
positive side of the potential. In the high temperature case, the wave packet still leaves the
area of the potential minimum but is cooled to a much lower velocity. According to Ref. [6],
the wave packet will stop eventually and spread due to thermal fluctuations (faster than
mere dispersion). A part of the wave packet will therefore return at some time very far in
the future, but due to thermal fluctuations, the probability density will not be accumulated
in the well.
The opposite happens for the low temperature case. The wave packet also traverses the
potential well, but dissipation quickly cools it to the point that it falls back into the well
almost entirely. At this temperature, fluctuations are not strong enough for any significant
parts of it to escape.
In summary, the results presented in this chapter demonstrate a wide range of effects that
can be observed in an environmentally coupled anharmonic oscillator potential such as the
Morse potential that is investigated here. From the coupling dependent thermalization over
expansion due to heating of the oscillator to temperature dependent switching from the
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bound to the dissociative regime, the decisive influence of the environmental contact on the
development of a system’s dynamics has been demonstrated. This effect can be even more
fundamental if the potential along the reaction coordinate is separated by a barrier into
two distinct regions. Therefore, in the following chapter a dissipative tunneling scenario is
investigated.
6 Tunneling with Dissipation
Following the investigation of oscillatory systems in the last chapters, as an example
of a system with fundamentally different dynamics, a dissipative tunneling setup will be
investigated in this chapter.
Such quantum tunneling systems under the influence of environmental degrees of free-
dom have been studied extensively during the past decades [82, 19]. There have been a
large number of theoretical investigations on the dissipative quantum transmission in in-
verted harmonic [5, 83, 84], cosine [85], and (biased) rectangular barrier potentials [86, 87].
For some of these cases, analytical results are available that can (with limitations) be ex-
tended to more general situations [88, 89, 90]. The presented approaches for open system
tunneling scenarios exhibit this large diversity due to the manifold of physical scenarios they
are meant to describe. The investigation of dissipative nuclear fission and fusion problems
[91, 92, 93, 94] has already been mentioned in the introduction. Many more interesting
tunneling phenomena can be found in other fields of physics such as proton tunneling in
solids [95], low temperature Josephson systems [96, 9, 97], all the way to electron transfer
in bio-molecules [98].
From a fundamental perspective these scenarios can be classified into three categories.
Firstly, there is the coherent tunneling dynamics in a prototypical double-well potential.
Describing the double well by its lowest two levels, in the presence of an environment, leads
to the spin-boson Hamiltonian whose dynamics is reviewed in [99]. Secondly, a particle
can tunnel out of a metastable well. With environmental coupling in the case of low tem-
peratures, this leads to the quantum Kramers problem [82, 100]. Thirdly, an initially free
particle scattered from a short range barrier potential gets partly reflected and transmitted.
A central question in all dissipative tunneling studies is whether the environment enhances
or suppresses the tunneling dynamics.
Most authors seem to agree that transmission is increased by contact to the environment
for incident energies below the barrier height (corresponding to true tunneling) whereas
the transmission is suppressed for incident energies above the barrier [5, 91, 92, 84, 87].
The comparison of results, however, is difficult because the variety of approximations used
and the differing system and bath parameters may strongly influence the quantitative re-
sults. Although agreement on the beforementioned principle qualitative statement has been
reached, considerable confusion about the details remains. The introduction of Ref. [84] lists
a number of seemingly contradictory statements on the issue.
In order to demonstrate that the SG SLN approach in combination with the BOMCA
propagation scheme can provide numerical results for such dissipative tunneling scenarios,
an exemplary system of a scattering type of setup will be discussed in the following. The
figure of merit here is the transmission probability of a wave packet launched towards the
barrier. This process may involve over-the-barrier transmission as well as true tunneling
for initial energies below the barrier height. Since the BOMCA method is universal, the
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other two categories of tunneling systems could be studied similarly. Also a wide range of
system and bath parameters can be investigated subject only to limitations of the available
computational resources.
6.1 Eckart Barrier Scattering
The potential of the SOI is constructed to have two asymptotically free regions, separated
by a barrier. In particular, it is specified to be of Eckart type
V (x) =
D
cosh2 (αx)
, (6.1)
where D is the barrier height and α is the width parameter. This potential has become
popular in the literature of tunneling phenomena ever since it was introduced by Eckart[101]
in the isolated as well as the dissipative case [102, 103, 91, 92, 104]. The derivatives of this
potential are continuous throughout their domain and can be obtained easily from a simple
recursion relation
V (n) (x) = −2α
2
D
n−1∑
j=0
(
n− 1
j
)
V (j−1) (x)V (n−1−j) (x) , (6.2)
where
V (−1) (x) =
D
α
tanh (αx) (6.3a)
V (0) (x) =
D
α
α
1
cosh2 (αx)
= V (x) . (6.3b)
Also, the SE for the isolated problem is soluble and closed analytic expressions for the barrier
penetration probability are available. Unfortunately, no such results can be obtained for
the coupled case. Another very popular model system for barrier tunneling is the inverted
harmonic potential because many interesting results can be obtained for this case even with
contact to the environment (see e.g. Ref. [5]). Nevertheless, this model of a scattering
scenario is of limited use beyond fundamental investigations since it lacks a physically
meaningful asymptotic limit. In order to describe the full tunneling process, starting with
a wave packet well separated from the barrier and ending with part of the same having
passed well beyond the interaction region, the more difficult case of the Eckart barrier will
be considered here. For this case, no analytic solution is available.
The parameters of the barrier for all of the following scattering calculations are fixed at
D = 40 and α = 4.32. The initial wave packet is a Gaussian
ψ(x, 0) = 4
√
σ
π
exp
{
−σ
2
(x− q0)2 + ip0 (x− q0)
}
, (6.4)
launched from the left of the barrier towards it. The initial width parameter is σ = 60π
and its mass is m = 30.
Before investigating the dissipative case, the uncoupled system will be briefly discussed.
The transmission probability
P (tf) =
tr
∫∞
0 dx |x〉〈x|ρ (tf)
trρ (tf)
(6.5)
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is shown in Fig. 6.1 evaluated at a time tf → ∞, long enough for the transmitted part of
the wavepacket to have passed well beyond the range of the barrier. The presented data
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Figure 6.1: Transmission probabilities with respect to initial wave packet center energies –
Uncoupled Eckart barrier. The arrow indicates the potential barrier height.
reproduces the expected behavior. The probability increases from very low values for the
true tunneling case of energies below the barrier height to almost full transmissions for
energies above it. All graphs presented in this chapter show transmission probabilities for
initial wave packet center energies spaced five units apart, i.e., each line is obtained from
nine individual wave packet propagations.
6.2 Dissipative Tunneling
The general picture of higher transmission for higher incident energies does not change if
the SOI is coupled to a heat bath. However, the two major bath parameters, coupling
strength η and temperature T , can be varied to study their influence on the results.
It should be noted, that the coupled dynamics of this problem requires a more careful
treatment than the isolated case. It has been shown in Ref. [59] that the transmitted
part of the wave function can be sufficiently described with BOMCA order N = 2. This
corresponds to the case presented in Sec. 6.1. At least for the highest coupling strength
considered here, η = 0.6, an increase of the propagation order to N = 4 was necessary.
For the lower coupling strengths, there was little or no difference between the N = 2 and
N = 4 treatments. A higher propagator order might be necessary in even more extreme
cases. As described in Sec. 3.2, increasing the order of the BOMCA propagation scheme
does not involve a fundamental change of the computation. It merely requires the solution
of an increasing number of differential equations. The number of BOMCA trajectory pairs
for the higher coupling strengths is on the order of 107 . . . 108. For lower coupling strengths,
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Figure 6.2: Transmission probability versus energy for an Eckart barrier – Varying coupling
strength: α = 4.32, T = 400; η = 0 (solid black), η = 0.4 (dotted amber), η = 0.6 (dashed
green).
a trajectory count of 106 . . . 107 is sufficient. Eliminating the remaining fluctuations in
the graphs would require a tremendous further increase of the trajectory count and more
individual wave packet propagations for more closely spaced initial center energy values
resulting in a prohibitive increase in computational cost.
For the type of problem that is studied here, i.e., scattering at a barrier with an asymp-
totically vanishing potential, the most general result would be that environmental coupling
reduces the transmission probability for high energies whereas it increases transmission for
low energies. However, the specific parameters of the setup dramatically influence the quan-
titative result. An increase in the coupling strength increases the effect, as can be seen in
Fig. 6.2.
Although the variation of the results with the temperature depicted in Fig. 6.3 is similar
to the one observed for varying η in Fig. 6.2, their cause is different. The change of the
transmission probabilities due to a change in the bath temperature can be attributed to the
limited time, the wave packet has spent under the influence of the environmental coupling.
As has been demonstrated in Chap. 5, the temperature of the bath should not influence
the relaxation time of the system. The deviation of the initial state from the thermalized
one1, however, may depend on the bath temperature. For equal coupling strengths η and
thus equal time scales of the relaxation to the thermal state, the initial change in the wave
packet’s state is faster for higher temperatures as the deviation of the states is larger and the
relaxation dynamics exhibits an exponential time dependence. If, due to limited time from
1As opposed to a thermalized state in a bound potential, thermalization of a free particle (or as in the
present case an asymptotically free particle) can not be stationary. Instead, thermalization here means the
loss of translational energy and broadening of the wavepacket at a thermal rate. See Refs. [6, 8] for details.
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Figure 6.3: Transmission probability versus energy for an Eckart barrier – Varying temper-
ature: η = 0 (solid black), η = 0.6, T = 40 (dotted amber), η = 0.6, T = 400 (dashed
green).
contact to the environment until scattering of the wave packet, the thermalization cannot
occur before the scattering, the full change due to dissipation cannot become manifest.
A test of this hypothesis can be performed by varying the initial separation of the wave
packet from the barrier. The farther away it is located initially, the longer it takes to reach
the barrier and the more time is available for thermalization to occur.
Fig 6.4 shows that the transmission probability becomes virtually independent of the
initial wave packet center energy if the wave packet is initially separated far enough from
the barrier for thermalization to occur prior to scattering. This effect is similar to the
introduction of a form factor into the coupling Hamiltonian that restricts interaction to the
region of the barrier. The wave packet that is started close to the barrier is equivalent to
one that is started farther away but whose interaction with the bath is limited to the barrier
extension and thus propagates freely prior to the initial contact.
6.3 Investigation of Markovianity
As in the previous chapters for the two oscillatory systems, a discussion of the Markovianity
of the scattering setup will be presented here. Once again, the full dynamics, i.e. the non-
Markovian treatment, will be compared with results obtained from the Markovian CLME.
Fig. 6.5 shows the high temperature case, where the thermal energy is well beyond any
frequency of the system. The results obtained from the stochastic BOMCA treatment and
those from the solution of the CLME agree fairly well. They both show the same increase
of transmission for low energies and decrease for high energies. The remaining deviations
are not systematic.
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Figure 6.4: Transmission probability versus energy for an Eckart barrier – Varying initial
wave packet position: η = 0.2, T = 400; q0 = −0.7 (solid amber), −1.7 (dashed pink), −2.7
(short-dashed blue), −3.7 (dotted green).
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Figure 6.5: Transmission probability versus energy for an Eckart barrier – Comparison of
Markovian and non-Markovian treatment: η = 0 (solid black), η = 0.6, T = 400; CLME
(dotted amber), BOMCA (dashed green).
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Figure 6.6: Same as in Fig. 6.5 but for T = 40.
More severely, however, is the discrepancy in the low temperature case depicted in
Fig. 6.6. In addition to the quantitative deviation, the CLME fails to reproduce the expected
behavior of increased transmission for low energies. Instead, there is a reduction of the
transmission over the entire energy range. This shows that for such low temperatures a
non-Markovian treatment is imperative for correct evaluation of the (albeit small) change
due to the environmental influence. Since the thermal energy is of the same order of
magnitude as the system’s energies, there is no separation of time scales as required for the
Quantum Brownian motion limit discussed at the end of Sec. 2.1.
In summary, this chapter has demonstrated that the SG SLN method when combined with
a trajectory propagator like the BOMCA method can successfully describe the dynamics
of a dissipative tunneling system. The results show the expected increase of tunneling
probabilities for incident energies below the barrier height and a decrease of transmission
above the barrier. This concludes the presentation of results from the stochastic trajectory
approach. The following chapter will summarize the thesis and provide an outlook on future
directions of research.
7 Summary and Outlook
Open quantum systems are complex problems to deal with. It is unlikely that a truly
simple approach will be found if the full dynamics are to be described without approxima-
tions or limitations of the scope. But what seemed intractable a decade ago has become
feasible in the meantime. The progress in the development of stochastic schemes on the one
hand and explicit methods for the treatment of the finite limit of open systems on the other
hand has been remarkable. Combined with the ever increasing computational resources,
more and more elaborate investigations of ever larger and more complicated physical sys-
tems with the necessity for fewer approximations will become possible.
In this thesis it has been demonstrated for the first time how the Stockburger-Grabert
Stochastic Liouville-von Neumann scheme can be successfully applied to continuous realistic
systems. This approach rewrites the environmental influence in the form of complex-valued
forces acting on the system of interest. These forces reproduce both the fluctuations as
well as the dissipation induced by the environment. The memory of the environment, that
is, the non-Markovian character, is represented in the correlations of the noise forces. The
time evolution of the density matrix reduced to the degrees of freedom of the system of
interest is obtained by averaging the time evolved density matrix over the distribution of
the noise forces.
The main difficulty of the presented approach results from the complex valued nature
of the noise forces. The individual densities associated with each stochastic sample do not
necessarily stay normalized. Although the situation can be improved considerably by means
of a Girsanov type transformation, only in the case of a harmonic system, this eliminates
the drift completely. For anharmonic systems, however, this problem has to be dealt with
directly. The simplest solution is a drastic increase in the number of stochastic samples.
The computational results presented in this thesis typically require a sample count that is
three to four orders of magnitude larger than those of other stochastic open system schemes
(e.g. [105, 27]). In order to be able to cope with the necessary computational effort, it has
proven advantageous to use trajectory based propagators. If the propagator can be split
into parts that can be computed independently and are added subsequently, the stochastic
average of the noise force distribution can be combined with this sum into a unified sampling
such that a different noise sample is attached to each of the propagator parts. Thereby the
noise sample count can be increased by the number of parts the propagator can be split into
without increasing the computational effort beyond the additional noise sample generation
(which usually is negligible compared to the propagation).
Occasionally, the increased noise sample count is still insufficient for obtaining converged
results. This may happen because for some adverse samples, the trajectory’s associated ac-
tion accumulates a particularly large negative imaginary component. The norm of that
sample then provides an exponentially large contribution to the final norm which usually
results in spikes in the density or the expectation values computed from it. In Sec. 3.3, a
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procedure was presented to deal with these adverse samples without influencing the phys-
ically important noise force distribution. The only remaining issue is a slight unphysical
correlation introduced between the noise force distribution and the trajectory initial con-
ditions. It was demonstrated, however, how this can be minimized by tuning the limit for
classifying a trajectory as adverse without the need for a recomputation of the stochastic
average.
In Chap. 4, the validity of the stochastic approach for continuous systems was demon-
strated by comparison against analytical results for the harmonic oscillator. The superior
rate of convergence with respect to the noise sample count of the unified sampling suggests
application of this sampling whenever possible.
Starting from these tests, it could be shown that not only in the low temperature regime,
where the Markovian Brownian motion master equation was expected to fail, but also in
the transient dynamics for the higher temperature case a full, non-Markovian treatment is
important.
The main part of the presented results is devoted to two scenarios describing two very
different physical systems:
1. The first is concerned with the discussion of the environmental influence on the dy-
namics along the vibrational DOF of a diatomic molecule. The Morse potential’s
anharmonicity makes this a very challenging system to study numerically. Compared
to the harmonic oscillator however, it offers a much wider variety of physical systems
to which it can be applied and a much richer range of possible effects to be studied.
The quantitative change of the temperature dependent thermalization as well as the
qualitative switch from the dissociative to the bound regime in the form of dissipative
trapping have been investigated. The significance of the full non-Markovian treatment
has subsequently been demonstrated for the anharmonic molecular scenario.
The presented results all show the expected behavior. Quantitatively the compari-
son of the limiting values with thermal expectation values obtained for the isolated
oscillator show the correct trend. However, due to the energetic rescaling induced by
the coupling, the latter are only expected to match the numerically obtained coupled
system values for weak environmental interaction. Therefore, they merely serve as a
rough guide to check for the correct trend when, e.g., increasing the temperature of
the bath.
2. Similarly the applicability of the SG SLN approach in combination with a BOMCA
propagator for handling a dissipative barrier tunneling scenario could be demon-
strated. The expected behavior of a coupling induced lowering of transmission prob-
abilities for energies above the barrier height as well as the increase of tunneling
probabilities for energies below the barrier is reproduced. Just like in the other two
discussed systems, deviations of the Markovian Brownian motion treatment in the
low temperature regime have been shown.
The presented approach has been shown to produce qualitatively meaningful results for all
discussed systems. A correct quantitative reproduction of the available analytic results for
the harmonic system and, lacking these, a correct trend for the anharmonic ones, motivates
application of the SG SLN trajectory based approach to quantitative studies of real physical
systems. The implementation of different trajectory propagators can be performed similar
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to the two that were discussed here. An extension to higher dimensional systems should be
possible, at least for the SCBM treatment of oscillatory systems. The increase of the count
of necessary trajectories as it is expected for isolated systems should not pose a significant
problem since the number of stochastic samples already requires a much larger number of
trajectories which will shadow that increase for two or three dimensional systems. The same
is, in principle, true for the BOMCA propagator. There, however, the calculation of each
individual trajectory hinges on the root search for solving the mixed initial and boundary
value problem which will be considerably more involved in higher dimensional cases. A
possible future elimination of this Achilles’ heel of the BOMCA approach would also be
directly beneficial for this open system approach.
Dropping the restriction to a bilinear interaction Hamiltonian might be a further promis-
ing direction of research. Implementation of a form factor in order to describe systems with
locally restricted interaction with the environment is a step towards greater generality of
the approach.
Furthermore, the transfer of a few exceptional, strongly coupled degrees of freedom from
the bath spectrum into the system of interest in an explicit treatment while retaining the
rest of the reservoir in the stochastic description might be easier to treat and could possibly
provide physical insight into these DOFs’ dynamics.
Appendix A Conventions for Constants,
Reservoir Kernels, and
Influence Phases
Different authors use varying conventions for defining common quantities such as the
susceptibility or the reservoir kernels. In this thesis, the following relation between the
friction constant η and the damping constant γ will be used
η = mγ . (A.1)
This results in the following Langevin equation for a classical particle with velocity propor-
tional friction
dẋ
dt
= − 1
m
V ′ (x) − γẋ (A.2)
and a reservoir kernel of the form
L = L′ + iL′′ =
~
π
∞∫
0
dω J (ω)
(
coth
~βω
2
cosωt− i sinωt
)
(A.3)
for the Caldeira-Leggett model. Also the static susceptibility
µ = − 1
2~
∞∫
0
duL′′ (u) (A.4)
and the influence phase of Eq. (2.12)
Φ =
1
~
t∫
0
du
u∫
0
dv y (u)
[
L′ (u− v) y (v) + 2iL′′ (u− v) r (v)
]
+ iµ
t∫
0
du y (u) r (u) (A.5)
that enters the influence functional
F [y, r] = exp(−Φ [y, r] /~) (A.6)
are defined correspondingly. y(t) and r (t) are difference and sum of the system paths
respectively. This corresponds to the definitions used in Ref. [106]. Other authors have
used different conventions. To avoid the ensuing confusion and to highlight the differences
from the conventions given above, a few definitions from sources important to this thesis
are reproduced here.
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Stockburger et al. Breuer et al. Grabert et al. Caldeira et al.
Ref. [14] Ref. [26] Ref. [8] Ref. [7]
(5) (3.507) (3.27) (3.9)
F exp
{
− 1
~
Φ
}
exp
{
i
~
Φ
}
exp
{
− 1
~
Φ
}
exp
{
− 1
~
Φ
}
(4.45) (3.36)
γ γ[14] = γ[106] γ[26] =
γ[106]
2 γ[8] = γ[106] γ[7] =
γ[106]
2
(7) (3.388, 3.389) (4.6, 4.7) (3.25, 3.10, 3.11)
L′ + iL′′ iD1 +D αR + iαI
L = ~π
∫∞
0 dω . . . = 2~
∫∞
0 dω . . . =
1
π
∫
dω . . . = 1π
∫
dω . . .
(3.508) (4.4) (3.37, 3.39)
µ −
∫∞
0 dτ 2L
′′ (τ) −m2 γ (0) 1π
∫∞
0 dω J (ω)
2
ω −
2γΩm
π
(6) (3.508, 3.509) (3.33) (3.09)
Φ 1
~
∫ ∫
. . .+ iµ
~
∫
. . . 12~
∫ ∫
. . . − mγ(0)2
∫
. . .
∫ ∫
. . .+ iµ2
∫
. . .
∫ ∫
. . .
Table A.1: Definitions used for the influence functional F , the damping constant γ, the
reservoir kernel L, the static susceptibility µ, and the influence phase Φ in a few sources of
this thesis. The equation numbers given above the expressions are those from the respective
sources, where available. Ref. [7] does not specify the counter term potential explicitly in
its Eq. (3.09). However, it is extracted from the influence functional later on and specified
in Eq. (3.39) in a form that depends on the cutoff frequency Ω and the damping constant
γ as stated above in the expression for the static susceptibility µ.
Appendix B Stochastic Calculus
The numerical integration of stochastic differential equations requires consideration of
a rather subtle point that is not present in deterministic calculus. A brief introduction is
given in Ref. [107] and a more in depth discussion including various propagation schemes
can be found in Ref. [61]. The key issues necessary to understand the difference between
Itō and Stratonovich calculus are reproduced here.
B.1 Stochastic Differential Equations
If the noise force ξ (t) in a SDE
dx
dt
= f (x, t) + g (x, t) ξ (t) (B.1)
contains a white noise component, i.e., the autocorrelation contains a delta-type contribu-
tion 〈
ξ (t) ξ
(
t′
)〉
= δ
(
t− t′
)
+ c
(
t− t′
)
, (B.2)
the noise force will fluctuate on any arbitrarily small time scale. The continuous function
c (t− t′) may provide a finite correlation indicating a non-Markovian process whereas it
vanishes in the Markovian case.
Without a convention for the evaluation of g (x) with respect to each time step, the
integration of Eq. (B.1) is undefined, since, at any time, the fluctuating nature of ξ (t)
incurs a jump in x but the size of the jump g (x), in turn, depends on x. Any number of
choices for the resolution of this dilemma can be made, but two particular ones have proven
to be of significance. The Itō convention specifies that g (x) is to be evaluated just before
the jump whereas the Stratonovich rule defines the evaluation to be the average of the
values taken before and after the jump. The integrals for the stochastic part of Eq. (B.1)
are thus the limit of infinitely many steps n→ ∞ of the sums
Itō I (g) = lim
n→∞
n∑
j=1
g (x, tj) ξ (tj)∆tj (B.3a)
Stratonovich S (g) = lim
n→∞
n∑
j=1
1
2
(
g
(
xtj+1 , tj+1
)
+ g
(
xtj , tj
))
ξ (tj)∆tj (B.3b)
where the time steps tj are distributed such that 0 = t1 < . . . < tn+1 = T and ∆tj = tj+1−tj
is the respective time step. It should be noted that some authors, e.g. Ref. [108], write the
Stratonovich sum as
S (g) = lim
n→∞
n∑
j=1
g
(
1
2
(
xtj+1 + xtj
)
, tj
)
ξ (tj)∆tj . (B.4)
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Both forms are equivalent for sufficiently smooth functions g (x, t) as they occur in typical
physical applications.
While the normal rules of calculus (such as a chain rule) do apply in the Stratonovich
case, the Itō convention requires correction terms. The two forms of SDEs can be trans-
formed into one another. If, e.g., Eq. (B.1) is given as an Itō SDE, the corresponding
Stratonovich SDE would be
dx
dt
= f (x, t) − 1
2
g (x, t) ∂xg (x, t) + g (x, t) ξ (t) . (B.5)
This can be demonstrated by expanding g (·, ·) in Eq. (B.3b) around tj and neglecting all
terms of higher than linear order in dt .
From a physical point of view, a true white noise signal can only be an idealization.
Any physical jump process has to be of finite magnitude and timescale. For sufficiently
smooth processes, Itō and Stratonovich rules yield the same results. If a white noise SDE
is an approximation of a continuously fluctuating process, the corresponding limiting SDE
will be of Stratonovich type. The processes discussed in this thesis describe environment
induced fluctuations. For the non-Markovian setups, these have finite correlation times
that are connected to the memory time scales of the environment. Since these need to be
fully accounted for by the propagation, the numerical time steps need to be chosen much
shorter anyway. Thus, the noise would appear sufficiently smooth in the sense that Itō
and Stratonovich do not differ. The spectral shift introduced in Sec. 2.4 introduces another
δ (t− t′) type noise term that does require the correct SDE interpretation. The SDEs 2.39
introduced in Ref. [13] have been derived in Stratonovich form. The natural choice is to
apply a Stratonovich integration scheme for their solution. In principle they could also be
transformed into Itō form with a substitution analogous to Eq. (B.5) and then be solved
with an Itō integrator.
In any case, a numerical integrator that is applied to a SDE needs to be constructed
such that the convention used in the derivation of the SDE is taken into account. While
the standard Euler scheme is of Itō type as it evaluates the differential equation at the
beginning of the time step the two integrators used in this thesis, the RK4 and the PV
scheme are both of Stratonovich type. To elucidate this fact, the step sequences of their
computation in the stochastic case as presented in Secs. 3.1 and 3.2 are reproduced here in
detail.
B.2 Position Verlet Scheme
The central quantities in the PV scheme are the position and momentum variables. One
momentum step is sandwiched between two ∆t/2 position steps1
∆q1 =
pt
m
∆p1 = 0 (B.6a)
∆q2 = 0 ∆p2 = −V ′
(
qt +
∆t
2
∆q1
)
+ ft (B.6b)
∆q3 =
pt + ∆t∆p2
m
∆p3 = 0 . (B.6c)
1In the interest of clarity, the index j ∈ {1, 2} that indicates forward or backward trajectory calculation in
Chap. 3 is omitted here. Furthermore, in order to stay closer to the physical EOMs, the splitting introduced
in Sec. 3.1.2 is not applied.
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The new values qt+∆t and pt+∆t are determined at the end as
qt+∆t = qt +
∆t
2
(∆q1 + ∆q3) (B.7a)
pt+∆t = pt + ∆t∆p2 . (B.7b)
By design the momentum change ∆p is evaluated at the half time step t+ ∆t2 , i.e., from qt +
∆t
2 ∆q1. The position change ∆q is constructed from two half steps with one evaluated from
the momentum before (pt) and one after the application of the stochastic force (pt+∆t∆p2).
This corresponds exactly to the symmetric construction of the Stratonovich integral of
Eq. (B.3b).
B.3 Runge-Kutta Fourth Order Scheme
The RK4 scheme has only one type of step which is evaluated at different times during the
step interval ∆t. Specifically, for the interconnected variables x and S1 appearing in the
BOMCA propagation with cutoff order N = 2, the scheme corresponds to the four pairs of
evaluations
∆x1 =
S1,t
m
∆S1,1 = −V1
(
xt
)
+ ft (B.8a)
∆x2 =
S1,t +
∆t
2 ∆S1,1
m
∆S1,2 = −V1
(
xt +
∆t
2
∆x1
)
+ ft (B.8b)
∆x3 =
S1,t +
∆t
2 ∆S1,2
m
∆S1,3 = −V1
(
xt +
∆t
2
∆x2
)
+ ft (B.8c)
∆x4 =
S1,t + ∆t∆S1,3
m
∆S1,4 = −V1
(
xt + ∆t∆x3
)
+ ft . (B.8d)
Here the four pairs of changes ∆x{1,2,3,4} and ∆S1,{1,2,3,4} are obtained at the beginning,
twice in the middle, and once at the end of the time step interval. The new values xt+∆t
and S1,t+∆t are then computed from a weighted sum of these
xt+∆t = xt +
∆t
6
(∆x1 + 2∆x2 + 2∆x3 + ∆x4) (B.9a)
St+∆t = St +
∆t
6
(∆S1,1 + 2∆S1,2 + 2∆S1,3 + ∆S1,4) . (B.9b)
Since the RK4 scheme thus computes the new variables from their old and intermediate
values in a form that is symmetric with respect to the middle of the time step interval, this
corresponds to the construction required for the Stratonovich integral of Eq. (B.3b).
While the PV and RK4 schemes are of second and fourth order in the time step for
deterministic differential equations, they reduce to first order schemes in the stochastic case
[61]. The construction and application of higher order stochastic integrators is much more
involved and typically demands the evaluation of more than one stochastic process for each
time step [109]. The time steps for the integration were chosen according to the spectral
width of the differentiable part of the noise spectrum (i.e. c (t− t′) in Eq. (B.2)). Shorter
time steps did not lead to a change in the results and thus higher order integrators were
not deemed necessary.
Appendix C Morse Oscillator
Expectation Values
A simple check of correct thermalization in an oscillator can be performed by comparing
with the Boltzmann weighted expectation values of the isolated oscillator’s eigenstates. This
can only give an estimate since the coupled dynamics is different from the isolated one and
thus the eigenstates will shift due to the environmental influence. For relatively weak
coupling and a thermalized state that is still well bound, the deviation will not be too large
to invalidate the comparison.
Ref. [80] gives analytical expressions for matrix elements of the Morse oscillator using
its approximate eigenfunctions. However, the diagonal elements for the excited states are
not explicitly considered. The simplified expression (17) given there
M (1)mn =
ln k
a
δm,n +
NmNn
a2
m∑
i=0
n∑
j=0
(−1)i+j+1
i!j!
(
m+ b′
m− i
)(
n+ b
n− j
)
Γ (k + i+ j − n−m− 1) Ψ (k + i+ j − n−m− 1) , (C.1)
defies numerical calculation for diagonal elements of higher quantum numbers, as the Γ (·)
and Ψ (·) as well as the binomials contained therein result in numbers beyond the range
of even double precision floating point numbers available on the typical computer. Rather
than wielding the sword of arbitrary precision arithmetic, one can reevaluate the diagonal
matrix elements along a different route, leading to numerically simpler expressions. All of
the more exotic integrals used here are taken from Ref. [81].
Starting at expression (15) of Ref. [80] and using the notation given there
M (1)nn =
ln k
a
δnn +
NnNn
a
∞∫
0
e−zzb/2+b
′/2−1
(
− ln z
a
)
Lb
′
n (z)L
b
n (z) dz , (C.2)
where n is the quantum number of the eigenstate. a and k are parameters of the potential
such that the position coordinate transforms to z = k exp {−a (r − re)} with re the equilib-
rium distance. b = k−2n−1 and Nn =
(
abn!
Γ(k−n)
)1/2
is a prefactor which will be included in
the final expression. Of the two Laguerre polynomials L
b′/b
n , one is replaced by expression
(11) and one by expression (12) of Ref. [80], resulting in
M (1)nn =
ln k
a
+
N2n
a2
1
n!
n∑
i=0
(
n+ b
n− i
)
(−1)i+1
i!
∫ ∞
0
ln zzi−1
dn
dzn
(
exp {−z} zn+b
)
dz . (C.3)
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The integrals inside the sum over i require separate treatment for i = 0 and i ≥ 1, the
second being the simpler case. For i ≥ 1,
I1 =
∫ ∞
0
ln zzi−1
dn
dzn
(
exp {−z} zn+b
)
dz
= (−1)i (i− 1)! (n− i)!Γ (k + i− 2n− 1)
= (−1)i (i− 1)! (n− i)!Γ (b+ i) . (C.4)
For i = 0,
I1 =
∫ ∞
0
ln zzi−1
dn
dzn
(
exp {−z} zn+b
)
dz
= (−1)n
∫ ∞
0
dn
dzn
(
ln z
1
z
)(
exp {−z} zn+b
)
d z (C.5)
and using d
n
dzn
(
ln z 1z
)
= (an + (−1)n n! ln z) 1zn+1 with an = −an−1n− (−1)n (n− 1)!, a0 =
0, one finds
I1 = (−1)n
(∫ ∞
0
an exp {−z} zb−1 dz + (−1)n n!
∫ ∞
0
ln z exp {−z} zb−1 dz
)
= (−1)n (anΓ (b) + (−1)n n!Ψ (b) Γ (b))
= (−1)n (an + (−1)n n!Ψ (b)) Γ (b) , (C.6)
with Ψ (x) = ddx ln Γ (x). The actual integrations are carried out analogously to the iterative
procedure presented in Ref. [80]. Thus, the matrix element results in
M (1)nn =
ln k
a
− b
a
n∑
i=1
(i− 1)!Γ (b+ i)
i! (b+ i)!
− b
a
1
n!b!
((−1)n an + n!Ψ (b)) Γ (b)
=
ln k
a
− b
a
n∑
i=1
1
i (b+ i)
− 1
a
(
(−1)n an
n!
+ Ψ (b)
)
, (C.7)
ready for computation.
The evaluation of the second moments follows along similar lines
M (2)nn =
2 ln k
a
M (1)nn −
(
ln k
a
)2
+
N2n
a3
1
n!
n∑
i=0
(−1)i
i!
(
n+ b
n− i
)
∫ ∞
0
(ln z)2 zi−1
dn
dzn
(
exp {−z} zn+b
)
d z
=
2 ln k
a
M (1)nn −
(
ln k
a
)2
+
N2n
a3
1
n!
n∑
i=0
(−1)i
i!
(
n+ b
n− i
)
(−1)n
∫ ∞
0
dn
dzn
(
(ln z)2 zi−1
)(
exp {−z} zn+b
)
dz
=
2 ln k
a
M (1)nn −
(
ln k
a
)2
+
b
a2
n∑
i=0
(−1)i
i!
1
(n− i)! (b+ i)!I2 . (C.8)
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For i=0
dn
dzn
(
(ln z)2
1
z
)
=
(
an ln
2 z + bn ln z + cn
) 1
zn+1
(C.9)
with an = −an−1n,bn = −bn−1n+ 2an−1,cn = −cn−1n+ bn−1 and a0 = 1, b0 = 0, c0 = 0
I2 = (−1)n
∫ ∞
0
dn
dzn
(
(ln z)2 z−1
)(
exp {−z} zn+b
)
dz
= (−1)n
∫ ∞
0
(
an ln
2 z + bn ln z + cn
)
exp {−z} zb−1 dz
= (−1)n
(
an
(
Ψ2 (b) + ζ (2, b)
)
+ bnΨ (b) + cn
)
Γ (b) . (C.10)
For i>0
di−1
dzi−1
(
(ln z)2 zi−1
)
= ai−1 ln
2 z + bi−1 ln z + ci−1 , (C.11)
with aj = aj−1 (i− j), bj = bj−1 (i− j) + 2aj−1, cj = cj−1 (i− j) + bj−1, and a0 = 1,
b0 = 0, c0 = 0
dn−(i−1)
dzn−(i−1)
(
ai−1 ln
2 z + bi−1 ln z + ci−1
)
= b̃n−(i−1)z
−n+i−1 + ãn−(i−1) ln zz
−n+i−1 (C.12)
and with ãj = ãj−1 (−j + 1), b̃j = b̃j−1 (−j + 1) + ãj−1 and ã1 = 2ai−1, b̃1 = bi−1
I2 = (−1)n
∫ ∞
0
dn
dzn
(
(ln z)2 zi−1
)(
exp {−z} zn+b
)
dz
= (−1)n
∫ ∞
0
(
ãn−(i−1) ln z + b̃n−(i−1)
)
exp {−z} zb+i−1 dz
= (−1)n
(
ãn−(i−1)Ψ (b+ i) + b̃n−(i−1)
)
Γ (b+ i) . (C.13)
Adding all the terms results in
M (2)nn =
2 ln k
a
M (1)nn −
(
ln k
a
)2
− 2
a2
b
n∑
i=1
Γ (b+ i)
Γ (b+ i+ 1)
(i− 1)!
i!
[Ψ (n− i+ 1) − Ψ (i) − Ψ (b+ i)]
+
b
a2
1
b!n!
(−1)n
(
an
(
Ψ2 (b) + ζ (2, b)
)
+ bnΨ (b) + cn
)
Γ (b)
=
2 ln k
a
M (1)nn −
(
ln k
a
)2
− 2
a2
b
n∑
i=1
1
(b+ i) i
[Ψ (n− i+ 1) − Ψ (i) − Ψ (b+ i)]
+
1
a2
1
n!
(−1)n
(
an
(
Ψ2 (b) + ζ (2, b)
)
+ bnΨ (b) + cn
)
. (C.14)
As opposed to the direct evaluation of the matrix elements given in expression (17) and
(38) of Ref. [80], the terms given here for the diagonal terms present no numerical difficulties
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even for higher values of n and as Ψ and ζ are available in typical scientific libraries, they
can be computed straightforwardly. As a basic check of the validity of the results for the
thermalization of a Morse oscillator in contact to a heat bath, the Boltzmann weighted
averages of the expectation values M
(1)
nn and M
(2)
nn for a certain inverse temperature β are
used in Chap. 5.
Appendix D Prerequisites of a
Successful Stochastic
Propagation
The stochastic computation of open quantum system dynamics involves a number of
non trivial points that need to be handled carefully to obtain numerically stable results.
In order to provide the reader with the background to be able to reproduce the results
presented in this thesis, a discussion of these intricacies will be given in this appendix.
D.1 Hubbard-Stratonovich Transformation
The transformation introduced by Stratonovich [110] and popularized with the Feynman
operator labeling technique by Hubbard [39] allows the transformation of exponential func-
tionals quadratic in a system path into exponentials that are linear in that path but contain
an integration over the distribution of an auxiliary path. This transformation is used here
for the unraveling of the forward and backward system paths in the environmental influ-
ence functional described in Sec. 2.3. Since it is central to the evaluation of the SG SLN
dynamics, a brief derivation of the transformation is given here. For reasons of clarity, a
discrete version of the transformation applied to paths with N points is given first. The
continuous version is then introduced by way of analogy.
xi
i
x1
x2
xa
xb
xN−1
xN
Figure D.1: Time slicing of the stochastic auxiliary path. The correlation of two Gaussian
random variables xa and xb from a set of xi (i = 1 . . . N) will be computed.
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The auxiliary paths used in the transformation are Gaussian distributed random vari-
ables with zero mean and unit variance. Using the N -dimensional Gaussian integral
√
πN
detA
exp



1
4
N∑
i,j=1
A−1ij xixj


 =
∫
dNb exp


−
N∑
i,j=1
Aijbibj +
N∑
i=1
bixi


 , (D.1)
the correlation of two such Gaussian random variables xa and xb in a set of N with arbitrary
crossterms Aij can be obtained as the product of the two random variables xa and xb
integrated over the probability space of the distribution
∫
dNxxaxb
√
πN
detA
exp


−
∑
i,j
A−1ij xixj



=
∫
dNxxaxb
∫
dNb exp


−
∑
i,j
Aijbibj + i2
∑
i
xibi


 . (D.2)
The N − 2 integrals over dxi with i 6= a, b are trivial Fourier integrals, which, in turn,
allow for trivial integration of the N − 2 dbi integrals with i 6= a, b
=
∫
dNb (2π)N−2 Πi6=a,bδ (−2bi)
∫
d2xxaxb exp


−
∑
i,j
Aijbibj + i2xaba + i2xbbb



=
(2π)N−2
2N−2
∫
dba dbb
∫
dxa dxb xaxb
exp
{
−Aaab2a −Abbb2b − 2Aabbabb + i2xaba + i2xbbb
}
. (D.3)
With the 2 × 2 submatrix A[ab] and its inverse Ã =
(
A[ab]
)−1
, the dba and dbb
integrations yield
= πN−2
π√
detA[ab]
∫
dxa dxb xaxb exp
{
−Ãaax2a − Ãbbx2b − 2Ãabxaxb
}
=
πN−1√
detA[ab]
∫
dxb xb
√
π
Ãaa
−Ãabxb
Ãaa
exp
{
−Ãbbx2b +
Ã2ab
Ãaa
x2b
}
=
πN−1π√
detA[ab]
−πÃab√
ÃbbÃaa − Ã2ab
1
2ÃaaÃbb − 2Ã2ab
=
πN
2
√
detA[ab]
−Ãab
(
det Ã
) 3
2
=
πN
2
−Ãab
det Ã
=
πN
2
Aab . (D.4)
Thus, the correlation between the two random variables xa and xb is, indeed, determined
by the corresponding crossterm Aab
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〈xaxb〉 :=
∫
dNP xaxb
=
∫
dNx
1√
πN detA
exp


−
∑
i,j
A−1ij xixj


xaxb
=
1
2
Aab . (D.5)
With this in mind, integration of an exponential that is linear in the quantities bi over the
probability distribution of the auxiliary quantities xi can be transformed into an exponential
that is quadratic in the bi and contains the correlations between xi and xj
∫
dNP exp
{
N∑
i=1
xibi
}
=
∫
dNx
1√
πN detA
exp


−
∑
i,j
A−1ij xixj


 exp
{
∑
i
xibi
}
= exp



1
4
∑
i,j
biAijbj


 = exp



1
2
∑
i,j
bi 〈xixj〉 bj


 . (D.6)
The continuous case follows naturally. If the correlations are constructed such that
〈
x (t)x
(
t′
)〉
:=
∫
dP x (t)x
(
t′
)
=
∫
Dx 1
Z
exp
{
−
∫
ds duF (s− u)x (s)x (u)
}
x (t)x
(
t′
)
=
1
2
L
(
t− t′
)
, (D.7)
the equivalence of the exponential that is quadratic in the path b (t) to a stochastic linear
one can be shown
∫
dP exp
{∫
ds x (s) b (s)
}
=
∫
Dx 1
Z
exp
{
−
∫
ds duF (s− u)x (s)x (u)
}
exp
{∫
ds x (s) b (s)
}
= exp
{
1
4
∫
ds duL (s− u) b (s) b (u)
}
= exp
{
1
2
∫
ds du 〈x (s)x (u)〉 b (s) b (u)
}
, (D.8)
where Z is the normalization constant which is reabsorbed into the correlation.
82 Appendix D Prerequisites of a Successful Stochastic Propagation
D.2 Kernels of the Reservoir
In order to obtain the filters needed for the noise construction discussed in Sec. 2.5, either
the reservoir kernels or their Fourier transforms need to be known explicitly. The two parts
of the kernel (2.15)
L′ (τ) = 2~
∫
dω J (ω) coth
(
~ω
2kBT
)
cos (ωτ) (D.9a)
L′′ (τ) = 2~
∫
dω J (ω) sin (ωτ) (D.9b)
will be evaluated in the following. Due to the singularities contained therein, the integrals
need to be obtained via contour integrations. To facilitate this task, the coth (·) is replaced
by its series representation
coth (aω) =
1
a
+∞∑
n=−∞
ω
ω2 + ν2n
, νn =
πn
a
(D.10)
where νn = 2πn
kBT
~
are the Matsubara frequencies [26]. This substitution leads to
L′ (τ) = 2~
∫
dω J (ω) coth
(
~ω
2kBT
)
cos (ωτ)
= 2~
∫
dω J (ω)
2kBT
~
+∞∑
n=−∞
ω
ω2 + ν2n
cos (ωτ)
= 2~
2kBT
~
+∞∑
n=−∞
∫
dω J (ω)
ω
ω2 + ν2n
cos (ωτ) . (D.11)
While no such expansion is necessary for L′′, evaluation of both Eqs. (D.9b) and (D.11)
depend strongly on the spectral density of the reservoir. The two special cases considered
in this thesis
J (ω) = ηω
1(
1 + (ω/Ω)2
)κ κ = 1, 2 , (D.12)
where κ selects the quartic or the quadratic (Drude-Lorenz type) cutoff (with Ω the cutoff
frequency), will be covered in the following two sections.
D.2.1 Quadratic Cutoff
For Ohmic damping with Lorentz-Drude cutoff (κ = 1), inserting Eq. (D.12) into Eq. (D.11)
yields
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L′ (τ) =
= 2~
2kBT
~
+∞∑
n=−∞
∫ ∞
0
dω ηω
Ω2
Ω2 + ω2
ω
ω2 + ν2n
cos (ωτ) . (D.13)
The cos (·) can be substituted by its exponential representation which allows for the
integral over the real axis to be replaced by a contour integral
= 2~
2kBT
~
η
+∞∑
n=−∞
1
2
∫ +∞
−∞
Ω2
Ω2 + ω2
ω2
ω2 + ν2n
dω
(
1
2
exp {iωτ} + 1
2
exp {−iωτ}
)
= 2~
2kBT
~
η
+∞∑
n=−∞
1
2
∮
dω
Ω2ω2
(
1
2 exp {iωτ} + 12 exp {−iωτ}
)
(ω − iΩ) (ω + iΩ) (ω − i |νn|) (ω + i |νn|)
. (D.14)
The choice of which path to take for closing the contour in the complex plane depends on
the sign of τ . As shown in Fig. D.2 for τ > 0, the positive exponential is integrated around
the upper complex hemicircle and the negative exponential around the lower hemicircle
because only there the respective exponentials fall off to zero for infinite imaginary ω. For
the second term this incurs a prefactor of −1 for traversing the contour clockwise. Each of
exp{iωτ}
exp{−iωτ}
ℜ{ω}
ℑ{ω}
+i|ν±1|
+i|ν±2|
+i|ν±3|
−i|ν±1|
−i|ν±2|
−i|ν±3|
iΩ
−iΩ
Figure D.2: Contours taken in the complex plane in the integral of Eq. (D.14) for τ > 0.
the singularities enclosed by one of the contours has a corresponding singularity enclosed by
the other one for which the respective residues are of the same magnitude but of opposite
sign. The residues’ relative signs compensate for the prefactor for traversing the lower
hemicircle clockwise, and thus, the two parts of the integral contribute identical results.
Consequently, a negative sign of τ only changes which hemicircle is traversed for which
exponential, but the result of the integral is identical.
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With these contour specifications, the integrals of Eq. (D.14) yield
L′ (τ) = 2~
2kBT
~
η
1
2
2πi


+∞∑
n=−∞
n 6=0
(
Ω3 exp {−Ω |τ |}
2i (Ω2 − ν2n)
+
Ω2 |νn| exp {− |νn| |τ |}
(ν2n − Ω2) i2
)
+ 2
Ω2 12 exp {−Ωτ}
2iΩ


= 2πηkBTΩ
2
[
+∞∑
n=1
2
(
Ω exp {−Ω |τ |}
(Ω2 − ν2n)
− |νn| exp {− |νn| |τ |}
(−ν2n + Ω2)
)
+
1
Ω
exp {−Ω |τ |}
]
. (D.15)
The sum in this expression, however, is not convergent for τ = 0. This may be problematic
for the kernel evaluation. As described in Sec. 2.5 for the noise construction procedure,
only the Fourier transform of L′ is needed. As can be seen in the following, the Fourier
transform of Eq. (D.15) is convergent for all ω, even though Eq. (D.15) itself diverges for
τ = 0. Taking the Fourier transform of Eq. (D.13) with
∫
dτ exp {−iντ} cos (ωτ) = π (δ (ν − ω) + δ (ν + ω)) (D.16)
yields
L′ (ν) = 4kBTπη
∞∑
n=−∞
∞∫
0
dω
Ω2ω2
(Ω2 + ν2) (ν2 + ν2n)
(δ (ν − ω) + δ (ν + ω))
= 4kBTπηΩ
2
∞∑
n=−∞
ν2
(Ω2 + ν2) (ν2 + ν2n)
2
= 4kBTπηΩ
2
[ ∞∑
n=1
4
ν2
(Ω2 + ν2) (ν2 + ν2n)
+
2
Ω2 + ν2
]
. (D.17)
As it turns out, this is identical to taking the Fourier transform of the expression for L′ (τ)
above.
A similar procedure is performed for the friction kernel
L′′ (τ) = 2~
∫ +∞
0
dω ηω
Ω2
Ω2 + ω2
sin (ωτ)
= 2~
1
2
∫ +∞
−∞
dω ηω
Ω2
(ω − iΩ) (ω + iΩ) sin (ωτ)
= 2~
1
2
∫ +∞
−∞
dω ηω
Ω2
(ω − iΩ) (ω + iΩ)
(
1
2i
exp {iωτ} − 1
2i
exp {−iωτ}
)
= 2~
1
2
∮
dω ηω
Ω2
(ω − iΩ) (ω + iΩ)
(
1
2i
exp {iωτ} − 1
2i
exp {−iωτ}
)
. (D.18)
The contours for this integral are the same as those given in Fig. D.2 for Eq. (D.14).
Likewise, with the same explanation as for Eq. (D.14), the magnitudes of the integrals of
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the two parts are identical in Eq. (D.18). Here, however, their signs depend on the sign of
τ
L′′ (τ) = 2~η
1
2
2πi
iΩ3
2iΩ
2
2i
exp {−Ω |τ |} signτ
= ~
η
2
Ω2 exp {−Ω |τ |} signτ . (D.19)
The friction kernel is not temperature dependent, but for the fluctuation kernel a special
treatment is necessary for the low temperature limit T → 0. Using the integral [111]
∫
dx
x
x2 + a
exp {ibx} = 1
2
(
e−
√
abEi
(
ibx+
√
ab
)
+ e
√
abEi
(
ibx−
√
ab
))
(D.20)
where Ei (x) =
∫ x
−∞ dt
et
t , the fluctuation kernel evaluates to
L′ (τ) = 2~
∫ ∞
0
dω ηω
Ω2
Ω2 + ω2
1
2
(exp {iωτ} + exp {−iωτ})
= ~ηΩ2
∫ ∞
0
dω
ω
Ω2 + ω2
(exp {iωτ} + exp {−iωτ})
= ~ηΩ2
1
2
[
e−ΩτEi (iτω + Ωτ) + eΩτEi (iτω − Ωτ)
+ eΩτEi (−iτω − Ωτ) + e−ΩτEi (−iτω + Ωτ)
]∞
0
= ~ηΩ2
1
2
[
2e−ΩτEi (Ωτ) + 2eΩτEi (−Ωτ)
]
= ~ηΩ2
[
eΩτEi (−Ωτ) + e−ΩτEi (Ωτ)
]
. (D.21)
The expressions for the upper limit (∞) cancel, because, according to
lim
x→+∞
Ei (±ibx+ c) = lim
x→∞
±ibx+c∫
−∞
d t
et
t
= lim
ε→0
∮
d t
et
t∓ iε (D.22)
= lim
ε→0
±2πi et
∣∣
t=±iε
= ±2πi , (D.23)
they are equal in magnitude but opposite in sign. As shown in Fig. D.3, the contour
integral is taken around the second/third quadrant depending on the sign of ±ibx. Adding
the quarter circle at infinity adds nothing to the integral as 1t vanishes there and
∣∣et
∣∣ is finite
for ℜt < +∞. The resulting sign of the expression is the compensation for traversing the
contour clockwise in the negative case. For consistency, the branch cut for Ei (x) is taken
to be outside the contour.
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Ei(+ibx+ c)
Ei(−ibx+ c)
c
ℜ{t}
ℑ{t}
iǫ
−iǫ
Figure D.3: Contours taken in the complex plane in the integral of Eq. (D.22).
D.2.2 Quartic Cutoff
For the quartic cutoff (κ = 2), similar but different contour integrals need to be evaluated.
The same considerations about the contours as presented in Fig. D.2 apply here. The
singularities at ±iΩ are of second order; however,
L′ (τ) = 2~
2kBT
~
+∞∑
n=−∞
∫ ∞
0
dω ηω
Ω4
(Ω2 + ω2)2
ω
ω2 + ν2n
cos (ωτ)
= 2~
2kBT
~
η
+∞∑
n=−∞
1
2
∫ +∞
−∞
dω
Ω4ω2 cos (ωτ)
(ω − iΩ)2 (ω + iΩ)2 (ω − i |νn|) (ω + i |νn|)
= 2~
2kBT
~
η
+∞∑
n=−∞
1
2
∮
dω
Ω4ω2
(
1
2 exp {iωτ} + 12 exp {−iωτ}
)
(ω − iΩ)2 (ω + iΩ)2 (ω − i |νn|) (ω + i |νn|)
. (D.24)
According to Cauchy’s Residue Theorem, for the residues of poles of order n at z = a
Resaf (z) =
1
(n− 1)! limz→a
∂n−1
∂zn−1
[(z − a)n f (z)] . (D.25)
In order to evaluate Eq. (D.24), the following derivatives are needed
∂
∂ω
ω2 12 exp {±iωτ}
(ω ± iΩ)2 (ω2 + ν2n)
=
ω exp {±iωτ}
(ω ± iΩ)2 (ω2 + ν2n)
± ω
2 1
2 iτ exp {±iωτ}
(ω ± iΩ)2 (ω2 + ν2n)
− ω
2 exp {±iωτ}
(ω ± iΩ)3 (ω2 + ν2n)
− ω
3 exp {±iωτ}
(ω ± iΩ)2 (ω2 + ν2n)2
=
ω2 12 exp {±iωτ}
(ω ± iΩ)2 (ω2 + ν2n)
[
2
ω
± iτ − 2
ω ± iΩ −
2ω
ω2 + ν2n
]
, (D.26)
and for ν0 = 0
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∂
∂ω
1
2 exp {±iωτ}
(ω ± iΩ)2
=
1
2 exp {±iωτ}
(ω ± iΩ)2
(
±iτ − 2
ω ± iΩ
)
. (D.27)
Inserting these derivatives into Eq. (D.24) yields
L′ (τ) = 2~
2kBT
~
η
1
2
Ω4


+∞∑
n=−∞,n 6=0
2πi
(
−Ω2 12 exp {−Ωτ}
−4Ω2 (−Ω2 + ν2n)
[
− i
Ω
+ iτ − 2iΩ−Ω2 + ν2n
]
+
−Ω2 12 exp {−Ωτ}
−4Ω2 (−Ω2 + ν2n)
[
− i
Ω
+ iτ − 2iΩ−Ω2 + ν2n
]
−ν
2
n
(
1
2 exp {− |νn| τ} + 12 exp {− |νn| τ}
)
(−ν2n + Ω2)2 i2 |νn|
)
+ 2πi
exp {−Ωτ}
−4Ω2
(
iτ − 1
iΩ
)]
= 4kBTπηΩ
4


+∞∑
n=−∞,n 6=0
(
−
1
4 exp {−Ωτ}
(−Ω2 + ν2n)
(
τ − 1
Ω
− 2Ω−Ω2 + ν2n
)
−
1
2 |νn| exp {− |νn| τ}
(−ν2n + Ω2)2
)
+
1
4
exp {−Ωτ} 1
Ω2
(
τ +
1
Ω
)]
= 4kBTπηΩ
4
[
+∞∑
n=1
(
1
2
exp {−Ω |τ |}
(Ω2 − ν2n)
(
|τ | + 1
Ω
ν2n + Ω
2
Ω2 − ν2n
)
− |νn| exp {− |νn| |τ |}
(Ω2 − ν2n)2
)
+
1
4
exp {−Ω |τ |} 1
Ω2
(
|τ | + 1
Ω
)]
. (D.28)
Once again, the evaluation of this expression for the low temperature limit needs to be
performed along a different route. Using the integral [111]
∫
dx
x
(x2 + a)2
exp {ibx} =
1
4
(
be−
√
abEi (ibx+
√
ab)√
a
− be
√
abEi (ibx−√ab)√
a
− 2e
ibx
x2 + a
)
, (D.29)
the fluctuation kernel for T → 0 evaluates as
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L′ (τ) = 2~
∫ ∞
0
dω ηω
Ω4
(Ω2 + ω2)2
1
2
(exp {iωτ} + exp {−iωτ})
= ~ηΩ4
∫ ∞
0
dω
ω
(Ω2 + ω2)2
(exp {iωτ} + exp {−iωτ})
= ~ηΩ4
1
4
[ τ
Ω
(
e−ΩτEi (iτω + Ωτ) − eΩτEi (iτω − Ωτ)
−eΩτEi (−iτω − Ωτ) + e−ΩτEi (−iτω + Ωτ)
)
− 4 cos (τω)
ω2 + Ω2
]∞
0
= ~ηΩ4
1
4
[
τ
Ω
(
−2e−ΩτEi (Ωτ) + 2eΩτEi (−Ωτ)
)
+
4
Ω2
]
= ~ηΩ2
[
τΩ
2
(
eΩτEi (−Ωτ) − e−ΩτEi (Ωτ)
)
+ 1
]
, (D.30)
where the expressions for the upper limit (∞) cancel (see Eq. (D.21)).
For the residue of the pole of second order in the evaluation of the friction kernel, the
following derivative is needed
∂
∂ω
ω exp {±iωτ}
(ω ± iΩ)2
=
ω exp {±iωτ}
(ω ± iΩ)2
(
1
ω
± iτ − 2
ω ± iΩ
)
. (D.31)
With Eq. (D.31), calculation of the contour integral is straightforward
L′′ (τ) = 2~
∫ +∞
0
dω ηω
Ω4
(Ω2 + ω2)2
sin (ωτ)
= 2~
1
2
∫ +∞
−∞
dω ηω
Ω4
(ω − iΩ)2 (ω + iΩ)2
(
1
2i
exp {iωτ} − 1
2i
exp {−iωτ}
)
= ~ηΩ4
∮
dω
ω
(ω − iΩ)2 (ω + iΩ)2
(
1
2i
exp {iωτ} − 1
2i
exp {−iωτ}
)
= ~ηΩ42πi
iΩ exp {−Ωτ}
−4Ω2
i
i
τ
= ~
π
2
ηΩ3 exp {−Ω |τ |} τ . (D.32)
As in the previous case, the contours chosen are the same as depicted in Fig. D.2. Since the
friction kernel is independent of the temperature, no special considerations are necessary
here.
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D.2.3 Strictly Ohmic Reservoir
As the limit of strictly Ohmic damping is approached, the cutoff is removed independent of
its form. The evaluation of the kernels is simpler than in the previous two cases
L′ (τ) = 2~
2kBT
~
+∞∑
n=−∞
∫ ∞
0
dω ηω
ω
ω2 + ν2n
cos (ωτ)
= 2~
2kBT
~
η
+∞∑
n=−∞
1
2
∫ +∞
−∞
dω
ω2 cos (ωτ)
(ω − i |νn|) (ω + i |νn|)
= 2~
2kBT
~
η
+∞∑
n=−∞
1
2
∮
dω
ω2
(
1
2 exp {iωτ} + 12 exp {−iωτ}
)
(ω − i |νn|) (ω + i |νn|)
= 2~
2kBT
~
η
1
2
+∞∑
n=−∞,n 6=0
2πi
(
−ν
2
n
(
1
2 exp {− |νn| τ} + 12 exp {− |νn| τ}
)
i2 |νn|
)
= −4πkBTη
+∞∑
n=1
|νn| exp {− |νn| τ} . (D.33)
Just like in the case of a Drude cutoff, this result is not convergent for τ = 0. Therefore,
the Fourier domain result is evaluated here
L′ (ν) = 2~
∞∫
0
dω ηω coth
(
~ω
2kBT
) ∞∫
−∞
dτ√
2π
exp {−iτν} cos (ωτ)
= 2~
∞∫
0
dω ηω coth
(
~ω
2kBT
) √
2π
2
(δ (ν − ω) + δ (ν + ω))
=
√
2π~ην coth
(
~ν
2kBT
)
. (D.34)
A similar problem appears for the friction kernel. But the Fourier domain result is of
particularly simple structure as it does not contain any singularities or divergences in the
result
L′′ (ν) = 2~
∞∫
0
dω ηω
∞∫
−∞
dτ√
2π
exp {−iτν} sin (ωτ)
= 2~
∞∫
0
dω ηω
√
2π
2
i (δ (ν + ω) − δ (ν − ω))
=
√
2πi~
∞∫
0
dω ηωδ (ν + ω) −
−∞∫
0
dω ηωδ (ν + ω)
=
√
2πi~
∞∫
−∞
dω ηωδ (ν + ω)
= −
√
2π~ηνi . (D.35)
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As shown in this section, for the two cutoffs and the strictly Ohmic case, the kernels
evaluate to expressions that can be used directly in the noise construction. Either the
time domain result or their Fourier transforms can be used and it is sufficient if one of
them can be evaluated numerically. For other spectral densities, a similar procedure can be
performed. Even discrete sets of reservoir modes are possible. The kernels in such a case
would be constructed separately for each mode and their sums would be used subsequently.
D.3 Guide Trajectory Integration
As shown in Sec. 2.4, the dynamical shift of the mean of the noise due to the introduction
of a guide trajectory requires the convolution of the history of that guide trajectory with
the dynamical response function of the reservoir χR (τ)
a (t) =
∫ t
0
dt′ χR
(
t− t′
)
r̄
(
t′
)
. (D.36)
Since this convolution has to be computed at every time step and is necessary for the
evaluation of the next step, it has to be performed explicitly and cannot be recast into
two Fourier transforms and a multiplication operation. As such it would be an O(N2)
operation, where N is the number of time steps. This, however, would incur a tremendous
performance penalty.
For suitable spectral densities of the reservoir, the integration can be recast into an
O(N) alternative as shown in the next sections. Both forms according to Eq. (D.12) as well
as the strictly Ohmic reservoir allow this substitution.
D.3.1 Quadratic Cutoff
For the spectral density with a Drude-Lorentz cutoff and the cutoff frequency Ω
J (ω) = ηω
1
1 + (ω/Ω)2
, (D.37)
as shown in Sec. D.2.1 the dynamic response function takes the form
χR (τ) = α exp {−βτ} , (D.38)
with α and β cutoff and coupling dependent parameters. The computation of the convolu-
tion integral simplifies to
a (t) = α exp {−βt}
t∫
0
dt′ r̄
(
t′
)
exp
{
βt′
}
. (D.39)
For the numerical simulation, this integral is rewritten as a sum. The times t and t′ are
reduced to integer indices into the array r̄ [t], whose elements are equidistantly spaced by
the time step ∆. The discrete form of Eq. (D.39) takes the form
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a (t) ≈ α exp {−βt}
t∑
t′=1
∆r̄
[
t′∆
]
exp
{
βt′∆
}
= αs [t− 1]∆ + χR (0) r̄ [t]∆ , (D.40)
with the auxiliary variable
s [t] = (s [t− 1] + r̄ [t]) exp {−β∆} (D.41)
and its initial value s [0] = r̄ [0] exp {−β∆}. The last expression of (D.40) includes a separate
term for χR (0) to account for the shift in the integration variables from Eq. (D.38) according
to the modification introduced in Sec. 2.4.1, χR (t) → χ̃R (t) = χR (t) − µδ (t). This δ (t)
term is computed numerically during noise initialization with the discretized variant of
Eq. (A.4) and has to be accounted for numerically in Eq. (D.40) as well.
D.3.2 Quartic Cutoff
A similar construction is possible for the quartic cutoff
J (ω) = ηω
1
(
1 + (ω/Ω)2
)2 . (D.42)
Here, the dynamic response function from Sec. D.2.2 includes an additional pre-factor τ
χR (τ) = ατ exp {−βτ} . (D.43)
The convolution of the guide trajectory with this kernel can be split into two parts
a (t) = α exp {−βt}
[
t
∫ t
0
dt′ exp
{
βt′
}
r̄
(
t′
)
−
∫ t
0
dt′ t′ exp
{
βt′
}
r̄
(
t′
)]
. (D.44)
Again, these integrals can be written in form of sums over discrete time steps ∆
a (t) ≈ α exp {−βt∆}
[
t∆
t∑
t′=1
∆ exp
{
βt′∆
}
r̄
[
t′
]
−
t∑
t′=1
t′∆∆ exp
{
βt′∆
}
r̄
[
t′
]
]
= α∆ (s [t− 1] t∆ − s̃ [t− 1]) + χR (0) r̄ [t]∆ (D.45)
with the two auxiliary variables
s [t] = (s [t− 1] + r̄ [t]) exp {−β∆} (D.46a)
s̃ [t] = (s̃ [t− 1] + r̄ [t] t∆) exp {−β∆} (D.46b)
and their initial values s [0] = r̄ [0] exp {−β∆} and s̃ [0] = 0. The statement about χR (0)
applies just like in Eq. (D.40).
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D.3.3 Strictly Ohmic Reservoir
For the limit of infinite cutoff frequency, Sec. D.2.3 computes the dynamical response func-
tion in the frequency domain
χR (ν) =
√
2π2ηνi . (D.47)
In the time domain, this corresponds to a derivative of the Dirac delta distribution which
is inadequate for a numerical computation of the noise force samples and therefore is not
given in Sec. D.2.3, but computation of the guide trajectory convolution is possible
a (t) =
∫ t
0
dt′ χR
(
t− t′
)
r̄
(
t′
)
=
∫ t
0
dt′ r̄
(
t′
)
2
∞∫
−∞
dν exp
{
−iν
(
t′ − t
)}
ηiν
= −
√
2π2η
∫ t
0
dt′ r̄
(
t′
)
δ′
(
t′ − t
)
. (D.48)
Using the distribution property
∞∫
−∞
dx δ′ (x)φ (x) = −φ′ (0)
and noting that the distribution is localized at the upper bound of the integral finally yields
a (t) =
√
2πηr̄′ (t) . (D.49)
Only the last two time steps of the guide trajectory need to be known to calculate this
derivative numerically, i.e., the convolution is computed as
a [t] ≈
√
2π
η
2
(r̄ [t] − r̄ [t− 1]) (D.50)
in a finite difference approximation.
The expressions obtained in the last three subsections all show that the convolution
integrals for the reservoir spectral densities used in this thesis can be substituted by time
local expressions. This eliminates the need for convolution operations that are of order
O(N2) and dramatically reduces the impact of the guide trajectory transformation on the
computational cost.
D.4 Computation of Matrix Elements and Expectation
Values
The semiclassical propagation scheme allows for the analytical calculation of expectation
values from the coherent states that comprise the final density matrix. For the unified
sampling according to Chap. 3, each pair of trajectories provides a contribution to the final
result which is incoherently (i. e., on the level of the density matrix) added to the other
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ones. Inserting the propagator from Eq. (3.5) into the density propagation scheme Eq. (3.4)
results in
〈
Â
〉
= trÂρf
=
∫
dP
∫
dxi dx
′
i dxf dx
′
f
〈
x′f
∣∣∣ Â
∣∣∣xf
〉
K̂aξ,ν (xf , xi) K̂
b∗
ξ,ν
(
x′f , x
′
i
)
ρ
(
xi, x
′
i
)
=
∫
dP
1
(2π~)2
〈
gσ
(
p′f , q
′
f
) ∣∣∣ Â
∣∣∣gσ (pf , qf)
〉
R (pi, qi, t)R
∗ (p′i, q′i, t
)
e
i
~
(S(pi,qi,t)−S(p′i,q′i ,t)) 〈gσ (pi, qi) | Ψ0〉
〈
Ψ0
∣∣ gσ
(
p′i, q
′
i
) 〉
(D.51)
where the integrations over the forward and backward, initial and final coordinate spaces
have been eliminated and the remaining one is over the noise force distribution and ini-
tial forward and backward phase spaces P = (ξ, ν, pi, qi, p
′
i, q
′
i). Since the semiclassically
propagated wave function is represented by a number of (phase-corrected) Gaussians, any
expectation value is composed of a set of such Gaussians sandwiching the respective observ-
able. Calculation of the overlaps, prefactors (R (pf , qf)), and action expressions has already
been dealt with in Sec. 3.1. The Gaussian expectation values
〈
g
∣∣∣ Â
∣∣∣g
〉
for a few observables
will be given here.
The first moment of position evaluates to
〈
gσ
(
p′, q′
) ∣∣ x̂
∣∣gσ (p, q)
〉
=
=
∫
dx
√
σ
π
exp
{
−σ
2
(
x− q′∗
)2 − ip′∗
(
x− q′∗
)
− σ
2
(x− q)2 + ip′′ (x− q)
}
x
=
∫
dx
√
σ
π
exp
{
−σx2 +
(
σq′∗ + σq − ip′∗ + ip
)
x+ ip′∗q′∗ − ipq − σ
2
q′∗2 − σ
2
q2
}
x
=
∫
dx
√
σ
π
exp
{
−σ (x− r̄)2 + σr̄2 + ip′∗q′∗ − ipq − σ
2
q′∗2 − σ
2
q2
}
x
= r̄ exp
{
σr̄2 + ip′∗q′∗ − ipq − σ
2
q′∗2 − σ
2
q2
}
(D.52)
with r̄ = q+q
′∗
2 + i
p−p′∗
2σ . Similarly, the second moment of position results in
〈
gσ
(
p′, q′
) ∣∣ x̂2
∣∣gσ (p, q)
〉
=
(
1
2σ
+ r̄2
)
exp
{
σr̄2 + ip′∗q′∗ − ipq − σ
2
q′∗2 − σ
2
q2
}
.
(D.53)
The energy expectation value is calculated from the sum of the kinetic and the potential
part. With the second derivative of a Gaussian
〈x|△ |gσ (p, q) 〉 =
= △ exp
{
−σ
2
(x− q)2 + ip (x− q)
}
= ▽ (−σ (x− q) + ip) 〈x| gσ (p, q) 〉
= −σ 〈x| gσ (p, q) 〉 + (−σ (x− q) + ip)2 〈x| gσ (p, q) 〉
=
(
σ2x2 − 2σxq + σ2q − 2σ (x− q) ip− p2 − σ
)
〈x| gσ (p, q) 〉
=
(
σ2x2 − 2
(
σ2q + σip
)
x+ σ2q2 + 2iσqp − p2 − σ
)
〈x| gσ (p, q) 〉 , (D.54)
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the kinetic energy results in
〈
gσ
(
p′, q′
) ∣∣∣∣−
1
2m
△
∣∣∣∣gσ (p, q)
〉
=
− 1
2m
(
σ2
(
1
2σ
+ r̄2
)
− 2
(
σ2q + σip
)
r̄ + σ2q2 + 2iσqp − p2 − σ
)
exp
{
σr̄2 + ip′∗q′∗ − ipq − σ
2
q′∗2 − σ
2
q2
}
. (D.55)
Inserting the Morse oscillator discussed in Chap. 5, i.e.,
V (x) = D [1 − exp {−κx}]2 = D − 2D exp {−κx} +D exp {−2κx} (D.56)
into a Gaussian bracket results in
〈
gσ
(
p′, q′
) ∣∣∣ V̂
∣∣∣gσ (p, q)
〉
=
− 2D exp
{
σ
(
r̄ − κ
2σ
)2
+ ip′∗q′∗ − ipq − σ
2
q′∗2 − σ
2
q2
}
+D exp
{
σr̄2 + ip′∗q′∗ − ipq − σ
2
q′∗2 − σ
2
q2
}
+D exp
{
σ
(
r̄ − κ
σ
)2
+ ip′∗q′∗ − ipq − σ
2
q′∗2 − σ
2
q2
}
. (D.57)
With the potential and kinetic contribution the total energy expectation value yields
〈
gσ
(
p′, q′
) ∣∣∣ Ê
∣∣∣gσ (p, q)
〉
=
(
−2D exp
{
−r̄ κ
2
+
κ2
4σ
}
+D +D exp
{
−r̄κ+ κ
2
σ
}
− 1
2m
((
σ
2
(
q − q′∗
)
+ i
1
2
(
p+ p′∗
))2
− σ
2
))
exp
{
σr̄2 + ip′∗q′∗ − ipq − σ
2
q′∗2 − σ
2
q2
}
. (D.58)
For the harmonic oscillator potential V (x) = mω
2
2 x
2 studied in Chap. 4, the Gaussian
bracket is much simpler
〈
gσ
(
p′, q′
) ∣∣∣ V̂
∣∣∣gσ (p, q)
〉
=
mω2
2
(
1
2σ
+ r̄2
)
exp
{
σr̄2 + ip′∗q′∗ − ipq − σ
2
q′∗2 − σ
2
q2
}
. (D.59)
With this expression, the total energy expectation value in the harmonic case results in
〈
gσ
(
p′, q′
) ∣∣∣ Ê
∣∣∣gσ (p, q)
〉
=
− 1
2m
((
σ
2
(
q − q′∗
)
+ i
1
2
(
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))2
− σ
2
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+
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)
. (D.60)
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Since the Gaussians are supposed to be coherent states of the harmonic oscillator, i.e.,
σ = ωm, this can be simplified to
〈
gσ
(
p′, q′
) ∣∣∣ Ê
∣∣∣gσ (p, q)
〉
=
1
2m
(
σ2
(
q +
i
σ
p
)(
q′ +
i
σ
p′
)∗
+ σ
)
. (D.61)
All of the expressions given in this section can now be computed during the trajectory
evaluation. Compared with the propagation of the EOMs of the trajectories, their com-
putation is relatively costly as it involves the evaluation of complex exponential functions.
Since the propagation does not depend on them, they do not need to be evaluated at every
time step but only when needed.
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[107] van Kämpen, N.G.
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