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Preface
SINCE the first evidence of the existence of cosmic rays (c. 1910) and the first hints of
a new ghost particle later on named “neutrino” (c. 1920) has passed a century. During
this time, many experiments and theoretical ideas have expanded our knowledge about
the most fundamental particle physics and the most extreme astrophysical processes in
the Universe. One of these ideas was proposed half a century ago: neutrino telescopes,
the feasibility of which has been proven during the last decade. They aim to provide a
crucial contribution to the understanding of the physical processes hosted in the many
astrophysical objects by the detection of high energy neutrinos. Eventually, they may
provide an answer to the origin of the cosmic rays. It has been during the last years
that they provided the first evidence of the existence of high energy cosmic neutrinos.
This work represents an effort in this direction.
In this thesis, multiple analyses have been performed using data of the ANTARES
neutrino telescope in order to look for correlations of high energy neutrinos with known
gamma-ray astrophysical sources. The ones that have been studied in this work are
Active Galactic Nuclei, X-Ray Binaries and the Crab Pulsar Wind Nebula. In addition
to the coincidence in space of neutrinos coming from these sources, it has been used
the time information expected from their photon emissions at high energies (X-rays and
gamma-rays). This reduces substantially the background and therefore the amount of
signal required for a discovery in these point source analyses. In parallel, this work also
included the improvement of the time calibration procedure for the ANTARES detector.
The structure of this manuscript is as follows. First, the physics involved and
the justification of the neutrino candidate sources are introduced in chapter 1. Then,
the detection principle of neutrino astronomy and the state of the art about neutrino
telescopes are presented. In chapter 2, the ANTARES neutrino telescope is described.
Performance and simulations are reported in chapter 3.
Chapter 4 is devoted to the time calibration of the detector. In particular, the
operation of the controlled pulse light devices (optical beacons) and the analysis of
their data are described. Its performance along the time has been evaluated and the
success of the automation of the processes means a valuable asset for this crucial task
in a neutrino telescope, useful for present and future detectors.
In chapter 5 the astronomy at X-ray energies and above are described, introducing
1
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the telescopes used to obtain the time information of the photon emissions of the
candidate sources analysed here. Their characterisation and the definition of the flare
periods are also covered.
These analyses are based on an extended maximum likelihood ratio technique, which
is described in detail in chapter 6 together with the optimisation procedures. Finally, the
application of this technique to the analysed sources and the results derived from it are
presented in chapter 7, where conclusions and limits on neutrino fluxes are discussed.
2
1The dawn of the neutrino astronomy
MORE than half a century since the basic ideas on how to detect cosmic neutrinos
were put forward [1], the observation of high-energy neutrinos from outside the Earth
was announced by IceCube [2]. This breakthrough settles neutrino astronomy as a new
field of Science and strongly encourages the construction of larger neutrino telescopes,
such as KM3NeT.
In this chapter, the main motivations to pursue the experimental study of high-
energy neutrinos are presented. The pending issues in high-energy cosmic-rays are
discussed in section 1.1. After a brief history of the neutrino and what is presently known
about this particle, section 1.2 introduces the use of neutrinos as cosmic messengers.
Section 1.3 covers at length the connection between sources of cosmic-rays, neutrinos
and gamma-rays. The features of gamma-ray emission used to identify the best neutrino
candidate sources are explained and the rationale for the analyses performed in this work
is exposed. Finally, the principles of neutrino astronomy and neutrino telescopes are
described in section 1.5, where the IceCube discovery is also reported.
1.1 The Cosmic-Ray conundrum
In 1912 Viktor F. Hess reported [3] that the atmospheric ionization stops decreasing
at an altitude of around 1 km above sea level and starts to increase thereon, providing
evidence of the existence of what was later coined by Robert A. Millikan [4] as cosmic-
rays (CRs). This radiation is composed of high-energy charged particles (to which
nowadays the term “cosmic ray” refers) and ionizing photons (X-rays and gamma-
rays) which continuously bombard the Earth from outer space. In 1939 Pierre Auger
found [5] bursts of cosmic radiation events, known as air showers, consequence of a
single CR with enough energy to generate a cascade of secondary CRs when interacting
with the atmosphere. How and where CRs are produced to a large extent still remains
3
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unclear, although considerable advance has been made to understand their origin.
For gamma-rays, things are somewhat clearer. Since they point back to their source,
known optical astrophysical counterparts can often be identified. Their energy spectra
are satisfactorily explained by electron acceleration followed by synchrotron radiation
and inverse Compton scattering (see section 1.4, and refer to sections 5.2, 5.3 and 5.4
for an introduction on gamma and X-ray astronomy).
However, since charged particles are deflected by magnetic fields, CRs have not
been unambiguously associated to astrophysical sources. Even though a first evidence
of hadronic acceleration was given by the Fermi satellite in 2013 (see section 1.4), a
direct proof of this acceleration for most of the energy range is lacking and the proposed
acceleration sites are still an educated guess. Likewise, the mechanisms to accelerate
CRs to such high energies are still unclear, being the Fermi and diffusive accelerations
the preferred explanations (see section 1.1.1).
Primary CRs —i.e.: those reaching the Earth from space as opposed to the sec-
ondary products of their interaction with their atmosphere— are mainly composed of
protons (85%), helium (12%) and heavier nuclei (1%) [6]. Most of them are low en-
ergy, below few GeV, and are generated by solar flares, being the Sun the dominant
contributor at these energies. This is the most important radiation for satellites, space
vessels and humans in space.
The CR composition changes with energy. At ∼10GeV, protons and helium make
up 94.6% and 4.5% of the CRs [7] respectively. The composition of CRs above PeV is
hard to measure since they are not directly detected but inferred from the air showers
they produce in the atmosphere. This is due to the low CR fluxes at these energies and
the limited size that can be reached by detectors in space. Balloon and space-based
experiments for direct detection cannot currently exceed a few meters while air-shower
detectors can be as large as hundreds of squared kilometres. The CR flux above PeV
energies is less than one event per year per square meter.
Electrons, positrons and antiprotons are found in primary CRs, but they make up
less than 1% of the total. No trace of anti-helium or higher nuclei has been found so far.
Electron and positron spectra change their spectral index from ∼2 to ∼3 around 5GeV
and present a cutoff around 1TeV. They are expected to be locally generated, since the
Galactic magnetic field induces important synchrotron losses. The antimatter compo-
nent is in agreement with what could be expected from high energy particle interactions
only: the positron/electron fraction increases above 10GeV which could be explained
by contributions from nearby sources emerging above a background suppressed at high
energy by synchrotron losses. The antiproton spectrum presents evidences of being
produced by high energy CR interactions with the interstellar medium.
The CR flux above GeV (see Figure 1.1) can be described by a broken power-law:
dφ
dE
∝ E−γ
where E is the energy of the primary particle and γ is the so-called spectral index.
The spectral index is about 2.7 from several GeV to ∼400TeV, where it changes to
4
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The Cosmic Ray Spectrum
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Figure 1.1: The Cosmic Ray spectrum as a function of the energy per nucleus.
Below few GeV, the contribution of particles coming from the Sun is dominant.
Bottom plot: detail of air shower measurements at higher energies. Plots adapted
from ref. [6] (top) and [7] (bottom).
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Figure 1.2: Hillas plot [10,
11] of astrophysical objects in
which CRs could be acceler-
ated (see text for explana-
tions). Plot extracted from
ref. [6].
3.3 in a spectrum feature called the “knee”. This value continues mostly constant
until an energy of ∼3EeV, where it changes again to 2.6 in a flattening called the
“ankle”. At ∼500PeV there is evidence of the existence of a break in the spectrum
called the “second knee”. CRs above the ankle are usually called Ultra High Energy
CRs (UHECRs) and the flux is suppressed above 100EeV. This decrease in the CR flux
possibly corresponds to the predicted Greisen-Zatsepin-Kuzmin (GZK) cutoff [8, 9], and
is due to the fact that CRs above 60EeV have a high probability to interact with the
Cosmic Microwave Background Radiation (CMBR) through the Delta resonance (see
section 1.3), producing pions.
These particularities of the CR spectrum have been postulated as indications of
the different CR source populations that differ in energy range and location. The CRs
below the knee are believed to be of Galactic origin and their decrease above the knee
is thought to be due either to the sources reaching their maximum possible energy
or to the fact that the Galactic magnetic field is unable to contain the CRs at this
energy. On the other hand, UHECRs above the ankle are expected to correspond to
a population of extragalactic origin, since they cannot be contained by the Galactic
magnetic fields nor the astrophysical objects in the Galaxy meet the requirements to
accelerate at such energies.
If a CR gains energy by, for example, diffusive shock acceleration (see section 1.1.1),
at a certain moment its energy will be high enough to escape the acceleration region,
since the magnetic field will not be sufficient to confine them in the region anymore.
Therefore, to reach a given energy the confining magnetic field and the size of the
acceleration region have to meet certain conditions. This is called the “Hillas crite-
rion” [10], from which it is possible to estimate the maximum energy that CRs of a
6
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given charge z can reach in a continuous acceleration from a particular source taking
into account its magnetic strength (B) and size (L):
Emax ∼ βs z B L
where βs is the shock velocity in units of c . With this formula, the maximum CR ener-
gies from known astrophysical objects can be estimated (see Figure 1.2). Nevertheless,
this simple model does not take into account energy loses, which are of big impor-
tance [11, 12]. Galactic sources such as supernova remnants (SNR, see section 1.4)
can naturally explain CR acceleration with energies up to the knee whilst only extra-
galactic objects such as active galactic nuclei (AGNs, see section 1.4) would be able
to produce UHECRs.
For the same accelerating source, nuclei reach an Emax higher than that of a proton.
The heavier the nucleus, the higher the energy, so that the spectrum above the knee is
in fact a convolution of different cutoffs for the different atomic numbers z . Element
abundance can therefore partially determine the CR spectrum above the knee. For
instance, a non-uniform abundance of CR nuclei with Emax around the second knee
could explain this feature. This dependence of Emax on z would explain CR components
with Emax until the ankle, where clearly a second kind of source, whose corresponding
Emax is at or above the GZK cut, dominates the spectrum. Measurements of the CR
composition could help to constraint this effect, which in addition is convoluted with
the different ranges in size and magnetic field of the sources, which yield different Emax
for the same nucleus. Notice, though, that an alternative explanation for this second
knee exists, based on the interaction of the extragalactic CR component with the CMB
producing e+ e− pairs [13].
Below 1 EeV, CR arrival directions are isotropic due to the diffusion produced by
the Galactic magnetic fields. Above these energies, CRs are not significantly deflected
and therefore they are expected to point back to their sources with an uncertainty of
a few degrees. If CR sources are not distributed isotropically, UHECRs should reveal
this anisotropy.
In 2010 AUGER [16] provided results of a possible correlation with nearby AGNs
with a 2–3σ significance and a hotspot around Centaurus A. In 2012 the Telescope
Array (TA) performed a similar analysis [17] but did not find the Auger correlation
nor any other. Recently, Auger update [14] reported that the correlating fraction de-
creased from the early estimate of 69+11−13% to 33 ± 5%, compared to 21% expected
for an isotropic distribution (see Figure 1.3). In 2014, TA found a hotspot [15] at
(δ | RA)=(+43.2◦ | 146.7◦) with a 3.4σ probability of being caused by an isotropic sky
and a statistical significance of 5.7σ: 19 events over an expected background of 4.49.
1.1.1 Acceleration mechanisms
The mechanism responsible of accelerating CRs up to such high energies is still an
open question and there is a large number of possible models [18, 19]. In the so-
called “bottom-up” scenarios, low energy particles are accelerated through standard
7
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Figure 1.3: Left: Arrival directions in Galactic coordinates of UHECRs above 58EeV
as seen by Auger [14]. Auger exposure boundary is denoted by the black solid line.
The Super-Galactic Plane is indicated by a black dashed line. Nearby AGNs, where
correlations have been searched for, are displayed as circles (1◦ radius) while events
are marked as black dots. Right: Significance map of UHECRs above 57EeV found by
TA [15] in equatorial coordinates. Map built summing the events at 20◦ of distance and
subtracting the background. Galactic and Super-Galactic planes are shown together
with the Galactic and anti-Galactic centres. A white dashed line represents the TA
exposure boundary.
mechanisms by shock waves, variable magnetic fields and the like. On the other side,
the so-called “top-down” scenarios try to explain (at least part of) the CR spectrum as
the product of the decay of new heavy particles, topological defects or cosmic strings
that are relics of the Big Bang.
Cyclotron mechanism
In the cyclotron mechanism, also known as “inductive” or “one-shot” acceleration, a
charged particle is accelerated in a continuous way by an electric field, as in cyclotrons.
These electric fields can originate in a variety of time-dependent magnetic field loca-
tions, as Sunspots [19] (or generally star spots). Not only the variation of the Sunspot
magnetic field induces the required electric field, but also Sunspot pairs of different
dipole moments can produce electric fields. This model could explain the solar CRs
which can reach energies up to a few GeV. Magnetic reconnections [20] are similar
processes expected to play an important role in CR acceleration, specially in pulsars.
The discovery of synchrotron gamma-ray flares in the Crab Nebula, well above
this limit, challenges this classical picture of particle acceleration. To overcome this
limit, particles must accelerate in a region of high electric field and low magnetic field.
This is possible only with a non-ideal magnetohydrodynamic process, like magnetic
reconnections: recently has been proposed [20] that these phenomena can reproduce
the observed emissions and therefore the gamma-ray flares could be linked to explosive
reconnection events triggered by current instabilities in the pulsar.
Two very similar components of radiation emissions can take place when charged
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particle trajectories are deflected by magnetic fields: synchrotron refers to the compo-
nent emitted by the charged particle when accelerated into the helical trajectory along
a magnetic field line and curvature radiation is the one produced when the particle
follows along a curved magnetic line. Synchrotron and curvature radiation losses de-
termine the maximum achievable energy for a given mass (m), charge (q), orbit radius
(R) of the a particle and a source magnetic field (B) [11]:
Syn. dominated losses: E Smax=
√
3
2
m2
q3/2
B−
1/2
Rad. dominated losses: ERmax=
4
√
3
2
m
q1/4
B
1/4R
1/2
Diffusive mechanism
The diffusive acceleration, in which particles gain energy by bouncing off random mag-
netic clouds, includes the Fermi shock acceleration (see below). This is thought to
be the most frequent acceleration mechanism. In this type of mechanism, as a result
of interactions with regions of high magnetic field intensity, particles are accelerated
in bursts. Considering synchrotron dominated losses the maximum attainable energy
is [11]:
EDmax =
3
2
m4
q4
B−2R−1
Fermi mechanism
In 1949, Enrico Fermi proposed a model where CRs would be accelerated in interstellar
media [21]. Part of the macroscopic kinetic energy of moving magnetised plasma is
transferred to individual charged particles, which acquire the non-thermal energy dis-
tribution characteristic of particle acceleration. This takes place when a particle crosses
back and forth the boundary of plasma regions with different velocities (such as in a
shock wave). Magnetic irregularities (also-called “magnetic mirrors”) up and down-
stream of the boundary confine the accelerated particles which cross multiple times
the plasma inhomogeneity before abandoning it. It is also possible that these magnetic
irregularities move at speeds different from that of the medium and transfer energy to
the particles when these are deflected several times within them (see Figure ??). On
each of these encounters the particle gains in average a fraction δ of its present energy,
so after n encounters its energy is (1+ δ)n times the original energy E0. Therefore, the
amount of encounters required to reach a certain energy E = E0(1 + δ)
n are:
n = ln
(
E
E0
)
/ ln (1 + δ)
In parallel, if the probability of escape from the acceleration region on each encounter
is α, the probability of survive n encounters within the medium is (1− α)n. Thus, the
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Figure 1.4: Scheme of the shock acceleration mechanism: A shock front propagates
through the medium at speed ~vs and its magnetic mirrors propagate with a group
velocity ~vg . A particle, with energy E , that crosses the front, from the unshocked to
the shocked medium, is scattered within these magnetic inhomogeneities, leaving them
and crossing back the shock with a new, higher energy E
′
.
proportion of particles accelerated to energies greater than E is:
N(≥ E ) ∝
∞∑
m=n
(1− α)m = (1 − α)
n
α
where substituting n leads to:
N(≥ E ) ∝ 1
α
(
E
E0
)−γ
with:
γ = ln
(
1
1− α
)
/ ln (1 + δ) > 0
A power-law spectrum is a natural consequence [22]. As a reference for this simple
model, to obtain a spectral index γ = 2.6 if the energy of the particle is doubled on
each interaction (δ = 1), the minimum probability required for the particle to escape
is α ∼ 84%, i.e. is enough that ∼16% of the particles accelerated in the current cycle
are kept for the next one, decreasing for softer spectra or larger delta.
In order to reach high energies before the CR leaves the acceleration region, the
medium has to be “collisionless”, otherwise any energy gained over the medium’s
thermal energy is lost due to interactions. In this scenario, p γ and p p collisions which
would produce gamma-rays and neutrinos (see section 1.3) cannot take place in the
acceleration region, they should happen in other regions with large enough photon and
matter densities on which the accelerated particle impinge.
10
1.2. The neutrino
Originally, the Fermi mechanism aimed to explain how CRs could be accelerated
in the Galactic interstellar media. The CR gets into a moving cloud of plasma where,
after internal diffusion inside the gas cloud, exits in any direction. It can be shown [23]
that the average energy gain per collision is then:
δ =
8
3
β2 (2nd FM)
where β(= vc/vp) is the cloud (vc) and particle (vp , typically relativistic, vp ∼ c)
speed ratio. This is called the second-order Fermi mechanism, due to this quadratic
dependence, which makes it rather inefficient and is therefore supposed to contribute
only marginally to particle acceleration.
On the other hand, when the gas cloud is replaced by a relativistic shock (see
Figure 1.4), the outgoing angular distribution is suppressed, favouring scattering in the
forward direction. This makes the energy gain per collision much more efficient [22, 23]:
δ =
4
3
β (1st FM)
linearly dependent in β, also-called the first-order Fermi mechanism and is assumed to
be the most relevant acceleration mechanism of this type.
It correctly predicts a power-law CR energy spectrum, and spectral indices around
γ = 2 are naturally obtained in the first order mechanism. However, a γ = 2.7 observed
for high energy CRs is not easily accounted for by this mechanism [18, 23].
1.2 The neutrino
A series of experiments demonstrated in the first decades of the XX century that in β
decays the outgoing electron had a continuous energy spectrum and did not carry the
whole energy liberated in the corresponding nuclear transition [24, 25]. In 1930 Wolf-
gang Pauli proposed the existence of a neutral particle as a “desperate remedy” [26, 27]
to explain the apparent violation of the mass-energy conservation in the β-decay. Al-
though a neutral particle, the neutron —discovered in 1932 by James Chadwick [28]—
was soon realized that could not be the particle postulated by Pauli. This latter was
re-baptised as “neutrino” by Enrico Fermi, who in 1934 proposed a first theory of
β-decay inspired in the QED Lagrangian [29, 30]. The interaction cross-section of neu-
trinos with matter was estimated in 1936 by Hans Bethe and Rudolf Peierls and shown
to be extremely small [31]. In 1956, three years after a first attempt at the Hanford
nuclear reactor, Clyde L. Cowan and Frederick Reines [32, 33] confirmed the detection
of neutrinos —as a matter of fact anti-neutrinos— from the Savannah River nuclear
power plant through the ν p → n e+ reaction.
In 1962, an experiment at the Brookhaven National Laboratory [34] found a second
type of neutrino that only produces muons when interacting with matter, in opposition
to the neutrino related with the β-decay that only produces electrons.The Standard
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Model of particle physics predicted a third neutrino type from the Z 0 boson invisi-
ble channel decay resonance measured by the LEP at CERN in the 90’s [35], whose
discovery was finally announced by the DONUT collaboration in 2000 [36].
Measurements of neutrinos coming from the Sun started with the Homestake-
Chlorine experiment in 1967 [37, 38]. They showed an important disagreement with
respect to what was expected coming from the pp chain and CNO cycle of nuclear
fusion reactions required to explain Sun’s luminosity according to the “Standard Solar
Model” [39–42] and brought what was known as the “Solar Neutrino Problem” [43].
In 1987, the supernova SN1987A provided the first detection of neutrinos beyond
the solar system. Around 168,000 years ago, in the Large Magellanic Cloud, the core
of a blue supergiant star, Sanduleak, could not sustain enough fusion reactions to
counteract the gravitational fall of its material and collapsed. A supernova explosion
takes place in a few miliseconds, the core density rises close to the nuclear density and
photodissociation and electronic capture neutronise the collapsing star core, composed
mostly of 56Fe, transforming it into a neutron star precursor1. To this massive neutrino
production the so-called “neutrino heating” is added, i.e. radiative and convective
processes at these densities where the usual photon energy transport (now inefficient) is
overtaken by neutrino emission radiative processes. This produces a flash of neutrinos,
with energies mostly around tens of MeV, which carries ∼99% of the core-collapse
energy away from the star.
The free fall of the neutronising core is stopped by the Fermi pressure derived
from the fermion nature of the nucleons, and an hydrodynamical bounce of the outer
accreting material over the nucleus —probably helped by the neutrino heating— creates
a dynamic shock which definitively tore apart the star. While neutrinos abandon the
star when a supernova collapse takes place, the shock can take up to 3–4 hours to
reach the star surface.
Around four hours before the SN1987A light reached the Earth, the flash of neutri-
nos crossed the few neutrino detectors then operating. On February 23rd at 7:35 a.m.
Universal time, around ten events of ∼10–40MeV were detected in a burst of less than
13 seconds (a significant rise over the observed background): 11 by Kamiokande II [44],
8 by IMB [45] and 5 by Baksan [46], finding originally proposed on ref. [47]. The detec-
tion of these events provided a unique opportunity to understand the dynamics involved
in supernova explosions [48].
Neutrinos (νe , νµ, ντ ) and their corresponding anti-particles (ν l ) are of an elusive
nature since, among the fundamental four forces (electromagnetic, strong, weak and
gravitational), they interact only through the weak and (presumably) gravitational
forces.
Neutrinos are assumed to be massless in the “Standard Model”, in which their left
handed component forms a weak isospin doublet with the corresponding left handed
component of the massive charged leptons e, µ and τ . This was in agreement with
observations —since no measurable neutrino mass or lepton flavour violation was ob-
1Efforts to identify a remnant object for SN1987A have been unsuccessful so far.
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served— until 1998 when the Super-Kamiokande experiment announced evidence that
the observation of atmospheric neutrinos could only be explained by assuming a trans-
formation between neutrino flavours [49]. “Neutrino Oscillations” concept and first
models were proposed by Bruno Pontecorvo in 1957 [50–52]. With this, not only the
Solar Neutrino Problem is finally understood but the massive nature of the neutrinos
is proved. If neutrinos are massive, then the eigenstates of the weak interaction (νl :
νe , νµ, ντ ) may not correspond to the ones of free propagation (νi : ν1, ν2, ν3). In
such case, after neutrino production of any given particular lepton flavour νl —where
the lepton flavour is definite— it becomes a quantum superposition of the νi propa-
gation eigenstates —where the lepton mass is definite— through the so-called PMNS
or lepton mixing matrix (UPMNS ) in the way:
|νi 〉 =
∑
l
UPMNSli |νl〉
This idea was first developed by Maki, Nakagawa and Sakata in 1962 [53] and further
elaborated by Pontecorvo in 1967 [54], therefore the PMNS matrix acronym.
The UPMNSli terms contain the different mixing angles (θij) and factors which de-
scribe the Dirac (δCP) and Majorana (αij) CP-violation phases terms of neutrinos [7],
respectively:
UPMNS =
 1 0 00 c23 s23
0 −s23 c23
 c13 0 s13Λ−0 1 0
−s13Λ+ 0 c13
 c12 s12 0−s12 c12 0
0 0 1
 1 0 00 Γ21 0
0 0 Γ31

where cij = cos θij , sij = sin θij , Λ
±
= e±iδCP and Γij = e
i
αij
2 . This matrix is equivalent
to the Cabbibo-Kobayashi-Maskawa one [55, 56] which describes the quark flavour
mixing.
In consequence, a produced νl neutrino may interact, after propagate as a |νi〉 state
superposition, with a different lepton flavour νl′ . Also, propagation on vacuum versus
on matter shall differ as the electrons in matter change the energy levels of the propa-
gation eigenstates, the so-called Mikheyev-Smirnov-Wolfenstein (MSW) effect [57]. In
practice, neutrinos oscillate from |να〉 to |νβ〉 flavours non trivially —depending on
the neutrino masses, mixing angles, flavour and energy and the travelled space— and
these effects has to be taken into account when pretending measure a neutrino flux.
Finally, this solves the Solar Neutrino Problem and experiments sensitive to all neutrino
flavours have measured a flux in agreement with the Standard Solar Model [58, 59].
Still some open questions about the neutrino nature remain open: Is the CP-
violating phase (δCP) non-zero in the PMNS matrix? Is the neutrino mass hierarchy
“normal” (m1 < m2 < m3) or “inverted” (m3 < m1 < m2)? Is the neutrino a Dirac
(ν 6= ν) or Majorana (ν = ν) particle? Are there any sterile neutrino states? i.e. is
there a neutrino state which does not interact through weak force and therefore vanish
from detection? Upper limits from different methods agree for the νe to be below few
eV or less [7] but which is the absolute mass scale of the neutrino?
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Figure 1.5: Neutrino fluxes at Earth surface along different energies. More information in the text.
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Figure 1.6: Left: Multi-messenger astronomy. CRs are deflected by magnetic fields,
specially at low energies. The higher their energy the lower the deflection, yet at the
highest energies, their interaction with the CMBR make them get inevitably absorbed.
Photons on the contrary are not deflected by the magnetic fields but are absorbed by
the interstellar media, CMBR included. Neutrinos, on the other hand, are not deflected
neither absorbed. Right: Distance and energy range of observable photons and protons.
Images credit: Golfgang Rhode (left), Peter Gorham (right).
1.2.1 Neutrinos in the Universe
Neutrinos are abundantly produced in the Universe. In Figure 1.5, the measured and
expected neutrino fluxes at Earth surface are shown in a wide energy range. In the left
plot —adapted from ref. [60]— the neutrino flux per decade of energy for different
fluxes is shown for the higher energy range. The vertical arrows indicate the energy
threshold for a neutrino to produce its corresponding lepton when interacting with
matter. Below these energies, neutrinos are specially hard to observe, since their
detection is based on elastic collisions, for which a small energy transfer is the only
possible trace of their interaction (see section 1.5.1).
The most abundant neutrinos are expected to be the cosmological ones, also-called
relic or primordial neutrinos (a in the figure, assuming that the neutrino mass is van-
ishing small). These are equivalent to the CMBR but in neutrinos (CνB), and are
estimated to have been generated two seconds after the Big Bang, when the universe
was cold enough to neutrinos decouple from matter (which happen to photons 379,000
years later). The CνB is expected to have a temperature of ∼1.95K and while have
not been directly detected there have been efforts for indirect evidences [61].
The most abundant neutrinos are expected to be those of cosmological origin, also
called relic or primordial neutrinos (curve a in the plot). These are equivalent to the
CMB photons, but in neutrinos (CνB), and are estimated to have been generated
15
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two seconds after the Big Bang, when the universe was cold enough for neutrinos to
decouple from matter (which for photons happened 379,000 years later). The CνB
is expected to have a temperature of ∼1.95K and while they have not been directly
detected, there have been some efforts to deduce their existence indirectly [61].
The next contribution at lower energies are the geophysical neutrinos (curve d)
produced by the 238U and 232Th decay chains. For comparison, the flux of antineutrinos
at 150 km from a nuclear reactor of 10GW is given in curve e. In a similar energy range
are found solar neutrinos (b and b’ from two different fusion chains) and the expected
contributions from supernovae (c and c ’, for which νe are shown, being similar for
other families).
Atmospheric neutrinos (curves f and f ’) —described in detail in section 1.5.3—
are those generated in the decays of mesons produced in the interactions of CRs with
the atmosphere and are the main neutrino component detected by neutrino telescopes,
whose aim is to detect astrophysical or cosmic neutrinos, shown in curve g . Some ex-
amples of these fluxes —covered in section 1.4— are shown in the right plot —adapted
from ref. [62]— that shows the neutrino flux per decade of energy per stereoradian in
the higher energy range. These diffuse neutrino fluxes are compared to the atmospheric
muon-neutrino flux predicted by the Bartol-model [63].
The Waxman-Bahcall limit inferred from the CR spectrum [64–66] is also shown
(WB-CR). The band indicates the effect of a possible redshift evolution of the CR
generation rate. Recently, IceCube has measured a diffuse flux compatible with the
lower bound [2] (see section 1.5.5), plotted here as an E−2 spectrum. For comparison,
the last ANTARES preliminary upper limit on diffuse fluxes is also shown [67].
Superimposed in this same plot are some relevant neutrino predictions for diffuse
fluxes from GRBs —Waxman-Bahcall [68], Guetta [69] and NeuCosmA [70]— and the
best upper limit provided by IceCube for one of them [71]. Additionally, some estima-
tions for the contribution to diffuse fluxes from AGNs are shown: Halzen and Zas [72];
Becker, Biermann and Rhode [73]; and Stecker [74] for blazars. Predictions for cosmo-
genic neutrinos [75] are also shown. These neutrinos are the expected consequence of
the GZK effect, since CR interactions with the CMB should produce a neutrino flux
(see section 1.3).
Neutrinos can play an important role as astrophysical messengers. At high energies,
they have important advantages over the two other messengers —photons and CRs.
Neutrinos are not affected by the magnetic fields between their source and the Earth
—an important drawback for CRs— and are not absorbed either by the interstellar
media —as is the case for photons and CRs. Therefore, they not only point back to
their origin but are not blocked either on their way to the Earth (see Figure 1.6).
1.3 CR – γ – ν link
The existence of high energy CRs implies a flux of high energy protons (mostly) and
heavier nuclei (secondarily) at origin. Wherever their acceleration takes place, the
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interaction of the CR with the source environment (in relativistic jets or accretion
disks) is, greater or lesser extent, subjected to inelastic p γ and p p processes, and less
frequently, for nuclei CRs, to the similar n γ and generic nucleon-nucleon (N N) ones.
Depending of the proton and photon densities in the source, one or the other process
is dominant.
1.3.1 p γ processes
The most significant p γ processes given at high energies are:
p γ →∆+

2/3−−→ p π0
1/3−−→ n π+
(Delta resonance)
p γ →N0 π0 N+ π+ N− π− ... (multi-pion prod.)
p γ → η,K , ... (other meson prod.)
The photomeson production via the Delta resonance and multi-pion production
are the dominant processes. Yet, it is estimated [76] that K and η meson production
may contribute up to 10–20% of the final photon and lepton generation. Inverse
Compton scattering of protons (similar to the one of electrons) is 4 orders of magnitude
smaller compared to the losses caused to protons by pair production above its threshold
energy (1MeV). At the same time, the pair production cross-section (also known as
Bethe-Heitler process) is much larger than that of photomeson production (which starts
above ∼145MeV), but the latter is the dominant process since a substantial (20–50%)
fraction of the proton energy is transferred to secondary products, in comparison to
the small transfer (less than a thousandth) to secondary electrons.
Cross-sections of the hadronic processes used in these estimates are provided from
accelerator experiments and phenomenological studies: fixed target experiments with
gamma-ray beams in the 150MeV–10GeV range are typically sufficient since p γ inter-
actions come mainly from the region not far from the energy threshold of the process.
On the other hand, pair production cross-sections can be calculated accurately from
quantum electrodynamics.
The p γ processes are also interesting in the very particular case of the interaction
of CRs with the CMB, the GZK effect, which is expected to reduce to a third the CR
flux and produce diffuse fluxes of gamma-rays and neutrinos.
1.3.2 p p processes
Where matter density exceeds that of radiation, CR interactions become dominated by
p p processes, which yield mostly:
p p → p p π0 p p → p n π+
p n→ p n π0 p n → p p π−
N N → N N η,K , ...
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Even though single and multiple pion production dominates, the contribution of
each process has to be estimated through simulations that use phenomenological mod-
els based on experimental data obtained at particle accelerators [77].
1.3.3 γ / ν relation
The relative production of neutrinos and gamma-rays in CR interactions depends on
the rate of p γ and p p interactions, since these will produce pions whose decays will
generate gammas and neutrinos:
π0 → γ γ
π+ →µ+ νµ
→֒ e+ νe νµ
π− →µ− νµ
→֒ e− νe νµ
Eventually, electrons dissipate their energies into synchrotron and inverse Compton
processes in the source interior and surroundings, contributing to the electromagnetic
emission of the source. On the other hand, photons and neutrinos from pion decays can
arrive to us without energy losses —photons may get absorbed in their way, though—
with a fraction of the energy of the original CRs.
A rough estimate of the average amount of energy of the initial proton taken by
the final products and their relative abundance can be obtained evaluating the energy
of the products of two body decays in the rest frame of the ∆+ and the pions.
In the ∆+ → N π decay, the resulting pion carries an energy ∼ 1/5 of the ∆+
mass, m∆+c
2. At sufficiently high proton energy, the boost divides evenly the energy
between the pion and the nucleon, increasing the pion energy up to one half of the
original proton energy.
Due to isospin conservation, the decay of the ∆+ to a neutral pion (and a proton)
are twice as frequent as those to a charged pion (and a neutron). Therefore, in average,
every three p γ interactions through a Delta resonance produce four photons with a
tenth of the proton energy.
On the other hand, muons from the decays of charged pions carry an energy
slightly smaller than 4/5 of the pion mass, mpi+c
2, i.e. neutrinos from pion decays
carry ∼ 1/5mpi+c2. Additionally, in the muon decay each of the leptons (the electron
and the two neutrinos) carry an energy essentially 1/3 of the muon mass, mµc
2, so
that each of the four leptons carries approximately the same amount of energy (i.e. in
average 1/5 to 4/15 of the pion mass).
Therefore, most of the p γ interactions will yield in average:
p γ
∆+
===⇒
{
2/3 · 2 γ = 1.3 γ E iγ = (1/5–1/2) · 1/2 Ep = 0.1–0.25 Ep
1/3 · 3 ν = 1 ν E iν = (1/5–1/2) · 1/4 Ep = 0.05–0.13 Ep
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that is, 1.3 times more photons than neutrinos, carrying twice the energy, which is one
tenth of that of the proton.
These are rough estimates and assume that p γ is the dominant interaction. Other
factors can have an impact on the final CR, photon and neutrino yields:
 The opacity and thickness of the CR interaction region —not easy to estimate—
reshape the gamma-ray spectrum and flux, a contribution which competes and
overlaps with the photon emission from inverse Compton and relativistic brems-
strahlung of electrons (see section 1.4).
 p γ and p p interactions transform the original CR spectrum.
 sources with strong magnetic fields dissipate the muon energy before its decay,
reducing the neutrino flux at high energies up to a third of its original value.
 when produced in an shock acceleration region, muons may be accelerated and
become the dominant contribution to the neutrino flux.
 the contribution of the more complex multi-pion production processes at the high-
est energies, specially when p p interactions dominate, distributes differently the
CR energies.
 possible neutron decays may contribute additionally to the neutrino flux, but the
resulting neutrinos would carry an energy less than a thousandth of the neutron
mass, mnc
2.
Some estimates indicate that neutrinos typically carry energies a factor 30–50 times
smaller than the primary proton energy [78].
In astrophysical environments, the density of the low energy radiation often ex-
ceeds that of the surrounding gas. In such a case, interactions of ultra-relativistic
CRs with radiation (p γ) can dominate over interactions with the ambient gas (p p).
Under those circumstances, electrons and gamma-rays from these interactions cannot
leave the active production regions since their cross-sections with the ambient photons
significantly exceeds that of the CRs. Therefore, they would rather trigger electromag-
netic cascades in the surrounding radiation and magnetic fields and consequently the
gamma-ray spectra for optically thick sources would not be sensitive to the initial CR
energy distribution. This does not concern, however, the produced neutrinos, which
freely escape the source and thus have an undistorted imprint from the parent protons.
1.3.4 Cosmic neutrino flavour
In the scenario of ∆+ production and decay, the neutrino flux is distributed in each
flavour following the ratio (φνe : φνµ : φντ )0 = (1 : 2 : 0)0 [80, 81], where φνl stand
for the combined flux of neutrinos and anti-neutrinos. However, under other scenarios
the proportion could vary from (0 : 1 : 0)0 to (1 : 0 : 0)0 due to a variety of reasons,
such as for instance muon energy loss in high matter density or magnetic fields [82–84],
muon acceleration [85] and neutron decay [86, 87].
Since neutrinos oscillate, the flavour ratios change in their travel to Earth. Consid-
ering the presently known mixing parameters [88] and assuming long travel distances,
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Figure 1.7: The exclusion regions for astrophysical flavour ratios (φνe : φνµ : φντ ) at
Earth from ref. [79]. The labels for each flavour refer to the correspondingly tilted
lines of the triangle. Averaged neutrino oscillations map the flavour ratio at sources
to points within the extremely narrow blue triangle. The (1 : 1 : 1)⊕ composition at
Earth is marked with a blue circle. The compositions at Earth resulting from source
compositions of (0 : 1 : 0)0 and (1 : 0 : 0)0 are marked with a red triangle and
green square, respectively. Though the best-fit composition at Earth (black cross) is
(0 : 0.2 : 0.8)⊕ the limits are consistent with all compositions possible under averaged
oscillations.
the flavour proportions expected at Earth (⊕) are:
(1 : 2 : 0)0 ⇒ (0.93 : 1.05 : 1.02)⊕ ≈ (1 : 1 : 1)⊕
(0 : 1 : 0)0 ⇒ (0.6 : 1.3 : 1.1)⊕
(1 : 0 : 0)0 ⇒ (1.6 : 0.6 : 0.8)⊕
The expected ratio at Earth varies linearly with the initial proportion when varying
from (0 : 1 : 0)0 to (1 : 0 : 0)0 and a ντ contribution at the source —which is not
expected— causes only a small deviation from these ranges. An analysis of the neutrino
flavours of the diffuse flux detected by IceCube above TeV [79] (see section 1.5.5) shows
consistency with the ratio (1 : 1 : 1)⊕ (see Figure 1.7).
Finally, although neutrino telescopes can not distinguish in general between neutri-
nos and anti-neutrinos, it is possible through the Glashow resonance (see section 1.5.1)
to estimate the νe/νe flux ratio, which may allow the discrimination of the two primary
modes of pion production, p γ and p p collisions [89].
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1.4 High energy neutrino source candidates
High energy neutrinos can be produced in a variety of circumstances [78, 90–92]. From
result of an exotic interaction or decay up to the processes described in section 1.3,
where neutrinos are produced when CRs interact with matter in a medium or with a
photon field.
In the following, considered possibilities are widely covered, developing later in detail
the ones analysed in this work: AGNi, X-ray binaries and the Crab PWN, which variable
gamma-ray emissions give the advantage of realise the time-dependent analyses covered
in this work (see chapter 6).
Galactic | Shell-type Supernova Remnants (SNRs): In a supernova most of the
star material is ejected at velocities up to 30,000 km/s . In the shock waves
generated against the interstellar medium are given the proper conditions for induce
particle acceleration via the Fermi mechanism. They are the best suited candidates
for explain the CRs up to the knee [93]. Interaction of these CRs with previously
expelled star material and interstellar medium would give as result neutrino and
gamma-ray fluxes, the later already observed on various of these sources. Despite
predictions for neutrinos are very low [94] some promising evidences of hadronic
acceleration have been recently provided for two SNRs (see section 1.4.2).
Galactic | Pulsar Wind Nebulae (PWNe) or pleirons: See section 7.4.
Galactic | X-Ray Binaries (XRBs): See section 7.5.
Galactic | Galactic centre: The centre of the Milky Way hosts a supermassive black
hole (Sagittarius A*) surrounded by multiple SNRs, PWNe and XRBs as well as
other TeV gamma-ray sources with no known counterpart as has revealed the
HESS survey of the inner part of the Galactic plane [95]. Considering the activity
of these potential CR sources surrounded by giant molecular clouds seems more
possible to detect first a neutrino diffuse flux before an individual source one.
Neutrino emission seems encouraged since the only reasonable mechanism for the
diffuse gamma-ray emission around this region, considering the cloud high density,
is via meson decay [96].
Extragalactic | Gamma-Ray Burst (GRBs): The most energetic events ever detected,
GRBs are linked with asymmetric supernovas which jets point towards the Earth
(the long-GRBs likely) and with compact objects merging (the short-GRBs likely).
Attempts to explain the gamma-rays coming from these transient events relies in
the “fireball” models [97], where the gravitational energy played in the collapse
is used to accelerate particles up to the highest energies in the fireball internal
shocks. In these conditions, hadronic interactions would be expected and there-
fore neutrinos produced. As transitional short events, their time information allow
to put strong constrains on predictions. Current theories and neutrino production
models in GRBs seems to require a revision since predicted fluxes are excluded by
neutrino telescopes [71].
Extragalactic | Active Galactic Nuclei (AGNs): See section 7.3.
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Extragalactic | Starburst galaxies: These galaxies host regions with a very high star
formation rate compared to regular galaxies. As a consequence, supernovas take
place frequently enough to expect an important CR production in front shocks.
From their interaction with the interstellar medium, galactic-scale winds blowing
out large amount of mass shall give place to p p processes from where a neutrino
flux is expected [98].
Extragalactic | Galaxy clusters: They are the largest gravitationally bounded objects
in the universe. Their possible neutrino production relies in the p p interactions
which their CRs would have with the intracluster material [99].
Extragalactic | Cosmogenic (GZK) neutrinos: A diffuse neutrino flux is expected
to be produced [75], as a consequence of the GZK limit on the CR energies, when
CRs above 60EeV can interact with the CMBR through the Delta resonance:
p γ
CMBR
→ ∆+ → N π (see section 1.3)
Others | Dark matter: Multiple candidates to conform the dark matter consider par-
ticles that may annihilate or decay into neutrinos [100]. Therefore, a measurable
flux of them can be expected from massive objects regarding their distance (rel-
evance scaled like ∼ M2/D ), being the most considered candidates the Galactic
centre and the Sun, without discarding the Earth, dwarf galaxies and even galaxy
clusters.
Others | Exotics: Exotic objects as possible primordial quark nugget leftovers (nu-
clearites) or as result of extreme high energy interactions (stranglets), magnetic
monopoles, non-topological solitons (Q-balls), etc. may leave an extraordinary sig-
nature in neutrino telescopes if they exist, which suggests their search [101, 102].
Others | Correlations: UHECRs and gravitational waves can be produced in coinci-
dence with neutrinos and point out to their common origin. Correlations between
they and neutrino events are considered in the search of cosmic neutrinos. On
the other hand, correlation with gamma-ray sustains all the previously mentioned
candidates with photon counterpart.
Others | Unknown origin: Cosmic neutrinos may be produced without any observed
counterpart, or by an unexpected unknown mechanism, so they are also systemati-
cally searched. Any possible diffuse flux, due to isotropic distribution or insufficient
source resolution, is searched, like IceCube signal (see section 1.5.5). Also, all sky
point source searches are of interest, looking for spatial (and also time) event
clustering.
1.4.1 Photon contributions to the SEDs
Most of the known astrophysical objects have been aware and inferred from their
electromagnetic emissions. With the evolution of astronomy, wavelengths different from
the visible range allowed to complete their characterisation. From radio to gamma-rays,
the contribution to the photon emission at different energies conforms what are called
Spectral Energy Distributions (SEDs). Typically, represent the energy flux per decade
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of energy (E FE = dF/d logE ) and reflects handy the contribution to the emission at
different energies.
A considerable part of the SEDs contributions have been successfully identified and
explained through known physic mechanisms:
Thermal component: is the one derived from the black body emission of the source
regarding its temperature and presents features related with the chemical compo-
sition of the emitting surface and the matter present up to the observer. Typically
peaks between infrared and ultraviolet frequencies (corresponding redshift correc-
tions considered), being typically the dominant emission in stars and cold matter.
Synchrotron emission: is the one produced by the presence of relativistic electrons
and magnetic fields, which force them to spiral radiating photons. Their spectrum
follows a power-law decay derived from the electron spectrum and strength of the
magnetic field involved, ranging from radio up to X-rays, and presenting polari-
sation. In multiple source types is the dominant component of the SED, and its
peak position can be used to classify them. Protons, considerably more massive
than electrons, emit much less synchrotron radiation under the same conditions
and do not contribute appreciably to this effect in comparison. Therefore, this
emission is unequivocally identified with a leptonic origin.
Inverse Compton scattering: is the one due to the relatively low energy photons that
are scattered into higher energies by more energetic electrons. These photons can
just come from the thermal component, the synchrotron component of lowest
energies (“synchrotron self-Compton”) or the CMB. In any case, they are caused
by the same relativistic electrons responsible of the synchrotron emission. When
scattered photons are from synchrotron emission, results in a bypass of photons
from the lowest to higher energies in the synchrotron component of the SED.
The inverse Compton contribution to the SED depends of the photon field where
electrons are (in or into) accelerated. In occasions contributes at the same order
of magnitude than the synchrotron emission but at much more high photon ener-
gies, from X-rays up to VHE gamma-rays. Again, this contribution is dominantly
leptonic and its identification cannot be directly linked to CR production.
Relativistic bremsstrahlung: if relativistic electrons shock against a dense medium,
during deceleration they emit gamma-ray radiation through bremsstrahlung. There-
fore, this radiation add to the inverse Compton and pion decay ones, making more
difficult the hadronic identification. Nevertheless, if electrons suffer bremsstrah-
lung in a dense medium, produced photons shall get absorbed and their contribu-
tion reduced.
Pion decay: is the contribution produced by the p γ and p p processes described in
section 1.3, in particular from the π0 decays. Its identification implies the ac-
celeration of protons at high energies and therefore neutrino production. This
contribution happens at gamma-ray energies and can sum to the inverse Compton
and bremsstrahlung ones, making difficult a clear identification of each component
at these energies. Therefore, despite VHE gamma-ray emissions may evidence CR
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production it can be due also to leptonic processes, making the identification of
this hadronic scenario non trivial.
The listed processes cover enough the main photon production mechanisms to
describe the potential high energy neutrino sources: following the interest of search
CR production evidences, and therefore neutrinos, the relevant astrophysical objects
are those that present gamma-ray emissions, specially at the highest energies.
Simplifying, these objects present SEDs dominated basically by two contributions
(two bumps): a synchrotron contribution below X-rays and another one above due to
inverse Compton, bremsstrahlung or pion decay contributions (see Figure 1.8). Whether
this contribution would be more hadronic (pion decay) or leptonic (all the others), it
depends of the source particular conditions: capacity to accelerate CRs, density of
the surrounding material to target —in order to produce gamma-rays and neutrinos
through p p processes or bremsstrahlung with electrons—, optical thickness —to allow
photons to escape—, photon fields —where p γ processes can be dominant together
the inverse Compton scattering—, etc.
1.4.2 Evidences of hadronic acceleration
Figure 1.8: SED for synchrotron radi-
ation, bremsstrahlung, inverse Compton
(IC) and pion decay with arbitrary normal-
isations.
The state of the art of this identification (lep-
tonic/hadronic acceleration at gamma-rays)
implies the modelling of the source and fit-
ting of the predicted photon fluxes to the
observed data in order to explain it with
the model. Since photons from pion decay,
inverse Compton and bremsstrahlung share
similar energies and their spectrum shape and
normalisation can be due to multiple circum-
stances (source parameters) is not trivial dis-
entangle each contribution. Additionally, this
is complicated by large uncertainties, like in
the model parameters, the luminosity func-
tions or the source evolution.
In 2010, AGILE gamma-ray satellite eval-
uates the possibility of hadronic acceleration
evidences in the SNR IC 443 [103], providing
what they claimed the first unambiguous ev-
idence of CR acceleration by SNRs. Later in 2013, Fermi satellite (see section 5.3.1)
confirms the clear detection of the typical pion signature —the “pion bump”, sym-
metric about 67.5MeV in the rest frame— in the gamma-ray spectrum of W44 and
IC 443 [104], two SNRs which gamma-ray emission can be explained by an hadronic
model but not by a leptonic one (see Figure 1.9) evidencing the most likely accelera-
tion of CRs on these sources.
For claims of this kind, detailed measurements of this second bump of the source
24
1.5. Neutrino astronomy
Energy (eV)
8
10
9
10
10
10 1110 1210
)
-1
s
-2
d
N
/d
E
 (
e
rg
 c
m
2
E
-1210
-1110
-1010
Best-fit broken power law
Fermi-LAT
VERITAS (Acciari et al. 2009)
MAGIC (Albert et al. 2008)
AGILE (Tavani et al. 2010)
-decay0pi
Bremsstrahlung
Bremsstrahlung with Break
IC 443
Energy (eV)
8
10
9
10
10
10 1110 1210
)
-1
s
-2
d
N
/d
E
 (
e
rg
 c
m
2
E
-1210
-1110
-1010
Best-fit broken power law
Fermi-LAT
AGILE (Giuliani et al. 2011)
-decay0pi
Bremsstrahlung
Bremsstrahlung with Break
W44
Figure 1.9: Gamma-ray spectra of the SNRs W44 (left) and IC 443 (right) from
ref. [104]. The hadronic model (solid lines) is the one that can describe the contribution
at lower energies, in opposition to the leptonic ones (dashed lines).
SEDs at high energies are essential. Nevertheless, as mentioned, these claims are
based on source modelling and its ability to explain the observed gamma-ray emission
compared to the leptonic alternatives. On the other hand, neutrino signature would
evidence unquestioned hadronic acceleration, regardless of leptonic contributions or
source opaqueness of the acceleration region. This encourages the efforts in finding
high energy neutrino point sources leaded by neutrino telescopes in order to enlighten
the CR production mechanisms.
1.5 Neutrino astronomy
The basic idea sustaining neutrino astronomy is the detection of high energy neutrinos
beyond the Earth and their direction of origin. Since neutrinos do not emit light
they have to be inferred from the light emission of the products of their interactions
with matter. Considering the low probability of take place these events and their light
signature extended sizes, it is required to survey big volumes with the lowest background
as possible. Deep underground detectors are required with large natural target material
available where distribute coordinated light detection units. Requirements for reach
sensitivities compatible with neutrino flux predictions encourage km3 detectors, which
has been finally achieved in the last years for the first time. All these statements are
extended in the following.
1.5.1 Neutrino interactions
Neutrinos interact with matter through the two possible channels in the weak force
(W±,Z ):
Charged Currents (CC): Neutrino interacts with matter (typically a nucleus, N)
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through the W± boson producing its lepton counterpart:
νl N
W−−−−−→ l− X
ν l N
W+−−−→ l+ X
A particularly interesting CC interaction like is the Glashow resonance, which
takes place between νe and electrons in matter around 6.3 PeV neutrino energy:
νe e
− →W− → X .
Neutral Currents (NC): Neutrino interacts with matter nuclei (N) through the Z
boson:
ν N
Z−−→ ν′ N ′
In Figure 1.10 are shown the different cross sections of the neutrino interactions
of interest. From there, can be deduced that CC cross section is around three times
higher than NC one, so the former kind of interaction is more frequently expected.
Also, considering that typical neutrino telescope energy sensitivities range from ∼TeV
to ∼100PeV and beyond, neutrino interactions with nucleons are mostly as probable
as antineutrino ones, except for the lowest energies —where neutrino interactions are
a factor 2–3 antineutrino ones— and for the mentioned Glashow resonance. With
the latter exception, CC and NC interactions with nucleons are the dominated ones
in matter, being the neutrino-electron cross sections around four orders of magnitude
smaller.
The Z boson of the NC just transfers part of the neutrino energy to the target
nucleus without a lepton flavour change. This prevents any identification of the neutrino
type and a correct estimation of the incident neutrino energy despite integral detection
of the resulting shower, since the outgoing neutrino escapes undetected with part of the
original energy. Only a lower limit on the neutrino energy can be established through
the detected photons produced by the impacted nucleus in a hadronic shower.
In the Glashow resonance, the W− boson produced decays (approximately) 2/3
into hadrons and a third into a ν l l
− pair. This is the only channel that offers, if
identified, an unambiguous signature of anti-neutrinos. Any other channel provides not
distinguishable signal between neutrino and anti-neutrino in neutrino telescopes, where
lepton charge from CC cannot be established despite detection. Nevertheless, W−
decays are not distinguishable from other neutrino interactions, so an event by event
identification is neither possible.
The lepton produced in the CC, together the neutrino energy, determine the output
topology and how this interaction can be detected in a neutrino telescope. In Fig-
ure 1.11 are widely covered all the possibilities. In the interaction vertex, the energy
transmitted to the nucleon by the weak boson produces a hadronic shower that barely
extends beyond 10m below ∼100PeV (shower energy). The different particle path
lengths involved in neutrino interactions are covered in Figure 1.12.
If the neutrino is an electronic one (νe channel) the produced lepton is an electron
which in matter losses immediately its energy through bremsstrahlung and pair produc-
tion in an electromagnetic shower. Despite electronic showers develop less in length
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Figure 1.10: Neutrino and anti-neutrino cross sections for Charged Current (CC)
and Neutral Current (NC) interactions on nucleons according to the CTEQ6 parton
distributions [105]. The Glashow resonance is depicted separately. The HP and pQCD
discrepancies are due to the different extrapolation techniques used for the unknown
PDFs shapes [106].
than hadronic ones for the same energy, their type is hardly distinguishable in neutrino
telescopes.
In the νe channel, both showers overlap in the interaction vertex, being irresolvable.
Therefore, νe are detected when they produce a shower within the detector and, as
mentioned, νe produce around the Glashow resonance approximately one out of five
times a muon or tau lepton, which may lead to additional topologies.
In the νµ channel the produced lepton is a muon. This particle, with a lifetime
of 2.2µs, is produced at relativistic energies, allowing it to travel many kilometres
before decaying into an electron. Muon losses in pure water are mostly dominated by
radiative processes above TeV, losing most of its energy through ionisation below these
energies. Above ∼55MeV momentum, around 200 times more than electrons, muons
emit Cherenkov radiation (see Section 1.5.2), allowing their track detection through
this light.
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Figure 1.11: Different neutrino event topologies in neutrino telescopes. Notice that:
topologies 3, 4 and 5 can be given in both ντ/e and ντ/h channels and topology 4 in
ντ/µ, omitted for clarity; double bang topology can be given (but very infrequently) in
νµ and ντ/µ channels when muons decay early; tracks can be given also in ντ channels
for τ of high energy or in ντ/µ channel.
The mean scattering angle between the muon and its parent neutrino directions
can be parametrised as:
〈αν-µ〉 = 0.64
◦
(Eν/TeV)0.56
for neutrino energies Eν > 10TeV. Despite muons suffer multiple Coulomb scattering
while propagating through matter, they are an order of magnitude smaller. Therefore,
muon direction reconstruction provides an accurate estimation of the νµ direction.
The angular resolution of a shower, with a very isotropic evolution, is much worse:
its fast developing direction, few metres around the interaction vertex, has to be inferred
from the light time arrival to sensors around it, which typical separation surpasses the
shower size, making difficult estimate accurately the shower direction.
Finally, when muon decay, the outgoing electron —with probably a negligible frac-
tion of the original muon energy before propagation losses— produces an electromag-
netic shower. Then, the effective path of a νµ interaction is dominated by the muon
track length, which makes the effective volume for νµ the largest one.
Regarding tau neutrinos, tau decay variety produces multiple topologies. Around
65% of taus decay hadronically (into charged pions and kaons, ντ/h channel), otherwise
to electrons or muons mostly equally (around 18% each, ντ/e and ντ/µ channels
respectively). With a lifetime of 0.3 ps, the tau decays beyond the hadronic shower
produced in the CC interaction of the incident neutrino whenever its energy surpasses
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Figure 1.12: Left: Path length of particles produced by neutrino interactions in wa-
ter: muons, taus, electromagnetic and hadronic showers, versus their respective en-
ergy [107]. Right: Average muon energy losses in pure water as a function of energy.
the ∼0.2PeV.
Tau decay to hadrons or electrons produces a second shower. The double bang
signature of tau neutrinos is only expected to be detectable over a single decade of
neutrino energy, from a few PeV to perhaps 20PeV: at energies &20PeV, the tau track
length becomes longer than the geometric scale of km3 neutrino telescopes and double
bangs are no longer visible. Muons that decay in flight can mimic double bang and
lollipop signatures [108]. This double bang signature is also known as double pulse if
the intermediate track is not resolvable.
Tau tracks are dimmer in Cherenkov emission than muon ones. If a produced tau
decays into a muon, it would be possible to identify the track change, which is one
of the topologies (sugar-daddy and tautsie pop) with less background together the
detection of the end of a double bang (one of the lollipop topologies) [109].
Additionally, if the tau decays earlier and therefore its track neither the double bang
are not distinguishable, it is possible to infer the tau nature of this inverted lollipop
like topology, since the ratio of the shower and decayed muon track energies is around
2–3 times larger than in a νµ interaction due to the energy carried by the neutrinos in
the tau decay.
In summary, considering the neutrino, the interaction and the different outputs we
have six neutrino channels that offer different topologies to be observed in neutrino
telescopes: νl (NC), νe , νµ, ντ/e, ντ/µ and ντ/h. The topologies depend regarding the
neutrino energy and which part of the interaction output happens within the detector.
The most detected events are the muon tracks due to their effective path. Shower event
type has the interest of mark a self contained event, which is a neutrino signature if
proper veto cautions are taken. More complex topologies, especially the tau neutrino
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Figure 1.13: Schematic view of the Cherenkov cone.
signatures since their background is practically absent (see Section 1.5.3), are of special
interest yet require more complex mechanisms for identification.
1.5.2 Cherenkov radiation
The detection of the neutrino interaction products is possible through their light emis-
sion. These detectable products are make up of charged particles which, regarding
different energies and types, produce Cherenkov light, bremsstrahlung, pair produc-
tion or ionisation. Since muon tracks conform the main neutrino event in neutrino
telescopes, they are optimised for the accurate detection of their Cherenkov tracks,
without diminish shower light detection importance.
When a charged particle exceeds the phase velocity of light in the medium, it
emits Cherenkov radiation [110]. This is the natural consequence of the medium atoms
back to the equilibrium after the charged particle polarise them as it passes: if the
electromagnetic field cannot restore the polarisation before the particle advance —
because the particle moves faster than light in the medium— then a coherent front
wave of this restitution takes place behind the particle progress (see Figure 1.13).
This electromagnetic front wave is emitted at an angle with respect to the particle
track θC proportionally inverse to the particle speed (v):
cos θC =
1
βn
where β = v/c is its relativistic speed and n the medium refractive index. At the
relevant neutrino telescope energies, neutrinos produce relativistic particles, thus β ∼ 1.
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Therefore, θC in sea water (n ∼ 1.36–1.44) or ice (n ∼ 1.31), typical neutrino telescope
medium, is around 43–46◦ or 40◦ respectively, which are the maximum possible angles
in those media.
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Figure 1.14: CR showers produce a
continuous flux of neutrinos with flavour
(1 : 2 : 0)atm.
Cherenkov light emits with a continuum
spectrum which intensity increases with fre-
quency up to blue and Ultra Violet (UV)
wavelengths, above which is not longer possi-
ble to take place. The amount of Cherenkov
photons (Nγ) emitted by a particle of charge
Z per wavelength (λ) are [111]:
dNγ
dxdλ
=
2παZ 2
λ2
(
1− 1
β2n2
)
where α is the finestructure constant. Con-
sidering wavelength ranges of typical pho-
tomultipliers used (λ ∼ 300–600nm for
ANTARES) implies a production of Nγ ∼
35,000 photons per meter. The detection
of this light by neutrino telescopes, together
with different reconstruction mechanisms, al-
low the detection of the different event types
of interest before described.
1.5.3 Neutrino backgrounds
CR showers in the atmosphere produce an
isotropic and continuous flux of atmospheric
neutrinos mostly with flavour (1 : 2 : 0)atm in
origin, due to pion decay (see Figure 1.14).
Oscillations may change this mix depending
of energy and distance travelled to the de-
tector, yet Earth size and neutrino telescope energy ranges make this effect negligible:
atmospheric neutrinos above TeV barely have time to oscillate before detection and,
therefore, tau contribution is negligible from there.
Neutrinos are also produced in decays of charm particles from the CR showers —the
so-called prompt neutrinos— yet fluxes for νe and νµ components are currently below
neutrino telescope sensitivities.
Also, a production of ντ is expected [113] but at immeasurably small levels [109],
making the tau neutrino channel a low background and therefore a very promising one,
specially considering than the third part of a cosmic neutrino flux should be of ντ at
Earth (see section 1.3). In Figure 1.15 are shown the νe and νµ components of the
atmospheric neutrinos as seen by different detectors.
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Adapted from ref. [112].
Additionally, a similar neutrino flux could be expected coming from CRs in the Moon
and the Sun. In the latter, CR interaction region is expected to be low dense enough
to allow mesons to decay, providing a harder neutrino spectrum than atmospheric
ones. Also, oscillations would allow a tau component ντ , but fluxes are expected to be
small [114].
Therefore, cosmic neutrino detection faces a hardly reducible background of atmo-
spheric electron and muon neutrinos. This practically prevents any individual cosmic
origin identification on an event by event basis. Therefore a good understanding and
estimation of this background is capital in order to find evidences of a cosmic neutrino
flux from event excesses, differences in spectrum energy or in arrival directions (i.e.
non isotropic).
Contained shower origin events are evidence of a neutrino origin, but simple muon
tracks lack of this advantage, since are mostly detected far from the neutrino interaction
point. Consequently, muon track channel suffers of an important background composed
by all the muons produced in the CR interactions with the atmosphere. Therefore
the requirement to ground the detectors below as much natural shielding material as
possible.
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Figure 1.16: Left: Muon track channel backgrounds on neutrino telescopes. Right:
Different background contributions, atmospheric muons and neutrinos, for two different
depths and two different muon energy thresholds respectively regarding the elevation
(θ) [107].
Fortunately, muons and their parent particles different from neutrinos cannot cross
the entire Earth without being eventually absorbed, allowing the reduction of this
background by an elevation cut on the detected muon track. This leads to typical
visibilities for neutrino telescopes in the muon track channel complementary to the
ones of an optical telescope at the same latitude. Above 100TeV–1PeV energies, this
strategy turns disfavoured since Earth becomes opaque to neutrinos. In Figure 1.16 are
shown the backgrounds of the muon track channel detection of a neutrino telescope.
Alternatively, use of surface Extended Air Showers (EAS, produced by high energy
CR interactions in the upper atmosphere) detectors, in combination with proper ve-
toes, can help to reduce significantly the down-going background, including contained
neutrino events associated in time with a detected EAS.
1.5.4 Neutrino telescopes
Basically, a neutrino telescope is a tracking calorimeter that measures the energy de-
position in segmented volumes of a neutrino interaction target medium. With all the
requirements mentioned insofar, a high energy cosmic neutrino detector requires of a
very large volume (∼km3) of a medium where neutrino interactions can take place at
a reasonable rate, monitored by light detectors distributed along all that volume. Of
course, such medium has to be transparent enough to allow the few photons produced
by the particles to reach the detectors before get all absorbed and light detectors has
to be sensitive enough to detect individual Cherenkov photons. This leads to the use of
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photomultipliers as optical sensors with quantum efficiencies around the blue and UV.
Also, both requirements of a significant shielding from down-going CR induced muons
and a low light contamination induce to bury them below a big amount of natural
shielding material. Natural large volumes of such transparent material can be found in
oceanic, sea and lake water extensions and in the Antarctica underground ice. These
ideas were proposed for the first time by Moisey A. Markov in 1960 [1].
DUMAND
The first try to accomplish such detector was the DUMAND (Deep Underwater Muon
and Neutrino Detector) project [115], beginning in 1976. Its objective was to place an
underwater detector at 4,800m depth close to Hawaii in the Pacific Ocean. In 1987,
they demonstrated the technology with a prototype string controlled from a special
boat. In 1993 it was achieved the deployment of a string containing photodetectors
and environmental instruments anchored to the bottom, connected to a junction box
and the latter to a shore station for control. Short circuits soon developed and com-
munication with the line was no longer possible.
A Mediterranean telescope
In 1995 DUMAND funds were cancelled and hardware was donated to NESTOR (Neu-
trino Extended Submarine Telescope with Oceanographic Research) [116], one of the
three Mediterranean neutrino telescope projects that started in the 90’s together NEMO
(NEutrino Mediterranean Observatory) [117] and ANTARES (see chapter 2). These
projects aimed to build a neutrino telescope close to Pylos (Greece) at 3,800m depth,
Capo Passero (Italy) at 3,500m depth and Toulon (France) at 2,500m depth respec-
tively. They tested multiple technologies and designs, but in the end, European and
international efforts joined in the full developing of ANTARES. All they have settled
the basis for the second generation neutrino telescope KM3NeT, the Mediterranean
projects continuation, which are devised to be built along the same places.
Baikal
The Baikal project [118], located at 1,100m depth in Baikal lake (Russia), started in
1980. It was the first experiment able to operate successfully a neutrino telescope, be-
ginning taking data in 1993 with the first detector strings. It was continuously upgraded
until completion in 1998 with 8 strings, containing 192 optical modules in total. This
phase, called NT200, occupied a cylindrical volume of 43m diameter and 68.5m height,
∼200m above the lake bed. In 2005 was extended with three special lines (NT200+) in
order to test the technology for the second generation telescope, Baikal-GVD (Gigaton
Volume Detector), which first cluster has been deployed in 2015 [119].
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Figure 1.17: The IceCube neutrino telescope.
AMANDA & IceCube
In 1992 starts the project AMANDA (Antarctic Muon and Neutrino Detector Ar-
ray) [120] at the South Pole, in the Amundsen-Scott South Pole Station. Constructed
between 1996 and 2000 (called AMANDA-II beyond this date), was composed by 19
strings with 677 photomultipliers, in a cylindrical volume of 200m diameter and 500m
height. It was buried in the Antarctic ice, at a 2,000–1,500m depth, 1,350m above
the bedrock.
In 2005, IceCube [121] (see Figure 1.17) starts to be built around AMANDA, in-
tegrating the later as a higher density region in the data taking by 2006. AMANDA is
finally decommissioned in 2009. IceCube kept growing in lines each Antartic summer
until completion in 2010 with 86 strings 1 km long each and 5160 optical sensors in
total. The Deep Core is conformed by 6 of these strings, which have a photomulti-
plier configuration density optimised for improved detection of neutrino energies below
100GeV. All this ensemble extends in a volume of ∼1 km2 base and 1 km height, being
the first km3 detector completed. 1,450m above it, in the surface, is the the IceTop
array: a series of 80 stations with a pair of Cherenkov detectors in the vertical of each
IceCube string that provides veto and calibration capabilities to IceCube.
IceCube conforms currently the largest neutrino telescope ever built and has de-
tected the first high energy cosmic neutrinos (see section 1.5.5). Two extension plans
are devised. PINGU (Precision IceCube Next Generation Upgrade) [122], would be a
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Figure 1.18: KM3NeT artistic impression zooming on the DOM. Picture suggest two
DOMs per storey but in the final string detection unit design there is one each 36m.
very dense neutrino telescope for accurate measurements at low energies, which may
provide an answer to the mass neutrino hierarchy. IceCube-Gen2 [123] is an IceCube
extension up to 10 km3, which would have a rich physics program with the goal to
resolve the sources of these astrophysical neutrinos, discover GZK neutrinos, and be a
leading observatory in future multi-messenger astronomy programs.
Future with KM3NeT
KM3NeT [124–126] (“KM3 Neutrino Telescope”) is the next natural step to take from
ANTARES, surpassing its size up to 1 km3, like IceCube. Considering the advantages of
water over ice media for neutrino telescopes, it is expected to improve the performances
of the latter in the long term.
The KM3NeT design is similar in concept to other neutrino telescopes, in particular
to ANTARES. It will consist of multiple lines vertically suspended by buoys. On each
line, 18 innovative Digital Optical Modules (DOM) —composed of 31 PMTs on 3 inch
diameter housed in a 17 inch borosilicate glass sphere— will be spaced along 612m
height (see Figure 1.18). Multiple final layouts are proposed, in particular, the two
projects ARCA and ORCA are already approved for execution. ARCA (Astroparticle
Research with Cosmics in the Abyss) will intend to measure the neutrino signal reported
by IceCube and allow all flavour neutrino astronomy while ORCA (Oscillations Research
with Cosmics in the Abyss) will try to determine the neutrino mass hierarchy with a
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more compact, and hence with better energy resolution, lines layout.
KM3NeT does not seek to build up one only detector unit of 1 km3 but three
of them on three different places on the Mediterranean sea: Toulon (France, besides
ANTARES), Capo Passero (Italy, using NEMO infrastructure) and Pylos (Greece, place
of the NESTOR project), three detector units divided in 6 blocks in total. For this,
three phases have been devised. The phase 1 will comprise 0.2 blocks, conformed
of 31 lines, equivalent to 3 ANTARES sizes, which will be distributed between the
French and Italian place, and expected to be deployed by the end of 2015. This phase,
which will use some NEMO towers on the Italian site, will proof the project feasibility
and provide the first science results. The phase 1.5 will presumably comprise the
completion of ARCA and ORCA with two blocks on the Italian site and one in the
French site respectively. In the phase 2 the completion of the three detector units is
expected with almost 700 detector strings, allowing an unprecedented sensitivity on
neutrino astronomy.
1.5.5 The glimpse of IceCube
The first strong evidence of detection of astrophysical high energy neutrinos was pre-
sented by IceCube in 2013 [128], with 2 years of data, where a 3.8σ significance was
found for a diffuse cosmic neutrino flux. In the data sample, 28 events exceeded the
30TeV threshold of energy deposited in the detector and only two the PeV. In 2014,
the analysis was updated with one year more of data [2], increasing this evidence up
to a 5.7σ significance and adding one more event above the PeV. These results are
summarised in Figure 1.19 and discussed in the following.
In the showed skymap, in Galactic coordinates, are shown the 28 cascade events
(circles) plus 7 track events (diamonds) detected in IceCube above 30TeV2. The ex-
pected background are around 15 events, 8.4 ± 4.2 atmospheric muons and 6.6+5.9−1.6
atmospheric neutrinos. Symbol sizes in the plot are proportional to the deposited en-
ergy and showers present an outer circle representing the estimated angular error of the
event. The red bands reflects the 10% quantiles of neutrinos absorbed by the Earth
before reach IceCube at 30TeV, feature which increases with the neutrino energy.
The plots below shows the detected events in function of their energy (A) and dec-
lination (B, only events above 60TeV), compared to the expected background compo-
nents (atmospheric muons and neutrinos), their uncertainties per bin, and the signal
best-fits: the more likely spectrum of the signal, detected in the 100TeV–1PeV, is a
E−2.3 diffuse flux with a 10−8GeV cm−2 s−1 sr−1 normalisation, a flux very similar to
the lower bound of the Waxman-Bahcall limit [64–66]. No hypothesis test has yielded
statistically significant evidence of clustering or correlations insofar.
Finally, on the right is shown the event #35, also known as “Big Bird”, the high-
est deposited energy event ever detected in IceCube, 2 PeV. Only two events more
exceed the PeV threshold, the events #14 (“Ernie”) and #20 (“Bert”) with 1.0 and
2Originally, 37 events were detected, but two (events #28 and #32) were associated with CR
showers above IceCube and rejected afterwards.
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Figure 1.19: Left: Skymap (top) of the 35 events above 30TeV detected by IceCube [2, 127], and the excess of detected events
compared to the expected background (bottom). More information in the text. Right: “Big Bird”, event #35, which deposited
2 PeV in IceCube.
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1.1PeV respectively. The forth most energetic event has 385TeV. A gap larger than
the 400TeV–1PeV one appears in 43% of realisations of the best-fit continuous spec-
trum. A recent analysis of ANTARES investigated blazars compatible with the #14
and #20 events looking for possible neutrinos associated with them [129]. Results,
background compatible, show close to one signal event fitted on each of the two ex-
pected most neutrino bright sources, SWIFT J1656.3-3302 and TXS 1714-336, out of
the six blazars considered in the analysis. Additionally, the possibility that the IceCube
signal could be caused by BL Lac objects and PWNe has been pointed out [130].
These results confirms the existence of cosmic neutrinos at high energies and en-
courages the field of neutrino astronomy more than ever. As mentioned, up to the date,
point source and correlated analyses have shown no evidence to be responsible of the
detected neutrinos but more details concerning the type of signal will be known in the
following years: diffuse nature of the flux, since 10 unknown point sources isotropically
distributed emitting a tenth of the detected flux may not be yet resolvable as individual
sources; flux origin, Galactic or extragalactic; and origin uniqueness, i.e. if the flux is
composed of multiple contributions of different astrophysical origin.
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2The ANTARES detector
THE ANTARES detector is the largest undersea neutrino telescope at present, as
the result of more than a decade of effort of the ANTARES Collaboration. It is tak-
ing data in its complete layout since 2008 and is expected to continue until at least
the end of 2016. It lays the groundwork for the next generation undersea neutrino
telescope KM3NeT. In this chapter, the detector is presented together with its com-
ponents. Likewise, the data acquisition system and the detector calibration procedures
are summarized. See chapter 3 for a description of the track reconstruction techniques
in addition to the Monte Carlo chains and the main performances of the detector.
2.1 ANTARES in a nutshell
ANTARES [131–133] (“Astronomy with a Neutrino Telescope and Abyss environmen-
tal RESearch”) is an international multidisciplinary experiment located around 40 km
South off the coast of Toulon1 (see Figure 2.1), in the South of France, in the Mediter-
ranean Sea between 2475m (seabed) and 2025m (top of detector) below sea level.
The ANTARES detector is the largest neutrino telescope in the Northern hemisphere
—only oversized by IceCube in the South Pole— and the biggest undersea built at the
moment.
The ANTARES neutrino telescope is basically a three-dimensional array of light
sensors (see Figure 2.2) with a volume of ∼0.1 km3. It is mainly composed by 12 de-
tector lines —plus an Instrumentation Line (IL)— 450m high anchored to the sea bed
and kept taut by a buoy at its top. The lines are separated by 60 to 75m horizontally
and arranged in a hexagonal pattern of ∼180m base (see Figure 2.3). Each line has 25
floors organized in 5 sectors of 5 floors each. A generic ANTARES optical storey (see
1[LAT:+42◦ 50’|LON:+06◦ 10’]
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Figure 2.1: Location of
the ANTARES Neutrino
Telescope. Submarine cable
MEOC arrives to Sablettes,
where a power hut is
located, that connects
with the control room at
Institut Michel-Pacha.
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section 2.3.3) is composed of three optical modules (see section 2.3.4). The exceptions
are line 12, which has 20 optical plus 3 special acoustical storeys. This layout aims to
detect in time and position the Cherenkov light emitted by the energetic charged parti-
cles that pass through or near the detector and thus infer their direction and estimate
their energy (see section 1.5.2). The atmospheric muons generate a background rate
of down-going tracks from 3 to 10Hz depending on the trigger conditions. To improve
the performance to detect up-going events all the OMs are facing 45◦ downwards.
The 12 lines together with the Instrumentation Line (IL) are connected by means
of interlinking cables laying on the seabed to a Junction Box (JB) where the long
distance Main Electro-Optical Cable (MEOC) of ∼40 km links the whole detector to
the shore (see section 2.3.1). The detector is powered and controlled from the shore
at the control room, where all the data is sent for processing and triggers are applied.
The detector lines are bent by the sea currents. For a precise reconstruction, the
relative position of all the elements of the detector have to be known with a precision
better than 20 cm. A ∼10 cm positioning accuracy is guaranteed by the combination
of an acoustic system, composed of hydrophones and emitters, plus tilt-meters (see
section 2.5.2). The time calibration of all the electronic elements provides a common
time reference with a precision better than the nanosecond. This is performed in situ
by a system of different Optical Beacons (OBs) (see section 2.3.5) distributed along
the detector: an LED OB on floors 2, 9, 15 and 21 of each line and a Laser OB
placed in the base of the line 8. This system achieves a time resolution between the
different electronic components below 0.5 ns (see chapter 2). With those specifications,
ANTARES can reconstruct high-energy neutrinos with an average angular resolution
of 0.3◦ for neutrinos with an energy above 10TeV (see section 3.3).
ANTARES aims also to investigate techniques for acoustic detection of neutrinos
in the deep sea with the ANTARES Modules for the Acoustic Detection Under the
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Figure 2.2: Scheme of the ANTARES Neutrino Telescope, the 12 lines plus the IL on
its first deployment position. The two kinds of storeys are shown (see section 2.3.3).
Sea (AMADEUS) system [134]. This system is composed by three dedicated acoustical
storeys —with two triplets of acoustic receivers— placed on the top of line 12 and
three more in the IL.
In addition to hydrophones that record constantly the environmental sounds [135]
and the light detectors that can also monitor the bioluminescense activity, there are
multiple sensors —like an acoustic Doppler current profiler (ADCP) to measure speed
and direction of the sea current— and a pair of biocams that enable ANTARES to
perform biological and oceanographic studies from its privileged position in the abyss
region of the Mediterranean Sea. Studies about the sea life and the bioluminescense
phenomena have been carried out [136, 137].
2.1.1 Construction milestones
An ANTARES testing phase at the late 90’s, including a “Demonstrator String” in
November 1999 that tested the elements positioning accuracy, led to the installation
of the MEOC in 2001 and the JB in 2002. For this purpose, the MEOC was recovered
from the seabed and the connection with the JB tested on deck before the deployment.
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During the following years some prototypes were tested. A prototype line, called Line 0,
was deployed with the aim of studying the leak-tightness of the proposed electronics
container scheme and the behaviour of the design proposed for the electromechanical
cable. Line 0 also included a prototype of an acoustic detection system. Later, the
Mini Instrumentation Line with Optical Modules (MILOM) [138], composed of 5 storeys
only, was deployed and operated in situ, providing, together with an Instrumentation
Line (IL) [139], a valuable experience of possible long-term effects and allowing the
validation and optimization of the design. This period culminated with the deployment
of the first operational line of the detector on the seabed in March 2006. By September
of the same year, a second line was connected and in January 2007 another 5 lines were
added, and ANTARES started to take data on a continuous basis. It was expanded up
to 10 lines in December 2007 and completed with 12 lines in May 2008.
Figure 2.3: ANTARES line distribution
on the sea floor.
Since then, various lines have been re-
covered and redeployed: line 12 in 2008, line
6 in 2010 and the IL in several occasions,
in 2011 and 2013. This has been possible
thanks to the detector design and the wa-
ter environment. These operations usually
involved the participation of submarine ve-
hicles2 for cable plugs and handlings in situ
and a special vessel, called CASTOR. CAS-
TOR possesses a high precision positioning
system —for an accurate location of the de-
ployment of the lines— and a deck and grave
suited for the ANTARES line deployment and
retrieval. These operations allow the repair
of damaged components and the inclusion
of new hardware: three OMs could be re-
placed by new ones with nanobeacons (see
section 2.3.5.3) and a laser OB (see sec-
tion 2.3.5.1) was placed in the IL together
with a multi-PMT OM for testing future hardware for KM3NeT (see section 1.5.4).
Also two standard LED OBs were replaced by multi-wavelength LED OBs (see sec-
tion 2.3.5.2) in order to improve the measurement of the sea optical properties and
test new LEDs. Besides these operations, since the 5 lines period start, data-taking
interruptions have been mainly due to occasional power cuts or by a security measure
when the light intensity was too high for the photomultipliers due to the marine bi-
oluminescence (see section 2.2). As an exceptional event, in August 2008 a default
on the optical cable that connects the detector to shore cause a disconnection of the
detector. The the data-taking was resumed in September 2008.
2Like the manned NAUTILE and the Remote Operating Vehicle (ROVs) VICTOR from IFREMER
in the first stages of ANTARES. Latter operations were done with APACHE, a light ROV of COMEX.
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ANTARES is intended to operate at least until 2016, having been the precursor of
the next generation undersea neutrino telescope KM3NeT.
2.2 Site optical properties
The ANTARES location was chosen after carrying out a detailed evaluation of the site
candidates during the R&D phase of the project by measuring some environmental
parameters and the optical properties of the deep seawater places, which are capital
for the detector performance.
2.2.1 Water optical properties
Photons can be scattered and absorbed during their propagation in water. Both effects
depend of the wavelength and affect the detection of the Cherenkov light from tracks or
electromagnetic showers (ESs), influencing the reconstruction ability of the telescope.
Cherenkov photons direction may change due to scattering and the amount of light
reaching the PMTs may be reduced due to absorption. As both effects happen at the
same time, we define the attenuation effective length:
1
λeffatt
=
1
λabs
+
1
λeffscatt
(2.1)
where λabs is the absorption length and λ
eff
scatt is the effective scattering length defined
as λscatt/(1− 〈cosθ〉), being 〈cosθ〉 the average cosine of the total scattering angular
distribution. This definition is valid when 〈cosθ〉 ∼ 1, which is the case for multiple
scattering in seawater. This λeffatt gives an indication of the fraction of photons emitted
by the source that are actually detected.
The measurements of the absorption and effective scattering lengths for the ANTARES
site [140] (see Figure 2.4) were performed with an autonomous line equipped with a 1”
diameter PMT and pulsed isotropic light sources for two wavelengths (UV and blue)
placed at different distances. Currently, the optical properties of the ANTARES site
seawater are measured using the OBs [142]. The results of these measurements estab-
lished for blue (UV) light a λabs ∼ 60 (26)m and a λeffscatt ∼ 265 (122)m with a time
variability around ∼ 15%. Uncertainties in the knowledge of the water properties are
estimated to induce a 10% and 5% uncertainty in the angular resolution and effective
volume of the detector respectively.
Another important parameter for the muon track reconstruction is the velocity of
light in seawater. It is given by the wave packet group velocity:
vg =
c
ng
− ck
n2g
dng
dω
(2.2)
where k is the wave number, ng is the group refractive index and ω the frequency of the
wave packet. Measurements of ng as a function of the wavelength at the ANTARES
site (see Figure 2.5) have been done using the OBs as well [141].
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Figure 2.4: Absorption and effective scattering lengths measure at the ANTARES
site [140] at various epochs for UV and blue light. Horizontal error bars illustrate
the source spectral resolution. The large circles correspond to the estimation of the
absorption and scattering lengths for pure seawater. The dashed curve is the scattering
length for pure water, which corresponds to the upper limit on the effective scattering
length in seawater.
2.2.2 Biofouling and sedimentation
The ANTARES sensors are exposed to underwater sedimentation and biofouling pro-
cesses. They affect to the transparency of the different components, reducing the OMs
efficiency. Sedimentation comprises the gravely accumulation of small particles on the
mostly horizontal surfaces of the OMs while biofouling is caused by the adhesion of
micro-organisms —mostly bacteria— present in the water to the external surface of
the OMs (see section 2.3.4) creating a thin bio-film capable of absorbing part of the
incident light. Biofouling and sedimentation were expected to not represent a major
problem to ANTARES since its PMTs point 45◦ downward. The loss of light transmis-
sion on the OMs spheres was measured [143], showing a decreasing trend of the glass
spheres transparency with time (see Figure 2.6). After 8 months under the water, the
loss of transparency in the equatorial region of the spheres dropped less than a 3%
with signs of saturation. Extrapolations estimate a global loss of a ∼2% after one year
of operation. Nevertheless, since 2010 a loss in efficiency around a factor three on the
detector has been observed.
2.2.3 Optical background
Two unavoidable environmental background sources of light are present in the ANTARES
site seawater: potassium 40 and bioluminescent organisms.
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Figure 2.5: Measurements of the index of refraction corresponding to the group
velocity of light as a function of the wavelength at the ANTARES site [141]. The
grey band shows the systematic uncertainty. The two solid lines correspond to a
parametrisation of the index of refraction evaluated at a pressure of 200 atm (lower
line) and 240 atm (upper line).
40K is a radioactive isotope present in 1 of the potassium in nature whose
concentration in ANTARES surroundings will depend of the seawater salinity. This
isotope presents all three β-decay types:
β− : 40K→ 40Ca + νe + e− B.R. = 89.28% (2.3)
E.C. : 40K + e− → 40Ar + νe + γ B.R. = 10.72% (2.4)
β+ : 40K→ 40Ar + νe + e+ B.R. = 0.001% (2.5)
When it decays by β−, an electron is produced with enough energy to emit Cherenkov
light. The light pulses produced on the PMTs have typically low amplitude —around
one photo-electron— and are uncorrelated on time scales above a few nanoseconds.
Bioluminescence is a form of chemiluminescence produced by bacteria and other
living organisms that results in the emission of light typically in the optical range.
This feature is commonly present in the marine life that inhabit the ANTARES waters.
Therefore, the bioluminescence light rate is expected to be correlated to the amount of
luminescent organism around, and hence to be dependent of the sea current velocity.
Both backgrounds give a continuous contribution to the count rate of about∼60 kHz.
Seasonal and extraordinary conditions may favour the life profusion and activity in the
ANTARES vicinity, increasing this baseline during these periods (see Figure 2.7). Fur-
thermore, this baseline is perturbed by an additional discontinuous component com-
posed of short flashes of light —typically below the 10 s with record rate increases up
to several MHz— which are though to be produced by luminescent multicellular organ-
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Figure 2.6: Light transmission into the
OM as a function of time since the immer-
sion day for five different zenith angles of
the photodiodes. The measurements are
normalized to unity at immersion day.
isms. These short bursts if are continuous and strong enough may favour a fast ageing
of the PMTs. For this reason a safety threshold on the rates —mean rates at 900 kHz
or frequent bursts above 5MHz with mean rates above 600 kHz— is established and
if exceeded, the PMTs of the detector are switched off or their HV reduced.
2.3 Component description
The ANTARES detector can be described as a set of a few basic components presented
in the following:
 a Main Electro-Optical Cable (MEOC) that connects the detector to shore.
 a box of connectors or Junction Box (JB) that splits the MEOC to the cables or
interlinks that individually connect each line.
 and 12 + 1 lines, which consist in a cable anchored to the seabed that hosts:
– a Bottom String Socket (BSS): a titanium support frame that anchors the line
to the dead weight on the seabed. It houses the String Control Module (SCM,
an electronic titanium container), the String Power Module (SPM) of the line,
an acoustic emitter/transducer (RxTx) and —in the case of lines 7, 8 and the
IL— a Laser Optical Beacon (Laser OB).
– several storeys, whose base is a titanium support frame. There are 23 in line 12,
6 in the IL and 25 in the rest. Each five consecutive storeys —i.e. floors 1–5,
6–10, 11–15, 16–20 and 21–25— conforms a sector. Each storey houses:
* a Local Control Module (LCM) in an electronic titanium container. One out
of five —the ones on floors 2, 7, 12, 17 and 22— are a Master Local Control
Module (MLCM). Each MLCM links the LCMs within its sector to the SCM
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Figure 2.7: Baseline rates during the physics runs of ANTARES in the period
2007–2013. The median of the full period is established on the 61.5 kHz. Spring
periods of high bioluminescence activity are recognisable.
of the line, i.e. the connection hierarchy of the electronic components is:
shore–(MEOC–JB–interlink)–SCM–MLCM–LCM.
* in some cases an LED Optical Beacon (LED OB). There are four per line: on
floors 2, 9, 15 and 21, the latter absent in line 12. LED OB on line 12 floor 2
has special LEDs to evaluate the technology for KM3NeT and LED OB on
line 6 floor 2 has multiple wavelength LEDs for optical properties studies.
* in some cases an hydrophone acoustic receptor (Rx). There are five per line:
on floors 1, 8, 14, 20 and 25 or the last floor of line 12.
* the upper three floors of line 12 and of the IL are particular storeys part of
the AMADEUS system, that house two triplets of hydrophone receivers (Rx).
* a triplet of Optical Modules (OMs), ANTARES main component, that house
in a borosilicate sphere a PMT with an internal LED together some electron-
ics. In addition, each one in the line 9 floor 1 houses also a nanobeacon.
– and a buoy responsible of keeping vertically the line by increasing its buoyancy
and lifting it up to the surface when released.
2.3.1 Junction box and main electro-optical cable
The connection between the shore station and the detector is carried out by the Main
Electro-Optical Cable (MEOC). It is 42 km long and has 58mm of diameter. It is
composed of 48 monomode pure silica optical fibres and is designed to provide all the
electronic commands, clock, power supply and transmit the data. This cable goes
from shore up to the Junction Box (JB), an egg-shaped vessel made up of titanium
(see Figure 2.8) powered at 3700V. In the JB the high voltage is converted and split
to 16 breakers feeding individual lines. The clock signal is broadcast optically, and 2
optical fibres (RX and TX) are routed to each line. Each line is connected to the JB
by electro-optical interconnecting cables, so called interlinks, carrying 2 optical fibres
for the clock, 2 optical fibres for the data, and 2 electrical cables for the power. The
signals from the JB are received in the SCM of the BSS of each line and then split to
the MLCM on each sector of the line.
49
2. The ANTARES detector
Figure 2.8: Picture of the JB and the MEOC. Left: the JB before deployment. Right:
the section of the MEOC.
2.3.2 Line detector unit
ANTARES is composed by 12 lines plus the IL separated between each other by around
60–75m. Each line contains a BSS plus 25 storeys —with the exception of line 12
whose top 5 optical storeys are replaced by 3 acoustic modules— and a buoy that keeps
vertically straight its ∼450m of length.
The lines are anchored to the seabed by the BSS. This structure is tied to a dead
weight by a hook that can be released remotely from the surface by acoustic commands.
The line buoyancy is controlled by the dead weight and the top buoy, since the rest of
the line is designed to have a density similar to that of the water. This way the lines
can be easily retrieved from the seabed. The deployment of a line is done by releasing
them from the sea surface in the desired GPS coordinates with a new dead weight. The
interlinks from the JB connect the lines from their BSS. Connection and disconnection
operations are performed with ROVs.
The lowest ∼100m of the line are not instrumented in order to avoid the fouling
and the mud spread out from the seabed by the marine currents. The storeys are
separated vertically 14.5m from each other and grouped in five sectors. In each storey
there is an LCM (see section 2.3.3). In each sector, one particular LCM —the ones
in floors 2, 7, 12, 17 and 22— is an MLCM which contains the Ethernet switch to
concentrate the data traffic coming from the other 4 LCMs and from itself.
In the BSS, there is the String Power Module (SPM), which provides the power
supply to the BSS instruments and to all the LCMs in the string. The electronics
required by the slow control system, the clock and the instruments of the BSS are
contained in the String Control Module (SCM). The Gb Ethernet from shore (RX) is
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Local Control Module L
o o  
cal o ule (OM)
LED Optical Beacon (LED OB)
Figure 2.9: A typical ANTARES storey with an LCM within a titanium container and
three OMs. In four storeys of each line there is an LED OB and in five, a hydrophone.
demultiplexed optically to the 5 MLCMs of the line, whereas the 5 returning Gb Ethernet
flux from the MLCMs are optically multiplexed and routed to shore on a single optical
fixed (TX). The instruments in the BSS are an acoustic transponder RxTx hydrophone
for acoustic positioning, a pressure sensor and a sound velocimeter. In addition, the
BSS of Lines 7 and 8 and the IL have a Laser OB for time calibration.
2.3.3 Storey detector unit
Each storey is composed of a titanium support frame where a triplet of OMs and an
LCM are attached (see Figure 2.9). The triplet of OMs (see section 2.3.4) are equally
spaced at 120◦ horizontally and facing downward at 45◦ in order to be more efficient for
up-going neutrino detection. The LCM is a titanium container placed at the centre of
the frame which houses and protects from the water pressure the associated electronics
to control the storey elements.
Some storeys contain additional instruments: five receiving Rx hydrophones per
line devised for acoustic positioning, in floors 1, 8, 14, 20 and 25, the latter on the
uppermost floor in the case of line 12; four LED OB per line for time calibration
purposes, in floors 2, 9, 15 and 21, the latter absent in the case of line 12; three
dedicated storeys for acoustic positioning in the uppermost floors of line 12, where the
triplet of OMs are replaced by two triplets of hydrophone receivers Rx.
All the electronic commands, the clock signal, the slow control, the readout and the
HV supply, arrive at the OMs via the electronic boards housed in the LCM. Each optical
module is linked to a front-end board housing two Analogue Ring Sampler (ARS),
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Figure 2.10: The Optical Module of the ANTARES detector.
the Application-Specific Integrated Circuit (ASIC) chip used for signal processing and
digitization (see section 2.4.2). The ARS provides the time and amplitude of the
signal produced in the PMT, both of which are essential to reconstruct the muon track
direction and estimate its energy.
2.3.4 Optical modules
The ANTARES telescope is equipped with 885 Optical Modules (OMs). The OM is
the fundamental device of ANTARES [144]. It contains the PMT, which detects the
Cherenkov light, enclosed in a glass sphere made of borosilicate, a high presure resistant
transparent glass, with 41.7 cm of inner diameter and 15mm of thickness. This sphere
is devised to support high pressures of about 260 atm at normal operation and 700 atm
on qualification tests. Its refractive index is 1.47 in the 300–600nm range and its
light transmission is >95% above 350nm. It presents a manometer, a penetrator to
connect the electronics and a vacuum valve. The half opposite to the PMT orientation
is painted in black in order to avoid light detection from its back (see Figure 2.10). No
glue is required to join both halves but only a waterproof tape around the joint, the
outside pressure underwater keep them joined.
The PMT housed in the glass sphere must meet several requirements in order to
provide the best performance for physics research. Several PMT models were put
under test before the final selection of the Hamamatsu R7081-20 model was made.
This model has a 10” photocathode diameter with a gain above 5 × 107 working at
high-voltage (<2000V). The PMT has an spectral response from 300 nm to 650nm,
with a peak wavelength at 420 nm. It has a one photoelectron peak-to-valley ratio
higher than two, a Transit Time Spread (TTS) below 3 ns (FWHM) and a dark noise
rate below 10 kHz for a 0.25 photo-electron (p.e.) threshold.
In order to reduce the influence of the Earth’s magnetic field, which can degrade
the TTS of the PMT, a µ-metal cage with high magnetic permeability surrounds the
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Figure 2.11: The HamamatsuR7081-20 PMT used in the OMs of ANTARES and its
characteristics.
PMT. Fixing the µ-metal and the PMT to the glass sphere, there is an optical gel which
is highly transparent and the appropriate refraction index to reduce reflection. Glued
to the rear part of the bulb of the PMT there is an internal blue LED to monitor its
Transit Time (TT). The LED is encapsulated in a black cap with a small hole (∅1mm)
drilled on the side of the cap and a thin aluminium layer is deposited in the rear part
of the bulb to limit the fraction of the light arriving to the photocathode to only a few
photons.
2.3.5 Optical beacons
The Optical Beacon (OB) system [145], developed by IFIC, has been devised to provide
an in situ time calibration system for ANTARES (see section 4.7). The system consists
in a series of pulsed light sources, the OBs, distributed throughout the detector. There
are two kind of OBs: the LED OBs, placed along the lines and used to calibrate the
PMTs within the same line (see section 4.7.3), and the Laser OBs, placed at the base
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Figure 2.12: The Laser OB. Left: the Laser OB and its titanium container. Right:
detail of the upper end-cap of the Laser OB with its antibiofouling quartz rod system.
of some lines and conceived to calibrate the lines among them (see section 4.7.4).
With the different OBs it is possible to illuminate each OM with a controlled time
emission and to detect the deviations of the arrival times from what is expected from
light propagation.
2.3.5.1 Laser Optical Beacons
The Laser Optical Beacon (Laser OB) has been designed mainly to perform the time
calibration between lines (see section 4.7.4). Its main component is a diode pumped
Q-switched Nd-YAG laser which produces short pulses with a time duration less than
1 ns (FWHM) and a total energy of ∼1µJ. The model is a NG-10120-120 8 which emits
at 532 nm after frequency doubling of the original Nd-YAG wavelength of 1064nm. The
actual time of laser emission is obtained thanks to a fast photodiode integrated into
the laser head. Once the laser shot is produced, the built-in photodiode sends back a
signal which is passed to an ARS chip located in the SCM.
The laser is housed in a cylindrical titanium container 705mm long and 170mm
in diameter (see Figure 2.12). The bottom end-cap holds the penetrator of the cable
connectors. Inside the container, an aluminium inner frame holds the laser and its
associated electronics. The laser beam points upwards and leaves the container through
an opening in the top end-cap. In this opening there is an optical diffuser comprising
a flat disk diffuser with a thickness of 2.2mm and a diameter of 25mm that spreads
out the light beam following a cosine distribution, so that the light can reach the
surrounding lines.
In order to minimize transmission losses due to underwater sedimentation and bio-
fouling —the laser is more affected by this effect since it is pointing upwards— a quartz
cylinder was bonded to the upper surface of the diffuser. The upper surface of this
cylinder is coated with a black, water resistant epoxy layer. The light then leaves the
cylinder through the vertical wall where biofouling is negligible. Due to Snell’s law, the
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Figure 2.13: The LED OB. Left: the LED OB without the upper cap of its borosilicate
container. One of the board circuits is also shown. Right: the LED OB installed in the
storey frame.
cosine distribution is conserved when the light leaves the cylinder through its vertical
wall. The dimensions of the cylinder are 40mm in diameter and 47mm long. These di-
mensions, together with the refractive index of quartz (n = 1.54) and water (n = 1.34)
determine the maximum and minimum angle of the outgoing light, which were selected
to maximize the number of storeys illuminated in the closest lines, while taking into
account the technical constraints of the cylinder fixing due to the high pressure.
Originally two Laser OBs were deployed, one on the BSS of line 7 and other on
the one of line 8. The laser on line 7 never managed to work after deployment but
line 8 Laser OB has been serving for the time calibration since the 10 lines phase of
the detector was completed. In 2013, in order to test new technologies for KM3NeT, a
more powerful Laser OB was installed on the IL BSS. Tests showed it working perfectly
but technical difficulties in the communication between the IL independent hardware
and the rest of the detector have prevented so far to use it routinely in calibration
tasks. In addition, problems with IL connectivity have halted its use up to now (see
section 3.4).
2.3.5.2 LED optical beacons
The LED Optical Beacons (LED OBs) are devices conceived to perform the time cali-
bration of the PMTs within the same line (see section 4.7.3). It consists of 36 individual
blue LEDs (λ = 472nm) arranged in groups of six, on the six vertical sides of an hexag-
onal cylinder (see Figure 2.13). On each face, one LED points upwards and the rest
point radially outwards. The 36 LEDs in the beacon can be flashed individually or in
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combination, and at different intensities, with 160pJ per pulse at maximum intensity.
The faces are mechanically fixed to a hollow nylon structure which internally houses
a small Hamamatsu H6780-03 photomultiplier tube with a photocathode of 8mm di-
ameter, a Rise Time (RT) of 0.8 ns and a TT of 5.4 ns, used to provide the precise time
of emission of the light flash independently of the triggering signal. A flat acrylic disc
that acts as a lightguide is fixed to the upper part of the nylon mounting to increase
the collection of light and a conical depression was machined in its centre, to direct
light into the photomultiplier tube. The edges of the disc were also bevelled at 45◦ to
improve light collection from the horizontal LEDs.
There are four LED OBs per line located in the floors 2, 9, 15 and 21, except in
line 12, where there is no OB in floor 21. That configuration allows a time calibration
inside the line by sections.
The LED OB of line 6 floor 2 was strictly designed for water optical property stud-
ies [146]. This OB possesses 7 different wavelength LEDs —385 nm, 400 nm, 440nm,
472nm, 460nm, 505 nm and 518nm— installed in triplets on each OB face —in one of
the triplets LEDs of 472 nm and 460 nm are mixed together— and no additional LEDs.
The LED OB of line 12 floor 2 is aimed to test different LED models to study their
viability as a time calibration and water optical property monitoring tool for KM3NeT.
For that, it replaces the standard six top LEDs for six different models more powerful
and with wavelengths of 400 nm and 470 nm. The LED models of 470 nm used in this
OB are also used for the nanobeacons. Nevertheless being different, both OBs are still
suitable for time calibration.
The LED OB system allows to cover in situ the intraline time calibration of the
storeys above floor 3, 259 out of the 295 storeys of the detector. With the ageing of
the detector, 8 LED OBs out of the 47 have failed or stopped working at the moment
of writing this work: line 6 floor 2, line 10 floor 21, all the ones in line 11 and line 12
floors 2 and 15. The loss of these LED OBs implies a loss of a 17% of OMs that can
be calibrated this way.
2.3.5.3 Nanobeacons
In the top of each of the three OMs of line 9 floor 1 a specially powerful LED model of
470 nm —also used in the special LED OB of line 12 floor 2— was installed. They are
the so-called nanobeacons and aim to study the time calibration feasibility for KM3NeT
and how the biofouling would affect this system. They have larger ranges than the LEDs
of the ordinary OBs, that in addiction to test its technology and provide cross-checks for
the intraline calibration in ANTARES, they can also do it for the interline calibration.
2.4 Data acquisition system
ANTARES follows an “all-data-to-shore” philosophy. This implies that all the infor-
mation provided by the hits in the PMTs are sent to shore regardless of any possible
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physics trigger. Nevertheless, to start the digitalisation of a hit an amplitude threshold
in the pulse, typically 0.3 p.e., has to be fulfilled —the so-called level 0 trigger (L0).
The analogue signal of each PMT is digitised by a dedicated pair of ARS chips (see
section 2.4.2) located in the LCM of the storey and working in a token-ring configu-
ration to reduce the impact of their dead-time. These chips can be widely configured
from shore. They can process and send either just the time and the integrated charge
of the hit —Single Photo-Electron (SPE) mode— or include a 1 GHz sample shape of
the pulse produced on the PMT anode —WaveForm (WF) mode.
All this information is sent from the five LCMs of a sector to the correspond-
ing MLCM via a 100Mb/s bi-directional Ethernet concentrator board [147] (see Fig-
ure 2.14). In the MLCM switch, the signals from the LCMs are grouped in an optical
Gb Ethernet link transmitting over a Dense-Wavelength Division Multiplexing (DWDM)
system and sent to the SCM in the BSS. This DWDM system allows a synchronous
and independent communication with each sector by using a different wavelength for
each sector of the line, in the 1535–1570nm wavelength range. As already mentioned,
the 5 optical fibres of different wavelengths are passively multiplexed in the SCM and
connected to the JB where they are routed to shore. In the shore station, the five
optical wavelengths from each of the 12 lines are demultiplexed, and the resulting
60 Gb Ethernet links are connected to a switch from where data are routed to a CPU
farm where trigger algorithms are applied. The selected data is formatted using the
ROOT package [148], and stored for further oﬄine analysis.
These files are finally processed oﬄine using the best calibration available in order
to do an official ANTARES DATA production with the detected events reconstructed
by the different algorithms implemented (see section 3.1). To this end, SeaTray, an
adaptation of the IceTray [149] framework, is used. Additionally, these reconstructed
events and their most relevant parameters are typically stored in one file per run, the
so-called run-by-run production, in AntDST format, an ANTARES internal software
framework.
2.4.1 Triggers
A hit in a PMT is recorded whenever an amplitude threshold in the pulse, typically
0.3 p.e., is crossed, the so-called L0 trigger. Since most of the integrated hits are due
to the optical background, a data filtering based on different trigger criteria is applied
on shore by a computer farm. It is possible to establish a general-purpose muon trigger
by making use of the causality relation:
|ti − tj | ≤ rij × n
c
(2.6)
where ti ,j refers to the time of the hit i or j , rij is the distance between the PMTs
i and j , n is the refractive index of the sea water and c the speed of light in the
water. Background hits this way causally correlated in time can occur in each PMT.
Its rate can be reduced by requiring either coincidence signals of two L0 hits collected
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The ANTARES DAQ
Figure 2.14: An example showing the storey 21 of line 1. A PMT signal goes
to one of the ARS pairs assigned, where the hit is measured. The ARS sends the
integrated data to the FPGA aboard the LCM which processes the information
and sends it out of the LCM through the Ethernet port. All the LCM inputs and
outputs come through the corresponding MLCM, the LCM that centralizes the
traffic on the sector. The MLCM of each sector communicates with the SCM on
the BSS using DWDM, in the same way as the SCMs of each line communicate
with the JB, that distributes all the communications between the lines and the
MEOC.
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in the same storey in a time window of 20 ns or signals in the same PMT exceeding a
predefined high-threshold condition, e.g. 3 p.e. or 10 p.e. depending on the data taking
conditions. This defines the L1 trigger, that can be configured on demand and that
is applied in situ within the same LCM. With this first selection, the amount of data
is reduced by a factor of 102. In addition, an L2 trigger is defined to initiate a global
readout request.
On shore, a minimum bias trigger (∼0.1Hz) for data quality monitoring is also
used. Also, the following muon triggers, based on local and directional coincidences,
are commonly applied:
 T3 trigger: it searches for clusters of L1 hits on adjacent or next-to-adjacent
storeys inside a particular time window: 80 ns when the L1 hits are produced in
two consecutive storeys and 160 ns when their storeys are separated by one storey.
Its rate is around 10–20Hz in normal conditions. The 2T3 trigger requires two T3
clusters with at least four L1 hits.
 3N trigger: it requires at least five L1 hits registered in causality. Its rate is around
3–10Hz in normal conditions.
 GC trigger: it requires one L1 hit and four L0 in a track coming from the Galactic
Centre, maximising the efficiency to detect neutrinos coming from that direction.
Its rate may vary regarding the Galactic Centre elevation.
 TQ trigger: is a multi-directional trigger that scans the upward going sky with
looser trigger constraints slightly stricter than the GC trigger.
 K40 trigger: it requires two L0 hits in two optical modules in the same storey and
within a time window of 50 ns.
Their performance is often expressed in terms of their efficiency computed through
Monte Carlo simulation (see section 3.2). For atmospheric neutrinos, the 2T3 trigger
efficiency is on average in the range 70–80%, surpassed by the 3N one only at higher
energies. 2T3 selects atmospheric and astrophysical neutrinos with roughly the same
efficiency, while the 3N efficiency is higher for astrophysical neutrinos.
2.4.2 Readout electronics: the ARS
The ARS [150] is the chip in charge of measuring and processing the signal detected
by the PMT. It is a 0.8µm CMOS AMS technology3, containing 68000 transistors. Its
configuration is loaded at the beginning of each run and can be individually customised.
At least one L0 is required to start the signal integration, reducing the dark-current
noise of the PMT. When this threshold is crossed, a Time-Stamp (TS) and a Time-
to-Voltage Converter (TVC) value are generated providing the time information (see
Figure 2.14). Simultaneously, the charge is integrated within a gate of 35 ns. The sam-
pling frequency can be tuned between 150MHz to 1 GHz. A Pulse Shape Discriminator
(PSD) analyses the pulse shape, classifying the signal as Single Photo-Electron (SPE)
or WaveForm (WF). Both WF and SPE modes provide the charge and the arrival time
3Complementary Metal Oxide Semiconductor technology initiated by Austriamicrosystems.
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of the hit. In the WF mode, the analogue signal is sampled 128 times every ∼1.6 ns.
This mode is very useful in order to do detailed analysis of the signals for calibration and
timing parameter calculations. Nevertheless, it produces a large amount of data and
currently, only SPE signals are recorded for physics analysis and standard calibration
procedures.
In a second step, the pulse information (SPE or WF), charge and time, is sent
to a pipeline memory made up of 16 cells, which is able to handle 16 SPE hits or 4
WF hits. This process releases the ARS in order to acquire new hits without waiting
for the previous hit digitization. The hits in the pipeline memory are digitized by the
Analogue-to-Digital Converters (ADC). The digital values for the charge (AVC) and
time (TS and TVC) are generated for the selected hits and sent to the shore station.
Afterwards, the pipeline memory is released and remains ready to process new events.
2.4.3 Time measurement
The time information of every hit is provided by the TS (coarse time) and the TVC
(fine time) values, both measured by the ARSs.
Figure 2.15: Picture of an ARS.
The ARS has an internal clock which is reset every
“Reset Time-Stamp” (RTS). The TS is referred to
the last RTS and gives the number of half clock cycles
(25 ns) since the last RTS. With the last RTS and the
TS, it is possible to built the time since the beginning
of the run of every recorded hit with an accuracy of
25 ns. Since the clock system is synchronized with
the Universal Time (UT), the absolute time can be
obtained by assigning the GPS time to the data on
shore.
A higher precision is reached with the TVC pro-
duced by an 8-bit internal ADC in the ARS. This
ADC provides a subdivision of the complete clock cy-
cle (50 ns) in 256 parts, i.e. a precision of about 200 ps
(see Figure 2.16). A ramp generator provides a volt-
age proportional to the time within a clock cycle du-
ration. When a PMT signal crosses the L0 threshold,
the ramp voltage is frozen and memorized, providing
the TVC value. Because of the dead-time spent re-
covering the ramp shape, a flip-flop system based on
two TVC ramps is used.
In the ideal case, the TVC ramps would start synchronized with the clock cycles.
However, there is a small shift between them. This effect is taken into account when
computing the hit time, correcting the TS value to match the real time value.
Finally, the measured time is corrected by the ARS parameters of the detector called
ARS T0 or T0s, which comprise the time passed since a photon hits a PMT until the
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Figure 2.16: Time measurement procedure in the ARS. A TS (Time Stamp) and a
TVC (Time-to-Voltage Converter) times are generated when the signal crosses the L0
threshold. The TS is given by the number of 50 ns cycles since the last reset (RTS).
The TVC gives a refined time within the cycle.
integrated hit signal reaches the shore station. These parameters are controlled by time
calibration processes (see chapter 4).
The TVC values are translated into time by:
t(ns) = 50× TVC− TVCmin
TVCmax − TVCmin (2.7)
where TVCmin and TVCmax are the limits of the effective dynamic range of the TVC,
since not all the 256 channels are available in practice. These TVCmin and TVCmax
need to be calibrated for each TVC pair on each ARS (see section 2.5.1).
2.4.4 Charge measurement
The PMTs have a nominal gain of ∼ 5×107, which gives a signal of about 45mV (50Ω
load) for a single photo-electron collected in the PMT anode. The charge integration
61
2. The ANTARES detector
Figure 2.17: Charge signal integration with 3 capacitors working in different phases.
When the L0 is crossed, the ramp voltage is frozen and memorized.
is carried out in three steps in order not to lose any charge. This is done by means
of three capacitors working in three different phases (see Figure 2.17): the integration
phase (I), where the signal from the anode is integrated, the memorization phase (M),
where the integrated charge is recorded in memory, and the charge erasing phase (R),
where a reset is done. These phases have an adjustable time cycle duration between
8 and 30 ns, which is on purpose slightly longer than the PMT rise-time (defined as
the elapsed time between 10% and 90% of the amplitude signal, around ∼5 ns). When
a hit crosses the L0 threshold, the time integration is increased in order to cover all
the signal pulse shape. This phase’s duration is set between 17 to 50 ns. The charge
integrated value is obtained as the sum of the two capacitors in the integration and
memorization phase.
After this process, the integrated charge is digitized by an 8-bit ADC called Analogue-
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to-Voltage Converter (AVC), which provides values from 0 to 255. The conversion from
AVC units to charge units (p.e.) is computed in the laboratory for each specific ARS.
The results show that the AVC-charge relation can be considered linear:
Q p.e. =
AVC− AVC 0 p.e.
AVC 1 p.e. − AVC 0 p.e. (2.8)
where AVC 0 p.e. is the position of the pedestal and AVC 1 p.e. is the position of the one
photo-electron peak.
A second order correction is applied to take into account the “cross-talk” effect
due to the influence of the TVC ramp values in the analog memory of the AVC during
the ARS signal digitization. The reciprocal effect, i.e., TVC affected by the AVC, is
not observed. Different AVC values are found for the same charge input depending
on the TVC value. This effect increases linearly with the TVC values. The correction
is typically of 4 channels for the complete TVC range. The linear correction can be
written as:
AVCcorr = AVC− XTslope(TVC− TVCmean) (2.9)
where XTslope is the slope (AVCbit/TVCbit) of the linear cross-talk effect, and TVCmean
is the centre of the TVC ramp, (TVCmax − TVCmin)/2, by definition. The maximal
size of this correction observed amounts to 0.2 p.e..
In order to obtain the correct value of the charge, the AVCcorr value obtained from
equation 2.9 should be used as input (AVC parameter) in equation 2.8. The expected
relative error in the hit charge measurement is smaller than 10%.
2.5 Calibration procedures
In order to perform the reconstruction of events in ANTARES, three main pieces of
information have to be well known: charge and time of the hits detected in the OMs
and position of the OMs in the detector. The measurements depend on the detector
constants that convert electronic recordings into physical values. The different con-
stants of the detector are first established on shore in the dark room before deployment.
They may vary later due to different factor and hence in situ monitoring is required.
2.5.1 Time calibration
The measurement of time implies the constants ARS T0 and ARS TVC of each ARS. The
former, named simply the T0s, are the time-offset constants of each ARS, and chapter 4
is fully dedicated to their determination. The latter are the TVCmin and TVCmax of
each TVC pair, TVC A and B, present on each ARS.
Ideally, the 8-bit ADC of each TVC provides 256 channels. In reality only ∼200
channels are available. The fine time precision is around ∼0.25 ns. These TVCmin and
TVCmax need to be calibrated individually for each TVC pair on each ARS.
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To establish the real dynamic range of the ADCs, the TVCs are filled with times
from a random flat distribution. Typically, these random times are obtained from the
uncorrelated hits recorded by the OMs due to the optical background of the detector
during the physics runs. The TVCmin is defined as the first channel exceeding the 10%
of the average occupancy, and the TVCmax is the last one exceeding this 10% average
occupancy. These values have shown to be quite stable along time, and they do not
require a tight monitoring.
2.5.2 Alignment and positioning
The OMs relative positions are combined with the relative time information of the hits
to reconstruct the track (see section 3.1). Sea currents from ∼ 5 cm/s up to ∼ 20 cm/s
can drag the top storey of the lines from 1m up to ∼15m [151]. This makes necessary
a frequent measurement of the position of each OM. The acoustic system is composed
by the hydrophone acoustic emitter transducers (RxTx) present on each BSS —plus
additional emitters located at ∼145m from the detector— and the receptors (Rx)
present on each line on floors 1, 8, 14, 20 and 25 or the last floor of line 12. Every
2 minutes, the RxTx transducers emit high-frequency acoustic signals (40–60kHz)
that are recorded by the Rx receptors. The sound velocity is monitored by dedicated
oceanographic instrumentation. Using the travel time of the acoustic signals is possible
to determine by triangulation the distance between acoustic receivers and emitters.
To complete the positioning system, a Tiltmeter-Compass System (TCS) is housed
in each LCM. The TCS is a set of bi-axial tilt-meters and compasses that measure the
storey orientation by measuring its pitch, roll and heading angles.
The shape of each line of the detector is reconstructed by a global fitting procedure
using all these measurements. The accuracy of the method is around ∼10 cm, safely
below the 20 cm needed in order to have no impact in the angular accuracy during the
reconstruction.
Finally, the absolute positioning of the detector has been determined via acoustic
triangulation of the BSS positions with respect to a vessel at the sea surface, whose
position has been measured by a GPS system. A systematic uncertainty in the abso-
lute pointing of the detector of 0.035◦ on elevation and 0.127◦ on azimuth has been
estimated by Monte-Carlo simulations considering the errors on the sound velocity, the
relative distances between BSS and their positions[152].
2.5.3 Charge calibration
The gain of a PMT determines the final charge integrated in the anode as a result of a
single electron produced in the photocathode by an incident photon. In order to have
an effective threshold of 0.3 p.e. on the PMTs, it is required to monitor their gain and
tune the HV applied on them when necessary.
Any variation on the gain makes necessary to recalibrate for each ARS the AVC 0 p.e.
and AVC 1 p.e. parameters from Equation 2.8. The pedestal value, AVC 0 p.e., is deter-
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mined using special runs during which the PMT current is digitized at random times.
For the single photo-electron peak, AVC 1 p.e., the optical activity from bioluminescense
or from 40K decays are used, since, on average, they produce single photoelectrons
at the photo-cathode level. The values obtained for the AVC 0–1 p.e. parameters show
important differences among ARSs. In a similar way, it is possible to establish the
“cross talk” parameters in Equation 2.9.
The study of the 40K counting rate shows a regular decrease with time which is
thought to be caused mainly by biofouling and secondary by ageing. The HV tunings
performed help to counteract this lost of gain.
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3ANTARES track reconstruction,
Monte Carlo and performances
IN this chapter, the ANTARES track event reconstruction is described in addition to
the Monte Carlo chains used and the main performances of the detector. Finally, the
present status of ANTARES is outlined.
3.1 Track reconstruction
ANTARES has developed a fast and robust reconstruction method for online purposes
called BBfit [153]. It uses the position and time of the hits to find a compatible
Cherenkov emitting track through a χ2-like parameter, Q, which uses the differences
between the expected and measured times of the detected photons plus a correction
term that takes into account the effect of light absorption:
Q =
Nhit∑
i=1
[
(tγ − ti)2
σ2i
+
A(ai )D(dγ)
〈a〉d0
]
(3.1)
where tγ and ti are the expected and measured hit time, respectively, σi is the timing
uncertainty, 〈a〉 is the averaged hit charge calculated from all hits selected for the
fit, A(ai ) and D(dγ) are factor functions of the hit charge (ai ) and fitted distance
(dγ), respectively, and d0 is a normalisation factor. The online algorithm assumes a
rigid position of the detector components and is used for online alerts and triggers.
Figure 3.1 shows the event display of a down-going muon and its fitted track.
A more precise reconstruction method, called AAfit [154], is used for data analyses.
This oﬄine method takes into account the real detector alignment and the hit time
distributions derived from simulations and offers an optimal angular resolution and a
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Figure 3.1: Online display showing a fitted track [153]. Each panel shows the vertical
position (y-axis) and the arrival time of the hits (x-axis) for each detector line. Crosses
are hits in a time window of 3µs around the trigger, full circles are hits passing the
trigger condition and open boxes are hits used in the final fit, represented with pink
lines.
better detection efficiency at higher energies. It consists of several and consecutive
fitting procedures of increasing sophistication and inclusive hit selections. In the final
step a maximum likelihood fit is performed, where the likelihood is defined as the
probability density for the residuals —the difference between expected and measured
times— where the expected hit time is given by:
ti = tγ0 +
1
c
(
l − k
tanθC
)
+
1
vg
k
sinθC
(3.2)
where the variables are defined in Figure 3.2. The second and third terms correspond
to the muon and the Cherenkov photon propagation, respectively.
The maximised likelihood value, L, allows to quantify a quality parameter of the
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Figure 3.2: Schematic view of a muon track. The parameters used in the AAfit
reconstruction are shown. The muon passing through the detector induces Cherenkov
light at an angle θC with respect to its trajectory. A photon travelling at speed vg is
detected by an OM at a distance k from the muon track.
track:
Λ =
logL
NDOF
+ 0.1× (Ncomp − 1) (3.3)
where NDOF is the number of degrees of freedom in the fit equal to the number of
hits used minus the number of free parameters (NDOF = Nhits − 5). The number of
times the initial steps converge to the same final direction, Ncomp, in generally larger
the better a track is reconstructed. This Λ parameter allows the suppression of badly
reconstructed events, in particular atmospheric muons misreconstructed as up-going.
Figure 3.3 shows an example of Λ distribution.
The error on the reconstructed zenith, θ, and azimuth, φ, angles can be derived
from the covariance error matrix. From this matrix, it is possible to define the β
parameter:
β =
√
sin2(θrec)σ2φ + σ
2
θ (3.4)
referred to as the angular error estimate. Figure 3.4 shows the distribution of β and
the pull distribution for the zenith angle —i.e. distribution of the difference between
reconstructed and true zenith angle over the estimated β— very similar to the azimuth
pull distribution. Cuts on this β also allow to improve the sample data quality and the
signal-neutrino/atmospheric-muon ratio.
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Figure 3.3: Cumulative distribution of the track reconstruction quality parameter, Λ,
for tracks with cos(θ) < 0.1 (mostly up-going) which have an angular error estimate
β < 1◦ for the data period 2007–2012 [155]. The green (red) distribution corresponds
to the simulated atmospheric muons (neutrinos), where a 50% (30%) relative error on
the number of events is estimated. Data errors correspond to statistical errors only.
The bottom panel shows the ratio between data and simulation.
3.2 Description of the Monte Carlo simulations
A proper and accurate simulation of the events that are expected in ANTARES is
an important requisite to design the criteria to select the signal neutrino events and
evaluate the background. Most of the particles that cross the detector are the secondary
products of the interaction of CRs (mainly, protons and nuclei) with the atmosphere.
The atmospheric showers thus produced yield a variety of particles, but most of them
are absorbed by the atmosphere or by the water above the ANTARES detector. The
only down-going particles that reach the detectors are highly penetrating muons and
neutrinos. Regarding up-going particles, the Earth acts as a shield and thus the only
particles arriving at the detector are either neutrinos from atmospheric showers at
the other side of the Earth or muons produced in the interaction of neutrinos with
the matter surrounding the detector (at high energies, muons can travel hundreds of
metres of rock).
One of the components in the simulation of atmospheric muons is the primary CR
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Figure 3.4: Left: Distribution of the angular error estimate, β, for events surviv-
ing [Λ > −5.4; cos(θ) > −0.1] cuts (legend described in Section 3.2.5). Right: Pull
distribution of the zenith angle, without cut and for events with Λ > −5.3. See text.
model. Depending on the level of accuracy required for the study at hand, different
models are used. In section 3.2.1, the main simulation tools for this purpose are
reviewed. The simulation of neutrino events is described in section 3.2.2. Since it would
be computationally unaffordable to follow all the neutrinos produced by CR showers,
the Monte Carlo generates the particles that could induce light in the detector which
are produced by neutrino interactions in a volume sufficiently large surrounding the
detector. A weight is then assigned to the corresponding generated neutrino event
according to the atmospheric neutrino production.
The simulation of the propagation of the Cherenkov light is described in sec-
tion 3.2.3 and the final steps to simulate the detection of this light in the detector, in
section 3.2.4. Finally, the accuracy of the Monte Carlo is discussed in section 3.2.5.
3.2.1 Atmospheric muon generation
The main type of events detected by ANTARES are atmospheric muons. The simulation
of this background is performed using an MC tool called MUPAGE [156, 157]. This tool
uses a parametrisation of the muon flux at the can level to reduce significantly the
CPU time. This can (see Figure 3.5) is a volume around the detector, typically 2.5
times the attenuation length of the light at the ANTARES site from the instrumented
volume. Therefore, a Cherenkov photon emitted by a track inside this volume has
a non-negligible probability to reach a PMT of the detector. This parametrisation is
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Figure 3.5: Definition of the detector geometry for the event generation.
based on MC simulations of muons generated with CORSICA [158, 159]1 and propagated
with MUSIC [162].
MUPAGE has parametrisations of the angular distribution and the energy spectrum
of underwater muon bundles of any multiplicity [163], allowing simulation of events
for depths between 1.5 and 5 km w.e. and for zenith angles smaller than 85 degrees.
This optimized software allows a faster MC production and hence higher statistics. In
addition, the code was restricted to follow only secondary particles with energies above
500GeV.
Muons from the so-called prompt neutrinos are not included. These atmospheric
neutrinos originate from the decay of charmed mesons and other short-lived particles
and are expected to give a non-negligible but small contribution for muon energies as
high as ∼ 10TeV or ∼ 103 TeV depending on the charm production model.
A 50% uncertainty on the atmospheric muon flux has been estimated [164]. Muons
generated at the can surface are used in the next step of the MC chain (see section 3.2.3).
3.2.2 Neutrino generation
The simulation of neutrino events has been done using the GENHEN package [165], where
all three neutrino flavours and both neutral and charged current interactions are taken
into account. The CTEQ6 parton distribution functions [105] are used for cross-section
1In the early times HEMAS [160, 161] was also used.
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calculations (see Figure 1.10). Neutrino directions are uniformly generated in cosine of
the zenith angle (cos θmin ∈ [−1, 1]) and in azimuth angle (φ ∈ [0, 2π]), reproducing
a uniform neutrino flux. The probability of a neutrino to survive while traversing the
Earth depends on its energy (see Figure 3.6) and is determined by the interaction cross-
section with matter, σν(Eν), and the effective density of matter through the Earth [166]
for the simulated direction, ρ(θν):
PEarth(Eν , θν) = e
−NAσν (Eν )ρ(θν )
where NA is the Avogadro number. Neutrino energies are simulated following a power
law energy spectrum, E−γ , with γ = 1.4 in the 5–108GeV range. This way, roughly the
same interacting neutrinos per energy decade are generated and the MC can be reused
to simulate neutrinos with different energy spectra by weighting properly the events as
a function of the spectrum. For the atmospheric neutrino simulation, the Bartol model
flux [63] extended up to ∼100TeV [167] has been considered. The uncertainties on the
high energy neutrino flux stemming from the input parameters have been estimated to
be 30% [168].
Figure 3.6: Probability of a neutrino of
transverse the Earth without undergoing
an interaction as a function of the neutrino
energy and direction.
Neutrinos are generated at the genera-
tion volume level, conveniently defined to en-
sure that all the possible interactions that
could give place to a muon that may cross
the detector are generated. Its size is deter-
mined from the maximal muon range asso-
ciated with the highest neutrino energy that
is generated, typically Emax = 10
8 GeV, and
corresponds to a cylinder of 25 km in radius
and height around the detector. If the neu-
trino is generated outside the can, the result-
ing muons are propagated using MUSIC until
its surface. Muons, together with the show-
ers produced inside the can, are used in the
next step.
3.2.3 Light propagation
The propagation of the Cherenkov light from
the tracks of the resulting muons is simulated
with a software package called KM3 while any possible hadronic shower is performed
by GEASIM, both derived from the MC tool GEANT [169]. KM3 considers the effect of
absorption and scattering on the Cherenkov photons and uses a modified version of the
MUSIC code to propagate the muons through the detector.
In order to reach reasonably high statistics, KM3 and GEASIM use photon tables
which store the distributions of the number and arrival time of PMT hits at different
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Figure 3.7: Left: Number of reconstructed events (at trigger level) as a function of
the run number. Right: Same distribution for events reconstructed as up-going for
[Λ > −5.2; β < 1◦]. See text.
distances, positions and orientations with respect to a given muon track or electro-
magnetic shower. These tables are built from a sufficiently high statistics of accurate
and detailed full simulations of photon propagations from tracks and showers. Effects
included are energy losses, multiple scattering and radiative processes for the tracks
together with proper scattering and absorption effects for the photons. Times and
directions of the photons at concentric distances from the track or shower origin are
convolved with different possible orientations of the OMs, giving rise to these tables.
The tables can be reused as long as the underlying scattering and absorption models
do not have to be modified.
Other MC tools have been developed in ANTARES with the only purpose of simulate
the light emission of the various types of OBs: Calibob, a modified version of KM3,
and AAsim, built up with independent code. Both MC tools provide compatible results
and have been used for time calibration and optical property studies (see sections 2.2.1
and 2.3.5).
3.2.4 Detector simulation
The last steps in the simulation chain are performed with ANTARES internal software.
MonteCarloEventWritter prepares the outputs of the previous MC tools for the detec-
tion step. Also, the optical background noise simulation from 40K (60 kHz on each
OM) and bioluminescense (rates from the data itself) is included using the program
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Figure 3.8: Distribution of the reconstructed zenith angle (top left) for events at
trigger level with [Λ > −5.4; β < 0.75◦] cuts; the arrow indicates the cut on zenith
cos(θ) > −0.1. The other plots are the distributions of the reconstructed azimuth (top
right), the sinus of the declination angle (bottom left) and the number of lines used in
the reconstruction (bottom right) with [Λ > −5.2; β < 1◦; cos(θ) > −0.1] cuts. See
text.
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Figure 3.9: Distribution of the number of hits used in the reconstruction (left) and
the dE/dX energy estimator (right) for [Λ > −5.2; β < 1◦; cos(θ) > −0.1]. See text.
SummaryTimesliceWritter. The detection is then simulated with TriggerEfficiency,
which considers calibrations, triggers, noise, real environment conditions, etc. These
files, equivalent to real physics runs, are finally processed by AAfit and BBfit for the
reconstruction of events.
3.2.5 Data –Monte Carlo comparisons
The goodness of the ANTARES MC production and the detector understanding is tested
comparing it with measured DATA. For this, DATA –MC comparison plots for the data
period of 2007–2012 are made [170].
Figures 3.3, 3.8 and 3.9 show for typical quality cuts: the atmospheric neutrino
MC distributions, atm. ν, in red, with error bars corresponding to its 30% uncertainty;
the atmospheric muon MC distributions, atm. µ, in green, with error bars corresponding
to its 50% uncertainty; the DATA distributions, in black, where statistical errors are
shown; and the DATA –MC ratio, at the bottom, with the uncertainty on the simulations
calculated by adding the corresponding errors in quadrature in blue.
The number of reconstructed events with [β < 1◦; cos(θ) > −0.1] cuts applied on
that sample are: 10462 events for DATA to compare with 10176±2789 (5832 atm. ν
plus 4344 atm. µ) events for MC with Λ > −5.4; 5516 events for DATA to compare
with 4875±1303 (4194 atm. ν plus 681 atm. µ) events for MC with Λ > −5.2. The
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Figure 3.10: Top: Visibility curves (left) and its ratio improvement with respect to
the cos(θ) > 0.0 cut when down-going events are included (right) as a function of
the declination for the cuts cos(θ) > 0.0 (black), −0.1 (red), −0.15 (green) and −0.2
(blue). Bottom: ANTARES visibility in galactic coordinates for cos(θ) > 0 (left) and
cos(θ) > −0.15 (right), where white areas represent a null visibility and more intense
coloured ones a 100% visibility.
MC performs a reasonable good prediction of the ANTARES data for up-going events,
typically for quality cuts like Λ > −5.7 and β < 1◦ that are compatible with values
often used in ANTARES data analyses.
3.3 Main performances of the ANTARES detector
3.3.1 Visibility
Due to its latitude, 42◦ North, ANTARES can monitor with only up-going events a wide
range of the sky, δ ∈ [−90◦, +42◦]. The visibility may be improved by considering a
small part of the down-going events close to the horizon (see Figure 3.10). In particular,
a ∼15% increase in the visibility is obtained in the δ ∈ [−30◦, +10◦] range when a
cos(θ) > −0.15 cut is applied with respect to the only-up-going event case, and higher
for δ > +10◦, increasing the statistics for the sources that are not constantly visible
by ANTARES. Instantaneously, ANTARES observes in optimal conditions, i.e. without
atmospheric muon background, more than half of the sky. This includes the Galactic
Centre, ∼75–80% of the time depending on elevation cuts, and most of the Galactic
Plane, an important asset for the study of galactic neutrino source candidates.
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Figure 3.11: Left: Neutrino angular resolution distributions scaled to unity for each
energy channel in the period 2007–2012 for events with Λ > −5.9. The lines plot-
ted correspond to (from bottom to top) the median, 1σ and 90% angular resolutions.
Right: Neutrino angular resolution determined as the median of the cumulative distri-
bution (blue-solid) of the reconstruction angle α (green-dashed) for [Λ > −5.4; β < 1◦;
cos(θ) > −0.15] in the period 2007–2012 assuming an E−2 energy spectrum. The me-
dian (0.38◦) and 90% (1.57◦) angular resolutions are indicated by the black-dashed and
dotted lines respectively.
3.3.2 Angular resolution
Two terms determine the angular resolution of a neutrino telescope: one is due to the
kinematics involved in the neutrino interaction when a detectable muon is produced
(see Section 1.5.2) and the other is the ability of the detector to reconstruct accurately
the direction of a muon track through its Cherenkov emission. The total contribution
of both terms is estimated by comparing the reconstructed angle of the muon track
with the generated neutrino direction in the MC. A dependence with the neutrino en-
ergy is visible on Figure 3.11. The cumulative distribution of the difference between
both quantities provides a median angular resolution of 0.38◦ and one standard de-
viation at 0.59◦ for ANTARES for an E−2 spectrum and typical [Λ > −5.4; β < 1◦;
cos(θ) > −0.15], with more than 85% of the events reconstructed better than 1◦ and
90% of the events contained within 1.57◦.
3.3.3 Effective area
The effective area of a detector, Aeff , is the equivalent surface, perpendicular to a
given flux that would detect with a 100% efficiency the flux that crosses it. This
parameter, that can only be determined through simulations, is required to estimate
the performance of such flux detection and the detector acceptance. The effective area
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Figure 3.12: Left: ANTARES effective area (Aνeff ) averaged over different declina-
tion bands as a function of the energy for muon neutrinos and [Λ > −5.2; β < 1◦;
cos(θ) > −0.1]. Right: Distributions of the contribution per energy channel (vertical
axis) for a E−γ neutrino flux normalised on each spectral index (γ, horizontal axis),
showing the median energy of the particles per each γ (black line) and the 5–95%
interval (white band).
of a neutrino telescope for a uniform neutrino flux can be defined as:
Aνeff =
Nsel (Eν , θν ,ϕν)
Ngen (Eν , θν ,ϕν)
× Vgen × ρNA × σ(Eν)PEarth (θν ,ϕν) (3.5)
where Nsel is the number of events that are finally selected after triggering, reconstruc-
tion and eventually quality selection, Ngen is the number of events generated in the
simulation for a specific energy (Eν), zenith (θν) and azimuth (ϕν), Vgen is the gen-
eration volume, ρ the matter density, NA the Avogadro number, σ(Eν) is the neutrino
cross-section at that energy and PEarth is the absorption probability for the neutrino
crossing the Earth.
The effective area of ANTARES will depend, besides the quality cuts used, slightly
on the declination but dominantly on the energy of the neutrinos (see Figure 3.12).
Some examples for muon neutrinos with typical [Λ > −5.2; β < 1◦; cos(θ) > −0.1]
cuts:
 ANTARES has an effective area that ranges from 8mm2 at 100GeV up to 10m2
at 3.5 PeV.
 For a E−2 neutrino flux, half of the neutrinos detected are above ∼60TeV energies,
where Aνeff & 1m
2.
 For that spectrum, the average 5–95% energy range at which ANTARES is sen-
sitive is 2.3TeV–2.6PeV, where effective area varies from 90 cm2 to 9m2.
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Figure 3.13: ANTARES acceptance derived magnitude nev = Acc · φ as a function of
the declination for [Λ > −5.4; β < 1◦; cos(θ) > −0.15] in the period Sep’08–Dec’12
assuming different energy spectra with a normalization flux of φ0 = 10
−7GeV−1 ·cm−2 ·
s−1. The contribution of each energy band is also shown. Bottom right: Representation
of some energy spectra samples scaled to 1.0 at 10GeV. For clarity on the plot, the
E−1.5 case is omitted since it can easily be figured out and softer cutoffs than 100TeV
are shown in place for visibility.
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3.3.4 Detector acceptance
The acceptance, Acc , is the proportionality constant between the expected number of
events to be detected, nev , and the neutrino flux considered, φ:
Acc =
nev
φ
(3.6)
and is directly related to the effective area in the form:
Acc (δ) =
∫
dt
∫
dEν
dφ
dEν
Aeff (Eν , δ) (3.7)
It depends on the declination of the source and on the flux spectrum assumed. Fig-
ure 3.13 shows the spectrum shape dependence of the acceptance versus source decli-
nation, related to the opacity of the Earth to the different energy components of the
spectrum.
For example, for a hard spectrum like E−1, the dominant contribution detected by
ANTARES is in the 107–8 GeV range. At these energies the neutrino flux is significantly
suppressed at those declinations where the most Earth section has to be crossed until
reach the detector.
Typically these magnitudes, Acc and Aeff , are not directly computed for the analyses.
In place, the expected number of events, nev = Acc · φ, for a certain flux φ —e.g.
φE = φ0 ·E−2 with φ0 = 10−7 GeV ·cm−2 · s−1— are calculated from the MC. Since the
detector acceptance, like the effective area, are independent of the flux normalisation,
it is possible to obtain the neutrino flux that would produce any number of detected
events from the Acc · φ magnitude:
φ′0 = n
′
ev
φ0
nev
= n′ev
φ0
Acc · φ = n
′
ev
10−7
Acc · φ−7 GeV · cm
−2 · s−1 (3.8)
3.3.5 Energy resolution
Various energy estimators have been developed in ANTARES. The simplest one is
the total number of hits in the PMTs selected by the track reconstruction, which is
expected to be proportional to the incident particle energy. For this work, a more
sophisticated one, so-called the “dE/dX” energy estimator [171], has been used. This
energy estimator is based on the energy loss per unit length of a charged particle
crossing a medium and is treated in more detail in section 6.3.3.
The energy resolution of the detector depends not only on the energy estimator used
but also on the fluxes under study. Here, it has been studied for a typical E−2 neutrino
spectrum and for atmospheric muons. To this end, the dE/dX parameter has been
calibrated using the simulated energies in the MC for these fluxes, Eν/µ, summarized in
Figures 3.14 and 3.15 described in the following.
The top left figures show a sample calibration of the dE/dX parameter done from
its correlation with the simulated Eν/µ by using the dE/dX median (magenta line).
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Figure 3.14: Energy resolution of the dE/dX energy estimator for an E−2 neutrino
spectrum with [Λ > −5.4; β < 1◦; cos(θ) > −0.15] in the period 2007–2012. Blue are
is proportional the contribution at that energy of the E−2 neutrino flux. See text for
explanation.
Dot size is proportional to the Eν/µ channel contribution to the studied flux. The
dE/dX RMS of each Eν channel (red band) is also shown.
On the top right figures the correlation between the reconstructed energy with such
calibration, E
dE/dX
rec , and the Eν/µ are shown. E
dE/dX
rec median (magenta line) and its
RMS (red band) are compared with the perfect calibration (black line). The two bands
correspond to the 90% (outer band) and 1σ (inner band) limits of the E
dE/dX
rec by Eν/µ
channel.
The bottom plots show the ratio of the logarithms of the E
dE/dX
rec RMS and the Eν/µ,
RMS(log10 E
dE/dX
rec )/ log10 Eν , as a function of the Eν/µ (black line). The overimposed
distribution corresponds to the Eν/µ channel contribution to the studied flux scaled
to 0.1.
The averaged RMS(log10 E
dE/dX
rec )/ log10 Eν in the Eν/µ ranges shown (more than
98% of the fluxes) are 0.27 for E−2 neutrinos and 0.18 for atmospheric muons. This
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Figure 3.15: Energy resolution of the dE/dX energy estimator for atmospheric muons
with [Λ > −5.4; β < 1◦] in the period 2007–2012. Blue are is proportional the contri-
bution at that energy of the atmospheric muon flux. See text for explanation.
value goes up to 0.42 above 30GeV neutrinos for an E−3.58 flux, typical of atmospheric
neutrinos.
3.4 Current status
By the time of conclude this work, middle of 2015, ANTARES has been taking data
mostly continuously for around seven years. Deviations form the ideal continuous case
(see Figure 3.16 top) are mostly due to the worsening of the data taking conditions,
like the high background rates due to the bioluminescence that took care during the
Springs of the previous years. Data taking will continue up to 2016, when at the end of
this year a dismantle phase will start. By then, KM3NeT will comprise a larger detector
that will continue the monitoring of the Southern sky.
Currently, ANTARES is taking data with lines 5, 6 and the IL off-line. From the
active lines, less than 20% of the OMs are malfunctioning —mostly on lines 11 and
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Figure 3.16: Top: Distribution of the livetime pre day averaged per week of ANTARES
during the period 2007–2013. Spring patterns due to the worsening data taking condi-
tions are visible. Bottom: Muon single (red) and multi line (blue) reconstructions rate
evolution per run of ANTARES since 2012. The fit is a visual guide for the observed
∼25% efficiency loss per year in the last 3 years.
3— and more than 75% are working normally. Regarding the OBs: IL laser is off-line
as long as the line will be, line 7 one never worked after deployment and line 8 one
have been presenting sporadic failures for more than one year, yet is providing a mostly
continuous service; about the LED OBs, more than 80% of them are still nominally
working (see section 2.3.5.2).
For more than two years it has been observed a ∼25% loss in the reconstructed
muon rate of the detector (see Figure 3.16 bottom). This issue is currently under
investigation in order to elucidate whether how much the cause is due to PMT ageing,
biofouling, etc. The successful solution of this problem will provide a valuable experience
for future underwater detectors.
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4Time calibration of the ANTARES
detector
THE time calibration of a neutrino telescope is a capital challenge that has to be
accomplished within specifications in order to allow the detector to reconstruct events.
In this dedicated chapter, the different possible time calibrations that can be carried out
in ANTARES are described, dedicating a special effort to the currently main method
performed by means of the OBs and one of the responsibilities conforming this work. In
particular, the mostly automatised procedure, which made feasible the required frequent
execution of this calibration, is explained together its performance and cross-checks.
4.1 Time calibration in ANTARES
In ANTARES [172], to ensure an angular resolution of ∼0.3◦ for Eν > 10TeV, a
∼10 cm uncertainty in the positioning and ∼1 ns in the relative time resolution are
required.
Two types of resolution can be distinguished: absolute and relative. The absolute
time resolution is the precision with which the detector can measure the time of an
event with respect to the Universal Time (UT). This is crucial to correlate neutrino
events with physics phenomena such as GRBs, supernovae or gamma-flares. The
main contribution to the uncertainty comes from the electronic path common to all
the electronics of the submerged detector, in particular, the principal error source is
due to the MEOC (the link between the junction box and the shore station). To
ensure this requirement an internal clock calibration system (described in section 4.3)
is used. It consists of a 20MHz clock generator on shore that synchronizes the different
electronic elements from the shore station to the electronic boards where the ARSs are
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located. The elapsed time in the signal propagation is estimated by an echo-based time
calibration system of the clock with annual variations lower than 1 ns. By assigning a
GPS timestamp to the data, a precision of some tenths of microseconds with respect to
UT is achieved, much better than any conceivable time requirement for astrophysical
processes, given the low expected neutrino samples. On the other hand, the remaining
path from the front-end board to the PMT photo-cathode is calibrated by a different
method.
The relative time resolution defines the precision with which the different OMs are
synchronized among each other. Moreover, it provides a common time reference for
all the OMs of the detector. The time offsets between OMs affects the quality and
efficiency of the track reconstruction.
The accuracy with which the OMs are synchronized is limited by several unavoidable
uncertainties coming from the PMTs, the electronics and the propagation of the light
in the water. The first one is due to the Transit Time Spread (TTS) of the signal in the
PMT, σTTS , and is around 1.3 ns. The second contribution comes from the electronics,
σelec , around 0.1–0.2ns. The optical properties of the water, the light scattering and
the chromatic dispersion, determine the uncertainty, σwater , from the propagation of
the Cherenkov light in the water from the track until it reaches the PMT, ∼1.5 ns for
a distance of 40m. All together contributes to the time resolution:
σ2rel =
σ2TTS
Npe
+
σ2water
Nγ
+ σ2elec (4.1)
where Npe is the number of photo-electrons produced in the PMT and Nγ the number
of Cherenkov photons emitted along the track. The spread σ2rel is an unavoidable
fluctuation that affects the time of every single hit. In the worst case, i.e. Npe = 1
and Nγ = 1, this “jitter” is around 2 ns. Therefore, the relative time calibration should
aim to determine the time offsets below this value. To reach an average precision at
the level of 1 ns in the estimate of the time offsets, while ambitious, is reasonable and
feasible.
The time of a hit in ANTARES (see section 2.4.3) is measured with the ARS
parameters of the detector called ARS T0, hereafter referred to as T0s. The T0 of one
ARS is the time it takes since a photon hits its PMT until the integrated hit signal
reaches the shore station. This includes the measured clock-phase between the shore
station and the storey that houses the PMT plus the time it takes to integrate the
hit in the ARS since the photon arrival. The different electronic components of the
detector may be miscalibrated, introducing a time offset not considered in the T0s.
The clock-phase component of the T0s is very stable along the time —of the order of
a few picoseconds— changing only when the cable that connects the line to the junction
box is changed. In those cases the variation is measured and corrected with the clock
system that monitors the clock-phases variations every hour (see Subsection 4.3). On
the other hand, the time since the photon hits the PMT until the hit is integrated in the
ARS may vary due to environmental changes —like during the deployment—, ageing
of the PMTs or the electronics —that requires a regular monitoring on the offsets—
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Figure 4.1: Scheme of the set-up on the dark room calibration. Five storeys (a
sector) with three OMs each, are simultaneously calibrated. A full line (5 sectors) is
thus calibrated with respect to an OM taken as reference.
or after a tuning of the high voltages applied to the PMTs. The largest miscalibrations
are seen to stem from the PMTs, not from the ARS electronics, since corrections to
the ARS pair of the same PMT are usually within the 2 ns.
4.2 On-shore dark room calibration
Before the line deployment, an on-shore calibration is performed in the integration sites
of ANTARES (CPPM at Marseille and CEA at Saclay). The calibration set-up consists
in a pulsed laser (Nd-YAG, λ=532nm) able to send very short (FWHM ∼0.8 ns) and
intense (E∼1µJ) pulses of light to the PMTs through a system of optical fibres (see
Figure 4.1).
The calibration is performed among a sector of five storeys. The light of the laser
goes to a 1-to-16 splitter that provides a synchronous signal to the 15 OMs in each
sector. The relative offsets of the ARSs of the PMTs are measured using the arrival
times of the laser pulses to the ARSs. Finally, ARS0 in OM0 is taken as the reference
for the full line.
This system leaves only an inter-line relative uncertainty. These offsets between
lines are corrected in situ after deployment by the Laser Optical Beacon (see Subsec-
tion 4.7.4). All the miscalibrations are regularly measured in situ by the LED Optical
Beacon system and corrected in the database (see Subsection 4.7.3).
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Figure 4.2: Left: Measurements of the round-trip time for clock signals sent between
the shore station and the SCM of a line —i.e. the MEOC length plus the cable that
connects the line to the JB — for a period of around three months. Right: The
distribution of the projection of the time delays (right) has an RMS of about 200 ps.
Figure 4.3: Left: Measurements of the round-trip time between the SCM of the line
and one of the LCMs —i.e. the cable length within the line from the base of the line to
the LCM on a floor— performed for a period of around three months. The projection
of the time differences is shown on the right plot. The resolution of the system is of
about 15 ps.
4.3 Echo-based clock system
The synchronization between all the electronics modules is achieved by a master clock
system that broadcasts a 20MHz signal throughout the telescope. The time delays
between different components caused by the different fibre paths are determined by
measuring the round-trip times of the echo signal between the shore station and the
electronics modules. These time delays are twice the propagation time along the cables
to each individual LCM. The main contribution comes from the propagation along the
MEOC, giving an averaged value of ∼223µs (see Figure 4.2). This contribution varies
around 200ps in one year. These times are the so-called clock-phases when they are
referenced to the shortest interlink (i.e. when the time that the clock signal takes
from the shore to the SCM of the line with the shortest cable is subtracted). Since
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Figure 4.4: Scheme of the echo-based clock system. The optical fibre system works
with multiple wavelengths for signal transmission. The JB splits the signal from shore
into the different lines.
ANTARES completion with 12 lines, the shortest cable has corresponded to the SCM
in the base of the line 11. During the 10 and 5 lines periods the shortest interlinks
were the SCMs on the bases of the lines 8 and 4 respectively.
The clock system is based on a 20 MHz clock signal generator synchronized with
the GPS. This provides a concise absolute UT reference of 50 ns accuracy to the time
measurement (see section 2.4.3). It is completed by a clock signal distribution system
and a set of transceiver boards on each LCM electronics module echoing the signals
received back to the shore station (see Figure 4.4). In addition, this system broadcasts
also other signals, such as the OB and internal LED flash commands.
The clock-phases present high stability on time with a variation smaller than 15 ps
(see Figure 4.3). Larger variations are expected only when the cable that connects
the line to the JB is changed. They are measured and corrected just after of the sea
operation and they may evolve less than 0.3 ns to final stable values within the first
month after plugging.
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4.4 Internal optical module LEDs
Every OM has an internal LED glued to the rear part of the bulb of the PMT in
order to illuminate its photo-cathode. The emission wavelength is λ=472nm, close
to the minimum of light absorption in water and the photo-cathode sensitivity (see
Figure 2.11). It monitors the internal transient time of the PMTs by emitting light
flashes at a rate of 100Hz and measuring the TVC distributions produced. This mea-
surements are currently performed in situ every two months and show variations below
0.2 ns (RMS) over an eight-month period (see Figure 4.5 left). The Transit Time (TT)
of a PMT is the measured ∼16 ns plus one clock cycle, 50 ns, which represents a TT
of ∼80 ns.
4.5 Calibration with 40K
A way to calibrate the OMs relative offsets is to use the light emission produced by
the decay of potassium 40 present in sea water. This radioactive isotope decays most
of the time to 40Ca by β− decay, emitting an antineutrino plus an electron. This
electron has enough energy to emit up to 150 Cherenkov photons. If it decays close
to an ANTARES storey, the Cherenkov light can reach simultaneously adjacent OMs.
Consequently, a correlation of the time differences between the random hits close in time
of two nearby OMs is expected. This signal appears as a peak over a flat contribution
from uncorrelated events in the time differences between OMs hits, as can be seen
in Figure 4.5 right. This peak is well fitted with a Gaussian. If the two PMTs are
well calibrated, the peak should be centred at zero. Therefore, the relative time of
the PMTs of a given storey can be determined. This method serves two purposes: to
perform a local check with the OB calibration and to provide a calibration where the
OB system is not available. In addition, the 40K calibration can be performed with
physics runs, not requiring dedicated calibration runs that interrupt the data-taking.
However, it can only be used for relative time calibration inside a storey.
4.6 Calibration with muon tracks
The large amount of atmospheric muons that cross the detector —at a frequency of
2–5Hz— can be used to calibrate the relative time [173]. Every muon track that is
reconstructed (see section 3.1) requires the use of the proper T0 constants to achieve the
best accuracy on the track fit. The difference between the detected and the expected
arrival times of the Cherenkov light hits are known as time residuals. The offsets can be
estimated by removing in the track reconstruction the corresponding OMs whose offset
is being estimated from the track fit. The element removed can be a full line —for
the interline calibration, see section 4.7.4— or an individual OM —for the intraline
calibration, see section 4.7.3. The corrections to the initial offsets are computed from
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Figure 4.5: Left: Example of distribution of the TVC mean time measured with the
internal LED. Right: Distribution of time differences between the hits recorded by two
neighbouring OMs in the same storey. The peak is due to the coincidence of Cherenkov
light coming from the electrons produced by nearby 40K decays. The flat background
in caused by random coincidences.
the time residuals in an iterative process. Usually, five iterations are enough to reach a
stable estimate of the offset (see Figure 4.6).
The method based on the muon reconstruction is currently used for the inter-
line offsets of ANTARES, which are mostly in agreement with those measured by the
Laser OB (see section 4.7.4). The intraline method is still under development and up
to now is applied only to cross check the LED OB results (see section 4.7.3). The main
advantage of the time residual offsets is that they can be computed using the physics
runs and do not require special calibration runs, reducing the data-taking interruptions.
In addition, since the offsets are also estimated by improving the track reconstruction,
they provide the most suitable time constants for the data. A drawback is that long
term statistics are required —around weeks or months of data— demanding still the
use of the OBs for immediate recalibration, as for instance after a line deployment or an
HV tuning of the detector. The scattering undergone by the muon-induced Cherenkov
light introduces an uncertainty in the hit time residuals. The spread due to this effect
could be reduced using strict quality cuts in the track selection, including the use of
up-going muons only. However, the lack of statistics of good up-going events makes
this difficult to implement.
4.7 Calibration with optical beacons
After the deployment, the time calibration is done by performing the inter and intra
line calibration in situ with the OBs. The two types of OBs, LED and Laser, are
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Figure 4.6: Cumulative time offsets (interline calibration) obtained by the muon track
reconstruction method as a function of the iteration number. Each plot corresponds
to one line. The dashed lines indicate ±0.5 ns around the value obtained in the last
iteration.
specially designed to perform these two different steps [174]. The idea is to illuminate
simultaneously different sets of OMs with a controlled source of light, the OB, in a
similar way as is done in the dark room calibration (see section 4.2). The time difference
between the measured arrival time of the light to each OM, tOM , and the flash times
measured by the PMT (LED OB) or photodiode (Laser OB) on the OB, tOB , corrected
by the time the beacon light takes to travel the distance between them, dOB−OM , is
the so-called time difference:
Tdiff = tOM − tOB − dOM−OB
cwater
(4.2)
where cwater is the speed of the OB wavelength light in the water, e.g. 0.21723m/ns
for the standard blue LED OBs or 0.21913m/ns for the line 8 green Laser OB. The
distributions of these Tdiff (sample in Figure 4.10) are expected to be centred at zero
if the used time calibration is correct. Therefore, any deviation from zero should be
understood as a time offset.
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Figure 4.7: The early-photon effect. Left: Arrival time distributions for different
distances between the OB and the OM. Right: Projection of the mean values of the
time distributions as a function of the distance: the two regions, early-photon and
photo-electron level, are clearly visible.
4.7.1 Effects to consider in the signal processing
Several known effects influence in the way a hit time is measured. They can be result of
the number of photons that are detected or simply the behaviour of the hardware with
the signal: the “early-photon”, the “walk”, the “DNL” and the “token-ring” effects.
4.7.1.1 Early-photon effect
The early-photon effect is a consequence of the inability of the PMTs to resolve multiple
photons arriving very close in time. When flashing, OBs emit a considerable amount
of photons. Due to absorption, the further is the illuminated OM from the OB, the
less photons arrive to its PMT. When more than one photon from the same flash reach
the PMT, the time recorded for that flash is the one corresponding to the first photon.
Considering an emitted pulse with a certain width, the more photons per flash that
reach the PMT, the earlier arrives the first photon in average. On the opposite case, if
only one photon per flash can reach the OM, the flash times distribution will correspond
to the one from the pulse emission.
In Figure 4.7, the early-photon effect has been reproduced by a toy Monte Carlo.
The shorter is the distance between the OM and the OB, the earlier and narrower the
time residual distribution. The mean value of the time residual distributions versus
distance is shown on the right part of the same figure. Two regions in this graph are
defined: the region where the PMT receives in average more than one photon per
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Figure 4.8: The walk effect. Left: A schematic picture of the walk effect. The biggest
the signal the sooner it crosses the discriminator threshold, typically 0.3 p.e. Right: A
graph showing the recorded ARS time as a function of the hit signal amplitude recorded
by the PMT.
flash is called the early-photon region; the region where at maximum one photon from
the flash reaches the OM is called the photo-electron level region. These two regions
require two different methods for time calibration (see sections 4.7.3 and 4.7.4).
It has been found that the mean time delay in the early-photon region shows ap-
proximately a linear dependence with the distance OM-OB. The absorption length
of the medium influences the slope and the distance at which happens the “early-
photon—photo-electron level” transition, the latter also dependent of the amount of
photons per flash that produces the OB. The averaged value of the slope found with
the ANTARES LED OBs is ∼0.09 ns/m, mostly stable through all the detector. This
value has been estimated along the different intraline calibrations performed on the
detector (see section 4.7.3) and cannot be assumed a priori.
4.7.1.2 Walk effect
The TS and the TVC values of a hit are measured at the moment the L0 condition
is triggered, i.e. when an integrated charge threshold is surpassed. The higher is the
charge produced by the hit, the sooner the threshold is crossed since the hit happens
(see Figure 4.8). This is known as the walk effect and introduces a delay in the time
measurement. It is negligible in the case of multi-p.e. hits while it requires a correction
if few or single-p.e. hits in order to keep a common time reference. Therefore, when
performing the interline calibration (see section 4.7.4) this effect should be corrected
while in the intraline calibration (see section 4.7.3) the frequent saturation of the OMs
makes this correction irrelevant.
94
4.7. Calibration with optical beacons
ADC channel
0 50 100 150 200 250
e
n
tr
ie
s
0
50
100
150
200
250
time (ns)
e
n
tr
ie
s
-4 -2 0 2 4 6 8 10
0
1000
2000
3000
4000
5000
Figure 4.9: The DNL effect. Left: Response of the 256 TVC channels under an
uniform signal. The differences on the bin contents are due to the DNL. Right: Example
of various peaks due to the DNLs in the ARS 1 of floor 12 in line 12, flashed from the
LED OB of floor 9 in the same line. The effects of the superposition of the DNLs in
the OM and OB ARSs are clearly visible.
4.7.1.3 DNL effect
In Equation 2.7 (on page 61) it was assumed that all the TVC channels are identically
large. However, it is well known that they are different in size and the channels of
the internal ADC of the ARS that stamps the TVC have a non uniform answer. This
unequal binning is called Differential Non Linearity (DNL) and has a non-negligible
influence on the time calibration. The time size of each channel differs from one to
each other, giving to some time values, inside the same time stamp, more chances to
be selected for the TVC (see Figure 4.9).
Since the flash is usually detected the same amount of time after the clock signal
that broadcast the flash is given, the same TVC channels are always used for measured
the flash time on the OB. In OMs close to these OBs, i.e. in the early-photon region,
the first photons of the flash are also detected in the ARSs of the OM within a few ADC
channels. If these channels, in OB and OM ARSs, are in a region particularly irregular
due to the DNLs, noticeable pattern interferences in the time difference distributions will
be present, more frequently when the OB ARS presents marked DNLs. These pattern
interferences appear in the time differences distributions that are used to determine the
time offsets as multiple-peaks patterns that degrade and difficult the determination of
their T100 values (see section 4.7.2).
With this DNL effect, the error on the TVC measurement can be about ∼0.3 ns,
depending on the ARS chip, and it drops to 0.09 ns when the DNLs have been corrected
in tests. While it has not an important impact in the track reconstruction it prevents a
safety automation of the calibration. This effect can be avoided by increasing the size
of the bin chosen to built each time difference distribution. Nevertheless, the wider the
bin the worse the time precision in the estimation of the T100 values. A compromise
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Figure 4.10: The token-ring effect. Top: Scheme of the working process of the ARS
pair of an OM. Bottom: Example of a typical time residual distribution in ANTARES,
of the ARS 1 (OM0) of floor 12 in line 12 flashed from floor 9 in line 12, with the time
computation of the arrival hits. The second peak is due to the token-ring effect.
needs to be found on each ARS case within an automatic procedure.
4.7.1.4 Token-ring effect
There are two ARSs per PMT working on a token-ring protocol in order to decrease
the acquisition dead time. Each ARS includes a register named “token”. If the token
is set to 1, the ARS owns the token and will treat the incoming events. Otherwise it
will ignore them. At any time one and only one ARS should own the token. The token
is passed from one ARS to the other with a delay of about 10–20ns after the end of
the integration gate. Each ARS is connected to the other one and they pass between
them the token with a protocol depending on the availability of the chips and on the
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status of the hit processing.
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Figure 4.11: Flux diagram of the full au-
tomated T100 determination steps, called
auto-binning.
A pair of ARSs works as follows (see Fig-
ure 4.10): when the PMT receives a photon
hit, the ARS with the token measures the
time and starts to integrate the signal during
40 ns. Then it passes the token to the other
ARS, which wait until the next hit occurs
in the PMT or continues the current one if
there is still a charge to integrate. If there is
a high ratio of hits, both ARS cover the first
80 ns and the effective dead time is of 210 ns
(250 ns of dead time of each ARS minus the
40 ns of relieve of the second ARS) until they
can process a hit again. When this happen
—typically in the early-photon region, where
the ratio of photons per flash is greater than
unit— the other ARS of the OM, after the
initial one releases the token 40 ns after the
hit beginning, will measure a hit time ∼40 ns
after the first one. This reveals as a second
peak in the time differences distributions (see
Figure 4.10 down) that correspond to the hits
where the ARS acted as the relay one.
The absence of this second peak when the
OM is in the early-photon region —i.e. in the
intraline calibration— gives a hint of a mal-
functioning of the other ARS within the pair,
since reveals that is not triggering a hit when
flashing as often as its pair. When this hap-
pen, it produces time differences distributions
where the token ring peak is more populated
than the main one, and even sometimes is
totally absent. These are the main source of
cases that require a manual fitting procedure during the time calibration.
4.7.2 Determination of the corrections
Some effects (see section 4.7.1) may change or shift the time residual (Tdiff ) distri-
butions in different ways. Therefore they may present irregularities and the maximum
bin cannot be safely nor precisely identified as the real offsets. For that reason a fit
on the full time residual distribution is used. The maximum of that fit, T100, will
represent more accurately the offset. Due to the presence of DNLs interferences (see
section 4.7.1.3), the fitting procedure on the histograms was problematic in the past.
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Figure 4.12: Sample of an automatic fit (right plots) applied on two very different
time distributions (left plots): on top, an OM close to a LED OB (∼40m) in the
early-photon region, with the smaller second peak due to the token-ring effect (see
section 4.7.1.4) visible; bottom, an OM far away from the Laser OB (∼200m) in the
region at the photo-electron level, with the token-ring peak absent and with the flash
light suffering a big scattering.
A Gaussian fit was used on a histogram with a bin size manually fixed and filled with
the time differences. Those Tdiff distributions that showed marked DNL interference
patterns, manual rebinnings and changes in the fit parameters were often required until
the fit reproduced correctly the time distribution. This was done after individual visual
inspection and up to two weeks of a one person dedicated work were needed to calibrate
the detector1.
In order to be able to perform more often the needed time calibration a robust
automatic procedure was developed [175]. The automatic part is granted by a method
called auto-binning (see Figure 4.11) consisting in the selection of the histogram bin
size as a function of the P(χ2) of the fit. Starting with a bin size of 0.2 ns, it is
increased by 0.2 ns each step until 8% < P(χ2) < 95%. If a 4 ns bin size is reached
without fulfilling that condition, the bin size with the highest P(χ2) is chosen.
On the other hand, the robustness of the method relies on the fitting procedure.
1In practice, as is explained in section 4.7.3, only 1554 out of the 1770 ARSs are able to be
calibrated by a LED OB in the best case, i.e. with all the OBs and OMs operative.
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Figure 4.13: Colour code used for the visual cross-check of the automatic pro-
cedure.
In place of a Gaussian fit a Gaussian convoluted with an exponential is used:
f (t) =
A√
2πσ2
e−
(t−µ)2
2σ2 ⊗ e−λt = A
2λ
e
σ2
2λ2 e−
(t−µ)
λ
(
1 + erf
(
λ (t − µ)− σ2√
2λσ
))
where A (amplitude), µ (mean of the Gaussian), σ (sigma of the Gaussian) and λ (de-
cay constant of the exponential) are the parameters of the fit function. This function
is very robust and flexible, adapting easily to a wide variety of time difference distri-
butions: from narrow Gaussian-like ones —usually from the OMs close to the flashing
LED OBs— to wide scattered distributions —typical of OMs far away from the flashing
laser (see Figure 4.12). This stability is given by the fit steps and the fitting range.
A first fit makes a rough estimate of the fit parameters that are used for the second
fit as starting values. The fit ranges are established at 5% (20% for the first fit) of
the bin with the maximum content (BMC) before and after the maximum. In case the
percentage after the BMC is never reached —e.g. there is a long scattering tail— the
fit limit after the BMC corresponds to 20% of the distance between the BMC and the
99
4. Time calibration of the ANTARES detector
only local maximum after the BMC2. Finally, the fit range of the final fit is increased
by 2 bins before the BMC and 4 bins after.
For a later effective visual inspection a series of alert conditions were developed to
ensure the quality of the fitted T100 (see Figure 4.13):
Yellow code: When the fitted range is greater than 50 ns, the fit is marked in
yellow. This can happen due to shadowing that scatters the signal on a wide time
range or due to malfunctioning of the OM.
Cyan code: This marks the fits whose maximum differs more than 75% of the
content of the BMC. It usually implies that the fit failed to adopt the shape of
the signal, something common when large DNLs are present.
Brown code: When the average number of hits per flash is below 0.01 (1%). It
usually means that the OM is damaged or is so far from OB that mostly noise is
recorded.
Red code: When the BMC has less than 50 hits. In those cases the PMT or ARS
are probably failing.
Magenta code: When the angle OM-OB is greater than 120◦ and therefore it
does not receive direct light, all detected photons are scattered.
Green (Blue) code: When none of the previous conditions holds, the fit is marked
in green as good. In case the ARS has detected more than one photon per flash
—because the OM lies in the early-photon region— the fit is marked in blue. Both
cases are suitable for time calibration and are the only ones that do not require
later visual inspection, provided that no extra suspicious condition is present (more
later).
After the automatic procedure is finished, the fits needed for calibration are manually
inspected if they are neither green nor blue code, have an automatically estimated
correction larger than 2 ns or their correction differs from the one of its ARS pair by
more than 1 ns. The revision consists in a manual rebinning and refitting of the fit if,
after a visual inspection, they are required in order to estimate better the T100. For
an intraline calibration performed with LED OBs (see section 4.7.3) —considering the
number of sectors illuminated, a typical amount of dead channels and other technical
problems that prevent certain OMs from calibration— around 1000 ARS out of 1770
are automatically calibrated successfully, while around 100 require to be revised and
the rest, around 600, cannot be calibrated by this system. Among the approximate
100 required revisions, less than 30 cases would require a manual fitting or would be
declared as non-suitable for calibration. To perform this last step in the time calibration,
a dedicated software has been developed, speeding up also the manual revision and the
production of the final corrections. The corrections found with this method are seen
to be compatible with those of the manual procedure.
2The second maximum is established by rebinning the histogram until only one local maximum
remains after the BMC.
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Figure 4.14: Sample of correction for an intraline calibration of section 3 in line 1.
There are shown the fitted T100 of the two ARSs (different shapes) on each of the three
OMs of each floor (colour code) versus the distance to the OB. The LED OB places
in the floor 15 and calibration is performed in the floors 17 to 22. The red dashed line
delimits the ±2 ns region around the fit (green line) and the dotted black line is the
0.09 ns ·m−1 slope. The floor 23 is used for the fit in this case in order to increase the
stability of the fit along the same line. Further floors lay in the transition between the
two illuminating regions of the LED OB and cannot be used for the calibration alike
the closest ones.
4.7.3 Intraline calibration
The intraline calibration aims to calibrate in time the OMs of a given line of the
detector. Using the linear dependence shown by the T100 as a function of the distance
(see section 4.7.1.1), it is possible to perform a relative time calibration within the
early-photon region illuminated by an OB. The LED OBs (see section 2.3.5.2) can
illuminate up to 8 floors in the early-photon region plus a few more in the transition to
the photo-electron level region. Among the floors on the early-photon region, only the 7
ones above the OB, in the ∼20–120m distance range, are suitable for this calibration.
Therefore, the calibration is performed by sections within the same line, each one
illuminated by an OB in the early-photon region: the LED OB on floor 2 calibrates
floors 4 to 10 (section #1), that on floor 9 calibrates floors 11 to 16 (section #2), that
on floor 15 calibrates floors 17 to 22 (section #3) and that on floor 21 calibrates floors
23 to 25 (section #4), wherever is present3. Floors 1 to 3 cannot be calibrated by this
method since no LED OB is below them at a minimum distance of more than ∼20m
to avoid the saturation of the PMTs. Using of neighbouring line LED OBs and the
3Line 12 hosts 20 floors only, so section #3 is comprised by floors 17 to 20.
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Laser OB has been tried on those floors, but discrepancies and a questionable accuracy
in the time measurement discouraged the use of this method. Lack of precision in
those cases are mainly due to the uncertainties introduced in the distance estimation
between several lines4 and the fact that most of the OMs do not receive direct light
due to the OM-OB angle.
The T100 estimated for the different ARS within the same section are linearly fitted
as a function of the distance to the OB. This helps to the fit stability and the continuity
of the calibration between sections. The slope is unknown a priori but it turns out to
be around 0.09 ns ·m−1 for all the different LED OBs. If a T100 lies 2 ns away from the
fitted line, the fit is repeated excluding that ARS. This is done iteratively until all the
fitted T100 lie within ±2ns around the fitted line (see Figure 4.14). The corrections
are taken to be the difference between the fitted line and the corresponding T100.
In average, 70% of the 1770 ARSs are successfully calibrated by this method.
Around 90% of the corrections are below 1 ns and 95% below 2 ns. Only 5% of the
automatic calibrations require a visual inspection, and a yet smaller percentage requires
a manual estimate of the T100.
To evaluate the size of the applied corrections the root mean square (RMS) of
their distribution is used. Corrections larger than 2 ns are mostly problematic cases of
ARSs that present some anomalies and have a T100 hard to measure with precision,
but that can still provide some usable time information for a hit. The inclusion of these
problematic cases in the RMS computation clouds the meaning of that parameter:
the small corrections reflect the natural drift of the time constants with the time.
Therefore the relevant parameter is the RMS of the corrections below 2 ns, RMS2ns,
that comprises 95% of the corrections.
If the method is applied a second time with the first corrections applied, the RMS2ns
results in ∼ 0.3 ns and only 2% of the ARSs require visual inspection5. This can be
considered the minimum resolution of the method. Whenever the average corrections
are above 0.5 ns, a new calibration is encouraged in order to prevent any impact in
the performance of the reconstruction. Checking the evolution of this parameter with
time (see Figure 4.15) an increase in the RMS2 ns of ∼ 0.3 ns every year is observed. It
seems reasonable to perform a time calibration at least twice a year. To be safe, the
time calibration is performed every two months for the data production, while for the
on-line reconstruction of the detector is enough to provide a new calibration around
every 6 months.
A preliminary version of the track-residual intraline calibration has been used for
cross-check both independent methods. In a test performed using this method, 90%
of the corrections found are below 1 ns, with an RMS around 0.6 ns, i.e. providing
good agreement between both methods. In the future, it is expected that the time
calibration with muon tracks will substitute this calibration for the data production
4The error in the distance estimation within the same line is minimum due to the limited elasticity
of the line cable. On the other hand, between the lines the position is determined by the alignment
system, which error is around 10 cm on each the OM and the OB positions (see section 2.5.2).
5To compare with the average 5% previously mentioned
102
4.7. Calibration with optical beacons
Entries 1237
Mean 0Ł00
RMS 0Ł40
dT0 - ne T0 n
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
0
50
100
150
200
250
300
N
days
0 50 100 150 200 250 300 350
(n
s
)
2
n
s
R
M
S
0
0
02
0.3
0.4
0.5
0.6
Figure 4.15: Left: Distribution of the corrections required after 230 days since the
previous calibration, with a RMS2ns ∼ 0.4ns. Right: Evolution of the RMS2ns along one
year since the last calibration, assuming no changes in the detector during the period.
After a minimum of ∼0.3 ns, the RMS2ns increases at a rate of ∼0.3 ns per year. To
preserve the reconstruction performance miscalibrations should be below 0.5 ns.
when is finally implemented. Nevertheless, LED OBs are still required for fast updates
after HV tunings or deployments. In addition, this automatic procedure is a valuable
experience for future larger detectors whose size would prevent human intervention
except for a few cases.
4.7.4 Interline calibration
The interline calibration aims to put the intraline calibration of each line in common
by measuring the time offset between the lines. These offsets can only be determined
after deployment. For this purpose, the Laser OB placed in the base of line 8 is used
(see section 2.3.5.1). The laser is powerful enough to illuminate simultaneously at the
photo-electron level the OMs of several floors in all the lines. This defines a region
that comprises all the OMs at a distance between 150 and 250m from the laser. If
the intraline calibration is correctly done, the T100 measured for those floors will show
no dependence with distance. They will be fitted to a constant so any offset between
the lines will show as a different fitted constant. Only the OMs that can receive
non scattered light —i.e. with an OM-OB angle lower than 120◦— are used for the
fit. For this calibration there is no need to supervise the fitted T100 since the ones
automatically good fitted from the same run provide enough statistics for that run.
The main uncertainties come from the alignment. Therefore, statistics over time are
required in order to obtain a stable offset (see Figures 4.16 and 4.17).
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Figure 4.16: Interline offsets measured with the Laser OB along 3 years (25/02/2008–27/12/2010) for each line. Stability below
the nanosecond level is appreciated with the exception of line 4. This is a partial test that does not correspond with the final values
presented in the Table 4.1.
1
0
4
4.8. Current status
Table 4.1: Interline offsets measured with the track reconstruction method (TR) and
with the laser beacon (LB) and their differences. Take in account that is the relative
offset between two lines the really relevant magnitude when to compare different set
of offsets, since a global offset may remain undetected. Hence, that global offset can
be freely chosen to compare both sets.
Line 1 2 3 4 5 6 7 8 9 10 11 12
TR (ns) -1.3 -3.9 -0.5 -2.1 -3.4 -1.3 0.6 4.9 0.3 -0.5 4.0 2.1
LB (ns) -3.3 -3.4 0.0 -2.0 -3.5 -0.6 -0.3 7.8 0.5 -0.4 4.6 1.3
Diff (ns) 2.0 -0.5 -0.5 -0.1 0.1 -0.7 0.9 -2.9 -0.2 -0.9 -0.6 -0.8
The calibration shows a high stability of the interline offsets, below one nanosecond
(see Figure 4.18). Checks on the performance of the muon track reconstruction reveal
that the use of the proper offsets in the time constants improves the amount of inclined
down-going events reconstructed by a factor 2. No changes in the interline time offsets
are expected if the interlink cable is not changed, the reference PMT is not replaced
or HV tuned. At the moment of writing no update of those values has been required
and one official set of offsets is considered only.
These offsets have been computed also with the track reconstruction method. The
relevant magnitude to compare both methods is the relative offset between two lines,
since a global offset may remain undetected and has no impact in the track recon-
struction nor the angular resolution of the detector. Therefore, the global offsets are
chosen so the amount of lines which offsets differ between both methods in more than
2 ns is minimum (see Table 4.1). Both methods, track reconstruction and Laser OB,
are in good agreement with the exception of lines 1 and 8. In particular, for the later
there is a discrepancy larger than 2 ns. This line is indeed problematic because the laser
light cannot reach directly their OMs and would be affected by some shadowing issues.
On the other hand, a plausible hypothesis for line 1 is that, because is an exterior
line, the reconstruction method is less accurate, since leverage effects can appear, and
disagreements on external lines would be bigger than the internal lines. Discrepancies
would be clarified with a second Laser OB cross-check, like the new one laser placed at
the bottom of the IL. Examining the reconstructed events with both sets the number
of high-quality tracks reconstructed is found to be slightly larger with the track recon-
struction method than with the laser. This supports the use of the track reconstruction
interline offsets as the official calibration parameters for data processing, once sufficient
statistics is available to perform this calibration.
4.8 Current status
ANTARES has been performing various HV tunings in the last years as a reason one
each year or year and a half. Apart from these situations, since in the later years
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Figure 4.17: An example of the interline offset computation for line 3 with the
Laser OB along 3 years (25/02/2008–27/12/2010) done with 105 runs. Dots in grey
are T100 not used for the fit. The offset is stable below the nanosecond level along all
the period.
no main detector line has been redeployed, it has not been required to perform a
time calibration for on-line purposes. Nevertheless, for off-line data productions, a
two month frequency of T0s is being provided under demand in order to diminish the
miscalibrations due to the constants derives showed. It is intended, once the muon
track reconstruction calibration method is implemented, that the latter substitutes the
LED OBs one for the data production. The interline offsets have been officially fixed
to the reported values, since stability along the time has been proved at the level of the
nanosecond, the method sensitivity, if no line changes happen. Nevertheless, sporadic
checks are performed.
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5High-energy photon astronomy
IN this chapter, after a brief motivation in section 5.1 of the search for coincidences of
high-energy neutrino events with X and gamma-ray flares, the main characteristics of
the different high-energy photon telescopes are reviewed: X-ray detectors in section 5.2,
gamma-ray and very high-energy gamma-ray detectors in sections 5.3 and 5.4, respec-
tively. The information sources and catalogues used in this work as well as the main
features of the data provided by these sources are described in section 5.5. Finally, in
section 5.6 the different steps taken to produce light curves, i.e. flux distributions as a
function of time, and to provide well-defined flaring periods are explained. These light
curves and flaring periods will be used in the analysis methos described in chapter 6
that in turn will be applied to a selected sample of astrophysical sources of interest, as
reported in chapter 7.
5.1 Introduction
The rationale to search for neutrinos in association with other high-energy messengers
is twofold. Firstly, astrophysical objects in which X or gamma ray emission is taking
place are sites of particle acceleration. If hadrons are accelerated, their interaction
with the surrounding matter or radiation will produce pions, and charged pions will
give rise to neutrinos in their decay. Secondly, reducing the spatial and time region
where neutrinos are looked for decreases the atmospheric neutrino background and
therefore increases the chance of discovery of faint sources.
The time information of several telescopes has been used in this work. Detectors
like RXTE, Swift and MAXI are surveying the sky’s X-ray emission (see section 5.2)
while Fermi works in the gamma-ray wavelengths (see section 5.3). These satellites1
1MAXI is placed aboard the ISS
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Figure 5.1: Image of the soft X-ray sky in galactic coordinates taken by ROSAT, with
the 0.1–0.4keV (red), 0.5–0.9keV (green) and 0.9–2.0keV (blue) bands.
provide an almost complete follow-up of the sources investigated and their data are
used to identify the most probable emission periods in the search for time and spatial
correlations. For bursts at Very High Energies (VHE, see section 5.4), the flaring time
provided by different IACTs (Imaging Atmospheric Cherenkov Telescopes) is used. In
this case, the processing of experimental data is not required since the information
regarding the flaring periods is directly given in the publications of the corresponding
collaboration.
5.2 X-ray astronomy
Below wavelengths around 300nm —i.e. energies above 4 eV— the electromagnetic
radiation is absorbed by the atmosphere. Therefore, the detection of this radiation
coming from outside the Earth requires to locate the detectors above the atmosphere.
The earliest attempts to detect X-rays, on balloon and rocket experiments in the
50s, culminated in 1969 with the first satellite observatory, Vela 5B, that hosted a
scintillation X-ray detector and 6 gamma-ray detectors, and stayed in space for 10
years. This rudimentary instrument was sensitive to the 3–12keV energy range with
a ∼26 cm2 effective area and a very limited sensitivity due to its large intrinsic back-
ground, around ∼0.8–0.9 Crab units. It was followed by a long list of observatories,
put in orbit with very different types of instruments aimed to detect X-ray and soft
gamma-ray emissions —more than 25 by 2014— including among others the well
known ROSAT (see Figure 5.1), BeppoSAX, XMM-Newton and the Chandra X-ray
Observatory.
110
5.2. X-ray astronomy
Figure 5.2: The Rossi All Sky Monitor. Left: scheme of the full satellite. Right top:
the ASM. Right bottom: scheme of one of the 3 shadow cameras of the ASM.
The latest all-sky monitors —Rossi with ASM, MAXI and Swift with BAT— have
provided a wide X-ray follow-up for variable sources during recent years.
5.2.1 Rossi – All Sky Monitor
Named after the experimental physicist Bruno Benedetto Rossi, the “Rossi X-ray Tim-
ing Explorer” or RXTE [176] (see Figure 5.2) was put into orbit on 30 December 1995
as part of the long term Explorers program. It was intended to study transient X-ray
sources —black holes, neutron stars, X-ray pulsars and X-ray bursts— with unprece-
dented time resolution —from microseconds to months— in combination with a mod-
erate spectral resolution —from 2 to 250 keV. Its studies allowed the inference of the
size of black holes, the identification of the origin of the Galactic diffuse background
X-ray glow and the testing of the frame-dragging effect predicted by the theory of
general relativity, among others. Rossi completed 16 years of observations before being
decommissioned on 5 January 2012. It counted with three instruments aboard: the
All Sky Monitor (ASM), the Proportional Counter Array (PCA) and the High-Energy
X-ray Timing Experiment (HEXTE).
The HEXTE consisted of two clusters of 4 NaI/CsI “phoswich scintillation detec-
tors”, a combination of scintillators with dissimilar pulse shape characteristics, optically
coupled to each other and to one or more common PMTs, so that the pulse shape
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Figure 5.3: The Swift satellite. Left: the coded aperture mask of BAT. Centre: an
artist’s view of the satellite. Right: scheme of the mask and the detector array.
analysis was able to distinguish the signals from the two scintillators, allowing an im-
portant background suppression by anticoincidence of the signals of the scintillators.
They were sensitive to X-rays from 15 to 250 keV, with an energy resolution below 15%
at 60 keV. It had a Field of View (FoV) of 1◦ and a time resolution of 8µs.
The PCA was an array of five proportional counters each made of three xenon
layers, each split into two, and two veto layers, one of propane and the other of xenon,
with a time resolution of 1µs and a spatial resolution of 1◦. It detected X-rays in the
2–60keV energy range with better than 18% energy resolution at 6 keV.
The main instrument was the ASM [177, 178], with three wide-angle shadow cam-
eras, a detector that projects a codified image by a unidimensional coded-aperture
mask over a position sensing anode, where the direction of the incident light can be
inferred by the position of the detected pattern. The shadow cameras, with a FoV of
6◦×90◦, were equipped with proportional counters, that added up to a total collecting
area of 90 cm2. ASM covered 80% of the sky every 90 minutes, detecting photons in
the 2–10keV energy band with a 3′ × 15′ spatial resolution.
5.2.2 Swift – Burst Alert Telescope
The “Swift Gamma-Ray Burst Mission” [179] (see Figure 5.3) was launched into orbit
on November 2004. Its main purpose was the study of GRBs thanks to a fast detection
and early multi-wavelength follow-up of the GRB afterglow due to its rapid slew capa-
bility for re-pointing itself. Three experiments were designed aboard: the Burst Alert
Telescope (BAT), the X-ray Telescope (XRT) and the Ultraviolet/Optical Telescope
(UVOT). Besides this main goal, it was also meant to be a gamma-ray/X-ray/optical
rapid Target of Opportunity (ToO) observatory platform for transient phenomena and
to conduct a sensitive all-sky survey in X-rays. This provided the monitoring of an
extensive catalogue of sources in X-rays with the BAT detector [180, 181].
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The UVOT provides photometry in the 170–650nm range, being configurable in
two modes: as a camera imaging with a sub-arcsec accuracy and as spectrometer when
using its grism, the combination of a prism and a grating arranged so that the light,
once is collimated, can be focused on different parts of the camera depending on the
wavelength.
The XRT is a Wolter telescope, a telescope based on the consecutive convergent
reflections of the photons in successive paraboloid glancing —or grazing— incidence
mirrors throughout the focus. This is necessary since traditional lensing with refractive
indexes at those photon energies is not possible due to absorption, and traditional
mirror telescopes, which require a perpendicular angle of incidence for the light, imply
also the absorption of the incident photon at X-ray energies. The XRT detects photons
in the 0.2–10keV range and has an accuracy of approximately 2 arcsec with a 23.6×
23.6 arcmin FoV.
The main instrument is the BAT, based on the mechanism of a coded-aperture
mask, a kind of grid, grating or pattern of a material opaque to certain wavelengths
that projects the pattern image over a detector, reconstructing the original source image
using computer algorithms. This mask is composed of 52000 randomly placed, 5mm
lead tiles, 1 metre above a detector plane of four 32.8mm CdZnTe hard X-ray detector
tiles. BAT can detect photons in the energy range 15–150keV and covers a large
fraction of the sky, from 1 sr fully-coded up to 3 sr partially-coded, with an accuracy
of 1 to 4 arcmin and within 15 seconds since a GRB event detection. By January 2014
more than 800 GRBs have been discovered [182], including one of the most distant
objects ever detected, GRB090423B (z ∼= 9.4), and one of the five closest GRBs
observed, the exceptionally bright GRB130427A (z ∼= 0.26), this latter in coincidence
with Fermi. Apart the main GRB program, large amount of time is dedicated to follow
in X-rays the transient sky.
5.2.3 MAXI – Solid-state Slit Camera
Figure 5.4: The MAXI instrument
aboard the ISS.
On 24 July 2009 the “Monitor of All-sky X-
ray Image” or MAXI [183] was installed on
the ISS (see Figure 5.4). Its objectives are
to alert the community of X-ray novae and
transient X-ray sources, to monitor long-term
variabilities of X-ray sources, to stimulate
multi-wavelength observations of variable ob-
jects, to create unbiased X-ray source cata-
logues, and to observe diffuse cosmic X-ray
emissions, with especially better energy reso-
lution for soft X-rays down to 0.5 keV. MAXI
employs two types of position-sensitive detec-
tors: xenon gas proportional counters, called
Gas Slit Cameras (GSCs), and X-ray CCDs,
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Figure 5.5: Image of the gamma-ray sky in galactic coordinates obtained with the
first five years of Fermi data for energies above 1GeV. Circles point to known blazars
from 2FGL catalogue, the more significant ones are labelled.
called the Solid-state Slit Cameras (SSCs).
They are aligned to two fields of view to observe both the zenith and horizontal di-
rections and scan all-sky in X-rays with the two different directional cameras every 92
minutes, synchronized with the ISS orbit.
The GSC [184] is designed to scan the entire sky in the 2–30 keV range, with a
16% energy resolution at 6 keV. It consist of 12 large-area one-dimensional position-
sensitive proportional counters with the view open through a slit, with a total effective
area of 5350cm2. Six of them point toward the tangential direction of the ISS motion
along the Earth’s horizon, while the other six point to the zenith direction, covering a
FoV of 160◦ × 1.5◦.
The SSC [185] consists of two sets of 16 CCDs sensors each, equipped with colli-
mators behind an aperture, that define a FoV of 90◦ × 1.5◦. The total area for X-ray
detection is about 200 cm2, which is the largest among all the missions of X-ray astron-
omy. It views the X-ray sky in the 0.5–12keV energy range with an energy resolution
better than 2.5% for 5.9 keV and an angular precision of 1◦.
5.3 Gamma-ray astronomy
The gamma-ray astronomy developed in parallel to that of X-ray using research rockets
and balloon-borne experiments too. In 1961, the Explorer 11 was the first satellite
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Figure 5.6: The Fermi satellite. On the left, the tracker array of the LAT is visible
before integration. On the right an artist impression with the LAT tracker scheme
exposed.
to detect gamma-rays, with an instrument sensitive to photons with energies above
50MeV. In 1967, the satellites Vela 4A and B detected the first GRB in history, but
the discovery was not published until 1973 [186]. During that decade various gamma-
ray detectors were in orbit or travelling through the Solar System, allowing in 1979
the simultaneous discovery of a mysterious new kind of astrophysical object, the Soft
Gamma Repeaters, that 19 years later were successfully identified as magnetars [187].
The most significant improvement came with the “Compton Gamma Ray Obser-
vatory” (CGRO) from 1991 to 2000. It hosted on-board instruments that offered
an unprecedented energy range coverage, from 20keV to 30GeV. In 2002 the most
sensitive gamma-ray observatory ever launched, the “INTErnational Gamma-Ray As-
trophysics Laboratory” (INTEGRAL) started to work. It provided a 12 arcmin angular
resolution in the 15 keV–10MeV range with the instrument IBIS and was conceived
to have a good angular resolution sacrificing a larger sky coverage. With the opposite
objective were designed AGILE (AstroRivelatore Gamma ad Immagini ultra LEggero)
in 2007 for the high energy range 30MeV–50GeV and one year later Fermi in the
20MeV–300GeV energy band (see Figure 5.5). Both were aimed to have an extensive
sky coverage in high energy gamma-rays.
5.3.1 Fermi – Large Area Telescope
Originally named GLAST, the “Fermi Gamma-ray Space Telescope” [188] is a satellite
launched on 11 June 2008 into a near-Earth orbit, with a designed lifetime of 5 years
and a goal for mission operations of 10 years. Aboard, it has two experiments: the
Gamma-ray Burst Monitor (GBM) and the Large Area Telescope (LAT).
The GBM is composed of 12 Sodium Iodide (NaI) and 2 Bismuth Germanate (BGO)
scintillation detectors, designed for early GRB detection in a similar but improved way
as BATSE, one of the CGRO detectors. The GBM covers the low energy range, from
8 keV to 40MeV, and its FoV (co-aligned with the LAT FoV) is of 8 sr.
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On the other hand, the LAT [189] detects individual gamma-ray photons in a
2.4 sr FoV. This is done through the ionisation produced in interleaved layers of silicon
micro-strip detectors by the electron-positron pair produced when the gamma-ray in-
teracts in the detector (see Figure 5.6). A calorimeter of 96 CsI(Tl) crystal scintillator
detector elements collects the gamma-ray deposited energy. A segmented anticoinci-
dence detector covers the tracker array, completing the LAT instrument with a volume
of 1.8m× 1.8m× 0.72m.
The LAT operates in the energy range 20MeV–300GeV, with an energy resolution
of 18%, in the best cases better than 6% above 60◦ of incidence and above an energy of
10GeV. Its angular resolution is around 3.5◦ at 100MeV and better than 0.15◦ above
10GeV.
The point source sensitivity is of 3× 10−9 photons · cm−2 · s−1 and the time accu-
racy is below 10µs. With an effective area of 9500 cm2, the 70◦ half-angle FoV and
the satellite orbit make possible a full sky survey with 30 minutes of livetime for each
point in the sky every two orbits —approximately 3 hours— providing a continuous
data-taking.
Some remarkable events of the Fermi satellite are the discovery of the Fermi bub-
bles [190] —named after it— and the simultaneous detection of the brightest GRB ever
recorded up to date, GRB130427A [191], together with the Swift BAT detector. In
addition, Fermi has provided all its data publicly to the scientific community, available
on-line [192], and maps of the sky in gamma-rays with unprecedent spatial and time
coverage.
5.4 Very high energy gamma ray astronomy
VHE photons are absorbed by the atmosphere. Photons and CRs above the GeVs,
produce the so-called Extended Air Showers (EAS), composed by the particles produced
in the interaction of the gamma ray or CR with the upper layers of the atmosphere.
Features like the shower length, the distance to the shower maximum and the lateral
development of air showers help to identify the original particle —i.e. photon, proton
or heavy nucleus— and its energy. The IACTs use the Cherenkov light emitted on the
propagation of the charged particles of the EAS in the atmosphere.
The basic unit of such detector is a telescope composed of multiple orientable
mirrors that focus the light into a CCD pixellated camera able to distinguish the light
received on each individual mirror. The layout of the modern IACTs is an array of those
devices in stereo mode, improving this way the sensitivity and angular resolution. By
modelling the produced showers and the telescope detection response, obtaining the
so-called Hillas parameters, it is possible to distinguish gamma-ray from CR events,
together estimate the energy and trajectory of the original gamma-ray. The IACTs have
two main drawbacks: since they can operate only during nights with low moonlight
and in the absence of clouds they have a low duty cycle —typically around 10%— and
since they can only look to a certain sky region —also a typical coverage of around
116
5.4. VHE Gamma Ray Astronomy
PWN Starburst
HBL, IBL, FRI, Blazar, FSRQ, LBL,
AGN (unknown type)
Globular Cluster, Star Forming Region,
uQuasar, Cat. Var., Massive Star Cluster,
BIN, BL Lac (class unclear), WR
Shell, SNR/Molec. Cloud,
Composite SNR, Superbubble
DARK, UNID, Other
Binary, XRB, PSR, Gamma BIN
+90º
-90º
-180º+180º
Figure 5.7: Skymap with the sources of the current catalogue of VHE gamma-ray
sources —above 100GeV— detected by IACTs up to now [193].
11% of the sky— they cannot work in an all-sky search mode. Nevertheless, they can
follow, and serendipitously detect, the variable emission of certain sources of interest
during important flare emission periods.
The first EAS were detected in 1953 with a rudimentary detector composed by a
single PMT in the focus of a mirror hosted in a garbage can. In the 50s and 60s,
gun-mounts, parabolic search-light mirrors used during the war and solar furnaces were
recycled along the world to built the first generation of IACTs to evaluate these de-
tectors viability. This lead to the building of the Whipple 10m reflector in 1968, that
could detect VHE gamma-rays from 800GeV up to 500TeV. The breakthrough of this
technology was the Hillas idea of using some parameters of the EAS —width, length
and orientation— to distinguish gamma-ray EAS from CR ones in 1985 [194]. This
made possible in 1989 the first firm detection of TeV gamma-rays from an astrophysi-
cal source —the Crab nebula— and in 1992 the first extragalactic source —the blazar
Markarian 421. By the 90s, several multi-mirror detectors in stereo arrays were work-
ing: HEGRA, CAT, CANGAROO-II, 7 - TAP and GT-48. The latter detected the first
unidentified TeV gamma-ray source, TeV J2032+4130, later confirmed by HEGRA. At
the end of the decade the current generation of IACTs —MAGIC, HESS and VERITAS,
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Figure 5.8: The HESS telescopes.
see Figure 5.7— were built and for the future the “Cherenkov Telescope Array” (CTA)
is planed to be built: two arrays of IACTs, one per hemisphere, that will improve the
sensitivity of the current generation by an order of magnitude.
5.4.1 HESS – High Energy Stereoscopic System
The HESS [195] telescopes (see Figure 5.8), placed on the Khomas Highland of Namibia.
While the first design concepts go back to 1996, the first telescope started to operate
in Summer 2002 and the first phase of the project was officially inaugurated on 28
September 2004. A much larger telescope of 28m of diameter and 614m2 mirror area
was added in July 2012, the beginning of the so-called HESS II phase, to decrease
the energy. With this extension, the energy range for HESS goes from ∼30GeV to
∼10TeV.
The HESS I phase is composed by four telescopes of 12m diameter —108m2 per
telescope— each one with 382 round mirror facets of adjustable orientation and 60 cm
diameter, focused at a distance of 10 km, where air showers typically take place. They
are arranged in a square area of 120m side, conforming a 250m diameter Cherenkov
light pool. A 1.6m diameter camera of 5◦ FoV collects all the light focused by the
mirrors with its 960 PMTs with 29mm diameter. That configuration gives HESS an
angular resolution of less than 0.1◦.
The fifth telescope, placed centred in the middle of HESS I, is composed of 875
hexagonal facets of 90 cm.
5.4.2 MAGIC – Major Atmospheric Gamma-ray Imaging Cherenkov
Telescopes
The MAGIC IACT [196] (see Figure 5.9) is composed of two equal telescopes placed
at the Roque de los Muchachos Observatory in the place where HEGRA was once.
MAGIC I started to take data regularly in 2004, while MAGIC II, located 85m away,
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Figure 5.9: The MAGIC telescopes.
completed finally the stereoscopic Cherenkov telescope array in July 2009. Between
summer 2011 and 2012 both telescopes went through a major upgrade. They are
designed to observe gamma-rays with energies above 50GeV with an angular resolution
below 0.1◦.
The telescopes have a diameter of 17m making up a collecting area of 236m2.
Each one has 974 square reflective elements of 49.5×49.5cm2 focusing into a camera
of 3.6◦ of FoV, with 396 1” (inner pixels) and 180 1.5” (outer pixels) PMTs. All is
mounted in a light structure made of carbon-fibre reinforced plastic and aluminium
materials that allows the reorientation of the telescope to any point in less than 100 s
(40 s in average), a useful feature for GRB follow-up observations.
MAGIC is an international collaboration formed by more than 200 people from 30
institutes. It has realised numerous campaigns surveying the VHE gamma-ray emissions
of multiple galactic —like PWNe or XRBs — and extragalactic sources —any kind of
AGNs. MAGIC also has reported the flaring gamma-ray emission at subhorizon event
scales from the Super Massive Black Hole (SMBH) in the centre of IC 310 [197] and the
discovery of TeV gamma-ray emissions from the PWN 3C58 [198], the least luminous
PWN ever detected at VHE and with the lowest flux up to date.
5.4.3 VERITAS – Very Energetic Radiation Imaging Telescope
Array System
The first prototypes of VERITAS [199] (see Figure 5.10) were installed in Spring 2003,
but it was in January 2007 when the array of four 12m optical reflectors was completed
in the Fred Lawrence Whipple Observatory. These atmospheric Cherenkov detectors are
composed of 350 individual mirrors each, focusing to a 499 pixel camera and conforming
a FoV of 3.5◦. In Summer 2009 one telescope was relocated in order to improve its
sensitivity by 15%.
With a peak effective area of 0.1 km2, its energy range goes from 100GeV to 30TeV,
but the spectral reconstruction is possible only above 150GeV. The energy resolution
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Figure 5.10: The VERITAS telescopes.
is around 15% at 1TeV, where the angular resolution is of 0.1◦, varying up to 0.14◦ at
200GeV (with a 68% of containment radius). VERITAS can place a source location
within 50 arcsec accuracy and has a point source sensitivity of 1% of the Crab flux in
less than 30 hours (10% in 30min).
5.5 Multi-wavelength light curves
The period for all the analyses performed in this work is from September 16th 2008
to December 31st 2012, the latter non included, i.e. 54725–56292MJD, 1567 days,
when the ANTARES detector was complete with 12 lines (see section 7.2). The light
curves (LCs) of that period are extracted from the different experiments and used to
determine the flaring periods of interest for the coincident neutrino search.
Two kinds of catalogues are available, complete and incomplete. The incomplete
catalogues does not allow a uniform study on time of their LCs and it relays on the
respective experiments publications, where the detected flaring periods are reported,
conditioning consequently a simple LC characterization. On the other hand, the com-
plete catalogues offer a regular and continuous data-taking and the emission states and
flare identification are done by a time-series analysis and threshold application (see sec-
tion 5.6). The construction of the LCs from these catalogues depends of the satellites
used (see Table 5.1).
5.5.1 Extra-galactic sources flare data
For the Blazars (see section 7.3.1) and Crab (see section 7.4.1) analyses with Fermi
the LCs are extracted from the Fermi LAT data2, where the photon counting data in
the 100MeV–300GeV energy range and the satellite exposure map in 2◦ around the
2Fermi Public Release Pass 7 data using the diffuse class event selection and the Fermi Science Tools
v9r32p5 package available at http://fermi.gsfc.nasa.gov/cgi-bin/ssc/LAT/LATDataQuery.cgi.
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Table 5.1: Summary of the detectors used to determine the X-ray and gamma-ray
emission time. Their operation dates, energy range, sensitivity and FoV are shown for
comparison.
Telescope Operation Dates Energy Range Sen. (∗) FoV
Rossi - ASM (1a) 1995 – 01/2012 2 keV– 10 keV (?) 6◦×90◦
Maxi - SSC (1b) 07/2009 –Present 2 keV– 20 keV ∼2.8 h 1.5◦×90◦
Swift - BAT (1a) 2004 –Present 15 keV– 50 keV ∼60d 1′×4′
Fermi - GBM (2) 06/2008 –Present 10 keV – 25 MeV (?) 360◦ (†)
Fermi - LAT (2) 06/2008 –Present 100MeV–300GeV (?) ∼104◦ (‡)
HESS (3) 2002 –Present 30 GeV– 10 TeV ∼25h 5◦
MAGIC (3) 2004 –Present 50 GeV– 30 TeV ∼50h 3.6◦
VERITAS (3) 2003 –Present 100 GeV– 30 TeV ∼30h 3.5◦
(1) X-Ray satellite (a) or aboard the ISS (b): All Sky Monitoring Mode (†) 8 sr
(2) γ-Ray satellite: All Sky Monitoring Mode (‡) ∼2.4 sr
(3) IACT: Pointing Mode
(∗) Sensitivity: time required for a 5σ detection of a 1% Crab flux point source
(?) Not found...
source are combined to determine the gamma-ray flux in bins of 1 day. The 2◦ choice
is a good compromise LAT point spread function (PSF) and the source confusion. In
this process the Extragalactic Background Light is not subtracted, so very bright flares
are required. A comparison of the LC built this way with respect to the Fermi LAT
monitored ones [200] is available on Figure 5.11. As can be seen, the method used
allows to provide data on a daily basis —when no monitored data is available and
when only an upper limit on the flux is given— helping to the characterization of the
baseline emission of the source.
Since the photons detected in a 2◦ region around the source are considered, it is
required that there is no other gamma-ray source or AGN flare within that region. This
is done by visual inspection of the CMAPs (Photon Counting Map, produced from the
Fermi Photon Counting data also) in a 10◦ field around each source (see Figure 5.12)
and the study of their LCs looking for contaminating flares. After building the LC it
is characterized by the Maximum Likelihood Block method (MLB) described in the
section 5.6.
In the analysis of the flares reported by the IACT telescopes only the published LCs
are used. Due to the lack of complete information about the LCs, the time probability
is assumed as simple Heaviside step functions on the reported flaring periods, i.e. non
null during the reported flaring periods and null outside. This method is used to define
the LCs for the TeV AGN-flare analysis (see section 7.3.2).
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Figure 5.11: Comparison of the LCs built from the Fermi LAT Photon Counting data
and the ones provided by the monitored list [200] for 3C 273 (top, sample detail of
300 days) and 3C454.3 (bottom, full period showing only one point per week). Blue
rectangles (top) and circles (bottom) are computed by using the photon counts and
the exposure map, while dark green and red triangles are the fluxes from the monitored
LCs (the red ones are the upper limit fluxes). The advantages of the method employed
compared to the monitored data are the absence of gaps with no data and the possibility
to determine better the baseline during those days and the days when only upper-limits
are supplied, as can be seen in the upper figure.
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5.5.2 Galactic sources flare data
The analysis of XRBs (see section 7.5.1) gather the LCs extracted from the monitored
ones of Swift BAT in the 15–50keV energy band [180, 201]. In addition, when possible
it is completed with information from more sensitive telescopes, e.g. the LCs of Rossi
in the 2–10keV band [202], of MAXI in the 2–20keV band [203] and of Fermi GBM in
multiple bands from the 12 keV to the 300 keV [204]3. As an exception, the CygnusX-3
source used the Fermi LAT data in order to built its LC as described before for the
Blazars and Crab analyses. The collected LCs are also characterized by a time-series
analysis (see section 5.6). Additionally, for the LCs obtained from Swift BAT, a 8σ
threshold (based on the baseline estimation, see section 5.6.3) has been applied in
order to select only very bright flares. Similarly, a 10σ threshold has been used for the
Rossi and MAXI LCs and a 1.5σ for the Fermi ones, since fluxes are dimmer at those
energies. Whenever two or more satellite LCs are used to define various flaring periods
for the same source, they are merged after normalising their significance with respect
to the baseline and its variability (see section 6.3.4).
For the transition between emission states in XRBs, an independent analysis is
done where the time probability is assumed as simple Heaviside step functions on the
dates when the spectrum hardness changed from hard to soft and vice-versa. The
determination of these intermediate state periods is described in section 7.5.2.
5.6 Treatment of the light curves
Some of the most frequently used methods in astronomical time-series analysis are
those developed by Scargle [205, 206]. They allow to characterize the evolution of the
emission of a source along the time without being prone to intrinsic fluctuations due
to measurement uncertainties. This process is also known as denoising. The method
presented in this work has as a starting point Scargle’s methods.
5.6.1 Maximum likelihood blocks
The LC data actually used, Di=1,...,N = {xi ,σi , ti}, are the measured fluxes, xi , the
uncertainty on each measurement, σi , and the time at which each measurement was
performed, ti . A Maximum Likelihood Block method (MLB) is used to model the
LC into periods of constant flux intensity. These periods are named blocks. The
moments at which the emission rate changes between blocks, hereafter called change-
points (CPs), are determined by a likelihood which assumes a steady flux emission
during the corresponding block. This likelihood is taken as a normal distribution of
the flux measurements with their errors as variance. Therefore, the contribution to the
3Finally no source with LCs from Fermi GBM was finally selected for the analysis.
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likelihood for each data point, i , is:
Li =
1√
2π σi
e
− 12
(
xi−λB
σi
)2
where λB is the actual flux during that block. Consequently, a given block, nB , has a
total contribution to the likelihood:
lnLnB =
∑
i∈nB
ρi (xi − λB)2 (5.1)
where ρi = 1
/
σ2i , and the sum extends over each consecutive measurement, Di , within
the nB -th block, i ∈ nB . All the terms in the logarithm of the likelihood that after
summation add up to a constant term in the maximisation of the likelihood have been
removed.
For each block, the likelihood is maximised by setting to zero the derivative of
Equation 5.1 with respect to λB . This gives:
λmaxB =
∑
i∈nB
ρixi
/∑
i∈nB
ρi
Finally, substituting λmaxB in Equation 5.1 and summing for all the blocks over all the
data, the following likelihood is obtained:
lnL =
NB∑
nB
(∑
i∈nB
ρixi
)2
∑
i∈nB
ρi
(5.2)
where NB is the total number of blocks. In this way, for a given NB , the likelihood
is maximal for a certain distribution of blocks, nB , i.e. for a particular combination of
CPs. The final result is a list of start and end points of each block.
A drawback of this likelihood is that it is maximal for NB = N , i.e. when there are
as many blocks, NB , as data points, N . However, we aim at a characterization of the
LC emission periods with smaller amount of blocks. A simple solution is to apply a
prior to the likelihood that penalizes the number of blocks used:
lnP = −NB ln γ (5.3)
where γ is a constant that can be selected for each LC to be denoised. Setting γ = N ,
the amount of data points in the LC, the prior simplifies reasonably well the LC while
keeping its main features. More sophisticated considerations to this geometric prior
are developed in [206].
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The CMAPs Selection
✓ 3C 273 ✓ CTA102
✗ VER J0521+211 ✗ PMNJ1650-5044
Figure 5.12: Examples of 10◦ radius FoV CMAPs for some selection and rejection
cases. The green circle has 2◦ radius. The LC of VER J0521+211 (bottom left
picture) is contaminated by the flares of the Crab nebula, its closest neighbour.
The LC of PMNJ1650-5044 (bottom right picture) is dominated by the emission
of the Galactic plane. Colour scales are different on each case, some of them are
saturated (white colour), in order to show better the source emission features.
5.6.2 Denoising algorithm
In order to find the optimum LC characterization, a systematic evaluation of all the
possible combinations of CPs for each possible NB is required. A brute force approach
would yield 2N combinations, far too expensive in computing time to be affordable.
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The MLB Algorithm
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Figure 5.13: Application of the MLB algorithm to a sample of 100 days of
PKS 1510-08 recorded by Fermi LAT. Bottom plots: for different number of
blocks, NB , the blocks selected applying Equation 5.2 are shown. Top left: block
description of the original LC for NB = 27. Top right: the red curve shows the
evolution of lnL as a function of NB ; the green curve is obtained when the prior
of Equation 5.3 is applied. The point in magenta is the maximum, at NB = 27 in
this case.
Fortunately, experience shows that once a CP is found to be optimum for a given
NB = n, it is found again for NB > n. For example, the two CPs found for the
NB = 2 case
4 are also found for NB = 3, and all the three are found again for NB ≥ 4.
Therefore, in the n case, only the new CP that improves the NB = n−1 case has to be
found, i.e. in each step the algorithm searches only for the next optimum CP among
the remaining possible cases. This is done until NB = N , i.e. when there is a block for
each data point. This strategy demands a reasonable computing time to denoise the
LCs.
When a new CP is added, the likelihood before applying the prior improves signif-
icantly if this CP limits a clear flaring period. Since in each iteration only one new
CP is considered, sometimes the two CPs required to fully bound the flare are not
4By definition the first datum of the time-series, D1, is a CP, so there are two CPs for a division
of the data in 2 blocks.
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Figure 5.14: Three examples of LCs denoised by the MLB algorithm for 1783 days of
Fermi LAT data for —from top to bottom— 3C273 (NB = 55), 3C 454.3 (NB = 101)
and 3C279 (NB = 41).
consecutive, taking more blocks than needed to characterize the flares in the LC. For
this reason, we let the algorithm try one or two new CPs in each iteration, so that NB
increases by 1 or 2, depending on the corresponding likelihood. As a matter of fact, the
likelihood selects frequently a pair of CPs, in other words, one of the previously found
periods is divided in three. This allows an early and fast detection of flaring periods
with less NB .
One of the features of this MLB method is that it does not depend on the size of
the time bin, the gaps between the measurements or the time length of each period.
It is sensitive just to the changes in the emission rate as a function of time.
An example of the results obtained applying this algorithm is shown in Figure 5.13,
together with some denoised LCs in Figure 5.14.
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5.6.3 Flare determination
To improve the analysis performance only the most promising periods are selected.
Once the LC is denoised and characterized with the MLB method, the baseline emission
(bs) is estimated in order to identify the steady states of the source. This is done by
convolving the data with a Gaussian, simulating for each flux measurement, Di , a
Gaussian with the flux, xi , as the mean and the flux error, σi , as the sigma. As a
result, the distribution of the convolved fluxes would reveal an accumulation of events
in the lowest flux ranges corresponding to the baseline emission state (see Figure 5.15).
This accumulation and its variance is estimated by performing a Gaussian fit from the
point before the maximum at which 60% of the maximum is reached until the point
after the maximum where 98% of the maximum is reached. The fitted mean and sigma
are taken as the baseline emission of the source and its variance.
Figure 5.15: An example of the baseline
estimation for the same 100-day sample of
PKS 1510-08 as in previous figures. The
vertical red line is the baseline, determined
by a fit (green curve) over the Gaussian
convolved data within the limits shown.
The other vertical lines represent the bs+
3σ (blue line) and 5σ (magenta line).
This method is stable when the distribu-
tion of errors is smooth and Gaussian, with
difficulties appearing only in LCs with base-
line emission periods barely present. In the
case of the Fermi monitored LC list, where
the background lights are removed by the
Fermi collaboration, it is found that low flux
measurements present sometimes a very dif-
ferent error distribution with respect to the
rest of the data. This induces the presence
of spikes in the Gaussian convolution of the
flux within the fit region, hindering the base-
line fitting process. It also forces the MLB
algorithm to find first blocks for the Di that
have a small error flux, σi , before properly de-
scribing the LC features, increasing the NB
selected by the algorithm. In addition, for
certain days only a flux upper limit is provided
after background removal, rendering the data
unusable. Therefore, it was decided to use
the photon counting LC created from the raw Fermi LAT data. For LCs from other
experiments where that is not possible, the days with only an upper limit flux and the
days with large big or small errors are removed.
With the baseline (bs) and its variance (σ) estimated, a simple threshold on the
flux, e.g. bs + 3σ or bs + 5σ, in order to identify the flaring periods of interest can
be established. This method will miss, though, flares with long emission periods, but
just below the threshold. On the other hand, decreasing the threshold would allow the
detection of very short fluctuations with hardly any flux emission. This justifies the
definition of an additional threshold on the fluence5. This kind of threshold has been
5The fluence is the total flux integrated along the defined block or period.
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Figure 5.16: Flare selection on the same 100-day sample of PKS1510-08 as in the
previous figures. The blue area is the selected period. The flux is presented in log-
arithmic scale in order to distinguish the threshold lines: the three horizontal dashed
lines in red tones are, from bottom to top, the baseline, bs + 1σ and bs + 5σ, while
the fluence threshold, ThΦ, is the dashed purple line.
parametrised with the purpose of selecting any flare emitting over bs + 5σ and some
periods emitting over bs + 2σ if their length is long enough. After studying different
cases with different mathematical functions the following final expression is defined for
the fluence threshold:
ThΦ = bs + σ
{
2 + 3
(
0.7 · e− T−1λ + 0.3 · e− T
2−1
λ
)}
(5.4)
where T is the block length in days and a value of λ = 18.9 has been found to give
suitable results. Once the period is selected by this parametrised threshold, the flaring
period of the denoised LC is extended until the emission of the block is compatible
with the baseline, i.e. the flux of the block is below bs + 1σ, (see Figure 5.16). This
threshold selection allows the definition of all the flaring periods of interest with a very
low number of spurious flares. The latter are removed later by visual inspection, when
a manual edition of the flares is usually required to extend or reduce the defined flaring
period considering the data flux tendency.
For the cases where only the information on flaring period dates was ensured for all
the sources —like in the flares reported on AGNs by IACTs or the transitional states
of XRBs — the time probability is assumed as simple Heaviside step functions during
the reported periods, flares and transitions in the spectrum hardness. These periods
are described in sections 7.3.2 and 7.5.2.
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6Time-dependent neutrino analysis
THIS chapter describes the implementation of the time-dependent point-source anal-
yses. The rationale for this type of analysis is explained at the beginning of the chapter,
followed by the description of the search method used, which is based on an extended
maximum likelihood. The ingredients that enter into this likelihood are then described
—with the exception of the building of the light curve that was already explained in
the previous chapter. Finally, the simulation of the pseudo-experiments used for the
optimisation of the selection criteria —the quality cuts— and for the characterization
of the test statistic are explained in detail together with the overall performance of
the analyses. We postpone to chapter 7 the source selection and the results obtained
applying these methods to ANTARES data.
6.1 Standard point source searches
The main goal of the ANTARES telescope is the search for astrophysical neutrino
sources. The performances of ANTARES, in particular its good angular resolution,
lower than one degree, allow the search for spatial correlations with known astrophysical
sources. The choice of these sources is done so as to select the most promising neutrino
sources, i.e. sources where hadronic acceleration might take place. As is shown in
chapter 1, X-ray and gamma-ray emissions trace the acceleration sites: if these gamma-
ray emissions are produced in the source via hadronic acceleration, neutrinos will also
be produced and thus the chances of detecting a signal increase.
A likelihood ratio is used to estimate the amount of signal in the sample (see
section 6.2). This likelihood includes different parameters that help to estimate the
signal likeness of the events as opposed to the background events (see section 6.3).
When considering a Point Source (PS) search, the most important parameter is the
angular distance to the source, characterized by the Point Spread Function (PSF,
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section 6.3.1). The search can be further improved including an energy estimator of
the events (section 6.3.3), since a different behaviour for the signal and the background
is expected.
The selection criteria, the “cuts”, are optimised (section 6.6) evaluating the flux re-
quired to achieve a given significance. This is doen by simulating pseudo-experiments
(PEXs, section 6.4) and taking into account the systematics of the detector (sec-
tion 6.4.1).
After the cut optimisation and the test statistic characterization (section 6.5) the
performance of the analysis can be evaluated (section 6.7) and proceed to the analysis
of the data (chapter 7).
6.1.1 Principle of the triggered analysis
Flaring sources are interesting from a physics point of view since processes required for
flare production would imply high magnetic fields and high photon densities which, in
the presence of protons, may give raise to hadronic processes and neutrino production.
Therefore, time correlations between gamma-ray and neutrino fluxes can be expected
for these variable sources. The time when the flare takes place is the expected time
for neutrinos production. This correlation can be introduced in the likelihood as an
additional parameter (see section 6.3.4) which, compared to the standard steady PS
searches, increases significantly the sensitivity to discover a neutrino source: limiting
the neutrino search to a certain angular region and also to a given time period reduces
considerably the atmospheric neutrino and muon backgrounds and therefore lowers the
signal required to claim a discovery. This advantage makes notably interesting the
analyses of transient phenomena in neutrino telescopes where the data is dominated
by background.
In order to test a possible short delay between the gamma-ray and neutrino emis-
sions a possible lag is introduced during the fitting procedure of the likelihood (see
section 6.3.5). The time information of the flare emission is extracted from the differ-
ent X-ray and gamma-ray telescopes, as described in chapter 5.
6.2 Extended maximum likelihood
For the time-dependent PS analysis, an unbinned Extended Maximum Likelihood (EML)
method has been implemented [207]. This likelihood is adequate in problems where
the expected signal is superimposed to a known but random background and the total
number of events is itself relevant.
Contrary to the standard Maximum Likelihood (ML), where the total probability is
normalised to unity, in the EML the normalisation of the Probability Density Function
(PDF) can vary. An experiment, considering a generic variable or set of variables x , is
composed by a set of N measurements, ~x = {x1 · · · xN}, where each xi is a recorded
event of the experiment. In the ML, the likelihood function —or, equivalently, its
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logarithm— is maximised for a particular amount N of measured data values ~x :
L =
N∏
i=1
p(xi ; a1 · · · am) (6.1)
where {a1 · · · am} is the set of unknown parameters that are varied to maximise the
likelihood and p(xi ; a1 · · · am) is the probability density for the sampling variable x . The
latter is normalised to unity since the measurement is certain to give some result:∫
p(xi ; a1 · · · am) dx = 1
In an EML, this requirement is relaxed and the function p(xi ; a1 · · · am) is replaced
by a function P(xi ; a1 · · · am) whose normalisation is unconstrained:∫
P(xi ; a1 · · · am) dx = N (a1 · · · am)
This P(xi ; a1 · · · am) describes not only the shape of the expected distribution in x , but
also its integral size. The events, governed by Poisson statistics, will occur at random
in the range of x . N is thus the total number of events expected over the whole
range of observations and is different in general to the observed number, N , due to the
fluctuations of Poisson statistics.
Nevertheless, the replacement of p(x) by P(x) is not straightforward, since the
maximisation process will tend to make the normalisation N large. To avoid this, in
terms of probability, the likelihood must incorporate not only the information that the
events were observed at x1 · · · xN , but also that they were not observed anywhere else,
i.e. incorporate also the information from the total number, N . A way to view this
effect is by observing what happens when the range of x is divided into narrow bins
of width ∆x , so small that the probability that a bin contains more than one event is
negligible. Hence, there are only two kind of probabilities:
Prob. of 0 events in ∆x : P0(x) = e
−∆x P(x)
Prob. of 1 event in ∆x : P1(x) = ∆x P(x) e
−∆x P(x)
Therefore, the combined probability for a complete data sample will give the likelihood:
L =
∏
j
∆x P(xj )
∏
k
e−∆x P(xk )
where the j-product is over all the bins containing an event and the k-product is
over all the bins. In the limit ∆x → dx the first term turns out in ∏j P(xj) dNx ,
analogous to Equation 6.1, where dNx merely expresses the fact that the functions are
not probabilities but probability densities. On the other hand, the second term becomes
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e−
∑
k ∆x P(xk ) → e−
∫
P(xk ) dx = e−N . Finally, the EML is given by:
L =
[
N∏
i=1
P(xi )
]
e−N
lnL =
N∑
i=1
lnP(xi )−N
In ANTARES, the data sample is expected to be composed of two types of events,
“signal” and “background”, where the signal is expected to be so small that the full
data sample can be treated as background for certain purposes. The expected num-
ber of events are Ns (unknown) and Nb (known), respectively, and their probability
distributions, Ps(x) and Pb(x), conveniently normalised to unity. Consequently, the
probability density P(x) and the likelihood are:
P(x) = NsPs(x) +NbPb(x)
lnL =
N∑
i=1
ln [NsPs(x) +NbPb(x)]− [Ns +Nb] (6.2)
The terms Ps(x) and Pb(x) can be composed by different PDFs, built to represent
the behaviour of the signal and background. To distinguish the signal-like from the
background events, we use three types of PDFs based on direction, energy and time.
The two PDFs corresponding to the direction are: a) the PSF —Ps(αi ), where αi
represent the angular distance between the event i direction and that of the source
under study— for the signal term, and b) the background distribution as a function of
the declination —Pb(δi ), with δi the declination of the event i— for the background
part. They both enter in the simplest likelihood that is built for the point-source analysis
in ANTARES. These ingredients are determined using the ANTARES data productions
of Monte Carlo simulations (MC) and data (DATA, see section 7.2).
6.3 Likelihood components
6.3.1 Point spread function
The PSF is built from the distributions in the MC of the difference between the simulated
neutrino direction, αtrue , and the reconstructed muon direction, αrec , i.e. α = |αtrue − αrec |.
The PSF is defined as the probability density of α per unit solid angle, Ω:
Ps(α) =
dP
dΩ
=
dα
dΩ
dP
dα
=
1
2π sinα
dP
dα
(6.3)
It is particularly important to properly characterize the region of small α values, i.e.
for those events that are better reconstructed, since the MC sample is very limited in this
region and instabilities are present. To this end, a complex and robust parametrization
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Figure 6.1: PSF sample parametrisation for 3C 279, Λcut > −5.2 and an E−2 spec-
trum. Left: log10 α distribution (green filled histogram) with the parametrised PSF
before normalisation with the solid angle deconvolved (red line, see Equation 6.3).
Right: the PSF parametrisation before normalisation (red line) with the log10 α distri-
bution convolved with the solid angle (green filled histogram).
and a series of fits are performed over the distribution, log10 α, and various transforma-
tions are applied to guarantee a correct behaviour in the relevant ranges. Finally this
distribution is characterized with a TSpline3—an interpolator object— and converted
into a TF1 —a function object— both ROOT objects [148] (see Figure 6.1). The correct
normalisation of this object is obtained normalising the α distribution to unity.
The PSF depends on the value of the cut used in Λ, the quality parameter of
the reconstructed track (see section 3.1), and therefore, is produced for each Λcut
tested in the optimisation (see section 6.6). It also depends on the energy and it is also
computed for each energy spectrum. Since the PSF turns out to be essentially constant
along the selected analysis period, it has been built only once for the full period. This
avoids fluctuations associated to low statistics in the case of short flares. On the other
hand, the PSF shows a certain correlation with the energy of the event. While this
correlation is not considered in the likelihood, i.e. in the Ps(x), it is considered in the
Pseudo-EXperiment (PEX) simulation of the signal.
Events farther than 10◦ from the source position have a negligible contribution to
the Ps(x) term of the likelihood due to the PSF. This justifies that the maximisation of
Ns in the likelihood be done by evaluating only the events within a cone of 10◦ around
the source. This reduces the computing time and allows the production of sufficient
statistics of PEXs.
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Figure 6.2: Left: ANTARES distribution of the number of background events (Nev)
as a function of the declination (sin(δ)) for Λcut > −5.1 (dotted line), Λcut > −5.3
(dashed line) and Λcut > −5.5 (solid line). Right: Distribution of the energy PDF, i.e.
dE/dX vs. Nev, for background (solid line), an E
−2 ·exp−E/10TeV, i.e. cut-off at 10TeV
(dot-dashed line), E−2 (dashed line) and E−1 (dotted line) spectra for Λcut > −5.4.
6.3.2 Background directional distribution
Since the minimum time period for the search is one day, the spatial distribution of the
atmospheric neutrino background can be assumed to be uniform in right ascension, RA,
due to Earth’s rotation. Then, the expected background in a particular point in the
skymap will depend only on its declination, δ.
The background depends on the quality cuts employed —e.g. on Λ, the track
reconstruct error, β, or the track elevation. The background distributions as a function
of sin(δ) are computed using the corresponding cuts. In Figure 6.2 left, the background
distributions as a function of sin(δ) for three different cuts in Λ are shown.
The normalisation of the background distribution in declination is fixed to the
total number of events selected with the quality cuts applied on the ANTARES data.
Therefore the TH1 ROOT object thus produced represents the term Nb · Pb(sin(δ)) of
the likelihood in Equation 6.2.
6.3.3 Energy estimator
The atmospheric neutrino energy spectrum in the range of interest to us is character-
ized by a single power-law dependence, Eγ , with spectral index γ = −3.58±0.12 [208].
On the contrary, the energy spectrum for the signal is expected to be harder, typically
E−2 to E−1, possibly with some cut-off at high energies (see section 1.4). The per-
formance of the likelihood can be improved significantly including this information as
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Figure 6.3: Correlation between the true energy and the reconstructed dE/dX for
simulated atmospheric muons (left) and neutrinos with an E−2 spectrum (right). The
black dots represent the averaged true energy per dE/dX bin. This is used to extract
the true energy of an event from its reconstructed dE/dX .
a multiplicative factor (see section 6.7):
Ps(x) = Ps(E ) · Ps(α)
Pb(x) = Pb(E ) · Pb(sin(δ))
In this work the so-called “dE/dX” energy estimator has been used [171]. This
parameter uses the correlation between the energy of a charged particle in a medium
and its energy loss per unit length and is calibrated (see section 3.3.5) by comparing the
reconstructed dE/dX and the simulated true energy (see Figure 6.3). This estimator
shows at present two limitations: the energy of the events with a track length shorter
than ∼380m is overestimated, so only events with longer tracks can be used and the
poor interpolation for low values of dE/dX makes necessary to select only events with
log10(dE/dX ) > 1.6.
In addition, it has been found a dependence of the “dE/dX” estimator with the
declination for the background, which required the use of a customised Pb(E ) for seven
declination bands: δ ∈ (−90◦,−70◦), (−70◦,−50◦), (−50◦,−30◦), (−30◦,−10◦),
(−10◦, +10◦), (+10◦, +30◦) and δ > +30◦ (see Figure 6.4).
In this way, the different Ps(E ) and Pb(E ) terms are represented by TH1 ROOT
objects created from the dE/dX distributions. These distributions are built for different
quality cuts and declinations, from MC for the selected signal energy spectrum (see
section 1.4 and Figure 6.2 right) and from data for the background.
6.3.4 Time-dependent probabilities
If you expect more signal during certain periods, restricting the signal search to only
those periods reduces the background and therefore improves the performance. The
term that describes the probability to have a background event at a given time, Pb(t),
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Figure 6.4: Distributions of dE/dX normalised to unity for the background for seven
different declination bands and Λcut > −5.5.
is related to the data-taking efficiency. This probability is extracted from the time
distribution of the DATA and included in the likelihood. The Pb(t) term is built using
the distribution in time of those ANTARES events —up-going and down-going in
order to reduce statistical fluctuations— which fulfil some selection criteria (“cuts”),
namely: Λ > −5.4, more than 5 hits in PMTs in more than one line and an estimated
angular error β < 1◦ (see Figure 6.5). These cuts correspond to an average ANTARES
reconstruction quality and describe well the background probability, Pb(t). The bin size
corresponds to one day, in agreement with what is used in the analysis of the signal.
The signal time probability is extracted from the telescope data as described in
section 5.5. Once the flaring-period LCs are determined for each selected source, they
are used as time PDFs after removing the baseline emission. This is done in order to
enhance the weight in terms of probability of the more intense flaring periods. Whenever
two or more telescope LCs have been used to define various flaring periods for the same
source, the different time PDFs are normalised by the significance of the baseline —i.e.
the flux is divided by the variance of the baseline— so all the different flares are in
sigma units and finally, all the flaring periods of the same source are merged into a
single LC. Then, the days when ANTARES was not taking data, i.e. the days with null
probability in the Pb(t), are removed and the Ps(t) renormalised.
6.3.5 Lag parameter
The neutrinos produced by a given flare may not reach the Earth at the same time as the
associated gamma rays. In contrast to electromagnetic radiation, neutrinos will hardly
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Figure 6.5: The ANTARES background normalised to unity time distribution made
of up-going plus down-going events reconstructed with Λ > −5.4, more than 5 hits in
the PMTs in more than one line and β < 1◦. The bin size is of 1 day. The empty bins
are associated with periods of high bioluminescence that hinder the data acquisition,
mainly during spring time.
interact with the medium surrounding the source, therefore the educated prejudice is
that neutrinos will arrive at the same time or earlier than photons. In order to take in
account a possible difference in the arrival time of the neutrino and gamma-ray signals,
a lag parameter is introduced in the likelihood, so that a possible time translation in
the signal PDF is accounted for, Ps(t)→ Ps(t + lag). This is introduced to not miss
a neutrino signal in the shortest flares if the assumption of the simultaneous arrival of
the neutrino and gamma signals is off by one day.
The lag parameter is discrete in steps of one day since the Ps(t) is built with that
precision. A lag interval of ±5 days is allowed. This lag range is much larger than the
theoretical expected window. This large time window is necessary to avoid the edge
effect in the probability likelihood distribution, explained later. A negative lag could be
due to a dense source where neutrinos can escape freely before the produced photons.
A positive lag could be a consequence of the production of gammas and neutrinos on
different regions of the source. As an example, gamma-rays can come directly from
the jet structure of the source while neutrinos can be produced only in the external
shock regions, where the density of matter is higher, yielding a gamma flare ahead of
the neutrino production.
For completeness, the expected delay of an instantaneous neutrino emission with
respect to the photon counterpart due to the neutrino masses is covered. In our case,
this delay is below the microsecond given the high energy of the observed neutrinos.
This conservative upper limit is estimated to be [209]:
∆T = 0.515 s
D
10 kpc
(mν
eV
)2 ( MeV
Eν
)2
(6.4)
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Figure 6.6: Sample of fitted lag evolution versus the number of injected signal events
for PKS 0805-07, flaring during 7 days, with E−2 and Λcut > −5.4 when the signal is
injected with a lag = 0. Left: the evolution of the most fitted lag (red square) as a
function of the injected signal. The horizontal grey filled area represents the percentage
of cases with the most fitted lag for that signal (upper scale). Right: lag distributions
as a function of the injected signal.
where ∆T is the delay in the neutrino arrival time, D is the distance of the source,
mν is the neutrino mass and Eν its energy. A ∆T =∼ 0.3 s is obtained by taking the
following extreme values: a redshift z ∼ 3 (D ∼ 6.5Gpc), higher than any candidate
source; an mν ∼ 1 eV, clearly an extreme value; and an Eν ∼ 1GeV, considering that
ANTARES neutrino detection starts typically above ∼100GeV, and for a typical E−2
spectrum the typical 5% energy detection is at 10TeV (see section 3.3.3).
The simultaneous maximisation of the lag parameter and Ns takes considerably
time, so that the CPU time required to reach a sufficiently high number of PEXs is
unaffordable. However, it is reasonable to assume that the lag value that maximises
the likelihood for a given signal Ns ≥ 0 is the same as that for any other amount
of signal, since the Ps(x) of each event in the likelihood does not change with Ns
but only with the lag . As a consequence, the lag can be fitted by maximising the
likelihood assuming a fixed signal Ns = 1.0. Then, the lag is fixed in the likelihood to
the obtained value and the Ns is maximised.
Let us see how this parameter behaves in the simple case of uniform probabilities in
time for background and signal, the latter being non null only during the flaring period.
In the case of low statistics and only background, very few events of the skymap can
contribute significantly to the likelihood in the Ps(α) ·Ps (E ) terms of the Ps(x). Then,
none or only a few events happen generally during the flaring period. As a consequence,
the likelihood is maximum for a range of lag values instead of a single one, being then
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Figure 6.7: α and dE/dX correlation from the MC of 3C 279 with an energy spectrum
E−2 and Λcut > −5.4.
an ambiguous parameter. In such cases, the lag value is chosen randomly among those
that maximise the likelihood. This tie-break introduces an artificial preference for lag
values in the edge of the allowed range that is proportional to the flare width when
only background events are in the sample: since they are expected to be distributed
uniformly in time, whenever an event happens near the middle of the flare whatever
the lag , the chosen lag can be any of the allowed values, while when an event happens
during the flare but for a few allowed lag values, only these few can be chosen.
For example, for a lag ∈ [−5, 5] and a flare of 2 days, this edge effect will affect
lag values {−5,−4, 4, 5}, while values in [−3, 3] remain unaffected. The wider the lag
range, the less affected are the lag values in the centre of the lag range. This explains
why in the only-background case the expected distribution for the fitted lag is not
flat and justifies its lack of discrimination until enough signal Ns is fitted. As soon as
signal events start to be injected in the sample at a lag = 0 days, this effect becomes
attenuated, since these events are those that essentially determine the maximisation
of the lag parameter. The amount of signal events required to cancel the border
effect grows with the flare width. In practice, neither the background nor the signal
time probabilities are uniform, and irregularities together with pattern superpositions
of Pb(x) and Ps(x) dominantly affect the lag fitting when no signal is present in the
sample.
The amount of signal events required to fit the correct lag more than 90% of the
time needs to be established individually and depends on the lag at which the signal
is injected. Then, the physical meaning of the fitted lag has to be studied for each
case and is relevant only when the fitted signal becomes sizeable. For the example case
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of PKS 0805-07, flaring during 7 days, assuming a signal spectrum E−2 injected at a
lag = 0 days and using Λcut > −5.4 (see Figure 6.6), the lag is correctly fitted more
than 90% of the time when 12 signal events or more are injected. The tests performed
with signal injected at different lags show that, in average, the correct lag starts to
be the most fitted when two or more signal events are injected in the simulation for
flares shorter than ∼10 days. For very long flares the amount of signal events required
to fit the correct lag increases considerably, since a few signal events can be easily
accommodated along a wide time signal PDF.
The inclusion of this additional parameter in the likelihood, that adds one degree of
freedom, affects the performance of the analysis, requiring 20% to 30% more signal for
discovery. Finally, notice that when the lag is varied during the likelihood maximisation,
the signal time PDF is conveniently modified regarding the days with no data of the
time background PDF, and hence, correctly renormalized for each possible lag .
6.3.6 Final likelihood
Including in the likelihood all the terms and parameters previously considered we obtain:
lnL =
N∑
i=1
ln [Ns · Ps(α) · Ps(E ) · Ps(t + lag) +Nb · Pb(sin(δ)) · Pb(E ) · Pb(t)]
− [Ns +Nb] (6.5)
where the Ps/b(x) are the PDFs previously mentioned, and Ns and lag are the two
parameters varied to maximise the likelihood.
6.4 Pseudo-experiment simulations
The event selection is chosen so as to maximise the chances of a discovery. Since the
expected signal in ANTARES is very low, the full data set can be considered to describe
well the background. Nevertheless, the data has to be scrambled in right ascension
—dubbed “blinded” data— in order to avoid any bias in the quality-cut optimisation.
Only when the cuts have been optimised with the simulations, the analysis is applied
to the non scrambled data, a process called “unblinding”. The behaviour of the test
statistic (see next subsection) needs to be well understood and the significance of a
fluctuation well quantified. This is achieved by PEX simulations, where an amount of
known signal events, ns , are injected in a background-only data set.
The proper simulation of the background events uses the known distributions of
the data in energy, Pb(E ), time, Pb(t), and declination, Pb(sin(δ)), which have been
already described. For each background event, a random value following those proba-
bilities is assigned. On the other hand, the right ascension of the events is uniformly
simulated in the {−π,π} range. The total quantity of simulated background events
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in each PEX, Nb, is given by a random number that follows a Poisson distribution
with mean equal to the amount of events of the full ANTARES data sample that are
selected by the corresponding quality cut.
For the signal PEXs, a fixed and known amount of signal events, ns , is simulated.
Their energy and direction are determined considering the correlation between the
energy estimator and the angular resolution. This is done by building a TH2 ROOT object
with the α and dE/dX correlation from the MC and retrieving randomly both parameters
according to this bi-dimensional PDF (see Figure 6.7). The signal event coordinates
are then computed from the direction of the studied source plus the randomly-drawn
angle α. Finally, the time is computed randomly from the same Ps(t) described for the
likelihood with a 1-day resolution. In practice, cases with up to 12 signal events have
been simulated.
6.4.1 Systematics
In the simulation of the signal parameters in the PEXs the known systematic uncer-
tainties of the detector are taken into account: 10% in the energy resolution, 15% in
the relative angular resolution and 0.13◦ and 0.06◦ in pointing accuracy in the local
coordinates of elevation, θ, and azimuth, φ, respectively. The application of the sys-
tematics is a correction over the simulated parameter that is obtained from a Gaussian
distribution with that uncertainty as standard deviation. Since events are simulated in
equatorial coordinates (δ, RA), the systematic uncertainty in local coordinates (θ,φ) is
considered in the PEX by determining a θ and φ for that source in the moment of the
day at which the event was simulated. From time to time, the systematics simulations
can produce a meaningless value for an event parameter, e.g. an undetectable declina-
tion due to the elevation cut or an energy estimator with null probability in some of
the PDFs used in the likelihood. When this happen the event is simulated again.
The exception is the 15% systematic in the acceptance that is not included in the
PEX because it applies to normalisation and is considered when the sensitivities are
computed. The TS distributions for each discrete simulated signal case is convolved
with its Poisson probability for ns without this systematics to establish the amount of
signal ns required to have a TS above a certain threshold N% of the time. The inclusion
of these systematics are performed convolving the TS distribution of each discrete signal
event case with the convolution of its Poisson probability with a Gaussian distribution
with σ = ns ∗ 0.15 around ns .
6.5 Test statistic
A likelihood ratio criterion has been used to determine whether a signal has been
detected or not. This is based on the comparison of two possible cases: there is
signal within the data —H1 or signal hypothesis— or only background —H0 or null
hypothesis. The likelihood is calculated in both cases, L(~x |H1) and L(~x |H0), and a
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test statistic, Q, built from their ratio:
Q = ln
[L(~x |H1)
L(~x |H0)
]
where lnL(~x |H1) is the one given in Equation C.1 with the parameters Ns and lag
fitted on the ~x data and lnL(~x |H0) is the corresponding value of the likelihood for
Ns = 0. Therefore, Q results in:
Q =
N∑
i=1
ln [Ns · Ps(α) · Ps(E ) · Ps(t + lag) +Nb · Pb(sin(δ)) · Pb(E ) · Pb(t)]
−
N∑
i=1
ln [Nb · Pb(sin(δ)) · Pb(E ) · Pb(t)]−Ns (6.6)
Once the unblinded data is evaluated by the likelihood, a final value of the test
statistic, Q˜final , is obtained. The relevance of this Q˜final is determined by its significance
according to the Q distributions obtained from the PEXs in which only background
was simulated, Q̂ns=0. The significance is the probability to obtain a Q value equal
or higher than Q˜final in the absence of signal, called the p-value. In other words, the
p-value indicates how likely the background is to produce a value Q˜final or higher.
The optimisation of the event selection criteria is performed maximising the ca-
pability of the corresponding likelihood to distinguish, according to this test statistic,
whether signal plus background or only background are present. This capability or dis-
covery power of the test is quantified computing the probability that, in the presence
of a signal, the value of the test statistic is higher than a certain significance over the
background-only hypothesis (see Figure 6.8). A value Q˜Th of the test statistic above
which the presence of signal is considered plausible is predefined. It is customarily fixed
in such a way that the probability that the background produces a value of the test
statistic equal or greater than Q˜Th corresponds to the probability of a certain number
of standard deviations, Xσ, in a Gaussian distribution.
Typically, the Q˜3σ threshold can be established from the Q distributions by simple
counting from the PEXs. However, the Q˜5σ level cannot be reached through simulation
due to lack of statistics and its estimation has to be extrapolated from an exponential
fit performed on the tail of the Q distributions, according to the Wilks’ Theorem
prediction [210].
For a certain Q˜Xσ the discovery power of the test, DPXσ, is defined as the amount
of signal required to have a test statistic Q over Q˜Xσ, 50% of the time. This is
computed doing a Poisson convolution of the different Q̂ns distributions obtained from
the PEXs for each ns . The cases with DPXσ ≥ 10 should be used with caution in
the optimisation, because the simulations are done for ns ≤ 12 only and the Poisson
probability to have 10 or more for a mean of 12 becomes important, around 30%.
Fortunately, when so much signal is injected, the percentage of the Q̂ns≥10 over any
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Figure 6.8: Definition of the power and significance of the test statistic. The dis-
tributions of the test statistic, Q, for the background-only (Q̂ns=0) and signal plus
background (Q̂ns 6=0) cases are shown. A pre-defined Q˜Th determines the test statistic
required for reject H0 with that significance and the power to discriminate it from H1.
Q˜3–5σ is most of the time very close to 100% and the latter assumption is correct for
Q̂ns>12.
An important parameter derived from the discovery power is the discovery flux,
DFXσ. This is the conversion of the number of signal events into the equivalent source
flux. This is done using the acceptance of the detector (see section 3.3.4) and defines
the minimum flux that could give an evidence (3σ) or a discovery (5σ) with 50%
probability. A similar relevant magnitude is the sensitivity, S90%CLMedian , defined as the
minimum amount of flux required to have a Q over the median of the background
distribution, Q˜Median, 90% of the time. This parameter establishes the upper flux limit
of the signal at 90% Confidence Level (CL).
In short, with the test statistic Q defined in Equation 6.6, the different Q̂ns distri-
butions are built (see Figure 6.9 and 6.10). This provides the p-value of the resulting
Q˜final . It also defines the discovery power, the discovery flux and the sensitivity of the
test, parameters used in the quality cut optimisation.
6.6 Optimisation strategy
In order to maximise the chances to discover a particular signal model, an optimized
data selection is required. This choice is done in advance with the data blinded in
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Figure 6.9: Sample test statistic distributions for 3C279 with an energy spectrum
E−2 and Λcut > −5.0. Q̂ns in linear (top, normalised to unity) and log10 horizontal
scale (bottom, normalised to the total number of PEXs and with Q̂ns transformed so
the minimum Q˜ is 10−10) where the median of Q̂ns=0 is visible. Each colour gives
the distribution of Q for the background and background plus ns signal events. The
dashed vertical lines are the corresponding Q˜Th for Q˜3σ, Q˜5σ and Q˜Median. The dotted
horizontal line marks the point below which the lack of statistics (one over the amount
of PEXs simulated when Q̂ns scaled to one) implies an extrapolation by an exponential
fit (broad black line) to estimate Q˜5σ.
146
6.6. Optimisation strategy
Figure 6.10: Sample test statistic distributions for 3C279 with an energy spectrum
E−2 and Λcut > −5.0. Top: Fitted signalNs distributions normalised to unity. Bottom:
Discovery power as a function of the injected number of signal events, DP3σ (green
line), DP5σ (red line) and S
90%CL
Median (blue line). For the discovery power computation
the different background plus ns signal distributions have been Poisson convoluted.
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Figure 6.11: The Discovery Flux for a 3σ evidence, DF3σ, on a sample source at a dec-
lination of 22◦ and 33 flaring days assuming a E−2 spectrum for different β (horizontal
axis) and track elevation cuts (black for cos(θ) > 0.0; red for cos(θ) > −0.1; green for
cos(θ) > −0.15; blue for cos(θ) > −0.2). Minimum DF3σ is for cos(θ) > −0.15 and
β < 1◦. Same results where found also for declinations −22◦ and −50◦. The Minima
are joined by a dashed grey line.
order to avoid any bias. The most relevant parameters to optimise are the track
elevation parameter, cos(θ), the track estimated angular error, β, and the track quality
parameter, Λ.
The complete list of quality cuts evaluated is the following one:
 cos(θ) > 0.0,−0.1,−0.15,−0.2 (4 cuts)
 β < 0.5◦, 0.75◦, 1.0◦, 1.25◦, 1.5◦ (5 cuts)
 Λ > −4.9,−5.0, ... ,−5.6,−5.7 (9 cuts)
To optimise simultaneously all the possible combinations for each source requires an
unaffordable computing time. To avoid it, the parameters that showed more stability in
their optimisations while varying the declination—namely cos(θ) and β— are optimised
with an a priori common quality cut for all the sources. This optimisation is done
evaluating for one sample source at δ = 22◦ the flux required for a 3σ evidence half of
the time, DF3σ, on each possible cos(θ), β and Λ combination cut (see Figure 6.11).
Tests done for different declinations, −22◦ and −52◦, conclude that the a priori cuts
cos(θ) > −0.15 and β < 1.0◦ are the optimum ones. The inclusion of down-going
events (see Figure 6.12), −0.15 < cos(θ) < 0.0, implies a ∼15% improvement on the
DF 3σ —especially for the harder spectra— with respect to not using them at all, as
traditionally has been done in ANTARES point-source analyses. This cut also improves
significantly the visibility for sources at declinations δ & 20◦ (see section 3.3.1).
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Figure 6.12: Distribution of selected events vs. δ for Λcut > −5.4, normalised to the
total amount of events. The green histogram are the up-going events and the blue
histogram, the down-going events with cos(θ) > −0.15.
6.6.1 Model discovery potential
The track quality parameter, Λ, has been optimised on the so-called Model Discovery
Potential (MDP) for a 3σ evidence, MDP3σ, for each source and energy spectrum.
The MDP is based in the evaluation of the probability at a significance level to make
a discovery assuming that the model is correct. Basically, it is the Poisson convolution
of the events expected from your model, 〈nmodel 〉, with the discovery power of the test,
DP :
MDP =
∞∑
i=0
Poisson(i |〈nmodel〉) · DP i3σ
where the 3σ is the chosen significance level in the DP for the optimisation.
The value of 〈nmodel〉 can be computed as the product of the detector acceptance
(see section 3.3.4) times the flux used for the acceptance computation, Acc · φ. It
depends on the normalisation φ0 considered in the simulated flux, e.g. φ = φ0 · E−2,
φ′0 · E−1, etc. The normalisation does not depend on the optimisation —although it is
advisable that it be of the order of the experiment’s sensitivity— and can be different for
each source and spectrum. Naturally, the same φ0 has to be used for the computation
of the 〈nmodel 〉 on each Λ cut for a particular source and spectrum optimisation.
The DP i3σ is obtained from the PEXs. Since computing time is limited, only the
ns ≤ 12 cases are simulated. This implies the use of the following approximation in the
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Figure 6.13: (Caption on next page...)
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Figure 6.13: Top: Sample of MDP values for typical DP distributions for Λ > −4.9
(blue solid), −5.5 (green solid) and −5.7 (red solid) as a function of 〈nmodel〉.
The dashed lines are the terms
∑12
i=0 Poisson(i |〈nmodel〉) · DP3σi . The MDP ap-
proximation (see Equation 6.7) is built by summing to these terms the term (1 −∑12
i=0 Poisson(i |〈nmodel〉)) (black solid). The difference between the ideal and the ap-
proximated MDP for an extreme Λ cut (brown solid) is also shown. Dotted lines
represent the criterion selection for the 〈nmodel〉 in the Λ > −5.7 cut. The 〈nmodel〉
choice for this case fixes the φ0 used along all the Λ cuts. A qualitative good relevance
of the DP in the optimisation is achieved by selecting a 〈nmodel 〉 (magenta dotted)
that is 75% that for the maximum (red dotted) of the
∑12
i=0 Poisson(i |〈nmodel〉) ·DP3σi
contribution. That choice determines the MDP value for each Λ cut (magenta circles
for the 3 Λ cuts shown). The magenta circles on the plot are an estimate assuming
a typical proportionality between the different Λ cut acceptances. The magenta curve
represents the optimisation curve of one of the spectra like on the bottom plot. Cyan
cases reflect inappropriate 〈nmodel〉 choices that give unstable optimisations. Bottom:
Sample of the Λ optimisation by a MDP on 3C 279 for the 4 studied spectrum. The
chosen Λ cuts (magenta circles) are the ones that maximise the MDP.
MDP calculation:
MDPPEX(ns≤12)approx. ≃
12∑
i=0
Poisson(i |〈nmodel〉) · DP3σi
+ (1 −
12∑
i=0
Poisson(i |〈nmodel〉))
(6.7)
The validity of such approximation is better whenever any of the following conditions
is met:
1.
∑∞
i=13 Poisson(i |〈nmodel〉) · DP3σi → 0
2. DP3σns>12 → 1
The first condition can be achieved when the Poisson contribution to the sum is neg-
ligible for the terms i > 12, i.e. Poisson(i > 12|〈nmodel〉)→ 0. That can be fulfilled
by selecting a proper φ0. The second condition depends on each particular case and
cannot be modified at will: the DP3σns=0,...,∞ ∈ [0.0023, 1], being DP3σns=0 = 0.0023, the
latter from the 3σ threshold, 99.73%. All the relevant DP values —i.e. the ones that
distinguish one Λ cut case from another— are those that differ from 1, usually the ones
for ns . 2 · · · 8 (Λ > −4.8 · · · − 5.7).
If 〈nmodel〉 turns out to be very large, e.g. 〈nmodel〉 & 10, then:
MDPPEX(ns≤12)approx. → 1
regardless of the DP values. Similarly, if 〈nmodel 〉 is very small, e.g. 〈nmodel〉 . 0.5, the
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Table 6.1: Averaged performances after the Λcut optimisation for the Fermi Blazars
analysis (see section 7.3.1): nXσs (the signal required for obtain a p-value above Xσ
90% time), its corresponding discovery flux (DFXσ) and the sensitivity (S
90%CL
Median). The
average flare width per source is 135 days along the 1567 days that comprise the
analysis (1033 days of livetime), to compare with the 58 days of averaged livetime
during the flares.
Spectrum (S(E )) Λcut n3σs n5σs
DF 3σ DF 5σ S90%CLMedian
φ0 · S(E ) [GeV−1 · cm−2 · s−1]
E−1 -5.3 1.22 3.79 1.0 · 10−12 3.3 · 10−12 1.7 · 10−12
E−2 -5.3 1.64 4.57 1.0 · 10−6 3.3 · 10−6 1.4 · 10−6
E−2 · exp−E/10TeV -5.4 2.11 4.80 7.6 · 10−6 20 · 10−6 8.2 · 10−6
E−2 · exp−E/1TeV -5.5 2.84 5.28 6.5 · 10−5 15 · 10−5 5.7 · 10−5
MDP will tend to be dominated by the first term, i.e.:
MDPPEX(ns≤12)approx. → Poisson(0|〈nmodel〉) · 0.0023
In both cases the relevance of the DP is shadowed by fluctuations stemming from the
〈nmodel〉 estimation along the tested Λ cuts. In consequence, the φ0 for each source and
spectrum has been selected for the case with the highest acceptance (Λcut < −5.7), the
tested 〈nmodel〉 is the 75% of the 〈nmodel〉 whose term
∑12
i=0 Poisson(i |〈nmodel〉) · DP3σi
is maximum (see Figure 6.13). In this way the values of MDP are finally computed in
the region where the differences on the DP are more relevant for the optimisation.
Following this criterion, the chosen Λ cuts present more stability along the different
sources and spectrum —the RMS is below 0.02 Λ units for each spectrum— and in
general the DF is better than when the same φ0 for all the sources in one spectrum
is used. The averaged selected Λ cuts are in the range [−5.3,−5.5], depending on the
spectrum (see Table C.1), to be compared with that of the time integrated analysis,
Λ > −5.2.
6.7 Overall performance of the analysis
One of the advantages of a transient analysis is the reduction of the signal amount
required for a discovery when the time information is considered. This improves the
performance especially for the shorter flares. As a reference, the averaged flaring period
for the Fermi Blazar analysis is 135 days along 1567 days (see chapter 7). Considering
only the detector livetime during those periods it reduces to 58 days (source average
livetime) in average along 1033 days (for all the sky). This means that, in average, the
analysed sources are flaring less than 9% of the investigated period.
Tests have been performed with a flat time distribution of background events along
2000 days of analysis where the signal has been simulated during flaring periods with
152
6.7. Overall performance of the analysis
Figure 6.14: Signal required for a 5σ (top) and 3σ (bottom) evidence 50% of the
time as a function of the flare length. A sample period of 2000 days has been used.
The cases where the energy information is included in the analysis (red) or not (green)
are shown. The average flare length of the Fermi Blazars analysis is 135 days along
1567 days. Considering the effective livetime this reduces to 58 days along 1033 days,
in both cases less than 9% of the studied period. That could translate here to a flaring
period of ∼180 days (magenta vertical line) that implies an average improvement of a
factor ∼1.6 in both 5σ and 3σ.
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single squared-shaped flares for different lengths. They show that the signal required
for a 5σ evidence, n5σs , decreases until the flare length is ∼1% of the studied period:
for a 10-day flare, n5σs improves a factor 2–3 with respect to a time integrated search
(see Figure 6.14).
Another relevant feature is that the inclusion of the energy estimator in the analysis
does not improve the performance as much as the time information does for flares
shorter than 20 to 40% of the studied period.
In general, the average improvement of the time dependent analysis, when sources
are flaring . 10% of the time with respect to a time integrated one [62, 173] is a
factor ∼1.6 on n5σs and n3σs . Finally, for the optimised cuts, the average n5σs for a
typical φ0 · E−2 flux is 3.61 (see Table C.1).
6.7.1 Neutrino flux upper limits
Multiple treatments have been realised on the computation of upper limits on neutrino
fluxes of the analyses described in chapter 7. The common process to all the analyses
are described in the following.
For each source and spectrum analysed an upper limit with a Neyman [211] 90%
confidence level has been established for the different neutrino flux derived magnitudes
(i.e. see Appendix B): the differential flux (φE = φ0 S(E ), GeV−1 cm−2 s−1), the
energy flux (F , GeV cm−2 s−1) and the fluence (F , GeV cm−2). They are related in
the following way:
F =
∫
F dt = ∆t F = ∆t φ0 I(E ) = ∆t φ0
∫ Emax
Emin
E S(E ) dE (6.8)
where ∆t corresponds to the source livetime during the flare and the energy limits Emin
and Emax have been chosen as 5% and 95%, respectively, of the energy range at which
ANTARES is sensible for each spectrum (S(E )) and source (depending on declination),
computed from the MC in a similar way as the acceptance (see section 3.3.4).
The flux normalisation (φ0) is related through the acceptance (see Equation 3.8)
to nULs , the amount of signal required in the sample to obtain 90% of the time a test
statistic equal or greater than the median of the background distribution (Q˜Median, see
section 6.5) or the fitted one (Q˜fit) in case Q˜Median < Q˜fit . This is a conservative
definition, since the exclusion of the null hypothesis is weaker whenever a significance
above the median has been obtained. Cases with an unjustified significance offer more
conservative upper limits with the described criteria.
Spectral index extrapolation
Assuming that the defined nULs may change within the systematics for different spectral
indexes γ it is possible to estimate the neutrino flux upper limits using the nULs obtained
for E−2. The corresponding φ0 normalisation for each γ index is obtained through the
acceptance by Equation 3.8. These extrapolations from the nULs of the E
−2 case have
been performed to obtain upper limits for multiple spectra not specifically tested.
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Figure 6.15: Left, optical thickness (τ) and its corresponding attenuation right, (e−τ )
as a function of the photon energy considered for the correction of photon fluxes due
to the EBL absorption for multiple redshifts, from 0.001 (violet) to 2.0 (red).
Comparison with Spectral Energy Densities
Additionally, it is possible to do a direct comparison of these extrapolated neutrino
upper flux limits with the measured photon flux, building a hybrid photon-neutrino
SED [130, 212]. This comparison provides a visual reference of the order of magnitude
of the neutrino upper limits with respect to the known photon fluxes, while a physical
interpretation would imply a 1 : 1 neutrino-photon production scenario.
For various significant sources their Spectral Energy Density (SED) from ASCD
online data [213] has been collected. In some cases, gamma ray fluxes from bibliography
have been also included. Photon fluxes from extragalactic sources have been corrected
for the attenuation at high energies due to the interactions of these photons with the
Extra-galactic Background Light (EBL) according their redshifts. The model considered
(see Figure 6.15) has been derived from the work presented in ref. [214] and cross-
checked with the models used in ref. [152] and presented in ref. [215].
The gamma ray fluxes have been parametrised by a log-parabola:
φE = N
(
E
Eb
)−α−β log10(E/Eb)
(6.9)
with α, β, Eb and N the different parameters. This parametrisation provides a visual
guidance to an expectable photon flux above TeV energies, so fitted values are not of
special relevance.
Whenever a flux from the Fermi 2FGL catalogue was included, a band above its
parametrisation has been drawn until a flux equal to the maximum flux observed in the
denoised light curves. This way, an estimate of the extraordinary photon flux expected
during the flares is visualised over the standard flux at those energies. Therefore, a
change in the photon hardness during flare emission is not considered. Nevertheless,
for some sources SED information at those energies from bibliography reported during
flares has been included and has been also parametrised with a log-parabola.
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In every case, neutrino upper-limit extrapolations to the γ spectral index are shown
as a line which ranges from 5% to 95% of ANTARES energy sensitivity for each source.
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7Analysis of the ANTARES dataset
2008-2012
THIS chapter shows the results of the different analyses performed in this work,
motivated in chapter 1, and applying the procedures described in chapters 5 and 6. The
ANTARES data-sample selection is explained at the beginning. The different analyses
describing the source selection criteria, the performance after the optimisation and
finally the results of applying the analysis to the dataset are presented. The chapter
ends with the discussion derived from the obtained limits.
7.1 Source selection for time-dependent analysis
Astrophysical objects with important gamma and X-ray emissions —which reflects
undoubtedly electron (and may be proton) acceleration up to high energies— outline
as a promising high energy neutrino source candidates. Analyses of these as possible
neutrino sources, so-called Point Source (PS) analyses, relay on the spatial information
provided by the photon counterpart. The correlation in space reduces drastically the
background of neutrino telescopes (see section 1.5.3) since only events coming for a
direction are considered for signal evaluation. This reduces the flux required for a
positive source finding.
Among the different sophistications that would improve the discrimination of signal
above background (e.g. energy spectrum considerations, see chapter 6), one reduces
significantly the latter: the time-dependence of the neutrino signal. In the assumption
of gamma-ray production linked to hadronic processes, whenever is variable, the higher
the photon flux the higher the neutrino one, inferring as more probable the neutrino
detection whenever the gamma-ray flux increases.
The identification of these transient phenomena —also-called flares and high state
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emission periods, concerning their stability— with neutrino production would evidence
hadronic processes involved and consequently CR production. Therefore, the identifi-
cation and characterisation of this variable gamma and X-ray emission and its consid-
eration for the analysis improves definitively the conditions to discover the first cosmic
neutrino source.
The drawback of this approximation is that not all the here considered candidates
(gamma and X-ray sources) present these transient features. This approach requires
the selection of not only the brightest but also the most variable gamma-ray candidates.
The list of these objects is head by the GRBs. Despite their potential as a time-
dependent point source analysis, these phenomena are not covered in this work and
the physics tested with them are expected to be different from the ones considered in
the following —specially the dynamics involved— where steady or periodic hadronic
acceleration takes place hosted on an identified source.
The confluence of the described characteristics (transient gamma and X-ray sources)
converges in the so-called X-ray binaries (XRBs, see section 7.5) and blazars (for the
AGNs, see section 7.3). Despite scale of objects differs in orders of magnitude from
XRB to AGN, very similar processes are taken place, where strong magnetic fields and
accreting material pump accelerated particles into the interstellar media by processes
resemblant to the Fermi mechanism. As a special remark, the Crab PWN (see sec-
tion 7.4), by far the most known SNR, presented unexpected gamma-ray flares in the
last years, a sequence of events seemingly unconnected to the mechanism responsible
of its steady emission which dominantly relies on leptonic components. These episodes
have been also considered for analysis.
These three motivated sources can be separated in galactic and extragalactic ones.
The former are comprised by the XRBs and the Crab PWN. The Crab analysis looks for
neutrino coincidences with the three gamma-ray flares detected before 2013 by Fermi
(see section 7.4.1). On the other hand, the selected XRBs present flares predominantly
at X-rays, using for their characterization satellites sensitive to those wavelengths.
Their flares have been studied (see section 7.5.1) together with the interesting periods
of transition between emission states of different hardness, i.e. the ratio between the
photon emission at higher over lower energies (see section 7.5.2). For the extragalac-
tic sources, the most variable and bright active galactic nuclei (AGNs), in particular
the blazar subtype, are studied. Their gamma-ray flares measured by Fermi (see sec-
tion 7.3.1) and those reported at higher energies by the IACTs (see section 7.3.2) are
analysed looking for neutrino coincidences.
The five mentioned analyses (AGNs by Fermi, AGNs by IACTs, Crab PWN by Fermi,
XRBs X-ray flares and XRBs during hardness transition states) share the definition of
the analysis period and dataset (see section 7.2), the analysis design and the a priori
quality cuts (see chapter 6). A similar procedure has been followed:
1. Selection of the best candidate sources according to their brightness and variability.
2. Estimation of the expected neutrino time-emission distributions from the reported
light curves (see also chapter 5).
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3. Optimisation of the Λcut on the model discovery potential at 3σ (MDP
3σ, see
section 6.6.1).
4. Estimation of the test statistic (TS) significance and the sensitivities.
5. Unblinding of the data, discussion of results and upper limit computation.
These steps are presented in the following.
The expected neutrino flux here is generally an E−2 spectrum, used as reference
since is the predicted one from the Fermi acceleration mechanisms of CRs in astro-
physical sources. Nevertheless, predictions for certain sources and models (extended in
their respective sections) often suggest a cutoff at high energies or even harder spectra.
7.2 The ANTARES dataset 2008-2012
The period used for all the analyses ranges from September 16th 2008 to December
31st 2012 —the latter not included— i.e. from 54725 to 56292MJD, 1567 days, which
corresponds to the ANTARES period of 12 lines. Before August 2008, ANTARES data
has no a counterpart of Fermi-LAT data. The physics runs used for the analysis,
between run numbers 35470 and 68674, are selected according to the following quality
cuts:
Quality flag ≥ 1: This parameter warrants that the selected runs:
 Last more than one second, as computed from the effective number of slices
in the run.
 Have at least one active ARS.
 Present no double frames, i.e. no ARS produces more than one frame in a
given time-slice.
 Present no synchronisation problems.
 Frametimes match both in data base and data.
 The effective time, computed from the number of slices in the run does not
differ from the run real duration more than 450ns.
 Sampling of time-slices is lower than 3.
 The 3N trigger is within the limits 10mHz< 3N< 105mHz.
Not “SCAN”: The runsetup used does not present the “SCAN” word on its name,
which ensures that the run was taken with the fixed setup parameters stored in
the data base.
Not “sparking”: Sparking runs have an extraordinary rate of events with a re-
markable amount of hits, generally above 300, and are associated to unusual bio-
luminescence activity or sparking OMs. In the studied period have been identified
up to 48 sparking runs.
These cuts select 10,806 runs with a total effective livetime of 1,033 days. The events
reconstructed in these runs are extracted from the ANTARES official DATA run-by-
run production (see section 2.4) 2012-04, that comprises all ANTARES DATA up to
the end of 2012, performed with the SeaTray release searec 2012-04-prod and the
AntDST v1r3p3.
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The MC used for the simulations (see section 3.2) corresponds to the ANTARES pro-
duction run-by-run, so-called rbr v.2+v2.2 [216], also done with AntDST v1r3p3. This
production has used the MUPAGE v3r5 generator for the simulation of the atmospheric
muons and the GENHEN v6r8 generator for the neutrino simulation —atmospheric and
signal properly weighted— propagated to the can surface with MUSIC. Muon track
evolution and Cherenkov light propagation within the can are handled with KM3 v4r2
(for DATA–MC comparisons see section 3.2.5). The reconstruction used for the events
is AAfit, which introduces the quality parameter Λ (see section 3.1).
The event selection has been optimised with a blinding procedure through quality
cuts (see section 6.6). The a priori cuts, common to all the analyses, are cos(θ) > −0.15
and β < 1.0◦ and have been optimised for the minimum flux required for a 3σ evidence,
DF 3σ. The Λ parameter has been optimised case by case —source and spectrum— on
the model discovery potential for a 3σ evidence (MDP3σ, see section 6.6.1) since the
total flaring period length and the declination affect the optimum Λcut . The average
Λcut used for the assumed E
−2 spectrum is -5.3.
After the analysis optimisation, the unblinding of the data takes place: the ANTARES
events selected with the given cuts conforms a skymap that yields a test statistic value,
Q˜final , whose significance has been established through PEXs (see section 6.5). This
way, a possible discovery can be claimed or an upper limit on the assumed model can be
established. Those cases with a 10% or lower p-value and 0.1 fitted signal or more are
considered significant and anomalies have been studied and discussed. The post-trial
values are computed using the combination of the TS background distributions of all
the sources studied in the corresponding analysis. Optimisations and unblinded results
are reported in their respective sections.
7.3 Active Galactic Nuclei: Blazars
Active galactic nuclei (AGNs) are galaxies that hosts in their centre a supermassive
(above 105 solar masses) accreting black hole that exhibit a very high luminosity over
a wide range of the electromagnetic spectrum. Originally they were classified through
their optical and other wavelength properties, providing an abundance of types. A
detailed schematic description of the different AGN types can be found in Appendix A.
Multiple efforts have been done towards the unification of the AGN models [217, 218]
through a small amount of reduced parameters: inclination sight, jet emission, source
luminosity, etc. (see Figure 7.1).
AGNs are extragalactic candidates for the origin of CRs and of high energy neutrinos.
The AGNs with the brightest gamma-ray emissions are the so-called “blazars” [219].
These sources are believed to be AGNs with active relativistic jets emitting towards
the observer. Blazars present rapid optical variability, sometimes much shorter than a
day, which implies that luminosity should origin within a light days region or smaller.
They present also a strong radio and optical polarisations and apparent superluminal
motion.
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Figure 7.1: Schematic representation of our understanding of the AGN phenomenon in
the unified scheme. The type of object we see depends on the viewing angle, whether
or not the AGN produces a significant jet emission, and how powerful the central
engine is. Note that radio loud objects are generally thought to display symmetric jet
emission. [217]
Blazars have a characteristic two-hump profile (see Figure 7.2) that in general is
satisfactorily explained through leptonic components (synchrotron and inverse Comp-
ton). They are at distances with redshifts up to ∼2 in some cases, so their emission
at high energies (above GeV) suffers a noticeable attenuation due to their interactions
with the Extra-galactic Background Light (EBL). Multiple methods for estimate it are
used: assume a maximum −1.5 spectral index from the blazar, extrapolate its Fermi
spectrum into the TeV, examine the dependence of spectral cutoffs versus redshifts in
a large sample, etc.
Two facts suggest that the luminosity emission is produced in bulk plasma expelled
in a relativistic collimated outflow. One is the absence of a significant self Compton
emission excess in X-rays that would be expected from the electrons source of the strong
synchrotron component, considering the expected regions density. The other, more sig-
nificant, is the fact that the gamma-ray emission is not strongly attenuated, something
expected if the emission region is at rest. This strongly suggests an important particle
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Figure 7.2: SED of three different AGNs at different distances from Earth and belong-
ing to different subclasses. To improve the visibility of the spectra, the contents of the
farthest (3C 279, z = 0.536) have been multiplied by a factor 103, while that of the
nearest (Mkn 421, z = 0.031) by a factor 10−3 and that of the middle one (BL Lac,
z = 0.069) have been left as it is. Red symbols correspond to quasi-simultaneous
data, while non-simultaneous archival measurements are shown as grey points. The
dashed lines represent the best fits to the Synchrotron and Inverse Compton part of
the quasi-simultaneous SEDs. Adapted from ref. [220].
acceleration taking place on these sources.
Additionally, the deabsorbed SEDs of several BL Lac object objects indicate the
existence of a high-energy spectral component extending to TeV energies. This is hard
to understand with leptonic models and may require of a new spectral component that
could come from photohadronic processes [221]. This could take place also in FSRQs,
like making an escaping neutron beam that decays into protons [221–223]. BL Lac
objects have been pointed out to be responsible of the IceCube signal together PWNe
[130] (see section 1.5.5).
The most bright whilst strong flare behaviour blazars are BL Lac object and FSRQ
objects. Both features make them the blazar types that are naturally selected for the
time-dependent analysis performed in this work (see section 7.3).
Neutrino fluxes from blazars have been estimated in various occasions [212, 223–
229] with multiple possible spectra and normalisations. The considered spectra in this
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work are representative of the wide amount of possibilities:
 E−1
 E−2
 E−2 · exp−E/10TeV
 E−2 · exp−E/1TeV
A time-dependent point source analysis has been performed to check AGNs as
possible neutrino sources, assuming that at the highest energies the time-dependence
of the neutrino emission is the same as the source photon emission. This characteristic
selects the brightest and most variable sources as the best candidates for this analysis,
i.e. blazars. These AGNs present typically a variable gamma-ray emission at GeV and
TeV as it has been reported by Fermi and different IACTs. The main difference between
both cases are the completeness of records: while the Fermi-LAT provides a daily
gamma-ray flux of all the sky above the few GeVs —allowing a complete catalogue
of AGN observations—, emissions at TeV energies provided by IACTs are punctual
and an incomplete catalogue of AGNs. Following this classification, two differentiated
analyses have been performed depending on whether the studied flares are at GeV and
monitored by Fermi or at TeV and reported by an IACT.
7.3.1 AGN flares by Fermi
The AGN flares at GeV have been obtained from the data continuously recorded by
the Fermi-LAT instrument (see sections 5.3.1 and 5.5). This allowed a continuously
monitoring of the photon emission in the 100MeV–300GeV range of the sources.
Source and flare selection
The sources selected for this analysis are chosen based on their brightness in gamma
ray and in their variability. The main catalogue used is the 2FGL (the Fermi LAT
2-Year Source Catalog) [230]. The 2FGL is built using the first two years of Fermi-LAT
data, from August 2008 to August 2010, and contains 1080 AGNs. Since our analysis
comprises the ANTARES data period 2008–2012, the 2FGL catalogue is completed
with new flaring AGNs discovered during the period 2010–2012, with the help of two
additional catalogues: the Fermi “Flare advocates” [231], a Fermi blog that includes
weekly any source reported to have a flux higher than 10−6 photons · cm−2 · s−1 at
energies higher than 100MeV, and the Astronomers TELegram or ATEL [232], where
the different experiments report any unusual activity of the sources that they observe.
Additionally, some interesting AGNs observed by the TANAMI radiotelescopes [233]
have been considered.
The main advantage of the 2FGL in addition to its completeness is that it supplies
various useful parameters for each source (see Figure 7.3). The most relevant ones
are the AGN type, the measured flux (in the 1–100GeV energy band, φ1–100GeV),
the Detection Significance or DS (basically the significance in standard deviations of
the source detection) and the Variability Index or VI (an estimator indicative of the
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Table 7.1: List of the 41 sources selected for the Fermi-LAT blazar analysis. For each source the following information is provided:
common name, 2FGL name, blazar class, redshift (z), DS, VI, φ1–100 GeV, equatorial coordinates (δ,RA), ANTARES visibility —i.e. the
fraction of time that the source is visible by ANTARES due to its declination— and flaring period.
Source
z
Fermi parameters Coordinates
Vis.
Flare
(days)
Name 2FGL Name Class DS (σ) VI φ1–100GeV
(†) δ [◦] RA [◦]
3C 273 J1229.1+0202 FSRQ 0.158 141 4245 15.1 + 2.1 187.3 0.49 288
3C279 J1256.1-0548 FSRQ 0.536 148 2936 25.6 − 5.8 194.0 0.53 279
3C454.3 J2254.0+1609 FSRQ 0.859 339 14189 96.5 +16.2 343.5 0.41 839
4C +14.23 J0725.3+1426 FSRQ 1.038 58 1738 9.6 +14.4 111.3 0.42 60
4C +21.35 J1224.9+2122 FSRQ 0.433 182 13030 35.4 +21.4 186.2 0.38 517
4C +28.07 J0334.3-3728 FSRQ 1.213 37 140 3.8 −37.5 53.6 0.33 114
AO0235+164 J0238.6+1636 BLLac 0.940 92 3552 18.7 +16.6 39.7 0.41 160
B2 1520+31 J1522.1+3144 FSRQ 1.487 131 614 17.6 +31.7 230.5 0.31 61
B2 2308+34 J2311.0+3425 FSRQ 1.187 36 403 4.3 +34.4 347.8 0.28 27
CTA102 J2232.4+1143 FSRQ 1.037 32 151 2.9 +11.7 338.1 0.44 69
OG050 J0532.7+0733 FSRQ 1.254 27 149 4.1 + 7.6 83.2 0.46 10
OJ 248 J0830.5+2407 FSRQ 0.940 17 67 1.1 +24.2 127.7 0.36 113
OJ 287 J0855.4+2009 BLLac 0.306 27 155 3.5 +20.1 133.9 0.39 48
PKS 0208-512 J0210.8-5100 FSRQ 1.003 36 734 3.8 −51.2 32.7 1.00 117
PKS 0235-618 J0237.1-6136 FSRQ 0.465 29 1006 2.8 −61.6 39.3 1.00 25
PKS 0244-470 J0245.9-4652 FSRQ 1.385 48 351 4.5 −47.1 41.1 0.95 34
PKS 0250-225 J0252.7-2218 FSRQ 1.419 46 850 5.0 −22.3 43.2 0.62 24
PKS 0301-243 J0303.4-2407 BLLac 0.260 47 554 6.7 −24.1 45.9 0.64 21
PKS 0402-362 J0403.9-3604 BLLac 1.417 67 1417 5.6 −36.1 61.0 0.74 117
1
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PKS 0426-380 J0428.6-3756 BLLac 1.030 105 921 31.1 −37.9 67.2 0.76 223
PKS0440-00 J0442.7-0017 FSRQ 0.850 51 404 5.9 − 0.3 70.7 0.50 37
PKS0454-234 J0457.1-2325 FSRQ 1.003 126 1502 22.7 −23.4 74.3 0.63 200
PKS0537-441 J0538.8-4405 BLLac 0.892 165 1460 37.1 −44.1 84.7 0.85 185
PKS0805-07 J0808-0751 BLLac 1.837 71 1245 15.0 − 7.9 122.1 0.54 7
PKS1124-186 J1126.6-1856 FSRQ 1.048 30 103 3.4 −19.0 171.7 0.60 73
PKS1329-049 J1332.0-0508 FSRQ 2.150 36 322 5.0 − 5.1 203.0 0.53 64
PKS1502+106 J1504.3+1029 FSRQ 1.839 116 3459 40.1 +10.5 226.1 0.45 285
PKS1510-08 J1512.7-0905 FSRQ 0.360 202 6406 40.6 − 9.1 228.2 0.55 385
PKS1730-13 J1733.1-1307 FSRQ 0.900 18 69 3.1 −13.1 263.3 0.57 23
PKS1830-211 J1833.6-2104 FSRQ 0.900 67 240 11.9 −21.1 278.4 0.62 122
PKS2023-07 J2025.6-0736 FSRQ 1.388 63 1282 10.1 − 7.6 306.4 0.54 78
PKS2142-75 J2147.4-7534 FSRQ 1.139 35 1163 3.6 −75.6 326.9 1.00 151
PKS2227-08 J2229.7-0832 FSRQ 1.562 49 243 4.3 − 8.6 337.4 0.54 3
PKS2233-148 J2236.5-1431 BLLac 0.325 32 350 3.9 −14.5 339.1 0.58 75
PKS2320-035 J2323.6-0316 FSRQ 1.410 21 83 2.1 − 3.3 350.9 0.52 5
PKS2326-502 J2329.2-4956 FSRQ 0.518 47 413 5.7 −49.9 352.3 1.00 214
PKSB1424-418 J1428.0-4206 FSRQ 0.260 68 1692 14.7 −42.1 217.0 0.82 165
PMNJ0531-4827 J0532.0-4826 UNID(‡) — 23 420 3.0 −48.4 83.0 1.00 53
PMNJ2331-2148 J2330.9-2144 FSRQ 0.556 24 268 2.2 −21.7 352.8 0.62 10
PMNJ2345-1555 J2345.0-1553 FSRQ 0.621 29 477 4.2 −15.9 356.3 0.58 152
Ton599 J1159.5+2914 FSRQ 0.729 52 407 6.0 +29.3 179.9 0.33 100
(†) φ1–100 GeV units are 10
−9 photons · cm−2 · s−1
(‡) Unidentified type of source
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Figure 7.3: AGNs listed in the 2FGL, showing the correlations between the photon
spectral index, the redshift, the measured gamma-ray flux in the 1–100GeV band, the
Variability Index and the Detection Significance. Dashed lines represents the preliminary
selection cuts on some of the parameters.
probability of not being a steady source). A first selection of candidates is performed
with the following criteria:
1. Only blazars are selected.
Blazars are the most intense and variable AGNs.
2. DS > 25σ.
The standard threshold for discovery in Fermi is 4σ.
3. VI > 41.64.
This corresponds to less than 1% probability of being a steady source at the one-
month scale. Since the analysis aims to use time information at the 1-day scale,
this cut is not enough to ensure a suitable flaring source, but helps to identify the
variable ones.
4. A minimum flux of φ1–100 GeV > 10
−9 photons · cm−2 · s−1.
This cut is not very strict, but high enough to ensure that the sources will not be
dominated by the background light emission.
5. A maximum declination of δ < 35◦.
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Figure 7.4: The 41 sources selected for the Fermi-LAT blazar analysis in galactic
coordinates. In blue is the ANTARES visibility —i.e. fraction of time that the region
is visible by ANTARES considering the elevation cut— and the red circles comprises
2◦ around the source, the area where the Fermi Photon Counting photons were used
for the LCs creation.
This ensures enough ANTARES data during the flares.
With these cuts the 1080 AGN candidates of 2FGL are reduced to 97 selected sources.
With the alerts reported in the Fermi “Flare advocates” and in the ATEL, this list
is increased with 25 new sources reported to be flaring in 2011, 15 in 2012 and 3 in
2013 that could have been flaring but when undetected during previous periods. Also,
13 interesting AGNs observed by TANAMI are included. The final list of preselected
candidates consist of 153 objects [234].
The search for flaring periods is performed using the LCs built from the Fermi data
(see section 5.5). After the visual inspection of the CMAPs, applying the de-noising
LC treatment described in section 5.6, characterizing the flaring periods as described
in section 5.6.3 and manually revising them —to reject spurious flares or to improve
the beginning and end of the flare— the list is reduced to 41 sources (see Table 7.1
and Figure 7.4), consisting of 33 Flat Radio Spectrum Quasars or FSRQs, 7 BL Lac
objects and one unidentified object, with a total of 107 flaring periods [235]. The most
significant sources are 3C454.3, PKS1510-08 and 4C+21.35.
Optimisation
To optimise the selection criteria (see section 6.6) four possible neutrino spectra have
been assumed for blazars: E−1, E−2, E−2 · exp−E/10TeV and E−2 · exp−E/1TeV. These
are representative of the neutrino flux that would be expected from these sources (see
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Table 7.2: Average performances of the Fermi-LAT blazar analysis. For each studied
spectrum, S(E ), the optimised Λcut , the signal required for 3σ (5σ) evidence and
its discovery flux (DFXσ) are shown. The average flaring period is 135 days, with a
livetime during the flare of 58 days and a visibility of 0.66.
S(E ) Λcut n3σs (n5σs ) DF 3σ (DF 5σ)
[
DFXσ
]
(GeV−1 cm−2 s−1)
E−1 −5.3 1.22 (3.1) 9.5 (24) 10−13
E−2 −5.3 1.64 (3.6) 10 (25) 10−7
E−2 · exp−E/10TeV −5.4 2.12 (4.3) 3.4 (6.9) 10−6
E−2 · exp−E/1TeV −5.5 2.84 (5.5) 6.5 (13) 10−5
section 1.4). The ingredients for both signal [236] and background [237] have been
produced for each source, spectrum case and Λcut . The optimum Λcut ’s [238] can
be found in Tables C.2 and C.3 in Appendix C. The average performances can be
found in Table 7.2. For the E−2 spectrum, the average Λcut is −5.3 and 1.64 events
are required in average to obtain a 3σ evidence. The average DF5σ corresponds to
2.5 × 10−6 GeV−1 cm−2 s−1. As expected, less signal is required for harder spectra,
e.g. E−1, since it differs more noticeably from the background.
Results
With the optimised cuts and the test statistic (TS) significance established, the un-
blinded events are analysed [239]. Only three sources present a p-value lower than 10%
(see Tables 7.3 and Tables C.4 and C.5 in Appendix C). The most significant one,
3C 279 for E−2, has a p-value of 3.3%.
During the unblinding, a 2.4% p-value has been found for 3C279 on the E−1
spectrum, with 0.06 events as fitted signal. This case presents a p-value apparently
incoherent with the fitted signal and the small TS. This peculiarity comes from the TS
distribution (Q̂ns ) shape in the range where most of the TS values lay, visible in the
log10(Q̂′) scale (see Figure 7.5) where the transformation on the TS:
Q˜′ = Q˜ − Q˜min + 10−10 (7.1)
is done, being Q˜min the minimum TS value obtained in the only-background TS distri-
bution. The unblinded TS value is 0.00105, which corresponds to a log10(Q˜′) = −2.7,
close to the transition region around −3.0. The small fitted signal suggests that it is a
background fluctuation. The most relevant event in the contribution to the likelihood
turns out to be the same as that in the significant case for E−2 but it results more
background-like than E−1 when its dE/dX probability contribution to the likelihood
is compared for the different spectra: Ps(dE/dX |E−2) = 0.0015, Ps(dE/dX |E−1) =
0.0004 and Pb(dE/dX ) = 0.0008. Therefore, this case has not been considered signif-
icant.
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Table 7.3: The most significant unblinded results for the Fermi-LAT blazar analysis,
i.e. those with p-value ≤ 10% and nfits > 0.01. For each case the following information
is shown: the spectrum, S(E ), the fitted lag in days (lagfit), the fitted signal (nfits ),
the signal required for a 3σ evidence (n3σs ), the log10 of the fitted test statistic (Q˜fit),
the one corresponding to the median of the background (Q˜Med ), the p-value (PV ) and
the post-trial probability (PT ). The underlined test statistic is the one used for the
upper limit computation.
Source S(E ) lagfit nfits (n3σs ) Q˜fit (Q˜Med ) PV% (PT%)
3C 279 (2) −4 0.77 (2.45) −0.2 (−4.0) 3.3 (67)
PKS 0235-618 (3) +5 0.63 (1.53) −0.5 (−4.0) 4.6 (91)
PKS 0235-618 (4) +5 0.72 (1.79) −0.3 (−3.9) 5.1 (91)
PKS 1124-186 (4) +4 0.74 (3.05) −0.4 (−3.7) 5.9 (94)
3C 279 (3) −4 0.45 (2.87) −0.9 (−3.8) 8.5 (96)
PKS 1124-186 (3) +4 0.22 (2.49) −1.7 (−4.0) 9.1 (99)
Spectrum: (1) E−1 (2) E−2 (3) E−2 · exp−E/10 TeV (4) E−2 · exp−E/1TeV
The unblinded data of the most significant sources has been studied in order to
identify the events most likely responsible for these significances. They are presented
in Figures 7.6 (3C 279), 7.7 (PKS 0235-618) and 7.8 (PKS 1124-186), where the fol-
lowing items are given:
 basic information of the source coordinates and flaring period together with the
one relative to the best p-value case: the spectrum for which it is given (S(E )), the
optimised Λcut for that case, the number of events selected this way for the skymap
(Nev ), the median angular resolution for that spectrum at source declination (α̂),
the fitted lag (lagfit), the fitted signal (nfits ) together the one required for a 3σ
evidence (n3σs ), the p-value of the result (PV ) and its post-trial probability for the
corresponding analysis (PT ).
 plots of the events involved in that result: on top left, the spatial distribution of
events around the source with a circle around each event of radius equal to the
estimated reconstructed angular error, β, in blue or red depending on whether they
are detected during the flaring period (red) or not (blue) considering the lagfit ; on
top right, the dE/dX values of the events within 3◦ around the source detected
during the flare plotted on top of the dE/dX background distribution at source
declination; on bottom, the time distribution of the events within 3◦ around the
source detected during the flare (red) or outside the flare (blue) over the time PDF
(events shifted according the lagfit) and the source light curve (see section 5.5),
except for GX 1+4 where the time PDF is the result of the combination of multiple
ones. Whenever the light curve has been denoised the following thresholds are
shown (from bottom to top): baseline (long orange dashed), baseline plus 1σ
(short brown dashed), fluence (short blue dashed) and baseline plus 5σ (long red
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Figure 7.5: TS distributions (Q̂ns ) for 3C 279 on the optimised Λcut > −5.2 for the
E−1 spectrum.
dashed).
 a table with the most relevant parameters of the events within 3◦ around the source
during the flare: its distance to the source (α), its estimated reconstructed angular
error, β, its coordinates (δ, RA), its dE/dX and Λ values, the event elevation, θ,
and the time in MJDs, the expected number of background events in a 3◦ cone
around the source during the flare with a dE/dX value equal or larger than the
one of the event (BK ) and the Poisson probability to have one or more of such
kind of events, P(ev).
The most significant case, 3C 279 (3.3% p-value), seems to be mostly caused by
the same event that provides the only significance to the previous analysis [240]. In this
analysis, performed with 2008 data only, 10 AGNs were studied and 3C 279 was the
only significant result with a 1% p-value and a 10% post-trial. Limits on neutrino flux
for the blazars studied in [240] have been improved in this work, with the exception of
WComae and PKS2155-304 which, despite being preselected in this work, no flaring
period was selected for the analysis.
In the absence of a significant result, upper limits on different neutrino flux mag-
nitudes have been computed (see section 6.7.1). Results are gathered in Table C.6
in Appendix C. Additionally, Figure 7.9 summarise the upper limits on the neutrino
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3C 279 in Blazars by Fermi
[δ:−5.8◦|RA:194.0◦]
Flaring time: 277 days; Visibility: 0.59; Livetime: 115 days
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Out of flare
°1
°3
Event map Event dE/dX
Event time
Most significant p-value
S(E ) Λcut Nev α̂ lagfit nfits (n3σs ) PV% (PT%)
E−2 −5.3 6024 0.5◦ −4 0.77 (2.45) 3.3 (67)
Events within 3◦
α β δ RA dE/dX θ Λ MJD BK P(ev)
#1 0.4◦ 0.3◦ −6.2◦ 194.1◦ 244 −50◦ −4.5 54793 0.08 8%
Figure 7.6: 3C279 unblinded events (see text for explanations).
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PKS 0235-618 in Blazars by Fermi
[δ:−61.6◦|RA:39.3◦]
Flaring time: 25 days; Visibility: 1.00; Livetime: 13 days
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Most significant p-value
S(E ) Λcut Nev α̂ lagfit nfits (n3σs ) PV% (PT%)
E−2 · exp−E/10TeV −5.7 41483 0.7◦ +5 0.63 (1.53) 4.6 (91)
Events within 3◦
α β δ RA dE/dX θ Λ MJD BK P(ev)
#1 0.6◦ 0.7◦ −61.0◦ 39.3◦ 99 −42◦ −5.7 55374 0.00 0%
Figure 7.7: PKS0235-618 unblinded events (see text for explanations).
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PKS 1124-186 on Blazars by Fermi
[δ:−18.9◦|RA:171.7◦]
Flaring time: 73 days; Visibility: 0.68; Livetime: 41 days
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Most significant p-value
S(E ) Λcut Nev α̂ lagfit nfits (n3σs ) PV% (PT%)
E−2 · exp−E/1TeV −5.4 8379 0.9◦ +4 0.74 (3.05) 5.9 (94)
Events within 3◦
α β δ RA dE/dX θ Λ MJD BK P(ev)
#1 1.0◦ 0.3◦ −18.9◦ 171.7◦ 64 −63◦ −4.6 55870 0.15 14%
#2 1.9◦ 0.6◦ −19.5◦ 169.8◦ 627 + 3◦ −5.2 55881 0.10 10%
Figure 7.8: PKS 1124-186 unblinded events (see text for explanations).
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Figure 7.9: Upper limits for different spectra on the fluence (F) for the Fermi-LAT
blazar analysis.
fluence. Extrapolations for different spectral indexes γ have been done. In Figure 7.10
an example of the extrapolation of the E−2 limits to other spectral indexes on 3C 279
is shown compared to the upper limits obtained for multiple spectra. The agreement of
the extrapolation with the E−1 case supports the goodness of the assumption. Cutoff
spectra cannot be associated properly to a corresponding γ, so the one in agreement
with the extrapolation is assigned. The γ assigned in this way presents a certain sta-
bility among the different sources in the 2.0 < γ < 2.5 range and shows coherence
with the spectrum hardness. In Figure 7.11 this E−γ extrapolation for a representative
sample of the studied sources is shown.
Some blazar neutrino upper limits have been compared with the measured photon
flux. These comparisons can be seen in Figures 7.12 to 7.20, where neutrino upper
limits for spectral indexes from −3.0 to −1.0 are represented by solid lines from red to
blue. In some cases, relevant bibliography gamma ray fluxes have been included in the
comparison: photon measurements of 3C 279 from refs. [241] and [242], of 4C +21.35
from ref. [243], of PKS 0301-243 from ref. [244] and of PKS1510-08 from ref. [245].
Ten sources of the Fermi-LAT blazar analysis are in common to a similar analysis
performed by IceCube [246]. In ref. [246] upper neutrino limits are provided only on the
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Table 7.4: Comparison of neutrino flux limits of the transient blazars analyses with
Fermi data of this work (ANTARES) and those presented in [246] (IceCube) for the
sources in common. 10 sources are in both analyses but OJ 287 is omitted since no limit
is provided in ref. [246]. The variables shown for each source (ANTARES | IceCube)
are the flaring period (F) and the livetime (LT, unknown for IceCube) in days, the
energy range (E.R., log10 Emin–log10 Emax), the fluence (F) and the flux (φ0 E−2)
upper neutrino limits with a 90% C.L.
Source F(LT) E.R. F φ0 E−2
Name δ [◦] days (days) log10 GeV GeV cm
−2 (∗)
PKS 2142-75 −75.6 151(91) | 5 3.2 – 5.9 | 5.0 – 7.8 8.3 | 8.1 17 | 291
PKSB1424-418 −42.1 167(117) | 910 3.3 – 6.4 | 5.2 – 7.9 8.9 | 9.7 12 | 2.0
PKS 0454-234 −23.4 200(92) | 1 3.3 – 6.4 | 5.1 – 7.8 8.1 | 2.9 14 | 544
PKS 1510-08 − 9.1 385(158) | 1075 3.3 – 6.4 | 4.5 – 7.7 8.5 | 1.6 8.9 | 0.2
PKS 2320-035 − 3.3 5.0(2.6) | 4 3.5 – 7.3 | 3.2 – 8.9 11 | 0.4 710 | 8.8
3C 273 + 2.1 288(91) | 201 3.4 – 6.4 | 3.4 – 7.0 12 | 0.4 22 | 0.3
CTA102 +11.7 69(29) | 128 3.5 – 6.5 | 3.2 – 6.4 9.2 | 0.4 52 | 0.5
3C 454.3 +16.2 839(261) | 10 3.5 – 6.5 | 3.2 – 6.3 8.6 | 0.3 5.5 | 5.5
B2 1520+31 +31.7 61(12) | 1075 3.7 – 6.7 | 3.0 – 5.8 6.8 | 0.8 95 | 0.1
(∗) 10−8 GeV−1 cm−2 s−1
fluence, which depends on the ∆t and the energy range used in Equation 6.8. Com-
parison is difficult since flaring period definitions are not the same nor the Emin–Emax
energy range. Yet, limits presented in this work have the same order of magnitude for
sources in the Southern hemisphere and a factor 10 worst than IceCube for those in the
Northern hemisphere (see Table 7.4). In ref. [246] the Emin and Emax values are also
provided, together the confirmation that an E−2 spectrum is assumed independently
of the spectral index fitted in the IceCube analysis and the duration used to compute
the fluence, that also corresponds to the source flaring period. With this information,
the φ0 values attributed to the IceCube analysis have been inferred in Table 7.4. With
the exceptions of PKS2142-75, PKS 0454-234 and 3C454.3 —where ANTARES live-
time during the defined flaring periods is at least two orders of magnitude larger than
IceCube one— the differential flux upper limits (φ0 E
−2) of IceCube are better than
ANTARES ones, as would be expected from a larger detector. A similar order of mag-
nitude is found in the Southern Hemisphere for the fluence because IceCube energy
ranges are higher than in the Northern Hemisphere, since IceCube acceptance relays in
contained events with a higher energy threshold.
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Figure 7.10: The assumed spectral index (γ) versus upper limits on the neutrino flux
(φ0) for 3C 279 gamma-ray flares by Fermi-LAT. See text for explanations.
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Figure 7.11: The assumed spectral index (γ) versus upper limits on the neutrino flux
(φ0) for some significant blazars. See text for explanations.
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(a) Full SED
(b) Detail at high energies
Figure 7.12: Neutrino flux upper limits vs. SED for 3C279. See text for explanations.
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Figure 7.13: Neutrino flux upper limits vs. SED for 3C454.3. See text for explanations.
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Figure 7.14: Neutrino flux upper limits vs. SED for 4C +21.35. See text for explana-
tions.
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Figure 7.15: Neutrino flux upper limits vs. SED for 4C +28.07. See text for explana-
tions.
10−1 100 101 102 103 104 105 106 107 108
E (GeV)
10−9
10−8
10−7
10−6
10−5
10−4
10−3
ν
F
ν
(G
e
V
cm
−2
s−
1
)
SED γ-ray emission & U.L. ν fluxes for PKS 0301-243
(EBL correction applied on γ fluxes)
Fermi (2FGL)
Fermi (2FGL) LP
Fermi x10.3 LP
Fermi (arXiv:1309.6174)
E−3.0 ν UL
E−2.0 ν UL
E−1.0 ν UL
Figure 7.16: Neutrino flux upper limits vs. SED for PKS0301-243. See text for
explanations.
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Figure 7.17: Neutrino flux upper limits vs. SED for PKS 0426-380. See text for
explanations.
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Figure 7.18: Neutrino flux upper limits vs. SED for PKS 0454-234. See text for
explanations.
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Figure 7.19: Neutrino flux upper limits vs. SED for PKS1124-186. See text for
explanations.
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Figure 7.20: Neutrino flux upper limits vs. SED for PKS1510-08. See text for
explanations.
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7.3.2 AGN TeV flares by IACTs
Gamma-flares are detected in the TeV energy range by IACTs (see section 5.4). The
number of available monitored flaring events in this energy range is much lower than
in the GeV range due to the need to point to the source of these telescopes, which
limits the exposure time together with the relative low number of existing IACTs and
the restricted overlapping with ANTARES of their reachable declination regions.
Source and flare selection
A bibliography search of the publications of the different experiments has been done.
In addition, the ATEL and TeVCat1 catalogues have been used to have a handle on
the sources observed at that energy and the experiments carrying out their follow-up.
With this, 8 flares reported by MAGIC, HESS and VERITAS by 7 sources of interest are
chosen for the analysis (see Table 7.5 and Figure 7.21). The flaring periods are obtained
from the corresponding experiment publications and, due to the lack of information
provided for each flare, a flat flare emission is assumed between the determined flaring
periods (see section 5.5).
Optimisation
The same spectrum has been evaluated for the blazars as in the Fermi-LAT analysis.
The ingredients for both signal [252] and background [237] has been produced for each
source, spectrum and Λcut . The optimum Λcut ’s [253] can be found in Tables C.7
of Appendix C. The average performances can be found in Table 7.6. For the E−2
spectrum, the average Λcut is −5.3 and 0.94 events are required in average to obtain a
3σ evidence. The average DF5σ corresponds to a flux of 1.7× 10−5GeV−1 cm−2 s−1.
As expected, the optimised Λ cuts are more relaxed in average, i.e. trend to more
negative values therefore including more background events, than on the analysis with
Fermi data (compare Tables 7.2 and 7.6). This is due to the shorter lengths of the
flaring period, that reject more efficiently the background.
Results
In Tables C.8 and C.9 the unblinded results are gathered. It has been found that
1ES0229+200 has a p-value of 9.2% for E−2, but a null fitted signal suggest that it is a
background fluctuation. The only significant case —p-value ≤ 10% and nfits > 0.01—
of coincidences of high energy neutrinos with flare emissions at TeV gamma-ray energies
is the PKS 0447-439 flare detected by HESS in [251]. This result is for E−2·exp−E/1TeV,
with a 10% p-value and a nfits = 0.1. The unblinded data of this source is shown in
Figure 7.22.
The corresponding upper limits on neutrino fluxes are gathered in Table C.10 in
Appendix C. In Figure 7.23 fluence upper limits are shown.
1An online catalogue for TeV Astronomy available at: http://tevcat.uchicago.edu/.
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Figure 7.21: The 7 sources selected for the IACT blazar analysis (green) and the
Crab PWN (red) in Galactic coordinates. The circles around the sources indicate a 2◦
region. In blue is the ANTARES visibility, the darker the blue, the higher the visibility
time.
Table 7.5: List of the 7 sources selected for the IACT blazar analysis. For each source
the table provides the corresponding detection experiment, with the relevant reference,
redshift (z), equatorial coordinates (δ,RA), ANTARES visibility —i.e. the fraction of
time that the source is visible by ANTARES due to its declination and selected event
cuts— and flaring periods in MJD and days.
Source
z
Coordinates
Vis.
Flaring periods
MJD (days)Name IACT [#] δ [◦] RA [◦]
4C +21.35 MAGIC [243] 0.433 +21.4 186.2 0.38 55364–55365 ( 1 )
PG 1553+113 MAGIC [247] 0.360 +11.2 239.0 0.44
55980–55991 (11)
56037–56038 ( 1 )
PKS 1424+240 MAGIC [247] 0.160 +23.8 216.8 0.37 54940–54960 (20)
1ES1218+30.4 VERITAS [248] 0.184 +30.2 185.4 0.32 54860–54865 ( 5 )
1ES0229+200 VERITAS [249] 0.140 +20.3 38.2 0.39 55118–55131 (13)
HESS J1943+213 HESS [250] — +21.3 296.0 0.38 55040–55060 (20)
PKS 0447-439 HESS [251] 0.107 −43.8 72.4 0.85 55174–55184 (10)
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PKS 0447-439 on Blazars by IACTs
[δ:−43.8◦|RA:72.4◦]
Flaring time: 10 days; Visibility: 1.00; Livetime: 8 days
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Figure 7.22: PKS 0447-439 unblinded events (see text for explanations).
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Figure 7.23: Upper limits for different spectra on the fluence (F) for the IACT blazar
analysis.
Table 7.6: Average performances of the IACT blazar analysis. For each studied
spectrum, S(E ), the optimised Λcut , the signal required for 3σ (5σ) evidence and its
discovery flux (DFXσ) are shown. The average flaring period is 12 days, with a livetime
during the flare of 7 days and a visibility of 0.53.
S(E ) Λcut n3σs (n5σs ) DF 3σ (DF 5σ)
[
DFXσ
]
(GeV−1 cm−2 s−1)
E−1 −5.4 0.82 (2.3) 4.0 (11) 10−12
E−2 −5.3 0.94 (3.0) 5.9 (17) 10−6
E−2 · exp−E/10TeV −5.5 1.19 (3.3) 5.9 (16) 10−5
E−2 · exp−E/1TeV −5.6 1.62 (3.6) 6.2 (13) 10−4
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7.4 Pulsar Wind Nebulae: Crab Nebula
PWNe are a particular kind of SNRs where the supernova left a neutron star or pulsar
as remnant. This compact object, with a strong magnetic field and fast rotation,
induces a continuous important particle acceleration that blows out in jets. Their
strong synchrotron emission evidences that these particles are mostly electrons, and
its gamma-ray production is generally well described by purely leptonic models in the
shocking of this continuously accelerated wind with the surrounding medium.
Two morphological types of PWNe can be defined regarding the nature of the
external pressure confining the pulsar wind. One is characterised by the result of the
SNR expansion in an inhomogeneous medium: a cometary structure with the pulsar
close to the comet apex. VelaX is the most representative of these PWNe. The other
type consists in a toroidal structure around the pulsar with one or two jets along the
torus axis. The Crab nebula [255], the first TeV gamma-ray source ever detected, is by
far the most known case.
The Crab energy emission is mostly done in a relativistic flow of magnetized plasma.
This pulsar wind is thought to be predominantly composed of electron-positron pairs,
but ions may be present [256]. In such a case, these may lead to a production of
neutrinos as the accelerated particles flow outwards and interact with the remaining
ejecta of the progenitor star. As these particles spread out in the nebula, electrons lose
energy due to synchrotron and inverse Compton radiation, creating the glowing pulsar
wind nebula observed today. In Figure 7.24 is shown the different SED contributions
of the Crab.
Despite of being a typical PWN, two surprising phenomena of the Crab have
not been observed in any other PWN insofar: very high energy gamma-ray emis-
sion (&100GeV) from the pulsar and high energy gamma-ray flares (&100MeV) with
unknown origin within the nebula region.
The first mentioned feature questions the expected emission mechanism at the
high energy end of the SED of pulsars. This is expected to be dominated by curvature
radiation of particles streaming along magnetic field lines and radiative losses due to
curvature radiation, which would produce a cutoff in the spectrum above gamma-
ray energies. The absence of such cutoff up to energies above 100GeV implies that
curvature radiation is likely not responsible for the very high energy pulsations of the
Crab.
In the other hand, flux variability on short time scales from structures within the
Crab are known but the integrated flux over all the nebula varies slowly, around ∼1%
per year from radio up to X-rays. It was a surprise when Fermi LAT and AGILE satellites
detected gamma-ray flares by a factor ∼30 the baseline emission above 100MeV on
time scales down to ∼6 hours. In the gamma-ray emissions of the flares there is no
presence of pulsations and the pulsar properties remain unchanged during the outbursts.
Synchrotron emission appears to be the only radiation process which is efficient
enough to account for the flare emission in the nebula environment. However, it
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Figure 7.24: Multi-wavelength SED of the Crab PWN, showing the photon energy
range influence of the two main contributions of the electromagnetic emission of the
PWN: synchrotron emission, as result of the superposition of electrons with different
energies, and inverse Compton. Adapted from ref. [254].
is generally accepted that particles accelerated in magnetohydrodynamics flows, and
therefore astrophysical sources, can only emit synchrotron emission up to a maximum
energy of 160MeV in their rest frame. This limit is given by the balance between the
accelerating electric force and the radiation reaction force acting on the electrons.
The discovery of synchrotron gamma-ray flares in the Crab Nebula, well above
this limit, challenges this classical picture of particle acceleration. To overcome this
limit, particles must accelerate in a region of high electric field and low magnetic field.
This is possible only with a non-ideal magnetohydrodynamic process, like magnetic
reconnections: recently has been proposed [20] that these phenomena can reproduce
the observed emissions and therefore the gamma-ray flares could be linked to explosive
reconnection events triggered by current instabilities in the pulsar.
Despite being a non optimistic scenario for neutrino production, the improved per-
formance provided by the flare time limitation seduces a search of neutrino events
linked with the Crab gamma-ray flares, which has been performed in this work (see
section 7.4).
Some models proposed possible neutrino production in the steady emission of the
Crab [94, 257–260]. As a representative sample, besides the prejudiced assumption of
an E−2 neutrino spectrum, the one presented in ref. [94] and an intermediate one with
a cut off at 10TeV has been considered: E−2 · exp−E/10TeV.
The best candidate for the evaluation of PWNe as possible neutrino sources is the
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Figure 7.25: The assumed spectral index (γ) versus upper limits on the neutrino flux
(φ0) for the Crab PWN. See text for explanations.
one sustained by the Crab SNR (see Figure 7.21). The unexpected gamma-ray flares
detected by Fermi from the Crab could be linked to hadronic processes and therefore
produce neutrinos at those energies. To evaluate this hypothesis, the three flares
detected in 2008–2012 have been analysed looking for coincidences with neutrinos in
ANTARES.
7.4.1 Crab nebula GeV flares by Fermi
Similar to the AGN flares by Fermi analysis, the time PDF assumed for the neutrino
emission has been obtained from the Fermi-LAT data (see sections 5.3.1 and 5.5).
From there, the three gamma flares [262] of Table 7.7 have been defined and studied.
Optimisation
The neutrino spectra considered for the Crab have been E−2, E−2 with a 10TeV cutoff
and Kappes spectrum [94]:
φE = φ0 · S(E ) = φ0 · E−γ · exp−
√
E/Ec (7.2)
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Table 7.7: Information about the Crab PWN analysis: source coordinates, ANTARES
visibility —i.e. the fraction of time that the source is visible by ANTARES due to its
declination and the elevation cut— and selected flaring periods are shown. A fourth
flare registered in 56353–56367MJD (15 days) is out of the studied period and hence
not included in the analysis.
Source Coordinates
Vis.
Flaring periods
MJD (days)
Total
(days)Name δ [◦] RA [◦]
Crab +22.0 83.6 0.45
54865–54871 ( 6 )
55457–55462 ( 5 )
55662–55670 ( 8 )
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Table 7.8: Optimisation of the Λcut for the E
−2, E−2 with 10TeV cutoff and Kappes
spectra [94], S(E ), for the Crab analysis. The Crab, with a 0.45 visibility, has been
flaring for 19 days during the analysis period, with a livetime of 6.4 days. For each
spectrum the optimised Λcut , the signal required for 3σ (5σ) evidence and its discovery
flux (DFXσ) are listed.
S(E ) Λcut n3σs (n5σs ) DF 3σ (DF 5σ)
[
DFXσ
]
(GeV−1 cm−2 s−1)
E−2 −5.1 0.89 (2.9) 1.5 (3.6) 10−6
E−2 · exp−E/10TeV −5.5 1.45 (3.1) 1.5 (2.9) 10−5
Kappes [94] −5.5 1.49 (3.5) 1.4 (2.8) 10−4
Table 7.9: Unblinded results for the different spectra, S(E ), studied in the Crab
analysis. For each spectrum the following variables are shown: the fitted lag in days
(lagfit), the fitted signal (nfits ), the signal required for a 3σ evidence (n
3σ
s ), the log10
of the fitted test statistic (Q˜fit) and the one corresponding to the median of the
background (Q˜Med ) together with the p-value (PV ). The underlined test statistics is
the one used for the upper limit computation.
S(E ) lagfit nfits (n3σs ) Q˜fit (Q˜Med ) PV%
E−2 +5 0.00 (0.89) −4.7 (−4.8) 35
E−2 · exp−E/10TeV +4 0.00 (1.45) −3.6 (−4.1) 25
Kappes [94] +4 0.00 (1.49) −3.5 (−4.0) 27
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Figure 7.26: Neutrino flux upper limits vs. SED for the Crab PWN. See text for
explanations.
with γ = 2.15 and Ec = 1.72TeV. The ingredients for both signal [263] and back-
ground [237] have been produced for each spectrum and Λcut . The optimum Λcut ’s [264]
can be found in Table 7.8, being −5.1 for the E−2 spectrum, where 0.89 events would
produce a 3σ evidence half of the time and the DF5σ is 3.6× 10−6 GeV−1 cm−2 s−1.
Results
No significant correlation between neutrinos and the Crab gamma-ray flares has been
found. Unblinded results are summarised in Table 7.9. The unblinded data has a 25%
probability of being produced by a background fluctuation at best, therefore the null
hypothesis is perfectly compatible with the observation.
Neutrino flux upper limits can be seen in Table C.11 in Appendix C. Additionally, an
extrapolation of the E−2 limit for different spectral indexes can be seen in Figure 7.25.
These extrapolations have been also compared with the Crab photon emission in Fig-
ure 7.26.
An IceCube analysis studied the 2010 flare of the Crab PWN [265]. There, no
significant excess was reported and optimistic models from refs. [266, 267] were re-
jected. In ref. [261] constrains for a time integrated analysis on the models proposed in
refs. [94, 258] where updated. They are compared in Figure 7.27 with the models from
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Figure 7.27: Upper limits on the Crab PWN neutrino flux for an E−2 spectrum and
the models from refs. [94, 96, 258] compared with the limits of a time integrated search
by IceCube [261].
refs. [94, 96, 258] and the upper limits obtained for them during the 6.4 flaring days of
livetime in this work, extrapolated from the E−2 limit for the models in refs. [96, 258].
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Figure 7.28: Multi-wavelength SEDs of Cyg X-1 (left) and CygX-3 (right) from
ref. [268], showing the different contributions modelled: synchrotron, self-Compton,
bremsstrahlung and hadronic processes. In the case of Cyg X-1 are also shown the
measured thermal contributions of both the companion star and the accretion disc. The
gap in the 50–500GeV energies is expected from absorption through pair production
mainly with the companion star UV emission.
7.5 X-ray binaries
X-ray binaries (XRBs) are binary star systems where one of the components is a col-
lapsed object such as a white dwarf, a neutron star or a black hole. The companion
star fuels material into the compact partner forming an accretion disk around it. On
this accretion process, falling material transforms its gravitational energy and angular
momentum into reach temperatures high enough to emit X-rays. Most of the power of
these sources is released in hard X-rays, generally believed as mainly the consequence
of this hot accretion flow [269].
At these energies, the XRB emission includes a synchrotron and a self-Compton
components from the disk (see Figure 7.28). Hadronic processes are expected to dom-
inate the emission at higher energies, enforced by the observation of iron and nickel
X-ray lines in their jets [270, 271]. In particular p p interactions with the interstel-
lar medium are expected to overcome the p γ ones with the accretion disc photons.
Gamma-ray emission is relatively weak but its attenuation is supposed to be conse-
quence of the absorption that suffers through pair creation with the strong UV photon
field around. Again, neutrino signature would confirm this origin in their gamma-ray
emissions.
Instabilities on the accretion rate on the compact partner may produce exceptional
variations on the steady emission at high energies. Burst on X-rays and gamma-rays
have been observed on these objects. In few cases, jet presence has been confirmed
through radio emissions, which bursts are coincident with X-ray ones if given. Jets
hardly can be responsible of the main X-ray emission [272, 273] which is associated
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to the disk. XRBs can be subclassified. The most intense type is called micro-quasar
due to their phenomenologically resemblance with this AGN type but downscaled (see
Figure 7.29). They present a high variability on their high energy emission.
The ratio of the contributions to the SED at high over lower energies defines the
hardness of the source emission. Cycles and changes on this hardness ratio combined
with the emission intensity have been observed. Efforts to build an unified model of
XRBs [274, 275] describe these cycles as the natural consequence of accretion disk
falling into the compact partner (see Figure 7.30):
1. Hard low state: Quiescence. Before accretion stars, the disk is not actively
fueling material into the compact object. Therefore XRB emission is composed of
disk emission (X-rays) and a weak jet emission (from radio to gamma-rays) with
an almost constant bulk Lorentz factor Γ < 2.
2. Low state → High state: Hard state (flare beginning). As matter starts to fall
—the disk inner radius decreases— jet emission increases.
3. Hard state → Soft state: High state (hard and soft intermediate states). As
the disk inner radius decreases, disk emission (at lower energies than jet ones)
becomes more important, resulting in a softening of the spectrum. Eventually,
the inner disk reaches the compact object, accreting directly into it, and XRB
emission is disk dominated. Material accreting rate variations cause oscillations in
the softness and luminosity emission around this intense soft state.
4. High state→ Low state: Soft state (flare ending). At a given point, Γ increases
rapidly, producing an internal shock in the jet outflow followed in general by
cessation of jet production and a shift into a weaker soft state, where emission
is disk dominated but faint and jet/shock is now physically decoupled from the
central engine.
5. Soft state→ Hard state: Low state (soft and hard intermediate states). Finally,
accreting activity ceases and the XRB shift into the weak jet emission of the
beginning of the cycle.
As has been previously pointed out, neutrino flux emission is expected to enhance
during these high states if hadronic processes are responsible of the bursts. Therefore,
identification of these periods in the most bright and variable XRBs are promising for
the time-dependent analysis presented in this work (see section 7.5.1). Additionally,
the hardness transition state periods are linked to jets with boost factors larger than
during the hard states, making these moments of special interest to search for neutrinos
(see section 7.5.2).
Multiple neutrino spectra have been predicted for XRBs [212, 276–283], with a wide
variety in shapes and normalisations: E−2 with cutoffs from 10TeV to 100TeV and
even small variations of the spectral index. In order to cover this range of possibilities
three spectra have been tested in this work:
 E−2
 E−2 · exp−E/100TeV
 E−2 · exp−E/10TeV
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One of the most promising galactic neutrino sources are the XRBs. These objects
present similar processes to the ones hosted in AGNs but downscaled to a stellar size.
Their photon emissions at high energies, where particle acceleration processes and neu-
trino production may occur, are presented mostly in the X-ray region. Therefore, X-ray
telescopes will reveal the photon emission rate pattern of these sources at high energies,
in particular any detected outburst may be associated with a neutrino flux production.
Figure 7.29: Relativistic jets of micro-
quasars (right) and quasars (left) are ex-
pected to share similar particle accelera-
tion mechanisms. Each of these objects
contains a black hole, an accretion disk
and relativistic jets. From ref. [284].
In order to detect a neutrino emission with a
time-dependent analysis, X-ray light curves
from different available experiments have
been collected (see section 7.5.1). Addi-
tionally, transitions in the spectrum hardness
indicate changes in the acceleration mech-
anisms involved in the XRBs non-thermal
luminosity at high energies that may in-
volve neutrino production. These episodes
have been independently studied (see sec-
tion 7.5.2).
7.5.1 X-ray binaries X-ray flares
The flares from XRBs have been extracted
from the Swift BAT, Rossi, MAXI and Fermi
data (see sections 5.2, 5.3.1 and 5.5) which
provides an extended coverage of the studied
source activity.
Source and flare selection
The source candidate list is based on the
sources reported by the Swift BAT hard X-
ray transient monitor [181]. From this list, all
the LCs of the XRBs tagged as outburst (48),
flaring (26) and variable (29) have been considered and denoised, a total of 103 sources.
These LCs [285] have been produced from Swift BAT [180, 201], Rossi [202], MAXI
[203] and Fermi [192] data (see section 5.5.2) and the de-noising LC treatment de-
scribed in section 5.6 applied. When required, the LCs have been conveniently merged
(see section 6.3.4). Considering these criteria, flares have been found in the 34 sources
presented in Table 7.10 and Figure 7.31.
Optimisation
Three possible neutrino spectra have been assumed for XRBs: E−2 · exp−E/10TeV,
E−2 · exp−E/100TeV and E−2. The ingredients for both signal [287] and background [237]
have been produced for each case. The optimum Λcut ’s can be found in [288] and in
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Figure 7.30: Hardness-luminosity cycle on XRBs. From ref. [286].
Tables C.12 in Appendix C, while a summary of the performances can be found in
Table 7.11. The average Λcut for E
−2 is -5.3 and 1.80 events are required in average to
obtain a 3σ evidence. The average DF5σ corresponds to 8.9 × 10−7 GeV−1 cm−2 s−1.
As expected, softer spectra, i.e. with the lowest cutoff, require more flux to obtain the
same significance as for E−2.
Results
After unblinding the data (see Tables C.13 and C.14 in Appendix C) two sources showed
some signal with a p-value below 10%. The most significant result is for GX 1+4 with
a 4.1% p-value and 0.69 fitted signal for the spectrum E−2 with a cutoff at 100TeV
(see Table 7.12). Its unblinded data is shown in Figure 7.32. The significance of the
other case (IGR J17091-3624 with a 6.5% p-value and 0.31 fitted signal in the E−2
with a cutoff at 10TeV spectrum) is influenced by a background fluctuation in time
found after unblinding and described in detail in the XRB hardness transition analysis
(see section 7.5.2).
The only significant case in the XRB X-ray flare analysis, GX 1+4, was not considered
in a similar analysis performed with 2007–2010 data [289] where no significant case
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Figure 7.31: The 34 sources selected for the XRBs analysis in galactic coordinates.
In blue is the ANTARES visibility —i.e. the fraction of time that the source is visible
by ANTARES due to its declination and selected event cuts— while the red circles
indicate 2◦ around the source.
was found at all. The upper limits cannot be directly compared in this case due to
the different criteria on the flux limit computation: in the work presented here, the
more conservative case of a Neymann limits criteria [211] has been adopted while in
ref. [289] the limits computed follow Feldman-Cousins [290]. Nevertheless, the results
of both analyses are coherent, taking into account the differences among them, e.g.
flare and livetime definitions, inclusion of a lag parameter and an energy estimator and
Neyman versus Feldman-Cousins criteria on limits.
Upper limits on neutrino fluxes are gathered in Table C.15 in Appendix C. Ad-
ditionally, Figure 7.33 summarise the upper limits on the neutrino fluence and an
extrapolation for different spectral indexes for some XRBs can be seen in Figure 7.34.
A comparison of the upper limits with the photon flux of some sources has been
done in Figures 7.35 to 7.38. In the CygX-1 case, the flux reported in ref. [291] during
a soft hardness emission state has been assumed as baseline emission.
In ref. [279] an estimate of the neutrino emission at high energies for GX 339-4 is
presented, assuming that the injected particles in the jets have spectral indexes in the
−2.0 to −1.8 range and for ratios on the proton over electron luminosity, ηp/ηe , of
1 and 100. The upper limits obtained for the X-ray flare analysis are compared with
these expectations in Figure 7.39. As can be seen,the results constrain significantly
the model mentioned, improving the results presented in ref. [289]. Similarly, estimate
for the neutrino flux of CygX-3 have been presented in refs. [282] and [283] (see
Figure 7.40). In this case, the upper limits obtained cannot provide any constrain nor
improve the conclusions presented in ref. [289].
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In ref. [276] various neutrino flux estimations from XRBs are presented. In ref. [289]
these estimations were updated and extended up to 5 sources in common with this anal-
ysis. They are compared in Figure 7.41 with an extrapolation of the E−2 · exp−E/100TeV
spectrum results to the E−2 · exp−
√
E/100TeV ones.
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Table 7.10: List of the 34 sources selected for the XRB analysis. For each source the
satellite data used in the building of its LC, its equatorial coordinates (δ,RA), ANTARES
visibility and flaring period in days are shown.
Source Coordinates
Vis.
Flare
(days)Name Satellite δ [◦] RA [◦]
1A 0535+262 (S) +26.3 86.2 0.43 287
1A 1118-61 (S) −61.9 170.2 1.00 81
4U1630-472 (R)+(S) −47.4 248.5 1.00 246
4U1636-536 (S) −53.8 250.2 1.00 46
4U1954+31 (S) +32.1 298.9 0.39 94
4U +1705-440 (R)+(M) −44.1 257.2 1.00 893
Aql X-1 (S) + 0.6 287.8 0.56 330
Cir X-1 (R)+(M) −57.2 230.2 1.00 320
CygX-1 (S) +35.2 299.6 0.37 1041
CygX-3 (F ) +41.0 308.1 0.32 24
EXO1745-248 (S) −24.8 267.0 0.72 93
Ginga 1843+00 (S) + 0.9 281.4 0.56 32
GROJ1008-57 (S) −58.3 152.4 1.00 246
GS 0834-430 (S) −43.2 129.0 1.00 85
GX1+4 (R)+(S) −24.7 263.0 0.73 660
GX304-1 (S) −61.6 195.3 1.00 285
GX339-4 (S) −48.8 255.7 1.00 553
H 1417-624 (S) −62.7 215.3 1.00 107
H 1608-522 (S)+(M) −52.4 243.2 1.00 685
IGR J17091-3624 (S) −36.4 257.3 0.89 62
IGR J17464-3213 (S) −32.2 266.6 0.81 369
IGR J17473-2721 (S) −27.3 266.8 0.75 19
MAXI J1409-619 (S) −62.0 212.0 1.00 37
MAXI J1659-152 (S) −15.3 254.8 0.65 62
MAXI J1836-194 (R)+(S) −19.3 278.9 0.68 137
MXB0656-072 (S) − 7.2 104.6 0.60 39
SAX J1808.4-3658 (S) −37.0 272.1 0.90 36
SWIFT J1539.2-6227 (S) −62.5 234.8 1.00 46
SWIFT J1842.5-1124 (S) −11.4 280.6 0.63 143
SWIFT J1910.2-0546 (S)+(M) − 5.8 287.6 0.60 204
XTEJ1652-453 (R) −45.3 253.1 1.00 66
XTEJ1752-223 (S) −22.3 268.1 0.70 241
XTEJ1810-189 (S) −19.1 272.6 0.68 22
XTEJ1946+274 (S) +27.4 296.4 0.42 244
Satellites: (R) Rossi (S) Swift (M) Maxi (F ) Fermi
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GX1+4 on XRBs X-ray flares
[δ:−24.7◦|RA:263.0◦]
Flaring time: 660 days; Visibility: 0.73; Livetime: 287 days
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Event map Event dE/dX
Event time
Most significant p-value
S(E ) Λcut Nev α̂ lagfit nfits (n3σs ) PV% (PT%)
E−2 · exp−E/100TeV −5.2 4637 0.5◦ −5 0.69 (2.45) 4.1 (72)
Events within 3◦
α β δ RA dE/dX θ Λ MJD BK P(ev)
#1 0.3◦ 0.6◦ −25.0◦ 263.0◦ 66 −68◦ −5.2 55533 0.40 33%
#2 2.5◦ 0.5◦ −22.3◦ 263.6◦ 256 + 8◦ −4.9 55084 0.42 34%
#3 2.8◦ 0.6◦ −22.3◦ 261.5◦ 159 −24◦ −4.9 54801 1.71 82%
Figure 7.32: GX1+4 unblinded events (see text for explanations).
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Table 7.11: Average performances of the XRB analysis. For each studied spectrum,
S(E ), the optimised Λcut , the signal required for 3σ (5σ) evidence and its discovery
flux (DFXσ) are shown. The average flaring period is 230 days, with a livetime during
the flare of 115 days and a visibility of 0.78.
S(E ) Λcut n3σs (n5σs ) DF 3σ (DF 5σ)
[
DFXσ
]
(GeV−1 cm−2 s−1)
E−2 −5.3 1.80 (3.9) 3.9 (8.9) 10−7
E−2 · exp−E/100TeV −5.3 1.87 (4.0) 8.7 (19) 10−7
E−2 · exp−E/10TeV −5.4 2.24 (4.5) 3.2 (6.5) 10−6
Table 7.12: The most significant unblinded results for the XRBs analysis, i.e. those
with p-value ≤ 10% and nfits > 0.01. For each case the following variables are shown:
the spectrum (S(E )), the fitted lag in days (lagfit), the fitted signal (nfits ), the signal
required for a 3σ evidence (n3σs ), the log10 of the fitted test statistic (Q˜fit), the one
corresponding to the median of the background (Q˜Med ), the p-value (PV ) and the
post-trial probability (PT ). The underlined test statistic is the one used for the upper
limit computation.
Source S(E ) lagfit nfits (n3σs ) Q˜fit (Q˜Med ) PV% (PT%)
GX1+4 (2) −5 0.69 (2.45) −0.3 (−4.0) 4.1 (72)
GX 1+4 (3) −5 0.65 (2.97) −0.4 (−3.8) 4.8 (81)
GX 1+4 (1) −5 0.56 (2.67) −0.6 (−3.9) 5.4 (77)
Spectrum: (1) E−2 (2) E−2 · exp−E/100 TeV (3) E−2 · exp−E/10TeV
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Figure 7.33: Upper limits for different spectra on the fluence (F) for the X-ray flares
XRB analysis.
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Figure 7.34: The assumed spectral index (γ) versus upper limits on the neutrino flux
(φ0) for some significant XRBs. See text for explanations.
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Figure 7.35: Neutrino flux upper limits vs. SED for 4U 1630-472. See text for expla-
nations.
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Figure 7.36: Neutrino flux upper limits vs. SED for Cir X-1. See text for explanations.
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Figure 7.37: Neutrino flux upper limits vs. SED for Cyg X-1. See text for explanations.
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Figure 7.38: Neutrino flux upper limits vs. SED for Cyg X-3. See text for explanations.
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Figure 7.39: GX 339-4 neutrino flux upper limits compared to the predictions in
ref. [279]. See text for explanations.
102 103 104 105 106 107
Eν (GeV)
10-15
10-14
10-13
10-12
10-11
10-10
10-9
10-8
10-7
10-6
10-5
E
2 ν
φ
ν
/
G
eV
s−
1
cm
−2
Cyg X-3
U.L. 90% CL
U.L. 90% CL (100 TeV cutoff)
Baerwald & Guetta (2013)
Sahakyan et al. (2014)
Sahakyan et al. (2014), Eν max=10PeV
Figure 7.40: CygX-3 neutrino flux upper limits compared to the predictions of
refs. [282] and [283]. See text for explanations.
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Figure 7.41: Some neutrino flux upper limits for E−2 · exp−
√
E/100TeV spectrum ex-
trapolated from the E−2 · exp−E/100TeV case. They are compared to the predictions of
ref. [276] as updated in ref. [289].
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7.5.2 X-ray binaries during hardness transitions
The hardness transition states of XRBs are very difficult to define: there are no regular
observations with X-ray satellites and statistics are very low due to the inaccuracy of
the hardness ratio measurements.
Selection of emission-state transitions
Considering the difficulties for an extensive coverage of the transition states on XRBs,
the selection of the hardness transition periods has relied on the possible alerts reported
in ATEL regarding these states. Presented in Table 7.13 are the 19 alerts collected in
the period 2008–2012, distributed along 8 sources (see Figure 7.42). Considering the
lack of information on the flux emission time variation, flat flaring periods during the
reported dates have been assumed for the analysis (see section 5.5).
Optimisation
Three possible neutrino spectra have been assumed for XRBs: E−2 · exp−E/10TeV,
E−2 · exp−E/100TeV and E−2. The ingredients for both signal [292] and background [237]
have been produced for each case. The optimum Λcut ’s can be found in ref. [293] and
in Tables C.16 in Appendix C. The summary of this analysis optimisation can be found
in table 7.14. The average Λcut for E
−2 is −5.3 and 0.94 events are required in average
to obtain a 3σ evidence. The average DF5σ corresponds to 17×10−5GeV−1 cm−2 s−1.
As in the AGN analyses, the optimised Λ cuts in the hardness transition states
allows more background in average than in the analysis of the X-ray flares (compare
Tables 7.11 and 7.14) due to the shorter lengths of the flaring periods.
Results
The results of the data unblinding of this analysis are shown in Tables C.17 in Ap-
pendix C. IGRJ 17091-3624 was found to show a p-value below 2.5% with a fitted
signal close to 1.0 for all the studied spectra. Nevertheless, this significance has been
investigated and found to be due to an unexpected fluctuation of the background rate
with respect to the assumed distribution in the ingredients (see Figure 6.5 in sec-
tion 6.3.4) during one day of the source flaring period, 55611MJD, when unblinded
events are ∼1000 times the expected amount. This disagreement comes from the way
the background time PDF, Pb(t), has been characterized. Fluctuations between the
unblinded data and this Pb(t) are usual, also since Λcut ’s varies with respect to that
used for the ingredient, but they are typically below a factor 2–3. This is an exceptional
fluctuation as can be seen in the ratio of selected and expected events in Figure 7.43.
This can be prevented in future analyses by requiring a minimum threshold on the
background time probability. The average fluctuations during the flaring periods for
each source are below a factor ∼5, with the only exception of this source, with a ∼140
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Figure 7.42: The 8 sources selected for the XRBs Hard↔Soft transition analysis in
Galactic coordinates. The ANTARES visibility is shown in shades of blue, while the
red circles indicate a 2◦ region around the source.
excess in this analysis and a ∼15 factor in the X-ray flares analysis. Therefore, signifi-
cances of this source shall not be considered. All the significant results show average
factor discrepancies in the 0.9–1.1 range.
Neutrino flux upper limits are presented in Table C.18 in Appendix C. In Figure 7.44
the upper limits on the neutrino fluence are shown.
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Table 7.13: List of the 8 sources selected for the XRBs Hard↔Soft transition analysis.
For each source “The Astronomer’s Telegram” [232] alerts (#ATel) used are cited,
together with its equatorial coordinates (δ,RA), ANTARES visibility —i.e. the fraction
of time that the source is visible by ANTARES due to its declination and selected event
cuts— and flaring periods in MJD and days.
Source Coordinates
Vis.
Flaring periods
MJD (days)Name (#ATel) δ [◦] RA [◦]
GX 339-4
#2577,#2593
#3117,#3191
−48.8 255.7 1.00
55303–55305 ( 2 )
55308–55309 ( 1 )
55315–55316 ( 1 )
55318–55319 ( 1 )
55580–55581 ( 1 )
55616–55617 ( 1 )
H 1608-522 #2072,#2467 −52.4 243.2 1.00 54960–54976 (16)
IGRJ 17091-3624 #3179,#3196 −36.4 257.3 0.89 55611–55612 ( 1 )
55962–55964 ( 2 )
IGRJ 17464-3213
#1804,#1813
#3301,#3842
−32.2 266.6 0.81
54752–54759 ( 7 )
55671–55672 ( 1 )
55925–55927 ( 2 )
MAXI J1659-152 #2951,#2999 −15.3 254.8 0.65 55481–55487 ( 6 )
55500–55502 ( 2 )
SWIFT J1910.2-0546 #4139,#4273 −5.8 287.6 0.60 56094–56095 ( 1 )
56131–56133 ( 2 )
XTE J1652-453 #2219 −45.3 253.1 0.70 55010–55085 (75)
XTE J1752-223 #2391,#2518 −22.3 268.1 1.00 55219–55220 ( 1 )
55492–55493 ( 1 )
Table 7.14: Average performances of the XRB analysis during Hard↔Soft hardness
transition. For each studied spectrum, S(E ), the optimised Λcut , the signal required
for 3σ (5σ) evidence and its discovery flux (DFXσ) are shown. The average flaring
period is 16 days, with a livetime during the flare of 9 days and a visibility of 0.83.
S(E ) Λcut n3σs (n5σs ) DF 3σ (DF 5σ)
[
DFXσ
]
(GeV−1 cm−2 s−1)
E−2 −5.6 1.18 (2.9) 4.4 (11) 10−6
E−2 · exp−E/100TeV −5.4 1.47 (3.1) 0.9 (2.1) 10−5
E−2 · exp−E/10TeV −5.6 1.47 (3.4) 2.8 (6.1) 10−5
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Figure 7.43: Ratio of the unblinded data rate over background time PDF, each nor-
malised to the time periods in common, for Λcut > −5.2. An exceptional disagreement
for 55611MJD has been found.
Figure 7.44: Upper limits for different spectra on the fluence (F) for the hardness-
transition XRB analysis.
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IN the last years, the first cosmic high energy neutrino signal has been measured
for the first time. Multiple questions are still open concerning its nature and origin.
Neutrino astronomy has never been so exciting and considerable efforts in constraining
possible sources and mechanisms are being taken. More and more evidence supports the
hypothesis of assuming the presence of hadronic acceleration in multiple astrophysical
sources. The cosmic ray mystery is closer to be unfold than ever. The work presented
here supposes a contribution to this goal.
ANTARES useful life is close to an end. Since 2008, it has been taking data
smoothly, providing a valuable neutrino coverage of the Southern Hemisphere and the
Galactic Centre with unprecedented sensibility and angular resolution. In order to make
this possible, it has been necessary a remarkable effort in technical development and
maintenance. This includes the time calibration of the detector, which is the first topic
of this thesis and a determinant factor in the angular resolution of the telescope and its
performance. The experience acquired with ANTARES have played an important role
in the developing of the next generation Mediterranean neutrino telescope, KM3NeT.
The analysis of the obtained data has provided strong constrains and also reinforced
the IceCube ones regarding possible cosmic neutrino sources. Among the possible anal-
yses that can be performed, the one presented in this work seeks to detect neutrino
emission from known promising astrophysical sources improving the analysis perfor-
mance by the expected time-dependent bond of the signal. This way, the proof of
hadronic processes that would link cosmic ray production with them would be find or
constrained otherwise.
Time calibration
For its nominal performance, ANTARES requires a relative time resolution within the
nanosecond and an alignment uncertainty below ∼10 cm. This is achieved by multiple
methods. Regarding the time calibration, the on shore calibration performed before
deployment is not enough for ensure the mentioned conditions along the time. Indeed,
mechanical stress and temperature changes in deployment induce some miscalibrations
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in the PMT-to-ARS chain. The in situ Optical Beacon calibration solves this problem.
In particular, two kinds of calibrations are possible: intraline, relative to the ARSs of
the same line, and interline, which aims to measure the time offset between the lines.
An automated method to perform these kinds of calibrations has been realised,
which meant the reduction of human intervention from up to two weeks with the pre-
vious method to one day. This allowed a more frequent calibration and the consequent
improvement in the data quality.
The evaluation of the method performance has settled a minimum average time
accuracy of 0.3 ns in the intraline case. Monitoring of the correction evolution in time
(a worsening of ∼0.3 ns per year in the accuracy) has helped to establish a criterion
in the calibration required frequency, which recommends a new set each half a year or
less.
In the interline case, the influence of alignment uncertainties prevented to estimate
confident precisions much lower than the nanosecond, which is the conservative esti-
mation. Also, some hypotheses regarding the small disagreements with the muon track
reconstruction method values, like possible shadowing of the laser pulse, still remains
unconfirmed due to the lack of another operative laser beacon. Nevertheless, differ-
ences below the nanosecond have shown to have a small impact in the reconstruction
performance.
The multiple techniques developed to achieve this automated system means a valu-
able experience for larger projects like KM3NeT, where human intervention on these
tasks has to be reduced at maximum.
Search for cosmic neutrino sources
The ANTARES data analysis realised in this work aimed to discover cosmic neutrinos
from known variable gamma-ray counterparts by taking advantage of the gamma-ray
flux variation time info to reduce the neutrino background. This reduces the neutrino
flux required for a 5σ evidence up to a factor ∼2.7 for the flares shorter than the 5%
of the analysed period with respect to a time integrated search.
This kind of analysis requires to select the brightest and most variable source can-
didates. This converged in studying the X-ray binaries (as galactic candidates) and
the blazars (as extra-galactic ones). Additionally, the observed Crab nebula gamma-
ray flares offer an attractive time-dependent analysis in order to constrain a possible
hadronic origin.
For obtaining the time information of these gamma-ray and X-ray flares, observa-
tions from multiple experiments have been collected. This conforms the X-ray tele-
scopes Rossi, Swift and MAXI, the gamma-ray telescope Fermi and the IACTs HESS,
MAGIC and VERITAS.
Whenever possible, flux intensity time dependence has been used to characterise
the neutrino probability during the flares. For this, a time-series analysis has been
developed and perfectioned. There, the light curve data have been treated as result
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of a Gaussian fluctuation of an emission that may apply for days. This way, the most
likely blocks of constant emission have been identified and signal probability somehow
denoised from the telescope data fluctuations.
From the light curves, a criterion for the baseline and its fluctuation estimations
has been developed. This conducted to a final fluence threshold design which defines
the flaring periods for a large sample of cases with a minimum correction required a
posteriori.
For the analysis, a maximum likelihood method was implemented, where ANTARES
track event reconstructed position and time helped together with their energy estimator
to discriminate signal from background. Additionally, a lag has been implemented in
the possible signal in order to avoid missing signal in the shortest flares if the emission
is delayed in the real model. Different quality cuts were optimised by a 3σ Model
Discovery Potential in the likelihood ratio test statistic: elevation and estimated angular
error a priori for all analyses and track quality parameter source by source.
Five different analyses have been carried out assuming possible different signal
spectra:
GeV gamma-ray flares in blazars: using Fermi satellite data. Three sources shown a
pre-trial significance below 10%. The most significant one, 3C 279, has a 3.3% p-
value thanks to the same event responsible of the only signal excess of a previous
similar analysis. All source results are background compatible when the proper
post-trial factors are taken in account. These results have been also compared
with a recent analysis of IceCube, sharing similar upper limits for certain sources.
TeV gamma-ray flares in blazars: using IACTs data. Flares observed by HESS in
PKS 0447-439 showed a pre-trial 10% probability of being produced by a back-
ground sample, the largest signal excess in this analysis. After post-trial correc-
tions, it is easily explained by a background only case. Upper limits on neutrino
production in blazars during TeV flares have been produced.
The Crab nebula gamma-ray flares: using Fermi satellite data. No significant ex-
cess have been found, so constrains in the involvement of hadronic processes on
the Crab gamma-ray flares have been established.
X-ray binaries during gamma and X-ray flares: using data from multiple satellite
telescopes (Rossi/Swift/MAXI/Fermi). GX 1+4 presented three events signal com-
patible, that provided a 4.1% p-value, yet background compatible after trial-factor
considerations. Constraints to the neutrino flux have been provided, and a model
for GX 339 has been mostly ruled out.
X-ray binaries hardness transitions: as being reported in the Astronomers TELe-
gram alerts. In this analysis, no evidence for hadronic mechanisms has been found
during the transitions in hardness of X-ray binaries.
The most relevant results of all the analyses are summarised in Table 7.15. Five sources
showed a p-value ≤ 10% and a fitted signal nfits > 0.01.
Despite no evidence of neutrino signal has been found, studies of the neutrino upper
limits compared to the photon fluxes of the most significant sources have been carried
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Table 7.15: Results of the most significant sources. For each case the following
information is shown: the spectrum, S(E ), the fitted lag in days (lagfit), the fitted
signal (nfits ), the signal required for a 3σ evidence (n
3σ
s ), the log10 of the fitted test
statistic (Q˜fit), the one corresponding to the median of the background (Q˜Med ), the
p-value (PV ) and the post-trial probability (PT ). The underlined test statistics is the
one used for the upper limit computation.
Source S(E ) lagfit nfits n3σs Q˜fit Q˜Med PV% PT%
Blazars by Fermi
3C279 (2) −4 0.77 2.45 −0.2 −4.0 3.3 67
PKS 0235-618 (4) +5 0.63 1.53 −0.5 −4.0 4.6 91
PKS 1124-186 (5) +4 0.74 3.05 −0.4 −3.7 5.9 94
Blazars by IACTs
PKS 0447-439 (5) +5 0.10 1.75 −2.3 −4.1 10 55
Crab PWN by Fermi
None
XRBs X-ray flares
GX1+4 (3) −5 0.69 2.45 −0.3 −4.0 4.1 72
XRBs hardness transitions
None
Spectrum:
(1) E−1 (2) E−2 (3) E−2 · exp−E/100TeV (4) E−2 · exp−E/10 TeV (5) E−2 · exp−E/1TeV
out. They revealed a close distance to the extreme case where photon luminosity is
accompanied by neutrinos in a 1 : 1 proportion, somehow indicative of the order of
magnitude of a pure hadronic scenario, which may be reached in the future with the
second generation telescopes, IceCube and KM3NeT. Additionally, the time-dependent
techniques here developed are currently being adapted for future analyses where the
time constrain can reduce significantly the signal required for a discovery.
At the end of this work, a scientific article on the blazar analyses has been sent for
publication [294], while the same is planned for others. Moreover, these results have
been presented in multiple conferences.
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Appendix A
AGN classification
THIS appendix presents the classification of the different types of AGNs and their
unification. There are several different classes of galaxies regarding their luminous
activity. Besides the normal ones or the starburst type —that show an important star
formation— there are those that present a highly active nucleus, the so-called Active
Galactic Nuclei or AGNs. Their important activity is associated to a super massive
central black hole, SMBH, that accelerates the surrounding material that is accreted
to it. Therefore, their luminosity is higher than any of the other types of galaxies and
are the predominantly visible ones at high redshifts.
A.1 AGN classification
Traditionally AGNs have been classified as a function of the photon spectrum emission,
that gives the following subtype list:
 Seyfert I: They are Radio Quiet (RQ) and have no jets. They present broad and
narrow lines1.
 Seyfert II: They are RQ but with jets. Without broad lines —active nucleus may
be covered or obscured by a material torus— but still with narrow lines —possible
material torus may obscure, but not completely.
 QSO: They are essentially more luminous versions of Seyfert galaxies, the distinc-
tion among them is arbitrary. With narrow and broad lines —the rare exceptions
1It refers to the emission of spectral lines. In contrast to the narrow lines, the broad ones imply that
the gas source material of the lines are under Doppler, relativistic and redshifting effects —Doppler
and transverse-Doppler shifts, relativistic beaming and gravitational redshifting— due to the orbiting
in an accretion disk around the SMBH: its dumping into a jet, in case there is one, will probably not
be into a dense medium beyond the SMBH surroundings, so spectral lines may should not be expected
mainly from that. This particularity allows to define the Broad Line Region or BLR.
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without broad lines are an uncommon subtype similar to Seyfert II. The 10% that
are Radio Loud (RL) are the so-called Quasars, while the RQ are more similar to
Seyfert I.
 Radio galaxy: They are like quasars but almost no emission lines —probably no
torus at all— so the emission is dominated by jets.
 Blazar: They can be a quasar, sometimes a radio galaxy, looked from the direction
of the jet. Emission is dominated by non-thermal radiation from jet, amplified by
relativistic effects. No narrow lines at all. They are in two main types: without
broad emission of spectral lines —BL Lac objects— and with them —FSRQ
and others.
– BL Lac object: blazar with none or faint broad lines, probably because of
no torus at all, or due to their synchrotron dominated SED that sub-exposes
the frequencies of the emission lines, so its emission is dominated by jets.
They are probably radio galaxies viewed in the direction of the jet. All the
other blazars are like BL Lac objects but with quasar-like emission lines. Low
redshift: most of them have z < 0.5− 1.
– FSRQ: blazar with strong broad lines, perhaps because its gamma-ray domi-
nated SED does not sub-expose the emission lines frequencies, in contrast to
BL Lac objects. More luminous than a BL Lac object. High redshift: most
of them have 0.5− 0.2 < z <∼ 3.
– OVV Quasar: they are like a BL Lac object but with stronger broad emission
lines and violent luminosity variations: luminosity can change by 50% in one
day.
– HPQ and LPQ: like a BL Lac object but with stronger broad lines and
polarized emission, probably due to the presence of strong magnetic fields.
The difference between them lay in the magnetic field lines: parallel (LPQ)
or transverse (HPQ) to the jet direction.
A.2 Blazars subtypes
Blazars can be classified by where the low-energy (synchrotron) peak in the SED is
located:
LSP: Peak at IR (νs ≤ 1014Hz/1eV), composed by FSRQs and LBLs.
ISP: Peak at optical-UV (1014Hz/1eV ≤ νs ≤ 1015Hz/10eV), composed by LBLs
and IBLs.
HSP: Peak at X-ray (1015Hz/10eV ≤ νs), composed almost by HBLs.
A.3 AGNs unification
At present, the different types of AGNs are classified according to the angle of view
with respect to the galaxy axis and the presence or absence of jets and accretion discs
(see Figure 7.1):
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 Accretion disc: the thermal photon emission of the heated disc material can
reveal emission lines of the surroundings of two kinds, with broad or narrow lines.
Its presence classifies the AGNs as:
Broad emission lines: when the BLR is visible, emitted from the deepest region,
closest to the active nucleus2, extension of few to 100 light days from SMBH,
dense, fast and convulse region, with high Doppler effect on emission lines
that make them broad.
Present on Seyfert I, quasars and some blazars (FSRQs).
Narrow emission lines: from a surrounding torus or halo material that filters or
blocks the emission from the deeper active nucleus (extension from 1 pc to
∼1 kpc). Absence of broad lines in this case may mean that the BLR is just
not visible or blocked.
Present on Seyfert I & II, quasars and some radio galaxies.
Absence of emission lines: perhaps there is no BLR at all (radio galaxies, may
be also BL Lac object).
The UV/optical/IR luminosity is related with the accretion rate and the black hole
mass:
i quasar: Lnuc > Lgal
ii Strong AGN: Lnuc < Lgal
iii Weak AGN: Lnuc << Lgal
where Lnuc is the luminosity produced in the galactic nucleus region and Lgal the
one from the rest of the galaxy.
 Relativistic jets: not always present. In theory they are the consequence of a
spinning black hole and an accretion disc, that eventually will launch outflows
through BZ and BP processes3 generating jets. Two morphologies: FRI, low col-
limated, acceleration at nucleus (e.g. BL Lac objects); FRII, highly collimated,
acceleration in thermal shocks (e.g. FSRQs). They determine the amount, vari-
ability and polarization of the radio emission, classifying the AGNs in:
RQ: Lradio < 10
−4Lopt , normally with the absence of jets, spectrum dominated
by the thermal emission from the accretion disc. 90% of the AGNs, mostly
Seyfert I, and also 90% of QSOs. The Seyfert II are RQ also but they
show jets.
RL: Lradio > 10
−2Lopt , normally with the presence of jets, responsible of non-
thermal emission from radio (synchrotron) to gamma-rays (inverse Compton,
hadronic interactions, etc.), spectrum with an important non thermal com-
position. 10% of the AGNs, that comprise 10% of the QSOs (the RL ones
or quasars), blazars and radio galaxies.
The angle of view may also determine the variability and polarization:
2that is the accretion disc with material falling on the SMBH
3Blandford-Znajek and Blandford-Payne processes. In the BZ process, energy and angular momen-
tum are extracted from a rotating black hole and transferred to a remote astrophysical load by open
magnetic field lines. In the BP process, the magnetic field threading the disk extracts energy from the
rotating gas in the accretion disk to power the jet/outflow. [295, 296]
219
Appendix A. AGN classification
i High: look down the jet.
ii Low: other angles.
Also the angle of view may unify the different AGNs types:
1. Radio galaxy & Seyfert II: At 90◦ from the jet.
2. Quasars & Seyfert I: At an angle to the jet.
3. Blazars: Down the jet.
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Fluxes nomenclature
THIS appendix is an attempt to summarize all the flux derived magnitudes used in
this work. For this, the notation used is presented together the typical units employed.
Magnitudes
Flux: φ, rate at which particles arrive per unit area.
A flux, φ, is the amount of particles, n, that crosses a surface, S , perpendicular to its
direction per unit of time, t:
φ =
d2n
dS dt
[(neutrinos ·) cm−2 · s−1]
Nonetheless, it is more often refer to the differential flux, φE , when the term “flux” is
used since typically the flux shows a dependency with the energy, φ(E ).
Differential flux: φE , rate at which particles arrive per unit area per unit energy.
Frequently, the flux is not the same when measured at different energies, E , and then
is more often used the differential flux, φE , which provides information about the flux
features:
φE =
dφ
dE
=
d3n
dE dS dt
[(neutrinos ·) GeV−1 · cm−2 · s−1]
In this work are often used power-laws and cut-offs for the neutrino flux energy depen-
dence in the forms:
φE = φ0 (E/GeV)
−γ and φE = φ0 (E/GeV)
−γ exp−E/cut-off
with φ0 the flux normalisation. This can be defined more generically in the form:
φE = φ0 S(E )
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where S(E ) holds the dimensionless spectra characterization. When these spectra
are cited the energy unit terms, e.g. GeV, are usually drop out for text clarity, e.g.
S = E−2, which should lead to different units for the normalization φ0 if taken literally.
Nevertheless, φ0 terms are presented in φE units, e.g. GeV
−1 · cm−2 · s−1, and are the
typically used magnitudes to describe neutrino fluxes. Wherever the S(E ) notation is
used the E units derived have to be coherent with the φ0 ones, e.g. both in GeV, erg,
etc.
Energy flux: F , rate at which energy arrives per unit area.
The energy flux, F , results of weight the particle flux by the particles corresponding
energies:
F =
∫
E dφ =
∫
E φE dE = φ0
∫
E S(E ) dE [GeV · cm−2 · s−1]
resulting in a flux of energy in place of one of particles. When computing the energy
flux corresponding to a neutrino flux from its φE it is customary to chose an integration
energy range:
F = φ0
∫ Emax
Emin
E S(E ) dE
In this work two Emin and Emax limits have been chosen: 100GeV and 100PeV for
comparison with previous analyses; and the energy range that contains 90% of the
spectrum emission, i.e. 5% and 95%, on each particular case.
Specific (energy) flux: FE , rate at which energy arrives per unit area per unit energy.
FE =
dF
dE
= E φE = φ0 E S(E ) [(GeV · GeV−1 ·) cm−2 · s−1]
The specific flux times the energy, E FE (also ν Fν or λFλ for photons), is a magnitude
often used to express SEDs since it describes the flux of energy provided by energy
decade:
E FE = E
dF
dE
=
dF
d logE
[GeV · cm−2 · s−1]
The equivalent magnitude for a flux of particles, φ, is:
E 2 φE = E
2 dφ
dE
= E
dφ
d logE
[GeV · cm−2 · s−1]
Both, E FE and E
2 φE representations, are commonly used to describe photon and
neutrino fluxes respectively. The particularity for neutrinos is that, since the most
common assumed spectrum is E−2, E 2 φE = φ0 and therefore constant with E when
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represented. As a consequence, E 2 φE it is customary used to compare different neu-
trino upper limit fluxes as a function of other variables different than E , like the source
declination.
Fluence: F , energy received per unit area.
A relevant magnitude for transient analyses, because introduces a flux magnitude re-
lated to the flaring period length, is the fluence, F , that stands for the energy flux
integrated for a certain emission period of interest:
F =
∫
F dt =
∫∫
E φE dE dt = φ0
∫∫
E S(E ) dE dt [GeV · cm−2]
Since the flux is typically considered constant along the period of interest, this can be
directly formulated as F = F ∆t, with ∆t the emission period length.
Relations
The relation between all these magnitudes can be summarised as follows:
n =
∫∫
φ dS dt =
∫∫∫
φE dE dS dt = φ0
∫∫∫
S(E ) dE dS dt
φ =
d2n
dS dt
=
∫
φE dE = φ0
∫
S(E ) dE
φE =
d3n
dE dS dt
=
dφ
dE
= φ0 S(E )
F =
∫
E dφ =
∫
E φE dE = φ0
∫ Emax
Emin
E S(E ) dE
FE =
dF
dE
= E φE = φ0 E S(E )
E FE =
dF
d logE
= E
dφ
d logE
= E 2 φE = φ0 E
2 S(E )
F =
∫
F dt = φ0∆t
∫ Emax
Emin
E S(E ) dE
with the following particular cases for a S = E−2 spectrum:
φ = φ0 (E
−1
min − E−1max)
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φE = φ0 E
−2
F = φ0 (lnEmax − lnEmin)
FE = φ0 E
−1
E FE = E
2 φE = φ0
F = φ0∆t (lnEmax − lnEmin)
224
Appendix C
Tables of the optimisation and the
unblinded results
THIS appendix gathers in the following pages all the tables with the optimisation
results on the Λcuts and the unblinded results for all the analyses presented in chapter 7
for the blazars and XRBs analyses.
Table C.1: Averaged flaring time and livetime during the flares per source of each
analysis. Average visibility is also shown. The analyses period comprises 1567 days,
with a livetime of 1033 days (see section 7.2).
Analysis (# sources)
Flaring Livetime
Visibility
[days]
Blazars by Fermi (41) 135 58 0.66
Blazars by IACTs (7) 12 4 0.53
Crab (1) 19 6 0.45
XRBs (34) 230 114 0.78
XRBs H↔S (8) 16 10 0.83
All analyses (Total: 91) 149 91 0.71
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Table C.2: Optimisation of the Λcuts for the E
−2 spectrum (S(E )) for the Fermi LAT
blazars analysis. Source name is shown together the flaring days (F), the livetime during
the flare (LT) and the visibility (Vis). For each spectrum are listed the optimised Λcut ,
the signal required for 3σ (5σ) evidence and its discovery flux.
Source E−2 (1)
Name F (LT) |Vis Λcut n3σs (n5σs ) DF 3σ (DF 5σ)
3C273 288 (95) | 0.56 -5.3 2.05 (4.19) 1.8 (3.7)
3C279 279 (115) | 0.59 -5.3 2.45 (3.77) 1.7 (3.1)
3C454.3 839 (261) | 0.48 -5.2 2.41 (4.73) 0.7 (1.4)
4C +14.23 60 (12) | 0.49 -5.4 1.55 (3.29) 13 (26)
4C +21.35 517 (153) | 0.46 -5.2 1.61 (3.41) 0.9 (1.8)
4C +28.07 114 (45) | 0.41 -5.2 1.79 (3.79) 2.6 (5.0)
AO0235+164 160 (49) | 0.48 -5.2 1.81 (3.99) 2.4 (4.9)
B2 1520+31 61 (12) | 0.39 -5.1 1.33 (3.57) 7.6 (16)
B2 2308+34 27 (6.9) | 0.37 -5.3 1.21 (2.99) 14 (31)
CTA102 69 (29) | 0.50 -5.3 1.53 (3.43) 3.6 (8.0)
OG050 10 (5.5) | 0.53 -5.0 0.93 (3.73) 16 (40)
OJ 248 113 (31) | 0.44 -5.3 1.59 (3.37) 3.3 (6.9)
OJ 287 48 (22) | 0.46 -5.2 1.55 (3.63) 5.4 (12)
PKS 0208-512 117 (93) | 1.00 -5.3 2.05 (3.69) 1.8 (3.5)
PKS 0235-618 25 (13) | 1.00 -5.4 1.05 (3.19) 9.0 (23)
PKS 0244-470 34 (34) | 1.00 -5.3 1.57 (3.51) 4.6 (9.4)
PKS 0250-225 24 (14) | 0.71 -5.2 1.47 (3.59) 9.2 (20)
PKS 0301-243 21 (2.4) | 0.72 -5.6 0.91 (2.63) 34 (92)
PKS 0402-362 117 (78) | 0.88 -5.2 1.89 (4.05) 2.1 (4.5)
PKS 0426-380 223 (106) | 0.94 -5.2 1.85 (4.07) 1.7 (3.4)
PKS 0440-00 37 (10) | 0.57 -5.5 1.07 (2.61) 12 (29)
PKS 0454-234 200 (92) | 0.71 -5.2 2.15 (4.31) 1.7 (3.5)
PKS 0537-441 185 (86) | 1.00 -5.3 1.65 (2.95) 1.8 (3.5)
PKS 0805-07 7 (3.7) | 0.61 -5.4 1.03 (3.49) 31 (90)
PKS 1124-186 73 (41) | 0.68 -5.3 2.09 (3.91) 3.0 (5.5)
PKS 1329-049 64 (31) | 0.59 -5.3 1.69 (3.81) 4.8 (10)
PKS 1502+106 285 (82) | 0.51 -5.3 2.05 (3.67) 1.9 (3.7)
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
(Continues on next page)
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(Continues from previous page)
Source E−2 (1)
Name F (LT) |Vis Λcut n3σs (n5σs ) DF 3σ (DF 5σ)
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
PKS 1510-08 385 (158) | 0.62 -5.3 2.23 (4.41) 1.1 (2.2)
PKS 1730-13 23 (7.9) | 0.64 -5.2 1.17 (3.05) 11 (27)
PKS 1830-211 122 (59) | 0.70 -5.3 1.63 (3.27) 2.3 (4.6)
PKS 2023-07 78 (33) | 0.61 -5.2 1.15 (3.35) 49 (131)
PKS 2142-75 151 (91) | 1.00 -5.2 1.53 (3.51) 3.5 (7.3)
PKS 2227-08 3 (1.7) | 0.61 -5.2 1.67 (3.59) 1.6 (3.2)
PKS 2233-148 75 (41) | 0.65 -5.3 1.29 (3.57) 116 (287)
PKS 2320-035 5 (2.6) | 0.58 -5.3 1.17 (2.93) 2.6 (5.9)
PKS 2326-502 214 (179) | 1.00 -5.2 2.35 (4.17) 1.1 (2.2)
PKSB1424-418 165 (117) | 1.00 -5.3 2.09 (3.71) 1.4 (2.8)
PMNJ0531-4827 53 (51) | 1.00 -5.1 1.63 (3.97) 3.4 (6.9)
PMNJ2331-2148 10 (5.2) | 0.70 -5.2 1.09 (3.23) 24 (60)
PMNJ2345-1555 152 (87) | 0.66 -5.2 2.09 (4.07) 1.9 (3.6)
Ton 599 100 (38) | 0.41 -5.3 1.77 (4.03) 3.2 (6.8)
Average 135 (58) | 0.66 -5.3 1.64 (3.6) 10 (25)
(1)
[
DFXσ
]
= 10−7 GeV−1 cm−2 s−1
Nomenclature of differential flux: φE = φ0 S(E) = DF
Xσ S(E) (see Appendix B)
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Table C.3: Optimisation of the Λcuts for the spectra (S(E )) E−1 and E−2 with 10 and 1TeV cutoffs for the Fermi LAT blazars
analysis. Source name is shown together the flaring days (F), the livetime during the flare (LT) and the visibility (Vis). For each
spectrum are listed the optimised Λcut , the signal required for 3σ (5σ) evidence and its discovery flux.
Source E−1 (1) E−2 · exp−E/10TeV (2) E−2 · exp−E/1TeV (3)
Name F (LT) |Vis Λcut n3σ (5σ)s DF 3σ (5σ) Λcut n3σ (5σ)s DF 3σ (5σ) Λcut n3σ (5σ)s DF 3σ (5σ)
3C273 288 (91) | 0.56 -5.5 1.67 (3.8) 1.6 (3.5) -5.4 2.47 (5.5) 1.4 (2.7) -5.5 3.27 (6.3) 1.2 (2.3)
3C279 279 (115) | 0.59 -5.2 1.47 (4.2) 1.5 (3.4) -5.4 2.87 (5.5) 1.1 (2.2) -5.5 3.91 (7.2) 1.0 (1.8)
3C454.3 839 (261) | 0.48 -5.3 2.03 (3.4) 0.6 (1.3) -5.4 3.33 (5.4) 0.7 (1.3) -5.5 4.41 (8.3) 0.7 (1.3)
4C +14.23 60 (12) | 0.49 -5.3 1.03 (3.1) 8.9 (20) -5.4 1.87 (4.0) 12 (22) -5.6 2.21 (4.2) 11 (20)
4C +21.35 517 (153) | 0.46 -5.2 1.31 (2.9) 0.7 (1.5) -5.4 2.21 (4.6) 0.9 (1.8) -5.5 2.89 (5.8) 0.9 (1.8)
4C +28.07 114 (45) | 0.41 -5.3 1.43 (3.0) 1.6 (3.4) -5.4 2.37 (4.3) 2.6 (4.8) -5.5 3.35 (5.5) 3.1 (5.9)
AO0235+164 160 (49) | 0.48 -5.2 1.31 (3.7) 1.9 (4.3) -5.4 2.09 (4.0) 2.1 (3.9) -5.5 3.17 (6.2) 2.1 (4.0)
B2 1520+31 61 (12) | 0.39 -5.2 1.09 (3.0) 4.6 (11) -5.4 1.77 (3.8) 8.4 (16) -5.6 2.89 (5.4) 8.8 (16)
B2 2308+34 27 (6.9) | 0.37 -5.3 0.95 (2.6) 7.2 (17) -5.4 1.69 (3.7) 17 (34) -5.7 2.25 (4.3) 18 (35)
CTA102 69 (29) | 0.50 -5.3 1.19 (3.3) 3.4 (8.0) -5.4 1.83 (4.1) 2.7 (5.5) -5.5 2.25 (4.9) 2.4 (4.7)
OG050 10 (5.5) | 0.53 -5.2 0.85 (2.7) 15 (38) -5.4 1.47 (4.0) 12 (25) -5.5 2.11 (4.4) 11 (21)
OJ 248 113 (31) | 0.44 -5.3 1.15 (3.2) 2.2 (5.3) -5.4 1.97 (3.8) 3.3 (6.3) -5.5 2.67 (5.1) 3.5 (6.8)
OJ 287 48 (22) | 0.46 -5.2 1.11 (3.4) 4.0 (10) -5.4 1.81 (4.0) 4.8 (9.5) -5.5 2.71 (4.9) 4.8 (8.7)
PKS 0208-512 117 (93) | 1.00 -5.3 1.37 (3.4) 2.1 (4.8) -5.4 2.57 (4.9) 1.1 (2.1) -5.5 3.71 (6.3) 1.0 (1.9)
PKS 0235-618 25 (13) | 1.00 -5.4 0.83 (2.3) 19 (49) -5.4 1.53 (3.6) 5.8 (13) -5.7 1.79 (3.9) 4.8 (10)
PKS 0244-470 34 (34) | 1.00 -5.4 1.15 (2.8) 3.5 (8.1) -5.4 2.09 (4.1) 3.1 (6.1) -5.7 2.91 (5.6) 2.5 (4.9)
PKS 0250-225 24 (14) | 0.71 -5.2 0.95 (3.2) 8.6 (21) -5.4 1.97 (3.7) 5.8 (11) -5.4 2.27 (4.4) 4.5 (8.7)
PKS 0301-243 21 (2.4) | 0.72 -5.6 0.79 (1.8) 33 (77) -5.4 1.07 (2.6) 24 (59) -5.7 1.13 (2.8) 19 (46)
PKS 0402-362 117 (78) | 0.88 -5.3 1.39 (3.5) 1.7 (3.7) -5.4 2.43 (4.9) 1.4 (2.9) -5.5 3.71 (6.7) 1.2 (2.1)
2
2
8
PKS0426-380 223 (106) | 0.94 -5.5 1.61 (3.6) 1.2 (2.4) -5.4 2.51 (5.0) 1.2 (2.4) -5.4 3.09 (7.4) 1.0 (2.0)
PKS0440-00 37 (10) | 0.57 -5.5 0.87 (2.3) 9.3 (23) -5.4 1.49 (3.3) 11 (24) -5.7 1.59 (3.5) 9.9 (22)
PKS0454-234 200 (92) | 0.71 -5.3 1.71 (4.1) 1.9 (3.9) -5.4 2.65 (5.2) 1.0 (2.0) -5.4 3.73 (7.0) 0.9 (1.7)
PKS0537-441 185 (86) | 1.00 -5.3 1.11 (3.0) 1.2 (2.9) -5.4 1.99 (3.6) 1.3 (2.6) -5.6 2.91 (5.2) 1.1 (2.2)
PKS0805-07 7 (3.7) | 0.61 -5.5 0.91 (2.6) 28 (71) -5.4 1.45 (3.5) 24 (58) -5.7 1.83 (3.5) 21 (45)
PKS1124-186 73 (41) | 0.68 -5.2 1.21 (3.4) 2.9 (6.7) -5.4 2.49 (4.1) 1.7 (3.1) -5.4 3.05 (6.3) 1.4 (2.5)
PKS1329-049 64 (31) | 0.59 -5.2 1.03 (3.0) 4.2 (9.9) -5.4 2.17 (4.3) 3.4 (6.7) -5.5 2.43 (5.3) 2.8 (5.5)
PKS1502+106 285 (82) | 0.51 -5.4 1.69 (3.6) 1.7 (3.6) -5.4 2.35 (4.8) 1.5 (3.0) -5.5 3.17 (5.5) 1.4 (2.7)
PKS1510-08 385 (158) | 0.62 -5.2 1.37 (3.0) 1.0 (2.2) -5.4 2.49 (4.7) 0.8 (1.4) -5.5 3.65 (6.3) 0.6 (1.2)
PKS1730-13 23 (7.9) | 0.64 -5.3 0.93 (2.6) 13 (34) -5.4 1.79 (3.6) 7.4 (15) -5.5 2.05 (4.0) 5.6 (11)
PKS1830-211 122 (59) | 0.70 -5.2 1.05 (3.1) 2.3 (5.1) -5.4 2.23 (4.2) 1.5 (2.8) -5.6 2.83 (4.8) 1.1 (2.2)
PKS2023-07 78 (33) | 0.61 -5.2 1.07 (3.1) 3.3 (7.5) -5.4 2.35 (4.0) 2.4 (4.6) -5.5 2.69 (5.2) 1.9 (3.7)
PKS2142-75 151 (91) | 1.00 -5.3 1.47 (2.9) 7.0 (14) -5.4 2.49 (4.9) 0.9 (1.7) -5.5 2.97 (5.9) 0.7 (1.4)
PKS2227-08 3 (1.7) | 0.61 -5.2 0.85 (2.7) 106 (258) -5.4 1.73 (3.8) 84 (169) -5.7 2.33 (4.3) 65 (120)
PKS2233-148 75 (41) | 0.65 -5.4 0.95 (2.4) 2.5 (5.9) -5.4 1.75 (3.8) 1.8 (3.9) -5.7 2.21 (4.2) 1.5 (3.2)
PKS2320-035 5 (2.6) | 0.58 -5.3 0.93 (3.2) 54 (160) -5.4 1.45 (4.6) 33 (82) -5.4 2.39 (4.9) 29 (59)
PKS2326-502 214 (179) | 1.00 -5.2 1.71 (3.6) 1.3 (2.6) -5.4 2.89 (5.3) 0.7 (1.4) -5.5 4.05 (9.1) 0.6 (1.1)
PKSB1424-418 165 (117) | 1.00 -5.4 1.11 (3.4) 0.9 (2.2) -5.4 2.33 (4.7) 1.0 (2.0) -5.5 3.67 (6.9) 0.9 (1.7)
PMNJ0531-4827 53 (51) | 1.00 -5.3 1.39 (3.2) 3.1 (7.2) -5.4 2.17 (4.2) 2.1 (4.1) -5.6 3.19 (5.5) 1.8 (3.4)
PMNJ2331-2148 10 (5.2) | 0.70 -5.4 0.85 (2.9) 23 (60) -5.4 1.89 (3.9) 18 (36) -5.4 2.15 (4.2) 13 (26)
PMNJ2345-1555 152 (87) | 0.66 -5.3 1.83 (3.2) 2.1 (4.3) -5.4 2.57 (5.6) 1.1 (2.3) -5.6 3.59 (6.8) 1.0 (1.9)
Ton599 100 (38) | 0.41 -5.3 1.31 (3.6) 1.9 (4.4) -5.4 2.11 (4.3) 3.4 (6.9) -5.6 3.27 (5.5) 3.9 (7.4)
Average 135 (58) | 0.66 -5.3 1.22 (3.1) 9.5 (24) -5.4 2.12 (4.3) 7.6 (16) -5.5 2.84 (5.5) 6.5 (13)
φE = DF
Xσ S(E) | (1) [DFXσ] = 10−13 GeV−1 cm−2 s−1 | (2) [DFXσ] = 10−6 GeV−1 cm−2 s−1 | (3) [DFXσ] = 10−5 GeV−1 cm−2 s−1
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Table C.4: Unblinded results for the spectra (S(E )) E−2 and E−1 for the Fermi LAT blazars analysis. For each source is shown the
fitted lag in days (lagfit), the fitted signal (nfits ), the signal required for a 3σ evidence (n
3σ
s ), the log10 of the fitted test statistic (Q˜fit)
and the one corresponding to the median of the background (Q˜Med ) together the p-value (PV ) and its post-trial probability considering
all the analysed sources for that spectra (PT ). The underlined test statistics is the one used for the upper limit computation. In bold
are the most significant cases with p-value ≤ 10% and nfits > 0.01.
Source
E−2 E−1
lagfit nfits (n
3σ
s ) Q˜fit (Q˜Med ) PV% (PT%) lagfit nfits (n3σs ) Q˜fit (Q˜Med ) PV% (PT%)
3C273 +2 0.00 (2.05) -3.5 (-4.1) 21 (100) +2 0.00 (1.67) -3.9 (-4.1) 33 (100)
3C279 (∗) −4 0.77 (2.45) -0.2 (-4.0) 3.3 (67) −5 0.06 (1.47) -2.7 (-4.7) 2.5 (67)
3C454.3 +0 0.00 (2.41) -4.7 (-4.1) 96 (100) −3 0.00 (2.03) -4.9 (-4.5) 100 (100)
4C +14.23 +5 0.00 (1.55) -4.5 (-4.3) 68 (100) +5 0.00 (1.03) -4.9 (-4.8) 99 (100)
4C +21.35 +3 0.00 (1.61) -4.0 (-4.3) 35 (100) +5 0.00 (1.31) -4.7 (-4.7) 61 (100)
4C +28.07 +3 0.00 (1.79) -5.0 (-4.5) 94 (100) +4 0.00 (1.43) -4.8 (-4.7) 91 (100)
AO0235+164 −5 0.00 (1.81) -4.4 (-4.4) 46 (100) −5 0.00 (1.31) -4.8 (-4.7) 81 (100)
B2 1520+31 −1 0.00 (1.33) -4.9 (-4.7) 81 (100) −4 0.00 (1.09) -7.1 (-4.8) 100 (100)
B2 2308+34 −5 0.00 (1.21) -6.1 (-4.6) 99 (100) −2 0.00 (0.95) -7.7 (-4.8) 100 (100)
CTA102 +0 0.00 (1.53) -3.9 (-4.4) 25 (100) +3 0.00 (1.19) -4.7 (-4.7) 43 (100)
OG050 +5 0.00 (0.93) -4.7 (-4.8) 35 (100) +5 0.00 (0.85) -6.6 (-4.8) 100 (100)
OJ 248 −5 0.00 (1.59) -5.5 (-4.5) 99 (100) +3 0.00 (1.15) -6.9 (-4.8) 100 (100)
OJ 287 −5 0.00 (1.55) -4.8 (-4.5) 92 (100) −5 0.00 (1.11) -4.9 (-4.8) 98 (100)
PKS 0208-512 −2 0.00 (2.05) -4.5 (-4.2) 74 (100) −2 0.00 (1.37) -4.4 (-4.4) 52 (100)
PKS 0235-618 −3 0.00 (1.05) -4.2 (-4.3) 38 (100) −3 0.00 (0.83) -4.4 (-4.5) 34 (100)
PKS 0244-470 −1 0.00 (1.57) -4.4 (-4.1) 82 (100) −1 0.00 (1.15) -4.4 (-4.4) 63 (100)
PKS 0250-225 +5 0.00 (1.47) -4.5 (-4.5) 49 (100) +5 0.00 (0.95) -5.5 (-4.7) 100 (100)
2
3
0
PKS0301-243 +5 0.00 (0.91) -4.5 (-4.5) 76 (100) +5 0.00 (0.79) -4.7 (-4.6) 59 (100)
PKS0402-362 +3 0.00 (1.89) -5.3 (-4.1) 100 (100) +3 0.00 (1.39) -4.4 (-4.4) 73 (100)
PKS0426-380 −5 0.00 (1.85) -4.6 (-4.3) 85 (100) −5 0.00 (1.61) -4.3 (-4.2) 61 (100)
PKS0440-00 +2 0.00 (1.07) -4.3 (-4.2) 70 (100) +0 0.00 (0.87) -4.4 (-4.4) 48 (100)
PKS0454-234 −5 0.00 (2.15) -4.7 (-4.1) 95 (100) +5 0.00 (1.71) -4.6 (-4.4) 96 (100)
PKS0537-441 +5 0.00 (1.65) -4.7 (-4.3) 89 (100) +5 0.00 (1.11) -4.4 (-4.4) 52 (100)
PKS0805-07 −1 0.00 (1.03) -4.4 (-4.6) 42 (100) +5 0.00 (0.91) -4.4 (-4.4) 45 (100)
PKS1124-186 +4 0.00 (2.09) -3.0 (-4.3) 7.8 (95) +4 0.00 (1.21) -4.5 (-4.7) 24 (100)
PKS1329-049 +3 0.00 (1.69) -4.8 (-4.3) 96 (100) +4 0.00 (1.03) -4.8 (-4.8) 91 (100)
PKS1502+106 +5 0.00 (2.05) -5.3 (-4.2) 100 (100) +5 0.00 (1.69) -5.1 (-4.4) 100 (100)
PKS1510-08 −1 0.00 (2.23) -4.7 (-4.0) 98 (100) +5 0.00 (1.37) -7.5 (-4.6) 100 (100)
PKS1730-13 −1 0.00 (1.17) -4.6 (-4.6) 54 (100) −1 0.00 (0.93) -4.5 (-4.4) 74 (100)
PKS1830-211 +0 0.00 (1.63) -3.7 (-4.2) 22 (100) +0 0.00 (1.05) -4.7 (-4.7) 42 (100)
PKS2023-07 +0 0.00 (1.53) -4.6 (-4.4) 73 (100) +0 0.00 (1.07) -4.8 (-4.8) 60 (100)
PKS2320-035 +4 0.00 (1.15) -4.8 (-4.8) 56 (100) +4 0.00 (0.93) -4.7 (-4.7) 61 (100)
PKS2142-75 +4 0.00 (1.67) -4.5 (-4.4) 64 (100) +4 0.00 (1.47) -4.4 (-4.4) 62 (100)
PKS2227-08 −1 0.00 (1.29) -4.7 (-4.2) 78 (100) −1 0.00 (0.85) -4.8 (-4.8) 75 (100)
PKS2233-148 −4 0.00 (1.17) -4.5 (-4.5) 42 (100) −4 0.00 (0.95) -4.4 (-4.4) 46 (100)
PKS2326-502 +4 0.00 (2.35) -4.9 (-4.1) 100 (100) −4 0.00 (1.71) -4.5 (-4.4) 74 (100)
PKSB1424-418 −2 0.00 (2.09) -4.7 (-4.2) 93 (100) −5 0.00 (1.11) -4.5 (-4.4) 67 (100)
PMNJ0531-4827 −3 0.00 (1.63) -4.6 (-4.3) 76 (100) −2 0.00 (1.39) -4.4 (-4.4) 64 (100)
PMNJ2331-2148 +5 0.00 (1.09) -4.5 (-4.7) 30 (100) +3 0.00 (0.85) -4.5 (-4.5) 40 (100)
PMNJ2345-1555 +5 0.00 (2.09) -4.8 (-4.1) 99 (100) +5 0.00 (1.83) -4.5 (-4.2) 91 (100)
Ton599 +5 0.00 (1.77) -5.3 (-4.4) 99 (100) +5 0.00 (1.31) -6.5 (-4.7) 100 (100)
(∗) The E−1 case has been rejected as significant. See section 7.3.1 for further explanations.2
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Table C.5: Unblinded results for the spectra (S(E )) E−2 with 10 and 1TeV cutoffs for the Fermi LAT blazars analysis. For each
source are shown: the fitted lag in days (lagfit), the fitted signal (nfits ), the signal required for a 3σ evidence (n
3σ
s ), the log10 of
the fitted test statistic (Q˜fit), the one corresponding to the median of the background (Q˜Med ), the p-value (PV ) and the post-trial
probability (PT ). The underlined test statistics is the one used for the upper limit computation. In bold are the most significant cases
with p-value ≤ 10% and nfits > 0.01.
Source
E−2 · exp−E/10TeV E−2 · exp−E/1TeV
lagfit nfits (n
3σ
s ) Q˜fit (Q˜Med ) PV% (PT%) lagfit nfits (n3σs ) Q˜fit (Q˜Med ) PV% (PT%)
3C273 +2 0.00 (2.47) -3.5 (-3.8) 34 (100) +2 0.00 (3.27) -4.1 (-3.6) 88 (100)
3C279 −4 0.45 (2.87) -0.9 (-3.8) 8.5 (96) −5 0.00 (3.91) -3.3 (-3.5) 35 (100)
3C454.3 −3 0.00 (3.33) -4.6 (-3.7) 100 (100) −3 0.00 (4.41) -5.2 (-3.5) 100 (100)
4C +14.23 +5 0.00 (1.87) -4.4 (-4.0) 91 (100) +1 0.00 (2.21) -4.0 (-3.7) 74 (100)
4C +21.35 +4 0.00 (2.21) -4.0 (-3.8) 63 (100) +4 0.00 (2.89) -3.6 (-3.5) 53 (100)
4C +28.07 +4 0.00 (2.37) -4.5 (-4.0) 85 (100) +4 0.00 (3.35) -4.2 (-3.6) 87 (100)
AO0235+164 −5 0.00 (2.09) -4.1 (-4.1) 51 (100) −5 0.00 (3.17) -3.7 (-3.7) 56 (100)
B2 1520+31 −4 0.00 (1.77) -5.6 (-4.2) 100 (100) −2 0.00 (2.89) -4.0 (-3.5) 89 (100)
B2 2308+34 +3 0.00 (1.69) -4.4 (-4.1) 87 (100) +5 0.00 (2.25) -4.3 (-3.6) 95 (100)
CTA102 +0 0.00 (1.83) -3.7 (-4.1) 30 (100) +0 0.00 (2.25) -3.3 (-3.7) 25 (100)
OG050 +5 0.00 (1.47) -4.6 (-4.4) 68 (100) +2 0.00 (2.11) -4.2 (-3.8) 81 (100)
OJ 248 −5 0.00 (1.97) -4.8 (-4.2) 99 (100) −5 0.00 (2.67) -4.1 (-3.8) 69 (100)
OJ 287 −1 0.00 (1.81) -5.0 (-4.1) 100 (100) +1 0.00 (2.71) -3.7 (-3.6) 62 (100)
PKS 0208-512 +5 0.00 (2.57) -4.1 (-3.9) 76 (100) +2 0.00 (3.71) -4.0 (-3.5) 96 (100)
PKS 0235-618 +5 0.63 (1.53) -0.5 (-4.0) 4.6 (91) +5 0.72 (1.79) -0.3 (-3.9) 5.1 (91)
PKS 0244-470 +5 0.00 (2.09) -4.2 (-3.7) 90 (100) +5 0.00 (2.91) -4.0 (-3.5) 91 (100)
PKS 0250-225 +5 0.00 (1.97) -4.2 (-4.1) 65 (100) +5 0.00 (2.27) -3.9 (-3.9) 54 (100)
2
3
2
PKS0301-243 +5 0.00 (1.07) -4.5 (-4.4) 89 (100) −3 0.00 (1.13) -4.6 (-4.4) 89 (100)
PKS0402-362 −5 0.00 (2.43) -4.6 (-3.8) 97 (100) +5 0.00 (3.71) -4.3 (-3.4) 100 (100)
PKS0426-380 −5 0.00 (2.51) -3.3 (-3.9) 17 (100) −5 0.00 (3.09) -3.1 (-3.7) 14 (100)
PKS0440-00 −5 0.00 (1.49) -4.1 (-3.8) 71 (100) −5 0.00 (1.59) -4.1 (-3.8) 75 (100)
PKS0454-234 −5 0.00 (2.65) -4.6 (-3.9) 97 (100) −5 0.00 (3.73) -4.4 (-3.5) 97 (100)
PKS0537-441 +5 0.00 (1.99) -4.3 (-4.0) 92 (100) +3 0.00 (2.91) -3.7 (-3.7) 57 (100)
PKS0805-07 +0 0.00 (1.45) -4.2 (-4.1) 58 (100) +2 0.00 (1.83) -4.0 (-3.9) 55 (100)
PKS1124-186 +4 0.22 (2.49) -1.7 (-4.0) 9.1 (99) +4 0.74 (3.05) -0.4 (-3.7) 5.9 (94)
PKS1329-049 +4 0.00 (2.17) -4.0 (-3.9) 63 (100) +4 0.00 (2.43) -4.0 (-3.7) 74 (100)
PKS1502+106 −1 0.00 (2.35) -∞ (-4.0) 100 (100) +5 0.00 (3.17) -5.5 (-3.6) 100 (100)
PKS1510-08 −3 0.00 (2.49) -4.6 (-3.8) 98 (100) +5 0.00 (3.65) -4.1 (-3.5) 94 (100)
PKS1730-13 −1 0.00 (1.79) -4.2 (-4.0) 79 (100) −1 0.00 (2.05) -4.1 (-3.9) 71 (100)
PKS1830-211 +5 0.00 (2.23) -3.5 (-3.8) 30 (100) +5 0.00 (2.83) -3.3 (-3.6) 27 (100)
PKS2023-07 +5 0.00 (2.35) -3.5 (-3.9) 28 (100) +5 0.00 (2.69) -3.4 (-3.7) 32 (100)
PKS2142-75 +4 0.00 (2.49) -4.1 (-3.8) 75 (100) +4 0.00 (2.97) -3.9 (-3.6) 76 (100)
PKS2227-08 +3 0.00 (1.73) -3.7 (-3.7) 57 (100) −1 0.00 (2.33) -4.1 (-3.3) 96 (100)
PKS2233-148 +2 0.00 (1.75) -4.0 (-4.0) 54 (100) +4 0.00 (2.21) -3.8 (-3.8) 55 (100)
PKS2320-035 +4 0.00 (1.45) -4.8 (-4.5) 73 (100) −2 0.00 (2.39) -4.3 (-3.7) 84 (100)
PKS2326-502 −4 0.00 (2.89) -5.0 (-3.9) 100 (100) +5 0.00 (4.05) -3.6 (-3.5) 56 (100)
PKSB1424-418 −2 0.00 (2.33) -4.6 (-4.0) 94 (100) +0 0.00 (3.67) -3.6 (-3.6) 49 (100)
PMNJ0531-4827 −1 0.00 (2.17) -4.4 (-4.0) 81 (100) −1 0.00 (3.19) -3.6 (-3.5) 56 (100)
PMNJ2331-2148 +5 0.00 (1.89) -4.0 (-4.0) 52 (100) +0 0.00 (2.15) -4.1 (-4.0) 61 (100)
PMNJ2345-1555 +5 0.00 (2.57) -4.7 (-3.9) 100 (100) +5 0.00 (3.59) -4.5 (-3.5) 98 (100)
Ton599 +5 0.00 (2.11) -4.7 (-4.0) 99 (100) +0 0.00 (3.27) -4.5 (-3.5) 100 (100)
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Table C.6: Upper limits for the Fermi LAT blazars analysis. For each source is shown the livetime (LT) and for each spectra (S(E ))
the energy integral (I(E )), the differential flux normalisation (φ0), the energy flux (F ) and the fluence (F).
Source LT
E−1 E−2 E−2 · exp−E/10TeV E−2 · exp−E/1TeV
I(E ) φ0 F F I(E ) φ0 F F I(E ) φ0 F F I(E ) φ0 F F
3C273 91 8.3 2.0 1.6 130 6.9 2.2 1.6 12 2.5 1.3 0.32 25 1.4 0.79 1.1 87
3C279 115 8.1 3.1 2.5 250 7.0 3.0 2.1 21 2.5 1.6 0.40 40 1.4 0.77 1.1 110
3C454.3 261 8.1 0.51 0.41 93 6.9 0.55 0.38 8.6 2.3 0.44 0.10 23 1.4 0.40 0.54 120
4C +14.23 12 8.1 14 12 120 7.1 14 9.8 10 2.4 11 2.7 27 1.4 9.0 13 130
4C +21.35 153 8.1 0.84 0.68 90 6.9 1.1 0.75 9.9 2.3 0.74 0.17 23 1.4 0.66 0.89 120
4C +28.07 45 8.3 1.8 1.5 59 6.9 2.4 1.7 6.6 2.2 2.0 0.45 18 1.3 1.9 2.5 98
AO0235+164 49 8.1 2.5 2.0 85 6.9 2.4 1.7 7.1 2.3 1.8 0.41 18 1.4 1.4 1.9 79
B2 1520+31 12 8.3 7.0 5.8 61 6.9 9.5 6.5 6.8 2.2 8.2 1.8 18 1.3 6.2 8.1 85
B2 2308+34 7 8.3 12 10 61 7.1 19 13 7.9 2.2 18 4.0 24 1.3 16 21 130
CTA102 29 8.1 5.1 4.2 110 7.0 5.2 3.6 9.2 2.4 3.3 0.79 20 1.4 2.8 3.9 99
OG050 5 8.1 29 24 110 6.6 32 21 10 2.4 14 3.4 16 1.4 9.4 13 62
OJ 248 31 8.1 3.1 2.6 69 7.0 3.5 2.5 6.7 2.3 2.9 0.67 18 1.3 2.5 3.4 92
OJ 287 22 8.1 6.0 4.9 93 6.9 5.9 4.1 7.7 2.3 4.6 1.0 20 1.4 3.5 4.7 90
PKS 0208-512 93 8.0 2.6 2.0 160 7.0 1.6 1.1 8.8 2.5 0.82 0.21 17 1.4 0.60 0.87 69
PKS 0235-618 13 6.9 44 31 340 6.7 17 11 12 2.6 12 3.1 34 1.5 8.8 13 150
PKS 0244-470 34 8.1 5.2 4.2 120 7.1 5.1 3.6 11 2.6 2.8 0.73 21 1.5 2.0 2.9 84
PKS 0250-225 14 8.1 15 12 140 7.0 11 7.6 8.9 2.5 5.3 1.3 16 1.4 3.7 5.2 60
PKS 0301-243 2 8.3 70 58 120 7.3 66 48 9.9 2.6 41 11 22 1.5 30 44 91
PKS 0402-362 78 8.3 2.0 1.7 110 7.1 2.0 1.4 9.5 2.5 1.1 0.28 19 1.4 0.75 1.1 71
2
3
4
PKS0426-380 106 8.3 1.3 1.1 97 7.1 1.6 1.2 11 2.5 1.5 0.38 35 1.4 1.3 1.9 170
PKS0440-00 10 8.1 18 15 130 7.1 19 14 12 2.5 14 3.5 30 1.5 11 17 140
PKS0454-234 92 8.3 1.9 1.5 120 7.0 1.4 1.0 8.0 2.5 0.75 0.19 15 1.4 0.55 0.77 61
PKS0537-441 86 8.1 1.9 1.5 110 7.2 1.9 1.4 10 2.5 1.2 0.31 23 1.5 0.83 1.2 89
PKS0805-07 4 8.3 55 45 140 7.1 56 40 13 2.6 30 7.6 24 1.5 21 30 96
PKS1124-186 41 8.1 5.1 4.2 150 7.1 4.2 3.0 11 2.5 2.3 0.58 21 1.4 2.0 2.8 100
PKS1329-049 31 8.1 6.8 5.5 150 7.0 4.9 3.4 9.1 2.5 2.9 0.72 19 1.4 2.2 3.1 83
PKS1502+106 82 8.1 1.7 1.4 100 7.0 1.6 1.1 8.0 2.4 1.2 0.28 20 1.4 1.0 1.3 93
PKS1510-08 158 8.1 1.2 1.0 140 7.0 0.89 0.62 8.5 2.5 0.58 0.14 19 1.4 0.40 0.57 78
PKS1730-13 8 8.3 23 19 130 6.9 16 11 7.8 2.5 7.5 1.9 13 1.4 5.1 7.1 49
PKS1830-211 59 8.1 4.0 3.2 160 7.1 3.3 2.4 12 2.6 1.6 0.42 21 1.4 1.2 1.7 88
PKS2023-07 33 8.1 5.1 4.1 120 6.9 3.9 2.7 7.7 2.5 2.6 0.65 19 1.4 1.8 2.5 73
PKS2142-75 91 2.6 8.2 2.2 170 6.3 1.7 1.1 8.3 2.6 0.68 0.18 14 1.4 0.48 0.69 54
PKS2227-08 2 8.1 205 167 240 7.0 154 107 16 2.5 87 22 32 1.5 56 81 120
PKS2233-148 41 8.3 4.6 3.8 130 7.0 4.1 2.9 10 2.6 1.9 0.49 17 1.5 1.3 2.0 69
PKS2320-035 3 8.1 96 78 170 6.9 71 49 11 2.4 39 9.6 21 1.4 23 32 72
PKS2326-502 179 8.0 1.3 1.0 160 7.0 0.87 0.61 9.4 2.5 0.5 0.12 18 1.4 0.35 0.50 77
PKSB1424-418 117 8.1 1.3 1.1 110 7.2 1.2 0.89 8.9 2.5 0.8 0.20 20 1.4 0.55 0.79 79
PMNJ0531-4827 51 8.1 3.8 3.1 130 6.9 3.6 2.5 11 2.5 1.8 0.46 20 1.4 1.2 1.7 75
PMNJ2331-2148 5 8.3 49 40 180 7.0 46 32 14 2.6 17 4.4 20 1.4 11 16 72
PMNJ2345-1555 87 8.3 1.9 1.6 120 7.0 1.6 1.1 8.2 2.5 0.8 0.21 15 1.4 0.62 0.86 64
Ton599 38 8.3 2.4 2.0 65 7.1 3.1 2.2 7.2 2.2 2.9 0.64 21 1.3 2.6 3.4 110
Units:
·107 ·10−13 ·10−5 ·10−7 ·10−6 ·10−6 ·10−5 ·10−5 ·10−5
[LT] = days | [I(E)] = 1 | [φ0] = [S(E)]−1 GeV−1 cm−2 s−1 | [F ] = GeV cm−2 s−1 | [F ] = GeV cm−2
2
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Appendix C. Tables of the optimisation and the unblinded results
Table C.7: Optimisation of the Λcuts for the E
−2, E−1 and E−2 with 10 and 1TeV
cutoffs spectra (S(E )) for the IACT blazars analysis. Source name is shown together
the flaring days (F), the livetime during the flare (LT) and the visibility (Vis). For each
spectrum are listed the optimised Λcut , the signal required for 3σ (5σ) evidence and its
discovery flux.
Table C.7.A: E−2 (1)
Source F (LT) |Vis Λcut n3σs (n5σs ) DF 3σ (DF 5σ)
4C +21.35 1 (0.8) | 0.46 -5.5 0.95 (2.9) 26 (79)
PG1553+113 12 (5.3) | 0.51 -5.4 0.93 (2.8) 1.5 (3.8)
PKS 1424+240 20 (2.4) | 0.44 -5.5 0.89 (2.7) 4.2 (11)
1ES1218+30.4 5 (2.0) | 0.40 -5.3 0.97 (3.2) 4.5 (12)
1ES0229+200 13 (5.7) | 0.46 -5.2 0.95 (3.2) 1.8 (5.1)
HESS J1943+213 20 (3.5) | 0.45 -5.3 0.85 (2.6) 2.3 (5.9)
PKS 0447-439 10 (8.0) | 1.00 -5.2 1.05 (3.4) 1.2 (3.2)
Average 12 (4) | 0.53 -5.3 0.94 (3.0) 5.9 (17)
(1)
[
DFXσ
]
= 10−6 GeV−1 cm−2 s−1
Nomenclature of differential flux: φE = φ0 S(E) = DF
Xσ S(E) (see Appendix B)
Table C.7.B: E−1 (2)
Source F (LT) |Vis Λcut n3σs (n5σs ) DF 3σ (DF 5σ)
4C +21.35 1 (0.8) | 0.46 -5.5 0.79 (2.2) 18 (49)
PG1553+113 12 (5.3) | 0.51 -5.5 0.81 (2.2) 1.3 (3.4)
PKS 1424+240 20 (2.4) | 0.44 -5.5 0.77 (2.1) 2.7 (6.6)
1ES1218+30.4 5 (2.0) | 0.40 -5.4 0.85 (2.4) 2.7 (6.6)
1ES0229+200 13 (5.7) | 0.46 -5.4 0.83 (2.7) 1.1 (3.0)
HESS J1943+213 20 (3.5) | 0.45 -5.4 0.79 (2.0) 1.7 (4.0)
PKS 0447-439 10 (8.0) | 1.00 -5.4 0.87 (2.6) 0.9 (2.5)
Average 12 (4) | 0.53 -5.4 0.82 (2.3) 4.0 (11)
(2)
[
DFXσ
]
= 10−12 GeV−1 cm−2 s−1
Nomenclature of differential flux: φE = φ0 S(E) = DF
Xσ S(E) (see Appendix B)
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Table C.7.C: E−2 · exp−E/10TeV (3)
Source F (LT) |Vis Λcut n3σs (n5σs ) DF 3σ (DF 5σ)
4C +21.35 1 (0.8) | 0.46 -5.5 1.01 (3.4) 26 (73)
PG 1553+113 12 (5.3) | 0.51 -5.6 1.19 (2.9) 1.2 (2.9)
PKS 1424+240 20 (2.4) | 0.44 -5.6 1.03 (2.8) 4.3 (11)
1ES1218+30.4 5 (2.0) | 0.40 -5.4 1.15 (3.6) 5.0 (12)
1ES0229+200 13 (5.7) | 0.46 -5.4 1.33 (3.7) 1.9 (4.4)
HESS J1943+213 20 (3.5) | 0.45 -5.6 1.25 (2.7) 2.4 (5.3)
PKS 0447-439 10 (8.0) | 1.00 -5.3 1.35 (3.9) 0.9 (2.0)
Average 12 (4) | 0.53 -5.5 1.19 (3.3) 5.9 (16)
(3)
[
DFXσ
]
= 10−5 GeV−1 cm−2 s−1
Nomenclature of differential flux: φE = φ0 S(E) = DF
Xσ S(E) (see Appendix B)
Table C.7.C: E−2 · exp−E/1TeV (4)
Source F (LT) |Vis Λcut n3σs (n5σs ) DF 3σ (DF 5σ)
4C +21.35 1 (0.8) | 0.46 -5.7 1.55 (3.3) 27 (58)
PG 1553+113 12 (5.3) | 0.51 -5.7 1.43 (3.3) 1.1 (2.5)
PKS 1424+240 20 (2.4) | 0.44 -5.7 1.25 (2.7) 4.8 (10)
1ES1218+30.4 5 (2.0) | 0.40 -5.6 1.61 (3.8) 5.4 (11)
1ES0229+200 13 (5.7) | 0.46 -5.7 2.25 (4.2) 2.2 (4.1)
HESS J1943+213 20 (3.5) | 0.45 -5.7 1.47 (3.1) 2.2 (4.7)
PKS 0447-439 10 (8.0) | 1.00 -5.4 1.75 (4.6) 0.7 (1.4)
Average 12 (4) | 0.53 -5.6 1.62 (3.6) 6.2 (13)
(4)
[
DFXσ
]
= 10−4 GeV−1 cm−2 s−1
Nomenclature of differential flux: φE = φ0 S(E) = DF
Xσ S(E) (see Appendix B)
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Table C.8: Unblinded results for the spectra (S(E )) E−2 and E−1 for the IACTs blazars analysis. For each source are shown: the
fitted lag in days (lagfit), the fitted signal (nfits ), the signal required for a 3σ evidence (n
3σ
s ), the log10 of the fitted test statistic (Q˜fit)
and the one corresponding to the median of the background (Q˜Med ) together the p-value (PV ) and its post-trial probability considering
all the analysed sources for that spectra (PT ). The underlined test statistics is the one used for the upper limit computation. In bold
are the most significant cases with p-value ≤ 10% and nfits > 0.01.
Source
E−2 E−1
lagfit nfits (n
3σ
s ) Q˜fit (Q˜Med ) PV% (PT%) lagfit nfits (n3σs ) Q˜fit (Q˜Med ) PV% (PT%)
4C +21.35 +5 0.00 (0.95) -4.9 (-4.9) 89 (100) +3 0.00 (0.79) -4.9 (-4.8) 89 (100)
PG1553+113 −5 0.00 (0.93) -4.8 (-4.8) 46 (98) +5 0.00 (0.81) -4.8 (-4.8) 44 (96)
PKS 1424+240 −4 0.00 (0.89) -4.5 (-4.8) 30 (91) −4 0.00 (0.77) -4.8 (-4.8) 33 (97)
1ES1218+30.4 −1 0.00 (0.97) -5.1 (-4.8) 86 (100) −5 0.00 (0.85) -4.8 (-4.8) 44 (97)
1ES0229+200 +1 0.00 (0.95) -4.0 (-4.8) 9.2 (67) +0 0.00 (0.83) -4.7 (-4.8) 24 (87)
HESS J1943+213 +3 0.00 (0.85) -4.7 (-4.8) 28 (96) +3 0.00 (0.79) -4.8 (-4.8) 40 (99)
PKS 0447-439 +5 0.00 (1.05) -3.7 (-4.6) 10 (48) +5 0.00 (0.87) -4.8 (-4.8) 41 (94)
2
3
8
Table C.9: Unblinded results for the spectra (S(E )) E−2 with 10 and 1TeV cutoffs for the IACTs blazars analysis. For each source
are shown: the fitted lag in days (lagfit), the fitted signal (nfits ), the signal required for a 3σ evidence (n
3σ
s ), the log10 of the fitted
test statistic (Q˜fit), the one corresponding to the median of the background (Q˜Med ), the p-value (PV ) and the post-trial probability
(PT ). The underlined test statistics is the one used for the upper limit computation. In bold are the most significant cases with
p-value ≤ 10% and nfits > 0.01.
Source
E−2 · exp−E/10TeV E−2 · exp−E/1TeV
lagfit nfits (n
3σ
s ) Q˜fit (Q˜Med ) PV% (PT%) lagfit nfits (n3σs ) Q˜fit (Q˜Med) PV% (PT%)
4C +21.35 −1 0.00 (1.01) -4.9 (-4.8) 89 (100) −5 0.00 (1.55) -4.0 (-4.2) 44 (99)
PG1553+113 −2 0.00 (1.19) -4.0 (-4.2) 37 (93) −2 0.00 (1.43) -4.4 (-4.0) 75 (100)
PKS1424+240 −5 0.00 (1.03) -4.2 (-4.4) 33 (97) −5 0.00 (1.25) -4.3 (-4.2) 56 (100)
1ES1218+30.4 −4 0.00 (1.15) -4.5 (-4.5) 50 (99) −4 0.00 (1.61) -3.6 (-4.0) 31 (88)
1ES0229+200 +0 0.00 (1.33) -3.7 (-4.6) 14 (74) −4 0.00 (2.25) -3.4 (-3.9) 24 (80)
HESS J1943+213 +3 0.00 (1.25) -4.3 (-4.3) 53 (98) −4 0.00 (1.47) -4.2 (-4.0) 64 (100)
PKS0447-439 +4 0.00 (1.35) -3.4 (-4.4) 11 (54) +5 0.10 (1.75) -2.3 (-4.1) 10 (55)
2
3
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Table C.10: Upper limits for the IACTs blazars analysis. For each source is shown the livetime (LT) and for each spectra (S(E )) the
energy integral (I(E )), the differential flux normalisation (φ0), the energy flux (F ) and the fluence (F).
Source LT
E−1 E−2 E−2 · exp−E/10TeV E−2 · exp−E/1TeV
I(E ) φ0 F F I(E ) φ0 F F I(E ) φ0 F F I(E ) φ0 F F
4C +21.35 1 8.1 37 30 210 7.2 47 33 24 2.3 44 103 73 1.4 33 46 330
1ES1218+30.4 2 8.3 5.7 4.7 80 7.1 7.8 5.5 9.3 2.2 7.3 16 27 1.3 7.3 9.7 160
HESS J1943+213 4 8.1 4.1 3.3 100 7.0 5.7 4.0 12 2.4 3.4 8.1 25 1.4 2.7 3.7 110
PKS 0447-439 8 8.1 2.0 1.6 110 7.1 2.8 2.0 14 2.5 1.6 4.0 28 1.4 1.1 1.6 110
1ES0229+200 6 8.1 2.8 2.3 110 6.9 4.3 3.0 15 2.3 3.4 7.9 39 1.4 2.5 3.5 170
PKS 1424+240 2 8.1 7.0 5.7 120 7.2 9.8 7.0 14 2.3 8.6 20 41 1.4 6.7 9.3 190
PG1553+113 5 8.1 2.9 2.4 110 7.0 2.8 2.0 8.9 2.5 2.0 5.0 23 1.4 1.3 1.9 86
Units:
·107 ·10−12 ·10−4 ·10−6 ·10−5 ·10−5 ·10−5 ·10−4 ·10−4
[LT] = days | [I(E)] = 1 | [φ0] = [S(E)]−1 GeV−1 cm−2 s−1 | [F ] = GeV cm−2 s−1 | [F ] = GeV cm−2
2
4
0
Table C.11: Upper limits for the Crab PWN analysis. For each spectra (S(E )) is
shown the energy integral (I(E )), the differential flux normalisation (φ0), the energy
flux (F ) and the fluence (F). The livetime (LT) for the analysis are 6.4 days.
S(E ) I(E ) φ0 F F
E−2 6.8 3.2 · 10−6 2.2 · 10−5 12
E−2 · exp−E/10TeV 2.3 2.3 · 10−5 5.3 · 10−5 29
Kappes [94] 0.51 2.1 · 10−4 1.1 · 10−4 60
[I(E)] = 1
[φ0] = [S(E)]
−1 GeV−1 cm−2 s−1
[F ] = GeV cm−2 s−1
[F ] = GeV cm−2
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Table C.12: Optimisation of the Λcuts for the spectra (S(E )) E−2 and E−2 with 100 and 10TeV cutoffs for the XRB analysis. Source
name is shown together the flaring days (F), the livetime during the flare (LT) and the visibility (Vis). For each spectrum are listed
the optimised Λcut , the signal required for 3σ (5σ) evidence and its discovery flux.
Source E−2 (1) E−2 · exp−E/100TeV (2) E−2 · exp−E/10TeV (3)
Name F (LT) |Vis Λcut n3σ (5σ)s DF 3σ (5σ) Λcut n3σ (5σ)s DF 3σ (5σ) Λcut n3σ (5σ)s DF 3σ (5σ)
1A 0535+262 287 (66) | 0.43 -5.3 1.47 (3.1) 1.8 (3.8) -5.3 1.53 (3.4) 4.8 (9.6) -5.5 2.11 (4.0) 2.0 (3.8)
1A 1118-61 81 (55) | 1.00 -5.3 1.97 (4.1) 2.8 (5.7) -5.2 1.89 (4.2) 5.0 (10) -5.4 2.45 (4.4) 1.5 (3.0)
4U 1630-472 246 (144) | 1.00 -5.3 1.71 (3.5) 1.0 (2.0) -5.4 1.95 (3.5) 2.0 (3.8) -5.3 1.83 (4.6) 0.6 (1.2)
4U 1636-536 46 (43) | 1.00 -5.4 1.45 (3.3) 3.0 (6.8) -5.4 1.51 (3.5) 6.1 (13) -5.6 2.11 (4.1) 2.1 (4.1)
4U 1954+31 94 (32) | 0.39 -5.4 1.81 (3.5) 4.1 (8.6) -5.3 1.63 (4.2) 11 (23) -5.5 2.23 (4.5) 4.9 (9.8)
4U +1705-440 893 (634) | 1.00 -5.1 2.65 (6.2) 0.4 (0.7) -5.1 2.69 (5.7) 0.8 (1.5) -5.3 3.79 (7.3) 0.3 (0.5)
Aql X-1 330 (131) | 0.56 -5.3 2.49 (4.8) 1.4 (2.8) -5.3 2.59 (4.3) 3.1 (5.6) -5.4 3.13 (5.2) 1.1 (2.0)
Cir X-1 320 (232) | 1.00 -5.3 2.07 (4.3) 0.7 (1.4) -5.3 2.09 (4.2) 1.2 (2.5) -5.3 2.27 (5.3) 0.4 (0.7)
Cyg X-1 1041 (228) | 0.37 -5.2 2.13 (4.3) 0.8 (1.6) -5.3 2.29 (3.9) 2.2 (4.2) -5.5 2.93 (5.9) 0.9 (1.9)
Cyg X-3 24 (5.8) | 0.32 -5.1 0.87 (3.3) 15 (43) -5.2 1.13 (3.3) 54 (124) -5.4 1.63 (4.4) 28 (58)
EXO1745-248 93 (55) | 0.72 -5.3 1.73 (3.6) 2.4 (5.1) -5.3 1.83 (4.2) 4.9 (10) -5.4 2.19 (3.9) 1.6 (3.1)
Ginga 1843+00 32 (5.0) | 0.56 -5.2 1.23 (3.5) 20 (46) -5.2 1.23 (3.5) 42 (93) -5.5 1.83 (3.7) 15 (30)
GROJ1008-57 246 (146) | 1.00 -5.3 1.85 (3.8) 1.0 (2.0) -5.4 2.09 (4.1) 1.8 (3.5) -5.4 2.27 (4.6) 0.5 (1.1)
GS 0834-430 85 (74) | 1.00 -5.3 1.09 (3.5) 1.4 (3.5) -5.4 1.27 (2.8) 3.1 (6.8) -5.5 1.51 (3.9) 1.1 (2.2)
GX 1+4 660 (287) | 0.73 -5.3 2.67 (4.8) 0.7 (1.4) -5.2 2.45 (5.3) 1.3 (2.6) -5.3 2.97 (6.5) 0.4 (0.9)
GX 304-1 285 (200) | 1.00 -5.3 2.05 (3.7) 0.8 (1.7) -5.3 2.09 (4.6) 1.5 (3.0) -5.3 2.27 (4.4) 0.5 (0.9)
2
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GX339-4 553 (184) | 1.00 -5.3 1.99 (4.3) 0.5 (1.0) -5.2 1.85 (4.3) 0.9 (2.0) -5.4 2.45 (4.9) 0.3 (0.6)
H 1417-624 107 (64) | 1.00 -5.2 1.89 (4.0) 2.8 (5.5) -5.2 1.87 (3.7) 4.9 (9.7) -5.3 2.31 (5.3) 1.6 (3.0)
H 1608-522 685 (487) | 1.00 -5.3 2.77 (5.0) 0.4 (0.9) -5.3 2.89 (5.6) 0.9 (1.6) -5.3 3.13 (5.7) 0.3 (0.6)
IGR J17091-3624 62 (34) | 0.89 -5.3 1.47 (3.0) 3.3 (6.6) -5.3 1.49 (3.0) 6.5 (13) -5.4 1.75 (3.5) 2.0 (4.1)
IGR J17464-3213 369 (231) | 0.81 -5.2 2.43 (5.3) 0.9 (1.8) -5.3 2.79 (4.9) 1.9 (3.6) -5.3 3.07 (6.0) 0.6 (1.2)
IGR J17473-2721 19 (5.6) | 0.75 -5.3 1.19 (3.5) 7.9 (20) -5.3 1.19 (3.3) 15 (37) -5.3 1.25 (3.5) 4.5 (10)
MAXI J1409-619 37 (24) | 1.00 -5.3 1.77 (4.0) 5.6 (12) -5.3 1.85 (4.1) 10 (21) -5.4 2.15 (4.3) 3.0 (6.0)
MAXI J1659-152 62 (31) | 0.65 -5.3 1.79 (4.0) 4.5 (9.4) -5.2 1.61 (4.2) 8.7 (19) -5.4 2.23 (4.2) 2.9 (5.5)
MAXI J1836-194 137 (76) | 0.68 -5.2 1.91 (3.8) 1.9 (3.8) -5.3 2.17 (4.3) 3.7 (7.3) -5.3 2.35 (4.1) 1.2 (2.3)
MXB0656-072 39 (18) | 0.60 -5.2 1.39 (3.7) 5.6 (13) -5.3 1.57 (4.0) 11 (25) -5.3 1.67 (4.5) 3.7 (7.4)
SAX J1808.4-3658 36 (28) | 0.90 -5.3 1.93 (3.8) 4.8 (9.3) -5.2 1.81 (4.0) 9.5 (18) -5.3 2.13 (4.4) 3.0 (5.5)
SWIFT J1539.2-6227 46 (23) | 1.00 -5.3 1.73 (3.7) 5.3 (11) -5.3 1.77 (3.7) 9.2 (18) -5.5 2.29 (4.0) 2.8 (5.4)
SWIFT J1842.5-1124 143 (55) | 0.63 -5.2 1.85 (3.8) 2.3 (4.8) -5.3 2.09 (4.1) 4.6 (9.1) -5.3 2.25 (4.4) 1.5 (2.9)
SWIFT J1910.2-0546 204 (73) | 0.60 -5.3 1.69 (3.8) 1.5 (3.0) -5.4 1.89 (4.3) 3.0 (6.3) -5.5 2.15 (4.1) 1.0 (1.9)
XTE J1652-453 66 (40) | 1.00 -5.4 1.37 (3.1) 3.4 (7.6) -5.3 1.29 (3.5) 7.2 (17) -5.5 1.65 (3.6) 2.4 (5.1)
XTE J1752-223 241 (78) | 0.70 -5.3 2.05 (3.9) 2.3 (4.3) -5.2 1.87 (3.6) 4.5 (8.7) -5.3 2.23 (3.7) 1.5 (2.7)
XTE J1810-189 22 (5.2) | 0.68 -5.4 1.19 (3.7) 21 (50) -5.6 1.55 (3.5) 44 (99) -5.6 1.61 (3.5) 13 (29)
XTE J1946+274 244 (73) | 0.42 -5.3 1.63 (3.3) 1.6 (3.6) -5.4 1.91 (4.0) 4.4 (9.1) -5.4 2.03 (4.8) 1.7 (3.7)
Average 230 (114) | 0.78 -5.3 1.80 (3.9) 3.9 (8.9) -5.3 1.87 (4.0) 8.7 (19) -5.4 2.24 (4.5) 3.2 (6.5)
φE = DF
Xσ S(E) | (1) [DFXσ] = 10−7 GeV−1 cm−2 s−1 | (2) [DFXσ] = 10−7 GeV−1 cm−2 s−1 | (3) [DFXσ] = 10−6 GeV−1 cm−2 s−1
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Appendix C. Tables of the optimisation and the unblinded results
Table C.13: Unblinded results for the spectra (S(E )) E−2 for the XRBs analysis. For
each source are shown: the fitted lag in days (lagfit), the fitted signal (nfits ), the signal
required for a 3σ evidence (n3σs ), the log10 of the fitted test statistic (Q˜fit), the one
corresponding to the median of the background (Q˜Med ), the p-value (PV ) and the
post-trial probability (PT ). The underlined test statistics is the one used for the upper
limit computation. In bold are the most significant cases with p-value ≤ 10% and
nfits > 0.01.
Source lagfit nfits (n
3σ
s ) Q˜fit (Q˜Med ) PV% (PT%)
1A0535+262 +5 0.00 (1.47) -4.5 (-4.5) 56 (100)
1A 1118-61 +3 0.00 (1.97) -4.4 (-4.1) 82 (100)
4U1630-472 −5 0.00 (1.71) -4.6 (-4.1) 87 (100)
4U1636-536 −5 0.00 (1.45) -4.1 (-4.2) 37 (100)
4U1954+31 +1 0.00 (1.81) -4.5 (-4.1) 84 (100)
4U +1705-440 +3 0.00 (2.65) -4.4 (-4.0) 86 (100)
Aql X-1 +0 0.00 (2.49) -4.7 (-4.0) 97 (100)
Cir X-1 +5 0.00 (2.07) -3.4 (-4.0) 20 (99)
CygX-1 −2 0.00 (2.13) -3.0 (-4.2) 7.2 (93)
CygX-3 −5 0.00 (0.87) -4.9 (-4.8) 56 (100)
EXO1745-248 +2 0.00 (1.73) -4.5 (-4.2) 82 (100)
Ginga 1843+00 −1 0.00 (1.23) -4.7 (-4.7) 60 (100)
GROJ1008-57 −1 0.00 (1.85) -4.3 (-4.1) 62 (100)
GS 0834-430 +5 0.00 (1.09) -3.8 (-4.4) 13 (100)
GX1+4 −5 0.56 (2.67) -0.6 (-3.9) 5.4 (77)
GX304-1 −4 0.00 (2.05) -3.9 (-4.0) 40 (100)
GX339-4 −5 0.00 (1.99) -4.7 (-4.1) 98 (100)
H 1417-624 −5 0.00 (1.89) -4.4 (-4.3) 63 (100)
H 1608-522 +3 0.00 (2.77) -3.9 (-3.8) 51 (100)
IGR J17091-3624 +4 0.00 (1.47) -3.2 (-4.3) 7.9 (97)
IGR J17464-3213 +5 0.00 (2.43) -4.0 (-4.0) 54 (100)
IGR J17473-2721 −4 0.00 (1.19) -4.6 (-4.5) 63 (100)
MAXI J1409-619 +5 0.00 (1.77) -3.9 (-4.2) 27 (100)
MAXI J1659-152 +5 0.00 (1.79) -4.7 (-4.4) 80 (100)
MAXI J1836-194 −5 0.00 (1.91) -4.6 (-4.3) 82 (100)
MXB0656-072 +2 0.00 (1.39) -4.7 (-4.5) 83 (100)
· · · · · · · · · · · · · · · · · · · · · · · ·
(Continues on next page)
244
(Continues from previous page)
Source lagfit nfits (n
3σ
s ) Q˜fit (Q˜Med ) PV% (PT%)
· · · · · · · · · · · · · · · · · · · · · · · ·
SAX J1808.4-3658 +3 0.00 (1.93) -3.6 (-4.2) 21 (100)
SWIFT J1539.2-6227 +4 0.00 (1.73) -4.7 (-4.2) 95 (100)
SWIFT J1842.5-1124 −5 0.00 (1.85) -5.9 (-4.3) 100 (100)
SWIFT J1910.2-0546 +5 0.00 (1.69) -4.7 (-4.3) 91 (100)
XTE J1652-453 −3 0.00 (1.37) -3.8 (-4.1) 22 (100)
XTE J1752-223 −5 0.00 (2.05) -4.4 (-4.2) 71 (100)
XTE J1810-189 −1 0.00 (1.19) -4.4 (-4.3) 57 (100)
XTE J1946+274 +4 0.00 (1.63) -4.4 (-4.4) 52 (100)
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Table C.14: Unblinded results for the spectra (S(E )) E−2 with 100 and 10TeV cutoffs for the Fermi LAT blazars analysis. For
each source are shown: the fitted lag in days (lagfit), the fitted signal (nfits ), the signal required for a 3σ evidence (n
3σ
s ), the log10 of
the fitted test statistic (Q˜fit), the one corresponding to the median of the background (Q˜Med ), the p-value (PV ) and the post-trial
probability (PT ). The underlined test statistics is the one used for the upper limit computation. In bold are the most significant cases
with p-value ≤ 10% and nfits > 0.01.
Source
E−2 · exp−E/100TeV E−2 · exp−E/10TeV
lagfit nfits (n
3σ
s ) Q˜fit (Q˜Med ) PV% (PT%) lagfit nfits (n3σs ) Q˜fit (Q˜Med ) PV% (PT%)
1A0535+262 +5 0.00 (1.53) -4.7 (-4.4) 84 (100) +5 0.00 (2.11) -4.4 (-4.0) 86 (100)
1A 1118-61 +3 0.00 (1.89) -4.5 (-4.2) 73 (100) +5 0.00 (2.45) -4.3 (-3.9) 85 (100)
4U 1630-472 −5 0.00 (1.95) -4.3 (-3.9) 88 (100) −5 0.00 (1.83) -4.4 (-4.0) 83 (100)
4U 1636-536 −5 0.00 (1.51) -4.2 (-4.2) 52 (100) −5 0.00 (2.11) -4.0 (-4.0) 50 (100)
4U 1954+31 +1 0.00 (1.63) -4.5 (-4.3) 75 (100) +1 0.00 (2.23) -4.5 (-3.8) 92 (100)
4U +1705-440 +3 0.00 (2.69) -4.4 (-3.9) 87 (100) +3 0.00 (3.79) -3.8 (-3.7) 63 (100)
Aql X-1 +0 0.00 (2.59) -4.6 (-4.0) 97 (100) +0 0.00 (3.13) -5.0 (-3.7) 100 (100)
Cir X-1 +5 0.00 (2.09) -3.3 (-4.0) 20 (99) +5 0.00 (2.27) -3.2 (-3.9) 19 (100)
CygX-1 +0 0.00 (2.29) -3.1 (-4.0) 9.8 (96) +0 0.00 (2.93) -3.4 (-3.7) 25 (100)
CygX-3 +5 0.00 (1.13) -3.4 (-4.8) 4.9 (100) +5 0.00 (1.63) -3.3 (-4.4) 9.6 (100)
EXO1745-248 +2 0.00 (1.83) -4.5 (-4.2) 81 (100) +3 0.00 (2.19) -4.5 (-4.0) 88 (100)
Ginga 1843+00 −1 0.00 (1.23) -4.7 (-4.6) 60 (100) +3 0.00 (1.83) -4.3 (-4.1) 78 (100)
GROJ1008-57 −1 0.00 (2.09) -4.2 (-3.9) 72 (100) −1 0.00 (2.27) -4.1 (-3.8) 67 (100)
GS 0834-430 +5 0.00 (1.27) -3.8 (-4.2) 19 (100) +5 0.00 (1.51) -3.9 (-4.1) 30 (100)
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GX1+4 −5 0.69 (2.45) -0.3 (-4.0) 4.1 (72) −5 0.65 (2.97) -0.4 (-3.8) 4.8 (82)
GX304-1 −4 0.00 (2.09) -3.8 (-4.0) 42 (100) −4 0.00 (2.27) -3.6 (-3.9) 35 (100)
GX339-4 −5 0.00 (1.85) -4.7 (-4.1) 98 (100) +5 0.00 (2.45) -4.0 (-3.9) 64 (100)
H1417-624 −5 0.00 (1.87) -4.4 (-4.2) 63 (100) −2 0.00 (2.31) -4.3 (-4.0) 70 (100)
H1608-522 +3 0.00 (2.89) -3.8 (-3.8) 51 (100) +3 0.00 (3.13) -3.7 (-3.7) 51 (100)
IGR J17091-3624 (∗) +4 0.00 (1.49) -3.1 (-4.2) 7.4 (96) +4 0.31 (1.75) -1.2 (-4.0) 6.5 (94)
IGR J17464-3213 +5 0.00 (2.79) -4.0 (-3.9) 62 (100) +5 0.00 (3.07) -4.0 (-3.8) 62 (100)
IGR J17473-2721 −4 0.00 (1.19) -4.6 (-4.4) 61 (100) −5 0.00 (1.25) -4.5 (-4.4) 57 (100)
MAXI J1409-619 +5 0.00 (1.85) -3.8 (-4.2) 27 (100) +5 0.00 (2.15) -3.8 (-3.9) 36 (100)
MAXI J1659-152 +5 0.00 (1.61) -4.6 (-4.4) 71 (100) −1 0.00 (2.23) -3.8 (-4.1) 32 (100)
MAXI J1836-194 −5 0.00 (2.17) -4.6 (-4.1) 89 (100) −5 0.00 (2.35) -4.5 (-4.0) 89 (100)
MXB0656-072 +4 0.00 (1.57) -4.6 (-4.3) 85 (100) +4 0.00 (1.67) -4.6 (-4.2) 88 (100)
SAX J1808.4-3658 +3 0.00 (1.81) -3.4 (-4.2) 16 (100) +3 0.00 (2.13) -3.5 (-4.0) 22 (100)
SWIFT J1539.2-6227 +4 0.00 (1.77) -4.6 (-4.1) 95 (100) +3 0.00 (2.29) -4.1 (-3.8) 79 (100)
SWIFT J1842.5-1124 −5 0.00 (2.09) -5.8 (-4.1) 100 (100) −5 0.00 (2.25) -∞ (-4.0) 100 (100)
SWIFT J1910.2-0546 +5 0.00 (1.89) -4.9 (-4.1) 96 (100) +1 0.00 (2.15) -4.3 (-3.9) 94 (100)
XTE J1652-453 −5 0.00 (1.29) -4.5 (-4.3) 81 (100) −3 0.00 (1.65) -3.9 (-4.0) 46 (100)
XTE J1752-223 −5 0.00 (1.87) -4.2 (-4.3) 47 (100) −5 0.00 (2.23) -4.1 (-4.1) 52 (100)
XTE J1810-189 −5 0.00 (1.55) -4.2 (-4.1) 51 (100) −5 0.00 (1.61) -4.2 (-4.1) 54 (100)
XTE J1946+274 +4 0.00 (1.91) -4.3 (-4.1) 62 (100) +4 0.00 (2.03) -4.3 (-4.0) 71 (100)
(∗) The E−2 · exp−E/10TeV case has been rejected as significant. See section 7.5.1 for further explanations.
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Table C.15: Upper limits for the XRB X-ray flares analysis. For each source is shown the livetime (LT) and for each spectra (S(E ))
the energy integral (I(E )), the differential flux normalisation (φ0), the energy flux (F ) and the fluence (F).
Source LT
E−2 E−2 · exp−E/100TeV E−2 · exp−E/10TeV
I(E ) φ0 F F I(E ) φ0 F F I(E ) φ0 F F
1A 0535+262 66 7.0 2.1 15 8.4 3.4 5.4 1.8 10 2.3 1.8 4.1 24
1A 1118-61 55 6.7 2.5 17 8.1 3.8 4.7 1.8 8.5 2.6 1.2 3.1 15
4U 1630-472 144 7.1 1.0 7.2 9.0 3.9 1.9 0.74 9.2 2.5 0.60 1.5 19
4U 1636-536 43 7.0 4.2 29 11 3.9 7.1 2.7 10 2.6 1.9 4.9 18
4U 1954+31 32 7.2 3.9 28 7.7 3.3 12 3.8 10 2.2 4.1 9.1 25
4U +1705-440 634 7.0 0.27 1.9 10 3.7 0.57 0.21 12 2.5 0.16 0.41 23
Aql X-1 131 7.0 1.1 7.4 8.4 3.7 2.2 0.81 9.2 2.5 0.69 1.7 19
Cir X-1 232 6.8 0.89 6.1 12 3.8 1.6 0.62 12 2.5 0.48 1.2 24
CygX-1 228 7.0 1.2 8.2 16 3.2 3.1 1.0 20 2.2 0.99 2.2 43
CygX-3 6 6.9 29 200 10 3.0 117 36 18 2.1 44 91 45
EXO1745-248 55 7.1 2.5 18 8.5 3.8 4.8 1.8 8.7 2.5 1.3 3.4 16
Ginga 1843+00 5 6.9 28 192 8.3 3.6 58 21 9.1 2.5 14 36 16
GROJ1008-57 146 6.8 0.95 6.4 8.1 3.9 1.6 0.63 7.9 2.6 0.45 1.2 15
GS 0834-430 74 7.2 3.0 21 14 3.9 5.7 2.2 14 2.6 1.6 4.0 25
GX 1+4 287 7.1 1.1 7.9 19 3.8 2.3 0.85 21 2.5 0.70 1.7 43
GX 304-1 200 6.7 0.86 5.7 10 3.9 1.5 0.58 9.9 2.5 0.48 1.2 21
GX 339-4 184 7.1 0.45 3.2 5.0 3.8 0.93 0.35 5.6 2.5 0.25 0.63 10
2
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H1417-624 64 6.6 2.6 17 9.3 3.8 4.7 1.8 9.7 2.5 1.3 3.2 17
H1608-522 487 7.0 0.33 2.3 10 3.8 0.60 0.23 9.7 2.5 0.19 0.47 20
IGR J17091-3624 34 7.2 6.1 44 13 3.8 12 4.7 14 2.5 3.7 9.3 28
IGR J17464-3213 231 7.1 0.70 5.0 10 3.8 1.3 0.50 10 2.5 0.41 1.0 20
IGR J17473-2721 6 7.2 11 82 3.9 3.8 21 8.1 3.9 2.5 6.2 15 7.5
MAXI J1409-619 24 6.7 7.1 47 10 3.9 12 4.8 9.7 2.6 3.0 7.7 16
MAXI J1659-152 31 7.0 4.4 31 8.3 3.7 9.3 3.5 9.3 2.5 3.0 7.5 20
MAXI J1836-194 76 7.0 1.7 12 8.1 3.8 3.1 1.2 7.7 2.5 0.92 2.3 15
MXB0656-072 18 6.9 6.8 47 7.4 3.7 13 4.7 7.3 2.5 3.9 9.5 15
SAXJ1808.4-3658 28 7.2 6.1 44 11 3.8 13 5.0 12 2.5 3.5 8.9 22
SWIFT J1539.2-6227 23 6.6 5.4 36 7.1 3.9 9.2 3.6 7.0 2.6 2.4 6.1 12
SWIFT J1842.5-1124 55 6.9 2.2 15 7.2 3.8 4.0 1.5 7.2 2.5 1.2 3.0 14
SWIFT J1910.2-0546 73 7.0 1.5 11 6.7 3.8 2.9 1.1 6.9 2.5 0.86 2.2 14
XTEJ1652-453 40 7.2 5.7 41 14 3.8 9.8 3.7 13 2.6 2.8 7.3 25
XTEJ1752-223 78 7.1 2.0 14 10 3.8 4.4 1.7 11 2.5 1.2 3.0 20
XTEJ1810-189 5 7.1 30 212 10 3.9 51 20 8.9 2.6 15 39 17
XTEJ1946+274 73 7.0 1.7 12 7.7 3.4 4.1 1.4 8.7 2.2 1.6 3.5 22
Units:
·10−7 ·10−7 ·10−7 ·10−6 ·10−6 ·10−6
[LT] = days | [I(E)] = 1
[φ0] = [S(E)]
−1 GeV−1 cm−2 s−1 | [F ] = GeV cm−2 s−1 | [F ] = GeV cm−2
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Appendix C. Tables of the optimisation and the unblinded results
Table C.16: Optimisation of the Λcuts for the E
−2, and E−2 with 100 and 10TeV
cutoffs spectra (S(E )) for the XRBs Hard↔Soft transitions analysis. Source name is
shown together the flaring days (F), the livetime during the flare (LT) and the visibility
(Vis). For each spectrum are listed the optimised Λcut , the signal required for 3σ (5σ)
evidence and its discovery flux.
Table C.16.A: E−2 (1)
Source F (LT) |Vis Λcut n3σs (n5σs ) DF 3σ (DF 5σ)
GX 339-4 7 (2.8) | 1.00 -5.7 1.07 (2.1) 6.1 (11)
H 1608-522 16 (10) | 1.00 -5.6 1.05 (3.1) 1.2 (3.3)
IGRJ 17091-3624 3 (2.2) | 0.89 -5.5 1.05 (2.6) 6.2 (14)
IGRJ 17464-3213 10 (8.1) | 0.81 -5.2 1.53 (3.6) 1.7 (3.6)
MAXI J1659-152 8 (4.5) | 0.65 -5.4 1.13 (3.0) 2.8 (7.4)
SWIFT J1910.2-0546 3 (1.7) | 0.60 -5.5 0.97 (2.4) 7.0 (20)
XTE J1652-453 75 (49) | 1.00 -5.3 1.41 (3.0) 0.3 (0.7)
XTE J1752-223 2 (2.6) | 0.70 -5.2 1.21 (3.6) 9.9 (24)
Average 16 (10) | 0.83 -5.6 1.18 (2.9) 4.4 (11)
(1)
[
DFXσ
]
= 10−6 GeV−1 cm−2 s−1
Nomenclature of differential flux: φE = φ0 S(E) = DF
Xσ S(E) (see Appendix B)
Table C.16.B: E−2 · exp−E/100TeV (2)
Source F (LT) |Vis Λcut n3σs (n5σs ) DF 3σ (DF 5σ)
GX 339-4 7 (2.8) | 1.00 -5.7 1.07 (2.1) 1.1 (2.1)
H 1608-522 16 (10) | 1.00 -5.6 1.09 (3.1) 0.3 (0.7)
IGRJ 17091-3624 3 (2.2) | 0.89 -5.4 0.97 (2.7) 1.2 (2.7)
IGRJ 17464-3213 10 (8.1) | 0.81 -5.3 1.69 (3.9) 0.3 (0.7)
MAXI J1659-152 8 (4.5) | 0.65 -5.4 1.15 (3.4) 0.6 (1.5)
SWIFT J1910.2-0546 3 (1.7) | 0.60 -5.4 0.91 (2.9) 1.5 (4.3)
XTE J1652-453 75 (49) | 1.00 -5.3 1.41 (2.9) 0.1 (0.1)
XTE J1752-223 2 (2.6) | 0.70 -5.2 1.25 (3.7) 2.0 (4.7)
Average 16 (10) | 0.83 -5.4 1.47 (3.1) 0.9 (2.1)
(2)
[
DFXσ
]
= 10−5 GeV−1 cm−2 s−1
Nomenclature of differential flux: φE = φ0 S(E) = DF
Xσ S(E) (see Appendix B)
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Table C.16.C: E−2 · exp−E/10TeV (3)
Source F (LT) |Vis Λcut n3σs (n5σs ) DF 3σ (DF 5σ)
GX 339-4 7 (2.8) | 1.00 -5.7 1.09 (2.1) 3.1 (6.3)
H 1608-522 16 (10) | 1.00 -5.7 1.27 (3.2) 0.9 (2.3)
IGRJ 17091-3624 3 (2.2) | 0.89 -5.6 1.23 (2.8) 3.8 (7.9)
IGRJ 17464-3213 10 (8.1) | 0.81 -5.5 2.25 (4.0) 1.0 (1.9)
MAXI J1659-152 8 (4.5) | 0.65 -5.4 1.21 (3.7) 1.9 (4.4)
SWIFT J1910.2-0546 3 (1.7) | 0.60 -5.6 1.17 (3.3) 4.9 (12)
XTE J1652-453 75 (49) | 1.00 -5.4 1.71 (3.9) 0.2 (0.5)
XTE J1752-223 2 (2.6) | 0.70 -5.5 1.81 (4.0) 6.3 (13)
Average 16 (10) | 0.83 -5.6 1.47 (3.4) 2.8 (6.1)
(3)
[
DFXσ
]
= 10−5 GeV−1 cm−2 s−1
Nomenclature of differential flux: φE = φ0 S(E) = DF
Xσ S(E) (see Appendix B)
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Appendix C. Tables of the optimisation and the unblinded results
Table C.17: Unblinded results for the spectra (S(E )) E−2 for the XRBs Hard↔Soft
transitions analysis. For each source are shown: the fitted lag in days (lagfit), the
fitted signal (nfits ), the signal required for a 3σ evidence (n
3σ
s ), the log10 of the fitted
test statistic (Q˜fit), the one corresponding to the median of the background (Q˜Med ),
the p-value (PV ) and the post-trial probability (PT ). The underlined test statistics is
the one used for the upper limit computation. In bold are the most significant cases
with p-value ≤ 10% and nfits > 0.01.
Table C.17.A: E−2
Source lagfit nfits (n
3σ
s ) Q˜fit (Q˜Med ) PV% (PT%)
GX339-4 +5 0.00 (1.07) -4.0 (-3.7) 69 (98)
H 1608-522 +5 0.00 (1.05) -3.8 (-4.5) 15 (95)
IGRJ 17091-3624 (∗) −1 0.91 (1.05) +0.1 (-4.0) 2.4 (15)
IGRJ 17464-3213 −5 0.00 (1.53) -4.4 (-4.3) 57 (100)
MAXI J1659-152 +2 0.00 (1.13) -3.8 (-4.4) 22 (94)
SWIFT J1910.2-0546 +4 0.00 (0.97) -3.5 (-4.8) 13 (78)
XTE J1652-453 −1 0.00 (1.41) -4.6 (-4.5) 71 (100)
XTE J1752-223 +3 0.00 (1.21) -4.3 (-4.1) 55 (100)
(∗) This case has been rejected as significant. See section 7.5.2 for further explanations.
Table C.17.B: E−2 · exp−E/100TeV
Source lagfit nfits (n
3σ
s ) Q˜fit (Q˜Med ) PV% (PT%)
GX339-4 +5 0.00 (1.07) -4.0 (-3.7) 70 (98)
H 1608-522 +5 0.00 (1.09) -3.7 (-4.5) 15 (94)
IGRJ 17091-3624 (∗) −1 0.94 (0.97) +0.2 (-4.8) 1.9 (14)
IGRJ 17464-3213 −5 0.00 (1.69) -4.6 (-4.1) 74 (100)
MAXI J1659-152 +1 0.00 (1.15) -3.8 (-4.4) 21 (92)
SWIFT J1910.2-0546 −1 0.00 (0.91) -4.0 (-4.8) 15 (98)
XTE J1652-453 −1 0.00 (1.41) -4.6 (-4.4) 71 (100)
XTE J1752-223 +3 0.00 (1.25) -4.2 (-4.1) 55 (99)
(∗) This case has been rejected as significant. See section 7.5.2 for further explanations.
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Table C.17.C: E−2 · exp−E/10TeV
Source lagfit nfits (n
3σ
s ) Q˜fit (Q˜Med ) PV% (PT%)
GX 339-4 +0 0.00 (1.09) -3.9 (-3.6) 69 (100)
H 1608-522 −2 0.00 (1.27) -3.6 (-4.4) 15 (96)
IGRJ 17091-3624 (∗) −1 0.97 (1.23) +0.3 (-3.7) 2.2 (14)
IGRJ 17464-3213 −3 0.00 (2.25) -4.3 (-3.8) 90 (100)
MAXI J1659-152 +2 0.00 (1.21) -3.6 (-4.3) 18 (95)
SWIFT J1910.2-0546 +4 0.00 (1.17) -3.4 (-4.5) 18 (91)
XTE J1652-453 −5 0.00 (1.71) -4.2 (-4.2) 46 (100)
XTE J1752-223 −3 0.00 (1.81) -3.5 (-3.6) 45 (92)
(∗) This case has been rejected as significant. See section 7.5.2 for further explanations.
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Table C.18: Upper limits for the XRBs hardness transitions analysis. For each source is shown the livetime (LT) and for each spectra
(S(E )) the energy integral (I(E )), the differential flux normalisation (φ0), the energy flux (F ) and the fluence (F).
Source LT
E−2 E−2 · exp−E/100TeV E−2 · exp−E/10TeV
I(E ) φ0 F F I(E ) φ0 F F I(E ) φ0 F F
GX 339-4 3 7.2 10 7.5 18 4.0 19 7.5 18 2.6 5.3 14 33
H 1608-522 10 7.1 2.7 1.9 17 3.9 5.8 2.3 20 2.6 1.8 4.8 42
IGRJ 17091-3624 2 7.3 16 12 23 3.9 33 13 25 2.6 9.2 24 46
IGRJ 17464-3213 8 7.1 1.9 1.3 9.4 3.8 3.2 1.2 8.7 2.6 0.82 2.1 15
MAXI J1659-152 4 7.1 5.6 4.0 15 3.8 12 4.4 17 2.5 3.6 9.1 35
SWIFT J1910.2-0546 2 7.1 17 12 18 3.8 37 14 20 2.5 9.8 25 36
XTEJ1652-453 49 7.1 0.38 0.27 11 3.8 0.80 0.31 13 2.5 0.24 0.62 26
XTEJ1752-223 3 7.0 14 9.7 22 3.8 27 10 23 2.6 6.8 17 39
Units:
·10−6 ·10−5 ·10−6 ·10−5 ·10−5 ·10−5
[LT] = days | [I(E)] = 1
[φ0] = [S(E)]
−1 GeV−1 cm−2 s−1 | [F ] = GeV cm−2 s−1 | [F ] = GeV cm−2
2
5
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Resumen
EN el presente manuscrito se expone el trabajo realizado para la bu´squeda de fuentes
de neutrinos de alta energ´ıa con el telescopio ANTARES provenientes de fuentes vari-
ables de rayos gamma y el estudio y las mejoras de la calibracio´n temporal del detector.
1 Objetivos
Ha transcurrido apenas un siglo desde la primera evidencia de la existencia de los rayos
co´smicos (c. 1910), cuando Viktor F. Hess comprobo´ que un kilo´metro por encima del
nivel del mar la radiacio´n ambiental dejaba de disminuir y comenzaba a aumentar con la
altura [3, 4]. Esta radiacio´n esta´ causada por debajo de unos pocos GeV de energ´ıa en
su mayor´ıa por la actividad solar, pero a mayores energ´ıas au´n hoy en d´ıa se desconoce
a ciencia cierta su origen y los mecanismos involucrados en acelerar dichas part´ıculas
a tan altas energ´ıas.
Por encima de los ∼10GeV se compone principalmente de protones (94.6%) y helio
(4.5%) y var´ıa a mayores energ´ıas [6, 7]. Por encima de los PeV resulta dif´ıcil estimar su
composicio´n, pues su deteccio´n es inferida a partir de las cascadas electromagne´ticas
y rayos co´smicos secundarios que producen al interaccionar en las capas altas de la
atmo´sfera y por su baja estad´ıstica a esas energ´ıas. Su flujo diferencial (la variacio´n del
flujo con la energ´ıa) puede ser descrito por una ley de potencias con ı´ndices espectrales
diferentes en distintos tramos energe´ticos. Esto es lo que da lugar a las caracter´ısticas
espectrales llamadas “knee” y “ankle” (del ingle´s rodilla y tobillo), que se dan a energ´ıas
donde se sugiere un cambio en el origen y/o la composicio´n de los rayos co´smicos (ve´ase
la Figura 1.1).
Se cree que la rodilla marca la energ´ıa por encima de la cual posibles aceleradores
de origen gala´ctico ya no pueden seguir acelera´ndolos a mayores energ´ıas porque es-
capan de la fuente. Esta visio´n resulta razonable si se consideran las estimaciones del
campo magne´tico gala´ctico dif´ıcilmente podr´ıa contener o difundir part´ıculas a may-
ores energ´ıas. Como consecuencia, la poblacio´n de rayos co´smicos por encima del
tobillo se presumir´ıa de origen extragala´ctico y la poblacio´n intermedia la transicio´n
entre diferentes componentes (protones, helio, etc.) de los de origen gala´ctico. Fi-
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nalmente, hay una supresio´n del flujo por encima de los 100EeV, asociado al l´ımite
predicho de Greisen-Zatsepin-Kuzmin (GZK) [8, 9] consecuencia de la interaccio´n de
los rayos co´smicos con el fondo co´smico de microondas (CMB, acro´nimo del ingle´s
Cosmic Microwave Background).
Aunque el origen y mecanismos responsables de los rayos co´smicos de alta energ´ıa
es au´n un misterio, varios candidatos y explicaciones han sido propuestos.
El principal mecanismo que podr´ıa explicar la aceleracio´n de los rayos co´smicos es el
conocido como mecanismo de Fermi [11, 18, 19, 21–23]. E´ste tiene como consecuancia
un flujo diferencial proporcional a una ley de potencias, aunque los ı´ndices espectrales
observados (en torno a 2.7 por debajo de la rodilla y por encima del tobillo) no han
podido au´n ser satisfactoriamente explicados.
Concerniente a las posibles fuentes, los rayos co´smicos esperan ser acelerados en
los mismos lugares en que se producen grandes emisiones de rayos gamma, pues e´stas
son consecuencia de la interaccio´n de part´ıculas cargadas a muy altas energ´ıas. Dichas
interacciones de los rayos co´smicos pueden dividirse en dos clases: o bien e´stos inter-
accionan con la materia (procesos p p) o bien con el campo de fotones (interacciones
p γ) del entorno.
Los procesos p γ ma´s significativos a altas energ´ıas son:
p γ →∆+

2/3−−→ p π0
1/3−−→ n π+
(resonancia Delta)
p γ →N0 π0 N+ π+ N− π− ... (prod. mu´ltiple de piones)
p γ → η,K , ... (prod. de mesones)
La llamada resonancia Delta y la produccio´n mu´ltiple de piones son los procesos domi-
nantes, espera´ndose una contribucio´n de hasta el 20% en la produccio´n de mesones K
and η [76]. Por otra parte, los procesos p p ma´s representativos son:
p p → p p π0 p p → p n π+
p n→ p n π0 p n→ p p π−
N N → N N η,K , ...
viendo que en ambos casos se da una produccio´n importante de piones (e incluso otro
tipo de mesones). Es el decaimiento de estos los que producir´ıan flujos detectables de
rayos gamma y neutrinos:
π0 → γ γ
π+ →µ+ νµ
→֒ e+ νe νµ
π− →µ− νµ
→֒ e− νe νµ
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En consecuencia, se espera una fuerte correlacio´n entre la aceleracio´n de rayos co´smicos,
la observacio´n de rayos gamma y la creacio´n de neutrinos de alta energ´ıa.
La identificacio´n de una posible fuente de rayos co´smicos de muy alta energ´ıa a
partir de la observacio´n de los mismos au´n se resiste [14–17] (ve´ase la Figura 1.3).
Esto es principalmente debido a que los rayos co´smicos, al estar cargados, fa´cilmente
modifican su trayectoria al atravesar campos magne´ticos, y su direccio´n medida no
corresponde con su origen.
Los rayos gamma, por contra, no se ven afectados por los campos magne´ticos y
apuntan directamente a su fuente de origen. Hay intentos de identificar claramente la
presencia de rayos co´smicos en la fuente que los produce a partir de los rayos gamma que
sus interacciones con el entorno pudieran producir. Dicha identificacio´n resulta esquiva,
pues los rayos gamma pueden ser producidos no solamente por el decaimiento de piones
de los procesos antes descritos si no tambie´n mayoritariamente por electrones en la
fuente v´ıa mecanismos de bremsstrahlung o Compton inverso. Aun as´ı, recientemente
se han encontrado evidencias que sugieren la identificacio´n de la emisio´n proveniente
del decaimiento de piones en algunos remanentes de supernova [103, 104] (ve´ase la
Figura 1.9).
No obstante, la deteccio´n de neutrinos provenientes de uno de estos candidatos
supondr´ıa la prueba inequ´ıvoca de la aceleracio´n de rayos co´smicos en ellos, lo que
supone el objetivo del estudio aqu´ı presentado.
2 Metodolog´ıa
Los neutrinos son part´ıculas esquivas de dif´ıcil deteccio´n que no resultan desviadas por
campos magne´ticos ni absorbidas por el medio interestelar o fa´cilmente en la zona de
produccio´n. Para detectarlos es necesario usar detectores de gran taman˜o blindados de
los rayos co´smicos a grandes profundidades, los llamados telescopios de neutrinos. En
ellos, un muy pequen˜o porcentaje de los neutrinos que los atraviesan interaccionara´n
produciendo una sen˜al detectable. Esta baja estad´ıstica, junto con un importante
fondo irreducible de neutrinos producidos por los rayos co´smicos que interaccionan con
la atmo´sfera, condiciona el tipo de ana´lisis que puede ser llevado a cabo.
El ana´lisis ma´s simple para detectar una posible fuente de neutrinos es el llamado
ana´lisis de “fuentes puntuales” [155, 261], donde se buscan acumulaciones de eventos
en una particular direccio´n del cielo. Bajo la suposicio´n de esperarse una contrapartida
de fuentes de rayos gamma, es posible restringir dicha bu´squeda a solamente ciertas
direcciones donde hay conocidos candidatos a albergar la produccio´n de rayos co´smicos.
De esta manera, se reduce el impacto del fondo y la cantidad de sen˜al m´ınima para
detectar dicha fuente. La ventaja de esta correlacio´n espacial entre la fuente de rayos
gamma y la de neutrinos puede verse dra´sticamente mejorada si adema´s se incluye una
restriccio´n temporal. Son los llamados ana´lisis “de dependencia temporal”, en donde se
asume una dependencia temporal de la sen˜al de neutrinos emitida, eliminando el fondo
en la direccio´n considerada fuera del periodo cuando se espera la emisio´n de neutrinos.
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Esta sofisticacio´n reduce considerablemente la cantidad de flujo de neutrinos necesaria
para hacer un descubrimiento.
Tanto para establecer la correlacio´n espacial como para la temporal, han de elegirse
fuentes que presentan una importante emisio´n variable de rayos gamma. El primer
candidato lo formar´ıan las llamadas explosiones de rayos gamma (GRBs), los eventos
ma´s energe´ticos conocidos y cuya duracio´n va desde horas hasta semanas. Los intentos
de explicar dichos eventos se basan en los llamados modelos “fireball” [97] (del ingle´s
bola de fuego). Dichos modelos parecen requerir una revisio´n al haber sido excluidas
sus predicciones por los telescopios de neutrinos [71]. No obstante, este tipo particular
de fuentes, cuyo origen y naturaleza no esta´ au´n claro, no han sido estudiadas en
este trabajo. En su lugar, se han analizado fuentes astrof´ısicas de rayos gamma con
contrapartidas o´pticas ya conocidas. Estas se dividen ba´sicamente en dos grupos:
gala´cticas y extragala´cticas.
Las fuentes gala´cticas con las emisiones electromagne´ticos ma´s energe´ticas a la vez
que variables son las conocidas como estrellas binarias de rayos X (XRBs, acro´nimo
del ingle´s X-Ray Binaries). Estos objetos son un sistema binario de estrellas de las
cuales una es ya un remanente de supernova compacto (como un pu´lsar o un agujero
negro) sobre el que la estrella compan˜era acreta parte de su masa. Irregularidades en
la tasa de acrecio´n provocan cambios en el estado de emisio´n del sistema, produciendo
ciclos variables donde la emisio´n cambia su intensidad como su dureza (definida como
el ratio de emisio´n electromagne´tica a altas energ´ıas sobre el de menores) e incluso
presenta la formacio´n de jets [269, 274, 275]. El proceso de acrecio´n se espera que sea
responsable de la aceleracio´n de rayos co´smicos y, aunque la emisio´n domina en forma
de rayos X, se cree que hay una produccio´n importante de rayos gamma que resulta
absorbida mediante formacio´n de pares por la abundante luz ultravioleta de la estrella
compan˜era. La evidencia de un incremento de la actividad de acrecio´n a trave´s de un
incremento en la produccio´n de rayos X de altas energ´ıas y rayos gamma (en lo que
se denominan flares, periodos de alta emisio´n electromagne´tica) espera corresponderse
con la produccio´n tanto de rayos co´smicos como de neutrinos. Bajo esta suposicio´n,
flares de rayos X detectados en e´ste tipo de fuentes han sido seleccionados para la
bu´squeda de neutrinos, as´ı como los periodos con cambios de dureza, pues estos u´ltimos
evidencian el cambio de los procesos de acrecio´n mencionados.
La nebulosa del Cangrejo [20, 255, 256] es un remanente de supernova (en particular
un pu´lsar) muy conocido en astrof´ısica. En principio, es una fuente gala´ctica estable que
emite desde radio hasta rayos gamma y cuya luminosidad se atribuye principalmente a
procesos lepto´nicos, donde la aceleracio´n de rayos co´smicos o la produccio´n de neutrinos
no tienen lugar. Sin embargo, la observacio´n de emisiones a muy altas energ´ıas (por
encima de los 100GeV) y su emisio´n en flares en ma´s de una ocasio´n ha sorprendido
a la comunidad y au´n no se le ha encontrado una explicacio´n satisfactoria. Por ello,
para evaluar un posible origen hadro´nico a dichas emisiones, donde rayos co´smicos y
neutrinos podr´ıan ser producidos, se ha incluido el estudio de dichos flares en este
trabajo.
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Las fuentes extragala´cticas ma´s intensas y variables en rayos gamma son el subtipo
de nu´cleos de galaxias activos [217, 218] (AGNs, acro´nimo del ingle´s Active Galactic
Nuclei) conocidos como blazars [219], y en particular los objetos del tipo BL Lac [221] y
los FSRQs [221–223] (del ingle´s “Flat-Spectrum Radio Quasares”). Estos objetos deben
su actividad a un agujero negro su´per masivo al que acreta material en mecanismos
similares a los de las XRBs pero a una escala mayor, presentando en ocasiones tambie´n
emisiones en forma de jet. Los AGNs se perfilan como los candidatos ma´s plausibles de
los rayos co´smicos de origen extragala´ctico. Estos has sido evaluados en este trabajo
como posibles fuentes de neutrinos mediante un ana´lisis de fuentes puntuales con
dependencia temporal.
El telescopio de neutrinos utilizado en este trabajo es ANTARES [131–133]. Este
consiste ba´sicamente en una matriz tridimensional de unos detectores de luz llamados
foto-multiplicadores (PMTs, acro´nimo del ingle´s “Photo-Multiplier Tube”) distribuidos
en un volumen cil´ındrico de unos 450m de altura y unos 180m de dia´metro. En total,
885 PMTs se distribuyen en tripletes a lo largo de 12 l´ıneas verticales con t´ıpicamente
25 pisos cada una (ve´ase la Figura 2.2). Dicho dispositivo se encuentra ubicado en el
fondo del mar Mediterra´neo (a 2500m de profundidad) a unos 40 km al sur de Tolo´n
(Francia). Los PMTs se encargan de detectar la luz Cherenkov que emiten los muones
relativistas proveniente de las interacciones de neutrinos muo´nicos de alta energ´ıa en
las inmediaciones del detector. Con la informacio´n del tiempo y la intensidad de la luz
detectada es posible reconstruir la traza del muo´n y por tanto inferir la direccio´n del
neutrino que lo produjo.
La resolucio´n angular del detector depende cr´ıticamente de la capacidad de medir
el tiempo de llegada de la luz a los PMTs con una precisio´n relativa inferior al medio
nanosegundo en todo el detector. Una vez e´stos han sido desplegados en el mar, desca-
libraciones debidas al estre´s del despliegue, el envejecimiento de los componentes o el
reajuste de los voltajes aplicados a los PMTs (con la intencio´n de mantener su ganan-
cia) no pueden ser corregidas ma´s que por un sistema de balizas o´pticas disen˜adas a
tal efecto. Dicho sistema esta´ compuesto por una red de balizas con LEDs y la´seres
que, mediante una emisio´n controlada de pulsos de luz, permiten reajustar las cons-
tantes temporales de calibracio´n de los PMTs, primero a tramos dentro de cada l´ınea
y finalmente globalmente entre cada l´ınea del detector.
Dicha tarea resultaba larga y costosa en recursos humanos, involucrando el trabajo
dedicado de un experto durante varias semanas para proveer un lote de calibracio´n. Una
parte del trabajo desarrollado en esta tesis ha consistido en la exitosa automatizacio´n
robusta del proceso (que implica solamente un d´ıa de trabajo dedicado), as´ı como el
estudio y mejora del control de las constantes de calibracio´n.
Para los ana´lisis de fuentes puntuales con dependencia temporal se ha requerido la
recopilacio´n, construccio´n y definicio´n de los diferentes periodos de intere´s durante los
que buscar neutrinos. Varios detectores de rayos gamma y rayos X han sido utilizados:
el sate´lite Fermi [188] provee de una monitorizacio´n completa diaria de todo el cielo en
rayos gamma desde que fue lanzado en 2008, perfecta para la caracterizacio´n de flares
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en AGNs y en la nebulosa del Cangrejo; los sate´lites Rossi [176] y Swift [179] junto a
MAXI [183] en la ISS proveen una monitorizacio´n regular amplia aunque no completa
para varias fuentes gala´cticas, entre ellas varias XRBs de intere´s, y finalmente, mu´ltiples
IACTs (“Imaging Air Cherenkov Telescopes” o telescopios de imagen Cherenkov en el
aire, a saber HESS [195], MAGIC [196] y VERITAS [199]) han publicado varios flares
de rayos gamma con energ´ıas por encima de los TeV para varios AGNs de intere´s.
Para la definicio´n de los flares a partir de las curvas de luz producidas por los
diferentes telescopios se ha desarrollado un me´todo de bloques por ma´xima verosimil-
itud [205, 206] (MLB, del ingle´s “Maximum Likelihood Block”) que permiten la iden-
tificacio´n de los diferentes posibles estados de emisio´n de las fuentes sobre el ruido
y las oscilaciones debidas a la imprecisio´n de las medidas. Esto permite simplificar
la curva de luz y una identificacio´n ma´s robusta de los flares. El procedimiento ha
sido desarrollado y adaptado para una caracterizacio´n automa´tica y estable de dichos
periodos (adema´s de la emisio´n base de la fuente y variabilidad de la misma) de forma
masiva para todas las fuentes estudiadas de las que se dispon´ıa una curva de luz. En
caso contrario, se ha asumido un flare de emisio´n constante durante las fechas en que
se notifico´ el estado de emisio´n intensa a altas energ´ıas.
El ana´lisis se ha realizado con una funcio´n de ma´xima verosimilitud extendida (EML,
acro´nimo del ingle´s “Extended Maximum Likelihood”). Esta funcio´n de verosimilitud
evalu´a los datos (Nb) maximiza´ndose variando la posible cantidad de sen˜al que con-
tienen (Ns). Como consecuencia, es un indicativo de cua´n significativa es la hipo´tesis
de sen˜al con los datos medidos. Para ello, una correcta modelizacio´n de la sen˜al y del
fondo en los datos es necesaria (en lo que se llaman ingredientes), as´ı como evaluar el
comportamiento de la EML as´ı disen˜ada:
lnL =
N∑
i=1
ln [Ns · Ps(α) · Ps(E ) · Ps(t + lag) +Nb · Pb(sin(δ)) · Pb(E ) · Pb(t)]
− [Ns +Nb] (C.1)
donde los Ps/b(x) son los diferentes ingredientes, las diferentes distribuciones de pro-
babilidad de que un evento xi sea fondo o sen˜al. Los diferentes Ps/b(x) considerados
incluyen: la dependencia espacial con la fuente, Ps(α), que considera la resolucio´n
angular del detector; la probabilidad de tener un evento de fondo a la declinacio´n del
evento, Pb(sin(δ)); la dependencia temporal, Ps(t + lag) para la sen˜al (obtenida de la
curva de luz y donde se permite un posible retraso de ±5 d´ıas en la sen˜al de neutrinos
con respecto al flare) y Pb(t) para el fondo (basada en el ratio de reconstruccio´n del
detector); y la dependencia energe´tica, Ps/b(E ), que aprovecha la diferencia entre el
espectro energe´tico de sen˜al y fondo y donde se ha usado un estimador energe´tico
basado en el ritmo de deposicio´n de energ´ıa de la traza reconstruida en el medio.
Los cortes de calidad para la seleccio´n de eventos se han realizado mediante la
simulacio´n de experimentos donde se han optimizado las probabilidades de descubrir
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alguna sen˜al. En particular, el corte en el para´metro de calidad de la traza, Λ, se ha op-
timizado para cada fuente mediante la maximizacio´n de el potencial de descubrimiento
del modelo (MDP, acro´nimo del ingle´s “Model Discovery Potential”).
La ventaja de incluir la informacio´n temporal con respecto a no hacerlo es una
reduccio´n en un factor 2–3 de la cantidad de sen˜al necesaria para obtener un resultado
con una significancia superior a 5 desviaciones esta´ndares el 50% de las veces (ve´ase
la Figura 6.14).
3 Conclusiones
Los estudios en la calibracio´n temporal de ANTARES no solamente han logrado su
robusta automatizacio´n, si no que han evaluado la degradacio´n de la calibracio´n y
establecido los criterios de monitorizacio´n para mantener la calidad requerida en la
precisio´n temporal de los datos. A su vez, la experiencia desarrollada tiene prometedoras
aplicaciones para detectores a mucha mayor escala.
Se ha evaluado la posibilidad de que AGNs, XRBs y la nebulosa del Cangrejo sean
fuentes de neutrinos co´smicos de alta energ´ıa mediante un ana´lisis de fuentes puntuales
de dependencia temporal, donde la informacio´n temporal de los neutrinos (que reduce
la cantidad de sen˜al requerida para un descubrimiento) se ha extra´ıdo de las emisiones
en rayos gamma y rayos X de dichas fuentes medidas por diferentes telescopios.
Mu´ltiples espectros energe´ticos para la sen˜al han sido considerados, intentado cubrir
las diversidad de modelizaciones propuestas para AGNs [212, 223–229], XRBs [212,
276–283] y la nebulosa del Cangrejo [94, 257–260].
El resultado ma´s significativo entre todos los ana´lisis tiene una probabilidad del
55% de ser producido por el fondo, con lo que todas las hipo´tesis evaluadas han sido
descartadas dentro del rango de sensibilidad de ANTARES y l´ımites superiores en el
flujo de neutrinos han sido establecidos.
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2FGL
Fermi LAT 2-Year Source Catalogue.
http://fermi.gsfc.nasa.gov/ssc/data/access/lat/2yr catalog/ [Online; ac-
cessed on 21/Jul/2015]. 114, 155, 163, 164, 166, 167, 263, 267, 279
2T3 trigger
One of the ANTARES trigger conditions. 59, 263
3N trigger
One of the ANTARES trigger conditions. 59, 159, 263
AAfit
One of the ANTARES reconstruction event methods. 67, 69, 76, 160, 263
AAsim
MC tool for the OB light simulation in ANTARES. 74, 263
ADC
Analogue-to-Digital Converter. 60, 62–64, 95, 263
ADCP
Acoustic Doppler Current Profiler. 43, 263
AGILE
AstroRivelatore Gamma ad Immagini ultra LEggero.
[23/04/2007—NOW]
A gamma and X-ray satellite telescope. 24, 115, 186, 263
AGN
Active Galactic Nucleus, a galaxy that shows an active nucleus. 7, 8, 16, 21, 119,
121, 129, 158, 160–163, 166, 167, 170, 188, 193, 194, 206, 217–220, 263, 275,
276
AMADEUS
ANTARES Modules for the Acoustic Detection Under the Sea. 43, 49, 263
AMANDA
Antarctic Muon and Neutrino Detector Array.
[1997—2005]
263
Glossary and Abbreviations
The first under-ice neutrino telescope, placed in the South Pole, precursor of
IceCube.
http://www.amanda.uci.edu/ [Online; accessed on 21/Jul/2015]. 35, 263
ANTARES
Astronomy with a Neutrino Telescope and Abyss environmental RESearch.
[03/2006—NOW]
[LAT:+42◦ 50’|LON:+06◦ 10’]
A Mediterranean neutrino telescope. See chapter 2 (on page 41).
http://antares.in2p3.fr/ [Online; accessed on 21/Jul/2015]. 1, 16, 31, 34,
36, 37, 39, 41–53, 56–58, 63, 67, 70, 71, 74, 76–81, 83–87, 89–91, 94, 96, 105,
120, 131, 134, 136, 138, 140, 143, 148, 154, 156, 157, 159, 160, 163, 164, 167,
175, 182, 183, 188, 189, 196, 198, 207, 208, 263–267, 269, 271–274, 276–278
AntDST
ANTARES internal software framework designed to the official production the
events analysis, both DATA and MC. 57, 159, 160, 263
ARCA
Astroparticle Research with Cosmics in the Abyss. One of the KM3NeT projects
for the phase 2, made of two blocks (one detector unit) intended to measure the
neutrino signal reported by IceCube and allow all flavour neutrino astronomy. 36,
37, 263
ARS
Analogue Ring Sampler. 51, 52, 54, 57–61, 63–65, 85–87, 94–98, 100–102, 159,
263, 266, 277
ASIC
Application-Specific Integrated Circuit. 52, 263
ASM
All Sky Monitor, a detector part of the Rossi satellite. 111, 112, 263, 276
ATEL
The Astronomers TELegram.
http://www.astronomerstelegram.org/ [Online; accessed on 21/Jul/2015]. 163,
167, 182, 206, 263
AVC
Analogue-to-Voltage Converter. 60, 63–65, 263
BAT
Burst Alert Telescope, a detector part of the Swift satellite. 112, 113, 116, 123,
194, 263, 277
BATSE
Burst And Transient Source Experiment, a detector aboard the CGRO satellite.
115, 263
264
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BBfit
One of the ANTARES reconstruction event methods. 67, 76, 263
Biofouling
Biofouling or biological fouling is the accumulation of microorganisms, plants,
algae, or animals on wetted surfaces. In ANTARES, at abyssal depths, is mostly
composed by microfouling, i.e. biofilm formation and bacterial adhesion. 263
BL Lac object
BL Lacertae type object, a subtype of blazar. Also know in catalogs as BZB, in
contrapart with BZQ for FSRQs and BZU for unknown. 39, 162, 167, 218, 219,
263, 269, 270, 272
Blazar
A subtype of quasar. 16, 114, 158, 160–164, 166–170, 174–176, 182, 183, 185,
218–220, 225, 226, 228, 230, 232, 234, 236, 238–240, 246, 263, 265, 269
BLR
Broad Line Region. 217, 219, 263
BMC
Bin with the Maximum Content. 99, 100, 263
BSS
Bottom String Socket. 48–51, 55, 57, 58, 64, 263
BZ and BP processes
Blandford-Znajek and Blandford-Payne processes. In the BZ process, energy and
angular momentum are extracted from a rotating black hole and transferred to
a remote astrophysical load by open magnetic field lines. In the BP process, the
magnetic field threading the disk extracts energy from the rotating gas in the
accretion disk to power the jet/outflow [295, 296]. 219, 263
Calibob
MC tool for the OB light simulation in ANTARES. 74, 263
CASTOR
A particular vessel with a high precision positioning system and a deck and grave
suited for the ANTARES lines deployment and retrieving. 44, 263
CC
Charged Current neutrino interaction, via W± bosson. 25–28, 263
CCD
Charge-Coupled Device. 113, 114, 116, 263
265
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CEA
Commissariat a` l’E´nergie Atomique, Saclay (France), one of the researching insti-
tutes involved in ANTARES.
http://www-centre-saclay.cea.fr/ [Online; accessed on 21/Jul/2015]. 87,
263
CGRO
Compton Gamma Ray Observatory
[05/04/1991—04/06/2000]
A gamma-ray satellite with: Burst And Transient Source Experiment (BATSE),
Oriented Scintillation Spectrometer Experiment (OSSE), Imaging Compton Tele-
scope (COMPTEL), Energetic Gamma Ray Experiment Telescope (EGRET). 115,
263, 264
Cherenkov
Light emission front wave produced by the charged particles that travel faster than
light in a certain medium. 118, 263
CL
Confidence Level. 145, 263
CMAP
Photon Counting Map, picture made of the photon counting date from the Fermi LAT.
121, 125, 167, 263
CMB
Cosmic Microwave Background. 7, 15–17, 23, 263
CMBR
Cosmic Microwave Background Radiation. 6, 15, 22, 263, 269
CMOS AMS
Complementary Metal Oxide Semiconductor technology by Austriamicrosystems,
the ARS chip kind. 59, 263
CORSICA
MC tool for the generation of atmospheric muons [158, 159]. 72, 263
CP
Change-Point, what, in the time series literature, a point at which a statistical
model undergoes an abrupt transition, by one or more of its parameters jumping
instantaneously to a new value, is called. 123–127, 263
266
Glossary and Abbreviations
CPPM
Centre de Physique des Particules de Marseille, Marseilles (France), one of the
researching institutes involved in ANTARES.
http://marwww.in2p3.fr/ [Online; accessed on 21/Jul/2015]. 87, 263
CR
Cosmic Ray. 3, 4, 6–11, 15–19, 21–25, 31–34, 37, 70, 71, 116, 117, 158–160,
263, 269, 270
CTA
Cherenkov Telescope Array, a projected IACT under construction that will over-
come all the currently existing telescopes of its kind. 118, 263, 270
DAQ
Data Acquisition System. 58, 263
DATA
Data ANTARES production. 57, 76, 134, 138, 159, 160, 263, 264
DF
Discovery Flux. 152, 263
DNL
Differential Non Linearity. 95, 97, 98, 100, 263
DOM
Digital Optical Module. 36, 263
DP
Discovery Power. 149, 151, 152, 263
DS
Detection Significance, a parameter of the sources in the 2FGL catalog. Is the
sigma units derived from the likelihood analysis Test Statistic that Fermi LAT uses
for the source detection. The standard threshold for discovery in Fermi LAT is 4σ.
http://heasarc.gsfc.nasa.gov/W3Browse/fermi/fermilpsc.html. 163, 166,
263
DUMAND
Deep Underwater Muon and Neutrino Detector.
[1987—1995]
The first attempt to build a neutrino telescope.
http://www.phys.hawaii.edu/dmnd/ [Oﬄine; use http://web.archive.org/]. 34,
267
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263
DWDM
Dense Wavelength Division Multiplexing. 57, 58, 263
EAS
Extended Air Shower. 33, 116, 117, 263
EBL
Extra-galactic Background Light. 155, 161, 263
EML
Extended Maximum Likelihood. 132, 133, 263
ES
Electromagnetic Shower. 45, 263
ESA
European Space Agency.
http://www.esa.int/ [Online; accessed on 21/Jul/2015]. 263
Fermi
Fermi Gamma-ray Space Telescope
[11/06/2008—NOW]
A gamma-ray satellite telescope. It counts with the GBM and LAT experiments
aboard. See section 5.3.1 (on page 115). 4, 24, 113–116, 120–123, 126–128, 155,
158, 159, 163, 164, 167–169, 174–176, 182, 186, 188, 194, 225, 226, 228, 230,
232, 234, 246, 263, 266, 267, 269, 272
FoV
Field of View. 112–116, 118, 119, 121, 263
FPGA
Field Programmable Gate Array. 58, 263
Fanaroff-Riley classification
The Fanaroff-Riley classification is a scheme created by B.L. Fanaroff and J.M.
Riley in 1974 [297] which is used to distinguish radio galaxies with active nuclei
based on their radio luminosity or brightness of their radio emissions in relation to
their hosting environment. Class I (abbreviated FR-I) are sources whose luminosity
decreases as the distance from the central galaxy or quasar host increase, while
Class II (FR-II) sources exhibit increasing luminosity in the lobes. These sources
are called also edge-darkened. This distinction is important because it presents
a direct link between the galaxy’s luminosity and the way in which energy is
transported from the central region and converted to radio emission in the outer
parts. 263, 268, 269
FRI
Fanaroff-Riley Class I, see the Fanaroff-Riley classification. 219, 263
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FRII
Fanaroff-Riley Class II, see the Fanaroff-Riley classification. 219, 263
FSRQ
Flat-Spectrum Radio Quasar, a subtype of blazar. Also know in catalogs as BZQ,
in contrapart with BZB for BL Lac objects objects and BZU for unknown. 162,
167, 218, 219, 263, 265
FWHM
Full Width at Half Maximum. 52, 54, 87, 263
GBM
Gamma-ray Burst Monitor, formerly GLAST Burst Monitor, the other detector
together with LAT aboard the Fermi satellite. 115, 123, 263, 268
GC trigger
One of the ANTARES trigger conditions. 59, 263
GEANT
MC tool for the Cherenkov light simulation [169]. 73, 263, 269, 271
GEASIM
MC tool for the Cherenkov light propagation from hadronic showers derived from
GEANT [169]. 73, 263
GENHEN
MC tool for the simulation of neutrinos [165]. 72, 160, 263
GLAST
Gamma-ray Large Area Space Telescope, original name of the Fermi satellite. This
was changed to “Fermi Gamma-ray Space Telescope” on 26 Aug 2008 in honour
of Enrico Fermi. See section 5.3.1 (on page 115). 115, 263
GPS
Global Positioning System. 50, 60, 64, 86, 89, 263
GRB
Gamma Ray Burst. 16, 21, 85, 112, 113, 115, 116, 119, 158, 263
grism
Also called grating prism, is the combination of a prism and a grating arranged
so that light at a chosen central wavelength passes straight through, allowing use
a camera not only for imaging but for spectroscopy at the same time, when the
grism is interposed and the light is previously collimated into it. 113, 263
GSC
Gas Slit Camera, an instrument part of the MAXI detector. 113, 114, 263, 273
GZK
Greisen-Zatsepin-Kuzmin limit on the CRs energy due to their interactions with
the CMBR [8, 9]. 6, 7, 16, 17, 22, 263
HBL
High-frequency peaked BL Lac object object. 218, 263
HE
High Energy. 263
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HEGRA
High-Energy-Gamma-Ray Astronomy
[1987—2002]
One of the precursors of the modern IACTs MAGIC, HESS and VERITAS. 118,
263, 272
HEMAS
MC tool for the generation of atmospheric muons [160, 161]. 72, 263
HESS
High Energy Stereoscopic System
[2002—NOW]
[LAT:-23◦ 16’ 17"|LON:+16◦ 30’ 00"]
An IACT placed on the Farm Goellschau, about 100 km south-west of Windhoek,
Namibia’s capital, at an altitude of 1800m, managed by the HESS collaboration,
established on January 1998, and comprised by 32 scientific institutions in 12
different countries. See section 5.4.1 (on page 118). 21, 118, 182, 183, 263, 270
HEXTE
High-Energy X-ray Timing Experiment, a detector part of the Rossi satellite. 111,
263, 276
HPQ
High Polarized Quasar. 218, 263
HSP
High-Synchrotron-Peaked. 218, 263
HV
High Voltage. 48, 51, 64, 65, 91, 103, 105, 263
IACT
Imaging Air shower Cherenkov Telescope or Imaging Atmosphere Cherenkov Tele-
scope.
Kind of telescope, which its basic operation consists in the reconstruction of the
CRs showers that the gamma-ray produce in the high atmosphere by detecting
the Cherenkov emission of the shower. The most significative ones are MAGIC,
HESS and VERITAS, and under construction is a particularly bigger one named
CTA. 110, 116–118, 121, 129, 158, 163, 182, 183, 185, 225, 236, 238–240, 263,
267, 270, 272, 279
IBL
Intermediate-frequency peaked BL Lac object object. 218, 263
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IceCube
Ice Cube.
[2005—NOW]
The first complete km3 neutrino telescope, placed in the South Pole.
http://icecube.wisc.edu/ [Online; accessed on 21/Jul/2015]. 3, 16, 20, 22,
35–38, 41, 162, 174, 175, 263, 264
IceTray
Generic event-based framework developed for neutrino telescopes data handling [149].
57, 263
IFIC
Instituto de F´Isica Corpuscular, Valencia (Spain), one of the researching institutes
involved in ANTARES.
http://ific.uv.es/ [Online; accessed on 21/Jul/2015]. 53, 263
IL
Instrumentation Line. 41–44, 48–51, 55, 83, 84, 105, 263
IR
Infra Red. 218, 219, 263
ISP
Intermediate-Synchrotron-Peaked. 218, 263
ISS
International Space Station.
http://www.nasa.gov/mission pages/station/main/ [Online; accessed on 21/Jul/2015].
109, 113, 114, 263
JAXA
Japan Aerospace Exploration Agency.
http://www.isas.jaxa.jp [Online; accessed on 21/Jul/2015]. 263
JB
Junction Box. 42, 43, 48–50, 57, 58, 88, 89, 263
JD
Julian Days, an astronomic absolute time measurement unit, are the days lapsed
since the 12:00h Jan 1, 4713 BC. 263, 273
K40 trigger
One of the ANTARES trigger conditions. 59, 263
KM3
MC tool for the Cherenkov light propagation from muon tracks derived from GEANT [169].
73, 74, 160, 263
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KM3NeT
KM3 Neutrino Telescope. The next Mediterranean neutrino telescope.
http://www.km3net.org/ [Online; accessed on 21/Jul/2015]. 3, 34, 36, 37, 41,
44, 45, 49, 55, 56, 83, 263, 264, 274
L0 trigger
The minimum ANTARES trigger condition for integrate a hit from a PMT. 57,
59–62, 94, 263
L1 trigger
One of the ANTARES trigger conditions. 59, 263
L2 trigger
One of the ANTARES trigger conditions. 59, 263
LAT
Large Area Telescope, main detector aboard the Fermi satellite. 115, 116, 120–
123, 126–128, 159, 163, 164, 167–169, 174, 176, 182, 186, 188, 226, 228, 230,
232, 234, 246, 263, 266–269
LBAS
LAT Bright AGN Sources Catalogue. 263
LBL
Low-frequency peaked BL Lac object object. 218, 263
LC
Light Curve. 120–129, 138, 167, 194, 198, 263
LCM
Local Control Module. 48–51, 57–59, 64, 88, 89, 263
LED
Light-Emitting Diode. 42, 44, 49, 51, 53, 55, 56, 84, 89–92, 94, 95, 98–103, 106,
263
LPQ
Low Polarized Quasar. 218, 263
LSP
Low-Synchrotron-Peaked. 218, 263
MAGIC
Major Atmospheric Gamma-ray Imaging Cherenkov Telescopes
[2004—NOW]
[LAT:+28◦ 45’ 43"|LON:-17◦ 53’ 24"]
An IACT placed in La Palma, Islas Canarias (Spain), at an altitude of 2267m,
very close to the IACT precursor HEGRA. See section 5.4.2 (on page 118). 118,
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119, 182, 183, 263, 270
MAXI
Monitor of All-sky X-ray Image
[24/07/2009—NOW]
An X-ray detector. It counts with the SSC and GSC instrument aboard. See
section 5.2.3 (on page 113). 109, 111, 113, 123, 194, 263, 269, 277
MC
Monte Carlo ANTARES production. 71–74, 76–78, 81, 134, 141, 143, 154, 160,
263–266, 269–271, 273
MDP
Model Discovery Potential. 149, 151, 152, 263
MEOC
Main Electro-Optical Cable. 42, 43, 48–50, 58, 85, 88, 263
MILOM
Mini Instrumentation Line with Optical Modules. 44, 263
MJD
Modified Julian Days, an astronomic absolute time measurement unit, are the
days lapsed since the 00:00h Nov 17, 1858. Introduced by the Smithsonian As-
trophysical Observatory in 1957 to record the orbit of Sputnik via an IBM 704
(36-bit machine) and using only 18 bits until August 7, 2576, is defined relative
to midnight, rather than noon like is the JD, related as MJD = JD− 2400000.5.
120, 159, 170, 183, 189, 206, 208, 209, 263, 273
ML
Maximum Likelihood. 132, 263
MLB
Maximum Likelihood Block, a Bayesian method of characterize a variable varying
along the time. 121, 123, 126–128, 263
MLCM
Master Local Control Module. 48–51, 57, 58, 263
MUPAGE
MC tool for the simulation of atmospheric muons [156, 157]. 71, 72, 160, 263
MUSIC
MC tool for the propagation of muons [162]. 72, 73, 160, 263
NASA
National Aeronautics and Space Administration.
http://www.nasa.gov/ [Online; accessed on 21/Jul/2015]. 263
NC
Neutral Current neutrino interaction, via Z bosson. 26, 27, 29, 263
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NEMO
NEutrino Mediterranean Observatory.
[1998—2006]
One of the precursors of neutrino telescopes in the Mediterranean sea together
ANTARES and NESTOR, placed at Capo Passero (Italy).
http://nemoweb.lns.infn.it/ [Oﬄine; use http://web.archive.org/]. 34, 37, 263,
274
NESTOR
Neutrino Extended Submarine Telescope with Oceanographic Research Project.
[1989—2003]
One of the precursors of neutrino telescopes in the Mediterranean sea together
ANTARES and NEMO, placed at Pylos (Greece).
http://www.nestor.noa.gr/ [Online; accessed on 21/Jul/2015]. 34, 37, 263,
274
Nikhef
Nationaal instituut voor subatomaire fysica, Amsterdam (Netherlands), one of the
researching institutes involved in ANTARES.
http://www.nikhef.nl/ [Online; accessed on 21/Jul/2015]. 263
OB
Optical Beacon. 42, 44, 45, 48, 49, 51, 53–56, 74, 84, 85, 89–95, 98–106, 263,
265
OM
Optical Module. 42, 44, 46, 48, 49, 51–54, 56, 63, 64, 74, 83, 86, 87, 90–103,
105, 159, 263
ORCA
Oscillations Research with Cosmics in the Abyss. One of the KM3NeT projects
for the phase 2, made of one block (half detector unit) intended to determine the
neutrino mass hierarchy. 36, 37, 263
OVV Quasar
Optically Violent Variable Quasar. 218, 263
PCA
Proportional Counter Array, a detector part of the Rossi satellite. 111, 112, 263,
276
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PDF
Probability Density Function. 132, 134, 136, 138, 142, 143, 169, 188, 206, 209,
263
Photo-Electron (p.e.)
A photo-electron is a charge unit relative to a PMT equivalent to the amount of
integrated charge on a PMT produced by one photon only detection. 263
PEX
Pseudo-EXperiment. 132, 135, 140, 142–144, 146, 149, 160, 263
PINGU
Precision IceCube Next Generation Upgrade. 35, 263
PMNS matrix
Pontecorvo-Maki-Nakagawa-Sakata neutrino oscillation lepton mixing matrix. 13,
263
PMT
Photo-Multiplier Tube. 36, 44–49, 52, 53, 55–62, 64, 65, 71, 73, 81, 84, 86, 87,
90, 92–94, 96, 97, 100, 101, 105, 111, 117–119, 138, 139, 263, 272
PS
Point Source. 131, 132, 157, 263
PSD
Pulse Shape Discriminator. 59, 263
PSF
Point Spread Function. 121, 131, 134, 135, 263
PWN
Pulsar Wind Nebula. 21, 39, 119, 158, 162, 183, 186–191, 241, 263
QED
Quantum Electrodynamics. 11, 263
QSO
Quasi-Stellar Object. 217, 219, 263
Quasar
QUAsi StellAr Radiosource, a subtype of AGN. 218–220, 263, 265, 269, 270, 272,
274, 276
R&D
Research and Development. 45, 263
Radio galaxy
A subtype of AGN. 218–220, 263
RL
Radio Loud. It refers to a galaxy which present radio emission. 218, 219, 263
RMS
Root Mean Square. 82, 88, 90, 102, 152, 263
ROOT
ROOT CERN C++ programming framework.
http://root.cern.ch/ [Online; accessed on 21/Jul/2015]. 57, 263
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Rossi
Rossi X-ray Timing Explorer or RXTE
[30/12/1995—03/01/2012]
An X-ray satellite telescope. It counts with the HEXTE, ASM and PCA experi-
ments aboard. See section 5.2.1 (on page 111). 111, 123, 194, 263, 264, 270,
274, 276
ROV
Remote Operating Vehicles. 44, 50, 263
RQ
Radio Quiet. It refers to a galaxy which has no radio emission. 217–219, 263
RT
Rise Time. 56, 60, 61, 263
Rx
Acoustic system Rx. 49, 51, 64, 263
RXTE
See Rossi. 109, 111, 263
RxTx
Acoustic system RxTx. 48, 51, 64, 263
SCM
String Control Module. 48–50, 54, 57, 58, 88, 89, 263
SeaTray
ANTARES framework based on IceTray [149]. 57, 159, 263
SED
Spectral Energy Distribution. 22–25, 155, 162, 177–181, 186, 187, 190, 192, 193,
202, 203, 218, 222, 263
Seyfert galaxy
A subtype of AGN. They are like close quasars, since they present the same active
nuclei emission but with the difference that their host galaxy is visible. Also they
usually are less luminous than a quasars. Its kind suppose about 10% of all galaxies.
Classes I and II differ in the line spectra emission: class I shows broad lines while
class II shows narrow ones. Also other intermediate subclasses are defined based
in their line spectra emission. See appendix A (on page 217). 217, 219, 263, 276
Seyfert I
Seyfert Class I, see the Seyfert galaxies. 217–220, 263
Seyfert II
Seyfert Class II, see the Seyfert galaxies. 217–220, 263
SMBH
Super Massive Black Hole. 119, 217, 219, 263
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SNR
Supernova Remnant. 7, 21, 24, 25, 158, 186, 188, 263
SPE
Single Photo-Electron. 57, 59, 60, 263
SPM
String Power Module. 48, 50, 263
SSC
Solid-state Slit Camera, an instrument part of the MAXI detector. 114, 263, 273
Swift
Swift Gamma-ray Burst Mission
[20/11/2004—NOW]
An X-ray satellite telescope. It counts with the BAT, XRT and UVOT experiments
aboard. See section 5.2.2 (on page 112). 109, 111, 112, 116, 123, 194, 263, 264,
279
T0
ANTARES ARS time constant. There is one associated to each ARS of the
detector and conforms the time calibration, aiming to correct the uncertainties in
the time measurement. 60, 63, 86, 90, 106, 263
T3 trigger
One of the ANTARES trigger conditions. 59, 263
TA
Telescope Array
[2008—NOW]
[LAT:+39◦ 17’ 48"|LON:-112◦ 54’ 31"]
A hybrid UHECR detector (like Auger) located in the Northern hemisphere in Utah
(USA) which consists of 507 scintillator detectors covering the area of approxi-
mately 700 km2. 7, 8, 263
TANAMI
Tracking Active Galactic Nuclei with Austral Milliarcsecond Interferometry, an
Australian/South-African Long Baseline Array Radio-telescope.
http://pulsar.sternwarte.uni-erlangen.de/tanami/ [Online; accessed on 21/Jul/2015].
163, 167, 263
TCS
Tiltmeter-Compass System. 64, 263
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TeVCat
An online catalogue for TeV Astronomy.
http://tevcat.uchicago.edu/ [Online; accessed on 21/Jul/2015]. 182, 263
TF1
TF1 ROOT function object.
http://root.cern.ch/root/html/TF1.html [Online; accessed on 21/Jul/2015].
263
TH1
TH1 ROOT histogram object.
http://root.cern.ch/root/html/TH1.html [Online; accessed on 21/Jul/2015].
263
TH2
TH2 ROOT 2-Dimensional histogram object.
http://root.cern.ch/root/html/TH2.html [Online; accessed on 21/Jul/2015].
263
ToO
Target of Opportunity. 112, 263
TQ trigger
One of the ANTARES trigger conditions. 59, 263
TS
Time Stamp. 59–61, 94, 143, 159, 160, 168, 170, 263
TSpline3
TSpline3 ROOT interpolation object.
http://root.cern.ch/root/html/TSpline3.html [Online; accessed on 21/Jul/2015].
263
TST trigger
One of the ANTARES trigger conditions. 263
TT
Transit Time. 53, 56, 90, 263
TTS
Transit Time Spread. 52, 86, 263
TVC
Time-to-Voltage Converter. 59–61, 63, 64, 90, 91, 94, 95, 263
UHE
Ultra High Energy. 263
UHECR
Ultra High Energy Cosmic Ray. 6–8, 22, 263, 277
UT
Universal Time. 60, 85, 86, 89, 263
UV
Ultra Violet. 31, 34, 45, 46, 192, 218, 219, 263
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UVOT
Ultraviolet/Optical Telescope, a detector part of the Swift satellite. 112, 113,
263, 277
VERITAS
Very Energetic Radiation Imaging Telescope Array System
[2003—NOW]
[LAT:+31◦ 40’ 30"|LON:-110◦ 57’ 08"]
An IACT placed near Tucson, Arizona (USA), at an altitude of 1268m, owned
and operated by the Smithsonian Astrophysical Observatory (SAO). Is where the
first IACT was built, the Whipple 10m reflector, now decommissioned. See sec-
tion 5.4.3 (on page 119). 119, 120, 182, 183, 263, 270
VHE
Very High Energy. 23, 110, 116, 117, 119, 263
VI
Variability Index, a parameter of the sources in the 2FGL catalog. It estimates
the chances of not being a steady source at a month scale basis. A VI > 41.64
implies less than 1% probability of being a steady source at a month scale.
http://heasarc.gsfc.nasa.gov/W3Browse/fermi/fermilpsc.html. 163, 166,
263
Water Equivalent (w.e.)
1 km w.e. describes a depth in any material (sea or mountain of any geological
composition) at which the atmospheric muon flux is attenuated by as much as a
layer of water of 1 km thickness, independently of the composition of the referred
material. 263, 279
WF
Wave Form. 57, 59, 60, 263
XRB
X-Ray Binary. 21, 119, 123, 129, 158, 192–198, 200, 201, 206–209, 225, 242,
244, 248, 250, 252, 254, 263
XRT
X-Ray Telescope, a detector part of the Swift satellite. 112, 113, 263, 277
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