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ABSTRACT
Many learning and inference problems involve high-dimensional data such as
images, video or genomic data, which cannot be processed efficiently using conventional
methods due to their dimensionality. However, high-dimensional data often exhibit an
inherent low-dimensional structure, for instance they can often be represented sparsely
in some basis or domain. The discovery of an underlying low-dimensional structure is
important to develop more robust and efficient analysis and processing algorithms.
The first part of the dissertation investigates the statistical complexity of sparse
recovery problems, including sparse linear and nonlinear regression models, feature
selection and graph estimation. We present a framework that unifies sparse recovery
problems and construct an analogy to channel coding in classical information theory.
We perform an information-theoretic analysis to derive bounds on the number of
samples required to reliably recover sparsity patterns independent of any specific
recovery algorithm. In particular, we show that sample complexity can be tightly
characterized using a mutual information formula similar to channel coding results.
vi
Next, we derive major extensions to this framework, including dependent input
variables and a lower bound for sequential adaptive recovery schemes, which helps
determine whether adaptivity provides performance gains. We compute statistical
complexity bounds for various sparse recovery problems, showing our analysis improves
upon the existing bounds and leads to intuitive results for new applications.
In the second part, we investigate methods for improving the computational com-
plexity of subgraph detection in graph-structured data, where we aim to discover
anomalous patterns present in a connected subgraph of a given graph. This prob-
lem arises in many applications such as detection of network intrusions, community
detection, detection of anomalous events in surveillance videos or disease outbreaks.
Since optimization over connected subgraphs is a combinatorial and computationally
difficult problem, we propose a convex relaxation that offers a principled approach
to incorporating connectivity and conductance constraints on candidate subgraphs.
We develop a novel nearly-linear time algorithm to solve the relaxed problem, es-
tablish convergence and consistency guarantees and demonstrate its feasibility and
performance with experiments on real networks.
vii
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1Chapter 1
Introduction
Recent advances in sensing and storage systems have led to the proliferation of high-
dimensional data such as images, video or genomic data, which cannot be processed
efficiently using conventional signal processing methods due to their dimensionality.
However, high-dimensional data often exhibit an inherent low-dimensional structure,
so they can often be represented “sparsely” in some basis or domain. The discovery of
an underlying sparse structure is important to develop robust and efficient methods for
all components of the signal processing pipeline, such as acquisition/sensing, storage,
communication and analysis.
For instance in the case of signal acquisition, traditional approaches to sampling
follow the guidelines set by the Nyquist-Shannon sampling theorem, where the sampling
rate is taken to be twice the bandwidth of the underlying continuous signal. However,
more recent approaches such as compressive sensing (CS) (Candès and Wakin, 2008)
exploit the idea that the intrinsic “information rate” of a continuous signal can be
may be much smaller than its bandwidth — in the case of CS this rate is related to
the sparsity of natural signals when expressed in an appropriate basis.
In this dissertation we investigate the statistical and computational aspects of
discovering the low-dimensional structure in high-dimensional data. In this context
we consider two separate modalities that constitute the two parts of the manuscript.
In the first part we investigate the theoretical limits of sparse recovery problems,
where the aim is to discover the underlying sparse structure. We present a unifying
2formulation which formally generalizes various sparse recovery problems. We then
perform an information-theoretic analysis of the general model, inspired by the channel
coding analysis in Shannon theory. This approach leads to tight lower and upper
bounds on the statistical complexity in the form of intuitive mutual information
formulas. We then evaluate these bounds for different problems and show that it leads
to improved results for known problems or novel results for previously unexplored
ones.
In the second part of the dissertation we consider the problem of connected
subgraph detection in graph-structured signals, where the underlying low-dimensional
structure to be discovered is characterized by constituting a connected subgraph of a
given network. In contrast to the first part, we are mainly concerned with presenting a
computationally efficient framework for formulating and solving the subgraph detection
problem. To this end, we present a novel formulation and a corresponding optimization
framework, and investigate its statistical and computational performance.
In Chapter 2, we introduce the necessary background by discussing the problems
of channel coding, group testing and sparse linear regression related to the first part,
and spectral graph theory related to the second part. Channel coding results and
analysis are closely related to the results and analysis we will present in the proceeding
chapter, while group testing and sparse linear regression are two important sparse
recovery problems which we refer to often throughout the dissertation. In addition,
previous results for group testing which we discuss serves as a starting point for our
framework. We then discuss spectral graph theory as a tool for solving a multitude of
problems over networks.
We present our main results for the first part in Chapter 3, starting with the
formulation of the sparse recovery problem in a channel coding-like framework. We
formally introduce the problem setup, then present information-theoretic lower and
3upper bounds on the sample complexity for simple problems with discrete models,
mostly following the prior results for group testing and then generalize this analysis
to continuous models. We then extend our framework to problems with latent factors
modifying the observation model, which allows the analysis of a very general class of
sparse recovery problems. Surprisingly, we show that both upper and lower bounds
are governed by the worst-case mutual information with respect to the latent factor,
even though we consider an average-case error analysis. Consequently we show
that the lower and upper bounds are tight, similar to the simpler setup considered
before. We also extend the upper bound analysis to arbitrary models, whereas it was
previously constrained to “non-scaling” models where certain problem parameters were
independent of the asymptotically scaling factors. We prove that simple regularity
conditions related to the continuity and smoothness of the distributions parametrizing
the problem are sufficient for this extension. We conclude this chapter with comparisons
to related work in the sparse recovery and information theory literature.
In Chapter 4, we consider two major extensions to the results in Chapter 3 and
discuss possible connections to the problem of feature selection in statistical learning.
We first investigate two different approaches to extend our analysis to problems with
dependent covariates, in contrast to independent covariates in Chapter 3. We start
with a typicality analysis for the set of covariate samples to obtain a new upper bound,
then take a different approach with a conditionally IID assumption. While the former
approach is applicable to a more general setup, the latter approach also presents a
tight lower bound and leads to more intuitive and simple upper bound. As the second
major extension to the analysis, we next investigate the adaptive recovery paradigm.
We formalize the adaptive approach in our framework and derive a lower bound for
this case that allows us to compare adaptive and nonadaptive methods on a high
level. Lastly, we discuss possible connections of our framework to feature selection
4and identify the hurdles that need to be overcome to adapt the framework to such
problems. We specifically consider the problem of mutual information estimation from
data in statistical learning settings and present our results that allow the use of the
mutual information formulas for feature selection.
Chapter 5 presents the analysis and results that apply our framework to specific
sparse recovery problems considered in the literature. This chapter serves to justify
our unifying approach and demonstrate its usefulness as we show that our results lead
to bounds that are competitive with problem-specific analyses in the literature. We are
also able to investigate a broader class of setups for most problems, which our general
approach can handle easier compared to conventional analysis methods. We divide
the applications to two classes: problems with linear and nonlinear observations. The
first class comprises of the problem of sparse linear regression or compressive sensing.
We compute sample complexity bounds for the classical setup for this problem that
matches the lower and upper bounds in the literature. Then we consider a variety of
extensions to the classical setup, such as correlated sensing matrices, correlated or
time-varying sparse coefficients, adaptive sensing and multivariate observations. We
also compare our theoretical results with the performance of widely used practical
recovery algorithms, demonstrating performance gaps. For nonlinear models, we first
look at problems with missing or noisy data. We prove a lower bound for generic
missing data problems and derive upper bounds that improve upon known results
for sparse linear regression with missing or noisy data. We then consider a binary
regression problem in 1-bit CS, proving upper bounds and nonadaptive and adaptive
lower bounds. We conclude with the application of group testing, where we also
improve upon the prior work that inspired our analysis and extend the results to more
general setups including adaptive testing.
In the second part of the dissertation, we consider the problem of anomaly detection
5in network data in Chapter 6 where the aim is to discover a low-dimensional subgraph
structure in graph-structured data. In contrast to the previous chapters, in this
problem we are concerned with obtaining a practical relaxation of the underlying
difficult problem and presenting efficient algorithms to solve it. We first discuss the
integer problem and develop a convex relaxation of the subgraph detection problem
that results in an semidefinite optimization formulation, with provable guarantees
on the connectivity of the resulting solutions related to the internal conductance of
the subgraph. We next propose an efficient iterative framework for optimizing the
convex relaxation that scales well with large problem sizes, and show computational
guarantees. We present experimental results on real networks that demonstrate the
feasibility and performance of our framework.
We conclude the dissertation with a discussion on the presented analysis and
results throughout all chapters in Chapter 7. We also discuss future work and possible
extensions of the subgraph detection problem presented in Chapter 6.
6Chapter 2
Background
In this chapter we introduce several problems that motivate this thesis and inspire
our analysis. These problems include channel coding, group testing and sparse linear
regression, also called compressive sensing. In addition, we review the information-
theoretic analysis of group testing problems in (Atia and Saligrama, 2012). Both the
channel coding problem and the analysis of group testing is closely related to the
information-theoretic analysis of sparse problems that we will present in Chapter 3.
We refer to the problem of sparse linear regression often in our information-theoretic
analysis in Chapter 3 and will also present specific results later in Chapter 5. Finally,
we also introduce the concept of spectral graph theory and typical applications as
background for Chapter 6.
2.1 Channel coding
Channel coding refers to the problem of communicating a message across a possibly
noisy and/or distorted communication channel to a receiver (Cover and Thomas, 1991).
The noisy channel coding theorem, stated by Claude Shannon in “A Mathematical
Theory of Communication,” (Shannon, 1948) describes the “capacity” of the channel,
which is the maximum possible efficiency of transmission and error-correction methods
versus levels of noise interference and data corruption. This result characterizes the
number of channel uses necessary to transmit a message that contains a certain amount
of information.
7ω X(ω) Y
Figure 2·1: Channel coding communication framework.
We shortly formalize the problem and present the noisy channel coding theorem,
following the exposition of (Cover and Thomas, 1991). Let ω ∈ {1, . . . , D} be a message
that is transmitted, where the amount of information it contains is characterized
by the number of possible values D that it can take. The message is encoded by
an encoder to X(ω), a sequence of length N , as shown in Figure 2·1. The encoded
message is then transmitted across a discrete memoryless channel, which we define as
the following.
Definition 2.1.1 (Discrete Channel). A discrete channel consists of an input alphabet
X , output alphabet Y and a probability transition matrix p(y|x) that defines the
probability of observing output symbol y ∈ Y given symbol x ∈ X is sent. A discrete
channel is memoryless if the probability distribution of the output depends only on the
corresponding input, and conditionally independent of past inputs or outputs.
The decoder receives a random sequence Y ∼ p(y|x) and outputs an estimate
of the message, ωˆ, with the knowledge of Y and the set of encoded sequences for
all messages, X. The decoder makes an error if ωˆ 6= ω. We define the rate of
the communication system as R = logD
N
in bits per transmission. We call a rate
achievable if there exists a sequence of encoders X and decoders g(X,Y ) such that
the probability of decoding error for any ω tends to zero as N →∞. (We will formalize
error and achievability definitions later in Chapter 3.)
Theorem 2.1.1 (Noisy channel coding theorem). For a discrete memoryless channel,
all rates R such that
R < C , max
p(x)
I(X;Y ) (2.1)
is achievable, where I(X;Y ) denotes the mutual information between random variables
X and Y with joint probability distribution p(x, y) = p(x)p(y|x). Conversely, for
8R > C, there does not exist a sequence of encoders and decoders such that the
probability of error tends to zero.
Note that we can also write (2.1) in the following way:
N > min
p(x)
logD
I(X;Y ) , (2.2)
which will be more convenient to compare with the later results we obtain.1
It is worthwhile to note that proofs for the achievability portion of the theorem
typically consider random codebooks with codewordsX(ω) generated such thatX(ω1)
andX(ω2) are statistically independent for any ω1 6= ω2. Then either a joint typicality
decoder or a maximum likelihood decoder is considered and analyzed. While we note
that we will utilize a similar maximum likelihood decoder in Chapter 3, we refer
to (Cover and Thomas, 1991) for proofs of the theorem using joint typicality and
(Gallager, 1968) for proofs using the maximum likelihood decoder.
2.2 Group testing
Group testing (Atia and Saligrama, 2012) is a form of sensing with Boolean arithmetic,
where the goal is to identify a set of defective items among a larger set of items. As
an example, group testing has been used for medical screening to identify a set of
individuals who have a certain disease from a large population while reducing the total
number of tests. The idea is to pool blood samples from subsets of people and to test
them simultaneously rather than conducting a separate blood test for each individual.
In an ideal setting, the result of a test is positive if and only if the subset contains a
positive sample. A significant part of the existing research is focused on combinatorial
pool design to guarantee detection using a small number of tests. Several variants
of the problem exist, such as noisy group testing with different types of errors. An
1To be more precise, N ≥ RHS is necessary, while N > (1 + ) RHS is sufficient for any  > 0.
9interesting variant is the graph-constrained group testing problem, where the salient
set is the set of defective links in a graph and each test is a random walk on the graph
(Cheraghchi et al., 2010). The group testing model can be represented graphically
as in Figure 2·2, where X is a Boolean testing matrix and Y is the outcome vector.
Again, the different columns of the testing matrix correspond to the variables X, while
the defective set corresponds to set S. Then, a test outcome Y only depends on XS,
which captures the presence or absence of defective items in the test.
The analysis of the complexity of the problem aims to characterize the number
of tests N needed to reliably identify set S of K items among a total of D items,
in terms of D, K and possibly other problem parameters such as noise level in case
of noisy tests. The majority of the analysis is combinatorial in nature; it aims to
determine testing strategies that allow the set to be identified deterministically by
combinatorially designing the testing matrix (Du and Hwang, 2000). Adaptive versions
of group testing have also been investigated by (Aldridge, 2012; Baldassini et al., 2013)
where lower bounds are derived and adaptive algorithms are analyzed (see ref.s in
(Baldassini et al., 2013)).
This problem was also formulated in a channel coding framework with random
test constructions in (Atia and Saligrama, 2012) and in the past, in the Russian
literature by (Malyutov and Mateev, 1980; Malyutov, 1976; Malyutov, 1978; Malyutov,
1979; Dyachkov, 2003). These work use channel coding-type analyses to determine
information-theoretic limits on the number of tests N . We are particularly interested
in the analysis of (Atia and Saligrama, 2012), as it forms the basis of our approach for
analyzing the general class of sparse problems in an information-theoretic framework
in Chapter 3.
We now present a short setup of the framework in (Atia and Saligrama, 2012)
and present its main results. The defective set S is assumed to be chosen uniformly
10
N
D
Figure 2·2: Group testing example where {2, 3} is the set of defective
items.
at random from the collection of all sets of K items among D items. As in Figure
2·2, X denotes the N × D testing matrix, which is a matrix with binary elements
where each row represents the indicator vector for inclusions of items in a test and
different rows are different tests. It is assumed that each element of the matrix is an
IID Bernoulli random variable. Y is an N -length vector of binary test outcomes. For
the noise-free case, the outcome of the tests Y is deterministic. It is the Boolean sum
of the codewords corresponding to the defective set S, given by Y = ∨i∈SXi.
It is worthwhile to note that the model considered for Theorem 2.2.1 is non-scaling
w.r.t. K and the distributions (i.e. K is fixed, D →∞ and the distributions p(x) and
p(y|xS) are independent of D and N), whereas Theorem 2.2.2 is not constrained to
that case.
Below we present the two results derived for the group testing model which
encapsulates noiseless and noisy variants, along with different probabilities p for
p(xk) ∼ Bernoulli(p).
Theorem 2.2.1 (Theorem III.1, (Atia and Saligrama, 2012)). Let (S1, S2) be any
partition of S to i and K − i variables respectively where i ∈ {1, . . . , K} and  > 0 is
a constant independent of K and D. Then, if the number of tests N is such that
N > (1 + ) max
i=1,...,K
log
(
D−K
i
)
I(XS1 ;XS2 , Y |S) (2.3)
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then asymptotically the average error probability of recovering S approaches zero.
We remark that above theorem also considers the corrections to (Atia and Saligrama,
2012) in (Atia et al., 2015).
Theorem 2.2.2 (Theorem III.2, (Atia and Saligrama, 2012)). Let (S1, S2) be any
partition of S to i and K − i variables respectively. Then, a necessary condition to
recover S with an arbitrarily small average error probability is
N ≥ max
i=1,...,K
log
(
D−K+i
i
)
I(XS1 ;Y |XS2 , S) . (2.4)
Using above results, specific bounds for noiseless and noisy variants of the group
testing problem are derived in (Atia and Saligrama, 2012), which follow directly
through the computation of mutual information I(XS1 ;Y |XS2 , S) for different values
of i. As an example, N = Ω(K logD) is found as both a necessary and sufficient
condition for recovery for noiseless group testing for p = 1
K
.
The derivation of the sufficiency result follows through the analysis of a generic
maximum likelihood decoder, which compares likelihoods p(y|xS, S) for different sets
S, while the necessary condition was derived using Fano’s inequality (Cover and
Thomas, 1991). We will use similar methodology to derive the results in Chapter 3,
while greatly extending and generalizing the approach of (Atia and Saligrama, 2012).
2.3 Sparse linear regression and compressive sensing
Sparse linear regression (Donoho, 2006) is the problem of reconstructing a sparse
signal from underdetermined linear systems. It is assumed that the output vector Y
can be obtained from a K-sparse vector β through some linear transformation with
matrix X, i.e., in the noisy case with noise W ,
Y = Xβ +W . (2.5)
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Y
Figure 2·3: Sparse linear regression example.
Nonlinear versions of the regression problem are also investigated, where the channel
model also includes a quantization of the output. The sparse linear regression model
with an example is illustrated in Figure 2·3.
There exists a large body of research on both theoretical analysis and recovery
algorithms for sparse linear regression. Much of the existing theoretical analysis
focuses on limits of sparse recovery in linear models based on sensing matrices drawn
from the IID Gaussian ensemble (Wainwright, 2009a; Fletcher et al., 2009; Aeron
et al., 2010; Akcakaya and Tarokh, 2010; Wu and Verdú, 2012; Reeves and Gastpar,
2012). In addition, much of this related literature is focused on estimation, sometimes
as a preliminary step towards support recovery. Furthermore, most of the earlier
prior work relied heavily on the design of sampling matrices with special structures
such as Gaussian ensembles and RIP matrices (Candès, 2008). More recent related
work for linear models also consider arbitrary measurement matrices, some example
of which are (Wang et al., 2010) that considers zero-mean, unit variance IID entries
or sparse matrices with Gaussian elements on the non-zero elements and (Reeves and
Gastpar, 2013) with arbitrary matrices for linear sparsity and approximate recovery,
13
both obtaining lower bounds. (Tulino et al., 2013) utilizes the replica method and
the decoupling principle to study recovery limits for non-IID matrices with certain
freeness conditions.
In terms of methodology, information-theoretic tools similar to the ones we use in
Chapter 3 have been utilized, especially Fano’s inequality (Cover and Thomas, 1991)
based lower bounds (Akcakaya and Tarokh, 2010; Aeron et al., 2010; Wainwright,
2009b; Tang and Nehorai, 2010; Reeves and Gastpar, 2013). The authors in (Tang
and Nehorai, 2010) adopt a similar approach to derive sufficiency bounds for direct
support recovery, albeit their analysis is focused on a hypothesis testing framework
with fixed measurement matrices. (Jin et al., 2011) approaches the linear model in
an IT framework similar to our work, formulating it as a problem of channel coding
over the Gaussian multiple access channel. Consequently they consider Gaussian
measurement matrices and consider the extensions to other variants such as different
noise models or multiple measurements.
Many different recovery algorithms have also been proposed and analyzed for the
sparse linear regression problem, which we will not go into details of. These algorithms
include Lasso (Candès and Plan, 2009; Wainwright, 2009b), non-convex iterative
variants of lasso such as iteratively reweighted lasso (Candès et al., 2008) or orthogonal
matching pursuit (OMP) variants (Chen and Caramanis, 2013). We discuss related
work on this problem in further detail in Section 3.9 in the next chapter.
We note that the sample complexity bounds obtained for the problem are dependent
on many factors, such as the noise level in SNR, the scaling of K w.r.t. D, the nature
of non-zero elements βS of β and the distributions of sensing matrix elements X.
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2.4 Spectral graph theory
Spectral graph theory considers the study of graphs by utilizing the eigen-decomposition
of graph-related matrices, such as the adjacency matrix or Laplacian matrix. In this
section we introduce these matrices that describe the properties of the graph, quantities
such as the conductance of a graph and define graph-cuts along with classical results
related to it.
In this work we only consider undirected graphs. We let G = (V,E,w) denote an
undirected connected graph with n nodes, where V = {1, . . . , n} denotes the set of
nodes and E = {(i, j) : i, j ∈ V are connected} the set of all edges with |E| = m. If
the graph is weighted, wij denotes the weight of an edge (i, j) ∈ E and is considered 1
otherwise. For i ∈ V , we write di for the degree of vertex i in G and let d be an upper
bound on all di. We let the symmetric n× n matrix A denote the incidence matrix of
the graph, where Aij = Aji = 1 if (i, j) ∈ E and zero otherwise. D is the diagonal
matrix of degrees with Dii = di. Finally, we define the Laplacian of the graph with
L = D − A.
A cut (sometimes called a vertex cut) on a graph is indicated with a subset of
nodes S ⊂ V , which partitions the graph to two sets S and V \ S. For the purposes
of this work, the size of a cut S is given by the volume measures of S and V \ S,
where we define Vol(S) = ∑i∈S di. Note that Vol(V ) = 2m. For unweighted graphs,
|E(S, V \ S)| is the number of edges that connect nodes in S to nodes outside S. For
weighted graphs, w(S, V \S) similarly denotes the total weight of all such edges, which
reduces to |E(S, V \ S)| in the unweighted case.
One important quantity of the graph, which also factors in our analysis is the
conductance of a graph, also called the Cheeger constant. The conductance measures
the internal connectivity of a graph, e.g. whether there exists a “bottleneck” in the
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graph. We start by defining the conductance of a cut S, which is given by
φG(S) =
w(S, V \ S)
min (Vol(S),Vol(V \ S)) .
The conductance of a graph is then given by the lowest conductance among cuts
containing at most half of the volume of the graph, i.e.,
φG = min
S⊂V :Vol(S)≤Vol(V )/2
φG(S).
Conductance is a natural graph-partitioning objective because of its intimate
connection with the behavior of random walks. It is also widely used in practice as it
plays a central role in the design of algorithms for problems such as clustering (Ng
et al., 2002), image segmentation (Shi and Malik, 2000) and community detection
(Aksoylar et al., 2017).
Eigenvalues of the Laplacian matrix have a special significance in characterizing the
connectivity and conductance of a graph. First, note that all eigenvalues λ1 ≤ . . . ≤ λn
of L are real and nonnegative since the matrix is symmetric and positive semidefinite.
Second, zero is always an eigenvalue of L, i.e., λ1 = 0, since L1n = 0 where 1n is
the all-one vector. In addition, the multiplicity of the zero eigenvalue is equal to the
number of connected components in the graph (Chung, 1997).
An important result in spectral graph theory relates the conductance of a graph
with the spectrum of its Laplacian, known as the Cheeger’s inequality (Chung, 1997).
Theorem 2.4.1 (Cheeger’s inequality). Let λ2(L) denote the second smallest eigen-
value of the normalized Laplacian defined by L = D− 12LD− 12 . Then,
λ2(L)
2 ≤ φG ≤
√
2λ2(L).
While the problem of computing the conductance φG of a graph is NP-hard,
Cheeger’s inequality provides a way to approximate the conductance and the minimiz-
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ing cut using the corresponding eigenvector. We refer the reader to (Vishnoi, 2012)
for a good overview of the conductance minimization problem and approximation
methods using the spectrum of the Laplacian.
17
Chapter 3
Information-Theoretic Analysis of Sparse
Recovery
In this chapter, we present an information-theoretic analysis of the sample complexity
of sparse recovery problems in a unifying framework. We characterize this problem as a
version of the noisy channel coding problem and establish mutual information formulas
that provide sufficient and necessary conditions on the number of samples required
to successfully recover the salient variables. These mutual information expressions
unify conditions for both linear and nonlinear observations. We later compute sample
complexity bounds for various problems in Chapter 5 based on the mutual information
expressions in this chapter.
We first formulate the sparse recovery problems in signal processing and set
decoding frameworks, using sparse linear regression as an example in Section 3.1.
We then present a formal setup for the problem, defining variables and overarching
assumptions we use throughout the chapter in Section 3.2. We present our analysis
methods and lower and upper sample complexity bounds for simple problems in Section
3.3. In the following sections, we generalize this framework to various modalities, to
make it suitable for the analysis of a large class of sparse recovery problems. We
extend it to include models with continuous variables in Section 3.4. We then consider
latent observation models and present lower bounds in Section 3.5, followed by upper
bounds in Section 3.6. The analysis for generalizing these results to scaling models
are presented in Section 3.7. We collect our remarks on the derived results in Section
18
3.8 and conclude with a discussion of the literature on information-theoretic analysis
of sparse problems in Section 3.9.
The material in Section 3.3 is a review of some of the results in (Atia and Saligrama,
2012), along with the corrections in (Atia et al., 2015) contributed to by the author.
Other sections, including 3.4, 3.5, 3.6 and 3.7 are novel contributions and presented in
(Aksoylar et al., 2016), however certain parts have also appeared in (Aksoylar et al.,
2012), (Aksoylar et al., 2013a) and (Aksoylar et al., 2013b).
3.1 Sparse recovery as set decoding
Consider the sparse linear regression problem, as outlined in Section 2.3, for which we
have the system (2.5),
Y = Xβ +W ,
where β is the unknown D × 1 sparse vector that we aim to estimate with support
S and K × 1 vector on the support βS, X is a known N ×D sensing matrix, W is
an N × 1 noise vector and Y is the N × 1 vector of observations. The system-level
formulation for this problem usually considers β to be the unknown input quantity,
X the known side input to the system, W as the noise in the system and Y as the
output of the system, which follows from the above equation.
Let us approach the above framework from a different point-of-view, which we
will refer to as the signal processing formulation. Abstractly, let the set of variables
S, which we call the salient set, be generated from a distribution over sets of size
K among D items. Also let a latent factor βS (if it exists) be generated from a
distribution p(βS) , P (βS|S)1. Let a 1×D vector X be generated from a distribution
Q(X) and a corresponding observation Y generated using the conditional distribution
1In the general case, βS can be random and unobserved in which case it is a latent factor, or it can
be fixed and known in which case we say a latent factor does not exist and it is simply incorporated
into the deterministic observation model P (Y |XS , S).
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X XS Y
S βS
N
Figure 3·1: Plate model representation for the generative model con-
sidered in the signal processing framework.
P (Y |X, βS, S) = P (Y |XS, βS, S) conditioned on X, βS and S. We have N such inde-
pendent sample pairs (X, Y ) which constitute (X,Y ). Given (X,Y ) and knowledge
of the observation model P (Y |XS, βS, S), the problem is to estimate the set of relevant
variables S. We illustrate this generative approach with the plate model in Figure 3·1.
We can describe the formulation of sparse linear regression with the above frame-
work as follows: S is the sparse support of β, each X corresponds to a row X(n) of
the sensing matrix and each Y corresponds to an element Y (n) of the observation
vector, for n = 1, . . . , N . The effect of noise is encapsulated in the observation model
P (Y |XS, S), along with the effects of βS, the values of β corresponding to the indices
in S. This framework focuses on the estimation of the support S, rather than the
whole vector β.
It is important to note that this formulation is more general than the linear model
that we considered above. Indeed, we observe that this formulation holds for the
general class of sparse signal processing problems, including linear and nonlinear
sparse regression problems, group testing, multivariate regression problems etc., with
different X, Y and observation model definitions.
The fundamental observation we make about the formulation of sparse recovery
problems in the above framework is the following: Among a set of D variables
X = (X1, . . . , XD), only K variables (indexed by set S) are directly relevant to the
outcome Y . We formulated this with the assumption that given XS = {Xn}n∈S, the
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XS YS
Figure 3·2: Channel model.
outcome Y is independent of the other variables {Xn}n 6∈S, i.e.,
P (Y |X,S) = P (Y |XS, S). (3.1)
We also explicitly consider the existence of an independent latent random quantity
affecting the observation model, which we denote with βS as above. Similar to (3.1),
with this latent factor we have the observation model
P (Y |X, βS, S) = P (Y |XS, βS, S). (3.2)
Note that the existence of such a latent factor does not violate (3.1).
In this chapter we will aim to analyze the sample complexity of this problem by
establishing sufficient and necessary conditions on N to recover S with an arbitrarily
small average error probability, in terms of the number of variables D, number of
relevant variables K, observation model P (Y |XS, S) and variable generation model
Q(X).
We perform the analysis of sample complexity by posing this identification problem
as an equivalent channel coding problem (cf. Section 2.1), as illustrated in Figure 3·2.
The salient set S corresponds to the message transmitted through a channel. The set S
is encoded byXS of length N , which is the collection of codewordsXn for n ∈ S, from
a codebook X. The coded message XS is transmitted through a memoryless channel
P (Y |XS, βS, S) with output Y , with unknown side information/channel state βS. As
in channel coding, our aim is to identify which message S was transmitted given the
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K×1
Figure 3·3: Sparse linear regression example and its mapping to the
channel model.
channel output Y and the codebook X. We call this framework “set decoding,” since
we are transmitting a set-valued message through a channel and trying to decode it
in the receiver. We illustrate the set decoding model for sparse linear regression in
Figure 3·3.
The sufficiency and necessity results we present in this chapter are analogous to
the channel coding theorem for memoryless channels, as presented in Theorem 2.1.1.
These results are of the form
N > max
S˜⊂S
log
(
D−|S˜|
|S\S˜|
)
IS˜
, (3.3)
where IS˜ = ess infb I(XS\S˜;Y |XS˜, βS = b, S)2 is the worst-case (w.r.t. βS) mutual
information between the observation Y and the variables XS\S˜ that are in S but
not in S˜, conditioned on variables in S˜. For each subset S˜ of S, this bound can be
2The essential infimum of a measurable function f is the greatest lower bound on the function
that holds everywhere except on a set of measure zero. Formally, for a measure space (X ,Σ, µ),
ess inf f = sup{α ∈ R : µ({x ∈ X : f(x) < α} = 0}.
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interpreted as follows: The numerator is the number of bits required to represent
all sets S of size K given that its subset S˜ is already known. In the denominator,
the mutual information term represents the uncertainty reduction in the output Y
given the remaining input XS\S˜ conditioned on a known part of the input XS˜, in
bits per sample. This term essentially quantifies the “capacity” of the observation
model P (Y |XS, βS, S). Then, the number of samples N should exceed this ratio of
total uncertainty to uncertainty reduction per sample for each subset S˜ to be able to
recover S exactly.
3.2 Problem setup
Notation. We use upper case letters to denote random variables, vectors and
matrices, and we use lower case letters to denote realizations of scalars, vectors and
matrices. Subscripts are used for column indexing and superscripts with parentheses
are used for row indexing in vectors and matrices. Bold characters denote multiple
samples jointly for both random variables and realizations and specifically denote N
samples unless otherwise specified. Subscripting with a set S implies the selection of
columns with indices in S. Table 3.1 provides a reference and further details on the
used notation. The transpose of a vector or matrix a is denoted by a>. log is used to
denote the natural logarithm and entropic expressions are defined using the natural
logarithm, however results can be converted other logarithmic bases w.l.o.g., such as
base 2. The symbol ⊆ is used to denote subsets, while ⊂ is used to denote proper
subsets.
Without loss of generality, we use notation for discrete variables and observations
throughout the paper, i.e. sums over the possible realizations of random variables,
entropy and mutual information definitions for discrete random variables etc. The
notation is easily generalized to the continuous case by simply replacing the related
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Table 3.1: Reference for notation used
Random quantities Realizations
Variables X1, . . . , XD x1, . . . , xD
1×D random vector X = (X1, . . . , XD) x = (x1, . . . , xD)
1×|S| random vector XS xS
N×D random matrix X x
n-th row of X X(n) x(n)
d-th column of X Xd xd
d-th elt. of n-th row X(n)d x
(n)
d
N×|S| sub-matrix XS xS
Observation Y y
N×1 observation vector Y y
n-th element of Y Y (n) y(n)
sums with appropriate integrals and (conditional) entropy expressions with (condi-
tional) differential entropy, excepting sections that deal specifically with the extension
from discrete to continuous variables, such as the proof of Lemma 3.3.1 in Section 3.4.
Variables. We let X = (X1, X2, . . . , XD) ∈ XD denote a set of IID random variables
with a joint probability distribution Q(X). We specifically consider discrete spaces
X or finite-dimensional real coordinate spaces Rd in our results. To simplify the
expressions, we do not use subscript indexing on Q to denote the random variables
since the distribution is determined solely by the number of variables indexed.
Candidate sets. We index the different sets of size K as Sω with index ω, so that
Sω is a set of K indices corresponding to the ω-th set of variables. Since there are D
variables in total, there are
(
D
K
)
such sets, therefore ω ∈ I ,
{
1, 2, . . .
(
D
K
)}
. We use
S without a subscript to denote the “true” set that we aim to estimate.
For any two sets Si and Sj , we define Si,j , Si,jc , and Sic,j as the overlap set, the set
of indices in Si but not in Sj, and the set of indices in Sj but not in Si, respectively.
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Namely, Si,j = Si ∩ Sj, Si,jc = Si ∩ Scj = Si \ Sj and Sic,j = Sci ∩ Sj = Sj \ Si.
Latent observation parameters. In some of the following sections, we consider
an observation model which is not completely deterministic and known, but depends
on a latent variable βS ∈ BK . We assume βS is independent of variables X and has a
prior distribution P (βS|S), which is independent of S and symmetric (permutation
invariant). We further assume that βk for k ∈ S has finite Rényi entropy of order 1/2,
i.e. H 1
2
(βk) <∞ and also that H 1
2
(βS) = O(K).
Observations. We let Y ∈ Y denote an observation or outcome, which depends
only on a small subset of variables S ⊂ {1, . . . , D} of known cardinality |S| = K where
K  D. In particular, Y is conditionally independent of the variables given the subset
of variables indexed by the index set S, as in (3.1), i.e., P (Y |X,S) = P (Y |XS, S),
where XS = {Xk}k∈S is the subset of variables indexed by the set S. The outcomes
depend onXS (and βS if it exists) and are generated according to the model P (Y |XS, S)
(or P (Y |XS, βS, S)).
We further assume that the observation model is independent of the ordering of
variables in S such that
P (Y |XS = xS, S) = P (Y |XS = xpi(S), S)
for any permutation mapping pi, which allows us to work with sets (that are unordered)
rather than sequences of indices. Also, the observation model does not depend on S
except through XS, i.e.,
P (Y |XSω = x, Sω) = P (Y |XSωˆ = x, Sωˆ)
for any x ∈ XK , ω, ωˆ ∈ I.
We use the lower-case p( · | · ) = P ( · | · , S) notation as a shorthand for the condi-
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tional distribution given the true subset of variables S. For instance, with this notation
we have p(Y |XS) = P (Y |XS, S), p(Y |XS, βS) = P (Y |XS, βS, S), p(βS) = P (βS|S)
etc. When we would like to distinguish between the outcome distribution conditioned
on different sets of variables, we use pω( · | · ) = P ( · | · , Sω) notation, to emphasize that
the conditional distribution is conditioned on the given variables, assuming the true
set S is Sω.
We observe the realizations (x,y) of N variable-outcome pairs (X,Y ) with each
sample realization (x(n), y(n)) of (X(n), Y (n)), n = 1, 2, . . . , N . The variables X(n) are
distributed IID across n = 1, . . . , N . However, if βS exists, the outcomes Y (n) are
independent for different n only when conditioned on βS. Our goal is to identify the
set S from the data samples and the associated outcomes (x,y), with an arbitrarily
small average error probability.
Decoder and probability of error. We let Sˆ(X,Y ) denote an estimate of the
set S, which is random due to the randomness in S, X and Y . We further let P (E)
denote the average probability of error, averaged over all sets S of size K, realizations
of variables X and outcomes Y , i.e.,
P (E) = Pr[Sˆ(X,Y ) 6= S] = ∑
ω∈I
P (ω) Pr[Sˆ(X,Y ) 6= Sω|Sω].
Scaling variables and asymptotics. We let D ∈ N, K , K(D) ∈ N be a function
of D such that 1 ≤ K < D/2 and N , N(K,D) ∈ N be a function of both K and D.
Note that K can be a constant function in which case it does not depend on D. For
asymptotic statements, we consider D →∞ and K and N scale as defined functions
of D. We formally define sufficient and necessary conditions for recovery as below.
Definition 3.2.1. For a function g , g(N,K,D), we say an inequality g ≥ 1 (or
g > 1) is a sufficient condition for recovery if there exists a sequence of decoders
SˆD(X,Y ) such that limD→∞ P (E) = limD→∞ Pr[SˆD(X,Y ) 6= S] = 0 for g ≥ 1 (or
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g > 1) for sufficiently large D, i.e., for any  > 0, there exists D such that for all
D > D, g ≥ 1 (or g > 1) implies P (E) < . Conversely, we say an inequality g ≥ 1
(or g > 1) is a necessary condition for recovery if when the inequality is violated,
limD→∞ P (E) > 0 for any sequence of decoders.
In our asymptotic results, we will present bounds of the form LHS ≥ RHS (or LHS
> RHS) which translate to the formal definition above using g = LHSRHS .
Scaling and non-scaling models. We formally define scaling and non-scaling
models, which we distinguish between in our achievability analyses. Non-scaling models
are models where the marginal variable distribution Q(Xk), latent variable distribution
P (βS|S) (if exists) and the observation model P (Y |XS, βS, S) are independent of D
and N . We further restrict the analysis for these models to the case where K is
independent of D, i.e., K(D) is a constant function. As a result, most “single-
letter” quantities involving the problem, e.g. the single-letter mutual information
I(XS;Y |βS, S), do not scale with D and N , making the analysis easier in some cases.
Conditional entropic quantities. We occasionally use conditional entropy and
mutual information expressions conditioned on a fixed value or on a fixed set. For
two random variables U ∈ U and V ∈ V, we use the notation H(U |V = v) =
−∑u p(u|v) log p(u|v) to denote the conditional entropy of U conditioned on fixed
V = v. For a measurable subset V ′ ⊆ V of the space of realizations of V , H(U |V ∈
V ′) = − 1
P (V ′)
∑
v∈V ′ p(v)
∑
u p(u|v) log p(u|v) denotes the conditional entropy of U
conditioned on V being restricted to set V ′. Note that this is equivalent to the (average)
conditional entropy H(U |V ) when V ′ = V. The differential entropic definitions for
continuous variables follow by replacing sums with integrals, and conditional mutual
information terms follow from the entropy definitions above.
To recap, we formally list the main assumptions that we require for the analysis in
this chapter below.
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(A1) Equiprobable support: Any set Sω ⊂ {1, . . . , D} with K elements is equally
likely a priori to be the salient set. We assume we have no prior knowledge of
the salient set S among the
(
D
K
)
possible sets.
(A2) Conditional independence and observation symmetry: The observa-
tion/outcome Y is conditionally independent of other variables given XS,
variables with indices in S, i.e., P (Y |X,S) = P (Y |XS, S). For any per-
mutation mapping pi, P (Y |XS = xS, S) = P (Y |XS = xpi(S), S), i.e., the
observations are independent of the ordering of variables. We further as-
sume the observation model does not depend on S except through XS, i.e.,
P (Y |XSω = x, Sω) = P (Y |XSωˆ = x, Sωˆ) for any x ∈ XK , ω, ωˆ ∈ I.
(A3) IID variables: The variables X1, . . . , XD are independent and identically
distributed.
(A4) IID samples: The variables X(n) are distributed IID across n = 1, . . . , N .
(A5) Memoryless observations: Each observation Y (n) at sample n is independent
of X(n′) conditioned on X(n).
3.3 Lower and upper bounds for discrete models
In this section we state a sufficient condition for the recovery of S, for the case of
non-scaling models (i.e. K is fixed and Q(X), p(Y |XS) are independent of D and
N) and where X and Y are discrete variables. We also assume there does not exist
a latent variable βS that couples observations across samples n = 1, . . . , N . These
results follow in a straightforward manner from the analysis of (Atia and Saligrama,
2012) and we obtain the sufficiency bound presented in Theorem 2.2.1.
To derive the sufficiency bound for the required number of samples, we analyze
the error probability of a maximum likelihood (ML) decoder (Gallager, 1968). For
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this analysis, we assume that S1 is the true set Sω among ω ∈ I. We can assume
this w.l.o.g. due to the equiprobable support, IID variables and observation model
symmetry assumptions (A1)–(A5), thus we can write
P (E) = 1(
N
K
) ∑
ω∈I
Pr[Sˆ(X,Y ) 6= Sω|Sω] = P (E|S1).
For this reason, we omit the conditioning on S1 on the error probability expressions
throughout this section.
The ML decoder goes through all
(
N
K
)
possible sets ω ∈ I and chooses the set Sω∗
such that
pω∗(Y |XSω∗ ) > pω(Y |XSω), ∀ω 6= ω∗, (3.4)
and consequently, if any set other than the true set S1 is more likely, an error occurs.
This decoder is a minimum probability of error decoder for equiprobable sets, as we
assumed in (A1).
We now state a simple upper bound on the error probability P (E) of the ML
decoder, which is averaged over all sets, data realizations and observations. Define
the error event Ei as the event of mistaking the true set for a set which differs from
the true set S1 in exactly i variables, thus we can write
P (Ei) = Pr[∃ω 6= 1 : pω(Y |XSω) ≥ p1(Y |XS1),
|S1c,ω| = |S1,ωc | = i, |S1| = |Sω| = K]. (3.5)
Using the union bound, the probability of error P (E) can then be upper bounded
by
P (E) ≤
K∑
i=1
P (Ei) =
K∑
i=1
∑
XS1
∑
Y
Q(XS1)p1(Y |XS1)P (Ei|XS1 ,Y , ω = 1), (3.6)
where P (Ei|XS1 ,Y , ω = 1) is the probability of decoding error in exactly i variables,
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conditioned on the true index ω = 1, the realization XS1 for the set S1, and on the
sequence Y .
We define the following quantity Eo(ρ) as the “error exponent” characterizing an
upper bound on the probability of error P (Ei).
Eo(ρ) = − log
∑
Y
∑
XS˜
 ∑
XS\S˜
Q(XS\S˜)p(Y,XS˜|XS\S˜)
1
1+ρ

1+ρ
, 0 ≤ ρ ≤ 1, (3.7)
for any S˜ ⊂ S such that |S˜| = K − i. The following lemma provides an upper bound
on P (Ei), using the error exponent definition.
Lemma 3.3.1. The probability of the error event Ei defined in (3.5) that a set selected
by the ML decoder differs from the set S1 in exactly i variables is bounded from above
by
P (Ei) ≤ e−(NEo(ρ)−ρ log (
D−K
i )−log (Ki )). (3.8)
The proof for Lemma 3.3.1 analyzes the upper bound in (3.6) and follows the proof
of Lemma III.1 of (Atia and Saligrama, 2012), considering the corrections to the proof
cited in (Atia et al., 2015). We reproduce the proof in Appendix A.1 for posterity,
since we will refer to parts of it throughout the thesis.
We now restate Theorem 2.2.1 with the corrections made in (Atia et al., 2015),
to emphasize the validity of the bound for discrete and non-scaling sparse recovery
problems other than group testing. It follows from a Taylor series analysis of the
error exponent, similar to the analysis of the ML decoder in (Gallager, 1968). Notice
that we also change the notation from maximizing over i = 1, . . . , K and considering
partitions (S1, S2) to an equivalent notation where we directly maximize over S˜ ⊂ S
(which correspond to partitions (S \ S˜, S˜)).
Theorem 3.3.1 (Sufficiency for discrete models). Let  > 0 is a constant independent
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of K and D. Then, if assumptions (A1)–(A5) are satisfied,
N > (1 + ) ·max
S˜⊂S
log
(
D−K
K−|S˜|
)
I(XS\S˜;Y |XS˜, S)
, (3.9)
is a sufficient condition3 for the average error probability to approach zero asymptoti-
cally, i.e., limK→∞ limD→∞ P (E) = 0.
Note that it is sufficient to compute I(XS\S˜;Y |XS˜, S = Sˆ) for one value of Sˆ (e.g.
S1) instead of averaging over all possible S, since the conditional mutual information
expressions are identical due to symmetry assumptions on the variable distribution and
the observation model. Similarly, the bound need only be computed for one partitioning
(S \ S˜, S˜) for each |S˜| ∈ {0, . . . , K − 1}, since the mutual information is identical for
all such partitions.
While the above result applies to sparse recovery problems other than group
testing, it is still very restrictive: We cannot analyze problems that contain continuous
variables, have latent factors in the observation model, or scaling models – models
where distributions either depend on N , D or where K also scales as a function of D.
As an example, the sparse linear regression model in Section 2.3 contains continuous
variables and possibly latent factors βS in case the values of variables in the support
of β are random or not known.
To overcome these obstacles, in the following sections, we will modify the above
analysis to a much larger class of problems by deriving major extensions to the analysis.
Finally, we note that the lower bound as derived in Theorem 2.2.2 also holds for
discrete and continuous variables (which is considered in the next section) without
latent observation variables, which we will consider later in Section 3.5. We also note
that the proof in (Atia and Saligrama, 2012) has notational problems such as not
conditioning on S˜ ⊂ S (S2 in the proof) and Sω explicitly. Nevertheless the lower
bound we prove in Section 3.5 will be more general than Theorem 2.2.2 and will reduce
3“Sufficient condition” is defined formally in the problem setup, where in this case we have
g(N,K,D) = LHS/RHS.
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to that result for non-existent latent variables βS. We rewrite Theorem 2.2.2 below
using the notation we used throughout the section.
Theorem 3.3.2 (Necessity for discrete and continuous models). If the number of
samples N is such that
N < max
S˜⊂S
log
(
D−|S˜|
K−|S˜|
)
I(XS\S˜;Y |XS˜, S)
,
then limD→∞ P (E) > 0.
3.4 Models with continuous variables
While the proof of Theorem 3.3.1 is valid for discrete and continuous variables (when
adjustments such as sums being converted to integrals are made) given the result
of Lemma 3.3.1, the lemma itself was derived and valid only for discrete variables
and observations. In this section, we make the necessary generalizations to state an
analogue of Lemma 3.3.1 for continuous variable and observation models, specifically
for the case X = Y = R. The extension to finite dimensional real coordinate spaces
follow through the same analysis as well. We follow the methodology in (Gallager,
1968) and (Gallager, 1964).
We assume a continuous and bounded joint probability density function Q(X)
with joint cumulative distribution function F . The conditional probability density
p(Y = y|XS = x) for the observation model is assumed to be a continuous and
bounded function of both x and y.
Let X ′ ∈ X ′D be the random vector and Y ′ ∈ Y ′ be the random variable generated
by the quantization of X ∈ XD = RD and Y ∈ Y = R, respectively, where each
variable in X is quantized to L values and Y quantized to J values. Let F ′ be the joint
cumulative distribution function of X ′. As before, let Sˆ(X,Y ) be the ML decoder
with continuous inputs with probability of making i errors in decoding denoted by
P (Ei). Let Sˆ(X ′,Y ′) be the ML decoder that quantizes inputs X and Y to X ′ and
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Y ′, and have the corresponding probability of error P ′(Ei). Define
Eo(ρ,X ′, Y ′) = − log
∑
y′∈Y ′
∑
x′
S˜
∈X ′K−i
 ∑
x′
S\S˜∈X ′i
Q(x′S\S˜)p(y
′, x′˜S|x′S\S˜)
1
1+ρ

1+ρ
,
Eo(ρ,X, Y ) = − log
∫
Y
∫
XK−i
∫
X i
Q(xS\S˜)p(y, xS˜|xS\S˜)
1
1+ρ dxS\S˜

1+ρ
dxS˜ dy. (3.10)
where the indexing denotes the random variates that the error exponents are computed
with respect to.
Utilizing Lemma 3.3.1 for discrete models, we will show that an analogue of the
lemma holds for the continuous model, i.e.,
P (Ei) ≤ e−(NEo(ρ,X,Y )−ρ log (
D−K
i )−log (Ki )). (3.11)
Note that the rest of the proof of Theorem 3.3.1 follows as in the discrete case, by
noting that ∂Eo(ρ,X,Y )
∂ρ
∣∣∣∣
ρ=0
= I(XS\S˜;Y |XS˜, S), with the mutual information definition
for continuous variables (Cover and Thomas, 1991).
Our approach can be described as follows. We will increase the number of quanti-
zation levels for Y ′ and X ′, respectively. Then, since the discrete result in (3.8) holds
for any number of quantization levels, by taking limits we will be able to show that
P ′(Ei) ≤ e−(NEo(ρ,X,Y )−ρ log (
D−K
i )−log (Ki )). (3.12)
Since Sˆ(X,Y ) is the minimum probability of error decoder, any upper bound for
P ′(Ei) will also be an upper bound for P (Ei), thereby proving (3.11).
Assume Y is quantized with the quantization boundaries denoted by a1, . . . , aJ−1,
with Y ′ = aj if aj−1 < Y ≤ aj. For convenience denote a0 = −∞ and aJ = ∞.
Furthermore, assume the quantization boundaries are equally spaced, i.e. aj − aj−1 =
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∆J for 2 ≤ j ≤ J − 1. Now, we have that
Eo(ρ,X ′, Y ′) =− log
J∑
j=1
∑
x′
S˜
∑
x′
S\S˜
Q(x′S\S˜)
 aj∫
aj−1
p(y, x′˜S|x′S\S˜) dy

1
1+ρ

1+ρ
(3.13)
=− log

J−1∑
j=2
∆J
∑
x′
S˜
∑
x′
S\S˜
Q(x′S\S˜)
∫ ajaj−1 p(y, x′˜S|x′S\S˜) dy
∆J
 11+ρ

1+ρ
(3.14)
+
∑
x′
S˜
∑
x′
S\S˜
Q(x′S\S˜)
 a1∫
−∞
p(y, x′˜S|x′S\S˜) dy
 11+ρ

1+ρ
(3.15)
+
∑
x′
S˜
∑
x′
S\S˜
Q(x′S\S˜)
 ∞∫
aJ−1
p(y, x′˜S|x′S\S˜) dy

1
1+ρ

1+ρ. (3.16)
Let J →∞ and for each J choose the sequence of quantization boundaries such
that lim ∆J = 0, lim aJ−1 =∞, lim a1 = −∞. Then the last two terms disappear and
using the fundamental theorem of calculus, we obtain
lim
J→∞
Eo(ρ,X ′, Y ′) = Eo(ρ,X ′, Y ) = − log
∫
Y
∑
x′
S˜
∑
x′
S\S˜
Q(x′S\S˜)p(y, x
′˜
S|x′S\S˜)
1
1+ρ

1+ρ
dy.
(3.17)
It can also be shown that Eo(ρ,X ′, Y ′) increases for finer quantizations of Y ′, there-
fore Eo(ρ,X ′, Y ) gives the smallest upper bound over P ′(Ei) over the quantizations
of Y , similar to (Gallager, 1968). However, this is not necessary for the proof.
We repeat the same procedure for X. Assume each variable Xn in X is quantized
with the quantization boundaries denoted by b1, . . . , bL−1, with X ′n = bl if bl−1 < Xn ≤
bl. For convenience denote b0 = −∞ and bL = ∞. Furthermore, assume that the
quantization boundaries are equally spaced, i.e. bl − bl−1 = ∆L for 2 ≤ l ≤ L − 1.
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Then we can write
Eo(ρ,X ′, Y ) =− log
∫
Y
L∑
l=1
∑
x′
S\S˜
Q(x′S\S˜)
 bl∫
bl−1
p(y, xS˜|x′S\S˜) dxS˜

1
1+ρ

1+ρ
dy (3.18)
=− log
∫
Y
L∑
l=1
∫
X i
 bl∫
bl−1
p(y, xS˜|xS\S˜) dxS˜

1
1+ρ
dF ′(xS\S˜)

1+ρ
dy (3.19)
=− log
∫
Y

L−1∑
l=2
∆L
∫
X i
∫ blbl−1 p(y, xS˜|xS\S˜) dxS˜
∆L
 11+ρ dF ′(xS\S˜)

1+ρ
+
∫
X i
 b1∫
−∞
p(y, xS˜|xS\S˜) dxS˜

1
1+ρ
dF ′(xS\S˜)
+
∫
X i
 ∞∫
bL−1
p(y, xS˜|xS\S˜) dxS˜

1
1+ρ
dF ′(xS\S˜)
 dy, (3.20)
where (3.19) follows with F ′(xS\S˜) being the step function that represents the cumu-
lative distribution function of the quantized variables X ′
S\S˜.
Let L→∞, for each L choose a set of quantization points such that lim ∆L = 0,
lim bL−1 =∞, lim b1 = −∞. Again, the second and third terms disappear and the first
sum converges to the integral over XS˜. Note that p(y, xS˜|xS\S˜) is a bounded continuous
function of all its variables since it was assumed that Q(x) and p(y|x) were bounded
and continuous. Also note that limL→∞ F ′ = F , which implies the weak convergence of
the probability measure of X ′ to the probability measure of X. Given these facts, using
the portmanteau theorem we obtain that EF ′
[
p(Y,XS˜|XS\S˜)
]
→ EF
[
p(Y,XS˜|XS\S˜)
]
,
which leads to
lim
L→∞
Eo(ρ,X ′, Y ) = − log
∫
Y
∫
XK−i
∫
X i
p(y, xS˜|xS\S˜)
1
1+ρ dF (xS\S˜)

1+ρ
dxS˜ dy
= Eo(ρ,X, Y ). (3.21)
35
This leads to the following result, proving that Lemma 3.3.1 holds for continuous
variables and observations for error exponent given by (3.10).
P (Ei) ≤ P ′(Ei) ≤ lim
J,L→∞
e−(NEo(ρ,X′,Y ′)−ρ log (
D−K
i )−log (Ki ))
= e−(NEo(ρ,X,Y )−ρ log (
D−K
i )−log (Ki )). (3.22)
With this extension, we can use Theorem 3.3.1 to analyze sparse recovery problems
with continuous models, e.g. the sparse linear regression model with fixed and known βS
(and symmetric to satisfy (A2)), constant K and noise and sensing matrix distributions
independent of D and N . We remark that Theorem 3.3.2 readily holds for continuous
models as we noted before.
3.5 Lower bound for models with latent variables
In the following sections we consider models where there exists a latent random
variable (or vector) in the observation model, such that the observations Y (n) are
coupled across samples n when not conditioned over this latent variable. The example
we consider is again sparse linear regression (2.5) illustrated in Figure 3·3: Let β be
generated such that first the subset S is chosen uniformly at random from all possible
size K-sets, then a K × 1 vector βS is generated from a distribution P (βS|S) that is
independent of S and permutation invariant and assigned to the support of β. Then,
the observations Y (n) are independent for different n only when conditioned on βS, in
addition to conditioning over X.
We also note the following:
• The conditional independence assumption in (A2) still holds in this model, where
P (Y |XS, S) is P (Y |XS, βS, S) averaged over βS conditioned on S.
• With this new model, the assumption for observation model symmetry in (A2) is
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less restrictive since the asymmetry w.r.t. the indices can be usually incorporated
into βS. In other words, the symmetry is assumed for the observation model
when averaged over βS.
Through the rest of this section we derive a necessary condition for recovery, i.e. a
lower bound on the number of samples N such that the average probability of error to
recover S is bounded away from zero (or a given ε) when the bound is violated. The
bound is based on Fano’s inequality (Cover and Thomas, 1991) and is inspired by the
proof of Theorem IV.1 in (Atia and Saligrama, 2012). However, we account for the
present of latent variable βS and obtain a novel result that shows that a worst-case
criterion related to βS must be satisfied for recovery with an arbitrarily small error
probability to be possible. This condition matches the worst-case condition that we
will derive as a sufficient condition in Section 3.6.
We first define a few mutual information related quantities that are to be used
throughout this section and in the following sections. For a proper subset S˜ of S, the
conditional mutual information conditioned on fixed βS = b ∈ BK is4
IS˜(b) = I(XS\S˜;Y |XS˜, βS = b, S), (3.23)
the average conditional mutual information conditioned on βS ∈ B for a measurable
subset B ⊆ BK is
IS˜(B) = I(XS\S˜;Y |XS˜, βS ∈ B, S), (3.24)
and the ε-worst-case conditional mutual information w.r.t. βS is
IS˜,ε = sup{α ∈ R+ : Pr[b ∈ BK : IS˜(b) < α] ≤ ε}. (3.25)
4We refer the reader to Section 3.2 for the formal definition of conditional entropic quantities.
We also note that it is sufficient to compute IS˜(b) for one value of ω (e.g. S1) instead of averaging
over all possible S, since the conditional mutual information expressions are identical due to our
symmetry assumptions on the variable distribution and the observation model. Similarly, the bound
need only be computed for one proper subset S˜ for each |S˜| ∈ {0, . . . ,K − 1} if b is symmetric, since
our assumptions ensure that the mutual information is identical for all partitions (S \ S˜, S˜).
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Note that for ε = 0, IS˜,ε reduces to the essential infimum of IS˜(·), ess infb∈BK IS˜(b) =
sup{α ∈ R+ : Pr[b ∈ BK : IS˜(b) < α] = 0}.
Our lower bound analysis is based on the conditional probability of error P (E|B)
conditioned on a subset B ⊆ BK of the space of possible latent variables βS. When
latent variables βS do not exist, the analysis simplifies trivially. We first state and
prove the following lemma that lower bounds P (E) for any subset B and any tuple
(N,K,D) through lower bounding P (E|B).
Lemma 3.5.1. For any subset B ⊆ BK and S˜ ⊂ S,
P (E) ≥ Pr[βS ∈ B]
1− NIS˜(B) + 1
log
(
D−|S˜|
K−|S˜|
)
 . (3.26)
Proof. Let the true set S = Sω for some ω ∈ I and suppose a proper subset of elements
of Sω is revealed, denoted by S˜. We define the estimate of ω to be ωˆ = g(X,Y ) and
the probability of error in the estimation Pe = P (E) = Pr[ωˆ 6= ω]. We analyze the
probability of error conditioned on the event βS ∈ B, which we denote with P (E|B) =
Pr[ωˆ 6= ω|βS ∈ B]. We note that for continuous variables and/or observations we can
replace the (conditional) entropy expressions with differential (conditional) entropy,
as we noted in the problem setup.
Conditioning on βS ∈ B using the notation established in Section 3.2, we can write
H(ω|X,Y , S˜, βS ∈ B) +H(E|ω,X,Y , S˜, βS ∈ B)
= H(E|X,Y , S˜, βS ∈ B) +H(ω|E,X,Y , S˜, βS ∈ B),
where H(E|ω,X,Y , S˜, βS ∈ B) = 0 since E is completely determined by ω and
ωˆ which is a function of X,Y . Upper bounding H(E|X,Y , S˜, βS ∈ B) ≤ 1 and
expanding H(ω|E,X,Y , S˜, βS ∈ B) for E = 0 (denoting ω = ωˆ) and E = 1 (ω 6= ωˆ),
we have
H(ω|X,Y , S˜, βS ∈ B) ≤ 1 + P (E|B) log
(
D − |S˜|
K − |S˜|
)
,
since H(ω|E = 0,X,Y , S˜, βS ∈ B) = 0 and H(ω|E = 1,X,Y , S˜, βS ∈ B) ≤
H(ω|S˜) = log
(
D−|S˜|
K−|S˜|
)
.
For H(ω|X,Y , S˜, βS ∈ B), we also have a lower bound from the following chain
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of inequalities:
H(ω|Y ,X, S˜, βS ∈ B) = H(ω|S˜, βS ∈ B)− I(ω;Y ,X|S˜, βS ∈ B)
= H(ω|S˜, βS ∈ B)− I(ω;X|S˜, βS ∈ B)− I(ω;Y |X, S˜, βS ∈ B)
= H(ω|S˜, βS ∈ B)− I(ω;Y |X, S˜, βS ∈ B) (3.27)
= H(ω|S˜, βS ∈ B)− (H(Y |X, S˜, βS ∈ B)−H(Y |X, ω, βS ∈ B)) (3.28)
≥ H(ω|S˜, βS ∈ B)− (H(Y |XS˜, S˜, βS ∈ B)−H(Y |XSω , ω, βS ∈ B)) (3.29)
= H(ω|S˜, βS ∈ B)− I(XSω\S˜;Y |XS˜, Sω, βS ∈ B) (3.30)
= log
(
D − |S˜|
K − |S˜|
)
− I(XSω\S˜;Y |XS˜, Sω, βS ∈ B),
where (3.27) follows from the fact that X is independent of ω; (3.28) follows from
the fact that conditioning on ω includes conditioning on S˜; (3.29) follows from the
fact that conditioning on less variables increases entropy and for the second term
that Y depends on ω only through XSω ; (3.30) follows by noting that Sω \ S˜ does
not give any additional information about Y when XSω\S˜ is marginalized, because of
our assumption that the observation model is independent of the indices themselves
except through the variables and we have symmetrically distributed variables, and
therefore H(Y |XS˜, S˜, βS ∈ B) = H(Y |XS˜, Sω, βS ∈ B).
From the upper and lower bounds derived on H(ω|X,Y , S˜, βS ∈ B), we then have
the inequality
P (E|B) ≥ 1− I(XSω\S˜;Y |XS˜, Sω, βS ∈ B) + 1
log
(
D−|S˜|
K−|S˜|
) . (3.31)
Note that we can decompose I(XSω\S˜;Y |XS˜, Sω) using the following chain of
equalities:
I(XSω\S˜;Y |XS˜, Sω) + I(βS;XSω\S˜|XS˜,Y , Sω) = I(XSω\S˜;Y , βS|XS˜, Sω)
= I(XSω\S˜; βS|XS˜, Sω) + I(XSω\S˜;Y |XS˜, βS, Sω) = NI(XSω\S˜;Y |XS˜, βS, Sω),
where the last equality follows from the independence of X and βS, and the indepen-
dence of the (X,Y ) pairs over t given βS. Therefore we have
I(XSω\S˜;Y |XS˜, Sω) = NI(XSω\S˜;Y |XS˜, βS, Sω)− I(βS;XSω\S˜|XS˜,Y , Sω). (3.32)
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From the equality above, we now have that
I(XSω\S˜;Y |XS˜, Sω, βS ∈ B) ≤ NI(XSω\S˜;Y |XS˜, Sω, βS ∈ B) = NIS˜(B),
and using this inequality, we obtain the lemma from (3.31) since P (E) ≥ P (B)P (E|B).
Remark 3.5.1. It follows from choosing B = BK in Lemma 3.5.1 that
N ≥ max
S˜⊂S
log
(
D−|S˜|
K−|S˜|
)
I(XS\S˜;Y |XS˜, βS, S)
, (3.33)
is a necessary condition for recovery, which involves the average mutual information
over the whole space of βS. While this bound is intuitive and may be easy to analyze,
it is much weaker than the necessity bound that we will present in Theorem 3.5.1 and
does not match the worst-case upper bounds we will derive in Section 3.6.
Using Lemma 3.5.1, we now state and prove the following theorem as a tight
necessity bound for recovery with an arbitrarily small probability of error.
Theorem 3.5.1. For any 2log(D−K+1) ≤ ε ≤ 1, if
N < (1− ε) max
S˜⊂S
log
(
D−|S˜|
K−|S˜|
)
IS˜,ε
, (3.34)
then P (E) > ε22 .
This necessary condition implies that a worst-case condition on βS has to be
satisfied for recovery with small average error probability, which we will show to be
consistent with the upper bounds we prove in Section 3.6 as we noted in the beginning
of the section.
Proof. Let (3.34) hold, i.e., N < (1 − ε) log (
D−|S˜|
K−|S˜|)
IS˜,ε
for some S˜ ⊂ S. Then, there
exists a γ > IS˜,ε and corresponding set Bγ = {b ∈ BK : IS˜(b) < γ} such that
P (Bγ) > ε and N < (1 − ε)
log (D−|S˜|K−|S˜|)
γ
. From Lemma 3.5.1, we have that P (E) ≥
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P (Bγ)
(
1− NIS˜(Bγ)+1
log (D−|S˜|K−|S˜|)
)
. Since IS˜(Bγ) ≤ γ by definition, we have
1− NIS˜(Bγ) + 1
log
(
D−|S˜|
K−|S˜|
) > 1− (1− ε)IS˜(Bγ)
γ
− 1
log
(
D−|S˜|
K−|S˜|
) ≥ ε− 1
log
(
D−|S˜|
K−|S˜|
) .
Since we have P (Bγ) > ε, we conclude that P (E) > ε
(
ε− 1
log (D−|S˜|K−|S˜|)
)
≥ ε2 −
ε
log(D−K+1) ≥ ε
2
2 if (3.34) is true.
Remark 3.5.2. A necessary condition for recovery with zero-error in the limit can be
easily recovered from this theorem by considering an arbitrarily small constant ε > 0.
Then the mutual information term IS˜,ε represents the worst-case mutual information
barring subsets of BK with an arbitrarily small probability and thus can be considered
IS˜,0 for most problems. Therefore we essentially have that if
N < max
S˜⊂S
log
(
D−|S˜|
K−|S˜|
)
IS˜,0
,
then limD→∞ P (E) > 0.
The analysis in this section and Theorem 3.5.1 holds for discrete or continuous
variables, along with scaling models. If latent variables in the observation model do
not exist, we observe that it reduces to Theorem 2.2.2. Therefore it is applicable to
all models and regimes we considered in all sections of this chapter and comparable to
all derived upper bounds. We will compare and consider the tightness of the derived
bounds in Section 3.8.
3.6 Upper bound for models with latent variables
For the error analysis in this section we consider a family of ML decoders M =
{ML(B) : B ⊆ BK} parameterized with subsets B of the space of βS5. Each of these
decoders are individually similar to the one defined in (3.4), with an extra conditioning
5We constrain these subsets to be a symmetric subsets, such that when the whole problem is
conditioned on the event βS ∈ B the symmetry properties described in Section 3.2 are retained.
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on the event βS ∈ B. With this conditioning, the likelihood expressions pω(Y |XSω)
are averaged over βS ∈ B and ML(B) returns the set Sω∗ such that
pω∗(Y |XSω∗ , βS ∈ B) > pω(Y |XSω , βS ∈ B), ∀ω 6= ω∗, (3.35)
where pω(Y |XSω , βS ∈ B) = 1P (B)
∫
B p(βS = b)pω(Y |XSω , βS = b) db. The decoder
ML(B) is optimal for the recovery problem where βS is constrained to be in the set B
and we use this decoder to analyze P (E|B). Similar to what we did in Section 3.5,
this analysis then allows us to find bounds for P (E) by considering different subsets
B.
We now present a version of Lemma 3.3.1 that we will use for this section. We
refer to the error exponent E¯o(ρ,B) defined below as the multi-letter error exponent,
since it involves multi-letter variables X and Y , compared to single-letter X and Y
as in Eo(ρ) (3.7).
Lemma 3.6.1. For any S˜ ⊂ S such that |S˜| = K − i and 0 ≤ ρ ≤ 1, define the error
exponent
E¯o(ρ,B) = − 1
N
log
∑
Y
∑
XS˜
 ∑
XS\S˜
Q(XS\S˜)p(Y ,XS˜|XS\S˜, βS ∈ B)
1
1+ρ

1+ρ
, (3.36)
then, the conditional probability of the error event Ei that a set selected by the ML
decoder differs from the set S1 in exactly i variables P (Ei|B) is bounded from above by
P (Ei|B) ≤ e−(NE¯o(ρ,B)−ρ log (
D−K
i )−log (Ki )). (3.37)
Note that in the absence of latent variables, (3.36) factors to Eo(ρ) in (3.7) due
to independence of (X,Y ) across N samples and Lemma 3.6.1 reduces exactly to
Lemma 3.3.1. Indeed, the proof of the above lemma follows along the proof of Lemma
3.3.1 (presented in the appendix section A.1) with an additional conditioning on
the event βS ∈ B. However, because of the latent variables βS, the final step (A.9)
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that factorizes the expression over N does not hold true and the proof ends with
the previous equation (A.8). As a result, the error exponent E¯o(ρ,B) defined here is
different from the error exponent in Lemma 3.3.1 even if we ignore the conditioning.
With the above lemma, we will be using a worst-case analysis for βS restricted to
a set B ⊆ BK (similar to Lemma 3.5.1) to lower bound the above error exponent and
reduce it to a single-letter expression, similar to (3.8). We will then perform a Taylor
series analysis of the lower bound around ρ = 0 similar to the proof of Theorem 3.3.1,
from which we will derive a worst-case mutual information condition.
We begin by stating the below lemma, which lower bounds E¯o(ρ,B) with a single-
letter expression Eo(ρ,B) (which is not the same as Eo(ρ) in (3.7) but reduces to it
in the simple setup).
Lemma 3.6.2.
E¯o(ρ,B) ≥ Eo(ρ,B) , inf
b∈B
Eo(ρ, b)− ρ
N
H 1
1+ρ
(βS|B), (3.38)
where we define Eo(ρ, b) for b ∈ BK as
Eo(ρ, b) = − log
∑
Y
∑
XS˜
 ∑
XS\S˜
Q(XS\S˜)p(Y,XS˜|XS\S˜, βS = b)
1
1+ρ

1+ρ , (3.39)
and H 1
1+ρ
(βS|βS ∈ B) is the Rényi entropy of order 11+ρ computed for the distribution
p(βS|βS ∈ B).6
Proof. We omit the conditioning on βS ∈ B and w.l.o.g. let p(βS) denote the probability
distribution and Hα(βS) the Rényi entropy of βS conditioned on βS ∈ B.
For the error exponent E¯o(ρ) as defined in (3.36), let
gρ(Y ,XS˜) =
(
EXS\S˜
[(
EβS
[
p(Y ,XS˜|XS\S˜, βS)
]) 1
1+ρ
])1+ρ
,
such that E¯o(ρ) = − 1N log
∑
Y ,XS˜
gρ(Y ,XS˜). We then write the following chain of
6We refer the reader to Section 3.2 for our notation for conditional entropic quantities.
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inequalities:
∑
Y ,XS˜
gρ(Y ,XS˜) =
∑
Y ,XS˜
EXS\S˜

∑
βS
p(βS)p(Y ,XS˜|XS\S˜, βS)
 11+ρ


1+ρ
≤ ∑
Y ,XS˜
EXS\S˜
∑
βS
p(βS)
1
1+ρp(Y ,XS˜|XS\S˜, βS)
1
1+ρ
1+ρ
=
∑
Y ,XS˜
∑
βS
p(βS)
1
1+ρEXS\S˜
[
p(Y ,XS˜|XS\S˜, βS)
1
1+ρ
]1+ρ
≤ R1+ρρ
∑
Y ,XS˜
∑
βS
p′(βS)EXS\S˜
[
p(Y ,XS˜|XS\S˜, βS)
1
1+ρ
]1+ρ
≤ R1+ρρ
∑
Y ,XS˜
∑
βS
p′(βS)
(
EXS\S˜
[
p(Y ,XS˜|XS\S˜, βS)
1
1+ρ
])1+ρ
= R1+ρρ
∑
βS
p′(βS)
 ∑
Y ,XS˜
(
EXS\S˜
[
p(Y ,XS˜|XS\S˜, βS)
1
1+ρ
])1+ρ
= R1+ρρ
∑
βS
p′(βS)
∑
Y,XS˜
(
EXS\S˜
[
p(Y,XS˜|XS\S˜, βS)
1
1+ρ
])1+ρN ,
where the first inequality follows from the subadditivity of exponentiating with 11+ρ and
the second follows by multiplying and dividing inside the sum by Rρ =
∑
βS p(βS)
1
1+ρ
and defining p′(βS) = p(βS)
1
1+ρ
Rρ
. The third inequality follows using Jensen’s inequality.
We obtain the final expression by noting that the expression in the square brackets
factorizes over n = 1, . . . , N and is IID over t when conditioned on βS.
Noting that logRρ = ρ1+ρH 11+ρ (βS), where Hα(·) is the Rényi entropy of order α,
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we then have
E¯o(ρ) ≥ −1 + ρ
N
logRρ − 1
N
log
∑
βS
p′(βS)
∑
Y,XS˜
(
EXS\S˜
[
p(Y,XS˜|XS\S˜, βS)
1
1+ρ
])1+ρN
= − ρ
N
H 1
1+ρ
(βS)− 1
N
log
∑
βS
p′(βS)
∑
Y,XS˜
(
EXS\S˜
[
p(Y,XS˜|XS\S˜, βS)
1
1+ρ
])1+ρN
≥ − ρ
N
H 1
1+ρ
(βS)− 1
N
log sup
βS
∑
Y,XS˜
(
EXS\S˜
[
p(Y,XS˜|XS\S˜, βS)
1
1+ρ
])1+ρN
= − ρ
N
H 1
1+ρ
(βS) + inf
βS
− log
∑
Y,XS˜
(
EXS\S˜
[
p(Y,XS˜|XS\S˜, βS)
1
1+ρ
])1+ρ
= − ρ
N
H 1
1+ρ
(βS) + inf
βS
Eo(ρ, βS) = Eo(ρ).
We have thus lower bounded our multi-letter error exponent Eo(ρ,B) with the
worst-case (for b ∈ B) single-letter error exponent Eo(ρ, b) along with an extra penalty
term ρ
N
H 1
1+ρ
(βS|B) that quantifies the uncertainty in the random variable βS when
constrained to B. While this term is negligible in the non-scaling setup we currently
consider, we will see that it will be important when we consider scaling models in
Section 3.7.
Next, we derive a sufficient condition for P (E|B) to approach zero using Lemma
3.6.1, similar to how Lemma 3.3.1 was used to prove Theorem 3.3.1. Using the union
bound we have
P (E|B) ≤
K∑
i=1
P (Ei|B) ≤ K max
i
P (Ei|B) = max
i
KP (Ei|B). (3.40)
For each error event Ei, we aim to derive a sufficient condition on N such that
KP (Ei|B) → 0 as D → ∞. Using Lemmas 3.6.1 and 3.6.2, it suffices to find a
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condition on N such that
NEo(ρ,B)− ρ log
(
D −K
i
)
− log
(
K
i
)
− logK →∞, (3.41)
where Eo(ρ,B) is given by (3.38). Note that, since log
(
K
i
)
+ logK = Θ(1) for fixed
K and N →∞, the following is a sufficient condition on N for (3.41) to hold:
Nf(ρ) = N
Eo(ρ,B)− ρ log
(
D−K
i
)
N
→∞.
We note that Eo(ρ, b) in (3.38) does not scale with D or N for non-scaling models.
We now define f(ρ) = Eo(ρ,B) − ρ log (
D−K
i )
N
and analyze Eo(ρ, b) using its Taylor
expansion around ρ = 0. Using the mean value theorem, we can write Eo(ρ, b) in
the Lagrange form of the Taylor series expansion, i.e., in terms of its first derivative
evaluated at zero and a remainder term,
Eo(ρ, b) = Eo(0, b) + ρE ′o(0, b) +
ρ2
2 E
′′
o (ψ, b)
for some ψ ∈ [0, ρ]. Note that Eo(0, b) = 0 and the derivative of Eo(ρ, b) for any
b ∈ BK evaluated at zero can be shown to be IS˜(b), which is proved in detail in Section
A.2 in the appendix.
Let IS˜(b) = I(XS\S˜;Y |XS˜, βS = b, S) as defined before and IS˜(B) = infb∈B IS˜(b).
Then, with the Taylor expansion of Eo(ρ, b) above we have
Nf(ρ) ≥ N
inf
b
[
ρIS˜(b) +
ρ2
2 E
′′
o (ψ, b)
]
− ρ
H 1
1+ρ
(βS|βS ∈ B)
N
− ρ log
(
D−K
i
)
N

(3.42)
and our aim is to show that the above quantity approaches infinity for some ρ ∈ [0, 1]
as D →∞.
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Now assume that N satisfies
N > (1 + ) · log
(
D−K
i
)
IS˜(B)
(3.43)
for S˜ ⊂ S such that |S˜| = K − i. Using the N above and (3.42) we can then write
Nf(ρ) ≥ N
ρIS˜(B) + ρ22 infb E ′′o (ψ, b)− ρ
H 1
1+ρ
(βS|βS ∈ B)
N
− ρ log
(
D−K
i
)
N

≥ N
(
ρIS˜(B) +
ρ2
2 infb E
′′
o (ψ, b)− ρo(1)− ρ
IS˜(B)
1 + 
)
= Nρ
(
′IS˜(B) +
ρ
2 infb E
′′
o (ψ, b)− o(1)
)
,
for ′ = 1+ , where in the first inequality we obtain a lower bound by separating
the minimum of the sum to the sum of minimums and replacing N in the second
inequality, noting that O(K)/N → 0 since H 1
1+ρ
(βS|βS ∈ B) = O(K). This is due to
the inequality H 1
1+ρ
(βS|βS ∈ B) ≤ H 1
2
(βS) and the assumption that H 1
2
(βS) = O(K).
We note that E ′′o (ψ, b) is independent of D or N and thus has bounded magnitude
for any b ∈ BK . Then, we pick ρ small enough such that the second derivative term is
dominated by the mutual information term; specifically we choose ρ ≤ ′IS˜(B)| inf E′′o (ψ,b)| and
note that it can be chosen such that ρ ≥ δ > 0 for a constant δ, since |E ′′o (ψ, b)| = O(1).
We then have
Nf(ρ) ≥ Nρ
(
IS˜(B)[′ − ′/2]− o(1)
)
= NρIS˜(B)Θ(1)
= log
(
D −K
i
)
Θ(1) = Ω(logD)→∞,
showing that KP (Ei|B) goes to zero for all i given the conditions (A1)–(A5) are
satisfied. It follows that P (E|B) ≤ maxiKP (Ei|B) goes to zero for D →∞ for any
K if (3.43) is satisfied for all S˜ ⊂ S, therefore limK→∞ limD→∞ P (E|B) = 0. We can
now write the following lemma as a result of the above analysis.
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Lemma 3.6.3. For a S˜ ⊂ S, define the worst-case mutual information constrained
to βS ∈ B as IS˜(B) = infb∈B IS˜(b). For any measurable subset B ⊆ BK such that
βS conditioned on βS ∈ B is still permutation invariant, a sufficient condition for
the error probability conditioned on βS ∈ B, denoted by P (E|B), to approach zero
asymptotically is given by
N > (1 + ) ·max
S˜⊂S
log
(
D−K
K−|S˜|
)
IS˜(B)
. (3.44)
Note that the definition of IS˜(B) above is different from the definition of IS˜(B)
used in Lemma 3.5.1, in that one is worst-case while the other is averaged over βS ∈ B.
However, it is noteworthy that the bound we obtained in Theorem 3.5.1 and the
bound we will obtain in Theorem 3.6.1 are both characterized by IS˜,ε, i.e. both are
worst-case w.r.t. βS for arbitrarily small ε.
Now, consider the quantity IS˜,ε = sup{α ∈ R+ : Pr[b ∈ BK : IS˜(b) < α] ≤ ε} as
defined in (3.25). Given its definition, there exists an α ≥ 0 such that IS˜,ε − κ ≤ α ≤
IS˜,ε for any κ > 0 (arbitrarily small) and P (Bα) ≤ ε where Bα = {b ∈ BK : IS˜(b) <
α}. Note that this subset preserves the permutation invariance property of βS and
IS˜(Bcα) ≥ α ≥ IS˜,ε − κ.
We then have using Lemma 3.6.3 that if
N > (1 + ) max
S˜⊂S
log
(
D−K
K−|S˜|
)
IS˜,ε − κ
, (3.45)
then there exists an ML decoder ML(Bcα) ∈ M such that P (E|Bcα) → 0. However
since κ is arbitrarily small, (3.45) is equivalent to N > (1 + ) maxS˜⊂S
log (D−KK−|S˜|)
IS˜,ε
where
we can choose the  larger than the  in (3.45) by an arbitrarily small amount.
We can then write P (E) = P (Bα)P (E|Bα) +P (Bcα)P (E|Bcα) ≤ P (Bα) +P (E|Bcα)
and we have P (E|Bcα)→ 0 and P (Bα) ≤ ε. Therefore, we have shown that P (E) ≤ ε
is achievable (specifically with the ML decoder ML(Bcα) that considers βS ∈ Bcα),
which proves the following theorem.
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Theorem 3.6.1. (Sufficiency). For any 0 ≤ ε ≤ 1 and an arbitrary constant  > 0,
if conditions (A1)–(A5) are satisfied and
N > (1 + ) ·max
S˜⊂S
log
(
D−K
K−|S˜|
)
IS˜,ε
, (3.46)
then limK→∞ limD→∞ P (E) ≤ ε.
Remark 3.6.1. Similar to Remark 3.5.2, we can obtain a sufficient condition for
zero-error recovery in the limit by considering any sequence εD → 0. In particular,
letting εD = 0 we have that if
N > (1 + ) ·max
S˜⊂S
log
(
D−K
K−|S˜|
)
IS˜,0
,
then limK→∞ limD→∞ P (E) = 0, matching the necessary condition for recovery in
Remark 3.5.2 up to an arbitrarily small constant factor.
With this theorem, we have extended the sparse recovery as set decoding framework
to incorporate latent variables in the observation model. This allows us to analyze a
very large class of sparse signal processing problems including sparse linear regression
(cf. Section 2.3), as we do in Chapter 5. However this result is still constrained to
non-scaling models, which we will attempt to extend our framework to next.
3.7 Scaling models
In this section, we consider models with scaling distributions, i.e., models where the
observation model and the variable distributions/densities and number of relevant
variables |S| = K may depend on scaling variables D or N . While Theorem 3.6.1
characterizes precisely the constants (including constants related to K) in the sample
complexity, it is also important to analyze models where K is scaling with D or
where the distributions depend on scaling variables. Analyzing such cases presents
significant technical difficulties, since the fact that K, the model distributions and
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the single-letter mutual information expressions are constants w.r.t. D and N was
utilized heavily in the Taylor series analysis performed in the proofs of Theorems 3.3.1
and 3.6.1. We further note that while (Atia and Saligrama, 2012) also analyzed the
K = o(D) scaling regime, its results and proofs were specific to the group testing
variants considered unlike its main result Theorem 2.2.1.
Group testing where K scales with D (e.g. K = Θ(
√
D)) in Section 2.2 is an
example of such model, as well as the normalized sparse linear regression model when
the SNR and the random matrix probabilities are functions of D and N in Section 2.3.
Therefore, in this section we consider the most general case where Q(Xn) or p(Y |XS)
can be functions of K, D or N and K = O(D). Note that the necessity result in
Theorem 3.5.1 also holds for scaling models thus does not need to be generalized. As
we noted in the problem setup, we consider D as the independent scaling variable and
K = K(D), N = N(D) scale as functions of D.
Due to the difficulties the scaling models present in the Taylor series analysis, we
will need additional assumptions or obtain weaker bounds when we consider scaling
models to obtain results similar to that of Theorem 3.6.1. Specifically, we employ
additional technical assumptions related to the smoothness of the error exponent (3.39)
and its dependence on the latent observation model parameter βS. For a proper subset
S˜ ⊂ S, we consider the error exponent ED(ρ, βS) = Eo(ρ, βS) as defined in (3.39),
which we subscript with D to emphasize its dependence on the scaling variable D.
Throughout this section we also modify our notation w.r.t. βS, assuming the existence
of a “sufficient statistic” s = T (βS) that will be formalized shortly. Instead of writing
quantities as functions of b ∈ BK , such as IS˜(b) defined in (3.23) and ED(ρ, b) as
defined in (3.39), we write them as functions of s, e.g. IS˜(s) and ED(ρ, s). We also
define the following quantity that will be utilized in our smoothness conditions.
Definition 3.7.1. For a proper subset S˜ ⊂ S, the normalized first derivative of the
error exponent is FD(ρ, s) =
∂
∂ρ
ED(ρ,s)
IS˜(s)
.
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With this definition, we formally enumerate below the regularity conditions we
necessitate for scaling models for each S˜ ⊂ S.
(RC1) There exists a sufficient statistic s = T (b) for b ∈ BK such that the error
exponent ED(ρ, b) only depends on T (b), i.e. we have ED(ρ, b) = ED(ρ, b′) for
all b and b′ that satisfy T (b) = T (b′). In addition, s belongs to a compact set
C = ⋃K T (BK) ⊂ Rd for a constant d independent of D.
(RC2) F∞(ρ, s) = limD→∞ FD(ρ, s) exists for each ρ and s, it is continuous in ρ for
each s, and the convergence is uniform in s.
We note that the first condition is trivially satisfied when K is fixed by letting
C = BK , or when βS is fixed or does not exist by letting C be a singleton set, e.g. in
group testing. In other cases, a sufficient statistic is frequently the average power of
(parts of) the vector βS, e.g. in sparse linear regression, which we consider in Section
5.1.
The reason we consider the quantity FD(ρ, s) as defined in Definition (3.7.1) is
that it is normalized such that FD(ρ, s) ∈ [0, 1] for all ρ and s, FD(0, s) = 1 for all s
and non-increasing in ρ since ED(·, s) is a concave function. Indeed, it is not possible
to directly consider the limit of the first derivative E ′D(ρ, s) or the mutual information
IS˜(s), since in most applications these quantities either converge to the zero function
or diverge to infinity as D increases.
In the following, we prove the analogue of Lemma 3.6.3, omitting the dependencies
on B for brevity. Similar to the analysis for Lemma 3.6.3, we want to show that
KP (Ei) → 0 as D → ∞ for any i = 1, . . . , K. For each i, we again consider an
arbitrary partition (S \ S˜, S˜) of S to i and K− i elements. To show that KP (Ei)→ 0,
it suffices to show that there exists a ρ > 0 for which
NfD(ρ) = NED(ρ)− ρ log
(
D −K
i
)
− log
(
K
i
)
− logK →∞.
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Using the inequality log
(
K
i
)
+ logK ≤ 2 log
(
D−K
i
)
, we can lower bound NfD(ρ) as
NfD(ρ) ≥ N inf
s
ED(ρ, s)− (ρ+ 2)AD,
where we define AD , log
(
D−K
i
)
+H 1
2
(βS).
Define the ratio RD(ρ, s) = ED(ρ,s)ρIS˜(s) and note that the derivative of R¯D(ρ, s) ,
ρRD(ρ, s) = ED(ρ,s)IS˜(s) w.r.t. ρ is FD(ρ, s). Since ED(0, s) = 0 therefore R¯D(0, s) = 0,
from the Lagrange form of the Taylor expansion of R¯D(ρ, s) around ρ = 0 we have
RD(ρ, s) = FD(ψs, s) for some ψs ∈ [0, ρ]. Noting that ED(ρ, s) is concave (Gallager,
1968) therefore FD(ρ, s) is non-increasing in ρ, it follows that RD(ρ, s) ≥ FD(ρ, s) for
any ρ and s.
We now state and prove the following technical lemma to be used in the analysis
that follows.
Lemma 3.7.1. For any c > 0, there exists a constant ρc > 0 and integer Dc such
that for all D ≥ Dc, FD(ρc, s) ≥ 1− c, for all s ∈ C.
Proof. Let D ⊂ C be a countable dense subset and w.l.o.g. write D = {si : i ∈ N}. We
also note that since FD(ρ, s) is monotone in ρ and its limit F∞(ρ, s) , limD→∞ FD(ρ, s)
is continuous w.r.t. ρ, it follows that FD(ρ, s) is equicontinuous in ρ.
Let 1 > 0. Then, for all si, there exists ρi > 0 such that FD(ρi, si) ≥ FD(0, si)−
1 = 1− 1 for all D uniformly due to the aforementioned equicontinuity. ρi depends
on si but not on D due to equicontinuity.
Let 2 > 0. Then, for all si, there exists δi > 0 such that |F∞(ρi, s)−F∞(ρi, si)| < 2
for all s such that |s− si| < δi due to the continuity of F∞(ρ, s) w.r.t. s. δi depends
on si and ρi, which in turn depends only on si.
Let 3 > 0. Then, for all si, there exists Di such that for all D ≥ Di, |FD(ρi, s)−
F∞(ρi, s)| < 32 for all s uniformly due to the uniform convergence of FD(ρi, s) to
F∞(ρi, s) w.r.t. s. Di depends on ρi, which in turn depends only on si. This implies
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that for D ≥ Di,
|FD(ρi, s)− FD(ρi, si)| = |FD(ρi, s)− F∞(ρi, s) + F∞(ρi, s)− F∞(ρi, si)
+ F∞(ρi, si)− FD(ρi, si)|
≤ |FD(ρi, s)− F∞(ρi, s)|+ |F∞(ρi, s)− F∞(ρi, si)|
+ |F∞(ρi, si)− FD(ρi, si)|
<
3
2 + 2 +
3
2 = 2 + 3,
which follows from the triangle inequality.
Define the collection of sets C = {Bδi(si) : i ∈ N}, where Bδi(si) is the open ball
with radius δi and center si ∈ D. Note that C is an open cover of C since δi > 0 for all i
and we chose D to be a dense subset of C. Since C is compact, it then follows that there
exists a finite subcover C¯ of C. W.l.o.g. let C¯ = {si : i ∈ {1, . . . , p}} for a constant
integer p. Also, define the constants ρc = mini=1,...,p ρi and Dc = maxi=1,...,pDi, for
which we have ρc > 0 and Dc <∞.
Let s ∈ C. Since C¯ is a finite cover of C, there exists i ∈ {1, . . . , p} such that
s ∈ Bδi(si). This implies that for all D ≥ Dc ≥ Di,
FD(ρc, s) ≥ FD(ρi, s) ≥ FD(ρi, si)− (2 + 3) ≥ 1− (1 + 2 + 3),
where in the first inequality we used the fact that FD(ρ, s) is non-decreasing in ρ and
ρc ≤ ρi. Choosing 1, 2, 3 such that 1 + 2 + 3 = c proves the lemma.
The necessity of compactness and uniform convergence assumptions are apparent
from the proof. Without compactness, we cannot find a finite subcover and if we
selected ρc = infi∈N si and Dc = supi∈NDi, we are not guaranteed that ρc > 0 and
Dc <∞. Similarly, without uniform convergence the sequence index Di(s) for which
|FD(ρi, s)− F∞(ρi, s)| < 32 for D ≥ Di(s) would depend on s and we cannot find a
Di to upper bound Di(s) over all s ∈ Bδi(si).
Let 0 < c < 1 be a constant. From Lemma 3.7.1, there exists ρc > 0 and Dc such
that for all D ≥ Dc, we have that FD(ρc, s) ≥ 1 − c for all s. Assuming N satisfies
the bound
N > C max
S˜⊂S
AD
IS˜
,
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we then have the chain of inequalities
N infsED(ρc, s)
ρcAD
>
C infsED(ρc, S)
ρc infs IS˜(s)
≥ C inf
s
ED(ρc, s)
ρcIS˜(s)
= C inf
s
RD(ρc, s) ≥ C(1− c).
We then have N infsED(ρc, s) > C(1− c)ρcAD for constants c and ρc. Therefore,
NfD(ρc) ≥ N inf
s
ED(ρc, s)− (ρc + 2)AD > (C(1− c)ρc − ρc − 2)AD ≥ c′AD →∞,
for any constant C such that C ≥ c′+2
ρc(1−c) , proving that KP (Ei)→ 0 for each i and
therefore P (E)→ 0.
With the above analysis, we have proved an analogue of Lemma 3.6.3 for scaling
models using assumptions (RC1–2) (omitting the dependences on B). The same
arguments used for proving Theorem 3.6.1 given Lemma 3.6.3, which we do not repeat
here, can then be used to prove the following theorem for scaling models, analogous
to Theorem 3.6.1 for non-scaling models.
Theorem 3.7.1. For any 0 ≤ ε ≤ 1 and a constant C, if (A1)–(A5) and regularity
conditions (RC1), (RC2) are satisfied and
N > C ·max
S˜⊂S
log
(
D−K
K−|S˜|
)
+H 1
2
(βS)
IS˜,ε
, (3.47)
then limD→∞ P (E) ≤ ε.
We also note the extra Rényi entropy term H 1
2
(βS) in the numerator compared
to Theorem 3.6.1. This term results from the uncertainty present in the random βS
(whose value is unknown to the decoder) as we remarked during the analysis in Section
3.6. The bound reduces to the non-scaling bound for fixed K or certain scaling regimes
of K since this term will be dominated by the other term in the numerator. It also
disappears asymptotically when partial recovery is considered such that we maximize
over |S˜| ≤ αK for a constant α. The necessity for a constant factor C stems from the
log
(
K
i
)
term in the error exponent and the logK term due to union bounding over
54
i = 1, . . . , K as in the proof of Lemma 3.6.3.
While the resulting upper bound (3.47) in Theorem 3.7.1 has the same mutual
information expression in the denominator as Theorem 3.6.1, it has an extra H 1
2
(βS)
term in the numerator in addition to the combinatorial term log
(
D−K
K−|S˜|
)
. While this
term is negligible for high sparsity regimes, it might affect the sample complexity in
regimes where K does not scale too slowly and βS has uncorrelated (e.g. IID) elements
such that the entropy of βS is high. In such cases, the H 1
2
(βS) term related to the
uncertainty in βS may dominate the combinatorial term log
(
D−K
K−|S˜|
)
for large subsets
S˜.
To this end, we state the following theorem that uses the results of Theorem
3.7.1 and establishes guarantees that all but a vanishing fraction of the indices in the
support can be recovered reliably.
Theorem 3.7.2. For any 0 ≤ ε ≤ 1 and a constant C, if H 1
2
(βS) = O(K) (satisfied
by IID βS), K = O(D/ logD) and
N > C ·max
S˜⊂S
log
(
D−K
K−|S˜|
)
IS˜,0
, (3.48)
then with probability one lim supD→∞
|S\SˆD(X,Y )|
|S| = 0.
We prove the theorem in the appendix in Section A.3. We note that Theorem
3.7.2 does not give guarantees on exact recovery of all elements of S as in Theorem
3.7.1, however it gives guarantees that a set that overlaps the true set S in all but an
arbitrarily small fraction of elements can be recovered. We also considered the special
case of recovery with zero error probability, i.e., ε = 0 in this analysis, however it can
be extended to the non-zero error probability analysis similar to Theorem 3.7.1.
We remark that if exact recovery is desired, using a simple successive recovery
scheme is also possible to obtain an exact result from a number of independent partial
recovery results, with each recovery using (3.48) samples. After each partial recovery,
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if the effects of the recovered subset of the true set can be “filtered out” by estimating
that part of βS and removing its effect on the observation model, the effective problem
size is reduced. Then repeating this procedure, exact recovery can be achieved with
high probability, at the cost of introducing an extra multiplicative factor in the number
of total samples related to the number of partial recovery problems solved. While we
do not investigate this approach for general models, we employ a similar analysis in
Section 5.1.5 for the linear observation model.
3.8 Remarks
In this chapter we presented our information-theoretic analysis of the sample complexity
of sparse signal processing problems. Our framework is unifying in the sense that it
is applicable to arbitrary (e.g. linear or nonlinear) observation models and variable
distributions since we only necessitate a simple set of assumptions (A1)–(A5) that are
listed in Section 3.2. We used an analogy to channel coding to formulate the problem
of set decoding that allowed us to obtain mutual information formulas to determine
upper and lower bounds. We then extended the initial analysis to different modalities
such as models with latent observation variables or scaling models. This made our
analysis applicable to many problems commonly studied in sparse signal processing,
for which we will present specific results in Chapter 5.
Set decoding vs. channel coding. The main difference between the analysis of
the error probability for the set decoding and channel coding problems is that in
contrast to channel coding, in set decoding the codewords of a candidate set Sˆ and
the true set S are not necessarily independent even if X is generated IID, since the
two sets could be overlapping. To overcome this difficulty, in Lemmas 3.3.1 and 3.6.1
we separated the error events Ei, i = 1, . . . , K, of misidentifying i items of the true
set. Then, for every i we fixed the K − i correctly identified elements of the true set
56
S˜ and averaged over the set of possible codeword realizations for every candidate set
with i differing elements S \ S˜.
Interpretation. Intuitively, the bounds in (3.9), (3.46) and (3.34) can be explained
as follows: For each i, the numerator is approximately the number of bits required to
represent all sets Sω that differ from S in i elements. The denominator represents the
information given by the output variable Y about the remaining i indices S \ S˜, given
the subset S˜ of K − i true indices. Hence, the ratio represents the number of samples
needed to control i support errors and the maximization accounts for all possible
support errors.
Upper vs. lower bounds. We have shown and remarked in Sections 3.5 and 3.6
that for arbitrarily small recovery error ε → 0, the upper bound for non-scaling
models in Theorem 3.6.1 is tight as it matches the lower bound given in Theorem
3.5.1. The upper bound in Theorem 3.7.1 for arbitrary models is also tight up to a
constant factor C provided that mild regularity condition on the problem hold. A
novel contribution of our work is proving that worst-case conditions w.r.t. βS are both
necessary and sufficient to obtain support recovery with a small error probability,
compared to previous results that either consider a deterministic setup for βS or
consider an average-case analysis for lower bounds.
Partial recovery. As we analyze the error probability separately for i = 1, . . . , K
support errors corresponding to S˜ ⊂ S with |S \ S˜| = i in order to obtain the necessity
and sufficiency results, it is straightforward to determine necessary and sufficient
conditions for partial support recovery instead of exact support recovery. By changing
the maximization from over all subsets S˜ ⊂ S (i.e. i = 1, . . . , K) to S˜ ⊂ S such that
|S˜| < k (i.e. i = K − k + 1, . . . , K) in the recovery bounds, the conditions to recover
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at least k of the K support indices can be determined.
Technical issues with typicality decoding. It is worth mentioning that a typi-
cality decoder can also be analyzed to obtain a sufficient condition, as used in the early
versions of (Atia and Saligrama, 2009). However, typicality conditions must be defined
carefully to obtain a tight bound w.r.t. K, as with standard typicality definitions the
atypicality probability may dominate the decoding error probability in the typical set.
For instance, for the group testing scenario considered in (Atia and Saligrama, 2012),
where Xn ∼ Bernoulli(1/K), we have Pr[XS = (1, . . . , 1)] = (1/K)K , which would
require the undesirable scaling of N as KK , to ensure typicality in the strong sense
(as needed to apply results such as the packing lemma (El Gamal and Kim, 2011,
p. 32)). Redefining the typical set as in (Atia and Saligrama, 2009) is then necessary,
but it is problem-specific and makes the analysis cumbersome compared to the ML
decoder adopted herein and in (Atia and Saligrama, 2012). Furthermore, the case
where K scales together with D requires an even more subtle analysis, whereas the
analysis of the ML decoder analysis is more straightforward in regards to that scaling.
Typicality decoding has also been reported as infeasible for the analysis of similar
problems, such as multiple access channels where the number of users scale with the
coding block length (Chen and Guo, 2013).
Support recovery and support coefficients. In the proof for Theorem 3.5.1,
we showed that βS being unknown with prior P (βS) induces a penalty term in the
denominator given by I(βS;XS\S˜|XS˜,Y , S)/N , compared to the case where the
support coefficients βS are fixed and known. In the proof for Theorem 3.6.1, we
similarly showed that random βS induces the H 1
2
(βS) term that is dominated by IS˜
therefore does not affect the sample complexity asymptotically for non-scaling models.
This shows that recovering the support given the knowledge of the support coefficients
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is as hard as recovering the support with unknown coefficients for high sparsity regimes,
underlying the importance of recovering the support in sparse recovery problems.
Structured sparsity. For candidate sets we considered an unstructured framework
where we assumed that the underlying set Sω belonged to the combinatorial set
S = {S : S ⊂ {1, . . . , D}, |S| = K} of all K-sets with equal probability. However it
is trivial to extend our analysis to problems with “structured” sparsity, where the
set of candidate sets S is a subset of the set S as defined above. One example of
such problems is multivariate regression in Section 5.1.7, where multiple problems
are constrained to share the same support. Another example is where the structural
information can be encoded with respect to an D-node graph G = (V,E). Here, we
can consider the collection S as the family of all connected subgraphs of size K. Thus
S is a K-set of K nodes whose induced subgraph is connected. These are problems
that can arise in many interesting scenarios (Qian and Saligrama, 2014a; Qian et al.,
2014) such as disease outbreak detection, medical imaging and inverse problems, where
the underlying signal must satisfy connectivity constraints.
In these problems, our high level sample complexity expressions would change
from (3.3) to
N > max
S˜⊂S
log |SS˜|
IS˜
, (3.49)
where SS˜ = {S ∈ S : S ⊃ S˜}. Intuitively SS˜ is the set of all structures that are
consistent with the partially recovered set S˜. The numerator is the only part that
changes from (3.3) and the analysis in this section, accounting for the change in the
number of feasible K-sets.
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3.9 Related work
The dominant stream of research on sparse recovery focuses on the sparse linear
regression or linear compressive sensing model, often with mean-squared estimation
of the sparse vector β in (2.5) with sub-Gaussian assumptions on the variables X.
While the linear model is well-studied, research on information-theoretic limits of
general nonlinear models is in its early stages and primarily limited to specific models
such as Boolean group testing (Atia and Saligrama, 2012) and quantized compressive
sensing (Boufounos and Baraniuk, 2008; Plan and Vershynin, 2013). In contrast, in
this chapter we sought to understand the fundamental information-theoretic limits
for generalized models of (both linear and nonlinear) sparse signal processing using a
unifying framework that draws an analogy between channel coding and the problem
of sparse support recovery. Below we provide a brief discussion of related prior work
for both linear and nonlinear sparsity-based models, then provide a summary of
contributions and contrast to prior work.
3.9.1 Linear model
This literature can be broadly classified into two main categories. The first category is
primarily focused on the analysis of computationally tractable algorithms for support
recovery and deriving both sufficient and necessary conditions for these algorithms
(see (Wainwright, 2009b; Fletcher et al., 2009; Candès and Plan, 2009; Saligrama and
Zhao, 2011)). The second category, which is more relevant to our work, is focused on
the complementary task of characterizing the fundamental limits for sparse recovery
regardless of the computational complexity of the used algorithms. The importance of
this line of work lies in assessing the behavior of tractable algorithms and uncovering
the performance gaps from the information-theoretic limits in various regimes.
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Necessary condition & Fano’s inequality: In this line of work (Akcakaya and
Tarokh, 2010; Wainwright, 2009a; Wang et al., 2010; Aeron et al., 2010; Reeves and
Gastpar, 2013) lower bounds for sample complexity are derived by invoking various
forms of Fano’s inequality for different scenarios including Gaussian ensembles, sparse
sensing matrices, high/low SNRs, and linear or sublinear sparsity regimes. Our lower
bound also followed the proof of Fano’s inequality, however the main difference between
these existing bounds and ours is in how we account for the latent factor βS. It turns
out that if one were to apply the standard forms of the Fano’s inequality as in the
existing literature it results in “averaging” out the effect of latent factors leading
to standard mutual information expressions between message and output alphabets.
Nevertheless, these resulting bounds are too loose. Intuitively, βS can be thought of
as the unknown state of a compound channel and if bad realizations have non-zero
probability, this must factor into the lower bound. Using this intuition, we derived
a novel lower bound for the sample complexity. This lower bound surprisingly is
simple and explicitly shows that the worst-case conditional mutual information over
βS realizations quantifies sample complexity.
Sufficiency bounds with ML decoder—bypassing βS estimation: (Wain-
wright, 2009a; Aeron et al., 2010; Rahnama Rad, 2011; Jin et al., 2011) derive
sufficient conditions for support recovery for structured and unstructured Gaussian
ensembles using an exhaustive search decoder. This decoder searches for the best fit
among different choices of S and βS. Intuitively, this setup amounts to explicit estima-
tion of the latent variable βS in the process of identifying S. In contrast, we employed
an ML decoder where the latent variable βS is part of the channel and plays the role
of a latent variable. We bypassed the βS estimation step and focused our attention on
the recovery of the discrete combinatorial component S (the channel input), while
the effects of the support coefficients βS with prior P (βS|S) were incorporated to the
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channel model P (Y |X,S) in a Bayesian framework such that
P (Y |X,S)=P (Y |XS, S)=
∫
P (Y |XS, βS, S)p(βS) dβS.
Our resulting bounds explicitly demonstrate that identifying the support dominates
the sample complexity for sparse recovery. This is intuitive because one can reliably
estimate the underlying latent variable βS using least-square estimates or other variants
once the support is known.
In this context our approach is closely related to that of (Tang and Nehorai,
2010), where they also bypass βS estimation step. They formulate support recov-
ery as a multiple hypothesis testing problem with
(
D
K
)
hypotheses, each hypothesis
corresponding to one possible support set of size K. They derive lower and upper
bounds on the decoding error probability for a multiple measurement model (assuming
the availability of multiple temporal samples) using Fano’s inequality and Chernoff
bound. The performance analysis is derived conditioned on a specific realization of
the measurement matrix X and β is Gaussian. In contrast to our work, this paper is
focused on the scaling of the number of temporal samples, but not on the scaling of
N,D,K. Furthermore, the paper exploits the additive Gaussian noise and linearity of
the channel structure for deriving the bounds. In contrast, our method is general and
extends to nonlinear channels as well.
3.9.2 Nonlinear models and multi-access communication
In the sparse recovery literature there have been a few works that have focused
on nonlinear models such as 1-bit quantized CS (Boufounos and Baraniuk, 2008;
Jacques et al., 2013; Plan and Vershynin, 2013) and group testing (Chan et al.,
2012). Nevertheless, the focus of these works has been on computationally tractable
algorithms. Our approach is more closely related to the channel coding framework of
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(Atia and Saligrama, 2012; Malyutov and Mateev, 1980; Malyutov, 1976; Malyutov,
1978; Malyutov, 1979; Dyachkov, 2003) in the context of group testing. More generally,
our approach bears some similarities to multi-user multi-access communication (MAC)
systems literature (Cover and Thomas, 1991).
While our approach is inspired by this literature, there are major differences in
terms of scope, results, and proof techniques. As such, our setup does not directly
fall into the MAC setting because our sparse recovery problem is in essence an on-off
MAC channel where K out of D users can be active. Unlike the multi-user setting
where all the users are known and the goal is to decode each user’s codeword, we do
not know which of the K users are active. Alternatively, as observed in (Jin et al.,
2011; Atia and Saligrama, 2012) unlike MAC where each user chooses from a different
codebook, here all users choose from the same codebook. Furthermore, unlike the
MAC setting where the channel gains are assumed to be known at the decoder, we do
not know the latent factors in our setting.
On the other hand the group-testing approaches are not directly applicable as well.
One issue is that they are not tractable for general discrete and continuous alphabets
considered in this paper. Second, group-testing does not involve a compound channel.
Consequently, the lower bounds in (Atia and Saligrama, 2012) are too loose and latent
factors play a fundamental role as seen from our lower bounds in Section 3.5. Third,
from a technical perspective, unlike (Atia and Saligrama, 2012) our new analysis is
not based on bounds of the second derivative of the error exponent, which turns out
to be intractable in many cases. Instead, we developed novel analysis techniques
that exploited the equicontinuity of the error exponent function in Section 3.7. The
new results do not require problem specific computation other than satisfying generic
regularity conditions (RC1–2), which are shown to be easily satisfied for a wide range
of models as derived in Chapter 5.
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3.9.3 Contributions
Necessity of βmin assumption: Support pattern recovery guarantees in (Akcakaya
and Tarokh, 2010; Wainwright, 2009a; Wang et al., 2010; Aeron et al., 2010; Reeves
and Gastpar, 2013) for linear channels require that the minimum absolute value of
βS is bounded from below by βmin but do not provide an explicit justification. While
this is intuitive because these works rely on estimating βS for support recovery, it
is unclear whether this is fundamental. Our sample complexity bounds provide an
information-theoretic explanation for the necessity of this assumption for recovery
with small probability of error. Notably our analysis considers the average error for
Bayesian βS, not worst-case for fixed and unknown βS to arrive at this result.
Role of structure: A key contribution of our formulation is that it reveals the role
of structure in inference problems in an explicit manner. In particular, we see that
if our object of inference is to decode elements from some combinatorial structure,
its role is limited to the cardinality of this structure with the mutual information
expression remaining unchanged, as we remarked in the previous section.
Role of sensing matrices, missing features & latent variables: Because of
the simplicity of our expressions in this chapter and the next, we can explicitly
study the impact of correlations in feature components of the sensing matrix (higher
correlations leading to poorer sample complexity), correlations in latent variables
(higher correlations lead to better sample complexity) and missing features, as we do
in Chapter 5.
New bounds and improvements over existing bounds: Our approach enables
us to obtain new necessary and sufficient conditions for support recovery not considered
before in the literature for various sparse models. In addition, we also improve upon
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existing bounds in many cases. For instance for group testing, we are able to remove
the additional polylog factors in K arising in (Atia and Saligrama, 2012) (see Section
5.2.3) leading to tight upper and lower bounds for the problem. We get sharper bounds
for the missing features model with linear observations that improve over the bounds
in (Chen and Caramanis, 2013) as shown in Section 5.2.1. Some of these bounds are
summarized in Table 5.1 in Chapter 5.
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Chapter 4
Dependent Covariates, Adaptive Recovery
and Learning
In this chapter, we discuss and derive results for major extensions to the information-
theoretic analysis in addition to the extensions presented in Chapter 3. We first
talk about extension to dependent variables, where the variable distribution is not
necessarily IID across variables d = 1, . . . , D. We consider analysis for dependent
variables using two different approaches: typicality and conditionally IID variables
approach. Then, we consider analysis of the adaptive sensing scheme, where the set of
variablesX are not determined beforehand but can be selected adaptively according to
previous variables and observations. Finally, we consider schemes and corresponding
analysis for estimating mutual information from samples when variable distribution is
unknown. This is motivated by applications to feature selection where samples are
available but distributions are typically unknown.
4.1 Sparse recovery with dependent covariates
In Chapter 3, we restricted our analysis of the sparse recovery problem to the case
of IID variables X such that Q(X) = ∏Dd=1Q(Xd). This assumption is valid and
resulting analysis is useful in many cases, especially in problems where variables can
be “designed”. This is the case for group testing and compressive sensing problems,
where the variables X are typically optimized or at least can be selected by the
setup designer to obtain expected performance, in which case IID generation can be
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employed. However, in the general setting, X can be generated by a random process,
outside the control of the designer. This is the setup for all regression and statistical
learning problems, where variables X can be observed but cannot be designed in
advance. For example, in statistical learning assumptions are usually not made on the
distribution of X other than samples X(n) being IID across n = 1, . . . , N .
In this section, we study sparse recovery problems with dependent covariates re-
stricted to the case of exchangeable, i.e. symmetric or permutation invariant variables.
It turns out that this symmetry is necessary for employing the information-theoretic
proofs used to obtain Lemma 3.3.1 or analogous results, therefore we cannot analyze
arbitrarily distributed variables. This assumption is similar to the symmetry assump-
tions (A1) and (A2) we necessitate for the salient set and observation model in Section
3.2.
We formally say that X1, . . . , XD are exchangeable if
Q(X1, . . . , XD) = Q
(
Xσ(1), . . . , Xσ(D)
)
, (4.1)
for any permutation mapping σ : {1, . . . , D} → {1, . . . , D}. Exchangeable random
variables are closely related to conditionally IID random variables, where
Q(X1, . . . , XD) =
∫
P (θ)
D∏
d=1
Q (Xd|θ) dθ. (4.2)
In particular, all conditionally IID variables are exchangeable and for all infinite
sequences of exchangeable variables there exists a latent variable θ such that the
variables in the sequence are conditionally IID given θ, as stated by de Finetti’s
Theorem (Lauritzen et al., 1984). In addition, there are numerous extensions of de
Finetti’s theorem that extends the result to finite sequences for certain families of
distributions. We refer the reader to (Diaconis and Freedman, 1980; Aldous, 1985;
Lauritzen et al., 1984) for more on this topic.
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Finally, we present a couple of examples where such symmetric dependence models
are useful.
• Correlated normal random vectors and the Bouquet model. Bouquet
model (Wright and Ma, 2010) arises in sparsity-based face recognition and
given by Xk = µ+Wk, k = 1, . . . , D, with Wk ∼ N (0, σ2W ) IID across k and
µ ∼ N (0, σ2µ). It can be seen that two variables Xi and Xj are dependent and
correlated with correlation coefficient ρ = σ2µ/(σ2µ + σ2W ) but IID conditioned on
µ. Indeed, all jointly Gaussian symmetric random variables can be formulated
as above for certain σµ and σW values.
• Graph topology estimation. Consider a Markov random field with D + 1
nodes, each j ∈ {0, 1, . . . D} with an associated “attribute” Xj and random
symmetric neighborhood relationships θij ∈ {0, 1} (Santhanam and Wainwright,
2008). One problem scenario is to estimate theK neighbors of a node i, usingXi’s
conditional independence of other attributes given {Xj}j∈Ni , Ni = {j : θij = 1}.
This is an example where covariates depend on each other, with a symmetric
distribution due to the randomness of θij.
We consider two different approaches to tackle the problem of dependent covariates:
The first one considers exchangeable covariates and utilizes the idea of typicality for
the covariates, quantifying how close they are to the IID case, whereas the second one
considers covariates that are IID when conditioned on a latent factor and presents
results in terms of the conditional distribution. While the first approach can analyze a
slightly more general class of models, the results and analysis of the second approach
are more robust and related to the IID case that we presented in Chapter 3.
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4.1.1 Typicality analysis
We now derive and state our first set of results for dependent covariates, through a
typicality analysis on the empirical distribution of X. For this section, we assume
variables X1, . . . , XD are exchangeable as in (4.1) and analyze the same ML decoder
in Section 3.3 to obtain a sufficiency bound for the non-scaling case as in Section 3.6.
An old version of this analysis was presented in (Aksoylar et al., 2012).
To simplify expressions in this section, we sometimes use the notation X(i) to denote
any set of covariates with i elements, where only the relations between covariates are
concerned (e.g. inside Q(·) or I(·) expressions not including the outcomes) and not
between other variables. When two sets of covariates appear in an expression (e.g.
I(X(i);X(j))), we assume the two sets are disjoint.
First we define our typicality conditions and events, starting with the set of typical
submatrices Gδ for the true set ω0 = 1 and a given set with index ω ∈ A, in terms of
the three inequalities below. We then define the typicality event Gδ, a condition on
the particular realization of features (or analogously, the codeword matrix) x.
Gδ =
{
(xS1 ,xSω) :
1
N
log
Q(xS1c,ω ,xS1,ω ,xS1,ωc )
Q(xS1c,ω)Q(xS1,ω ,xS1,ωc )
≤ (1 + δ)I(X(i);X(K)),
1
N
log
Q(xS1,ω ,xS1,ωc )
Q(xS1,ω)Q(xS1,ωc )
≤ (1 + δ)I(X(i);X(K−i)),
1
N
log
Q(xS1,ω)Q(xS1c,ω)
Q(xS1,ω ,xS1c,ω)
≤ −(1− δ)I(X(K−i);X(i))
}
Gδ =
(
(xS1 ,xSω) ∈ Gδ, ∀ω ∈ A
)
Note that the x variables on the left side of the conditions are particular realiza-
tions, where X’s inside mutual information expressions are random variables. Also
I(X(K−i);X(i)) = I(XS1,ω ;XS1c,ω) etc., since e.g. any subset with j elements (denoted
with X(j)) has the same probability distribution due to exchangeability, therefore the
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mutual information of such variates are the same.
Next theorem gives probabilities for the falseness of the inequalities in Gδ and is
proved in the appendix.
Theorem 4.1.1 (Typicality). The following hold for any δ > 0 and η > 0:
Pr
 Q(X(i),X(j))
Q(X(i))Q(X(j))
=
N∏
n=1
Q(X(n)(i) , X
(n)
(j) )
Q(X(n)(i) )Q(X
(n)
(j) )
> eN(1+δ)I(X(i);X(j))

< exp
−N
η(1 + δ)I(X(i);X(j))− log
 ∑
xi∈X i
xj∈X j
Q(xi, xj)
(
Q(xi, xj)
Q(xi)Q(xj)
)η


, pi,j(η), (4.3)
Pr
Q(X(i))Q(X(j))
Q(X(i),X(j))
=
N∏
n=1
Q(X(n)(i) )Q(X
(n)
(j) )
Q(X(n)(i) , X
(n)
(j) )
> e−N(1−δ)I(X(i);X(j))
 (4.4)
< exp
−N
−η(1− δ)I(X(i);X(j))− log
 ∑
xi∈X i
xj∈X j
Q(xi, xj)
(
Q(xi)Q(xj)
Q(xi, xj)
)η


, p′i,j(η) (4.5)
For 1 ≤ i, j ≤ K, we will shortly analyze and show that the "atypicality" probabili-
ties pi,j(η) and p′i,j(η) go to zero exponentially fast with N , independent of D, for any
δ > 0 and for η close to 0. For the analysis of pi,j(η), define the following function,
fi,j(η) = η(1 + δ)I(X(i);X(j))− log
 ∑
xi∈X i
xj∈X j
Q(xi, xj)
(
Q(xi, xj)
Q(xi)Q(xj)
)η
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such that pi,j(η) = e−Nfi,j(η). Note that fi,j(0) = 0 and
f ′i,j(η) = (1 + δ)I(X(i);X(j))−
1∑
xi∈X i
xj∈X j
Q(xi, xj)
(
Q(xi,xj)
Q(xi)Q(xj)
)η
∑
xi∈X i
xj∈X j
Q(xi, xj)
(
Q(xi, xj)
Q(xi)Q(xj)
)η
log Q(xi, xj)
Q(xi)Q(xj)
which reduces to f ′i,j(0) = δI(X(i);X(j)) at η = 0. Through a Taylor series analysis of
fi,j(η) around η = 0, we conclude that fi,j(η) > 0 for η close to zero, therefore pi,j(η)
converges to zero exponentially fast with N , independent of D. The above analysis
gives the same result for the behavior of p′i,j(η).
Now in order to analyze the error probability P (Ei), we decompose the error event
Ei to consider two cases, the error event in the case of a typical codeword matrix and
in the case of an atypical codeword matrix:
P (Ei) = P (Ei,Gδ) + P (Ei,Gcδ) ≤ P (Ei,Gδ) + P (Gcδ)
With the union bound and using the symmetry of the covariates, the second term
can be bounded by
P (Gcδ) ≤
∑
ω∈A
Pr[(XS1 ,XSω) 6∈ Gδ] ≤
(
D −K
i
)(
K
i
)
(pi,K(η) + pi,K−i(η) + p′K−i,i(η))
(4.6)
In order to find the conditions on N to drive the error upper bound above in (4.6)
to zero, we define and analyze the function
gi,j(η) = fi,j(η)−
log
(
D−K
i
)(
K
i
)
N
We have gi,j(0) = − log (
D−K
i )(Ki )
N
and g′i,j(0) = f ′i,j(0) = δI(X(i);X(j)). Writing the
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Taylor series expansion of gi,j(η) we obtain
gi,j(η) = −
log
(
D−K
i
)(
K
i
)
N
+ ηδI(X(i);X(j)) +O(η2)
Therefore for N > 1
η
log (D−Ki )(Ki )
δI(X(i);X(j))
for a small enough η, the function gi,j(η) is
positive. Using this condition for the each of the three terms in (4.6) and noting that
I(X(i);X(K−i)) ≤ I(X(i);X(K)), we arrive at the following theorem, which is one of
our main results in this subsection.
Theorem 4.1.2 (Typicality). Given δ > 0, the probability of the codeword matrix X
being atypical, P (Gcδ), asymptotically goes to zero if the following condition on N is
satisfied:
N > C · max
i=1,...,K
log
(
D−K
i
)(
K
i
)
δI(X(i);X(K−i))
, (4.7)
for some constant C > 0 independent of D, K and N .
Now we proceed to bound the first term, similar to Section 3.3:
P (Ei,Gδ) =
∑
Y
∑
XS1
p(Y ,XS1)P (Ei,Gδ|XS1 ,Y , S1) (4.8)
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where
P (Ei,Gδ|XS1 ,Y , S1) =
∑
ω∈A
∑
XSω :p(Y |XSω )≥p(Y |XS1 )
(XS1 ,XSω )∈Gδ
Q(XSω |XS1) (4.9)
≤∑
ω∈A
∑
XSω :(XS1 ,XSω )∈Gδ
Q(XS1cω)
Q(XS1c,ω ,XS1,ω ,XS1,ωc )
Q(XS1c,ω)Q(XS1,ω ,XS1,ωc )
(4.10)
(
Q(XS1,ω ,XS1,ωc )
Q(XS1,ω)Q(XS1,ωc )
Q(XS1,ω)Q(XS1c,ω)
Q(XS1,ω ,XS1c,ω)
)s p(Y ,XS1,ω |XS1c,ω)s
p(Y ,XS1,ω |XS1,ωc )s
∀s > 0
≤ κ · ∑
ω∈A
∑
XSω :(XS1 ,XSω )∈Gδ
Q(XS1cω)
p(Y ,XS1,ω |XS1c,ω)s
p(Y ,XS1,ω |XS1,ωc )s
(4.11)
≤ κ · ∑
ω∈A
∑
XS1cω
Q(XS1cω)
p(Y ,XS1,ω |XS1c,ω)s
p(Y ,XS1,ω |XS1,ωc )s
(4.12)
with κ , eN((1+δ)I(X(i);X(K))+2ηδI(X(i);X(K−i))). The first equality follows exactly as in
the proof of Lemma 3.3.1 in the appendix, without the simplifications using the
independence assumptions. The second inequality is due to the fact that we are
summing over XSω such that (XS1 ,XSω) ∈ Gδ, so the three inequalities in Gδ hold.
The last inequality follows from the fact that we are no longer summing positive
quantities over a constrained set ofXSω ’s, but over all possible ones, therefore the sum
gets larger. Notice that this error term is the same as in (A.4) except the multiplier
κ, which contains the dependency information.
From here on, we follow the same steps in the proof of Lemma 3.3.1. Taking the
ρ-th exponent, substituting the new conditional error and letting s = 11+ρ , the final
bound is
P (Ei,Gδ) ≤ eN(ρ(1+δ)I(X(i);X(K))+2
ρ
1+ρ δI(X(i);X(K−i))) (4.13)
(
D −K
i
)ρ(
K
i
)∑
Y
∑
XS1,ω
 ∑
XS1,ωc
Q(XS1,ωc )p
1/(1+ρ)
1 (XS1,ω ,Y |XS1,ωc )

1+ρ
which leads to the analogue of Lemma 3.3.1, in the case of exchangeable covariates:
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Lemma 4.1.1. The probability of the error event Ei that a set which differs from the
set S1 in exactly i covariates is selected by the ML decoder (averaged over all data
realizations and outcomes) and that the codeword matrix X is typical, is bounded from
above by
P (Ei,Gδ) ≤ e−(NEo(ρ)−ρ log (
D−K
i )−log (Ki )−N[ρ(1+δ)I(X(i);X(K))+2 ρ1+ρ δI(X(i);X(K−i))]). (4.14)
At this point we remark that the analysis for latent variables βS that is performed
in Section 3.6 and the typicality of X performed herein is independent of each other.
In fact, the error exponent Eo(ρ) used above can easily be replaced by E¯o(ρ,BK)
as defined in (3.36) and extended conditioning on B ⊆ BK . This way we can also
obtain the analogue of Lemma 3.6.1 bounding P (Ei,Gδ|B) with an extra factor in the
exponent corresponding to κ. Following this line of analysis, we can state the theorem
below, analogous to Theorem 3.6.1.
Theorem 4.1.3 (Sufficiency with typical covariates). For any 0 ≤ ε ≤ 1 and an
arbitrary constant  > 0, if assumptions (A1), (A2), (A4) and (A5) are satisfied,
X1, . . . , XD are exchangeable and
N > (1 + ) ·max
S˜⊂S
log
(
D−K
K−|S˜|
)
IS˜,ε − ψδ(X)
, (4.15)
where ψδ(X) = (1 + δ)I(X(i);X(K)) + 2δI(X(i);X(K−i)), for any δ > 0 for which the
denominator of (4.15) is positive, then limK→∞ limN→∞
∑K
i=1 P (Ei|Gδ) ≤ ε.
The result we obtain in the typical case is very similar to the IID case in Theorem
3.6.1, except for the ψδ(X) term that penalizes the dependence between the covariates.
This penalty makes sense intuitively because with larger dependence between covariates,
false covariates give more indirect information on the output through their dependence
on true covariates, making the true ones harder to identify.
With the results of Theorems 4.1.2 and 4.1.3, we conclude that P (E) goes to zero
asymptotically, if there exists a δ > 0 such that the denominator in Theorem 4.1.3 is
positive and N satisfies the two conditions in Theorem 4.1.2 and Theorem 4.1.3 for
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ε→ 0. Note that the denominators in Theorem 4.1.2 will be larger for large δ and
conversely, the denominator in Theorem 4.1.3 will be larger for small δ; so there is a
trade-off between the two error types, dependent on the variable δ.
4.1.2 Conditionally IID analysis
In this section we approach the analysis of sparse problems with dependent covariates
from a different point-of-view than the typicality subsection above. Instead of assuming
exchangeable variables, we make a slightly more restrictive assumption of conditional
IID variables as in (4.2). This allows us to generalize the results derived in Chapter
3 much more directly and not have to perform a separate analysis for typicality as
in Theorem 4.1.1. Part of this work has been presented before in (Aksoylar and
Saligrama, 2014b).
We again analyze the maximum likelihood decoder given by (3.4). Note that we
do not observe the latent variable θ, we only assume that such a variable exists such
that X1, . . . , XD are conditionally IID conditioned on θ. The fundamental observation
that we use in the analysis in addition to the conditional IID property is the following:
θ, X and Y constitute a Markov chain such that Y is independent of θ given X.
As with the previous section, the analysis for the conditionally IID framework that
we will present below is independent of the analysis for latent variables βS and as
such, they can be decoupled. For this reason, we only present analysis relevant to the
conditionally IID variables and claim that our result trivially extends to the latent
observation variables case to present the final theorem.
We start by proving the analogue of Lemma 3.6.1 for the conditionally IID case
(omitting the dependences on βS ∈ B). We consider the probability P (Ei|XS1 ,Y , S1, θ)
as in the proof of Lemma 3.6.1, where we added θ to the conditioning. Similar to
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(A.7), for s > 0 and 0 < ρ < 1 we have
P (Ei|XS1 ,Y , S1, θ) ≤
∑
Sω
∑
XSω :pω(Y |XSω )≥p1(Y |XS1 )
Q(XSω |XS1 , θ)
≤∑
Sω
∑
XS1c,ω
Q(XS1c,ω |θ)
pω(Y |XSω)s
p1(Y |XS1)s
=
∑
S1,ω
(
D −K
i
) ∑
XS1c,ω
Q(XS1c,ω |θ)
pω(Y |XSω)s
p1(Y |XS1)s
≤
(
D −K
i
)ρ ∑
S1,ω
 ∑
XS1c,ω
Q(XS1c,ω |θ)
pω(Y |XSω)s
p1(Y |XS1)s

ρ
,
where we used the conditional IID property to simplify Q(XSω |XS1 , θ) to Q(XS1c,ω |θ).
Then, writing P (Ei), we have the bound
P (Ei) =
∫
P (θ)
∑
Y
∑
XS1
P (XS1 |θ)p1(Y |XS1)P (Ei|XS1 ,Y , S1, θ) dθ
≤
(
D −K
i
)ρ ∫
P (θ)
∑
S1,ω
∑
Y
∑
XS1,ω
P (XS1,ω |θ)
∑
XS1,ωc
P (XS1,ωc |θ)p1(Y |XS1)
 ∑
XS1c,ω
Q(XS1c,ω |θ)
pω(Y |XS1,ω ,XS1c,ω)s
p1(Y |XS1)s

ρ
dθ.
Choosing s = 11+ρ and following the steps of the proof of Lemma 3.6.1, we then
obtain
P (Ei) ≤
(
D −K
i
)ρ(
K
i
)∫
P (θ)
∑
Y
∑
XS1,ω
P (XS1,ω |θ)
 ∑
XS1,ωc
P (XS1,ωc |θ)p
1
1+ρ
1 (Y |XS1)

1+ρ
dθ.
As a result we present the following lemma.
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Lemma 4.1.2. Define the error exponent
E¯o(ρ) = − 1
N
logEθ
∑
Y
∑
XS˜
 ∑
XS\S˜
Q(XS\S˜|θ)p(Y ,XS˜|XS\S˜)
1
1+ρ

1+ρ , 0 ≤ ρ ≤ 1,
(4.16)
then, the probability of the error event Ei defined in (3.8) that a set selected by the
ML decoder differs from the set S1 in exactly i variables is bounded from above by
P (Ei) ≤ e−(NE¯o(ρ)−ρ log (
D−K
i )−log (Ki )). (4.17)
Note that the only difference between Lemma 3.6.1 and above is the conditioning
and expectation over θ in Eo(ρ) (ignoring the dependence on B ⊆ BK). In fact, for
IID variables above lemma simplifies to Lemma 3.6.1. The lemma also holds for
continuous variables, which can be shown exactly as in Section 3.4 as the presence of
θ does not affect the generalization.
We can also lower bound E¯o(ρ) using Eo(ρ) as in Lemma 3.6.2 where Eo(ρ, βS) also
includes conditioning and expectation on θ, since θ and βS are independent of each
other. Noting that the first derivative of Eo(ρ, βS = b) at ρ = 0 is I(XS\S˜;Y |XS˜, βS =
b, S, θ), we obtain the below theorem, skipping the proof details since it directly follows
the proof of Theorem 3.6.1.
Theorem 4.1.4 (Sufficiency with conditionally IID variables). For any 0 ≤ ε ≤ 1
and an arbitrary constant  > 0, define Iθ
S˜
(b) = I(XS\S˜;Y |XS˜, βS = b, θ, S) and
Iθ
S˜,ε
= sup{α ∈ R+ : Pr[b ∈ BK : Iθ
S˜
(b) < α] ≤ ε}. Then, if assumptions (A1), (A2),
(A4) and (A5) are satisfied, variables are conditionally IID as in (4.2) and
N > (1 + ) ·max
S˜⊂S
log
(
D−K
K−|S˜|
)
Iθ
S˜,ε
, (4.18)
then limK→∞ limD→∞ P (E) ≤ ε.
For IID variables, theorem above simplifies to Theorem 3.6.1 as expected. Also
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note that computing the above bound requires knowledge of the distributions Q(X|θ)
and P (θ) in addition to the observation model. We will consider applications with
correlated variables that can be simplified to the conditional IID model in Chapter 5
and compute corresponding bounds.
Note that in contrast to the typicality results in Theorems 4.1.2 and 4.1.3, for
conditionally IID variables we obtained results much simpler and closer to the results
in Chapter 3. This allows us to extend the analysis to scaling models in Section 3.7 in
a straightforward manner. It is possible to state and prove the sufficiency theorems
for scaling models analogous to Theorems 3.7.1 and 3.7.2 with regularity conditions
similar to (RC1-2), but we omit the analysis.
Also in contrast to the typicality analysis, for this case we are able to obtain a
lower bound that takes into account the dependence between variables1. Continuing
the analysis from (3.28) and omitting the conditioning on βS ∈ B for brevity, we have
H(ω|Y ,X, S˜) = H(ω|S˜)− (H(Y |X, S˜)−H(Y |X, ω))
= H(ω|S˜)− (H(Y |X, S˜, θ)−H(Y |X, ω, θ)) (4.19)
≥ H(ω|S˜)− (H(Y |XS˜, S˜, θ)−H(Y |XSω , ω, θ))
= H(ω|S˜)− I(XS\S˜;Y |XS˜, Sω, θ)
= log
(
D − |S˜|
K − |S˜|
)
− I(XS\S˜;Y |XS˜, Sω, θ),
where (4.19) follows from the independence of Y and θ given X. Note that we have
essentially obtained the conditioning on θ in the mutual information expression for
free and the other parts of the analysis is not affected. Then the rest of the proof
follows as in Section 3.5 with the additional conditioning on θ and we obtain the
following theorem.
1We could always use Theorem 3.5.1 for dependent models too as the analysis does not necessitate
the independence of X, but it is looser than the bound we will state shortly.
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Theorem 4.1.5. For any 2log(D−K+1) ≤ ε ≤ 1, if
N < (1− ε) max
S˜⊂S
log
(
D−|S˜|
K−|S˜|
)
Iθ
S˜,ε
, (4.20)
then P (E) > ε22 .
As with Theorem 4.1.4, above theorem is a generalization of Theorem 3.5.1 and
simplifies to it for IID variables. Note that this bound is tighter for condition-
ally IID variables than the general necessity bound in Theorem 3.5.1 as Iθ
S˜
(b) ,
I(XS\S˜;Y |XS˜, βS = b, S, θ) ≤ IS˜(b) , I(XS\S˜;Y |XS˜, βS = b, S).
4.2 Adaptive sensing and recovery
In this section we consider sparse recovery problems with “adaptive” measurements,
whereas the previous cases we considered were “nonadaptive”. Adaptive recovery
methods use “inputs” X that can be chosen sequentially and depending on previous
inputs and outputs Y . Technically, this means that a sample X(n) can depend on
X(1:n−1) and Y (1:n−1), where we used the colon notation to denote a sequence of
integers. A channel model representation of the adaptive problem is given in Figure
4·1.
βS
YS
XS
Figure 4·1: Channel model representation of adaptive sparse recovery.
To compare and contrast with previous extensions, in this section we remove the
assumption that N samples of (X, Y ) pairs are IID in (A4), whereas we considered
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dependence between variables in each sample X in Section 4.1 which removed as-
sumption (A3). This work has been previously presented in (Aksoylar and Saligrama,
2014a).
Background. For many sparse recovery applications, it has been shown that adap-
tive methods with sequential and flexible measurement designs improve practical
performance compared to nonadaptive methods. From a theoretical point of view,
adaptive methods should perform at least as well as nonadaptive methods asymp-
totically, as the latter is a special case of the former. However, it is an interesting
problem to determine whether they can perform strictly better for different recovery
problems and problem conditions. While such methods have been theoretically ana-
lyzed for specific problems of interest, it is not clear at a high level what properties of
sparse problems allow adaptive methods to have strictly better recovery performance
compared to nonadaptive ones.
Results. As the result of our analysis, we obtain a mutual information formula for
the lower bound similar to Theorem 3.5.1, which depends on the observation model
P (Y |XS, S) and the distribution of X, Qn(X), at each step n of the sequence. We
obtain this bound using a Fano’s inequality type argument, inspired by the proof of
the upper bound on capacity for channel coding with feedback (Cover and Thomas,
1991). Our result is unifying for all adaptive sparse recovery problems, similar to the
results in Chapter 3.
Applications and related work. There is a large body of work on both adaptive
recovery methods and lower bounds, however these analyses are fragmented compared
to our unifying approach as they only consider specific problems. The linear problem
of adaptive CS has been especially well-studied: Lower bounds have been derived for
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support recovery (Arias-Castro et al., 2013; Castro, 2014) and adaptive algorithms have
been analyzed to obtain upper bounds (Malloy and Nowak, 2012; Haupt et al., 2009).
There is relatively little work on adaptive recovery on nonlinear models. Adaptive
group testing has been investigated by (Aldridge, 2012; Baldassini et al., 2013) where
lower bounds are derived and adaptive algorithms are analyzed (see ref.s in (Baldassini
et al., 2013)). Adaptive 1-bit CS algorithms have been proposed (Boufounos and
Baraniuk, 2008), however adaptive lower bounds have not been studied to the extent
of our knowledge.
Setup and conditions. Since we are not obtaining upper bounds and considering
adaptive designs, we do not need to make assumptions on the variable distribution,
such as (A3). The results in this chapter only necessitate assumptions (A1), (A2) and
(A5). Instead of (A4), we assume that at each n = 1 : N , X(n) is given by a (possibly
random) function X(n) = fn(X(1:n−1), Y (1:n−1)). For the first set of inputs, we assume
the distribution of X(1) is symmetric.
Similar to the previous sections, the analysis for the extension to adaptive measure-
ments is independent of the specific analysis for latent variables βS ∈ B for different
subsets B ⊆ BK . For clarity in the exposition, the analysis we do in this section does
not consider different subsets B and is equivalent to considering B = BK .
We now derive the lower bound using Fano’s inequality arguments and state the
theorem at the end. Let ω ∈
{
1, 2, . . . ,
(
D
K
)}
be the true index of the salient set
such that the condition P (Y |X,Sω) = P (Y |XSω , Sω) is satisfied. Suppose a subset
of the true support is revealed, denoted by S˜ ⊂ Sω, so that only elements of the set
Sω \ S˜ are left to be identified. Define E as the binary error event that the estimate
ωˆ = g(X,Y ) is not equal to ω for a decoder g and let P (E) be the probability of this
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event. We start by writing the uncertainty of ω given S˜,
H(ω|S˜) = H(Sω \ S˜) = log
(
D − |S˜|
K − |S˜|
)
(4.21)
= H(ω|ωˆ, S˜) + I(ω; ωˆ|S˜) (4.22)
≤ H(ω|ωˆ, S˜) + I(ω;X,Y |S˜), (4.23)
where (4.21) is due to ω being chosen uniformly at random, (4.22) follows from
standard entropic identities and (4.23) is due to data processing inequality and ωˆ
being a function of X and Y . We analyze the first term and write the following
inequality:
H(ω|ωˆ, S˜) = H(E,ω|ωˆ, S˜)−H(E|ω, ωˆ, S˜) (4.24)
= H(E|ωˆ, S˜) +H(ω|E, ωˆ, S˜) (4.25)
≤ 1 + (1− P (E)) 0 + P (E)H(ω|S˜) (4.26)
= 1 + P (E) log
(
D − |S˜|
K − |S˜|
)
. (4.27)
The two equalities (4.24) and (4.25) again follow from standard identities by noting
that the second term in (4.24) is zero since E is determined completely by ω and ωˆ.
(4.26) follows by upper bounding the entropy of a binary variable by 1, expanding
the conditional entropy for E = 0 and E = 1, noting that E = 0 implies ω = ωˆ and
removing the conditioning on ωˆ on the last term.
We now look at the second term, I(ω;X,Y |S˜). We first note the following:
I(ω;X,Y |S˜) ≤ I(ω;X,Y , βSω |S˜)
= I(ω;X,Y |S˜, βSω) + I(ω; βSω |S˜)
= I(ω;X,Y |S˜, βSω),
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where the last equality follows from the independence of ω and βSω . For this term, we
can then write,
I(ω;X,Y |S˜, βSω) = H(X,Y |S˜, βSω)−H(X,Y |ω, βSω) (4.28)
=
N∑
n=1
H(X(n), Y (n)|X(1:n−1), Y (1:n−1), S˜, βSω)
−H(X(n), Y (n)|X(1:n−1), Y (1:n−1), ω, βSω) (4.29)
=
N∑
n=1
(
H(Y (n)|X(n), S˜, βSω) +H(X(n)|X(1:n−1), Y (1:n−1), S˜, βSω)
)
−
(
H(Y (n)|X(n), ω, βSω) +H(X(n)|X(1:n−1), Y (1:n−1), ω, βSω)
)
(4.30)
≤
N∑
n=1
(
H(Y (n)|X(n)
S˜
, S˜, βSω) +H(X(n)|X(1:n−1), Y (1:n−1), S˜, βSω)
)
−
(
H(Y (n)|X(n)Sω , ω, βSω) +H(X(n)|X(1:n−1), Y (1:n−1), ω, βSω)
)
(4.31)
=
N∑
n=1
I(X(n)
Sω\S˜, Sω \ S˜;Y
(n)|X(n)
S˜
, S˜, βSω) + I(X(n);Sω \ S˜|X(1:n−1), Y (1:n−1), S˜, βSω)
(4.32)
=
N∑
n=1
I(X(n)
Sω\S˜;Y
(n)|X(n)
S˜
, βSω , Sω) + I(Sω \ S˜;Y (n)|X(n)S˜ , βSω , Sω) (4.33)
=
N∑
n=1
I(X(n)
Sω\S˜;Y
(n)|X(n)
S˜
, βSω , Sω) , NI¯S˜, (4.34)
where we define I¯S˜ , 1N
∑N
n=1 I(X
(n)
Sω\S˜;Y
(n)|X(n)
S˜
, βSω , Sω). (4.29) follows from the
chain rule of entropy and (4.30) follows from the fact that Y (n) is independent of X(n′)
and Y (n′) for n′ 6= n given X(n) and βSω . We note that X(n)S˜ is a function of X(n) and
S˜, and Y (n) depends only on X(n)ω given X(n) and ω to obtain (4.31). Grouping first
and third terms and second and fourth terms together gives us (4.32). As X(n) only
depends on (X(1:n−1), Y (1:n−1)), the second term is zero and we can expand the first
term using the chain rule for mutual information to obtain (4.33). Finally, we note
that the second term is again zero due due to the symmetry of the initial problem at
83
n = 1 and the fact that we do not condition on X(n)
Sω\S˜ or past inputs or outputs.
Putting together (4.23), (4.27) and (4.34), we can write
log
(
D − |S˜|
K − |S˜|
)
≤ 1 + P (E) log
(
D − |S˜|
K − |S˜|
)
+NI¯S˜,
which leads to
P (E) ≥ 1−
 NI¯S˜ + 1
log
(
D−|S˜|
K−|S˜|
)
 ,
which we note is analogous to Lemma 3.5.1 for B = BK . Thus for P (E) not to be
strictly positive, we need
N ≥
log
(
D−|S˜|
K−|S˜|
)
− 1
I¯S˜
.
Considering all proper subsets S˜ ⊂ Sω and following the analysis in Section 3.5
for different subsets B ⊆ BK , a lower bound on N for recovery is then given by the
following theorem.
Theorem 4.2.1 (Adaptive lower bound). Let X = (X(1), . . . , X(N)) be generated
such that each X(n) is a (random) function of X(1:n−1) and Y (1:n−1). Define I¯S˜(b) =
1
N
∑N
n=1 I(X
(n)
S\S˜;Y |X
(n)
S˜
, βS = b, S) as the average mutual information over the se-
quence n = 1 : N for βS = b and I¯S˜,ε = sup{α ∈ R+ : Pr[b ∈ BK : I¯θS˜(b) < α] ≤ ε}.
Then, for any 2log(D−K+1) ≤ ε ≤ 1, if
N < (1− ε) max
S˜⊂S
log
(
D−|S˜|
K−|S˜|
)
I¯S˜,ε
, (4.35)
then P (E) > ε22 .
In the nonadaptive case, X is generated IID across samples n = 1 : N , therefore
I¯S˜(b) = IS˜(b) and the above bound reduces to the bound given in Theorem 3.5.1. This
also holds for the adaptive case if the variables are chosen such that X(n)Sω is identically
distributed across the sequence n = 1 : N .
While the proof is inspired by the feedback proof of (Cover and Thomas, 1991), it
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is fundamentally different since we consider extra latent parameters βS, we have the
extra overlap terms XS˜ and we explicitly assume variables depend not only on past
outputs but also on past inputs.
We obtain bounds for specific applications including sparse linear regression, binary
regression and group testing in Chapter 5, which allows us to compare and contrast the
sample complexity of nonadaptive and adaptive recovery schemes. In order to obtain
these bounds, we use two simple methods: We upper bound IS˜(b) directly for any
p(X) in group testing and binary regression, which leads to a trivial upper bound on
I¯S˜(b). For sparse linear regression, we bound maxQn(X) I(X
(n)
S\S˜;Y
(n)|X(n)
S˜
, βS = b, Sω)
individually for n = 1 : N , which then gives an upper bound on I¯S˜(b).
4.3 Learning problems and estimating mutual information
We shortly discuss the problem of feature selection in statistical learning, since it
motivates a major part of the analysis that follows in this section. In learning problems,
the aim is to typically learn the relationship between featuresX and labels/observations
(in classification/regression respectively) Y , given a number of (typically IID) samples,
such that for new samples Y can be predicted given their X values. Feature selection
is a learning problem where the aim is to discover a subset of features that preserves
the predictive relationship between the features and the label. In this light, our
conditional independence assumption P (Y |X,S) = P (Y |XS, S) in (3.1) is a natural
formulation for feature selection, assuming the ideal case where such a subset S exists.
Consider a learning problem setup where P (Y |XS, S) (or P (Y |XS, βS, S)) is exactly
known, but the variable distribution Q(X) is not. This scenario arises in many
frameworks in learning where the posterior P (Y |XS, S) is explicitly modeled, e.g.,
regression models such as logistic or probit regression, models where exponential family
likelihood functions and conjugate priors are considered (Bishop and Nasrabadi, 2006),
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or frameworks such as Gaussian processes (Rasmussen and Williams, 2006). In this
section, we consider estimating mutual information terms either directly or through
estimating Q(X) using density estimation methods (Bishop and Nasrabadi, 2006) to
apply results such as Theorems 3.5.1 and 3.6.1 to feature selection problems where
Q(X) is not known.
We analyze two distinct setups which make different assumptions on the problem
and we obtain bounds on mutual information approximations for both. First, we
consider problems with discrete IID variables/features X, then we consider problems
with discrete labels Y and regularity conditions on P (Y |XS, S).
4.3.1 Discrete IID features
We consider a framework where P (X) (formerly referred to as Q(X)) is directly
estimated from x and we provide lower and upper bounds on the actual mutual
information in terms of the estimated mutual information. This allows us to obtain
worst-case bounds on sample complexity through the estimated P (X).
Let X ∈ XD be distributed IID such that PX(x) = ∏Dd=1 p(xd) for some probability
distribution p supported on a countable set, e.g. X = N. Further, assume there exists
pmin > 0 (not necessarily a constant) such that p(x) > pmin for all x ∈ X such that
p(x) > 0. Let pˆ be the empirical distribution on X estimated from DN IID samples
in x, given by
pˆ(x) = 1
DN
N∑
n=1
D∑
d=1
1{x(n)d = x}. (4.36)
For the estimated empirical distribution given by (4.36), assume
1−  ≤ pˆ(x)
p(x) ≤ 1 + , ∀x ∈ X , (4.37)
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where p is the true distribution. This implies that for any S ⊂ {1, . . . , D},
(1− )|S| ≤ PˆXS(x)
PXS(x)
≤ (1 + )|S|, ∀x ∈ X |S|.
Then, for x1 corresponding to xS\S˜ and x2 to xS˜, S = S1 w.l.o.g., we can write
IˆS˜(b) , Iˆ(XS\S˜;Y |XS˜, βS = b, S)
=
∑
y,x1,x2
Pˆ (x1, x2)p(y|x1, x2, b) log p(y|x1, x2, b)∑
x′1
Pˆ (x′1)p(y|x′1, x2, b)
≤ ∑
y,x1,x2
(1− )KP (x1, x2)p(y|x1, x2, b) log p(y|x1, x2, b)
− ∑
y,x1,x2
(1 + )KP (x1, x2)p(y|x1, x2, b) log
∑
x′1
(1− )iP (x′1)p(y|x′1, x2, b)
= −(1− )KH(Y |XS, βS = b, S)
− (1 + )K
[
−H(Y |XS˜, βS = b, S) +
∑
y,x1,x2
p(y, x1, x2|b) log(1− )i
]
= (1 + )KH(Y |XS˜, βS = b, S)− (1− )KH(Y |XS˜, βS = b, S)
+ i(1 + )K log 11− 
= (1 + )KI(XS\S˜;Y |XS˜, βS, S)
+
(
(1 + )K + (1− )K
)
H(Y |XS, βS = b, S) + i(1 + )K log 11− ,
where we used the above assumption. It then follows that
IS˜(b) = I(XS\S˜;Y |XS˜, βS = b, S)
≥ (1 + )−K IˆS˜(b)−
(
1−
(1− 
1 + 
)K)
H(Y |XS, βS, S)− i log 11− .
We obtain the final expression by writing the asymptotic equivalents for → 0,
IS˜(b) ≥ Θ(e−K)IˆS˜(b)−
(
1−Θ(e−K)
)
H(Y |XS, βS = b, S)−Θ(i).
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We will now argue that (4.37) holds with probability approaching 1 for (4.36) and
 as given. First, note that (4.37) is equivalent to
− p(x) ≤ pˆ(x)− p(x) ≤ p(x). (4.38)
For any discrete distribution p : X → R and empirical distribution pˆ estimated
from n samples, it follows from the Dvoretzky-Kiefer-Wolfowitz inequality (Berend
and Kontorovich, 2012) that
Pr
[
sup
x∈X
|pˆ(x)− p(x)| > δ
]
≤ 4e−nδ2/2, δ > 0.
Letting δ = pmin, we see that (4.38) (and equivalently (4.37)) holds uniformly
for all x ∈ X with probability larger than 1 − 4e−DN2p2min . It follows that for
 = ω
(
1√
DNpmin
)
, this probability approaches 1.
Then we can state the following theorem, where the upper bound follows very
similar to the lower bound derivation above.
Theorem 4.3.1. Let IˆS˜(b) , Iˆ(XS\S˜;Y |XS˜, βS = b, S) be the mutual information
computed using Pˆ (x) = ∏Dd=1 pˆ(xd). Then, it follows that
IS˜(b) ≥ Θ
(
e−K
)
IˆS˜(b)−
(
1−Θ
(
e−K
))
H(Y |XS, βS = b, S)−Θ (i) ,
IS˜(b) ≤ Θ
(
eK
)
IˆS˜(b) +
(
Θ
(
eK
)
− 1
)
H(Y |XS, βS = b, S) + Θ (i) ,
for any  > 0 such that  = ω
(
1√
DNpmin
)
.
The second term H(Y |XS, βS = b, S) in the bounds above characterizes the noise
or the distortion in the observation model. This quantity typically does not grow
with K, D or N (cf. Chapter 5). Also, letting  = ω
(
1√
DN
)
for pmin = Θ(1) satisfies
the condition on  and implies i,K → 0 for N = ω(K2/D), which holds trivially
for non-scaling models and can be shown to hold for most scaling models. This
observation leads to the following corollary.
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Corollary 4.3.1. For any IID P (X) with the marginal distribution p(X) supported
on a finite set and pmin = Θ(1), if H(Y |XS\S˜, XS˜, βS, S) = O(1) and N = ω(K2/D),
then
IS˜(b)  IˆS˜(b).
Using a relatively simple analysis, we have shown that the bounds on sample
complexity obtained through Theorems 3.6.1 and 3.5.1 using the estimated distribution
asymptotically correspond to the actual bounds. This result is applicable to many
problems where variables are IID and finitely supported.
4.3.2 Discrete labels
In this section we analyze a framework where we estimate the mutual information term
I(XS;Y |βS = b, S) directly using samples x, instead of going through the intermediate
step of estimating P (X). This allows us to circumvent the discreteness assumption
made in the previous section, however we instead have a discreteness assumption on
the labels and other conditions on the observation model instead.
In this section we only aim to estimate I(XS;Y |βS, S), i.e. only the non-overlapping
S˜ = ∅ case in the maximization. We also consider mutual information averaged over
βS, i.e. EβS [I∅(βS)]. The extension to βS constrained to subsets B ⊆ BK or to a value
βS = b follows trivially. We derive an upper bound to the mutual information that
is estimated using samples of x. This bound can then be used in conjunction with
Theorems 3.5.1 and 4.2.1 to obtain a lower bound on the number of samples. Note that
the bounds (3.34) or (4.35) in the theorems, computed only for the non-overlapping
case and using an upper bound instead of the actual mutual information, still results
in a valid (but possibly less tight) lower bound.
We also use notation for discrete random variables, e.g. sums and non-differential
entropy, but the notation can be generalized for the continuous case using integrals
and differential entropy terms.
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Assume Y is discrete and |Y| < ∞. Observe that we can write the mutual
information in the following way:
I(XS;Y |βS, S) = H(Y |βS, S)−H(Y |XS, βS, S) , H1 −H2
We start with H1. W.l.o.g. we consider the entropy for a certain value of S, e.g.
S = S1. Define the shorthand o(x) , p(Y |XS = x, βS) for the observation model,
which depends on Y and βS in addition to x but we do not denote it explicitly to
shorten the notation. We can then write H1 as
H1 = −EβS
 ∑
XS ,Y
P (XS)o(XS) log
∑
X′S
P (X ′S)o(X ′S)

= −∑
Y
EβS [EXS [o(XS)] logEXS [o(XS)]]
Consider the following estimator for two sets of N1 and N2 IID samples, x and x′
with |S| variables each:
T1(x,x′) = − 1
N1
N1∑
n1=1
∑
Y
EβS
o(x(n1)) log
 1
N2
N2∑
n2=1
o(x′(n2))
 . (4.39)
Then, we can write the expectation over x and x′ as
EX,X′ [T1(X,X ′)] = − 1
N1
N1∑
n1=1
∑
Y
EβS
E [o(X(n1))]E
log
 1
N2
N2∑
n2=1
o(X ′(n2))

≥ − 1
N1
N1∑
n1=1
∑
Y
EβS
E [o(X(n1))] logE
 1
N2
N2∑
n2=1
o(X ′(n2))

= −∑
Y
EβS [E [o(XS)] logE [o(XS)]] = H1
where the inequality follows from Jensen’s inequality, since log z is a concave function
of z. The last line follows since x and x′ are IID samples of XS. We will shortly
show that the estimator T1(x,x′) converges to its mean given enough samples N1, N2,
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which leads to an upper bound to H1. Note that we could obtain a lower bound to H1
instead if we considered x = x′, since then the expression would have the form a log a
which would be a convex function of a. However this is not useful at the moment
since an upper bound on the mutual information I(XS;Y |βS, S) gives us a valid lower
bound on the number of samples, while the same is not true for a lower bound.
Define the following two quantities, where Dn1 is the maximum change in value of
T1 when n1-th index in x is changed, and D′n2 is the maximum change in value of T1
when n2-th index in x′ is changed.
Dn1(x,x′) = max
a,b
∣∣∣∣T1(x(1), . . . , x(n1−1), a, x(n1+1), . . . , x(N1),x′)
− T1(x(1), . . . , x(n1−1), b, x(n1+1), . . . , x(N1),x′)
∣∣∣∣
D′n2(x,x
′) = max
a,b
∣∣∣∣T1(x, x′(1), . . . , x′(n2−1), a, x′(n2+1), . . . , x′(N2))
− T1(x, x′(1), . . . , x′(n2−1), b, x′(n2+1), . . . , x′(N2))
∣∣∣∣
It is relatively easy to see that for any n1 = 1, . . . , N1,
Dn1(x,x′) = max
a,b
∣∣∣∣∣ 1N1
∑
Y
EβS [(o(a)− o(b)) log f(x′)]
∣∣∣∣∣ , (4.40)
where f(x′) = 1
N2
∑
n2 o(x′(n2)).
Defining fmin , infy,xS ,b:p(y|xS ,b)>0 p(y|xS, b), we have 1 ≥ f(x′) ≥ fmin and 0 ≤
o(a), o(b) ≤ 1 since Y is discrete. Assuming fmin > 0, we can therefore write
Dn1(x′,x′) ≤
1
N1
|Y| log
(
1
fmin
)
, (4.41)
for any x′, x′.
Similarly, for the second term we can write
D′n2(x,x
′) = max
a,b
∣∣∣∣∣ 1N1
∑
n1
∑
Y
EβS
[
o(xn1) log
(
o(a) + fn2(x′)
o(b) + fn2(x′)
)]∣∣∣∣∣ , (4.42)
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where fn2(x′) =
∑
n′2 6=n2 o(x
′
n′2
). Note that fn2 ∈ [(N2 − 1)fmin, N2 − 1]. Then for the
term inside the log we have
o(a) + fn2(x′)
o(b) + fn2(x′)
= 1 + o(a)− o(b)
o(b) + fn2
∈
[
1− 11 + fn2
, 1 + 1
fn2
]
=
 1
1 + 1
fn2
, 1 + 1
fn2
 ⊂
 1
1 + 1
N2fmin
, 1 + 1
N2fmin

since fn2 ≤ (M − 1)fmin ≤Mfmin and thus we can write
D′n2(x,x
′) ≤ 1
N1
N1|Y| log
(
1 + 1
N2fmin
)
≤ 1
N2
|Y|
fmin
, (4.43)
for any x, x′.
We finally note that if N1
N2
> max0≤z≤1 z log(1/z) , c ≈ 0.35, the upper bound of
(4.43) always dominates (4.41) and we assume this condition is satisfied from here on.
Using McDiarmid’s inequality (McDiarmid, 1989) and (4.43), we have the following
concentration result:
Pr [|T1 − E[T1]| > λ] ≤ e−2
λ2N22 f
2
min
(N1+N2)|Y|2 ≤ e−N2
λ2f2min
|Y|2 .
Since E[T1] ≥ H1 it then follows that
Pr [T1 < E[T1]− λ] ≤ Pr [T1 < H1 − λ]→ 0, (4.44)
if N1 > cN2 and N2 = ω
( |Y|2
f2minλ
2
)
.
Similar to the estimate T1 for H1, we now define T2 to estimate H2. Let x′′ be a
set of N3 IID samples of |S| variables.
T2(x′′) = − 1
N3
N3∑
n3=1
∑
Y
EβS
[
o(x′′(n3)) log o(x′′(n3))
]
, − 1
N3
∑
n3
zn3 , (4.45)
where zn3 ∈ [0, |Y|c] and c , max0≤z≤1 z log(1/z) ≈ 0.35 as before. It is easy to see
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that E[T2] = H2.
Then, using Hoeffding’s inequality we have
Pr [|T2 − E[T2]| > λ] ≤ e−N3
λ2
|Y|2c2 ,
therefore
Pr [T2 > H2 + λ]→ 0, (4.46)
if N3 = ω
( |Y|2
λ2
)
. This condition on N3 is asymptotically dominated by the condition
on N2. Choosing λ = /2, combining (4.44) and (4.46) and noting that the estimates
are independent since x, x′ and x′′ are IID, we have the following theorem.
Theorem 4.3.2. Let Iˆ(XS;Y |βS, S) = T1(x,x′)− T2(x′′) be the mutual information
estimator computed using N = N1 + N2 + N3 data points, where T1 and T2 are as
defined in (4.39) and (4.45) respectively. Further, let
fmin , inf
y,xS ,b:p(y|xS ,b)>0
p(y|xS, b),
and assume fmin > 0.
Then, if N = ω
( |Y|2
f2min
2
)
,
I(XS;Y |βS, S) ≤ Iˆ(XS;Y |βS, S) +  (4.47)
with probability approaching one as N →∞ for some choice of (N1, N2, N3).
The upper bound provided by (4.47) implies that for small enough , the mutual
information estimate can be used to provide a lower bound on the number of samples
necessary for recovery through Theorem 3.5.1. The condition on N is easy to satisfy
for most problems, since (a) for many classification applications |Y| is finite, (b) fmin
is a constant independent of K and D for many models.
It is also possible that the dependence on fmin can be relaxed through the use of
typicality arguments. The bounding techniques we used to obtain the above theorem
are very simplistic: Consider (4.41) where we simply lower bound each p(y|xS = x′n2 , b)
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term with fmin for all y, xn2 and b. However in many applications where fmin is either
zero or scales to zero with K or D, the bound can be improved by considering a
“typical” set of x′, where the average probability p(y|xS = x(n2), b) scales much better
than fmin. This is due to the fact that all such probabilities being equal to fmin is a
very rare event in most cases, with probability of such x′ vanishing with N2.
While this thesis does not aim to provide comprehensive bounds for feature
selection (as we do for sparse recovery) or techniques to estimate mutual information,
we nevertheless showed in this section that using our information-theoretic framework
and simplistic analyses it is possible to obtain bounds to use in such applications.
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Chapter 5
Sample Complexity Bounds for Sparse
Recovery Problems
In this chapter, we discuss and derive results for various sparse recovery problems
using the analysis we presented in Chapters 3 and 4. These results include upper
and lower bounds on the sample complexity of sparse recovery for different settings
such as IID or dependent variables, adaptive recovery, different scaling regimes and
noisy/missing data. To do this, we use mutual information analyses along with the
results of Theorems 3.5.1, 3.6.1, 3.7.1, 3.7.2, 4.1.4 and 4.2.1. We compare and contrast
the bounds we derive through our unifying analysis with bounds derived through
analyses specific to those problems in the literature. Some of the bounds we derive
are summarized in Table 5.1.
95
Table 5.1: Sample complexity bounds derived through unifying results for the general model and
specific applications for exact support recovery. Results for applications are presented and proved in the
corresponding subsections in Sections 5.1 and 5.2.
Model Sufficient conditions for Pr[error]→ 0 Necessary conditions for Pr[error]→ 0
General model N > C max
S˜⊂S
log (D−KK−|S˜|)+H 12 (βS)
IS˜,0
N ≥ max
S˜⊂S
log (D−KK−|S˜|)
IS˜,0
Sparse linear regr.1 with IID
or corr. βS, bmin = Θ(1/K)
N = Ω(K logD) for K = O(D)2 N = Ω(K logD) for K = O(D)
Sparse linear regr.1 with IID
or corr. βS, bmin = Θ(logK/K)
N=Ω
(
max
{
K logD
logK ,
K log(D/K)
log logK
})
, K=o(D)2 N=Ω
(
max
{
K logD
logK ,
K log(D/K)
log logK
})
, K=o(D)
N = Ω(D) for K = Θ(D)3 N = Ω(D) for K = Θ(D)
Multivariate regr. w. R prob.s N ≥ Nsingle
R
N ≥ Nsingle
R
Binary regression N = Ω(K logD) for K = Θ(1) N = Ω(K log(D/K)) for K = O(D)
Group testing N = Ω(K logD) for K = O(D) N = Ω(K log(D/K)) for K = O(D)
Models w. missing data w.p. ρ — N ≥ Nfull1−ρ
Sparse linear regr.1 w. missing
data w.p. ρ, bmin = Θ(1/K)
N = Ω
(
K logD
log(1+ 1−ρ1+ρ)
)
for K = O(D)2 N = Ω
(
K logD
1−ρ
)
for K = O(D)
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We consider problems with both linear and nonlinear observation models. Starting
with linear models in Section 5.1, we analyze sparse linear regression as described
in Section 2.3. We derive upper and lower bounds on the number of measurements
for IID and correlated sensing matrices in Sections 5.1.1 and 5.1.2, along with upper
bounds on the probability of recovery error. We consider correlated support elements
in Section 5.1.3, time-varying support elements in Section 5.1.4 and present a scheme
for exact support recovery through partial support recovery in Section 5.1.5. We
further derive lower bounds for the adaptive recovery scheme in Section 5.1.6 and
consider a multivariate extension of sparse linear regression in Section 5.1.7. Finally
we compare our theoretical error bounds with the performance of practical recovery
algorithms in Section 5.1.8.
We analyze examples of nonlinear observation models in Section 5.2. We first look
at the generic model where variables can be missing or have noisy observations in
Section 5.2.1, then we consider binary regression in Section 5.2.2 and finally group
testing in Section 5.2.3.
Parts of the material in Sections 5.1.1, 5.1.3, 5.1.4, 5.1.7, 5.2.1, 5.2.2 and 5.2.3
were presented in (Aksoylar et al., 2016). Sections 5.1.2, 5.1.8 and part of 5.2.1 have
been adapted from (Aksoylar and Saligrama, 2014b) whereas Section 5.1.6 has been
adapted from (Aksoylar and Saligrama, 2014a).
5.1 Applications with linear observations
For this section we focus on problems with linear observation models and derive results
for sparse linear regression, considering several different setups.
1Using the setup of (Wang et al., 2010) and (Rahnama Rad, 2011) as described in Section 5.1.1.
2Holds as written for highly correlated βS and exact recovery, holds for K = O(D/ logD) and for
recovery with a vanishing fraction of support errors for IID βS .
3Holds for highly correlated βS .
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5.1.1 Sparse linear regression
Using the bounds presented in Chapter 3 for general sparse models, we derive sufficient
and necessary conditions for the sparse linear regression problem with measurement
noise (Donoho, 2006) and a Gaussian variable matrix with IID entries.
We consider the following model similar to (Aeron et al., 2010),
Y = Xβ +W , (5.1)
where X is the N × D variable matrix, β is a K-sparse vector of length D with
support S, W is the measurement noise of length N and Y is the observation vector
of length N . In particular, we assume X(n)k are Gaussian distributed random variables
and the entries of the matrix are independent across rows n and columns k. Each
element X(n)k is zero mean and has variance σ2x. W denotes the observation noise of
length N . We assume each element is IID with W ∼ N (0, σ2w). The coefficients of the
support, βS, are IID random variables with bmin ≤ β2k ≤ bmax and (continuous) Rènyi
entropy H 1
2
(βk) = h for k ∈ S. W.l.o.g. we assume that h, bmin, bmax are constants,
since their scaling can be incorporated into σx or σw instead.
In order to analyze the sample complexity using Theorems 3.5.1, 3.6.1 and 3.7.1,
we need to compute the worst-case mutual information IS˜,ε. We first compute the
mutual information IS˜(b) = I(XS\S˜;Y |XS˜, βS = b, S) for |S \ S˜| = i.
IS˜(b) = I(XS\S˜;Y |XS˜, βS = b, S) = h(Y |XS˜, βS = b, S)− h(Y |XS, βS = b, S)
= h
(
X>S\S˜bS\S˜ +W |bS\S˜
)
− h(W )
= 12 log
(
2pie
(
var
(
X>S\S˜bS\S˜|bS\S˜
)
+ σ2w
))
− 12 log
(
2pie σ2w
)
= 12 log
(
1 +
‖bS\S˜‖2σ2x
σ2w
)
,
where the second equality follows from the independence of XS\S˜ and XS˜ and the
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last equality follows from the fact that var(X>
S\S˜bS\S˜|bS\S˜) = b>S\S˜E[XS\S˜X>S\S˜]bS\S˜ =
b>
S\S˜bS\S˜σ
2
x.
Assuming there is a non-zero probability that β2k is arbitrarily close to bmin, it is
easy to see that for ε = 0,
IS˜,0 =
1
2 log
(
1 + ibminσ
2
x
σ2w
)
.
For this problem it is also possible to compute the exact error exponent ED(ρ, b), which
we do in the analysis in Section A.5 in the appendix and prove that the regularity
conditions (RC1-2) hold for Theorem 3.7.1. The bounds in the theorem we present
below then follow from Theorems 3.5.1, 3.6.1 and 3.7.2 respectively.
Theorem 5.1.1. For sparse linear regression with the setup described above, a nec-
essary condition on the number of measurements for exact recovery of the support
is
N ≥ 2 max
i=1,...,K
log
(
D−K+i
i
)
log
(
1 + ibminσ2x
σ2w
) , (5.2)
a sufficient condition for exact recovery for constant K and σx, σw independent of D is
N ≥ (2 + ) max
i=1,...,K
log
(
D−K
i
)
log
(
1 + ibminσ2x
σ2w
) , (5.3)
for an arbitrary  > 0. A sufficient condition for recovery with a vanishing fraction of
support errors for K = O(D/ logD) is
N ≥ C max
i=1,...,K
log
(
D−K
i
)
log
(
1 + ibminσ2x
σ2w
) , (5.4)
for a constant C.
Note that although we provided results for exact recovery and recovery with a
vanishing fraction of support errors, it is easy to obtain results for partial recovery of
a constant fraction of support as we remark in Section 3.8.
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We also state the below lemma, which upper bounds the probability of error P (E)
that follows from the analysis in Section A.5.
Lemma 5.1.1.
P (E) ≤
K∑
i=1
e
−
(
N
2 log
(
1+ ibminσ
2
x
2σ2w
)
−Kh−log (D−Ki )−log (Ki )
)
.
We now evaluate the above bounds for different setups and compare against
standard bounds in the sparse linear regression and compressive sensing literature.
We specifically compare against (Wang et al., 2010) which presents lower bounds,
(Rahnama Rad, 2011) that provides upper bounds matching (Wang et al., 2010) and
(Aeron et al., 2010) which presents lower and upper bounds on measurements and
a lower bound on SNR. Note that the setups of (Wang et al., 2010; Rahnama Rad,
2011) and (Aeron et al., 2010) are different but equivalent for certain cases, however
the setup of (Aeron et al., 2010) allows for a unique analysis of the SNR, which is the
reason we include it in this section.
Comparison to (Wang et al., 2010) and (Rahnama Rad, 2011)
First, we compare against the lower and upper bounds in (Wang et al., 2010) and
(Rahnama Rad, 2011) respectively, presented in Table 1 in (Rahnama Rad, 2011).
In this setup, we have σ2x = σ2w = 1 and we will compare for the lower SNR regime
bmin = Θ(1/K) and the higher SNR regime bmin = Θ(logK/K).
The lower bounds we state are for the general regime K = O(D), while the upper
bounds are for K = O(D/ logD), as we note in Theorem 5.1.1. For bmin = Θ(1/K),
we have that IS˜,0 = Θ(log(1 + i/K)) = Θ(i/K), therefore for both the lower and the
upper bounds we have N = Ω
(
maxi i log(D/i)i/K
)
= Ω(K logD), matching (Wang et al.,
2010; Rahnama Rad, 2011) for both sublinear and linear sparsity.
For bmin = Θ(logK/K), we have upper and lower bounds both given by N =
100
Ω
(
maxi i log(D/i)log(1+ i logKK )
)
. For linear sparsity, let i = logK, for which the numerator
is Θ(logK log(D/ logK)) = Θ(log2D) and denominator Θ(log(1 + log2K/K)) =
Θ(log2D/D), thus we can obtain N = Ω(D) for both lower and upper bounds. For
sublinear sparsity, first consider i = K. For this i, we obtain N = Ω
(
K log(D/K)
log(logK)
)
directly. Second, considering i = K/ logK, we get N = Ω
(
K
logK log(D logK/K)
)
=
Ω
(
K logD
logK
)
. Thus we match the upper and lower bounds as the maximum of these two
cases. Matching bounds can also be shown for the case bmin = Θ(1), however we omit
the analysis for this case for brevity.
Comparison to (Aeron et al., 2010)
Next, we compare with the bounds for exact recovery derived in (Aeron et al.,
2010) where we have σ2x = 1N , bmin = Θ(1) and σ
2
w = 1SNR . For this setup, we
prove that SNR = Ω(logD) is a necessary condition for recovery and for that SNR,
N = Ω(K log(D/K)) is necessary for sublinear K = O(Dp), p < 1 and sufficient
in the same regime for recovery with a vanishing fraction of support errors, which
matches the conditions derived in (Aeron et al., 2010) for the corresponding sparsity
conditions.
We remark that SNR = Θ(logD) regime in this model roughly corresponds to the
bmin = Θ(1/K) regime in (Wang et al., 2010; Rahnama Rad, 2011). We also note that
while having σ2x depend on N complicates the derivation of lower and upper bounds,
this scaling ensures normalized columns and conveniently decouples the effects of SNR
and the number of measurements. The decoupling leads to the aforementioned lower
bound on SNR that is independent of the number of measurements.
We now provide the analysis to obtain the above conditions given Theorem 5.1.1.
We first show that SNR = Ω(logD) is necessary for recovery. For any D, K or SNR
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assume N scales much faster, e.g. N = ω(KbminSNR), such that
IS˜,0 =
1
2 log
(
1 + ibminSNR
N
)
 12
ibminSNR
N
,
since log(1 + x) = Θ(x) for x→ 0. Then, the necessary condition given by (5.2) is
N > 2 max
i
log
(
D−K+i
i
)
ibminSNR
N
,
which readily leads to the condition that
SNR > 2 max
i
log
(
D−K+i
i
)
ibmin
 max
i
log(D/i) = logD, (5.5)
for constant bmin. Note that, if the condition above is necessary for any N =
ω(Kσ2SNR), it is also necessary for smaller scalings of N .
For the lower bound, we consider sublinear sparsity K = O(Dp) and SNR =
O(logD) and prove that N = Ω(K log(D/K)) is necessary by contradiction. Let
i = K and assume that N = cDK log(D/K), where cD → 0. In the left-hand side of
the inequality (5.2), we have N = cDK log(D/K), while on the right-hand side we
have
2 log
(
D
K
)
log
(
1 + KSNR
cDK log(D/K)
) = O
K log(D/K)
log
(
1 + α
cD
)
 ,
for some constant α noting that K log(D/K) = Θ(K logD). Canceling the terms
K log(D/K) on each side we have cD log(1 + αcD ) = o(1) and therefore the inequality
is not satisfied for any cD → 0.
We now show that N = Ω(K logD/K) = Ω(K logD) is a sufficient condition for
K = O(Dp) and SNR = Θ(logD). For N = Θ(K logD), the right-hand side in the
sufficient condition given in (5.4) is
Θ
max
i
i log(D/i)
log
(
1 + i
K
bmin
)
 .
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Figure 5·1: N
LB
vs. N for different SNR values, where LB is the
necessity bound given by (5.2) for K = 16, D = 512 and bmin = bmax = 1.
For low levels of SNR the necessary condition (N > LB, above the
dotted line) is not satisfied even for very large N , for fixed K and D.
This is due to log
(
1 + c SNR
N
)
behaving linearly instead of logarithmically
for low SNR
N
ratios.
For i = o(K) above is equivalent to Θ
(
i log(D/i)
i
K
)
= Θ(K logD). For i = Θ(K) we
have the denominator Θ(1) therefore the term above is again Θ(K logD). Thus
N = Θ(K logD) satisfies (5.4).
In Figure 5·1, we illustrate the lower bound on the number of observations for the
setup of (Aeron et al., 2010), which shows that a necessary condition on SNR has to
be satisfied for recovery, as we have stated above. We also illustrate the SNR cutoff
by plotting the probability of recovery given by Lemma 5.1.1 for different SNR values
in Figure 5·2.
Remark 5.1.1. We showed that our relatively simple mutual information analysis
gives us upper and lower bounds that are asymptotically identical to the best-known
bounds obtained through problem-specific analyses in (Wang et al., 2010; Rahnama Rad,
2011; Aeron et al., 2010) in their respective setups for most scaling regimes of interest.
We also note that while the aforementioned work analyze bounds assuming a lower
bound on the power of the support coefficients bmin, our lower bound analysis proves
that such a lower bound is required for recovery. For instance, assuming there exists
any one index k ∈ S such that βk = 0 with non-zero probability, for S˜ = S \ {k} we
would obtain IS˜,0 = 0, showing that recovery is impossible due to Theorem 3.5.1.
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Figure 5·2: Illustration of SNR cutoff, K = 32, D = 512.
5.1.2 Correlated sensing columns
In the following subsections we consider several variants of the sparse linear regression
problem with different setups. We first consider the setup where we have correlated
columns in the sensing matrix X. As with correlated support coefficients in the next
section, this is a setup whose analysis in the classical sparse linear regression literature
is inherently more cumbersome than the IID case. We make use of the conditionally
IID analysis in Chapter 4 and show that correlation only affects the effective SNR,
and up to a constant amount of correlation can be theoretically tolerated. This
result is in contrast to the earlier results concerning the performance of algorithms
such as Lasso, which considered decaying correlations (Candès and Plan, 2009). An
information-theoretic analysis of this setup has also been considered in (Wainwright,
2009a).
Formally, we consider the setup of Section 5.1.1, with the difference that for any
two elements in Xj, Xk, j 6= k on a row of X, we have a correlation coefficient ρ > 0.
For instance for the setup of (Aeron et al., 2010), this corresponds to E[XjXk] = ρN .
We remark that this probabilistic model is equivalent to the following one: Let
Xk = µ+ Uk, where µ ∼ N (0, ρσ2x) and Uk ∼ N (0, (1− ρ)σ2x) where Uk is IID across
k = 1, . . . , D. As a result, we have that Xk for k = 1, . . . , D are conditionally IID
104
given the latent factor µ.
We can now compute Iθ
S˜
(b) = I(XS\S˜;Y |XS˜, βS = b, S, θ) for |S \ S˜| = i where in
this case θ = µ.
Iµ
S˜
(b) = h(Y |XS˜, βS = b, S, µ)− h(Y |XS, βS = b, S, µ)
= h
(
X>S\S˜bS\S˜ +W |bS\S˜, µ
)
− h(W )
= Eµ
[1
2 log
(
2pie
(
var
(
X>S\S˜bS\S˜|bS\S˜, µ
)
+ σ2w
))]
− 12 log
(
2pie σ2w
)
= 12 log
(
1 + (1− ρ)‖bS\S˜‖
2σ2x
σ2w
)
,
where the second equality follows from the independence of XS\S˜ and XS˜ given µ and
the last equality follows from the fact that
var(X>S\S˜bS\S˜|bS\S˜, µ) = b>S\S˜E[US\S˜U>S\S˜]bS\S˜ = (1− ρ)σ2xb>S\S˜bS\S˜.
We then have that Iµ
S˜,0 =
1
2 log
(
1 + (1− ρ) ibminσ2x
σ2w
)
.
We also analyze the error exponent in Section A.6 and obtain the following upper
bound on the error probability, similar to Lemma 5.1.1.
Lemma 5.1.2.
P (E) ≤
K∑
i=1
e
−
(
N
2 log
(
1+(1−ρ) ibminσ
2
x
2σ2w
)
−Kh−log (D−Ki )−log (Ki )
)
.
In both the mutual information and probability of error expressions, we observe the
extra (1−ρ) multiplicative factor inside the logarithm compared to the IID case. Thus
we can argue that the correlation between sensing matrix columns with correlation
coefficient ρ serves to modify the “effective SNR” of the problem by exchanging σ2w
with σ2w1−ρ , thus effectively decreasing the SNR by a factor of (1 − ρ). This leads to
the conclusion that up to a constant correlation can be tolerated for recovery for low
SNR setups (whereas more could be tolerated with higher SNR), in contrast to older
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results on the analysis of recovery algorithms such as Lasso which required decaying
correlations, e.g. ρ = O(1/ logD) (Candès and Plan, 2009). We also numerically
characterize the performance for different correlation values in Section 5.1.8.
Remark 5.1.2. It follows that our analysis explicitly characterizes the effect of
correlated columns on sample complexity and we have shown that the number of
samples increases by 1log(1+(1−ρ)C) relative to
1
log(1+C) for the independent model. With
constant ρ, this results in a bound asymptotically identical to the bounds for the
independent sensing matrix model for most setups and scaling regimes considered in
Section 5.1.1.
5.1.3 Correlated support coefficients
We consider a variant of the sparse linear regression problem where the support
elements βS are correlated, in contrast to the IID assumption we had in the previous
sections. Note that we are still considering recovery in a Bayesian setting for βS
rather than a worst-case analysis. Having correlated elements in the support usually
complicates the analysis when using problem-specific approaches, however, in our
framework the analysis is no different than the IID case. We even obtain slightly
improved bounds (which we detail shortly) as a result of correlation decreasing the
uncertainty in the observation model.
Formally, we consider the same problem setup as above, except that βS is not
IID and we assume H 1
2
(βS) = O(1). A special case of such a correlated setup is
when the distribution p(βS) has finite volume on its support, for which we have
H 1
2
(βS) ≤ H0(βS) = |supp(p(βS))| = O(1). We note that the correlation in βS does
not affect the mutual information computation for IS˜,0 nor the analysis to show that
the regularity conditions (RC1-2) hold. The only change in the analysis is that the
Rényi entropy term H 1
2
(βS) in the numerator of Theorem 3.7.1 is now asymptotically
dominated by the combinatorial term log
(
D−K
K−|S˜|
)
for all S˜ ⊂ S. Thus, we can improve
the upper bound for scaling K in (5.4) from recovery with a vanishing fraction of
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errors to exact recovery, and from K = O(D/ logD) to K = O(D) to obtain the
following theorem as the analogue of Theorem 5.1.1.
Theorem 5.1.2. For sparse linear regression with correlated support elements βS, a
necessary condition on the number of measurements for exact recovery of the support
is
N ≥ 2 max
i=1,...,K
log
(
D−K+i
i
)
log
(
1 + ibminσ2x
σ2w
) , (5.6)
and a sufficient condition for exact recovery is
N ≥ C max
i=1,...,K
log
(
D−K
i
)
log
(
1 + ibminσ2x
σ2w
) , (5.7)
for a constant C.
The same improvements also hold for the correlated sensing column setup. Evalu-
ating our bounds in the setup of (Wang et al., 2010; Rahnama Rad, 2011), we observe
that the upper and lower bounds are unchanged, however the upper bounds we obtain
are for exact recovery instead of recovery with a vanishing fraction of support errors
and we are no longer restricted to K = O(D/ logD).
5.1.4 Time-varying support coefficients
In this subsection, we consider another variation of the linear regression problem,
where for each sample n,
Y (n) = 〈X(n), β(n)〉+W (n),
with each β(n) having the same support S, but different coefficients βS(n) obeying a
“bouquet model”
βS
(n) = βS(0) + V (n).
We assume V (n) is IID across samples n and is described by a zero-mean Gaussian
with variance σ2v . The aforementioned model is an example of linear regression models
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with “time-varying” support, which have been previously considered in the literature
(Vaswani, 2008).
In order to analyze this model in our general framework, we remark that βS(0) can be
considered a latent observation model parameter that is constant across n = 1, . . . , N ,
corresponding to βS in our setup in Section 3.2. The “noise” in βS(n), V (n), can
simply be incorporated into the observation model P (Y |XS, βS, S). A straightforward
analysis of the mutual information IS˜(b) using Jensen’s inequality arguments similar
to the proof of Theorem 5.2.2 (omitted here to avoid repetition) reveals that a lower
bound on IS˜(b) is 12 log
(
1 + ‖βS\S˜‖
2σ2x
σ2w+Kσ2xσ2v
)
. Thus, we can obtain an upper bound on the
number of measurements similar to (5.3), where we show the effect of noise in βS(n)
to be equivalent to measurement noise with variance σ2w +Kσ2xσ2v as opposed to σ2w.
Remark 5.1.3. We remark that the mutual information analysis can be easily per-
formed for different distributions (other than Gaussian) on the sensing matrix elements
X and the measurement noise W . It is only necessary to compute the mutual in-
formation IS˜(b) = I(XS\S˜;Y |XS˜, βS = b, S) for the different probability distributions
and ensure that the smoothness conditions (RC1-2) hold, if an upper bound for scal-
ing models is desired. This is another advantage to our unifying framework, since
problem-specific approaches need significantly different analyses to extend to different
distributions of sensing matrices and measurement noise.
5.1.5 Successive recovery framework
In this section, we consider an alternative approach to obtaining upper bounds for the
scaling model, as opposed to utilizing Theorem 3.7.2 to obtain (5.4). We propose and
analyze an iterative procedure that we describe below, which aims to obtain exact
recovery of the support through successive partial recovery results. The analysis of
the procedure uses the fact that the Rényi entropy term H 1
2
(βS) in Theorem 3.7.1
can be ignored if we only consider partial recovery with a constant fraction of support
errors, i.e. maximization over subsets S˜ with |S˜| < (1− α)K for some 0 < α < 1 such
that the number of support errors is less than αK.
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Algorithm 1 Exact recovery from partial recovery results
Require: (xp,l,yp,l) for p = 1, . . . , P , l = 1, . . . , L, decoder MLk(x,y) outputting a
k-set
Ensure: GP
G0 ← ∅, set of estimated indices
H0 ← {1, . . . , D}, set of remaining candidate indices
for p = 1, . . . , P do
for l = 1, . . . , L do
y˜p,l ← filter(yp,l,xp,lGp−1) = yp,l − xp,lGp−1 βˆGp−1
Cp,l ← MLK−|Gp−1|(xp,lHp−1 , y˜p,l)
end for
Cp ← ⋂Ll=1Cp,l
Gp ← Gp−1 ∪ Cp
Hp ← Hp−1 \ Cp
βˆCp ← LS(xpCp ,yp) = (xp>CpxpCp)−1xp>Cpyp
end for
The procedure is described in Procedure 1 and uses the ML decoder as a subroutine.
At each step p, we aim to identify a subset Cp of the true set S using the ML decoder
and a set of N ′ observations, where N ′ > C maxi=αK,...,K
log (D−Ki )
log
(
1+ ibminσ
2
x
σ2w
) . Defining Gp−1
as the union of the subsets identified in previous iterations, we thus reduce the size of
the unknown set |S \Gp−1| by a constant factor to |S \Gp|. We continue recursively
until we have identified K indices total in approximately O(logK) steps and therefore
we obtain exact recovery using an extra O(logK) factor of observations.
In the algorithm, we let (xp,l,yp,l) denote a data set of N ′×D variable matrix and
N ′ × 1 observations for p ∈ {1, . . . , P}, l ∈ {1, . . . , L} and (xp,yp) denote N ′L×D,
N ′L × 1 data set concatenated over l. We let MLk(x,y) = Sˆ(x,y) to denote an
ML decoder that outputs a set of size k. We also note that the procedure can be
generalized to other problems easily, by modifying the function filter(·) that filters out
the effect of known indices Gp and if necessary the estimation function for βˆS. For
exact recovery using this successive approach, we can write the following theorem.
Theorem 5.1.3. A sufficient condition for exact recovery for K = O(Dq), 0 < q < 1
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is
N ≥ C logK max
i=αK,...,K
log
(
D−K
i
)
log
(
1 + ibminσ2x
σ2w
) , (5.8)
where N = N ′LP is the total number of measurements for a constant C and constant
0 < α < 1.
Proof. Our goal in the procedure is to recover a subset Cp ⊂ S at each step p, which
is in turn obtained using L sets of N ′ > C maxi=αK,...,K
log (D−Ki )
log
(
1+ ibminσ
2
x
σ2w
) measurements,
through considering |S˜| < (1− α)K in Theorem 3.7.1 and noticing that log
(
D−K
K−|S˜|
)
dominates H 1
2
(βS) = Kh in this case.
The main variables in the algorithm are the following: Gp denotes the set of
identified indices up to the end of iteration p. Hp is its complement w.r.t. {1, . . . , D}
and denotes the set of remaining candidate indices after iteration p. βˆS is an estimate
of βS that is defined in part at each p, such that βˆGp will be defined after iteration p.
The undefined parts of βˆS can be taken zero w.l.o.g. The output of the algorithm is
GP , the set of identified indices after P iterations.
For each p, we aim to recover set Cp from among the set Hp−1 of remaining
candidate indices. We first obtain L sets of measurement pairs, (xp,l, y˜p,l), where we
“filter out” the effects of known indices Gp−1 by modifying measurements yp,l. This is
done by subtracting from each set of measurements the quantity xp,lGp−1 βˆGp−1 , which
leaves y˜p,l ≈ xp,lS\Gp−1βS\Gp−1 +wp,l, assuming βˆGp−1 ≈ βGp−1 .
Then, for each l, we obtain an estimate Cp,l of K ′ , K − |Gp−1| variables from
among D′ , D − |Gp−1| possible indices, using the ML decoder MLK′(xp,lHp−1 , y˜p,l).
Note that we are solving problems of reducing size at each p. For the ML estimation
we have the following lemma.
Lemma 5.1.3. Let K ′ , K−|Gp−1| and N ′ as described above, then w.h.p. |Cp,l∩S| ≥
(1−α)K ′ for all l = 1, . . . , L, |Cp∩S| ≥ (1−Lα)K ′ and Cp\S = ∅ for all p = 1, . . . , P .
The first part of the lemma stating that |Cp,l ∩S| ≥ (1−α)K ′ follows simply from
the partial recovery argument for Theorem 3.7.1 and the mutual information analysis
in Section 5.1.1, with vanishing probability that can be bounded. With this result,
we then have that for Cp =
⋂L
l=1Cp,l, |Cp ∩ S| ≥ (1 − Lα)K ′ and Cp \ S = ∅ w.h.p.
This can be shown with the following argument: For any k 6∈ S, due to the symmetry
of the problem, the probability that k ∈ Cp,l for an l is smaller than αK′D−K . Then,
the probability that k ∈ Cp is smaller than
(
αK′
D−K
)L
, since the event that k ∈ Cp,l is
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independent across l. It then simply follows that the probability that there exists
k ∈ Cp \ S for any p is smaller than P (D−K)
(
αK′
D−K
)L
using the union bound, which
converges to zero for a large enough constant L, K = O(Dq) and P = Ω(logK) (as
we will choose shortly).
After Cp is obtained (satisfying Cp ⊂ S w.h.p. and |Cp| ≥ (1− Lα)K ′), we shrink
the set of candidate indices Hp by removing elements in Cp from Hp−1 and grow
the estimated set of indices Gp by merging Gp−1 with Cp. Finally, we estimate βCp
using a least squares estimator, which we use in the following iterations to remove
the effects of elements in Gp from measurements y. This estimation is specifically the
problem of partitioned regression (Greene, 2003), where we estimate only the part
of βHp corresponding to Cp. We note that we have uncorrelated variables xCp and
xHp\Cp in this context and use a simplified estimation without filtering out the effects
of xHp\Cp . Below we present a simple lemma for analyzing the error of estimation.
Lemma 5.1.4. E[βˆCp ] = βCp and cov(βˆCp) = O
‖βS\Cp‖2+σ2wσ2x
N ′
 I|Cp|. Furthermore,
the error in the estimate βˆCp asymptotically vanishes during the filtering out of indices
in Cp in the following iterations.
Proof. Let s1 , Cp, s2 , S \ Cp, and correspondingly β1 , βs1 , β2 , βs2 , x1 , xs1 =
xCp , x2 , xps2 and w , wp. Then, we have
βˆ1 = (x>1 x1)−1x>1 y = (x>1 x1)−1x>1 (x1β1 + x2β2 + w) = β1 + (x>1 x1)−1x>1 (x2β2 + w).
From above we have the first part E[βˆ1] = β1, since E[x2] = E[w] = 0. For the
covariance we write
cov(βˆ1) = E[(x>1 x1)−1x>1 (x2β2 + w)(x2β2 + w)>x1(x>1 x1)−1]
= E[(x>1 x1)−1x>1 x2β2β>2 x>2 x1(x>1 x1)−1] + E[(x>1 x1)−1x>1 ww>x1(x>1 x1)−1]
= Ex1 [(x>1 x1)−1x>1 Ex2 [x2β2β>2 x>2 ]x1(x>1 x1)−1]
+ Ex1 [(x>1 x1)−1x>1 Ew[ww>]x1(x>1 x1)−1]
= Ex1 [(x>1 x1)−1x>1 Ex2 [x2β2β>2 x>2 ]x1(x>1 x1)−1]
+ σ2wEx1 [(x>1 x1)−1x>1 IN ′x1(x>1 x1)−1]
= Ex1 [(x>1 x1)−1x>1 Ex2 [x2β2β>2 x>2 ]x1(x>1 x1)−1] + σ2wEx1 [(x>1 x1)−1].
Let z , x2β2, for which we have z ∼ N (0,Σ) with Σjj = σ2x‖β2‖2 and Σjk = 0, j 6= k.
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We also note that x>1 x1 obeys the Wishart distribution W (σ2xI|s1|, N ′L) and therefore
its inverse obeys the inverse Wishart distribution, (x>1 x1)−1 ∼ W−1(σ−2x I|s1|, N ′L).
We then have E[(x>1 x1)−1] = 1σ2x(N ′L−|s1|−1)I|s1| and
cov(βˆ1) = σ2x‖β2‖2Ex1 [(x>1 x1)−1x>1 INx1(x>1 x1)−1] + σ2wEx1 [(x>1 x1)−1]
= σ2x‖β2‖2Ex1 [(x>1 x1)−1] + σ2wEx1 [(x>1 x1)−1]
=
(
σ2x‖β2‖2 + σ2w
) 1
σ2x(N ′L− |s1| − 1)
I|s1|
= O
‖β2‖2 + σ2wσ2x
N ′
 I|s1|.
which completes the proof of the first part of the lemma.
Using above quantities, it follows that in the following iterations p′ > p, the effect
of the error in estimation of βCp on new observations y˜p
′,l can be quantified using
cov
(
xp
′,l
Cp βˆCp
)
= O
‖β2‖2+σ2wσ2x
N ′
O(Kσ2x)IN ′ = O (K(σ2x‖β2‖2+σ2w)N ′ ) IN ′ . This error can be
treated as additional measurement noise independent of the new data set and its
effect vanishes when compared to the effect of wp′,l (which is σ2wIN ′) in the regimes we
considered in Section 5.1.1.
Note that at each step p, we have reduced to size of unknown indices in S by a
constant factor of αL. The lemma below then follows trivially.
Lemma 5.1.5. Let αL < 1, Gp ⊂ S and |S \Gp| ≤ (1− αL)|S \Gp−1| w.h.p. for all
p, then GP = S w.h.p. after P = O(logK) iterations.
We have shown that using Procedure 1 we obtain exact recovery using a total of
N = N ′LP measurements described by (5.8).
5.1.6 Lower bound for adaptive recovery
In this section we consider the compressive sensing problem with adaptive measure-
ments, which was introduced in a general context in Section 4.2. We consider the
setup in Section 5.1.1, however instead of specifying X with random Gaussian IID
entries, we assume an arbitrary random construction and constrain the total power of
its entries similar to (Malloy and Nowak, 2012; Haupt et al., 2009). We specifically
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assume that ∑Dk=1E [X(n)2k ] = Pn for all n = 1, . . . , N and ∑Nn=1 Pn = P . Notice that
without such a power constraint, the SNR of the problem can be driven to infinity by
designing X with arbitrarily large entries. The total power constraint gives flexibility
in the design of the sensing matrix by being able to concentrate power in entries for
certain indices or measurements, while being realistic and consistent with real-world
implementations. As a special case, row-wise power constraints can be enforced by
setting Pn = PN . We also constrain βS to be IID such that βk ∈ {−
√
bmin,
√
bmin} with
equal probability.
To obtain a lower bound on the number of adaptive measurements for zero-error
recovery, we derive an upper bound on 1
N
∑N
n=1 I(X
(n)
S\S˜;Y |X
(n)
S˜
, βS, S) which we note
is an upper bound to I¯S˜,0. To obtain a valid lower bound on the sample complexity
for all power-constrained constructions of X, we optimize I(X(n)
S\S˜;Y |X
(n)
S˜
, βS, S) over
probability distributions Qn(X(n)) satisfying the power constraint, simultaneously for
all S˜ ⊂ S. As before, we can analyze the mutual information,
I(X(n)
S\S˜;Y |X
(n)
S˜
, βS, S) = h(Y (n)|X(n)S˜ , βS, S)− h(Y (n)|X
(n)
S , βS, S)
= h(X(n)>S βS +W (n)|X(n)S˜ , βS, S)− h(X
(n)>
S βS +W (n)|X(n)S , βS, S)
= h(X(n)>
S\S˜ βS\S˜ +W
(n)|X(n)
S˜
, βS\S˜, S)− h(W (n)).
Then, upper bounding I(X(n)
S\S˜;Y |X
(n)
S˜
, βS, S) by removing the conditioning on XS˜
in the first term above, we have
I(X(n)
S\S˜;Y |X
(n)
S˜
, βS, S) ≤ 12EβS\S˜
[
log
(
2pie
[
β>S\S˜Σ
(n)
S\S˜βS\S˜ + σ
2
w
])]
− 12 log
(
2pieσ2w
)
= 12EβS\S˜
log
1 + β>S\S˜Σ(n)S\S˜βS\S˜
σ2w


≤ 12 log
1 + E
[
β>
S\S˜Σ
(n)
S\S˜βS\S˜
]
σ2w
 , (5.9)
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due to Jensen’s inequality, where ΣS\S˜ = E[X>S\S˜XS\S˜]. The following lemma up-
per bounds the expectation E
[
β>
S\S˜Σ
(n)
S\S˜βS\S˜
]
in (5.9) by optimizing over variable
constructions Qn(X(n)).
Lemma 5.1.6. Qn(X(n)) that maximizes min{E
[
β>
S\S˜Σ
(n)
S\S˜βS\S˜
]
: |S˜| = l} for l ∈
{0, . . . , K− 1} subject to power constraints sets {X(n)k }k 6∈S = 0 and is jointly Gaussian
in X(n)S , with zero mean and covariance matrix Σ(n) with diagonals PnK and the off-
diagonals equal to some scalar ρ.
The lemma follows from the fact that βS is IID and symmetric around zero, the
symmetry for subsets S˜ of the same size and since an entropy is being maximized
subject to power constraints.
Notice that ΣS\S˜ = Σ
(n)
S\S˜ for |S \ S˜| = i is an i × i circulant matrix. Through
eigen-decomposition we can thus write ΣS\S˜ = FΛF ? where F is the unitary DFT
matrix and F ? is its conjugate transpose. Λ is a diagonal matrix with its first element
Λ11 equal to PnK + (i− 1)ρ and other i− 1 diagonals Λjj equal to PnK − ρ. It also follows
that β˜S\S˜ = F ?βS\S˜ is also IID and has variances equal to bmin. Then we have
E
[
β>S\S˜Σ
(n)
S\S˜βS\S˜
]
≤ E
[
β>S\S˜F
?ΛF ?βS\S˜
]
= E
[
β˜?S\S˜Λβ˜S\S˜
]
= bmin
i∑
j=1
Λjj =
ibminPn
K
,
which is independent of the value of ρ. Using the above bound, it then follows from
(5.9) that
I(X(n)
S\S˜;Y |X
(n)
S˜
, βS, S) ≤ 12 log
(
1 + ibminPn
σ2wK
)
,
and consequently for I¯S˜,0 we have the upper bound
I¯S˜,0 ≤
1
N
N∑
n=1
1
2 log
(
1 + ibminPn
σ2wK
)
≤ 12 log
(
1 + ibminP
σ2wKN
)
,
where the second inequality follows from the fact that the sum is maximized by Pn = PN
for all n subject to the constraint ∑n Pn = P . Note that this implies distributing equal
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power to all N rows. Therefore the same bound holds for the case where row-wise
power is constrained instead of the total power of all entries of X. The below theorem
then follows.
Theorem 5.1.4. For support recovery with adaptive linear measurements with total
power P , a necessary condition is
N ≥ 2 max
i=1,...,K
log
(
D−K+i
i
)
log
(
1 + ibminP
σ2wKN
) . (5.10)
Note that compared to the lower bound in Theorem 5.1.1 we have a P
KN
term
multiplying ibmin
σ2w
inside the logarithm instead of σ2x. As with Theorem 5.1.1 and other
variants considered, our result explicitly characterizes the relationships between all
parameters of the problem, such as the number of measurements and the SNR.
Next, we compare the derived condition to previously known upper and lower
bounds for different setups to remark on possible gains due to adaptivity. With the
setup of (Aeron et al., 2010) as considered in Section 5.1.1 with total power P = D,
we have that for the linear sparsity regime N = Θ(D), SNR = Θ(logD) is necessary
and N = Θ(D) is necessary for that SNR. This shows that adaptivity does not
help compared to nonadaptive since SNR = Θ(logD) is necessary and N = Θ(D) is
achievable in that case (Aeron et al., 2010). Considering the infinite measurements
setting where N grows to infinity, independent of other parameters, Theorem 5.1.4
implies that the necessary condition on SNR for adaptive measurements is possibly
more relaxed for K = o(D), which is also implied by the best known adaptive lower
bounds (Malloy and Nowak, 2012). Similarly, it implies that it might be possible to
recover S with fewer measurements with the same noise levels for K = o(D): An
example is N = Θ(K) and SNR = Ω(logD), compared to N = Θ(K log(D/K)) for
nonadaptive recovery; or N = Θ(K logD) for SNR = Ω(logK), which is achievable
for K = o(D) (Malloy and Nowak, 2012).
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Comparing to the setup of (Malloy and Nowak, 2012) and (Castro, 2014) where
σ2w = 1, we see that bmin = Ω
(
K logD
P
)
is a necessary condition independent of the
number of measurements N . This result is tight with the lower bounds derived in
(Castro, 2014) for the linear sparsity regime. While the bound is weaker than the
lower bound bmin = Ω
(
D logK
P
)
in (Castro, 2014) for sparser regimes, it is possible that
a tighter analysis of the mutual information may lead to a comparable bound. We
also remark that (Castro, 2014) considers a slightly different setup with support size
not exactly equal to K.
From our analysis we conclude that in linear CS we have shown that there might
be room for improvement using adaptive measurements in the sublinear sparsity
regime. This result is consistent with previous analyses for upper and lower bounds
for adaptive CS (Haupt et al., 2009; Castro, 2014). This is in contrast to the group
testing and 1-bit CS examples, for which we show that significant gains are not
possible in their corresponding sections. We discuss adaptivity further at the end of
Section 5.2.3. Finally, we note that performance improvements would not be possible
if we constrained the power of each element of the sensing matrix individually or
constrained the total power of 〈X, β〉, as in both cases it would not be possible to
improve measurements by “concentrating” power on XS with the information from
previous measurements.
5.1.7 Multivariate regression
In this problem, we consider the following linear model (Negahban and Wainwright,
2008), where we have a total of R linear regression problems,
Y{r} = X{r}β{r} +W{r}, r = 1, . . . , R.
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Figure 5·3: Mapping the multiple linear regression problem to a vector-
valued outcome and variable model. On the left is the representation
for a single problem r = 1. On the right is the corresponding vector
formulation, shown for sample index n = 2.
For each r, β{r} ∈ RD is a K-sparse vector,X{r} ∈ RN×D and Y{r} ∈ RN . The relation
between different tasks is that β{r} have joint support S. This setup is also called
multiple linear regression or distributed compressive sensing (Wakin et al., 2005) and
is useful in applications such as multi-task learning (Jalali et al., 2010).
It is easy to see that this problem can be formulated in our sparse recovery
framework, with vector-valued outcomes Y and variables X. Namely, let Y =
(Y{1}, . . . , Y{R}) ∈ RR be a vector-valued outcome, X = (X>{1}, . . . , X>{R})> ∈ RR×D
be the collection of D vector-valued variables and β = (β{1}, . . . , β{R}) ∈ RD×R be
the collection of R sparse vectors sharing support S, making it block-sparse. This
mapping is illustrated in Figure 5·3. Assuming independence betweenX{r} and support
coefficients β{r},S across r = 1, . . . , R, we have the following observation model:
P (Y |X,S) = p(Y |XS) =
R∏
r=1
p(Y{r}|X{r},S)
=
R∏
r=1
∫
RK
p(Y{r}|X{r},S, β{r},S)p(β{r},S) dβ{r},S.
We state the following theorem for the specific linear model in Section 5.1.1,
as a direct result of Theorem 5.1.1 and the fact that the joint mutual information
decomposes to R identical mutual information terms in view of the equality above.
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Theorem 5.1.5. The lower and upper sample complexity bounds Nmulti per task for
the linear multi-regression model above are No
R
, where No are the corresponding sample
complexity bounds (5.2) and (5.3) in Theorem 5.1.1.
Remark 5.1.4. We showed that having R problems with independent measurements
and sparse vector coefficients decreases the number of measurements per problem by a
factor of 1/R. While having R such problems increases the number of measurements
R-fold, the inherent uncertainty in the problem is the same since the support is shared.
It is then reasonable to expect such a decrease in the number of measurements.
5.1.8 Comparison to practical algorithms
In this section, we compare our lower and upper bounds on sample complexity and the
upper bounds on the probability of error as derived in the above sections. We consider
setups with IID and correlated sensing matrix columns as described in Sections 5.1.1
and 5.1.2.
We define the parameters for the setup of (Aeron et al., 2010) as described in
Section 5.1.1. For all experiments and evaluation of bounds, we set K = 32 and
D = 512. The variables X and observations Y are generated according to the
normalized model given by (5.1), where we choose S uniformly at random and let
βS ∈ {−1, 1}K with uniform probability. Nn = N/(K log(D/K)) is the normalized
number of measurements.
We compare our bounds for independent and correlated sensing elements with
Lasso (Candès and Plan, 2009; Wainwright, 2009b), as defined in (Candès and Plan,
2009). Formally, Lasso gives the solution to the following optimization problem:
β? = arg min
β
1
2 ‖Y −Xβ‖
2
2 + λ‖β‖1.
We set the regularization parameter as λ = 2
√
2 logD/
√
SNR as suggested in
(Candès and Plan, 2009). We also investigated different values however we have not
observed any significant improvements in performance.
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We also investigate the performance of a non-convex iterative Lasso variant called
the iteratively reweighted Lasso. This method is proposed in (Candès et al., 2008)
for the noiseless recovery problem; we use an extension for the noisy case, which
iteratively solves the following optimization problem at each step:
β(l) = arg min
β
1
2 ‖Y −Xβ‖
2
2 + λr
D∑
k=1
w
(l)
k |βk|, w(l)k =
1∣∣∣β(l−1)k ∣∣∣+ .
This optimization is the same as Lasso except for the individual weights w(l)k for each
component βk, which depend on the output of the previous iteration.  is a suitably
small constant that stabilizes the weights for |βk| close to zero. Setting β(0) to the
solution of regular Lasso, the algorithm iterates until ‖β(l) − β(l−1)‖ is smaller than a
tolerance constant or a maximum number of iterations is reached.
Reweighted Lasso aims to sparsify the estimated β compared to regular Lasso.
At each iteration, it places greater weight on small variables to sparsify the solution,
while the influence of large variables is reduced in order to allow for more sensitivity
in identifying the other variables. The authors in (Candès et al., 2008) intuitively
justify the sparsifying properties of the algorithm by noting that iteratively solving
the reweighted `1 problem is a Majorization-Minimization algorithm for the log-sum
penalty problem, where the penalty is defined as ∑Dk=1 log (|βk|+ ). The sparsity
encouraging properties of this method can be intuitively justified by the fact that
log (|βk|+ ) approximates the `0 penalty much better than `1 does. It should be noted
that the log-sum penalty is non-convex, therefore the iterative reweighted minimization
is not guaranteed to converge to its global minimum. Furthermore, (Candès et al.,
2008) notes that small values of  (leading to a better approximation of the `0 penalty)
makes it more likely that the algorithm gets stuck at undesirable local minima.
We have chosen reweighted Lasso for comparison with the information-theoretic
bound since for CS, the optimal ML decoder can be equivalently written as an `0
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Figure 5·4: Comparison of information-theoretic bound vs. Lasso and
reweighted Lasso.
constrained least squares minimization for fixed βS. Therefore we would expect a
method like the reweighted Lasso to better approach the achievable bound compared
to Lasso, as it aims to successively approximate the `0 penalty while still being
computationally efficient. We demonstrate that this is the case in our simulation
results below.
Figure 5·4a plots the recovery bound for IID variables vs. Lasso and reweighted
simulation performance, for different number of measurements N . The probabilities
of recovery for the Lassos are computed over 40 iterations. Compared to Lasso, our
IT bound has a much sharper transition, while also being tighter, matching closely
our lower bound (vertical line for SNR/ logD = 20 dB) obtained with Theorem
5.1.1. Interestingly, reweighted Lasso nearly achieves our performance bounds for
high SNR, however it fails in low SNR performance similar to Lasso. Note that the
theoretical results in (Wainwright, 2009b; Wainwright, 2009a) for Lasso are not strictly
comparable since they require a significantly large SNR regime. Furthermore, the
performance gap approaches infinity as we let K approach D, implying Lasso works
strictly in sublinear regime.
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Figure 5·4b shows our probability of error bound vs. Lasso performances for
different values of the correlation coefficient ρ, where Nn = 8. The probabilities of
recovery for Lassos are computed over 50 iterations. This plot demonstrates clearly
that while our bounds show tolerance to correlation up to a constant approaching 1
(as we argued in Section 5.1.2), Lasso can tolerate at most ρ = 0.5 correlation for exact
recovery in this scenario, with very high SNR and N . Note that strongest results due
to (Candès and Plan, 2009) require correlations to decay asymptotically to zero as
1/ log(D). Reweighted Lasso shows better performance than Lasso, however there is
still a significant gap between the achievable correlation bound and the reweighted
Lasso performance, especially at 15 dB SNR.
5.2 Applications with nonlinear observations
In this section, we consider several problems where the relationship between the input
variables and the observations are nonlinear. We first look at a general framework
where some of the variables are not observed, i.e., each variable is missing with some
probability. We then analyze probit regression and group testing problems as other
examples of problems with nonlinear observations.
5.2.1 Missing and noisy data
We first consider problems with missing data, later we will look at problems with
noisy data.
Missing data
Consider the general sparse signal processing model as described in Section 3.2.
However, assume that instead of fully observing outcomes Y and features X, we
observe a version of the feature matrix which may have entries missing with probability
ρ, independently for each entry. Formally, we observe an N ×D matrix Z instead of
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X, with the relation
Z
(n)
k =
{
X
(n)
k , w.p. 1− ρ
m, w.p. ρ ∀k, n
where m is a symbol that uniquely denotes that an index is missing. We show how the
sample complexity changes relative to the case where the features are fully observed.
The missing data setup for specific problems have previously been considered in the
literature by (Loh and Wainwright, 2011; Chen and Caramanis, 2013).
First we present a universal lower bound on the number of samples for the missing
data framework, by relating I(ZS\S˜;Y |ZS˜, βS = b, S) to I(XS\S˜;Y |XS˜, βS = b, S).
Theorem 5.2.1. Consider the missing data setup described above. Then we have the
lower bound on the sample complexity Nmiss ≥ No1−ρ , where No is the lower bound on
the sample complexity for the fully observed variables case given in Theorem 3.5.1.
Proof. We compute I(ZS\S˜;Y |ZS˜, βS = b, S) in terms of I(XS\S˜;Y |XS˜, βS = b, S). To
do that, we compute H(Y |ZS, βS = b, S) for any set S. To simplify the expressions,
we omit the conditioning on b and S in all entropy and mutual information expressions
below.
H(Y |ZS) =H(Y, ZS)−H(ZS) (5.11)
=H(Y, ZS, XS)−H(XS|Y, ZS)− (H(ZS, XS)−H(XS|ZS)) (5.12)
=H(Y |ZS, XS)−H(XS|Y, ZS) +H(XS|ZS) (5.13)
=H(Y |XS)−H(XS|Y, ZS) +
∑
k∈S
H(Xk|Zk) (5.14)
=H(Y |XS)−H(XS|Y, ZS)
+
∑
k∈S
(
ρH(Xk|Zk = m) + (1−ρ)H(Xk|Zk=Xk)
)
(5.15)
=H(Y |XS)−H(XS|Y, ZS) +
∑
k∈S
ρH(Xk) (5.16)
=H(Y |XS)−H(XS|Y, ZS) + ρH(XS) (5.17)
(5.11), (5.12) and (5.13) follow from the chain rule of entropy. (5.14) follows from the
conditional independence of Y and ZS given XS and the independence of ZS, XS over
k ∈ S. In (5.15), we explicitly write the conditional entropies for two values of Zk.
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These expressions simplify to (5.16) and we group the terms over k ∈ S to obtain
(5.17).
For any set Sˆ with elements 1, . . . , |Sˆ|, we can write
H(XSˆ|Y, ZSˆ) =
|Sˆ|∑
k=1
H(Xk|Y, Zk,...,|Sˆ|, X1,...,k−1) (5.18)
= ρ
|Sˆ|∑
k=1
H(Xk|Y, Zk+1,...,|Sˆ|, X1,...,k−1) (5.19)
= ρ
|Sˆ|∑
k=1
H(Xk|Y,X1,...,k−1)− I(Xk;Zk+1,...,|Sˆ||Y,X1,...,k−1) (5.20)
= ρH(XSˆ|Y )− ρ
|Sˆ|∑
k=1
I(Xk;Zk+1,...,|Sˆ||Y,X1,...,k−1), (5.21)
where (5.18) follows from the chain rule and the independence of Xj and Zk given
Xk, (5.19) by expanding the conditioning on Zk, (5.20) from the definition of mutual
information and (5.21) from the chain rule.
W.l.o.g., assume S = {1, . . . , K} and S˜ = {1, . . . , K − i}. Finally, using the above
expressions we have
I(ZS\S˜;Y |ZS˜) = H(Y |ZS˜)−H(Y |ZS)
= H(Y |XS˜)−H(Y |XS) + ρ(H(XS˜)−H(XS))− ρ(H(XS˜|Y )−H(XS|Y ))
− ρ
(
K∑
k=1
I(Xk;Zk+1,...,K |Y,X1,...,k−1)−
K−i∑
k=1
I(Xk;Zk+1,...,K−i|Y,X1,...,k−1)
)
= I(XS\S˜;Y |XS˜) + ρ(I(XS˜;Y )− I(XS;Y ))
− ρ
(
K−i∑
k=1
I(Xk;ZK−i+1,...,K |Y,X1,...,k−1, Zk+1,...,K−i)
+
K∑
k=K−i+1
I(Xk;Zk+1,...,K |Y,X1,...,k−1)

≤ I(XS\S˜;Y |XS˜) + ρ(H(Y |XS)−H(Y |XS˜)) = (1− ρ)I(XS\S˜;Y |XS˜).
The first two equalities follow from the expressions we found earlier and the third
equality follows from the definition of the mutual information by rearranging the
sums and using the chain rule of mutual information. The last inequality follows
from the non-negativity of mutual information and expanding the mutual information
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expressions in the first set of parentheses. The lower bound then follows from Theorem
3.5.1.
As a special case, we analyze the sparse linear regression model with missing
data (Loh and Wainwright, 2011; Chen and Caramanis, 2013), where we obtain a
model-specific upper bound on the sample complexity, in addition to the universal
lower bound given by Theorem 5.2.1. We consider the setup of (Wang et al., 2010;
Rahnama Rad, 2011) in the lower SNR regime bmin = Θ(1/K), however analogous
results can be shown for higher SNR regimes or for the setup of (Aeron et al., 2010).
Theorem 5.2.2. For the sparse linear regression setting of (Wang et al., 2010;
Rahnama Rad, 2011) considered in Section 5.1.1 with bmin = Θ(1/K) and variable
matrix entries missing w.p. ρ, N = Ω
(
K logD
log(1+ 1−ρ1+ρ)
)
samples are sufficient for exact
recovery for correlated βS and K = O(D), or sufficient for recovery with a vanishing
fraction of support errors for IID βS and K = O(D/ logD).
Proof. For |S \ S˜| = i, define Z1 = ZS\S˜ and Z2 = ZS˜. For simplicity of exposition,
we will assume the worst-case support with any βS = b such that b2k = bmin for k ∈ S,
however the results can be generalized to random βS similar to the proof of Theorem
5.1.1. We also omit the explicit conditioning on S and b in the expressions below.
To prove the theorem, we will obtain a lower bound on I(Z1;Y |Z2) = h(Y |Z2)−
h(Y |Z1, Z2). Let M1 = {k ∈ S \ S˜ : Xk = m} and M2 = {k ∈ S˜ : Xk = m}
denote the set of missing features in each set, then it simply follows that in terms of
information content, Z1 is equivalent to ({Xk}k∈S\S˜∩Mc1 ,M1) and Z2 is equivalent to
({Xk}k∈S˜∩Mc2 ,M2).
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We will start by proving an upper bound on h(Y |Z1, Z2). We have,
h(Y |Z1, Z2) = EZ1,Z2
[
h(X>S b+W |Z1, Z2)
]
= EXS\S˜,Mc1 ,XS˜,Mc2 ,M1,M2
[
h(X>S b+W |XS\S˜,Mc1 , XS˜,Mc2 ,M1,M2)
]
= EM1,M2
[
h(X>M1bM1 +X
>
M2bM2 +W |M1,M2)
]
= EM1,M2
[
1
2 log
(
2piebmin
[
σ2x|M1|+ σ2x|M2|+
σ2w
bmin
])]
≤ EM2
[
1
2 log
(
2piebmin
[
σ2xEM1 [|M1|] + σ2x|M2|+
σ2w
bmin
])]
= EM2
[
1
2 log
(
2piebmin
[
σ2xiρ+ σ2x|M2|+
σ2w
bmin
])]
.
The first two equalities follow by expanding Y and Z1, Z2. The third equality follows
by subtracting the known quantities related to XS\S˜,Mc1 , XS˜,Mc2 from the entropy
expression. The fourth equality follows by noting that the variable inside the entropy
conditioned on M1 and M2 is Gaussian and then computing its variance. We use
Jensen’s inequality over M1 by noting that log is a concave function to obtain the
inequality. We then note that |M1| is a binomially distributed random variable with
expectation iρ.
Similar to what we did for h(Y |Z1, Z2), we can also write
h(Y |Z2) = EM2
[
h(X>S\S˜bS\S˜ +X
>
M2bM2 +W |M2)
]
= EM2
[
1
2 log
(
2piebmin
[
σ2xi+ σ2x|M2|+
σ2w
bmin
])]
.
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Combining the two entropy expressions, we then have
I(Z1;Y |Z2) ≥ EM2
[
1
2 log
(
2piebmin
[
σ2xi+ σ2x|M2|+
σ2w
bmin
])
− 12 log
(
2piebmin
[
σ2xiρ+ σ2x|M2|+
σ2w
bmin
])]
= EM2
1
2 log
 i+ |M2|+ σ2wσ2xbmin
iρ+ |M2|+ σ2wσ2xbmin
 = EM2
1
2 log
1 + (1− ρ)i
iρ+ |M2|+ σ2wσ2xbmin

≥ 12 log
1 + (1− ρ)i
iρ+ EM2 [|M2|] + σ
2
w
σ2xbmin
 = 12 log
1 + (1− ρ)i
iρ+ (K − i)ρ+ σ2w
σ2xbmin

= 12 log
1 + (1− ρ)i
Kρ+ σ2w
σ2xbmin
 = 12 log
(
1 + (1− ρ) ibminσ
2
x
σ2w + ρKbminσ2x
)
.
Note that the expression above reduces to the expression for the fully observed case
for ρ = 0.
Now consider the low SNR setup of (Wang et al., 2010; Rahnama Rad, 2011),
where σ2x = σ2w = 1, bmin = 1/K. Then, for the mutual information we have,
I(Z1;Y |Z2) ≥ 12 log
(
1 + 1− ρ1 + ρ
i
K
)
= Ω
(
log
(
1 + 1− ρ1 + ρ
)
i
K
)
,
where the last equivalence can be shown by considering the two regimes i/K = o(1)
and i/K = Θ(1) separately. It then follows that N = Ω
(
maxi i log(D/i)i
K
log(1+ 1−ρ1+ρ)
)
=
Ω
(
K logD
log(1+ 1−ρ1+ρ)
)
is sufficient for exact recovery for correlated βS and K = O(D) or
sufficient for recovery with a vanishing fraction of support errors for IID βS and
K = O(D/ logD), similar to the results in Section 5.1.1 and 5.1.3.
Remark 5.2.1. We observe that the number of sufficient samples increases by a factor
of Θ
(
1
log(1+ 1−ρ1+ρ)
)
for missing probability ρ. Compare this to the upper bound given
by (Chen and Caramanis, 2013) with scaling 1(1−ρ)4 , where the authors propose and
analyze an orthogonal matching pursuit algorithm to recover the support S with noisy
or missing data. In this example, we have shown an upper bound that improves upon
the bounds in the literature, with an intuitive universal lower bound.
The missing data framework we considered in this section highlight the flexibility
of our results in view of the mutual information characterization. This flexibility
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enables us to easily compute new bounds and establish new results for a very wide
range of general models and their variants.
Noisy data
Next, we consider models where the variables X are observed noisily. This is similar to
the missing data framework we considered above, except that instead of a multiplicative
binary-natured noise we consider additive noise. We specifically analyze sparse linear
regression with noisy sensing matrix observations and obtain an upper bound similar
to Theorem 5.2.2.
Formally, we observe a matrix Z with Z(n)k = X
(n)
k + V
(n)
k instead of directly
observing sensing matrixX, where V (n)k ∼ N (0, νσ2x) is additive Gaussian noise that is
IID across k and n. As with the missing data case, the model described here exhibits
a nonlinear relationship between variables Z and measurements Y .
We derive an upper bound on the error exponent as in Lemma 5.1.2 and present
the following lemma as an upper bound to the probability of error in exact support
recovery. The analysis to obtain the lemma is presented in Section A.7. For simplicity
of analysis we consider the special case of β2k = bmin.
Lemma 5.2.1.
P (E) ≤
K∑
i=1
e
−
(
N
2 log
(
1+ 11+ν
ibminσ
2
x
2σ2wξ
)
−Kh−log (D−Ki )−log (Ki )
)
,
where ξ = 1 + νKbminσ2x(1+ν)σ2w ≤ 1 +
Kσ2x
σ2w
.
We remark the extra 1 + ν factor in the denominator, modifying the effective
SNR of the problem similar to the correlation coefficient ρ in Section 5.1.2. The
other difference with the error bound in Lemma 5.1.2 is the ξ term dependent on the
problem parameters. We remark that for the low SNR regime of both (Wang et al.,
2010; Rahnama Rad, 2011) and (Aeron et al., 2010) this ξ term can be upper bounded
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by a constant, which is the case for the theorem we state below.
Using the above bound on the probability of error, we state an upper bound on
the number of measurements in the following theorem, which is proved in Section A.7.
Theorem 5.2.3. For the sparse linear regression setting of (Wang et al., 2010;
Rahnama Rad, 2011) considered in Section 5.1.1 with bmin = Θ(1/K) and variable
matrix noisy with noise variance ν, N = Ω
(
K logD
log(1+ 11+cν )
)
samples are sufficient for
exact recovery for K = O(D) and a constant c.
The theorem and the bound on the probability of error both demonstrate the
effect of data noise variance ν on the sample complexity. For the lower SNR regime
considered therein, we observe that the sufficient number of measurements is affected
by a factor of 1log(1+1/(1+cν)) in our results, which greatly improves upon the bound
with a factor of (1 + ν)2 by (Chen and Caramanis, 2013). Note that for higher SNR
regimes, the ξ term may also come into effect, thus the relationship with ν becomes
more nuanced.
We remark that we obtain an upper bound that encapsulates the setup in Section
5.1.1 and holds in a more general regime. This is because we derive the upper bound
directly from the upper bound on error probability. While this approach may result
in better bounds for other setups also, it is cumbersome compared to the mutual
information formulas in Theorems 3.7.1, 3.7.2.
Correlated variables with missing/noisy data. One interesting observation we
can make regarding missing and/or noisy data setup considered in this section is that
the analysis is not applicable when the variables are also correlated. This is due to the
fact that the Markovianity condition (3.1) is violated in this case: p(Y |Z) is not equal
to p(Y |ZS), since Y depends on the latent data XS directly, which is not independent
of {Zk}k 6∈S if variables Xk are not independent. Note that the fundamental observation
that Y is independent of θ given XS (replaced with ZS for this case) is also violated,
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which we utilized throughout Section 4.1.2.
5.2.2 Binary regression
As another example of a nonlinear observation model, we look at the following binary
regression problem, also called 1-bit compressive sensing (Boufounos and Baraniuk,
2008; Jacques et al., 2013; Gupta et al., 2010) or probit regression. Regression with 1-
bit measurements is interesting as the extreme case of regression models with quantized
measurements, which are of practical importance in many real world applications.
The conditions on the number of measurements have been studied for both noiseless
(Jacques et al., 2013) and noisy (Gupta et al., 2010) models and N = Ω(K logD) has
been established as a sufficient condition for Gaussian sensing matrices. The work in
this section has been presented in (Aksoylar et al., 2016) and (Aksoylar and Saligrama,
2014a).
Following the problem setup of (Gupta et al., 2010), we have
Y = q(Xβ +W ), (5.22)
where X is a N ×D matrix with IID standard Gaussian elements, and β is an D × 1
vector that is K-sparse with support S. We assume β2k ≥ bmin for k ∈ S for a constant
bmin. W is a N × 1 noise vector with IID standard Gaussian elements. q(·) is a 1-bit
quantizer that outputs 1 if the input is non-negative and 0 otherwise, for each element
in the input vector. This setup corresponds to the constant SNR regime in (Gupta
et al., 2010). We consider the constant K regime in the following analysis.
We first derive a lower bound to the worst-case mutual information in order to
state an upper bound on the number of measurements through Theorem 3.6.1. We
will later consider a trivial upper bound to the mutual information and also state a
lower bound for nonadaptive and adaptive recovery for all scaling regimes and SNR
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values.
In order to obtain the model-specific bounds, for a subset |S˜| = K − i we analyze
the mutual information term IS˜,0 which is lower bounded by IS˜(b) for any realization
of b ∈ {−√bmin,
√
bmin}K . Therefore, w.l.o.g. we consider IS˜(b) for b =
√
bmin1K and
omit the conditioning on βS = b and S for brevity.
We write the mutual information term as
I(XS\S˜;Y |XS˜) = H(Y |XS˜)−H(Y |XS)
where we will analyze H(Y |XS˜) and H(Y |XS) to obtain a lower bound for the mutual
information expression.
Defining Z1 =
√
bmin
∑
j∈S\S˜ Xj, Z2 =
√
bmin
∑
j∈S˜ Xj and Z = Z1 + Z2, we have
H(Y |XS˜) = H(Y |Z2) since the quantizer input Xβ +W depends only on the sum of
the elements of XS. Note that Z1 ∼ N (0, C21) with C21 = bmini, Z2 ∼ N (0, C22) with
C22 = bmin(K − i). Now we explicitly write the conditional entropy
H(Y |Z2) =
∞∫
−∞
PZ2(z)H(Y |Z2 = z) dz =
∞∫
−∞
PZ2(z)
(
p1 log
1
p1
+ p0 log
1
p0
)
dz
(5.23)
with p1 , Pr[Y = 1|Z2 = z] and p0 , 1 − p1 = Pr[Y = 0|Z2 = z], which can be
written as
p1 = Pr
[
Z1 + Z2 +W ≥ 0
∣∣∣∣Z2 = z]
= Pr [Z1 +W ≥ −z] = Pr
[
N (0, E2) ≥ −z
]
= Q
(−z
E
)
,
p0 = Pr
[
Z1 + Z2 +W < 0
∣∣∣∣Z2 = z]
= Pr [Z1 +W < −z] = Pr
[
N (0, E2) < −z
]
= Q
(
z
E
)
,
where E2 = bmini+ 1 and the Q function defined as Q(x) = ∫∞x 1√2pie− τ22 dτ .
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To lower bound H(Y |Z), we make use of the following inequalities for x > 0
(Chiani et al., 2003; de Abreu, 2009):
1
12 e
−x2 ≤ Q(x) ≤ 12e
−x22 (5.24)
log 2 + x
2
2 ≤ log(2e
x2
2 ) ≤ log 1Q(x) ≤ log 12 + x
2. (5.25)
Then we write the following chain of inequalities:
H(Y |Z2) = 2
∞∫
0
PZ2(z)
(
p1 log
1
p1
+ p0 log
1
p0
)
dz (5.26)
≥ 2
∞∫
0
PZ2(z) · p0 log
1
p0
dz (5.27)
≥ 2
∞∫
0
1√
2piC22
· e−
z2
2C22 · 112 · e
− z2
E2 ·
(
log 2 + z
2
2E2
)
dz (5.28)
= 1
12
√
2piC2
∞∫
−∞
e−A
z2
2 ·
(
log 2 + z
2
2E2
)
dz (5.29)
= 1
12
√
2piC2
log 2√2pi√
A
+
√
pi/2
A3/2E2
 = log 2
12
√
AC2
+ 124A3/2C2E2
(5.30)
Equality (5.26) follows from the evenness of the function inside the integral and we
write (5.27) by noting that p1 log 1p1 and PZ2(z) are non-negative. PZ2(z) is expanded
and the above bounds for the Q function are used to obtain (5.28) and (5.29) is a
regrouping of terms by defining A = 1
C22
+ 2
E2 and rewriting the limits of the integral
by noting that the integrand is an even function. We obtain (5.30) by evaluating the
integral. For A, we have
A = 1
bmin(K − i) +
2
bmini+ 1
= s 2K − i+ s(i+ s)(K − i)
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where we define s , 1
bmin
and replacing A, C2 and E, we can then write
H(Y |XS˜) = H(Y |Z2) ≥
log 2
12
√
i+ s√
2K − i+ s +
1
24
√
i+ s(K − i)
(2K − i+ s)3/2
=
√
i+ s
(2K − i+ s)3/2
(
log 2
12 (2K − i+ s) +
1
24(K − i)
)
(5.31)
≥ log 212
√
i+ s√
2K − i+ s. (5.32)
We now analyze the second term H(Y |XS) to obtain an upper bound. Again, note
that H(Y |XS) = H(Y |Z), then
H(Y |Z) =
∞∫
∞
PZ(z)H(Y |Z = z) dz =
∞∫
∞
PZ(z)
(
p1 log
1
p1
+ p0 log
1
p0
)
where this time we define p1 , Pr[Y = 1|Z = z] and p0 , Pr[Y = 0|Z = z], which
can be written as
p1 = Pr[Z +W ≥ 0|Z = z] = Pr[W ≥ −z] = Pr[N (0, 1) ≥ −z] = Q(−z)
p0 = Pr[Z +W < 0|Z = z] = Pr[W < −z] = Pr[N (0, 1) < −z] = Q(z).
Then, write the following chain of inequalities:
H(Y |Z) = 2
∞∫
0
PZ(z)
(
p1 log
1
p1
+ (1− p1) log 11− p1
)
dz (5.33)
≤ 4
∞∫
0
PZ(z)
(
p1 log
1
p1
)
dz (5.34)
≤ 4
∞∫
0
√
s√
2piK
e−
z2
2K
1
2e
− z22
(
log 12 + z
2
2
)
dz (5.35)
=
√
s√
2piK
∞∫
−∞
e−B
z2
2
(
log 12 + z
2
2
)
dz (5.36)
=
√
s log 12√
2piK
√
2pi√
B
+
√
s
2
√
2piK
√
2pi
B3/2
=
√
s log 12√
BK
+
√
s
2
√
KB3/2
(5.37)
132
Equality (5.33) follows from the evenness of the function inside the integral and we
write (5.34) by noting that p log 1
p
≥ (1− p) log 11−p for 0 ≤ p ≤ 12 . PZ(z) is expanded
and the above bounds for the Q function are used to obtain (5.35) and (5.36) is a
regrouping of terms by defining B = s
K
+ 1 and rewriting the limits of the integral
by noting that the integrand is an even function. We obtain (5.30) by evaluating the
integral. Replacing B, we then have
H(Y |XS) = H(Y |Z) ≤ log 12
√
s√
K + s
+ 12
K
√
s
(K + s)3/2 ≤ 2 log 12
√
s√
K + s
. (5.38)
Considering (5.32) and (5.38), we have the following:
I(XS\S˜;Y |XS˜) ≥
log 2
12
√
i+ s− 2 log 12√s√
2K − i+ s , (5.39)
which is positive for all i for a sufficiently large constant
√
bmin ≈ 86 with minimum
occurring at i = 1. For large enough constant bmin, we can then write I(XS\S˜;Y |XS˜) =
Ω(
√
i/K).
Finally, since log
(
D−K
i
)
= Θ(i logD), we have
log
(
D−K
i
)
I(XS\S˜;Y |XS˜)
= O
i logD√
i/K
 = O(K logD),
which leads to the following upper bound on N through Theorem 3.6.1.
Theorem 5.2.4. For probit regression with IID Gaussian variable matrix and the
above setup, N = Ω(K logD) measurements are sufficient to recover S, the support of
β, with an arbitrarily small average error probability.
We now consider a simple lower bound on the number of measurements for both
adaptive and nonadaptive measurements. We obtain this bound using Theorem 4.2.1
and a very straightforward analysis of the term I¯S˜ = 1N
∑N
n=1 I(X
(n)
S\S˜;Y
(n)|X(n)
S˜
, S) for
the case S˜ = ∅. We simply note that I¯S˜ ≤ 1 (or log 2 in our convention) since Y is
binary and each mutual information term can be upper bounded by the entropy of
133
Y (n). This leads to the following lower bound since log
(
D
K
)
= Θ(K log(D/K)). Note
that we did not consider specific noise regimes or bmin values and below bound holds
for all scaling regimes.
Theorem 5.2.5. N = Θ(K log(D/K)) is a lower bound on the number of measure-
ments to recover the support S of β using adaptive or nonadaptive measurements with
an arbitrarily small error probability.
Even though we used a very rudimentary analysis, we obtain unique insights for
this problem through the above bound. We note that matching upper bounds for
noiseless and noisy variants of the problem (with sufficiently high SNR) have been
shown above and also by the authors in (Gupta et al., 2010) using IID Gaussian
measurement matrices. Therefore we have shown that support recovery performance
in binary regression cannot be increased asymptotically using adaptive measurements
in those SNR and scaling regimes, since IID Gaussian measurements achieve this
performance. We discuss the effects of adaptivity in a larger context at the end of
Section 5.2.3.
5.2.3 Group testing
We consider group testing as introduced in Section 2.2. This problem has been covered
comprehensively in (Atia and Saligrama, 2012) and we show that the results derived
therein can also be recovered using the generalized results we presented in this work.
In addition, we also prove tighter upper bounds in more general scaling regimes and a
lower bound for adaptive testing using the results in Section 4.2. The material in this
section has been presented in (Aksoylar et al., 2016) and (Aksoylar and Saligrama,
2014a).
We refer the reader to Section 2.2 for details on the problem setup. To summarize,
we haveX as a N×D binary measurement matrix defining the assignment of D items
for N tests. For the noise-free case, the outcome of the tests Y is the Boolean sum of
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the codewords corresponding to the defective set S of sizeK, given by Y (n) = ∨i∈S X(n)i
for n = 1, . . . , N . We consider a testing matrix with IID elements and each distributed
Bernoulli(1/K) in the nonadaptive case.
Note that for this problem there does not exist a latent observation parameter
βS. Therefore we have IS˜,0 = I(XS\S˜;Y |XS˜, S) as the mutual information quantity
characterizing the sample complexity for zero error recovery. For nonadaptive group
testing we have the following result that improves upon the results in (Atia and
Saligrama, 2012).
Theorem 5.2.6. For D items and K defectives, N = Ω(K log(D/K)) tests are
necessary for K = O(D) and N = Ω(K logD) sufficient for K = O(D), to identify
the defective set S exactly with an arbitrarily small average error probability in the
noise-free setting.
Proof. We start by considering the error exponent ED(ρ) for i ∈ {1, . . . , K} and
define α = i/K (not necessarily constant). We remark that βS does not exist for this
problem, thus we can ignore the Rényi entropy term and the minimization over b,
thus we have
ED(ρ) = − log
∑
Y
∑
XS˜
Q(XS˜)
 ∑
XS\S˜
Q(XS\S˜)p(Y |XS\S˜, XS˜)
1
1+ρ

1+ρ .
Notice that the observation model depends only on Z1 ,
∨
k∈S\S˜ Xk and Z2 ,
∨
k∈S˜ Xk
and Z1 and Z2 are Bernoulli random variables with parameters p1 = 1− (1− 1/K)αK
and p2 = 1− (1− 1/K)(1−α)K , respectively. Thus, we can rewrite the expression above
as
ED(ρ) = − log
∑
Y
∑
Z2
P (Z2)
∑
Z1
P (Z1)p(Y |Z1, Z2)
1
1+ρ
1+ρ
 ,
where p(Y |Z1, Z2) = 1 if Y = Z1 ∨ Z2 and 0 otherwise. Since this is a 0-1 function,
it is not affected by the exponentiation with 11+ρ and we can further simplify the
expression above as
ED(ρ) = − log
∑
Y
∑
Z2
P (Z2)
∑
Z1
P (Z1)1{Y = Z1 ∨ Z2}
1+ρ
 .
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For the realization y = 0, the inner sum turns out to be (1− p2)(1− p1)1+ρ, while
for the realization y = 1 we obtain p2 + (1 − p2)p1+ρ1 . We can then write the error
exponent to be exactly ED(ρ) = − log
(
p2 + (1− p2)
[
p1+ρ1 + (1− p1)1+ρ
])
. Notice
that for large enough K, p1 behaves as 1− e−α, while p2 behaves as 1− e−(1−α).
With this asymptotic consideration and by letting ρ = 1, we obtain p2 + (1 −
p2)
[
p1+ρ1 + (1− p1)1+ρ
]
= e−(1−α)(1−e−α)2 +e−(1+α) +1−e−(1−α). With some algebra,
we see that this is equal to 1− 2
e
+ 2
e
e−α, thus we have ED(1) = Θ(α), for both α = Θ(1)
and α = o(1).
Now we can simply show that NfD(ρ) = NED(ρ)−ρ log
(
D−K
i
)
−log
(
K
i
)
−logK →
∞ for N = cK logD. For ρ = 1, it follows that NfD(1) = c i logD −Θ(i log(D/i))−
Θ(i logD)− logK →∞ for a large enough constant c, thus proving the upper bound
for K = O(D). The lower bound can be obtained by noting that IS˜ ≤ H(Y ) ≤ log 2
as for the binary regression case.
We remark that we have been able to remove the extra poly-logarithmic factor in
K in the upper bound of (Atia and Saligrama, 2012) and extended the regime of the
upper bound from K = o(D) to K = O(D) with the result above.
The upper and lower bounds on the number of tests for the noiseless case are
illustrated in Figure 5·5. The results in (Atia and Saligrama, 2012) also establish
upper and lower bounds on the number of tests needed for testing with additive noise
(leading to false alarms) and dilution effects (leading to potential misses), as well as
worst-case errors.
For adaptive recovery, we have the following lower bound on the number of tests.
Theorem 5.2.7. N = Θ(K log(D/K)) is a lower bound on the number of tests to
recover the defective set S with an arbitrarily small error probability using adaptive
testing.
We obtain this bound using Theorem 4.2.1 and the same analysis of the mutual
information for the lower bound we obtained in Section 5.2.2, since we again have
binary measurements in this application.
The same lower bound was shown for nonadaptive case above and for adaptive in
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Figure 5·5: Upper and lower bounds on the number of tests N . The
logarithmic dependence on D and linear dependence on K can be
observed for large D. Also note that the bounds become tight as
D →∞.
(Aldridge, 2012; Baldassini et al., 2013)1. Asymptotically matching upper bounds have
also been shown for nonadaptive and adaptive testing, see (Baldassini et al., 2013). In
fact, the lower bound can be achieved by choosing entries of X IID ∼ Bernoulli(1/K)
for K = o(D) as we assumed above. Therefore we observe that adaptivity cannot
improve performance asymptotically in this sparse recovery problem. We note that
the adaptive testing results can also be extended to noisy group testing variants in a
straightforward manner.
Discussion on adaptivity. Considering Theorem 4.2.1 and the three applications
discussed in Sections 5.1.6, 5.2.2 and 5.2.3, we can argue that sample complex-
ity is minimized in cases where the average information in the sequence (given by
1
N
∑
n I(X
(n)
S\S˜;Y
(n)|X(n)
S˜
, βS, S)) can approach the maximum value of the mutual in-
formation I(XS\S˜;Y |XS˜, βS, S) maximized over p(X). However, in models where the
1(Aldridge, 2012) inadvertently makes a strong assumption that the variables are identically
distributed over the sequence, which is not necessarily true for adaptive testing and leads to the
identity 1N
∑
n I(X
(n)
S\S˜ ;Y
(n)|X(n)
S˜
, βS , S) = I(XS\S˜ ;Y |XS˜ , βS , S). In subsequent work (Baldassini
et al., 2013) the authors obtain the same lower bound through a different argument.
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only difficulty is the uncertainty in the observation model p(Y |XS) and there are no
total-power restrictions on measurements X (even if there are element-wise restric-
tions), an optimal p(X) can be determined beforehand. This p(X) would maximize
I(XS\S˜;Y |XS˜, βS, S) for all possible sets ω simultaneously, eliminating the need for
adaptive measurements. Group testing is an example of such a problem where there
are no restrictions on the Boolean testing matrix and the only uncertainty is due to
the observation model, and hence we see no gains from adaptivity asymptotically.
However, for problems with a total-power constraint (such as the linear regression
model), adaptivity can help by obtaining more information on ω and transferring power
from less likely candidates for Sω to more likely ones, therefore increasing the “effective
SNR” as the measurement sequence progresses. Since nonadaptive measurements do
not have any prior information on ω, they attempt to distribute power evenly over all
N candidate indices so they cannot achieve the same performance asymptotically, at
least for sublinear sparsity.
Binary regression is an interesting example since SNR and the total power of mea-
surement vectors are still important but we observe that for sufficiently high SNR the
binary output constrains performance more than the measurement power. Therefore
nonadaptive methods can achieve the adaptive lower bound asymptotically. However,
it is an open question whether adaptivity can increase asymptotic performance for
lower SNR values similar to linear regression.
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Chapter 6
Subgraph and Anomaly Detection in
Networks
In this chapter we consider connected subgraph detection, motivated by the problem of
statistical anomaly detection on networks, where the aim is to determine whether there
exists a set of connected nodes that exhibit anomalous signal values. One example of
the anomaly detection problem on networks is disease outbreak detection (Patil and
Taillie, 2003) illustrated in Figure 6·1, where the nodes are associated with counties
and neighborhood characterizes connectivity, and signal values on nodes depict the
number of patients related to a disease. In the existence of a disease outbreak, higher
signal values would be present on certain counties which would be expected to be
neighbors of each other, therefore constituting a subgraph structure. Similar problems
in different research areas also exist, such as detection of intrusions in communication
or sensor networks, community detection or video surveillance (Chandola et al., 2009).
The detection or estimation of arbitrary connected subgraphs over graph-structured
signals is an example of a structured signal recovery problem and generalizes many
useful types of structures such as intervals or paths (Addario-Berry et al., 2010; Arias-
Castro et al., 2008). While the existence of structure in terms of connectivity leads to
better statistical complexity in detecting or recovering the anomalous sets compared to
arbitrary subsets, efficient characterization of sets obeying the connectivity constraint
is important for obtaining practical algorithms for detection and estimation. In this
chapter we aim to characterize the space of arbitrary connected subsets of nodes in
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Figure 6·1: Illustration of a disease outbreak and its graph representa-
tion. Each node corresponds to a county on the map and are connected
to neighboring counties. The affected counties constitute a connected
subgraph in the graph representation. The upper part of the figure is
modified from (Patil and Taillie, 2003) and the lower part is taken from
(Qian et al., 2014).
a graph in a principled manner through spectral graph theory and propose efficient
optimization algorithms that exploit this characterization. In the context of this thesis,
this chapter replaces sparsity (considered in the previous chapters) with connectedness
as the signal “structure” in the problem of discovering low-dimensional structure in
high-dimensional signals.
In Section 6.1 we introduce related work in the literature and outline the differences
of our approach. We formalize the subgraph detection problem in Section 6.2 and
propose our convex relaxation into a SDP formulation in Section 6.3. We then
introduce mirror descent as a first-order optimization method in Section 6.4 and
propose an efficient iterative algorithm specialized for the subgraph detection problem.
We analyze statistical consistency properties of our method in Section 6.5. Finally in
Section 6.6 we demonstrate the feasibility and performance of our formulation and
optimization approach with experiments on real-world networks.
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6.1 Subgraph problems in the literature
Subgraph detection is a difficult problem since connected subgraphs represent a
combinatorial structure and systematic approaches to characterizing the space of
connected subgraphs of a given graph are relatively recent. Traditional approaches
to this problem usually consider parametric methods, which originate from the scan
statistics literature (Glaz et al., 2001) and consider scanning for specific shapes such as
rectangles, circles or neighborhood balls on graphs (Patil and Taillie, 2003; Kulldorff
et al., 2006; Priebe et al., 2005). More recently nonparametric approaches have been
considered for subgraphs with arbitrary shapes on general graphs. The simulated
annealing approach of (Duczmal and Assuncao, 2004) is an example of nonparametric
methods that can detect complex shapes, however it is a heuristic method without
statistical or computational guarantees. There is also a line of work focused on
statistical analysis with nonparametric shapes (Addario-Berry et al., 2010; Arias-
Castro et al., 2008; Arias-Castro et al., 2012), however they consider computationally
intractable algorithms.
More recently, (Qian et al., 2014; Qian and Saligrama, 2014a) proposed a semidefi-
nite programming (SDP) formulation of the problem, along with a novel linear matrix
inequality (LMI) constraint that provably characterizes the connectivity of subsets of
nodes exactly in the integer problem. This approach is the most relevant to ours since
we also consider an SDP relaxation with LMI constraints, however we take a different
approach to formulating the problem and its relaxation, with the goal to obtain a
convex optimization program that is amenable to more efficient iterative methods.
Another notable work in this area is the spectral scan statistic approach proposed by
(Sharpnack et al., 2016), which presents a computationally tractable algorithm with
consistency guarantees. However it is important to note that this method aims to
obtain graph partitions with small conductance and balanced sizes, in contrast to our
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formulation that guarantees connected subgraphs. In other recent work, (Wu et al.,
2016) consider nonparametric statistics for signals in addition to nonparametric shapes,
obtaining a computationally tractable algorithm by heuristically approximating the
underlying graph with trees.
The contribution of our approach to the literature will be twofold: First, we will
develop a convex relaxation of the subgraph detection problem that results in an
semidefinite optimization formulation, with provable guarantees on the connectivity
of the resulting solutions related to the internal conductance of the subgraph. Second,
we will propose an efficient iterative framework for optimizing the SDP that scales
well with large problem sizes, and show computational guarantees. One of the major
differences of our formulation to those of (Qian et al., 2014; Qian and Saligrama,
2014a) is that prior work enforce a number of constraints that scale with the problem
size, whereas ours only considers a constant number of constraints. Also, while
aforementioned work utilized generalized convex optimization solvers, our formulation
allows us to propose the aforementioned specialized and efficient iterative algorithm.
6.2 Problem description and conductance
In this section we reiterate some of the notation presented in Section 2.4 and introduce
the two statistical models that we consider for the connected subgraph detection
problem. Let G = (V,E) denote an undirected unweighted connected graph with
n nodes that is provided as input to the problem. For i ∈ V , we write di for the
degree of vertex i in G and let d be an upper bound on all di. For a subset S ⊆ V ,
the notation Vol(S) indicates the volume measure of S, i.e., Vol(S) = ∑i∈S di. We
also denote by GS = (S,ES) the subgraph induced by the subset S. For an input
root vertex r ∈ V , we write Λr = {S ⊆ V : r ∈ S, GS is connected in G}. Indicator
vectors with notation 1S are defined as n×1 vectors with i-th index 1 if i ∈ S and zero
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otherwise. Let A ·B = Tr(AB) denote the inner product in the space of symmetric
positive semidefinite (PSD) matrices.
We consider observations xv ∈ Rp associated with each node v ∈ V in the graph
G. We are concerned with optimization problems of the form
max
S∈Λr
c(S), (6.1)
for a cost function c(·) which depends on xS = {xv}v∈S. We remark that this is a
difficult problem due to the combinatorial nature of the constraint, in fact variants of
the prize-collecting Steiner tree problem which is known to be NP-hard (Johnson et al.,
2000) can be reduced to the above formulation. Below we provide two examples of
the setup that we consider, namely elevated mean detection and correlation detection.
Elevated mean detection. In this problem, the aim is to detect the existence
of a subgraph S ∈ Λr comprising of nodes with an elevated mean compared to
the other nodes. A simple example is the Gaussian elevated mean model, where
xv = µ1{v ∈ S}+ zv for µ > 0 and zv ∼ N (0, σ2). Another example we consider is
the Poisson variant, where xv ∼ Poisson((1 + µ1{v ∈ S})λ).
We consider the optimization (6.1) with the scan statistic
c1(S) =
1√
|S|
∑
i∈S
xi, (6.2)
which can be shown to correspond to the generalized likelihood ratio test (GLRT) for
the Gaussian detection problem, while also encouraging sparse solutions for estimation
of S.
Correlation detection. Another example is the problem of detecting and estimat-
ing a subgraph with correlated signal values. The canonical statistical model that has
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been investigated for this problem is where the signals are jointly Gaussian random
variables X1, . . . , Xn, where cov(Xi, Xj) = 1 if i = j, ρ if i, j ∈ S and zero otherwise
(Arias-Castro et al., 2012). Note that while related work consider arbitrary k-sets
or special shapes such as intervals for S, we allow arbitrary connected subgraphs
containing the root r.
One simple test for detecting or estimating a correlated subgraph induced by set
S is (6.1) with the scan statistic
c2(S) =
1
|S|
∑
i,j∈S
Σˆij, (6.3)
where Σˆ is the estimated covariance matrix which can either be defined by a single
observation xx> when p = 1 or multiple observations for p > 1.
Characterizing subgraph connectivity. Rather than focusing on exactly charac-
terizing the connectedness of an induced subgraph GS, we aim to enforce it by lower
bounding the conductance of cuts within GS. For a weighted graph G = (V,E,w), the
conductance of a cut S is defined as
φG(S) =
w(S, V \ S)
Vol(S) ,
where w(S, V \S) is the total weight of edges connecting nodes in S to nodes in V \S.
The graph conductance is the lowest conductance among cuts containing at most
half of the volume of the graph, i.e., φG = minS⊂V :Vol(S)≤Vol(V )/2 φG(S). We can use
conductance to ensure subgraph connectivity by imposing the following constraints1
on the integral solution S:
φGS(T ) =
w(T, V \ T )
Vol(T) ≥ γ > 0, ∀T ⊆ S \ {r}. (6.4)
1Note that for technical reasons, the conductance φGS on the induced graph GS still employs the
definition of volume given by the larger graph G.
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For γ sufficiently small, i.e., γ < 1Vol(V ) , this requirement is equivalent to the con-
nectivity condition on GS. It is useful to notice at this stage that the condition in
constraint (6.4) is stronger than a lower bound on the conductance of the induced
subgraph GS. Indeed, for an unweighted graph the constraint (6.4) implies
φGS = min
U⊆S:Vol(U)≤Vol(S)2
|E(U, S \ U)|
Vol(U) ≥ γ,
where E(U, S \ U) is the set of edges between sets of nodes U and S \ U . However,
our constraint is stronger than requiring the induced conductance of GS to be γ, as
the bound also holds for subsets T ⊂ S comprising more than half the volume of GS.
Comparison with other measures of connectivity. To form a better under-
standing of how conductance arises in this context, consider a (dual) flow formulation
of connectedness: S ∈ Λr if, for any i ∈ S, there exists a way to route one unit of flow
from the root r to i with finite congestion. This can be strengthened by requiring that
1 unit of flow be routed from r to i with congestion 1
k
, yielding the notion of k-edge
connectivity. Finally, we can strengthen the flow requirement further, by demanding
that (a) di units of flow be routed from r to i, and (b) the flows from r to all vertices
i ∈ S be routed concurrently with congestion 1
γ
. The maxflow-mincut theorem shows
that such a flow routing exists if and only if the condition of (6.4) holds (Bollobás,
2013).
While the notions of connectivity and conductance converge to connectedness in
the limit as γ goes to zero, they display different behaviors for larger γ. In particular,
conductance appears to be a more meaningful in the context of anomaly detection
scenarios, where the anomalous set may be constructed by an unspecified diffusion
process, such as the epidemic in the example of Figure 6·1, which is unlikely to cross
low-conductance cuts. Moreover, for noisy input graphs, conductance is a more robust
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notion than edge connectivity.
6.3 Relaxation and optimization formulation
We next consider a convex relaxation of the objectives of (6.2) and (6.3) as a linear
functional of positive semidefinite matrix variable M . We remark that in the case
that x ≥ 0 (e.g. the Poisson model), maximizing the scan statistic c1(S) is equivalent
to maximizing its square
c21(S) =
1
|S|
(∑
i∈S
xi
)2
= 1|S|
∑
i,j∈S
xixj, (6.5)
which has the same form as the statistic c2(S).
For this statistic, defining the indicator vector u = 1S and noting that ui = u2i we
can write the quadratic integer program (IP)
max
u∈{0,1}n,{i:ui=1}∈Λr
∑
i,j xixjuiuj∑
i u
2
i
. (6.6)
We relax this IP to a semidefinite program by turning each element ui to a vector
vi ∈ Rd for an arbitrary dimension d such that scalar multiplication is transformed to
inner product and we have 〈vi, vj〉 = 1 if i, j ∈ S and zero otherwise. Moreover, we
also enforce non-negativity by requiring that 〈vi, vj〉 ≥ 0 for all i, j ∈ V . We then have
max
vi∈Rn,{i:|vi|>0}∈Λr
〈vi,vj〉≥0, ∀i,j∈V
∑
i,j xixj〈vi, vj〉∑
i |vi|2
. (6.7)
Using the the Gram matrix M = V >V  0 instead of the vectors vi’s and fixing the
trace of M , I ·M to 1 w.l.o.g. (due to the homogeneity of the ratio in the objective),
we obtain the relaxation
max
M∈∆n,M≥0
C ·M s.t. {i : |Mii| > 0} ∈ Λr, (6.8)
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where C = xx> and we define ∆n to be the spectrahedron of unit trace PSD matrices.
The relaxation follows along exactly for c2(S) with C = Σˆ. This linear functional
formulation is very general and can be adapted to solve subgraph problems with
different cost functions, in addition to (6.2) and (6.3).
Next, we propose a novel SDP formulation of the connected subgraph constraint
{i : |Mii| > 0} ∈ Λr, as a single linear matrix inequality that arises naturally from a
spectral relaxation of the integral conductance constraint of (6.4).
6.3.1 Relaxing connectivity using spectral graph theory
For a weighted graph H = (VH , EH , h), we denote its adjacency by AH and its degree
matrixDH . The Laplacian ofH is then defined as LH = DH−AH . The n×n Laplacian
matrix for the graph on V consisting only of edge {i, j} is Lij = eii + ejj − eij − eji,
where eij is an all-zero matrix except for a one at index (i, j). Notice that LH =∑
(i,j)∈EH hijLij . We omit the subscripts for all graph matrices and sets when referring
to the instance graph G. For a subset S ⊂ V , we denote by KS the complete graph
on S, i.e., the graph having an edge of weigth didj between i and j for any i, j ∈ S.
The spectral gap λS of an induced subgraph GS of the input graph G is defined as
the minimum generalized eigenvalue of LGS with respect to 1Vol(S) LKS . Equivalently,
the spectral gap λS is the largest real λ such that
LGS 
λ
Vol(S) LKS .
The star graph Star(r), rooted at a vertex r ∈ V , is the graph consisting of the
n − 1 edges of the form (r, i) for all i ∈ V , each with weight di. We associate to a
solution M ∈ ∆n of (6.8) two weighted graphs, G[M ] and Star(r)[M ], defined by their
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Laplacians
LG[M ] =
∑
(i,j)∈E
MijLij and LStar(r)[M ] =
∑
i∈V
diMiiLri.
Using Cheeger’s inequality given in Theorem 2.4.1, we can write an equivalent
result that relates the spectral gap of GS to its conductance.
Theorem 6.3.1 (Cheeger’s inequality). For S ⊆ V ,
λS
2 ≤ φGS ≤
√
2λS.
We also note a useful lemma which is also used to prove the right-hand side of the
Cheeger’s inequality by rounding the generalized eigenvector of LGS associated with
λS to a low-conductance cut.
Lemma 6.3.1. Let y ≥ 0 and yr = 0. Assume that
y>LGSy < λ
∑
i∈S
diy
2
i .
Then, there exists τ > 0 such that the sweep cut Lτ = {i ∈ S : yi ≥ τ} of vector y has
φGS(Lτ ) <
√
2λ.
Our proposed relaxation of the integral conductance constraint (6.9) with parameter
γ is the inequality
LG[M ]  γ
2
2 LStar(r)[M ]. (6.9)
To see how this relaxes the integral constraint, take MS = 1|S| 1S1
>
S to be an integral
solution corresponding to a subset S ⊆ V . We have:
LG[MS ] =
1
|S| LGS and LStar(r)[MS ] =
1
|S| LStar(r)S .
Then, our proposed constraint becomes
LGS 
γ2
2 LStar(r)S .
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We now show that this constitutes a relaxation of constraint (6.4). This can be seen
as a variant of Cheeger’s inequality for our relaxed notion of conductance in (6.9).
Theorem 6.3.2. For S ⊆ V , if, for all T ⊆ S, r /∈ T and φGS(T ) ≥ γ, then
LGS  γ
2
2 LStar(r)S
.
Proof. We prove the converse. Given a vector x such that
x>LGSx <
γ2
2 x
>LStar(r)S
x,
we produce a cut T ⊆ S, r /∈ T , with φGS(T ) < γ. To do so, consider the embedding
y ∈ Rn given by yi = |xi − xr|. Then, it is easy to check that
y>LGSy ≤ x>LGSx <
γ2
2 x
>LStar(r)S
x = γ
2
2
∑
i∈S\{r}
diy
2
i .
By Lemma 6.3.1, a sweep cut of y yields a cut T such that
φGS(T ) < γ.
Moreover, because yr = 0, r does not belong to T .
In addition, for a candidate integral solution MS, in the same way as the integral
constraint lower bounds the conductance of the induced subgraph GS, our relaxation
can be shown to lower bound the spectral gap of GS. To see this, we can use the
following lemma, which is the result of a simple algebraic manipulation based on
Schur’s complementation.
Lemma 6.3.2. For S ⊂ V with r ∈ S, let y = (Vol(S)− dr) er−∑j∈S,j 6=r djej. Then,
LStar(r)S
= 1Vol(S)
[
LKS + yy>
]
.
Applying this lemma to (6.9), we observe that our constraint, applied to an integral
solution MS, implies a lower bound of γ
2
2 on the induced spectral gap λS through the
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inequality
LGS 
γ2
2 LStar(r)S 
γ2
2 Vol(S) LKS .
6.3.2 An alternative formulation using effective resistance
In this section we offer an alternative approach to obtain the inequality constraint
(6.9) through electrical networks and the concept of effective resistance. Using this
formulation, we then prove a lemma that shows that the inequality constraint enforces
connected through a simple rounding of M .
We shortly introduce the concept of effective resistance in the electrical network
interpretation of graphs. In contrast to s-t flow that interprets edge weights on a
graph as flow capacities, electrical flow considers edge weights wij as the conductance
(inverse resistance) 1
rij
between two nodes i, j.
Define the pseudoinverse of a Laplacian L+ = ∑ni=2 1λiviv>i where L = ∑ni=2 λiviv>i
is its eigendecomposition, and we note that the minimum eigenvalue λ1 corresponding
to all 1 eigenvector is zero. Also note that LG[M ] denotes the Laplacian of the subgraph
with adjacency matrix AM ( is the elementwise/Hadamard matrix product)2 and
let L+G[M ] denote its pseudoinverse.
Defining a vector of directional current flows into/out of nodes with f (e.g. where
positive elements are currents into the node and vice versa), the relationship between
the vector of voltages v and f in an electrical circuit graph with resistances rij are
given by the relation v = L+f . This fact follows from Kirchoff’s current and voltage
laws (Vishnoi, 2012). The effective resistance Rab between any two nodes a, b is
then defined by the voltage difference va − vb = v>(ea − eb) when unit current is
flowing between two nodes such that f = ea − eb (or equivalently, inverse of the
current flow with unit voltage difference between a and b). We then have the identity
Rab = (ea − eb)>v = (ea − eb)>L+(ea − eb).
2Corresponding to the original graph with edge weights scaled by Mij .
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Given a root/anchor node r ∈ V that is assumed to be contained in the subgraph
S, consider the case where a current flow of diMii is present between r and i ∈ V on
the induced graph with Laplacian LG[M ]. Letting mi = diMii(er − ei), the voltage
vector vi corresponding to these inputs is given by vi = L+G[M ]mi. We then obtain the
resistance between nodes r and i for input current diMii with the identity vir − vii =
(er − ei)L+G[M ]mi = 1diMiim>i L+G[M ]mi, which we intend to be finite for i ∈ S (and thus
Mii > 0) if GS is connected. For a conductance threshold τ , we would thus like to
impose the constraint
m>i L
+
G[M ]mi ≤
diMii
τ
, (6.10)
for all i ∈ V , where the scaling with Mii serves to restrict the constraint to only the
nodes i ∈ S. We also remark that the constraint (6.10) is independent of uniform
multiplicative scaling of M , thus constraining M to unit trace does not affect the
choice of τ .
We next unify the n different resistance constraints to a single PSD constraint.
Define the 2n× 2n matrix AM as
AM =
(
LG[M ] LStar(r)[M ]
LStar(r)[M ]
1
τ
LStar(r)[M ]
)
,
for which we define our connectivity constraint to be AM  0. For i 6= r consider the
submatrix Ai formed by the top-left n× n submatrix (i.e. LG[M ]) and the (n+ i)-th
row and column, which results in
Ai =
(
LG[M ] m
>
i
mi
diMii
τ
)
.
Since AM  0 it implies that any such submatrix satisfies Ai  0 and through the
Schur complement condition that is equivalent to condition (6.10). We have thus shown
that the condition AM  0 encapsulates the pairwise effective resistance constraints
of the form (6.10). We note that we obtain a similar condition for the root node,
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where with currents mr ,
∑
j 6=rmj applied to the nodes and a convex combination of
voltage differences, m>r L+G[M ]mr is being compared to
∑
j 6=rMjj
τ
.
Finally, we can again utilize the Schur complement condition for positive semidefi-
niteness and simplify the PSD condition AM  0 on the 2n × 2n matrix to a PSD
condition on an n× n matrix, which directly leads to inequality (6.9) when we replace
τ with γ22 .
Through this formulation of the connectivity constraint, we can state the following
lemma which guarantees the connectivity of the rounded solutions of our optimization
formulation.
Lemma 6.3.3. For any γ > 0 and M that is a feasible solution of (6.11), the subgraph
GSˆ for subset Sˆ = {i ∈ V : Mii > 0} is connected.
Proof. Assume there exists i ∈ Sˆ such that there exists no path between r and i, i.e.,
the subgraph GSˆ is disconnected. Since Qγ(M)  0, it follows that AM  0 and thus
Ai  0 for τ = γ22 . Through the Schur complement lemma and (6.10) we have that
vir − vii ≤ 1τ , i.e., that the voltage difference between nodes r and i is finite when a
current flow of diMii is applied that is non-zero (sinceMii > 0). This voltage difference
is computed for the graph G with edge weights given by Mij. It is easy to see that if
this voltage difference is finite, the voltage difference in the original graph G is also
finite since Mij are bounded. However a contradiction arises because there exists no
path between i and r in G and thus the effective resistance Rri = (er− ei)>L+(er− ei)
is infinite.
6.3.3 Primal and dual formulations
To conclude this section, we restate our relaxation and introduce some shorthand
notation for its constraints. Let Qγ(M)  0 be our relaxed connectedness constraint,
i.e., Qγ(M) = LG[M ] − γ22 LStar(r)[M ]. Then our relaxation is given by
max
M∈∆n,M≥0
C ·M s.t. Qγ(M)  0. (6.11)
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We now write the SDP dual of our relaxation. We consider a scalar α as the Lagrange
multiplier corresponding to constraint I ·M = 1, and matrices Y, Z ∈ Rn×n corre-
sponding to Qγ(M)  0 and M ≥ 0 respectively. Let Pγ(Y ) = ∑(i,j)∈E(Lij · Y )eij −
γ
∑
i∈V di(Lri ·Y )eii be the transpose of the constraint Qγ , i.e., Pγ(Y ) ·M = Qγ(M) ·Y .
The dual can then be written as
minα s.t. C + Pγ(Y ) + Z  αI
α ≥ 0, Y  0, Z ≥ 0
At this point, we notice an important feature of our formulation. We have C ≥ 0, by
definition for the elevated mean problem with nonnegative signal values and with high
probability for correlation detection. Then the term C + Pγ(Y ) in the dual constraint
is the sum of a nonnegative matrix plus a diagonal matrix. By the Perron-Frobenius
theorem, the top eigenvector has nonnegative components and we can assume w.l.o.g.
that Z = 0. We will use the same reasoning in the next section to show that we do not
need to explicitly enforce the n2 element-wise nonnegativity constraints corresponding
to M ≥ 0, as our dual formulation will automatically yield such solutions.
6.4 Efficient optimization with mirror descent
Next, we will propose a specialized iterative algorithm for solving the proposed
optimization problem given by (6.11). However first we introduce the mirror descent
method as a generic tool for convex optimization.
6.4.1 Mirror descent
Mirror descent (MD) is an optimization procedure that generalizes subgradient methods
to non-Euclidean spaces. For an optimization problem minx∈X f(x), it tries to minimize
the local linearization of the function while trying to stay close to the previous point.
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It uses a differentiable mirror map function ω(·) to measure locality, which must
be 1-strongly convex with respect to a norm || · ||. Significantly, MD is an optimal
optimization algorithm for non-smooth functions in the blackbox model (Ben-Tal and
Nemirovski, 2015).
Mirror descent is given by the recurrence
x0 = arg min
x∈X
ω(x), xt+1 = Proxxt(γtf ′(xt)),
where f ′(xt) is a subgradient of f at xt, γt are step sizes and the proximity operator
is defined as
Proxx(ψ) = arg min
y∈X
ω(y) + 〈ψ − ω′(x), y〉.
This proximity operator aims to move in the negative direction to ψ, while staying
close to the original point x.
With the above steps, letting xT =
∑T
t=1 γtxt∑T
t=1 γt
and choosing step sizes appropriately,
it is shown in Theorem 5.3.1 of (Ben-Tal and Nemirovski, 2015) that
f(xT )−min
x∈X
f(x) ≤ ΩL(f)√
T
,
where L(f) is the Lipschitz constant of f w.r.t. the considered norm in X and Ω is
related to the radius of X w.r.t. ω(·) (e.g. Ω ≤
√
2(max ω(·)−minω(·))). We refer
the reader to Section 5.3 of (Ben-Tal and Nemirovski, 2015) or (Bubeck, 2016) for a
more comprehensive treatment of the general mirror descent scheme.
In the spectrahedron setup (i.e. for the minimization minx∈∆n f(M)), the negative
von Neumann entropy of a matrix, ω(M) = ∑ni=1 λi log λi can be chosen as the mirror
map, where λi are the eigenvalues of M . Notice that this map is 1-strongly convex
with respect to the `1 norm of the eigenvalues, i.e., to the matrix trace norm. Working
out the proximal mapping, this gives us the following multiplicative update rule (cf.
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part 2 of (Bubeck, 2016)):
Mt+1 ∝ exp (logMt − γtf ′(Mt)) , (6.12)
with matrix exponential and logarithm,M0 = 1nIn and the right-hand side is normalized
to unit trace to obtainMt+1. L(f) is the Lipschitz constant of f w.r.t. the matrix trace
norm. In this setup it also follows that the radius of ∆n, Ω satisfies Ω = O(
√
log n)
(Ben-Tal and Nemirovski, 2015; Bubeck, 2016).
Note that (6.12) is written for the general minimization problem, while we consider
the maximization problem in which case the update step can be written as
Mt+1 ∝ exp
(
t∑
τ=1
ατf
′(Mτ )
)
, (6.13)
for some weights ατ , where we also unrolled the recursion.
6.4.2 Solving the subgraph problem with mirror descent
In this section we propose a mirror descent-based iterative algorithm for solving (6.11).
We first consider a modification of our original SDP by adding the violation variables
s ≥ 0. For some fixed penalty value p ≥ 0 we write
max
M∈∆n,s
C ·M − ps s.t. Qγ(M) + sD  0. (6.14)
Recalling that D is the degree matrix of G, the term sD provides a measure of how
violated the SDP constraint is. If s ≥ γ2, it is possible to prove that the SDP constraint
is trivially satisfied for any M in ∆n at a cost of ps in the objective (which follows
from the fact that LStar(r)  2D). To avoid such trivial solutions, we set p ≥ 4OPTγ2 ,
where OPT is the optimal value for cost function C ·M . This means that in a solution
with nonnegative cost, s can be at most γ4 . In practice we can replace OPT with ‖C‖,
which is an upper bound to the optimal value.
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Introducing the Lagrange multiplier Y  0 corresponding to the constraint Qγ(M)+
sD  0, we then obtain the saddle point problem
max
M∈∆n,M≥0,s
min
Y0
C ·M − ps+ Y · (Qγ(M) + sD),
from which we obtain the dual
min
Y ∈∆p,Dn
f(Y ), where f(Y ) = max
M∈∆n,M≥0
(C + Pγ(Y )) ·M,
and we defined ∆p,Dn to be the scaled spectrahedron {X  0 : D ·X = p} w.r.t. the
degree matrix D.
As it is standard in the spectrahedron setup maxX∈∆n f(X), we will use the
negative von Neumann entropy ω(X) = ∑ni=1 λi log λi as our mirror map. Finally, to
apply mirror descent, we need access to the gradient of f at Y (t) for which we utilize
Danskin’s theorem (Ben-Tal and Nemirovski, 2015), stated below.
Theorem 6.4.1 (Danskin’s Theorem). Let f(x) = maxz g(x, z), where g(·, z) is a
convex function for all z. Define Z0(x) = {z′ : g(x, z′) = maxz g(x, z)} to be the
set of maximizers z given a point x. Then, under certain regularity conditions the
subdifferential of f at x is given by
∂f(x) = conv {∂g(x, z) : z ∈ Z0(x)} .
Then, using above theorem ∇Y f(Y ) is given by
∇Y f(Y (t)) = Qγ(M (t)), where M (t) = arg minM∈∆n,M≥0(C + Pγ(Y (t))) ·M.
Hence, computation of the gradient requires finding M (t), which plays the role of
the primal update at time t. However, this is just the rank-1 matrix given by the
projection over the top eigenvector of C+Pγ(Y (t)), whereM ≥ 0 is once again ensured
by Perron-Frobenius. Using the definition of the mirror map, for a step size η, we
obtain the well-known multiplicative update rule for Y (see (Kivinen and Warmuth,
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Algorithm 2 Mirror descent for connected subgraph detection
Input: C, p, r, γ, η, 
Output: Mˆ , Sˆ
Y (0) ← pTr(D)In
G(0) ← 0
for t = 1, . . . , T do
v ← eig
(
C +Dγ(Y (t−1))
)
M (t) ← vv>
G(t) ← G(t−1) +Qγ(M (t))
Y (t) ← exp
(
−η G(t)
)
Y (t) ← p
D·Y (t)Y
(t)
end for
Mˆ ← 1
T
∑T
t=1M
(t)
Sˆ ← {i : Mˆii > }
1997)),
Y (t+1) ∝ exp
(
log Y (t) − ηQγ(M (t)))
)
,
where Y (t+1) is normalized so that D · Y (t+1) = p and Y (0) = pTr(D)In. We can also
avoid computing the matrix logarithm and unwind the recursion to get
Y (t+1) ∝ exp
(
−η
t∑
τ=1
Qγ(M (τ))
)
, (6.15)
to directly compute Y (t+1) from a running sum of Qγ(M (τ)) matrices. We formally
present the resulting algorithm in Algorithm 2, where eig(·) operator returns the
eigenvector of the operand corresponding to the largest eigenvalue.
Using standard results on the convergence of mirror descent (Ben-Tal and Ne-
mirovski, 2015) which we noted in the previous section and are applicable thanks to
our careful formulation of the problem, we obtain the following convergence bound.
Theorem 6.4.2. Setting η = 14OPT , Algorithm 2 converges to an -multiplicative
approximation of optimal in T = O
(
logn
γ22
)
steps.
Moreover, each iteration consists of computing the top eigenvector of a non-
negative matrix and the matrix exponential of a the sum of a Laplacian and a rank-1
157
term (cf. Lemma 6.3.2). Thanks to recent theoretical results, both of these objects
can be approximated sufficiently closely in nearly-linear time (Orecchia et al., 2012;
Cohen et al., 2016) by exploiting well-known dimensionality reduction techniques and
numerical algebra results. In practice, existing iterative solvers, combined with the use
of the Johnson-Lindenstrauss lemma to keep a low-dimensional sketch of the matrix
exponential, already provide a very efficient computational approach to this problem.
In this work, we did not perform a theoretically study of the approximation
guarantees achievable in rounding our relaxation to an integral solution in the worst-
case, as this is a much more challenging mathematical task. Instead we empirically
tested a number of different rounding techniques, including random projections and
truncating the diagonal entries.
6.5 Detection and statistical guarantees
In this section we consider an analysis of the statistical detection power of our method
on certain types of graphs. We specifically consider the elevated mean detection
problem with Poisson variables, such that for some µ > 1 the null and the composite
alternative hypotheses are given by
H0 : xi ∼ Poisson(λ), i ∈ V,
H1 : xi ∼ Poisson((1 + (µ− 1) 1{i ∈ S})λ), for some S ∈ Λ, i ∈ V.
We investigate the sufficient conditions on the SNR parameter µ for asymptotic
separability of the two hypotheses. Namely, we show that the scores xx> · Mˆ for
Mˆ returned by the algorithm are separable in the cases of H0 and H1 with high
probability, as the problem size n → ∞. This implies that there exists a threshold
αn such that thresholding the optimization score xx> · Mˆ ≶ αn is a reliable test for
detection of anomalous subgraphs with elevated mean.
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For the Poisson setup above we have the following theorem.
Theorem 6.5.1. For a line graph with n nodes, the hypotheses H0 and H1 are
asymptotically separable if µ = Ω(logK
√
log n) for |S| = K = Ω(log n).
Proof. To prove separability, we first lower bound the expected primal optimization
value for H1 with feasible solution M = 1|S|1S1
>
S . We then upper bound the optimal
value under H0 by considering the dual of the optimization problem and computing
the expected dual value for a feasible dual solution. The theorem then follows by
finding the value of µ such that the two bounds are asymptotically separable and
applying standard concentration inequalities.
Consider the candidate primal solution M = 1
K
1S1>S under the hypothesis H1
where |S| = K. For an n-node line graph it is easy to see that this solution is primal
feasible for γ ≤ 2
K2 . Then for the Poisson model we have a feasible primal value
E[xx> ·M ] = 1
K
E[(∑i∈S xi)2] = µλ+ µ2λ2K.
We next find a feasible dual solution and compute its value under hypothesis H0.
We first consider the anchored problem with anchor node r = 1. For simplicity we
consider D = I when defining the constraint Qγ(M); however this is not relevant to
the asymptotic bound since nodes of the graph have bounded constant degree. Letting
α be the Lagrange multiplier for I ·M = 1 and Y be the one for Qγ(M)  0, we can
write the dual of the optimization problem (6.11) without the M ≥ 0 constraint:
max
M0
min
α,Y0
α(1− I ·M) + Y ·Qγ(M),
which can be rewritten as
max
M0
min
α,Y0
α +
xx> − αI + ∑
(i,j)∈E
(Y · Lij)eij − γ
∑
j 6=r
(Y · Lrj)ejj
 ·M.
Then the dual problem to the original optimization can be written as
min
α,Y0
α s.t. xx> +
∑
(i,j)∈E
(Y · Lij)eij − γ
∑
j 6=r
(Y · Lrj)ejj  αI. (6.16)
Furthermore considering dual variables of the form Y = vv>, a more constrained
version of the above problem is given by
min
α,v
α s.t. xx> +
∑
(i,j)∈E
(vi − vj)2eij − γ
n∑
j=1
(vr − vj)2ejj  αI.
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Assume G is a line graph on n nodes, r = 1 and let vi = ∆(i− 1) be the linearly
increasing “voltages” on the nodes. Then, for the dual constraint we have
xx> + ∆2Aline − γ∆2 diag([0, 1, . . . , n− 1])  αI,
where Aline is the adjacency matrix of the line graph G. Note that Aline = Aline −
Dline +Dline = Dline − Lline  Dline = dI where d = 2 is the upper bound on the node
degrees. Then a sufficient condition for the above constraint to be satisfied is
xx> − γ∆2 diag([0, 1, . . . , n− 1])  (α− d∆2)I.
We are now interested in the maximum eigenvalue λmax of the left-hand side of
the constraint, as that will give a lower bound α ≥ d∆2 + λmax which immediately
gives a feasible α value along with a feasible Y = vv> with the defined voltages. This
in turn provides an upper bound on the optimal dual value of (6.16) and thus on the
optimal value of the primal (6.11).
We note that the left-hand side is a matrix that is a rank-one matrix xx> plus a
diagonal matrix −γ∆2 diag([0, 1, . . . , n− 1]). The eigenvalues of such a matrix must
satisfy the following equality (Golub, 1973):
f∆(λ) ,
n−1∑
i=0
x2i+1
λ+ γ∆2i2 = 1.
Note that f∆(λ) is a decreasing function of λ for positive values and we can assume
that λmax > 0 (the converse leads to a trivial bound with α = 0 feasible). This implies
that if there exists λ0 > 0 such that f∆(λ0) ≤ 1, then λmax ≤ λ0.
Note that we can upper bound f∆(λ) with
f∆(λ) ≤ x
2
max
γ∆2
n−1∑
i=0
1
λ∆ + i2
≤ x
2
max
γ∆2
n∫
0
1
λ∆ + z2
dz
= x
2
max
γ∆2
√
λ∆
arctan n√
λ∆
= x
2
max
∆
√
γλ
arctan
n∆√γ√
λ
,
≤ pix
2
max
2∆
√
γλ
,
where we defined λ∆ , λ∆2γ and used the fact that arctan(·) ≤ pi2 . Then it is clear that
f∆(λ0) ≤ 1 for λ0 = pi2x4max4∆2γ .
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Finally, we have that
α = d∆2 + pi
2x4max
4∆2γ = pix
2
max
√
d
γ
,
as a feasible solution to the dual by choosing ∆2 = pix2max
2
√
dγ
.
We next improve upon the previous bound on α. Assume K log2 n < n, K ≥ log n,
let Kn , K log2 n for brevity and x¯ such that maxi=1,...,n x2i ≤ x¯2 log2 n w.h.p. Also
let ∆2 = x¯2K log2K and γ = 2
K2 . Note that we can write
f∆(λ) =
Kn−1∑
i=0
x2i+1
λ+ γ∆2i2 +
n−1∑
i=Kn
x2i+1
λ+ γ∆2i2 .
We first analyze the second term, for which we have
n−1∑
i=Kn
x2i+1
λ+ γ∆2i2 ≤
x¯2 log2(n−Kn)
γ∆2
n∫
Kn
1
λ∆ + x2
dx
= x¯
2 log2(n−Kn)
γ∆2
√
λ∆
(
arctan
(
n√
λ∆
)
− arctan
(
Kn√
λ∆
))
= x¯
2 log2(n−Kn)
γ∆2
(
1
Kn
− 1
n
−O
(
1
K3n
))
,
where the last equality assumes Kn√
λ∆
→∞, which we will argue with our choice of λ.
Replacing the quantities with chosen scalings, we then have
n−1∑
i=Kn
x2i+1
λ+ γ∆2i2 ≤
K log2(n−Kn)
2 log2K
(
1
Kn
− 1
n
−O
(
1
K3n
))
= O
(
K log2(n−Kn)
Kn log2K
)
= O
(
1
log2K
)
.
The analysis of the first term follows along the lines of the previous bound, with n
replaced by Kn, where we have the upper bound
Kn−1∑
i=0
x2i+1
λ+ γ∆2i2 ≤
x¯2 log2Kn
γ∆2
Kn∫
0
1
λ∆ + z2
dz
≤ x¯
2 log2Kn√
γ∆2λ
pi
2 =
x¯
√
K log2Kn
logK
√
λ
pi
2
√
2
.
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Letting λ0 = 4.5pi2x¯2K log2K, we see that the first term can be upper bounded
by log2 Kn9√2 log2K ≤ 1√2 with the assumption that K ≥ log n thus
log(K log2 n)
logK ≤ 3. We also
observe that λ∆ = λ0γ∆2 = 2.25pi
2K2, thus satisfying the condition Kn√
λ∆
→∞ that we
used while analyzing the second term. Thus we have that
f∆(λ0) ≤ 1√2 +O
(
1
log2K
)
< 1,
for the above choice of λ0, which leads to
α = d∆2 + λ0 = (d+ 4.5pi2)x¯2K log2K,
as a feasible dual value.
Finally note that under the H0 hypothesis, x¯2 ≤ λ+ λ2 due to the concentration
of the Poisson variables. Considering a constant λ, we then have an upper bound to
the dual optimal value under H0, α = O(K log2K). It then follows from standard
concentration results that µ = Ω(logK) is sufficient to obtain asymptotic separability
between the primal optimal under H1 and primal optimal under H0. It then follows
directly from union bounding over different anchor nodes r = 1, . . . , n that µ =
Ω(logK
√
log n) is sufficient in the anchor-agnostic case.
We remark that the detection bound above asymptotically matches the bound for
the Poisson model given in Theorem 5 of (Qian and Saligrama, 2014a) and is within a
logarithmic factor in K of the lower bound provided in (Qian and Saligrama, 2014a).
We also provide a theorem for a 2-dimensional 4-connected grid graph that extends
the line graph result. Note that below bound is possibly suboptimal, e.g. when
compared to the bounds in (Qian and Saligrama, 2014a). We nevertheless provide the
theorem and its proof to be used as a starting point for improved/tighter analysis in
the future.
Theorem 6.5.2. For a grid graph with dimensions
√
n×√n and subgraph dimensions
Θ(
√
K) × Θ(√K), the hypotheses H0 and H1 are asymptotically separable if µ =
Ω(
√
logK log2 n) for |S| = K.
Proof. The proof follows along the lines of the proof of Theorem 6.5.1 with a modified
analysis to obtain an upper bound on α. Let graph G = (V,E) be a 4-connected grid
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of size (a+ 1)× (b+ 1) with total of n = (a+ 1)(b+ 1) nodes where a ≤ b. The root
node r is one of the corner nodes with coordinates (0, 0) w.l.o.g., as corner root node
is provably the worst-case scenario.
Similar to the proof of the line graph, we construct a feasible solution for the dual
with a vector v assigning voltages to each node. We assign zero voltage to the root
node and assign vi = di∆ to each node, where di is the shortest path distance of node
i to the root. For instance this leads to voltages ∆ for nodes {(1, 0), (0, 1)}, 2∆ for
{(2, 0), (1, 1), (0, 2)} and a∆, b∆, (a+ b)∆ for corner nodes other than the root.
Similar to the line graph, we can write the constraint for the dual as
xx> + ∆2Agrid − γ∆2P  αI,
where the second term follows by noting that any two neighbors on the grid have
voltage difference ∆. Note that as before, we can upper bound Agrid with the matrix
4I, since each node has at most degree 4. P is a diagonal matrix with a special
structure, which has the form
P = diag(p1, . . . , pn) = diag
(
0, 1, 1, 22, 22, 22, . . . , (a+ b)2
)
,
where each value j2 for j = 0, 1, . . . , a + b is repeated nj = 1 + min{j, a, a + b − j}
times. Note that for this notation we enumerated each node on the grid starting
from root node and proceeding along equal-distance pairs, i.e. following the sequence
((0, 0), (1, 0), (0, 1), (0, 2), (1, 1), (2, 0), . . . , (a+ 1, b+ 1)).
We next analyze the maximum eigenvalue λmax of the matrix xx> − γ∆2P , from
which it will then follow that α = 4∆2 + λmax will be a feasible solution. As before,
we can utilize the identity
f∆(λ) =
n∑
i=1
x2i
λ+ γ∆2pi
= 1,
which all eigenvalues λ of the matrix must satisfy. Note that by upper bounding x2i
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with x2max and using the specific form of P we can write the chain of inequalities
f∆(λ) ≤
a+b∑
j=0
njx
2
max
λ+ γ∆2j2
=
a∑
j=0
(j + 1)x2max
λ+ γ∆2j2 +
b∑
j=a+1
(a+ 1)x2max
λ+ γ∆2j2 +
a+b∑
j=b+1
(a+ b− j + 1)x2max
λ+ γ∆2j2
≤
a∑
j=0
(j + 1)x2max
λ+ γ∆2j2 + (a+ 1)
a+b∑
j=a+1
x2max
λ+ γ∆2j2 , T1 + T2.
We first upper bound the second term,
T2 ≤ (a+ 1)x
2
max
γ∆2
a+b+1∫
a+1
1
λ∆ + x2
dx
= (a+ 1)x
2
max
γ∆2
arctan
(
a+b+1√
λ∆
)
− arctan
(
a+1√
λ∆
)
√
λ∆
= (a+ 1)x
2
max
γ∆2
(
1
a+ 1 −
1
a+ b+ 1 +O
( √
λ∆
(a+ b+ 1)2
)
−O
( √
λ∆
(a+ 1)2
))
≤ x
2
max
γ∆2 (1 + o(1)),
where we defined λ∆ = λγ∆2 as before and the last equality follows from the Taylor
expansion of arctan if (a+ 1)/
√
λ∆ →∞, which we will ensure later on.
Next we consider the first term, for which we can write
T1 ≤ x
2
max
γ∆2
 a+1∫
0
1
λ∆ + x2
dx+
a+1∫
0
x
λ∆ + x2
dx

= x
2
max
γ∆2
arctan
(
a+1√
λ∆
)
√
λ∆
+ 12 log
(
1 + (a+ 1)
2
λ∆
)
≤ x¯
2 log2 n
γ∆2
(
pi
2
√
λ∆
+ 12 log
(
1 + (a+ 1)
2
λ∆
))
,
where we assumed x2max ≤ x¯2 log2 n.
Let ∆2 = x¯2 log3 n
γ
and λ0 = γ∆
2
logK . First notice that for λ∆ corresponding to λ0 we
have that λ∆ = 1logK and consequently
a+1√
λ∆
→∞ for any a. Using the above bounds
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for T1 and T2, we also have the upper bound
f∆(λ0) ≤ x¯
2 log2 n
γ∆2
(
1 + o(1) + pi
2
√
λ∆
+ 12 log
(
1 + (a+ 1)
2
λ∆
))
= 1log n
(
1 + o(1) + pi2
√
logK + 12 log
(
1 + (a+ 1)2 logK
))
= 12 + o(1) < 1,
where we also used the fact that (a+1)2 ≤ n and thus log(1+(a+1)2 logK) = O(log n).
Thus we can conclude that a feasible dual solution is
α = 4∆2 + γ∆
2
logK = (4 + o(1))∆
2 = (4 + o(1)) x¯
2 log3 n
γ
,
which follows from the fact that γ = O(1).
Assuming that the shape of the subgraph is a square grid with dimensions
√
K×√K,
it follows from Lemma 8 in (Qian and Saligrama, 2014b) that γ = 2
K logK leads to
a primal feasible solution for MS = 1K1S1
>
S . With this γ, the dual bound becomes
(8 + o(1))x¯2K logK log3 n, which asymptotically differs from our improved bound on
α for the line graph by a factor of log3 nlogK .
We remark that part of the looseness (logK factor) comes from the bounding of γ
in Lemma 8. Another part (log2 n factor) comes from x2max, which was also present
in the original line graph bound. It may be possible to improve this part using the
scaling arguments presented in the previous subsection. The last extra scaling of
log n can be possibly improved if a = o(
√
n), i.e. if the original grid graph has lower
conductance. To see this, let ∆2 = x¯2 log
2 n log(1+(a+1)2)
γ
and λ0 = γ∆2 for simplicity
((a+ 1)/
√
λ∆ →∞ holds if a = ω(1)). Then we can essentially replace the extra log n
by log a instead.
6.6 Experimental analysis
In this section we present experiments on a disease outbreak dataset on a real world
geographical network. We compare the statistical detection performance of our mirror
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(a) Graph representation of the county
graph.
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Figure 6·2: Disease outbreak detection in northeastern United States
counties.
descent (MD) algorithm with subgraph detection methods from related work.
The geographical map and corresponding network that we consider are illustrated
in Figures 6·2b and 6·2a respectively, with 129 nodes representing counties in the
northeastern United States and average degree 4.7. The ground truth cluster of
16 nodes for the anomalous case and the chosen anchor node are also illustrated.
Note that this dataset has also been considered in (Qian et al., 2014) and (Qian and
Saligrama, 2014a), although the network connectivity is slightly different and (Qian
et al., 2014) considers a different ground truth cluster and does not consider detection
performance.
Following (Patil and Taillie, 2003) and (Qian et al., 2014; Qian and Saligrama,
2014a), we consider an elevated mean Poisson formulation for modeling the diseased
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population, where the number of disease cases yi for a county i is given by yi ∼
Poisson(Niλ0) where Ni is the population of the county, whereas for anomalous
counties we have yi ∼ Poisson(Niλ1). We consider λ0 = 5× 10−5 for the base disease
rate and different λ1
λ0
ratios {1.1, 1.3, 1.5} corresponding to different SNR values. As our
test statistic we consider the disease rate per person xi = yiNi . One sample realization
for the anomaly case with high SNR λ1
λ0
= 4 is illustrated in Figure 6·2c.
To compare the performance with MD as proposed in Algorithm 2, we consider
several other methods in the related literature, including the LMI-test (LMIT) method
of (Qian and Saligrama, 2014a), simulated annealing (SA) of (Duczmal and Assuncao,
2004) and the nearest-ball test (NB), which is a parametric method that scans over
nearest-neighbor balls for different nodes. For the MD method we consider the
optimization value xx> ·M as the scan statistic, with T = 100 iterations, η = 5 and
different γ values to quantify the size and conductance of the anomalous graph
For LMIT we use the same anchor node as MD, anomaly size |S| = 16 corresponding
to the ground truth and consider scan statistic x> diag(M). We search over a range
of values for parameter γ. For SA and NB we consider the test statistic
∑
i∈S xi√
|S| . We
initialize SA with the result from NB and run for 40 restarts.
To quantify detection performance, we threshold the scan statistics given by the
algorithms with various threshold values and compute missed detection and false
positive rates over a number of samples (50 for MD and LMIT, 25 for SA and NB)
generated from both H0 and H1. We then compute the area under the curve (AUC)
generated by the pairs of missed detection and false positive rates corresponding to
threshold values.
Sensitivity of MD to the choice of γ. We first investigate the sensitivity of
detection performance of MD to γ, which serves the purpose of parameterizing the
internal conductance of candidate subgraphs. We note that unlike (Qian et al., 2014;
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Figure 6·3: Performance of MD algorithm for different γ values.
Qian and Saligrama, 2014a), we do not explicitly specify or search over different cluster
sizes, but size information is also implicitly incorporated in γ. We run MD on the
range of values 0.01 to 5 in 10 logarithmic intervals. We illustrate the obtained AUC
values for different SNR’s in Figure 6·3.
We observe that while optimal γ values differ slightly with different SNR levels,
the 0.3–0.7 value range is mostly optimal in all cases. This is in accordance with our
expectations, since the size and conductance of the ground truth anomalies do not
change across SNR levels.
Comparison to related methods. We also compare AUC performance of MD
to aforementioned methods and tabulate the results in Table 6.1. For MD we use a
γ value of 0.7 and for LMIT we use a γ value of 0.3 which we observed to perform
best empirically. We see that MD performs relatively similar to LMIT, with better
performance at some SNR levels. This is expected since the LMI connectivity con-
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AUC λ1/λ0 Runtime1.1 1.3 1.5
MD 0.74 0.79 0.92 0.8s
LMIT 0.65 0.81 0.86 3s
SA 0.57 0.67 0.72 ∼3m
NB 0.57 0.67 0.68 5s
Table 6.1: AUC performance of various algorithms with different SNR
values.
straints in both methods are very similar, even though the relaxation to the space
of matrices M differ. On the other hand SA and NB perform worse, with SA not
significantly improving upon the results of NB. It is also notable that the performance
of these three methods seem low when compared to their performance in (Qian and
Saligrama, 2014a) which considered a very similar experimental setup. However this
can be partially explained by the different scan statistics used: Aforementioned work
utilized the Poisson likelihood test whereas we used the simpler linear form we specified
above to be better in line with the scan statistic of MD. It is also possible that the
performance of SA can be improved with a larger number of restarts.
Run-time comparison. We also provide the average runtime for the recovery
methods for a single set of measurements in Table 6.1, where the experiments were
run on MATLAB on a computer with an Intel i5 4590 processor. We expect that
the MD method scale better with larger problems than LMIT that uses cvx/sedumi,
which is an off-the-shelf solver for convex problems. We also have not implemented
any dimensionality reduction schemes for solving the MD iterations more efficiently
as we remarked in Section 6.4.
In this chapter we investigated the problem of connected subgraph detection on
graph-structured data and proposed an efficient and compact convex relaxation that
provably characterizes connectivity and conductance. We then developed a novel
iterative optimization method that is provably nearly-linear time in the number of
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nodes in the graph. We demonstrated its statistical performance on experiments with
real world networks, outperforming state-of-the-art methods on the problem while
being computationally efficient and scalable.
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Chapter 7
Conclusions and Future Directions
In the first part of the thesis starting in Chapter 3, we have presented a unifying
framework based on noisy channel coding for analyzing sparse recovery problems. This
approach unifies linear and nonlinear observation models and leads to explicit, intuitive
and universal mutual information formulas for computing the sample complexity of
sparse recovery problems. We explicitly focused on the inference of the combinatorial
component corresponding to the support set, the main difficulty in sparse recovery.
Our approach is not algorithmic and therefore must be used in conjunction with
tractable algorithms. It is useful for identifying gaps between existing algorithms and
the fundamental information limits of different sparsity models. It also provides an
understanding of the fundamental trade-offs between different parameters of interest
such as K, D, SNR and other model parameters.
In Chapter 4, we considered several extensions to the proposed framework and
considered a related problem in the estimation of mutual information from data in our
setup. We first investigated sparse recovery with dependent covariates and proposed
two different approaches to analyze this setup, namely typicality of covariates and
conditionally IID covariates. We obtained a clean and intuitive extension to the
IID model analyzed in Chapter 3, especially using the approach of conditionally IID
covariates. We then considered the problem of adaptive recovery, where we derived a
novel lower bound on the number of samples when they can be taken sequentially and
adaptively depending on previous samples. With statistical learning problems in mind,
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we next looked at schemes for estimating mutual information from data samples in
order to apply the derived results for feature selection.
We then considered various sparse recovery problems in Chapter 5 and applied our
unifying analysis to obtain specific sample complexity bounds in a variety of setups.
As our main application we investigated sparse linear regression with variations on the
problem such as correlated columns or adaptive compressive sensing. We also computed
bounds for nonlinear problems such as group testing, binary regression and the general
class of problems with missing or noisy data. In all these problems we considered,
we were able to match existing results from problem-specific analyses or improved
upon them on a few instances. We also compared our bounds on the probability of
error with the performance of practical recovery algorithms in sparse linear regression
and demonstrated the gap between theoretically achievable performance and practical
performance. The several problems for which we considered adaptive recovery also
allowed us to look at the big picture and comment on the gains due to adaptivity and
how it is related to the nature of a problem. We conjecture that adaptivity may help
only if there are “sum-power”-like constraints on the variables as in linear CS. If the
variables are not constrained and the difficulty of the problem only stems from the
observation model, adaptivity does not increase asymptotic performance.
Lastly in Chapter 6 we investigated the problem of connected subgraph detection
on graph-structured data and proposed an efficient and compact convex relaxation
that provably characterizes connectivity and conductance. We then developed a novel
iterative optimization method that is provably nearly-linear time in the number of
nodes in the graph. We demonstrated its statistical performance on experiments with
real world networks, outperforming state-of-the-art methods on the problem while
being computationally efficient and scalable.
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7.1 Future directions
Finally we discuss future directions for research to advance the ideas and frameworks
put forward in this work, specifically concerning the problem of efficient subgraph
detection in graph-structured data as investigated in Chapter 6. An immediate
direction for future work is the extension of the connectivity through conductance
framework to an anchor-agnostic formulation. In theory, this can be achieved through
considering n separate constraints Qγ(M) for anchor nodes r = 1, . . . , n and requiring
the solution to satisfy at least one of these constraints. However it is obvious that this
is not computationally efficient. Instead, a linear combination of the n constraints can
be considered as the main connectivity constraint, for which the properties that ensure
connectivity should be analyzed. It is also important to note that the anchor-agnostic
connectivity problem is fundamentally non-convex, as the union produced by a linear
combination of two connected subgraphs is not necessarily connected.
Next, while we noted possible methods for nearly linear-time computation per
iteration in Section 6.4, the connections between the matrix exponential update
steps (or other primal-dual SDP methods in literature (Arora and Kale, 2007)) and
random walks on graphs could be explored more thoroughly. These connections were
investigated and shown for other graph partitioning problems in (Orecchia et al., 2012;
Orecchia, 2011) and could lead to more efficient computation of solutions if it can
be adapted to the subgraph detection problem. In particular, it may be possible to
compute the exponential update step (6.15) in a faster manner through aforementioned
methods rather than direct computation.
Another direction is theoretically analyzing the tightness of the convex semidefinite
programming relaxations for this problem and rounding algorithms that would map
the solution of the relaxed problem to a solution of the original one. The aim of such
an analysis would be to prove that that satisfying the connectivity constraints and
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the connectivity of the subgraph induced through the rounding have a one-to-one
relationship where one implies the other. Anoteher, more challenging result would be
to prove that a rounding leads to an approximately optimal solution of the integer
problem. This could involve investigating relaxations using the sum-of-squares method,
also known as Lasserre hierarchy for SDPs (Barak et al., 2014; Rothvoß, 2013) and
coming up with a provable rounding method for mapping the solution of the relaxation
to a solution of the original problem.
Finally, it would be interesting to investigate applications of the subgraph and
anomaly detection to real-world problems, such as anomaly detection in surveillance
videos (Hu et al., 2004). While the formulation of (Qian et al., 2014; Qian and
Saligrama, 2014a) with off-the-shelf solvers is not efficient enough in time or memory
to apply to large scale problems, such applications are feasible using the scalable and
efficient framework that we proposed. Specifically for the surveillance problem, one
approach would be dividing the surveillance video to space-time blocks, computing
standard computer vision features and training a classifier such as a one-class SVM
that would result in anomaly scores for each block. We can then use our subgraph
detection formulation on these scores to identify whether a systematic anomaly that
is connected across space-time has occurred in the video.
Appendix A
Appendix
A.1 Proof of Lemma 3.3.1
We include the proof of Lemma 3.3.1 that follows from the proof of Lemma III.1 of
(Atia and Saligrama, 2012) with the corrections to the proof cited in (Atia et al.,
2015).
We denote by Ai the set of indices corresponding to sets of K variables that differ
from the true set S1 in exactly i variables, i.e.,
Ai = {ω ∈ I : |S1c,ω| = i, |Sω| = K} (A.1)
Let ζω, ω ∈ Ai denote the event where ω is more likely than 1. Then, from the
definition of Ai, the two encoded messages differ in i variables. Hence
P (Ei|XS1 ,Y , S1) ≤ P
 ⋃
ω∈Ai
ζω
 ≤ ∑
ω∈Ai
P (ζω)
Now note that XS1 shares (K − i) variables with XSω . Following the introduced
notation, the common partition is denoted XS1,ω , which is a N × (K − i) submatrix.
The remaining i rows which are in XS1 but not in XSω are XS1,ωc . Similarly, XS1c,ω
corresponds to variables in XSω but not in XS1 . In other words XS1 = (XS1,ω ,XS1,ωc )
and XSω = (XS1,ω ,XS1c,ω), where the notation (FN×n1 ,GN×n2) denotes an N × (n1 +
n2) matrix with a submatrix F in the first n1 columns and G in the remaining n2
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columns. Thus,
P (ζω) =
∑
XSω :pω(Y |XSω )≥p1(Y |XS1 )
Q(XSω |XS1)
≤ ∑
XS1c,ω
Q(XS1c,ω)
pω(Y |XSω)s
p1(Y |XS1)s
∀s > 0, ∀ω ∈ Ai (A.2)
By independence Q(XS1) = Q(XS1,ω)Q(XS1,ωc ), Q(XSω) = Q(XS1,ω)Q(XS1c,ω).
Since we are conditioning on a particular XS1 , the partition XS1,ω is fixed in the
summation in (A.2) and
P (ζω) ≤
∑
XS1c,ω
Q(XS1c,ω)
pω(Y ,XS1,ω |XS1c,ω)s
Q(XS1,ω |XS1c,ω)s
Q(XS1,ω |XS1,ωc )s
p1(Y ,XS1,ω |XS1,ωc )s
≤ ∑
XS1c,ω
Q(XS1c,ω)
pω(Y ,XS1,ω |XS1c,ω)s
p1(Y ,XS1,ω |XS1,ωc )s
∀s > 0 (A.3)
where the second inequality follows from the independence across variables, i.e.
Q(XS1,ω |XS1,ωc ) = Q(XS1,ω |XS1c,ω) = Q(XS1,ω). We can now write that
P (Ei|XS1 ,Y , S1) ≤
∑
Sω
∑
XS1c,ω
Q(XS1c,ω)
pω(Y ,XS1,ω |XS1c,ω)s
p1(Y ,XS1,ω |XS1,ωc )s
. (A.4)
It follows that,
P (Ei|XS1 ,Y ,S1) ≤
∑
S1,ω
∑
S1c,ω
∑
XS1c,ω
Q(XS1c,ω)
pω(Y ,XS1,ω |XS1c,ω)s
p1(Y ,XS1,ω |XS1,ωc )s

ρ
(A.5)
≤
∑
S1,ω
(
D −K
i
) ∑
XS1c,ω
Q(XS1c,ω)
pω(Y ,XS1,ω |XS1c,ω)s
p1(Y ,XS1,ω |XS1,ωc )s

ρ
(A.6)
≤
(
D −K
i
)ρ ∑
S1,ω
 ∑
XS1c,ω
Q(XS1c,ω)
pω(Y ,XS1,ω |XS1c,ω)s
p1(Y ,XS1,ω |XS1,ωc )s

ρ
, (A.7)
which holds for all s > 0, 0 ≤ ρ ≤ 1. Inequality (A.5) follows from the fact that
P (Ei|XS1 ,Y ) ≤ 1. Consequently, if U is an upper bound of this probability then
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it follows that, P (Ei|XS1 ,Y ) ≤ Uρ for ρ ∈ [0, 1]. Inequality (A.6) follows from
symmetry, namely, the inner summation is only dependent on the values of XS1c,ω and
not on the items in the set S1c,ω. There are exactly
(
D−K
i
)
possible sets S1c,ω hence the
binomial expression. Note that the sum over S1,ω cannot be further simplified. This
is due to the fact that XS1,ω is already specified since we have conditioned on XS1 .
Since XS1 is fixed, the inner sum need not be equal for all sets S1,ω, ω ∈ Ai. Finally,
(A.7) follows from standard observation that the sum of positive numbers raised to
ρ-th power for ρ < 1 is smaller than the sum of the ρ-th power of each number.
We now substitute for the conditional error probability derived above and follow
the steps below:
P (Ei) =
∑
XS1
∑
Y
p1(XS1 ,Y )P (Ei|XS1 ,Y , S1)
≤
(
D −K
i
)ρ ∑
S1,ω
∑
Y
∑
XS1
p1(XS1 ,Y )
 ∑
XS1c,ω
Q(XS1c,ω)
pω(Y ,XS1,ω |XS1c,ω)s
p1(Y ,XS1,ω |XS1,ωc )s

ρ
Due to symmetry, the summation over sets S1,ω does not depend on ω. Since there
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are
(
K
K−i
)
sets S1,ω we get,
P (Ei) ≤
(
D −K
i
)ρ(
K
i
)∑
Y
∑
XS1
p1(XS1 ,Y ) ∑
XS1c,ω
Q(XS1c,ω)
pω(Y ,XS1,ω |XS1c,ω)s
p1(Y ,XS1,ω |XS1,ωc )s

ρ
≤
(
D −K
i
)ρ(
K
i
)∑
Y
∑
XS1,ωc
∑
XS1,ω
Q(XS1,ωc )p1(XS1,ω ,Y |XS1,ωc )
 ∑
XS1c,ω
Q(XS1c,ω)
pω(Y ,XS1,ω |XS1c,ω)s
p1(Y ,XS1,ω |XS1,ωc )s

ρ
=
(
D −K
i
)ρ(
K
i
)∑
Y
∑
XS1,ωc
∑
XS1,ω
Q(XS1,ωc )p
1−sρ
1 (XS1,ω ,Y |XS1,ωc )
 ∑
XS1c,ω
Q(XS1c,ω)pω(Y ,XS1,ω |XS1c,ω)s

ρ
=
(
D −K
i
)ρ(
K
i
)∑
Y
∑
XS1,ω
 ∑
XS1,ωc
Q(XS1,ωc )p
1
1+ρ
1 (XS1,ω ,Y |XS1,ωc )

1+ρ
(A.8)
=
(
D −K
i
)ρ(
K
i
)∑
Y
∑
XS1,ω
 ∑
XS1,ωc
Q(XS1,ωc )p
1
1+ρ
1 (XS1,ω , Y | XS1,ωc )

N(1+ρ)
(A.9)
where the second to last step follows by noting that from symmetry XS1c,ω is just
a dummy variable and can be replaced by XS1,ωc . The last step follows due to
independence of (X, Y ) pairs across N samples1. Due to symmetry, we can also
replace sets S1,ω and S1,ωc with any two sets partitioning S to i and K − i variables,
such as (S \ S˜, S˜).
1Note that we are not considering the existence of a latent observation variable βS in this setting.
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A.2 First derivative of the error exponent and mutual infor-
mation
We compute the first derivative of the error exponent Eo(ρ, b) at ρ = 0. We use
notation for discrete variables and observations, i.e. sums, however the expressions
are valid for continuous models if the sums are replaced by the appropriate integrals
arising in the mutual information definition for continuous variables. Let f(ρ) =∑
XS\S˜ Q(XS\S˜)p(Y,XS˜|XS\S˜, b)
1
1+ρ , where we omit the dependence of f on XS˜, Y and
b. Then note that Eo(ρ, b) = − log
(∑
Y,XS˜
f(ρ)1+ρ
)
. For the derivative w.r.t. ρ we
then have
∂Eo(ρ, b)
∂ρ
= −
∑
Y,XS˜
d
dρ
f(ρ)1+ρ∑
Y,XS˜
f(ρ)1+ρ = −
∑
Y,XS˜
(1 + ρ)f(ρ)ρ df(ρ)
dρ
+ f(ρ)1+ρ log f(ρ)∑
Y,XS˜
f(ρ)1+ρ .
Henceforth, we only consider the numerator since the denominator is obviously equal
to 1 at ρ = 0. For the derivative of f(ρ) we have
df(ρ)
dρ
= −
∑
XS\S˜ Q(XS\S˜)p(Y,XS˜|XS\S˜, b)
1
1+ρ log p(Y,XS˜|XS\S˜, b)
(1 + ρ)2 ,
therefore
df(ρ)
dρ
∣∣∣∣
ρ=0
= − ∑
XS\S˜
Q(XS\S˜)p(Y,XS˜|XS\S˜, b) log p(Y,XS˜|XS\S˜, b).
For the second term, we have
f(0) log f(0) = p(Y,XS˜|b) log p(Y,XS˜|b)
=
∑
XS\S˜
Q(XS\S˜)p(Y,XS˜|XS\S˜, b) log p(Y,XS˜|b),
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and using the independence of XS\S˜ and XS˜ in the last equality, we can rewrite the
numerator as
∑
Y,XS˜
∑
XS\S˜
Q(XS\S˜)p(Y,XS˜|XS\S˜, b)
(
log p(Y,XS˜|XS\S˜, b)− log p(Y,XS˜|b)
)
=
∑
Y,XS\S˜ ,XS˜
p(Y,XS\S˜, XS˜|b) log
p(Y |XS\S˜, XS˜, b)
p(Y |XS˜, b)
= I(XS\S˜;Y |XS˜, βS = b, S) = IS˜(b). (A.10)
A.3 Proof of Theorem 3.7.2
We first distinguish between two scaling regimes, namely K = O(logD) and K =
ω(logD). For the first regime, we remark that H 1
2
(βS) = O(K) is always asymptoti-
cally dominated by log
(
D−K
K−|S˜|
)
, thus the condition (3.47) in Theorem 3.7.1 reduces to
(3.48) in Theorem 3.7.2. This implies that we are able to obtain exact recovery, i.e.
limD→∞ P (E) = 0 in the setup considered in Theorem 3.7.2 if K = O(logD). Thus
in the rest of the proof we deal with the case K = ω(logD).
Consider a sequence of numbers αD ∈ (0, 1), representing the fraction of errors in
the support that we would like to allow for each D. Define the corresponding sequence
of error events EαD , where each EαD is the event that the recovered set has more than
αDK errors, i.e., |S \ SˆD(X,Y )| > (1−αD)K. We assume for notational convenience
that αDK correspond to integers.
From the end of proof of Theorem 3.7.1, we have that for N satisfying condition
(3.47),
KP (Ei) ≤ exp (−c′AD) ≤ c 1(D−K
i
) ,
for constants c, c′. Since we have P (EαD) ≤
∑K
i=αDK+1 P (Ei), it then follows that
P (EαD) ≤ (1− αD)K maxi=αDK+1,...,K P (Ei) ≤ c
1(
D−K
αDK
) .
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Let αD = 1log logD . For this αD and i ≥ αDK+1, we have log
(
D−K
K−|S˜|
)
= log
(
D−K
i
)
=
log
(
D−K
K/ log logD
)
= Θ
(
K
log logD log
(
D log logD
K
))
= Ω(K) since K = O(D/ logD). Thus
for this choice of αD we again have that H 1
2
= O(K) is asymptotically dominated by
log
(
D−K
K−|S˜|
)
. This implies that the above bound on P (EαD) can be achieved with the
condition (3.48) on N rather than (3.47).
Investigating the upper bound on the error probability for this choice of αD =
1
log logD , we have
P (EαD) ≤ c
1(
D−K
αDK
) = Θ
( K
D log logD
) K
log logD
 = O(D−(1+q)).
for some constant q > 0. To see that the last equivalence holds, take the − log
of both sides, where for the left-hand side we have Θ
(
K
log logD log
(
D log logD
K
))
. If
we show that this term is lower bounded by c′ + (1 + q) logD for any constant
c′ it implies that the equivalence holds. Using the fact that K = ω(logD), we
can first lower bound this term by C logDlog logD log
(
D log logD
K
)
for any (arbitrarily large)
constant C. Then, since K = O(D/ logD) we can again lower bound the term by
C logD
log logD log (logD log logD) =
C logD
log logD (log logD+log log logD) ≥ (1+q) logD, proving
the equivalence.
With this scaling on P (EαD), we then have that
∑∞
D=1 P (EαD) ≤ ∞ and it follows
from the Borel-Cantelli lemma that Pr[lim supD→∞EαD ] = 0. Writing the lim sup
explicitly, we have
lim sup
D→∞
EαD =
∞⋃
D=1
∞⋂
M≥D
EαM =
{
∀D, ∃M ≥ D s.t. |S \ SˆM(X,Y )|
K
≥ αM
}
,
thus with probability one lim supD→∞ |S\SˆD(X,Y )|K = 0 and the theorem follows.
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A.4 Proof of Theorem 4.1.1
The proof is a straightforward application of Markov’s inequality. We first note that
the products in the left hand side of both probability terms, i.e. ∏Nn=1 Q(X(n)(i) ,X(n)(j) )Q(X(n)(i) )Q(X(n)(j) )
and ∏Nn=1 Q(X(n)(i) )Q(X(n)(j) )Q(X(n)(i) ,X(n)(j) ) are always nonnegative, which enables us to use Markov’s
inequality. For (4.3), defining Vn =
Q(X(n)(i) ,X
(n)
(j) )
Q(X(n)(i) )Q(X
(n)
(j) )
and noting Vn are distributed IID
across n,
Pr
[
N∏
n=1
Vn > 2N(1+)I(X(i);X(j))
]
< E
( N∏
n=1
Vn
)η 2−ηN(1+)I(X(i);X(j)) (A.11)
= E [V η]N 2−ηN(1+)I(X(i);X(j)) (A.12)
=
 ∑
xi∈X i
xj∈X j
Q(xi, xj)
(
Q(xi, xj)
Q(xi)Q(xj)
)η
N
2−ηN(1+)I(X(i);X(j)) (A.13)
= 2
−N
η(1+)I(X(i);X(j))−log
∑
xi∈X i
xj∈X j
Q(xi,xj)
(
Q(xi,xj)
Q(xi)Q(xj)
)η
(A.14)
The proof of (4.5) proceeds in exactly the same way by choosing Vn =
Q(X(n)(i) )Q(X
(n)
(j) )
Q(X(n)(i) ,X
(n)
(j) )
.
A.5 Sparse linear regression error exponent analysis
We compute the error exponent ED(ρ, b) similar to (Aksoylar and Saligrama, 2014b),
where b = (b1, b2) and (b1, b2) = (bS1 , bS2) where |S2| = K − i and S1 = S \ S2. We
use this computation to show that the regularity conditions (RC1-2) hold for Theorem
3.7.1 and prove Lemma 5.1.1.
We can write
ED(ρ, b) = − log
∫
Y
EXS2
[
EXS1
[
p(Y |XS, b)
1
1+ρ
]1+ρ]
dY

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and below we compute the inner expectation over XS1 .
∫
XS1
P (XS1)p(Y |XS1 , XS2 , b)
1
1+ρ dXS1
=
∫
Ri
N
(
x; 0, σ2xIi
)
N
(
y − x>b1 − x>2 b2; 0, σ2w
) 1
1+ρ dx (A.15)
=
(
1√
2piA
)i ( 1
σw
√
2pi
) 1
1+ρ ∫
Ri
exp
(
−x
>x
2A
)
exp
(
−(y − x
>b1 − x>2 b2)2
2B
)
dx
(A.16)
=
(
1√
2piA
)i ( 1
σw
√
2pi
) 1
1+ρ ∫
Ri
exp
(
−x
>x
2A −
(x>b1 + C)2
2B
)
dx (A.17)
=
(
1√
2piA
)i ( 1
σw
√
2pi
) 1
1+ρ
∫
Ri
exp
(
−12(x+ (BD)
−1ACb1)>
D
A
(x+ (BD)−1ACb1)
)
exp
(
−C
2
2E
)
dx
where A = σ2x, B = σ2w(1 + ρ), C = x>2 b2 − y, D = Ii + AB b1b>1 and E = B1−A
B
b>1 D−1b1
.
Then taking the integral, some terms on the left cancel and we have
∫
XS1
P (XS1)p(Y |XS1 , XS2 , βS)
1
1+ρ dXS1 =
(
1
σw
√
2pi
) 1
1+ρ 1√
|D|
exp
(
−C
2
2E
)
. (A.18)
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Writing the second integral that is over XS2 , we then have
∫
XS2
P (XS2)
 ∫
XS1
P (XS1)p(Y |XS1 , XS2 , βS)
1
1+ρ dXS1

1+ρ
dXS2
=
√
1
σ2w2pi
1√
|D|(1+ρ)
∫
RK−i
N (x; 0, AIK−i) exp
(
−(x
>b2 − y)2
2E ′
)
dx (A.19)
=
√
1
σ2w2pi
1√
|D|(1+ρ)
(
1√
2piA
)K−i ∫
RK−i
exp
(
−x
>x
2A −
(x>b2 − y)2
2E ′
)
dx (A.20)
=
√
1
σ2w2pi
1√
|D|(1+ρ)
(
1√
2piA
)K−i
∫
RK−i
exp
(
−12(x− y(E
′G)−1Ab2)>
G
A
(x− y(E ′G)−1Ab2)
)
exp
(
− y
2
2H
)
dx
(A.21)
where E ′ = E1+ρ , G = 1 +
A
E′ b2b
>
2 and H = E
′
1− A
E′ b
>
2 G
−1b2
. Again, evaluating the integral,
we obtain
∫
XS2
P (XS2)
 ∫
XS1
P (XS1)p(Y |XS1 , XS2 , βS)
1
1+ρ dXS1

1+ρ
dXS2
= 1
σw
√
2pi
1√
|D|(1+ρ)
1√
|G|
exp
(
− y
2
2H
)
. (A.22)
Integrating the above expression w.r.t. Y = y, we see that
∫
Y
∫
XS2
P (XS2)
 ∫
XS1
P (XS1)p(Y |XS1 , XS2 , βS)
1
1+ρ dXS1

1+ρ
dXS2 dY
= 1
σw
√
|D|(1+ρ)
√
H
|G| . (A.23)
By the matrix determinant lemma, we have |D| = 1 + A
B
b>1 b1 and by the Sherman-
Morrison formula, D−1 = Ii − b1b
>
1
B
A
+b>1 b1
. Similarly, |G| = 1 + A
E′ b
>
2 b2 and G−1 =
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Ii − b2b
>
2
E′
A
+b>2 b2
. By plugging in these expressions, we can then see that E ′ = B|D|1+ρ and
H = E ′|G|. We simplify the above expression to obtain
1
σw
√
|D|(1+ρ)
√
H
|G| =
1
σw
√
|D|(1+ρ)
√
B|D|
1 + ρ =
 1√
|D|
ρ = (1 + σ2xb>1 b1(1 + ρ)σ2w
)−ρ/2
.
(A.24)
and therefore letting CD = iσ
2
x
σ2w
and s = ‖b1‖2
i
, we have
ED(ρ, b) = ED(ρ, s) =
ρ
2 log
(
1 + CDs1 + ρ
)
. (A.25)
From above, it is now obvious that (RC1) is satisfied since s ∈ C = [bmin, bmax],
which is a finite interval independent of D. It also follows from straightforward algebra
that
FD(ρ, s) =
log
(
1 + CDs1+ρ
)
− ρ(1+ρ)2 CDs1+CDs1+ρ
log(1 + CDs)
.
We assume CD is monotonic with D and consider three cases for the limit F∞(ρ, s):
CD → 0, CD → ∞ or CD = c. In the first case we have F∞(ρ, s) = 1(1+ρ)2 and
in the second case F∞(ρ, s) = 1. In all three cases it is obvious that F∞(ρ, s) is
continuous in ρ for all s. To prove uniform convergence in s, we claim that FD(ρ, s)
is a monotonically non-decreasing or non-increasing sequence for each ρ and s. For
the first case, for large enough D we observe that FD(ρ, s) ≈
CDs
1+ρ −
ρCDs
(1+ρ)(1+ρ+CDs)
CDs
=
1+CDs
(1+ρ)(1+ρ+CDs) , which is monotone in D. For the second case, for large enough D
FD(ρ, s) ≈ log(CDs)−log(1+ρ)−
ρ
1+ρ
log(CDs) = 1− 1(1+ρ)CDs , which is also monotone in D. For the
third case FD(ρ, s) is constant w.r.t. D and thus also monotone. Then by Dini’s
Theorem we have that FD(ρ, s) converges uniformly in s, proving that (RC2) holds.
Replacing ED(ρ, b) in Lemma 3.6.2 with (A.25) and using Lemma 3.6.1, we see
that Lemma 5.1.1 follows by considering the case ρ = 1.
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A.6 Correlated columns error exponent analysis
The computation of the error exponent ED(ρ, b) for the correlated columns case follows
similar to the analysis in Section A.5 for the IID sensing matrix. Note that a similar
version of this analysis is present in (Aksoylar and Saligrama, 2014b) for bounding
E¯θD(ρ) instead. We also use δ instead of ρ to denote the correlation coefficient between
Xk, since it can be confused with the ρ that is the parameter of the error exponent.
We follow the analysis in Section A.5 noting the differences.
We define the error exponent ED(ρ, b) for conditionally IID variables,
− log
Eµ
∫
Y
∫
XS2
P (XS2|µ)
 ∫
XS1
P (XS1 |µ)p(Y |XS, b)
1
1+ρ dXS1

1+ρ
dXS2 dY

 ,
where |S2| = K − i and S1 = S \ S2, b = (b1, b2) = (bS1 , bS2). This definition leads to
a lower bound on E¯D(ρ) (as defined in (4.16)) similar to Lemma 3.6.2.
We start by analyzing the inner integral
∫
XS1
P (XS1|µ)p(Y |XS, b)
1
1+ρ dXS1 for given
µ, Y = y and XS2 = x2. We have that P (XS1 = x|µ) = N (x;µ1i, (1 − δ)Ii) and
p(Y |XS, b) is as in Section A.5. Then, we can follow the equalities (A.15)–(A.17)
where A is replaced by Aδ = (1− δ)σ2x and C is replaced by Cµ = x>2 b2 + µ1>i b1 − y.
Then as in (A.18), we have that
∫
XS1
P (XS1 |µ)p(Y |XS, b)
1
1+ρ dXS1 =
(
1
σw
√
2pi
) 1
1+ρ 1√
|Dδ|
exp
(
− C
2
µ
2Eδ
)
,
with Dδ = Ii + AδB b1b
>
1 and Eδ = B1−Aδ
B
b>1 D
−1
δ
b1
.
For the second integral over XS2 , we similarly have that P (XS2 = x|µ) =
N (x;µ1K−i, (1 − δ)IK−i). Following equations (A.19)–(A.21) we observe that E ′
is replaced with E ′δ = Eδ1+ρ , G is replaced with Gδ = 1 +
Aδ
E′
δ
b2b
>
2 , H is replaced with
Hδ = E
′
δ
1−Aδ
E′
δ
b>2 G
−1
δ
b2
and y is replaced with Fµ = y − µ1Kb. Evaluating the integral, we
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obtain the analogue of (A.22),
∫
XS2
P (XS2|µ)
 ∫
XS1
P (XS1|µ)p(Y |XS1 , XS2 , βS)
1
1+ρ dXS1

1+ρ
dXS2
= 1
σw
√
2pi
1√
|Dδ|
(1+ρ)
1√
|Gδ|
exp
(
− F
2
µ
2Hδ
)
.
Integrating the above expression w.r.t. Y = y, we observe that the result is
independent of µ and we obtain the analogue of (A.23),
Eµ
∫
Y
∫
XS2
P (XS2|µ)
 ∫
XS1
P (XS1|µ)p(Y |XS, b)
1
1+ρ dXS1

1+ρ
dXS2 dY

= 1
σw
√
|Dδ|
(1+ρ)
Hδ
|Gδ| .
Following the simplifications after (A.23) we see that above quantity is equal to(
1√
|Dδ|
)ρ
and thus we have ED(ρ, b) = ρ2 log
(
1 + (1− δ) b>1 b1σ2x
N(1+ρ)
)
. Evaluating ED(ρ, b)
at ρ = 1 and noting the infimum over b gives b>1 b1 = ibmin, Lemma 5.1.2 follows.
A.7 Sparse linear regression with noisy data analysis
We derive a lower bound on the error exponent ED(ρ, b) similar to the analysis in
Section A.5. The rest of the proof then follows as in Section A.5. We first need
to compute the expression for the observation model p(Y |ZS), given p(Y |XS) and
P (ZS|XS). Note that we can write
p(Y |ZS) =
∫
RK
p(Y |XS)P (XS|ZS) dXS.
The first term is given by N (y − x>b; 0, σ2w) as before, for Y = y and XS = x. Let
α = 11+ν , then using the conditional probability of jointly Gaussian random vectors,
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we have
P (XS = x|ZS = z) = N
(
x;αz, σ2x(1− α)IK
)
.
Since the calculations to compute the above integral become very cumbersome for
integration over the vector XS, we analyze the special case of b =
√
bmin1K , s1K in
which case we can reduce the variables XS to x ,
∑
XS and ZS to z ,
∑
ZS. Then
we can write
p
(
Y = y
∣∣∣∣∑ZS = z, βS = s1K)
=
∫
R
N (y − sx; 0, σ2w)N
(
x;αz, σ2x(1− α)K
)
dx
= 12pi
√
1
AB
∫
R
exp
(
−(x− C)
2
2A
)
exp
(
−(y − sx)
2
2B
)
dx
= 12pi
√
1
AB
∫
R
exp
(
−(x−G)
2
2 AB
As2+B
)
exp
(
− (y − sC)
2
2(As2 +B)
)
dx
= 12pi
√
1
AB
exp
(
− (y − sC)
2
2(As2 +B)
)√
2piAB
As2 +B
=
√
1
2pi(As2 +B) exp
(
− (y − sC)
2
2(As2 +B)
)
= N
(
y − αsz; 0, σ2w + (1− α)σ2xKs2
)
,
where A = (1− α)σ2xK, B = σ2w, C = αz and G = Asy+BC√As2+B . Converting the derived
distribution back to the multivariate case, we can argue that
p(Y = y|ZS = z, βS = b) = N
(
y − αz>b; 0, σ2w + (1− α)σ2xb>b
)
.
We remark a few differences compared to p(Y |XS) in Section A.5: (1) the noise
variance is modified from σ2w to σ2w+(1−α)σ2xb>b and (2) the term x>b is replaced with
αz>b. We can account for difference (1) by simply considering a modified noise variance
σ2w. Thus the only effect it will have is that the B term in Section A.5 is replaced
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with Bν = (1 + ρ)(σ2w + (1− α)σ2xb>b) (and other variables depending on B depend
on Bν instead). Accounting for difference (2) is also easy: Since p(Y |ZS, βS = b) is
the only term in the error exponent that depends on b (except for Bν) we can replace
wherever we see b with bν = αb (except in Bν).
Finally, we note that P (ZS) is different than P (XS) in that its variance is (1+ν)σ2x
instead of σ2x. This modifies the A = σ2x term in Section A.5 to Aν = (1 + ν)σ2x. With
the above modifications and following the analysis in Section A.5 we can write the
error exponent at ρ = 1 to be
ED(1, b) ≥ 12 log
(
1 + Aν
Bν
b
′>
1 b
′
1
)
= 12 log
(
1 + (1 + ν)σ
2
x
2(σ2w + (1− α)σ2xKbmin)
α2ibmin
)
= 12 log
(
1 + σ
2
xibmin
2(1 + ν)(σ2w + ν1+νσ2xKbmin)
)
,
proving the bound.
Given the upper bound on P (E), we now derive the upper bound on the number
of measurements. For the setup of (Wang et al., 2010; Rahnama Rad, 2011), we have
σ2x = σ2w = 1 and we set bmin = c/K. Then we have ξ = 1 + c ν1+ν and the lower
bound for the error exponent 12 log
(
1 + 11+ν
ci
2K(1+c ν1+ν )
)
= 12 log
(
1 + 11+(c+1)ν
ci
2K
)
, from
which the sample complexity bound follows by noting that the chosen N ensures that
P (E)→ 0.
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