In the absence of definite information about the problem to be considered, it is difficult to obtain an estimate of the total number of iterations required for the last five methods. 
is exact for all polynomials of degree ^ 2n -2 then the coefficients At(i = 1,2, • • • , n) are all positive.
Here the x{ are assumed to be real numbers. The usual method for proving this theorem is to obtain the following representation for the A¡ :
where co(a;) = (x -Xi)(x -x2) • • -{x -xn). If w(x) changes sign then this representation still holds, but in general we are not able to determine from it how many of the Ai are positive and how many negative.
In Theorem 2 below we give a method for determining the number of positive and negative At in (1) for a more general weight function.
In the remainder of this note we assume that w(x) is any function for which the moments If Cn is congruent to a diagonal matrix with p positive and q negative diagonal elements then there is a nonsingular n X n matrix B for which BTCnB is a diagonal matrix of the stated form. Since (XnB)TDn(XnB) = BTCnB License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use then Dn is also congruent to a diagonal matrix of the stated form. From the law of inertia ([1], p. 296-298) D" also has p positive and q negative elements and the proof is complete.
From this result Theorem 1 follows as a corollary since, if w(x) is nonnegative, Cn is positive definite and therefore congruent to a diagonal matrix with n positive elements.
As a simple example consider a 2-point quadrature formula of the form
For this weight function the monomial integrals are c0 = 1, Ci = 0, c2 = -1/2» a = 0. There are no real values of Xi, x2 for which (3) can be made exact for f(x) = 1, x, x , x . There are, however, an infinity of such formulas with real X\, x2 which are exact for f(x) = 1, x, x2 and Theorem 2 still applies. One such formula is %l = 2 X2 = \ Ax = 2 A2 = -1.
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