Abstract. Analysis of frequent trilateration observations from the two-color electronic distance measuring networks in California demonstrate that the noise power spectra are dominated by white noise at higher frequencies and power law behavior at lower frequencies. In contrast, Earth scientists typically have assumed that only white noise is present in a geodetic time series, since a combination of infrequent measurements and low precision usually preclude identifying the time-correlated signature in such data. After removing a linear trend from the two-color data, it becomes evident that there are primarily two recognizable types of time-correlated noise present in the residuals. The first type is a seasonal variation in displacement which is probably a result of measuring to shallow surface monuments installed in clayey soil which responds to seasonally occurring rainfall; this noise is significant only for a small fraction of the sites analyzed. The second type of correlated noise becomes evident only after spectral analysis of line length changes and shows a functional relation at long periods between power and frequency of 1/f •, where f is frequency and a • 2. With a = 2, this type of correlated noise is termed random-walk noise, and its source is mainly thought to be small random motions of geodetic monuments with respect to the Earth's crust, though other sources are possible. Because the line length changes in the two-color networks are measured at irregular intervals, power spectral techniques cannot reliably estimate the level of 1/f • noise. Rather, we also use here a maximum likelihood estimation technique which assumes that there are only two sources of noise in the residual time series (white noise and randomwalk noise) and estimates the amount of each. From this analysis we find that the random-walk noise level averages about 1.3 mm/X/yr and that our estimates of the white noise component confirm theoretical limitations of the measurement technique. In addition, the seasonal noise can be as large as 3 mm in amplitude but typically is less than 0.5 mm. Because of the presence of random-walk noise in these time series, modeling and interpretation of the geodetic data must account for this source of error. By way of example we show that estimating the time-varying strain tensor (a form of spatial averaging) from geodetic data having both random-walk and white noise error components results in seemingly significant variations in the rate of strain accumulation; spatial averaging does reduce the size of both noise components but not their relative influence on the resulting strain accumulation model.
Introduction
Although geodetic measurements are a standard geophysical technique to measure crustal deformation, only recently have we begun to appreciate that noise associated with the instability of geodetic monuments can significantly affect the interpretation of these measurements [Johnson and Wyatt, 1994 ; Johnson and Agnew, 1995] . The usual assumption is that successive geodetic measurements are statistically independent [e.g., Agnew, 1987] , which has led some researchers [e.g., Langbein et al., 1982; Castle et al., 1976; Mark et al., 1981 ] to document time-dependent deformation. In contrast, other attempts to detect possible time-dependent deformation from geodetic works in southern California along the San Andreas fault system, show that strain rates are small (0.2 ppm/yr, or 1.0 mm/yr for a 5-km-long baseline) and that these rates appear to be steady in time [Savage and Lisowski, 1995a, c; Savage, 1995] . Although further from the concept of zero strain rate, we also analyze data from two additional networks, at Parkfield and Long Valley (Figure 1) , where the deformation rate is more than a factor of 10 larger than at Pearblossom. In addition, both surface and borehole strain meter data exist that can be used to place bounds on the amount of noise associated with surface monuments (since the borehole instruments define the upper limit of Earth strain noise [Johnston, 1991] ).
Many studies of the precision of trilateration and GPS data [Savage and Prescott, 1973 The data include measurements of line length changes made to a variety of geodetic monuments including those consisting of a steel rod driven to refusal at a depth greater than 1.5 m, tablets glued to outcrop, and a newly designed monument that is braced and anchored to approximately 10 m depth [Langbein et al., 1995a ]. There is not yet enough data (particularly for the braced monuments) for us to distinguish between the performance of the different types of monuments.
The data analyzed here are very precise measurements of distance made using a two-color EDM whose precision is better than 1 mm for baseline lengths of less than 10 km. Although time series of daily position measurements from GPS exist, as discussed, for example, by King et al. [1995] , these measurements are currently about a factor of 3 less precise than the two-color measurements, and their time series are relatively short. In the future these GPS data will provide another means to measure monument instabilities. Thus the high precision of the two-color data, due to its inherent precision and relatively short baselines, along with frequent measurements and long history, make this data set best suited to detect and quantify the correlated noise from geodetic monuments.
The first method we use to examine the frequency dependence in the two-color data is the power spectral density (PSD) of line length changes. These PSD are characterized by two major components, a 1/f • component at long periods, where a = 2, and a frequency-independent component at short periods. The amount of short-period noise (white noise) has been used by Langbein et al. [1987] to measure the instrument precision of the two-color EDM. That report covered only 15 months of frequent measurements, which is not long enough to accurately detect the existence of 1/f" noise in the data. There are now over 10 years of frequent measurements for the net- with respect to both the instrument and the random-walk noise parameters. Importantly, this method does not require regularly sampled observations and overcomes many limitations of the PSD technique.
We first describe the data from the three two-color EDM networks. Then, the power spectral and M estimator techniques are discussed. Both methods are tested with simulated two-color data having known amounts of random-walk noise and white noise. The results of these tests show that the M estimator technique provides accurate estimates for each noise component, and the statistical distribution of the estimates from the simulated data provide a measure of the uncertainty in these estimates. The noise estimates from the power spectral method, however, are not as reliable and are susceptible to problems because of their irregular sampling. In addition, we compare our estimates of random-walk monument noise with other displacement measurements on short baselines of less than 10 m in length, including creep meters and strain meters. Finally, the effect of random-walk noise on estimating strain changes from a suite of baselines will be established.
Data
The line length measurements used here are two-color EDM measurements from three networks in California (Figure 1) : Pearblossom, Parkfield, and Long Valley. Two of these networks, Pearblossom and Parkfield, have been used to measure strain accumulation and slip on the San Andreas fault. The Pearblossom network is located within the "locked" portion of the San Andreas fault and records very little displacement [Langbein et al., 1982] . On the other hand, the Parkfield network is located at the transition of the locked and creeping regions of the San Andreas fault, and accordingly, several baselines show large displacements of about 1 cm/yr because of fault slip [Langbein et al., 1990] . The network at Long Valley responds primarily to deformation from inflation of a caldera that is located just east of Yosemite National Park [Langbein et al., 1993b [Langbein et al., , 1995b ; several of these baselines show displacements as large as 2.5 cm/yr. Prior to estimating the noise sources in each time series, several preliminary steps are necessary which are summarized below. For all baselines a secular rate and seasonal variation are first removed by least squares fitting of a linear function plus a 365-day sinusoid to the observations. Other parameters, outlined below, are also fit to the data and removed simultaneously with the secular and seasonal components. The seasonal amplitude, which has been previously identified in the Parkfield data by Langbein et al. [1990] , will be discussed later when it is compared to the random-walk estimates of monument noise. 
Pearblossom
Line length changes from 15 years of observation with the two-color EDM are shown in Figure 2 for the Pearblossom network. Initially, measurements were made frequently, averaging several times per week for 4 years, but more recently, the sampling frequency has been reduced to once every 3 or 4 months. Because of the infrequent measurements, each baseline is observed at least twice per network occupation to minimize the possibility of blunders in the measurements. For this particular network, three different central monuments at Holcomb have been used over the period of the measurements. Initial measurements, which have been described by Langbein et al. [1982, 1987] , were made using an observatory-based instrument. Simultaneous measurements of line length were made periodically over 6 months in 1983 using a portable, two-color instrument set up over a second, nearby monument on Holcomb. After the observatory instrument was moved to Parkfield, the portable instrument was used on any of the three monuments on Holcomb. The offset in distance caused by using different monuments is readily constrained using these simultaneous observations. In addition to using different instruments and different monuments, several of the reflector monuments have also changed over time. Fortunately, except for a single case of vandalism at Ward in 1989, there have been simultaneous measurements to neighboring reflector monuments so that the displacement history is kept intact. In addition to the secular motion due to strain accumulation, the only known tectonic signal came from the M 7.2 Landers earthquake in June 1992; these two-color measurements were used along with other geodetic measurements by Hudnut et al.
[1994] to model this earthquake. In the end, along with the parameters for the coseismic offset, secular rate, and seasonal amplitude, the offsets from using a variety of instruments and monuments were estimated simultaneously by least squares; this could include as many as a dozen unknown parameters. The standard deviations of the residuals range from 0.7 mm for a 3-kin-long baseline to 1.5 mm for an 8-km line. These standard deviations are derived from 15 years of observations and are small by geodetic standards, but they are still a factor of 2 greater than the precision of the two-color technique based upon physical and engineering constraints [Slater and Huggett, 1976] and other analyses of the data [Langbein et al., 1987] .
Because this network is radial (as are the other two considered in this study), it is possible to estimate the change in position of the central monument as a function of time. This is done by parameterizing the line length change for each baseline into two orthogonal components representing the horizontal displacement of the central monument. Thus the position change of the central monument is relative to the centroid of the network. By using the time-dependent formulation of Langbein [1989] , the estimate of displacement with time is computed, and this result is shown in Figure 2 suggested that these seasonal variations are due to swelling and desiccation of the clayey soil from the seasonal rainfall found in this part of California. In addition, Langbein et al. [1990] observed that there was significant, nontectonic motion of the central monument at Carr. Because Carr is located within 100 m of the active, creeping San Andreas fault trace, it is not possible to distinguish the nontectonic, fault-parallel displacement from the signal due to dextra! fault slip. However, the fault-normal displacement of Carr is easy to resolve and shows a strong, 2-mm-amplitude seasonal signal. Data reduction prior to estimating the noise components consists of first removing the secular rate from each baseline. Then, using the residual line length changes from those baselines with small correlation between pier tilt and line length changes (Table 1) 
Spectral Estimates
Spectral analysis of a time series is the traditional method used to determine the underlying character of the observations provided that the data are sampled at regular intervals and that the number of measurements is large enough so that averaging the PSDs of subsections of the series will result in robust estimates of the power levels. Although the measurements of the three two-color networks span enough time for averaging ?Both pier and baseline line length displacements have had secular trends removed prior to regression.
to be effective, the data are not sampled at regular intervals, and substantial gaps exist. If the data gaps are not too long and the sampling rate of the data is fairly constant, interpolation can be used to fill the gaps prior to estimating the PSD. However, simulations of our geodetic data, with their irregular sampling, show that while power spectral techniques can demonstrate the existence of time correlation, they can only provide a rough estimate of the power level of this type of noise.
Where there are gaps in a time series, we average the existing measurements over a 15-to 35-day period spanning the missing datum and use the average as the missing observation. In addition, white noise was added to this interpolate. The amount of white noise is determined by computing the standard deviation of the residuals after fitting a running mean to the entire time series with a window length of betw•een 2 and 4 days. After removing the running mean from the data (which is just a simple form of high-pass filtering), the remaining noise is presumably that caused by the measurement system itself. In fact, the standard deviation of these residuals closely matches the presumed value of instrumental noise characterized as ((0.12 x 10-6 X L) 2 q_ 0. Table 2 .
The results in Table 2 Table 2 . It is not surprising that the interpolation processing does not have an effect on these estimates since the interpolated data are drawn from a Gaussian distribution that is based on the a priori instrument error.
M Estimates
Estimating the random-walk and white noise components using the maximum likelihood estimator requires maximizing the probability function by adjusting the data covariance. Thus using a least squares formulation [Menke, 1984] .
The results of computing estimates of the white and random-walk components of noise from synthetic data are summarized in Table 3 . The synthetic data have been created by the same method used to test the spectral method in the previous section. The results clearly demonstrate that the M estimator yields an accurate measure of both noise components within the precision shown in Table 3 . In contrast, the spectral method yielded significantly biased estimates for data with irregular sampling. Computationally, the M estimator method is considerably slower than the spectral method.
In addition, the M estimator technique is especially sensitive in distinguishing between data that is pure white noise and data that includes time-correlated noise. For instance, using simulated data consisting of only white noise and then estimating the levels of both the white and random-walk components yielded 0.000 +_ 0.001 mm/X/yr for the estimate of the random- sonal cycle and not also its phase. In Table 3 The source of the length-dependent term is unknown at this time but could be due to unmod½led tectonic processes or to some part of the instrument's error budget that has a time dependence; we do not propose that this length-dependence is due to monument instability. With respect to a time-dependent source in the instrument precision the most likely source is the psychrometer used to measure the partial pressure of water in the atmosphere. For the two-color EDM technique the measurement of the water vapor is the most critical parameter needed to achieve the best precision [Slater and Huggett, 1976; Langbein et al., 1987] , and possible drift in the thermometers along with changing the psychrometer over time could contribute to the length-dependent term for the random-walk noise.
The correlation between the random-walk noise and the amplitude of seasonal displacement of the baseline data is summarized in Figure 8 . The chief observation from this analysis is that those monuments which exhibit a large, seasonal amplitude tend also to have a large component of randomwalk noise. However, the converse is not necessarily true; those monuments with large random-walk components do not always exhibit a large seasonal signal. This behavior can be understood by realizing that the frequency content of a random-walk and a yearly signal overlap and that energy from one noise source can leak into the other during the estimation process. As discussed previously, we remove a several-parameter model from each raw line length time series to produce the residuals which are then analyzed to determine their error structure. One of the components of this model is the yearly signal. If significant energy exists in the time series which is close to, but not exactly at, a 1-year period then it will not be fully modeled by the yearly signal, and energy will remain in the residual series which may then be mistaken for random-walk noise by the MLE routines. In this way it is likely that any time series with significant energy at a yearly period will also exhibit a large random-walk component of noise. Table 4 Table 4 shows that the random-walk noise is reduced by at least a factor of 3 for the deeply anchored monuments when compared to the neighboring shallow monuments. Taking into account the previous discussion of spectral leakage, we believe this factor of 3 reduction is only a lower bound on the improved stability of the newer monuments. With more data and a more careful removal of energy near a 1-year period, we believe this comparison will demonstrate a larger reduction in the amount of random-walk noise.
Discussion

Comparison With Other Instruments
Creep meter data and their power spectra can be used to help constrain our estimates of monument motion. The creep meter piers at Parkfield are constructed similarly to the twocolor EDM piers, but the creep meter piers are located below the ground surface at 1 to 2 m depth and, at least in principle, should be less susceptible to environmental noise. Langbein et al. [1993a] 
Cross-Over Frequency
Time-correlated noise caused by the instability of geodetic monuments has not been an overriding concern for most existing geodetic data sets because of their relatively low sampling rate and relatively large measurement uncertainties. It is easiest to demonstrate this by comparing the theoretical power spectra for random-walk and white noise. attribute, at least in part, to localized motions of the geodetic monuments. High-precision, daily GPS measurements, which were initiated in the last few years, are only now becoming capable of quantifying this random-walk noise.
Other Covariance Models
We have assumed in this study that the low-frequency character of the noise power spectra of the two-color EDM data is best described by a random-walk process. There are, of course, a large number of other potential models for time-correlated noise, some of which include flicker noise which has a PSD proportional to 1/f, a first-order Gauss-Markov process which has a PSD proportional to l/(f 2 + /32), and combinations of these with random-walk and white noise models. Each of these noise processes would affect the interpretation of deformation data differently, especially as regards the precision of deformation-rate estimates. At this time it is our belief that the random-walk noise model best characterizes the long-period fluctuations that occur in two-color trilateration data, strain meter data, and presumably GPS data. Examination of the PSDs in Figure 3 , along with the other spectra from the two-color data not shown, suggests that flicker noise does not adequately characterize the frequencydependent part of these PSDs. The exponent of the longperiod part of the PSDs has been estimated and is greater than I in all cases which is inconsistent with the theoretical PSD for a flicker noise process.
The PSD of a first-order Gauss-Markov process is randomwalk at high frequencies and becomes frequency independent (white) at low frequencies. Such a roll-off at long-periods may be suggested by the PSDs of Figure 3 , although we again note that the estimates of the PSD at the lowest frequencies are quite unreliable and will be biased to lower values because we remove a secular trend from the data. This apparent bias is confirmed from simulations of random-walk noise where the PSDs are estimated with and without removing the mean and secular trend from the simulated data. For the PSD computed after removing the mean and secular rate from the data, the estimate of power density at the lowest frequency averages about 9 dB below the spectral estimate from the data for which the mean and secular rate have not been removed.
Given any noise model and its covariance matrix, one may employ the maximum likelihood method to estimate the noise parameters as we have done in this study for the model of random-walk and white noise. Given several noise models for the data covariance and the parameters that optimize each model, one may compare the probability that one model is better than an other. This is a topic for future research, although we also note that the preponderance of evidence from continuous strain meter measurements as well as other geodetic data suggests that the random-walk model best satisfies the observations.
Conclusions
Ultrahigh-precision geodetic data from morc than 10 years we cannot prove that this is the case. The nominal amplitude of this noise ranges between 0.5 and 2 mm/V'yr for most monuments. Some monuments are especially noisy, with randomwalk noise as large as 3 mm/X/yr, and in most cases these can also be identified by large, greater than 2-mm amplitude, seasonal variations. In the data presented here, we also detect a small contribution of random-walk noise that is lengthdependent and is likely due to time-correlated error within the instrument system. The correlated nature of this random-walk noise can cause time-dependent fluctuations in a data series which could be misinterpreted as tectonic signals.
