Abstract-In contemporary digital communications design, two major challenges should be addressed: adaptability and flexibility. The system should be capable of flexible and efficient use of all available spectrums and should be adaptable to provide efficient support for the diverse set of service characteristics. These needs imply the necessity of limit-achieving and flexible channel coding techniques, to improve system reliability. Low Density Parity Check (LDPC) codes fit such requirements well, since they are capacity-achieving. Moreover, through puncturing, allowing the adaption of the coding rate to different channel conditions with a single encoder/decoder pair, adaptability and flexibility can be obtained at a low computational cost.
I. INTRODUCTION
The main concern in nowadays digital communications is the need of adaptive and flexible communication techniques [1] , [2] . The request for higher efficiency, both in bandwidth use and power consumption, furthers the need for limit-achieving, flexible techniques of channel coding. LDPC codes fit such requirements well, and puncturing through ratecompatible puncturing patterns can introduce further flexibility (see [3] ).
There are two types of approach to rate compatibility: code extension [4] , [5] where a high-rate "daughter" code is extended to achieve lower rates, and code puncturing. In this paper, rate-compatible LDPC codes are obtained by progressively puncturing a low rate LDPC mother code [3] , fully represented by its Tanner graph, a generalized LDPC definition and graphical representation presented by Tanner in his 1981 paper [6] , or, equivalently, by its associated parity check matrix.
The construction of rate compatible patterns through puncturing may be done in lots of different ways. In [7] , for inThis work is partly supported by the Italian Ministry of University and Research (MIUR) within the project FRA 2015 (University of Trieste, Italy), entitled "Peer-to-peer millimeter-wave communications in 5G networks: Theoretical modeling and algorithms for massive MIMO systems" stance, the construction was done optimizing a family of ratecompatible degree distributions as well as the placement of bipartite graph edges. In the already cited [3] , rate-compatible puncturing of LDPC codes was considered deriving the density evolution equations for the design of good puncturing degree distributions under the Gaussian Approximation. Ha et al. also proposed an efficient puncturing algorithm for a given mother code in [8] . For finite length (up to several thousand symbols) LDPC codes, Yazdani et al. constructed rate-compatible LDPC codes using puncturing and extending [4] .
In [9] , we provided a formal analysis of a class of punctured LDPC codes determining their equivalent parity check matrices, given the regular LDPC mother code parity matrix and the puncturing pattern. Here, we gain further insight into this class addressing a new puncturing design criterion. We use a simplified analysis of the decoding algorithm, i.e., a Gaussian approximation for message densities under density evolution [10] , and a simple algorithmic method, recently defined in [11] , to estimate the threshold [10] for regular and irregular LDPC codes on memoryless binary-input continuous-output AWGN channels.
The paper is organized as follows. In the next section, we recall the class of rate-compatible punctured codes, obtained by puncturing a regular LDPC low rate mother code, addressed in [9] , and there described through their equivalent parity check matrices. Since the punctured codes of this class are irregular, in Section III the Gaussian approximation of message densities is recalled for irregular LDPC codes. In Section IV, we recall the simple algorithmic method, recently defined in [11] , to estimate the threshold for irregular LDPC codes on memoryless binary-input continuous-output AWGN channels. In Section V, the proposed puncturing design criterion is outlined and the results of the puncturing design are presented. Finally, Section VI summarizes the results of the paper.
II. A CLASS OF RATE-COMPATIBLE PUNCTURED LDPC

CODES
In adaptive communication systems, error correcting codes can be required to be flexible with respect to their code rates depending on the current channel state. Rate adaptability can be realized with several pairs of encoders and decoders, one pair for each desired code rate. However, this is undesirable due to the high amount of added complexity. Rate adaptability can also be realized at a low computational cost by puncturing a low rate channel code, resulting in only one encoder and one decoder.
The concept of rate-compatible puncturing has been presented for the first time in [12] , where a particular family of convolutional codes, called in the paper rate-compatible punctured convolutional codes, is obtained by adding a ratecompatibility restriction to the puncturing rule. This restriction requires that the rates are organized in a hierarchy, where all coded bits of a higher rate code are used by all lower rate codes. In other words, the high rate codes are embedded into the lower rate codes of the family. The two main applications of these classes of codes are hybrid incremental ARQ/FEC schemes [13] and unequal error protection [14] of an information sequence.
An LDPC code can be fully represented by its Tanner graph or, equivalently, the associated parity check matrix. As far as the Tanner graphical representation is concerned, when performing rate-compatible puncturing, the Tanner graph associated with a higher rate code is always a subgraph of all the Tanner graphs associated with lower rate codes of the family.
In [9] , we provided a formal analysis of this class of punctured LDPC codes determining the equivalent parity matrix for a punctured code, given the mother code parity matrix and the puncturing pattern. The puncturing of a bit from an LDPC codeword is equivalent to the elimination of a variable node from the correspondent Tanner graph. Being k the degree (see [3] ) of the bit to be punctured, or equivalently, the number of check equations the bit is involved into, the k parity check equations involving this bit have to be eliminated from the parity matrix (or, equivalently, in the associated Tanner graph, the k edges connecting the corresponding variable node to the check nodes have to be cancelled). To this end, one of its k parity check equations has to be subtracted from the other k − 1 parity check equations and from itself. This can be done choosing the parity equation to be subtracted (or summed modulo-2) in k different ways, giving origin to k different equivalent parity matrices. Here and in [9] , to eliminate from the parity matrix the k parity check equations involving the bit to be punctured, we have considered the subtraction of the first parity check equation only.
III. GAUSSIAN APPROXIMATION FOR IRREGULAR LDPC CODES
Under belief-propagation decoding of an LDPC code, variable nodes and check nodes exchange "messages" between each other iteratively. A check node gets messages from the variable nodes it is connected to ("neighbours"), processes the messages and sends the result back to its neighbouring variable nodes. Similarly, a variable node receives messages from its check nodes and returns the processed message back to them. We note that each output (both of variable and check nodes) is a function of all incoming messages, except the message coming from the edge where the message will be sent out. This restriction is fundamental to compute the correct marginal a posteriori probabilities. This two-step procedure is repeated many times. After l iterations, the variable node decodes its associated bit based on all information obtained from its depthl subgraph of neighbours.
In soft-decision belief-propagation decoding, the messages are the log-likelihood ratios (LLRs) of received bits. The twostep procedure described above, called density evolution, is detailed in [9] , denoting with v the output message of a variable node and with u the output message of a check node. Irregular LDPC codes [10] are defined by specifying the distribution of the node degrees in their Tanner graphs. In particular, in the edge-perspective degree distribution, λ i is the fraction of edges in the Tanner graph connecting to a degree-i variable node, and ρ j is the fraction of edges connecting to a degree-j check node. To specify the degree distribution, the following polynomials are defined:
being d l (respectively d r ) the maximum variable (respectively check) node degree.
The d l -uple {λ i } and d r -uple {ρ j } both add up to 1. Given the polynomials λ(x) and ρ(x), a (λ, ρ)-LDPC code of block length n is defined as a linear code with a Tanner graph in n variable nodes such that the edge-perspective variable-node degree distribution is given by λ(x) and the edge-perspective check-node degree distribution is given by ρ(x).
Consider an irregular LDPC code with edge-perspective degree distributions λ(x) and ρ(x). The number of edges connecting to each node is not constant: hence, the messages a node receives from its neighbours are a "mixture" of densities from neighbour nodes of different degrees.
Following the analysis conducted in [10] , and recalled in [9] , and applying the simple operative algorithm defined in [11] to calculate LDPC decoding thresholds by means of the Gaussian approximation, we derive a new puncturing design procedure for LDPC codes, providing a computationally low cost quality assessment to a puncturing pattern. For completeness and clarity sake, this analysis is briefly recalled here so as to provide the reader with a reference to the mathematical functions we need in the optimization of the puncturing procedure.
Since in [10] it is shown that, without great sacrifice in accuracy, a one-dimensional quantity, namely the mean of Gaussian densities, can act as faithful surrogate for the message densities themselves, which is an infinite-dimensional vector, we assume that irregular LDPC codes message distributions for AWGN channels are approximately Gaussian and denote the means of u and v by m v at the l-th iteration, respectively. Moreover, the LLR message u 0 from the channel is assumed to be Gaussian with mean m u0 = 2/σ 2 and variance 4/σ 2 , where σ 2 = N 0 /2 is the variance of the channel noise.
As in [10] , we assume the output of a variable node to be Gaussian. For a degree-i variable node at the l th iteration, the mean of the output yields:
In [10] , an approximation by elementary functions (which we callφ(x)) is given (see Eq. (8) in [10] ) for the function φ(x) for 0 < x < 10, which is explicitly invertible. The approximationφ(x) is given in (14) and its inverse in (15) of the Appendix.
Since the output of a variable node is characterized by its mean, which is the sum of the means of incoming densities, the mean m 
New functions f j (s, t) and f (s, t) are defined in [10] for 0 < s < ∞ and 0 ≤ t < ∞ as:
Using (6) and (7), (5) can be rewritten as
where s = m u0 and t l = m (l)
u . When t is large, the behaviour of ∆t = f (s, t) − t is given in [10] by:
where λ i1 is the first non-zero λ i .
IV. THE THRESHOLD ESTIMATE ALGORITHMIC METHOD
Following the analysis conducted in [10] , we derived in [11] a simple operative algorithm to calculate the thresholds by means of the Gaussian approximation.
To calculate the thresholds of belief-propagation decoding, defined as the maximum noise level such that the probability of error tends to zero as the number of iterations tends to infinity [10] , the last value of the parameter m u0 granting the convergence of the Sequence (5) (or, equivalently, (8)) has to be determined.
Instead of looking for the threshold s * , defined in [10] as the infimum of all s in IR + such that t l (s) converges to ∞ as l → ∞, we solved in [11] a problem of quadratic degeneracy which can be assigned to a standard software.
When the second derivative f tt (s, t) is = 0 the "static" equivalent task is the solution of the system of equations
The first equation expresses the fact that t is a fixed point of f (s, t), the second one the fact that the graph of f (s, t) is tangent to the line y = t, bisector of I quadrant. The solution of System (10) gives the value s = m u0 granting the convergence of the Sequence (5).
V. PUNCTURING CRITERION
A. Puncturing procedure
Following and integrating the analysis in [10] where, to optimize the degree distribution for an irregular LDPC code, ∆t = f (s, t) − t is maximized (ignoring the O(t −1 ) term), an optimal design criterion for the puncturing pattern can be derived. Specifically, ∆t depends on the punctured LDPC code parameters s, i 1 , λ i1 , and all ρ j , where s is the threshold, λ i1 is the first non-zero coefficient of the polynomial λ(x), i 1 is its index, and ρ j is the j-th coefficient of ρ(x). Notice that s depends, via (10), (7), and (6) on all λ i 's and ρ j 's:
where Γ = (λ 2 , ..., λ d l , ρ 2 , ..., ρ dr ) is the vector of all the parameters. Notice also that i 1 depends on the vector
, being the index of the first non-zero coordinate. Thus, ∆t depends on all λ i 's, ρ j 's, and t:
and, distinguishing the variable from the parameters,
where q Γ = s(Γ) − 4logλ i1 − 4 dr j=2 ρ j log(j − 1). Using ∆t as a function (of t with parameter Γ) measuring the performance, the best candidate vectorial puncturing pattern is the one with the greatest slope i 1 − 2, and then the greatest additive constant q Γ . Thus, the goal of finding the best candidate puncturing pattern can be fulfilled through the following steps: 1) Find the equivalent parity check matrix of the irregular LDPC code obtained applying the candidate puncturing pattern to the regular LDPC mother code. 2) Find its polynomials λ(x) and ρ(x) in order to determine Γ and, from it, s(Γ), i 1 , λ i1 , and all ρ j 's. 3) Select the best candidate as the one maximizing ∆t as said above.
B. The pattern generation algorithm
Given a rate-R 0 mother code with block length n, to attain a target rate R 1 , p bits must be punctured, where
). Since the number of possible puncturing patterns is n p , an exhaustive search could be feasible only for short block lengths, but it is well known that the Shannon limit is well approached for block lengths tending to infinity. Thus, the proposed algorithm implements an incremental approach choosing only one incremental punctured bit position at each iteration.
The vectorial value Γ and, from it, s(Γ), i 1 , λ i1 , and all ρ j 's, are computed for each puncturing position and, within each iteration, the bit position giving place to the best choice of ∆t, as explained above, is chosen. Since only one bit position is chosen at each iteration, and, once chosen, is kept for the following iterations of the algorithm, this generates ratecompatible patterns. Specifically, all possible rates between the mother code rate and the final rate. As such, the algorithm may not produce the optimal solution, but go through a number of suboptimal solutions. On the other hand, these intermediate code rates are useful for practical applications (see, e.g., [13] and [14] ). Recall that, defining the mother code rate R 0 as It is hence sufficient to run a single instance of the algorithm with a target rate equal to the highest desired code rate to obtain the puncturing patterns associated with all the possible rates in between. It is also possible to define a puncturing pattern for a specific rate (e.g., one that is known to have good performances) as the "starting" pattern to be further punctured, in order to obtain a higher code rate.
C. Simulation results
A custom software based on [15] was employed to simulate the performances of punctured LDPC codes over an AWGN channel, assuming a BPSK (Binary Phase Shift Keying) modulator. The belief propagation algorithm, also called message passing or sum-product algorithm, commonly employed for LDPC decoding, has been adopted, employing soft decision.
When applying a puncturing pattern to a codeword, some of the bits are removed from it according to the pattern. The removed bits are not transmitted on the channel, resulting in a higher code rate. The puncturing pattern has been defined by listing the positions to be punctured. To perform puncturing, the mother code encoder output symbols corresponding to punctured positions are simply discarded. At the receiver end, the mother code decoder is employed "filling" the punctured positions with "neutral" symbols 1 , since no information is provided about the punctured bits. In the specific case of a binary modulation with soft decision decoding, the input of the channel decoder are the LLR for each bit: the "missing" LLR values are replaced with 0. This means no information is known about the coded bit.
In the following, the results of the simulations are shown. The performances of the punctured codes generated with the proposed algorithm are compared with those of randomly generated puncturing patterns and with those of the same-rate native codes.
Regular LDPC codes with rate R 0 = 1 2 = 1 − wc wr have been taken as mother codes, where w c = 3 and w r = 6 are the column and the row weights of their parity check matrices, respectively. Each of them has been punctured to achieve a target rate R 1 = 2 3 . The rate-R 1 native code used for comparison had the same block length n 1 = n − p of the punctured code.
With a block length n = 2000, to obtain a rate-2/3 code p = 500 bits need to be punctured. Hence, the native code has a block length of n 1 = 1500. Fig. 1 reports the Bit Error Rate (BER) vs. E b /N 0 with n = 2000 of the native code, of the punctured rate-2/3 code with random puncturing, and of the punctured rate-2/3 code with the proposed puncturing. For the same codes, Fig. 2 
reports the Block Error Rate (BLER).
The results show that the proposed puncturing design procedure leads to good achievements in coding gain. The best achievement is shown in Fig. 2 , where the punctured rate-2/3 code performance, obtained applying the outlined procedure, is very close to the native rate-2/3 code performance. 
VI. CONCLUSIONS
This paper was focused on the search for limit-achieving and flexible channel coding techniques. With this goal in mind, the design of rate-compatible puncturing patterns for LDPC codes was addressed. A low complexity performance assessment of the puncturing patterns was presented and formally justified, thanks to the work in [10] and to the algorithmic method for LDPC codes threshold evaluation proposed in [11] . Fig. 3 reports a graph of φ(x) obtained with the same software. In [10] is given the following approximation (which here is calledφ(x)) for the function φ(x) for 0 < x < 10:
with α = −0.4527, β = 0.0218, and γ = 0.86, for which we found this limitation for the absolute value of the relative error: 
