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Abstract
Motivated by the growing interest in today’s massive parallel computing capabilities we
analyze a queueing network with many servers in parallel to which jobs arrive a according
to a Poisson process. Each job, upon arrival, is split into several pieces which are randomly
routed to specific servers in the network, without centralized information about the status of the
servers’ individual queues. The main feature of this system is that the different pieces of a job
must initiate their service in a synchronized fashion. Moreover, the system operates in a FCFS
basis. The synchronization and service discipline create blocking and idleness among the servers,
which is compensated by the fast service time attained through the parallelization of the work.
We analyze the stationary waiting time distribution of jobs under a many servers limit and
provide exact tail asymptotics; these asymptotics generalize the celebrated Crame´r-Lundberg
approximation for the single-server queue.
Kewywords: Queueing networks with synchronization, many servers queue, Crame´r-Lundberg
approximation, high-order Lindley equation, cloud computing, MapReduce, weighted branching
processes, stochastic fixed-point equations, large deviations.
2000 MSC: Primary: 60K25, 60J85. Secondary: 68M20, 68M14.
1 Introduction
Cloud computing is an emerging paradigm for accessing shared computing and storage resources
over the internet. “Clouds” consist of hundreds of thousands of servers that provide scalable, on-
demand data storage and processing capacity to end users. Operators of these large facilities achieve
economies of scale and can make efficient use of their computing infrastructure by optimizing how
tasks are processed across an interconnected and distributed computer network. End users of cloud
computing benefit from reduced capital expenditures and from the flexibility that the scalable
paradigm offers. Worldwide demand for cloud computing has experienced rapid growth that is
expected to continue into the foreseeable future.
Motivated by this rapidly emerging phenomenon, we analyze a queueing model for a large network
of parallel servers. Throughout the paper we use the generic term server to represent a computing
unit, e.g., a computer or a processor in the network. Jobs arrive to the network at random times
and are split at the time of arrival into a number of pieces. These pieces are then immediately
assigned to randomly selected servers, where they join the corresponding queues. The main reason
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for assigning these job fragments to specific servers is that maintaining a single centralized queue
is not scalable in systems of this size, and keeping information about the individual status of
each queue to make informed routing decisions can be costly. In systems where data locality is
important, or where certain tasks need to be done at specific servers, the random routing can be
used to approximately model storage, or specific resources, that are randomly spread out through
the network. The service requirements of each of the pieces of a job are allowed to be random
and possibly dependent. The main distinctive features of this model are: 1) all the pieces of a job
must begin their service at the same time, i.e., in a synchronized fashion; 2) jobs are processed
in a first-come-first-serve (FCFS) basis, i.e., each of the individual queues at the servers follow a
FCFS service discipline. We refer to these two characteristics as the synchronization and fairness
requirements. Figure 1 depicts our model.
The fairness requirement is common in many queueing systems where jobs originate from different
users, while the job synchronization is a distinctive characteristic of this model that allows us
to incorporate the need to exchange information among the different pieces of a job during their
processing. This is certainly the case for many scientific applications that involve simulations of
complex systems, including: wireless networks, neuronal networks, bio-molecular and biological
systems. Alternatively, our model also provides an approximation for systems where job fragments
need to be joined after being processed, which will be discussed in detail in Section 1.1. We point
out that the synchronization of the different pieces of a job can in principle be attained without
the need of centralized information, since the specific server assignment occurs upon arrival, and
each piece would only need to keep track of its “sibling” fragments, e.g., once a fragment is ready
to initiate its service it can notify its siblings, and the last one to do so determines when the job
can start processing.
The fairness and synchronization requirements create, nonetheless, blocking and idleness that are
not present in other distributed systems, e.g., multi server queues where the different fragments of a
job can be processed independently, and can therefore be thought of as batch arrivals. This lack of
efficiency is compensated by the service speed attained through the parallel processing, which can
be considerable for very large jobs. To illustrate this gain in processing speed we have compared
in Section 4 (Table 1) the sojourn times of jobs in our model and in a comparable multiserver
queue where jobs are not split into pieces. A detailed discussion about this comparison can be
found in Section 4, but for now it suffices to mention that our model dramatically outperforms the
non-distributed system in spite of the blocking and suboptimal routing.
We analyze in this paper the stationary waiting time of jobs (excluding service) in an asymptotic
regime where the arrival rate of jobs and the number of servers grow to infinity, but the sizes of
jobs and the service requirements of the individual fragments remain constant. For simplicity, we
will refer to this type of limit as a “many server asymptotic regime”, not to be confused with the
Halfin-Whitt regime used in multiserver queueing systems ([41]). In particular, after establishing
sufficient conditions for the stability of the finite system, we show that the limiting stationary
waiting time W is given by the endogenous solution to the following high-order Lindley equation:
W
D
=
(
max
1≤i≤N
(Wi + χi − τi)
)+
, (1.1)
where the {Wi}i∈N are i.i.d. copies of W , independent of (N,χ1, τ1, χ2, τ2, . . . ), N is the number
of pieces of a job (allowed to be random), τi is the limiting inter arrival time between piece i and
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Figure 1: Queueing model for a server cloud where jobs need to be synchronized. In this figure, the
yellow, purple and orange jobs are being processed, while the pink and brown jobs have completed
their service; two of the three brown pieces were processed at servers not depicted in the diagram.
Note that the last server at the bottom will remain idle until the yellow and purple jobs complete
their service, and the first server at the top will need to wait for both the orange and light blue
jobs to be done before starting to process the red job. The blue job in queue at the third server
from the top has only one piece and can begin its processing as soon as the yellow job leaves.
the job immediately in front of it at its assigned queue, and χi is the service time of the fragment
of the job in front of the ith piece;
D
= stands for equality in distribution and x+ = max{0, x}. Note
that for N ≡ 1, (1.1) reduces to the classical Lindley equation, satisfied by the GI/GI/1 queue.
Recursion (1.1) was termed “high-order Lindley equation” and studied in the context of queues
with synchronization in [22], although only for deterministic N .
Moreover, by applying the main result in [20] for the maximum of the branching random walk,
we provide the exact asymptotics for the tail distribution of W . To explain the significance of
this result it is worth considering first a single-server queue with renewal arrivals and i.i.d. service
requirements, for which it is well known that the stationary waiting time distribution, WGI/GI/1,
satisfies
P
(
WGI/GI/1 > x
)
= P
(
max
k≥1
Sk > x
)
,
where Sk = X1 + · · ·+Xk is a random walk with i.i.d. increments satisfying E[X1] < 0. Using the
ladder heights of {Sk} and renewal theory yields the celebrated Crame´r-Lundberg approximation
P
(
WGI/GI/1 > x
)
∼ HGI/GI/1 e−θx, x→∞,
where 0 < HGI/GI/1 < ∞ is a constant that can be written in terms of the limiting excess of the
renewal process defined by the ladder heights, and θ > 0, known as the Crame´r-Lundberg root,
solves E[eθX1 ] = 1 and satisfies 0 < E[X1e
θX1 ] < ∞ (see [7], Chapter XIII, for more details).
Throughout the paper, f(x) ∼ g(x) as x→∞ stands for limx→∞ f(x)/g(x) = 1.
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Back to the asymptotic behavior of W in this paper, Theorem 3.4 in [20] states that for θ > 0
satisfying the conditions
E
[
N∑
i=1
eθ(χi−τi)
]
= 1 and 0 < E
[
N∑
i=1
(χi − τi)eθ(χi−τi)
]
<∞,
we have that
P (W > x) ∼ He−θx (1.2)
as x→∞ for some constant 0 < H <∞. In other words, the queueing system with parallel servers
and synchronization requirements in this paper naturally generalizes the single-server queue, as
well as its Crame´r-Lundberg approximation.
1.1 Split-merge queues and MapReduce
As mentioned earlier, our model depicts a queueing network with many parallel servers where
incoming jobs consist of a random number of pieces, to be processed in parallel by a randomly chosen
subset of servers, under the constraint that all the pieces must begin their service simultaneously.
This setup is very closely related to a queueing network known as a split-merge queue ([17, 25, 24,
34]). The main difference between a split-merge queue and the model described in this paper is that
in the former the synchronization occurs once all the pieces of a job have completed their service.
More precisely, job fragments are allowed to start their processing as soon as their assigned server
becomes available, but will continue blocking it, even after having completed their service, until all
other pieces of the same job have completed theirs. Split-and-merge queues have been used for the
analysis of “redundant arrays of independent disks (RAID)” in [17, 24], and constitute a special
case of a fork-join network where there are no output buffers. Hence, split-merge queues provide
natural upper bounds for their corresponding fork-join counterparts. One important feature of our
model compared to split-merge queues, or even the more general fork-join networks, is that much of
the existing literature assumes that all jobs have the same number of pieces, which is equal to the
number of servers in the network (usually small). Our model, which is meant to model networks
with a very large number of parallel servers, allows jobs to have different number of pieces with
heterogeneous service requirements.
A popular distributed algorithm that can be modeled using a split-merge queue is MapReduce
([13]), and its open source implementation, Hadoop. The main idea of MapReduce/Hadoop is to
divide large data sets into smaller units, then process these smaller units on a large number of
parallel servers and finally assemble the partial answers into the final solution. The initial phase
of this framework, called the mapping, divides a new job into tasks/files of similar size, e.g., 64
(or 128) megabytes (MB) in size. Irrespective of the size of the original job, all smaller tasks are
of equal size - 64 (or 128) MBs, but the number of these tasks and the servers to which they are
assigned depends on the original job size. After (or in some implementations during) the execution
of the mapping phase the system begins a shuffling phase, which is then followed by a reducing
phase, again on a number of parallel servers. The reduce phase merges the partial answers from the
processed tasks into one final answer. Often, the completion of a job consists of several repetitions
in sequence of the map-reduce process.
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To explain the similarities between a split-merge queue and MapReduce it is worth elaborating some
more on its synchronization and blocking characteristics. In the original FCFS implementation, if
there are two jobs A and B arriving in that order, all mapping tasks for job A will execute before
any mapping tasks from job B can begin. As tasks from job A are finishing their mapping phase
and moving on to the reduce phase, job B mapping tasks are scheduled. This is similar to the
synchronized server assignment in a split-merge queue. Furthermore, due to the observation that
reducers need to have all the outputs from the mapping phase in order to perform their work, job
B reducers cannot start until all job A reducers and all job B mappers have finished. Therefore,
there is a natural queueing system with blocking of servers. In the Hadoop framework, a job needs
both mappers and reducers available in order to start processing, and the reducers can only begin
once all (some) mappers have finished, hence blocking servers for other jobs that arrived at a later
time. The blocking, or starvation, problem is a known shortcoming of MapReduce (see, e.g., [31]).
It follows that a MapReduce implementation with FCFS scheduling can be well described by a split-
merge queue with synchronization whenever the servers remain blocked until all the subtasks are
rejoined. Section 4 shows numerical evidence supporting the use of our model for approximating a
split-and-merge queue. The main advantage of using our model for this purpose is its mathematical
tractability, since as our main results show, the waiting time distribution as well as all its moments
can be accurately estimated when the number of servers is large. Our model can also incorporate
more realistic features such as jobs of different sizes and dependent, non-identically distributed
service requirements for their subtasks.
1.2 Related Literature
The model studied in this paper has connections to a vast literature, and therefore we restrict this
section to only a few closely related models and some recent work on the applications mentioned
above.
a.) Distributed queueing models with synchronized service. We start with the model
considered in [16], which studies a queueing system where each job requires a synchronous
execution on a random number of parallel servers. Some applications mentioned there are:
the deployment of fire engines in firefighting, jury selection, and the staffing of surgeons and
medical personnel in emergency surgery. The main difference in [16] from our setup, besides
the restriction to i.i.d. exponentially distributed service times, is that we assign the pieces of
a job to specific servers at the time of arrival, while the model in [16] waits until the required
number of servers is free and then assigns the pieces to these servers. We point out that this
is equivalent to having perfect information about the workloads at each server and routing
the pieces to the servers with the smallest workloads. Therefore, the model in [16] provides
a benchmark that can be used to quantify the value of having centralized information.
Some of the ideas used in the proof of the main result in this paper are borrowed from
[22], where the authors considered a queueing system with m different types of servers and n
identical servers of each type (for a total of m×n servers), and where each arriving job requires
service from exactly one server of each type, i.e., each job needs m parallel servers, and is
assigned upon arrival to one of the n possible choices for each type. Theorem 2 in [22] shows
that the steady-state distribution of the waiting time converges weakly, as n → ∞, to the
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endogenous solution of the high-order Lindley equation (1.1) with N ≡ m. Besides allowing
N to be random and the service requirements of the fragments of a job to be dependent, this
paper shows not only the weak convergence of the steady-state waiting time, but also of all
its moments. The proof technique used in this paper, which is based on a coupling using the
Wasserstein distance, is new, and is responsible for the stronger mode of convergence.
A third related model is the one considered in [9], which can be thought of as a stylized
version of our queueing network were server assignment is not done uniformly at random,
but rather according to a distribution on specific subsets of servers, e.g., blocks of adjacent
or closely located servers. The setting there corresponds to all the fragments of a job having
identical service requirements, but provides interesting insights into the existence of stationary
distributions for different server assignment rules.
b.) Fork-join queues with synchronization. The analysis of distributed computer systems
with synchronization constraints such as MapReduce/Hadoop, RAID, or even online retail,
constitutes an active area of research. From a queueing theory perspective, perhaps the most
widely used model is that of a fork-and-join queue ([17, 25, 34, 32]), which as pointed out
earlier differs from our model in two ways: 1) the synchronization occurs once all the pieces
of a job have completed their service, and 2) there may be output buffers after each queue to
prevent the servers from being blocked. Moreover, fork-join queues are in general difficult to
analyze, with much of the literature focusing on approximating mean sojourn times of jobs
([27, 10, 38, 33, 35, 36, 24]). Exact analytical results exist only for a 2-server system with
i.i.d. exponential service requirements ([14, 27]), and most of the remaining approximations
do not scale well as the number of servers grows large. Heavy-traffic approximations can be
found in [37, 28].
More tangentially related, we also mention that a considerable amount of work related to the
modeling of MapReduce and other distributed computer platforms is done from the scheduling
perspective. We refer the interested reader to [31, 42, 26] and the references therein.
c.) Resource allocation problems. Although only briefly, we mention that the model in this
paper is also related to virtual path allocation problems in communication networks, where
incoming calls request a specific set of links in the network (virtual path) to establish a
communication channel, and if any of the requested links is unavailable at that time the call
is lost (see, e.g., [40, 23]). In a queueing interpretation of this model, one can think of calls as
jobs, links as servers, and the duration of the call as the common service requirement of the
job fragments. Existing work in this area has been focused on the blocking-loss model, where
the main performance measure is the loss probability. Hence, our model can be thought of
as a variation of this model where queueing is allowed and the number of links is very large.
More generally, our model can provide valuable insights into a wider class of multi-resource
allocation problems, such as those appearing in service engineering and consulting project
management, provided the number of resources is sufficiently large to justify the limiting
regime.
The remainder of the paper is organized as follows. Section 2 contains the mathematical description
of our queueing model; Section 3 describes the analysis of the stationary waiting time of jobs in the
network, with the main result of this paper in Section 3.1 and the tail asymptotics of the limiting
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waiting time in Section 3.2. Section 4 contains the numerical experiments mentioned earlier, and
Section 5 gives some concluding remarks. Finally, the proofs of the two theorems are given in
Section 6.
2 Model description
We consider a sequence of queueing networks indexed by their number of servers, n. Each of the
n servers are identical and operate in parallel. Arrivals to the nth network occur according to a
Poisson process with rate λn for some parameter λ > 0. Each job, upon arrival to the network,
is split into a random number of pieces, usually proportional to the total service requirement of
the job. The size of a job, i.e., the number of pieces into which it is split, is determined by some
distribution fn(k), k = 1, 2, . . . ,mn, where mn is a bound on the number of pieces a job can have
and is chosen to satisfy mn ≤ n; this condition ensures that each piece can be routed to a different
server. Once a job has been split, say into k pieces, its fragments are routed randomly to k different
servers in the network (i.e., with all n!/(n−k)! possible assignments equally likely), forming a queue
at their assigned servers. An equivalent way of describing the arrival of jobs into the nth network
is to use the thinning property of the Poisson process and think of independent Poisson processes,
each generating jobs of size k, k = 1, 2, . . . ,mn, at rate fn(k)λn.
The service times of the different fragments of a job are assumed to have a general distribution,
although the stability condition for the model will implicitly impose that they have finite exponential
moments. Moreover, they are not assumed to be identically distributed and are allowed to be
dependent, although we do require that they be independent of the number of pieces. More precisely,
a typical job has Nˆ pieces having service requirements (χ(1), . . . , χ(Nˆ)), where Nˆ has distribution
fn, and χ
(j) is independent of Nˆ for each j. Since the random routing eliminates information about
the order of the pieces, the relevant distribution that will appear in the analysis of the model is
that of a randomly chosen fragment, which we denote B. The randomness of the fragments’ service
requirements can be used to include rounding effects and small variations on the type of processing
that they need. The sizes of jobs and of the service requirements of their fragments are assumed
to be independent of the arrival process.
In order to model the synchronization and fairness characteristics of the network, we will assign to
each job a tag (not to be confused with the label that will be introduced later). More precisely, a
job having k pieces receives a tag of the form (s1, s2, . . . , sk), si ∈ {1, 2, . . . , n} for all i, si 6= sj for
i 6= j, representing the different servers to which its fragments are sent for processing.
Definition 2.1 We say that a job having tag r = (r1, r2, . . . , rl) is a predecessor of a job having
tag s = (s1, s2, . . . , sk) if it arrived before the job having tag s and they have at least one server in
common (i.e., ri = sj for some 1 ≤ i ≤ l and 1 ≤ j ≤ k). We use the term immediate predecessor
if there are no pieces of other jobs in between the two jobs at the server they have in common.
In terms of this definition, the synchronization rule is that the job having tag s = (s1, s2, . . . , sk)
cannot begin its service, which is to be done in parallel by servers s1, s2, . . . , sk, until all its imme-
diate predecessors have completed their service. The fairness rule says that if the job with tag r is
a predecessor of the job with tag s, then it will begin its service before the job with tag s does.
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Formally, we can think of the nth system as a superposition of
∑mn
k=1
n!
(n−k)! independent marked
point processes. Each of these processes generates jobs of size k with server assignments (s1, . . . , sk),
according to a Poisson process with rate fn(k)λn/(n!/(n − k)!), and having i.i.d. marks{
(χ
(1)
i , . . . , χ
(k)
i )
}
i≥1
corresponding to the service requirements of the fragments. To establish
stability, we follow the standard queueing theory technique of assuming that at time t0 < 0 there
are no jobs in the network, and then look at the waiting time of the first job to arrive after time
zero. We will refer to this job as the “tagged” job, and we will prove that its waiting time, after
having taken the limit t0 → −∞, is finite almost almost surely. The stability will then follow from
Loynes’ lemma and Palm theory (see [8] for more details on this general technique).
To analyze the waiting time of the tagged job we look at a graph containing all the information
of which jobs need to complete their service before the tagged job can initiate its own. We now
describe how to construct such graph, called in [22] a predecessor graph.
2.1 The predecessor graph
To construct the predecessor graph we look at time in reverse, starting from the time the tagged
job arrived, say T1 ≥ 0, and ending at time t0. The tagged job, which we will label ∅, is split into a
random number of pieces, say Nˆ∅ = Nˆ∅(n), where Nˆ∅ is distributed according to fn. Each of these
pieces will be routed to one of the n servers in the network, where it will either find the server
empty or join a queue. Suppose that the tagged job needs to be processed by servers (s1, . . . , sNˆ∅
),
and recall from Definition 2.1 that any job that is directly in front of the queue at any of the servers
si, 1 ≤ i ≤ Nˆ∅ is an immediate predecessor of the tagged job. To construct the first set of edges in
the graph we draw an edge from the tagged job to its immediate predecessors. Moreover, each edge
is assigned a vector of the form (τˆi, χi), 1 ≤ i ≤ Nˆ∅, where τˆi is the inter arrival time between the
tagged job and its ith immediate predecessor, and χi is the service requirement of the piece of the
immediate predecessor that is in front of the corresponding piece of the tagged job. Also, if a job
is an immediate predecessor of more than one fragment of the tagged job, say it requires service at
servers si and sj , then τˆi = τˆj , although we may still have χi 6= χj with χi, χj possibly dependent.
Finally, if a piece of the tagged job finds its server empty upon arrival, then there is simply no edge
to be drawn. Hence, the number of outbound edges of the tagged job is smaller or equal than Nˆ∅.
Iteratively, once we have identified all the immediate predecessors of the tagged job we repeat
the process described above with each one of them. We will call the predecessor graph Gn(t0),
since it will depend on both the number of servers n and the time t0 at which the system starts
empty. Since Gn(t0) will resemble a tree, it will be useful to use tree notation to refer to the
predecessors of the tagged job. More precisely, let N+ = {1, 2, 3, . . . } be the set of positive integers
and let U =
⋃∞
r=0(N+)r be the set of all finite sequences i = (i1, i2, . . . , ir) ∈ U , where by convention
N0+ = {∅} contains the null sequence ∅. To ease the exposition, for a sequence i = (i1, i2, . . . , ik) ∈ U
we write i|t = (i1, i2, . . . , it), provided k ≥ t, and i|0 = ∅ to denote the index truncation at
level t, k ≥ 0. To simplify the notation, for i ∈ N+ we simply use i = i1, that is, without
the parenthesis. Also, for i = (i1, . . . , ik) we will use (i, j) = (i1, . . . , ik, j) to denote the index
concatenation operation, if i = ∅, then (i, j) = j.
Now recall that ∅ denotes the tagged job and label its immediate predecessors i, with 1 ≤ i ≤ Nˆ∅.
The jobs in the next level of predecessors will have labels of the form (i1, i2), and in general, any job
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Figure 2: The predecessor graph Gn(t0). The numbers in each node indicate the size of the job
(number of pieces). Some nodes have fewer outbound edges than the size of the job, meaning that
the corresponding piece found its server empty upon arrival. Nodes with multiple inbound edges
correspond to jobs that are immediate predecessors to more than one job in the graph. Vertical
lines indicate the time of arrival of each job; service requirements for the pieces of a job can be
thought of as “edge attributes” and cannot be read from the graph. This graph is consistent with
Figure 1 by letting the tagged job be the three piece black one.
in the predecessor graph will have a label of the form i = (i1, i2, . . . , ik), k ≥ 1. With this notation,
Nˆi denotes the number of pieces that the job with label i in the graph is split into, τˆ(i,j) will denote
the inter arrival time between job i and its jth immediate predecessor (a job with label (i, j)), and
χ(i,j) denotes the service requirement of the fragment immediately in front of the queue of the jth
piece of job i. Note that the tag of a job, which contains the specific server assignments, allows us
to identify the immediate predecessors of a given job, but it plays no role afterwards. Therefore,
we will use the labels, not tags, to identify jobs in the predecessor graph. See Figure 2.
We point out that in case a job is an immediate predecessor to more than one job in the graph
(or to more than one piece of the same job), the corresponding edges will merge into the common
predecessor. Moreover, in this case, the common predecessor is assigned more than one label (e.g.,
if a job is an immediate predecessor to both jobs i = (i1, . . . , ik) and j = (j1, . . . , jl), then such
job can be identified by two different labels, one of the form (i, s) and another of the form (j, t)).
Furthermore, the merged paths and the subgraph they define from that point onwards will have
multiple labels as well. See Figure 3.
Remark 2.2 We allow multiple labels for jobs that are immediate predecessors to more than one
job (or more than one piece of the same job), since each path leading to a job represents a distinct
sequence of fragments, with its own waiting time.
Remark 2.3 As pointed out earlier, the concept of the predecessor graph was introduced in [22],
although in less detail than here, e.g., the labeling of jobs is not rigorous and there is no mention of
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Figure 3: Multiple labels due to common immediate predecessors. Excerpt from the predecessor
graph in Figure 2 showing the labeling of the jobs.
multiple labels. In our case, the new coupling technique that we use, which yields a stronger mode
of convergence in the main theorem and allows us to take N to be random, requires the more careful
treatment described above.
3 Analysis of the steady-state waiting time
To analyze the waiting time of the tagged job we now derive a high-order Lindley recursion. To
this end, let W
(n,t0)
i denote the waiting time of the job having label i in the network with n servers
and that starts empty at time t0. We also define Aˆ0 = {∅}, and Aˆr = {(i1, . . . , ir) ∈ Gn(t0)} for
r ≥ 1, to be the set of labels in the predecessor graph at graph distance r from the tagged job, i.e.,
labels whose corresponding job is connected to the tagged job by a directed path of length r. For
i ∈ Aˆk and r ≥ 1 let
Bi,r =
{
j ∈ Aˆk+r : j = (i, ik+1, . . . , ik+r)
}
be the set of labels at distance r from i, with the simplified notation Bi ≡ Bi,1.
We then have that the tagged job’s waiting time is given by
W
(n,t0)
∅ = max
{
0, max
i∈B∅
(
χi − τˆi +W (n,t0)i
)}
, (3.1)
with the boundary condition that the first job to arrive after time t0, and any other job that arrives
thereafter and is the first one to use its assigned servers, will have a waiting time of zero (recall
that the system is empty at time t0).
To analyze (3.1) define Xˆ∅ ≡ 0 and Xˆi = χi − τˆi for i = (i1, . . . , ik). Next, let
κ = max{r ∈ N+ : |B∅,r| > 0},
where |A| denotes the cardinality of set A. Note that κ is a random variable and corresponds to the
maximum length of any directed path in Gn(t0). Furthermore, for any i ∈ Aˆκ we have W (n,t0)i = 0,
and therefore, for any i ∈ Aˆκ−1,
W
(n,t0)
i = max
{
0,max
j∈Bi
Xˆj
}
.
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Similarly, iterating (3.1) we obtain for i ∈ Aˆκ−2,
W
(n,t0)
i = max
{
0, max
j∈Bi
(
Xˆj +W
(n,t0)
j
)}
= max
{
0, max
j∈Bi,1
Xˆj, max
j∈Bi,2
(
Xˆj|1 + Xˆj
)}
.
In general, after iterating (3.1) κ times we obtain
W
(n,t0)
∅ = max
{
0, max
j∈B∅,1
Xˆj , . . . , max
j∈B∅,κ
(
Xˆj|1 + Xˆj|2 + · · ·+ Xˆj
)}
. (3.2)
Having now a recursive equation for the waiting time, we need to identify conditions under which
this queueing system will be stable, and then describe the stationary distribution of the waiting
time. The key idea to solve both problems is that the predecessor graph is very close to being a
tree; more precisely, the only thing that prevents it from being a tree is the occasional arrival of
a job that is an immediate predecessor to two or more jobs in Gn(t0). It turns out that under the
scaling we consider in our model (arrival rate equal to λn), the probability of this occurring within
the timeframe needed for the tagged job to start its service is very small (geometrically small).
Once we show that this is the case, taking the limit as t0 → −∞ will yield the stability of the
network.
To describe the stationary distribution of the waiting time we first observe that, provided the first
time that two paths in the predecessor graph merge occurs after the tagged job has initiated its
service, we have that the τˆ ’s will be i.i.d. exponential random variables with some rate λ∗n and the
χ’s will be i.i.d. with distribution B (since they will all belong to different jobs). It follows that
under the same conditions that guarantee the stability of the network we would have that, after
taking the limit as t0 → −∞ and the number of servers n→∞, W (n,t0)∅ would have to converge to
a solution to the stochastic fixed-point equation
W
D
= max
{
0, max
1≤i≤N
(χi − τi +Wi)
}
, (3.3)
where {Wi} are i.i.d. copies of W , independent of (N,χ1, τ1, χ2, τ2, . . . ), with N having distribution
f , limn→∞ fn, the χ’s i.i.d. having distribution B, and the τ ’s i.i.d. exponential random variables
with rate λ∗ , limn→∞ λ∗n, all random variables independent of each other. Note also that we have
replaced the set over which the maximum is computed, i ∈ B∅, with 1 ≤ i ≤ N , since in stationarity
all the pieces of a job have an immediate predecessor.
It turns out that (3.3) has multiple solutions [11], unlike the standard Lindley equation for N ≡ 1. It
is the structure of (3.2) that will allow us to identify the correct one. As we will see in the following
sections, the appropriate solution is the so-called endogenous one, which is also the minimal one in
the usual stochastic order sense.
To identify the value of λ∗ recall that in the time reversed setting, for the system with n servers, we
can think of independent Poisson processes each generating jobs with a tag of the form (s1, s2, . . . , sk),
for 1 ≤ k ≤ mn, and si ∈ {1, 2, . . . , n} for all i, at rate
λk =
fn(k)λn
n!/(n− k)! .
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Moreover, a piece of a job requiring service at server si can have as an immediate predecessor any
job of any size requiring service at server si. In particular, there are a total of
(
n−1
k−1
)
k! possible
predecessors of size k, and therefore, the inter arrival time between the piece of the job requiring
service from server si and its predecessor is exponentially distributed with rate
λ∗n =
mn∑
k=1
λk
(
n− 1
k − 1
)
k! =
mn∑
k=1
fn(k)λn(
n
k
) (n− 1
k − 1
)
= λ
mn∑
k=1
kfn(k). (3.4)
It follows that, assuming fn is uniformly integrable,
λ∗ = λ
∞∑
k=1
kf(k) = λE[N ].
Equation (3.3) is known in the literature ([22, 11, 20]) as a high-order Lindley equation, and the
behavior of its endogenous solution is given in Section 3.2.
3.1 Main result
Before we formulate the main result of this paper it is convenient to specify the conditions we need
to impose on fn, λ, and B. Recall that the service requirements of a job of size k, (χ
(1), . . . χ(k)),
are allowed to be arbitrarily dependent, say having some joint distribution Bk(x) on Rk+, but are
assumed to be independent of the number of pieces. In this notation, B is the distribution of the
service requirement of a randomly chosen piece, i.e.,
B(x) =
mn∑
k=1
fn(k)
k∑
i=1
1
k
P (χ(i) ≤ x).
Throughout the paper, ⇒ denotes convergence in distribution.
Assumption 3.1 Suppose that fn is a distribution on {1, 2, . . . ,mn}, with mn ≤ n, B is a distri-
bution on R+, and λ > 0.
i) Suppose there exists a distribution f on N+, having finite mean, such that fn ⇒ f as n→∞
and fn is uniformly integrable.
ii) Suppose there exists β > 0 such that
E
[
N∑
i=1
eβ(χi−τi)
]
=
λ∗
λ∗ + β
E[N ]E
[
eβχ1
]
< 1,
where N is distributed according to f , {χi} are i.i.d. random variables with distribution B,
independent of N , and {τi} are i.i.d. exponentially distributed random variables with rate
λ∗ = λE[N ], independent of (N,χ1, . . . , χN ).
iii) Suppose that
lim
n→∞
1
n
mn∑
k=1
k2fn(k) = 0.
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To give some examples of distributions for which Assumption 3.1 is satisfied, let N be distributed
according to f and consider
fn(k) = P (min{N,mn} = k) or fn(k) = P (N = k|N ≤ mn).
In both cases, provided E[N ] < ∞, we can take any mn → ∞, including mn = n, and have fn
uniformly integrable, since the monotone convergence theorem gives E[min{N,mn}] → E[N ] and
E[N |N ≤ mn] = E[N1(N ≤ mn)]/P (N ≤ mn) → E[N ]. Finally, Assumption 3.1 (iii) would be
satisfied in both examples, with mn = n, if E[N
1+] <∞ for some  > 0, since then
lim
n→∞
1
n
n∑
k=1
k2fn(k) ≤ lim
n→∞
n1−
n
n∑
k=1
k1+fn(k) = E[N
1+] lim
n→∞n
− = 0.
In case E[N1+] =∞ for all  > 0, one would need to take mn = o(n) to obtain
lim
n→∞
1
n
mn∑
k=1
k2fn(k) ≤ lim
n→∞
mn
n
n∑
k=1
kfn(k) = E[N ] lim
n→∞
mn
n
= 0.
We are now ready to formulate the main theorem.
Theorem 3.2 Let W
(n,t0)
∅ denote the waiting time, excluding service, of the tagged job (the first
job to arrive after time zero) when we start the system empty at time t0 < 0 and the network
consists of n servers. Suppose that
E[Nˆ ]E
[
eβ(χ−τˆ)
]
< 1 (3.5)
for some β > 0, where Nˆ has distribution fn, χ has distribution B and τˆ is exponentially distributed
with rate λ∗n and is independent of χ. Then, for any fixed number of servers n,
lim
t0→−∞
W
(n,t0)
∅ = W
(n) a.s.
for some finite random variable W (n). Moreover, provided Assumption 3.1 is satisfied,
W (n) ⇒W,
as n→∞, where W is the endogenous solution to (3.3). Furthermore, for any p > 0,
E
[
(W (n))p
]
→ E [W p] <∞, n→∞.
The key idea for the proof of the stability result is to couple the predecessor graph with a weighted
branching tree ([29, 18]) and show that the waiting time of the tagged job is dominated by the
maximum of the random walks along all the paths of the tree. The identification of the limit with
the endogenous solution to the high-order Lindley equation (3.3) will follow from a similar coupling
argument between the predecessor graph and a weighted branching tree, in which we will show
that with high enough probability the tagged job will initiate its service before we observe the
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first merging of paths. This critical timescale at which the first merging of paths is observed also
explains why the dependence among the different service requirements of a job plays no role, since
a typical job will only “see” one fragment from each of its predecessors still present in the system
when it arrives. This dependence does however impact the sojourn time, i.e., the time a job spends
in the system from the moment it arrives until all its fragments complete service, which in the limit
is given by
T = max
{
0, max
1≤i≤N
(χi − τi +Wi)
}
+ max
1≤j≤N
χ(j), (3.6)
where (χ(1), . . . , χ(k)) is distributed according to Bk(x) and is independent of (N, {χi}, {τi}, {Wi}),
and the {Wi} are i.i.d. copies of the endogenous solution to (3.3).
3.2 Analyzing the limit: Generalized Crame´r-Lundberg approximation
As stated in Theorem 3.2, the stationary waiting time in the system with n servers converges
to the endogenous solution to the stochastic fixed-point equation (3.3), which receives its name
since it can be explicitly constructed on a weighted branching process. For completeness, we now
briefly describe the construction of a weighted branching tree, which is more general than the setup
considered in this paper.
Let (Q,N,C1, C2, . . . ) be a vector with N ∈ N∪{∞}, and Q, {Ci} real-valued; the interpretation of
Q and the {Ci} depends on the application. Given a sequence of i.i.d. vectors{
(Qi, Ni, C(i,1), C(i,2), . . . )
}
i∈U having the same distribution as the generic branching vector
(Q,N,C1, C2, . . . ), we use the random variables {Ni}i∈U to determine the structure of a tree as
follows. Let A0 = {∅} and
Ar = {(i, ir) ∈ U : i ∈ Ar−1, 1 ≤ ir ≤ Ni}, r ≥ 1, (3.7)
be the set of individuals in the rth generation. Next, assign to each node i in the tree a weight Πi
according to the recursion
Π∅ = 1, Π(i,j) = C(i,j)Πi.
Each weight Πi is also usually multiplied by its corresponding value Qi to construct solutions to
non-homogeneous stochastic fixed-point equations.
In the general formulation, the vector (Q,N,C1, C2, . . . ) is allowed to be arbitrarily dependent,
although for the special case appearing in this paper we will have N <∞ a.s., Q ≡ 1, and the {Ci}
nonnegative, i.i.d., and independent of N . For more details we refer the reader to [29, 18, 19].
To make the connection between the high-order Lindley equation (3.3) and the main result in [20],
let R = eW , Ri = e
Wi , Q ≡ 1, and Ci = eχi−τi to obtain
R
D
= Q ∨
(
N∨
i=1
CiRi
)
, (3.8)
where x∨ y denotes the maximum of x and y. We refer to (3.8) with a generic branching vector of
the form (Q,N,C1, C2, . . . ) with the {Ci} nonnegative, and the {Ri} i.i.d. copies of R independent
of (Q,N,C1, C2, . . . ), as the branching maximum equation.
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It is easy to verify, as was done in [20], that the random variable
R ,
∞∨
r=0
∨
j∈Ar
ΠjQj
is a solution to (3.8), known in the literature as the endogenous solution ([1, 11]). Moreover, when
Q ≥ 0, the endogenous solution is also the minimal one in the usual stochastic order sense (see [11]
and also the survey paper [1] for additional references and a wide variety of max-plus equations).
Taking logarithms on both sides of (3.8) (with Q ≡ 1), we obtain that the endogenous solution to
(3.3) is given by
W ,
∞∨
r=0
∨
j∈Ar
Sj, (3.9)
where S∅ = 0, Sj = log Πj = Xj|1 +Xj|2 + · · ·+Xj for j 6= ∅, and Xi = χi− τi. Furthermore, it was
shown in [20] (see Lemma 3.1) that this endogenous solution is finite almost surely provided
E
[
N∑
i=1
eβXi
]
< 1
for some β > 0, which we will refer to as the stability condition. Note that with respect to the
queueing model in this paper, this stability condition implies the usual “load condition”, i.e., arrival
rate divided by service rate strictly smaller than one, which in this case would be λE[N ]E[χ] =
E[χ]/E[τ ] < 1; the two are equivalent when E[N ] = 1.
Remark 3.3 The stability condition guarantees that W , as defined by (3.9), is finite almost surely.
Moreover, by Theorem 4 in [11], the existence of β > 0 such that E
[∑N
i=1 e
βXi
]
≤ 1 is the corre-
sponding necessary condition (since P (max1≤i≤N (χi − τi) > 0) > 0). However, we do not consider
in this paper the boundary condition where E
[∑N
i=1 e
θXi
]
= 1 for some θ > 0 but E
[∑N
i=1 e
βXi
]
> 1
for all β 6= θ.
By rewriting W as
W = max
{
0, max
j∈A1
Xj , max
j∈A2
(
Xj|1 +Xj
)
, max
j∈A3
(
Xj|1 +Xj|2 +Xj
)
, . . .
}
,
the similarities with (3.2) become apparent. To give some additional intuition as to why (3.9) is
the appropriate solution, it is helpful to recall the N ≡ 1 case, where Lindley’s equation is known
to have a unique solution whenever E[X1] < 0. Moreover, as mentioned in the introduction, this
solution can be expressed in terms of the supremum of the random walk Sk = X1+ · · ·+Xk, S0 = 0.
A standard proof of this relation consists in iterating the recursion
Wn+1 = max{0, Xn +Wn}, W0 = 0,
to obtain
Wn+1 = max {0, Xn, Xn +Xn−1, . . . , Xn +Xn−1 + · · ·+X1} D= max
0≤k≤n
Sk.
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It follows by taking the limit as n→∞ on both sides that the stationary waiting time in the FCFS
GI/GI/1 queue satisfies
W
D
= max
k≥0
Sk.
It is then to be expected that the asymptotic analysis of the waiting time in the single-server
queue can also be generalized to the branching setting. This is indeed the case, as was recently
shown in [20]. There, for the endogenous solution to the general branching maximum recursion
(3.8), it was shown that under the root condition E
[∑N
i=1C
θ
i
]
= 1 and the derivative condition
0 < E
[∑N
i=1C
θ
i logCi
]
<∞, we have that
P (R > x) ∼ Hx−θ, x→∞, (3.10)
for some constants θ,H > 0. Note that for the high-order Lindley’s equation (3.3), this condi-
tion translates into the existence of a root θ > 0 such that E
[∑N
i=1 e
θXi
]
= 1. The power-law
asymptotics of R are a consequence of the Implicit Renewal Theorem on Trees from [18, 19], which
constitutes a powerful tool for the analysis of many different types of branching recursions, e.g.,
the maximum recursion ([6, 20]), the linear recursion or smoothing transform ([2, 4, 5, 18, 19, 3]),
the discounted tree sum ([1]), etc. This theorem is in turn a generalization of the Implicit Renewal
Theorem of [15] for non-branching recursions, which can be used to analyze the random coefficient
autoregressive process of order one and the reflected random walk, among others. The name “im-
plicit” refers to the fact that the Renewal Theorem is applied to a random variable R (e.g., the
solution to a stochastic fixed-point equation) without having knowledge of its distribution, which
in turn leads to the resulting constant H in the asymptotics to be implicitly defined in terms of R
itself.
We conclude this section with the theorem describing the asymptotic behavior of W , the endogenous
solution to (3.3).
Theorem 3.4 Let W be given by (3.9), with N distributed according to f , {χ, χi} i.i.d. with
common distribution B, and {τi} i.i.d. exponentially distributed with rate λ∗; all random variables
independent of each other. Suppose that for some θ > 0, E[N ]E[eθχ]λ∗/(λ∗ + θ) = 1 and 0 <
E
[
eθχχ
] − E [eθχ] /(λ∗ + θ) < ∞. In addition, assume that for some  > 0, E [N θ∨(1+)] < ∞.
Then,
P (W > x) ∼ He−θx, x→∞,
where 0 < H <∞ is given by
H =
(λ∗ + θ)2
θλ∗E[N ]
·
E
[
1 ∨∨Ni=1 eθ(χi−τi+Wi) −∑Ni=1 eθ(χi−τi+Wi)]
(λ∗ + θ)E [eθχχ]− E [eθχ] ,
with the {Wi} i.i.d. copies of W , independent of (N,χ1, τ1, . . . , χN , τN ).
The constant H in the asymptotic tail of W can be computed via simulation, for example, by using
the algorithm recently developed in [12], which can be used to generate the {Wi} appearing in the
expectation.
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Job size Arrival Mean
E[N ] β rate (λn) Model Sojourn Time 95% C.I.
2 2/3 100 SyncB 0.7290 [0.6843, 0.7737]
Split-Merge 0.7389 [0.6943, 0.7836]
M/G/n 0.9994 [0.9206 , 1.0782]
10 6 6.5 SyncB 1.1201 [1.0654, 1.1748]
Split-Merge 1.1116 [1.0599, 1.1634]
M/G/n 4.9916 [4.6585, 5.3247]
100 66 0.06 SyncB 1.0138 [0.9995 , 1.0281]
Split-Merge 1.0140 [0.9995 , 1.0284]
M/G/n 49.7684 [46.8525, 52.6844]
Table 1: Mean sojourn time. Simulated results for the average sojourn time of jobs in the SyncB,
Split-Merge and M/G/n models; in all models the number of servers is n = 1000, the arrival rate of
jobs is λn, indicated by the table, the service requirements of the pieces of a job are i.i.d. U(0, 1),
and the number of pieces is computed as Nˆ = N ∧n, with N − 1 a mixed Poisson random variable
with Pareto(α, β) rate, α = 3, and β according to the table. For the M/G/n queue the service
requirement of a job is the sum of the requirements of its pieces. All three simulations were run
using the same arrivals and jobs. Simulations were run for a total of 30,000 jobs.
4 Numerical experiments
In this section of the paper we provide some numerical experiments comparing our model to two
other: a non-distributed multiserver system and a split-merge queue. All the results in this section
were obtained using discrete-event simulation, starting with an empty system.
Throughout this section, we refer to the model studied in this paper as the synchronize at the
beginning (SyncB) model. We also consider a split-merge queue (Split-Merge) where incoming jobs
are split upon arrival into a number of pieces, and then assigned to randomly selected servers, each
of which operates in a FCFS basis. To explain how the synchronization occurs, assume that a job
fragment that has completed service does not leave the server until all other pieces of the same
job are done as well (since there are no output buffers in the system). Unlike in the SyncB model,
fragments that have reached the front of their queues and find their servers available can begin
processing immediately.
Our first set of results compares the SyncB, Split-Merge and M/G/n models, all run with the same
Poisson arrivals and job distributions. For the M/G/n model the service distribution is that of the
sum of all the pieces in a job. The purpose of including the M/G/n queue in this comparison is
to illustrate the gain attained by distributing the work among parallel servers, which as Table 1
shows, outweighs the loss of efficiency due to the blocking. In all the experiments, we focus on the
sojourn time of jobs, i.e., the amount of time a job spends in the system, from the time it arrives
to the time it completes its service and leaves. Table 1 shows simulated values for the expected
stationary sojourn time in a network with n servers along with 95% approximate confidence intervals
(the parameters lie within the theoretical stable region for both the SyncB and M/G/n models;
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Figure 4: Sojourn time tail distribution. Simulated values of the tail distributions for the SyncB
and Split-Merge models. In both cases, the number of servers is n = 1000, the arrival rate of jobs
is λn, indicated on the plots, the service requirements of the pieces of a job are i.i.d. U(0, 1), and
the number of pieces is computed as Nˆ = N ∧n, with N −1 a mixed Poisson random variable with
Pareto(α, β) rate, α = 3, and β indicated on the plots. Both simulations were run using the same
arrivals and jobs for a total of 30,000 jobs. The tail distribution of the limiting sojourn time T is
provided for comparison.
we do not have a criterion for the stability of the Split-Merge model but the simulated results
are consistent with stationarity). As we can see from the table, the two distributed systems are
comparable, and better than the non-distributed M/G/n queue. We point out that for the M/G/n
queue it can be verified that under the scaling considered here, the waiting time converges to
zero, which reduces the sojourn time to essentially the service time of a job, i.e., a quantity of the
form
∑Nˆ
i=1 χ
(i), whereas in the SyncB model the waiting time is non-zero but the service time is∨Nˆ
i=1 χ
(i). In our experiments we have used i.i.d. uniform service times for the job fragments and a
heavy-tailed mixed Poisson for the number of pieces, in which case
∑Nˆ
i=1 χ
(i) has a power-law tail
whereas
∨Nˆ
i=1 χ
(i) is bounded, which leads to a considerable number of jobs experiencing very long
sojourn times in the non-distributed system.
Our second set of results compare the tail distributions of the sojourn times in the SyncB and Split-
Merge models. Figure 4 depicts two comparisons, one for E[N ] = 2 and one for E[N ] = 10. The
parameters used in both plots are within the stability region for the SyncB model. As can be seen
from the figure, the distributions of the SyncB and Split-Merge models are undistinguishable, which
strongly supports the use of the SyncB model for approximating the mathematically intractable
Split-Merge model. In other words, SyncB seems to provide an accurate model for MapReduce with
random routing and FCFS scheduling, under light loads. We have also included the tail distribution
of the limiting sojourn time (3.6), computed using the algorithm in [12]. The approximation works
best for small values of E[N ] and light loads (i.e., λE[N ]E[χ] small).
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Figure 5: Mean sojourn time. Simulated values of the average sojourn time of the first t jobs for
the SyncB and Split-Merge models. In both cases, the number of servers is n = 1000, the arrival
rate of jobs is λn, with λ = 0.2095, the service requirements of the pieces of a job are i.i.d. U(0, 1),
and the number of pieces is computed as Nˆ = N ∧n, with N − 1 a mixed Poisson random variable
with Pareto(α, β) rate, α = 3, and β = 2/3 (E[N ] = 2). The parameters are such that the SyncB
model is at its theoretical boundary of stability. Both simulations were run using the same arrivals
and jobs for a total of 30,000 jobs.
The last numerical result in the paper compares the SyncB and Split-Merge models right at the
theoretical stability boundary of the SyncB model. Figure 5 plots the running average of the
sojourn times of the first t jobs, for up to 30,000 jobs. The plot is consistent with both models
being unstable, and the important insight we obtain is that the stability regions for the two models
seem to be very close, if not the same. This observation provides further support for the use of
SyncB as a qualitatively good approximation for Split-Merge.
5 Concluding remarks
The model presented in this paper captures the complexity of a large network of parallel servers
with blocking and synchronization constraints. Although not an exact model for any of today’s
existing distributed computing algorithms, our model provides a good approximation for split-merge
queues, which can be used to model the popular MapReduce algorithm under random routing and
FCFS scheduling. More importantly, our model is analytically tractable, and hence provides a
valuable benchmark for studying other distributed queueing models. In particular, one can think
of the random routing in our model (i.e., the way in which job pieces are assigned to randomly
selected servers) as a “blind” scheduling rule, since it requires no information about the availability
or the workload of any of the servers. On the other extreme, the model in [16] corresponds to
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the “optimal” scheduling rule, where job fragments are assigned to the servers with the smallest
workloads. It follows that the “blind” and “optimal” models can be used in conjunction to provide
a good cost-benefit analysis of any other scheduling rule (e.g., send to idle servers first, or select
twice as many servers as needed and choose those with the smallest workloads/number of jobs).
In other words, our model can be used to price server information. Furthermore, our model yields
valuable insights about general split-merge queues, which are important since they provide upper
bounds for various performance measures in today’s popular fork-join networks. In particular, the
unusual and rather stringent stability condition of our model highlights how critical the scheduling
discipline is, since the “optimal” model in [16] is stable under the usual load condition (arrival rate
divided by service rate strictly smaller than one). Hence, the analysis in this paper motivates the
search for “easily implementable” scheduling rules that can recover the weaker stability condition.
6 Proofs
This section contains the proofs of Theorem 3.2 and Theorem 3.4. To ease the exposition we
separate Theorem 3.2 into two parts, the first one concerning the existence of a stationary waiting
time for a fixed number of servers and a fixed arrival rate of jobs, the second one establishing the
limiting distribution of the stationary waiting time as the number of servers and the arrival rate of
jobs grow to infinity.
We start by summarizing some of the notation that will be used throughout this section, starting
with all the random variables involved in the predecessor graph. Let
Uˆ0 = 0, Uˆr = max
j∈Aˆr
Sˆj, r ≥ 1,
where Sˆj = Xˆj|1 + Xˆj|2 + · · · + Xˆj, Xˆi = χi − τˆi, and Aˆr is the set of labels (not jobs) in the
predecessor graph at graph distance r from the tagged job. Note that |B∅,r| ≤ |Aˆr|, since B∅,r
refers to the set of labels in Gn(t0), where there are some jobs/fragments that do not have any
predecessors, and as t0 → −∞ all jobs/fragments will have have one. We also point out that
since every time multiple paths in the graph merge (i.e., every time a job that is an immediate
predecessor to multiple fragments arrives) all the jobs from that point onwards will have multiple
labels, then some of the {Nˆi} will be repeated, and are therefore not independent. Similarly, the
{τˆi} correspond to the inter arrival times between jobs in the predecessor graph (the length of the
edges), and are therefore, in general, neither independent of each other nor of the {Nˆi}. More
precisely, the marginal distribution of each of the τˆi is exponential with rate λ
∗
n, but conditionally
on knowing that i shares a predecessor with one or more other jobs, its rate changes and all the
inter arrival times corresponding to edges that merge into the same job become dependent. Finally,
the {χi} are identically distributed with marginal distribution B, and their dependance with the
{τˆi} and {Nˆi} is limited to the multiplicity of the labels (i.e., labels referring to edges that lie on
merged paths have the same service requirements). Nonetheless, service requirements of the form
χi and χj with i 6= j may also be dependent if they correspond to fragments of the same job. We
will identify labels belonging to the same job in the predecessor graph through the equivalence
relation i ∼ j.
The analysis of the predecessor graph will become tractable once we identify suitable approxima-
tions where the merging of paths due to common predecessors does not occur, in other words, where
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the predecessor graph is truly a tree. Since these approximations will be used several times in the
proofs it is convenient to define them upfront.
In general, we will use N˜ to refer to a random variable having distribution fn, N to refer to a
random variable having distribution f , χ to refer to a random variable having distribution B, τ˜
to denote an exponential random variable with rate λ∗n, and τ to denote an exponential random
variable with rate λ∗.
Let {N˜i}, denote a sequence of i.i.d. copies of N˜ , {χi} an i.i.d. sequence of copies of χ, and {τ˜i}i∈U
an i.i.d. sequence of copies of τ˜ , all independent of each other. Use the {N˜i} to define a branching
process by setting A˜0 = {∅} and A˜r = {(i, ir) : i ∈ A˜r−1, 1 ≤ ir ≤ N˜i} for r ≥ 1. Next, set
X˜i = χi − τ˜i, S˜j = X˜j|1 + X˜j|2 + · · ·+ X˜j and define
U˜0 = 0, U˜r = max
j∈Aˆr
S˜j, r ≥ 1.
Similarly, by repeating the construction given above after removing the ∼ from all the random
variables we obtain
U0 = 0, Ur = max
j∈Ar
Sj, r ≥ 1,
where Sj = Xj|1 + Xj|2 + · · · + Xj and Xi = χi − τi. We point out that if fn = f for all n ≥ n0,
then there is no difference between all the ∼ random variables and those without it.
We are now ready to prove the first part of Theorem 3.2.
Proof of Theorem 3.2 (Stability). We need to show that provided E[Nˆ ]E
[
eβ(χ−τˆ)
]
< 1 the
limit limt0→−∞W
(n,t0)
∅ exists and is finite a.s. To this end, note that since
W
(n,t0)
∅ =
κ∨
r=0
∨
j∈B∅,r
(
Xˆj|1 + Xˆj|2 + · · ·+ Xˆj
)
, (6.1)
and as t0 → −∞ we have that κ→∞ a.s. and B∅,r ↑ Aˆr, it follows by monotone convergence that
lim
t0→−∞
W
(n,t0)
∅ =
∞∨
r=0
Uˆr ,W (n) a.s.
Therefore, it only remains to verify that W (n) <∞ a.s.
To establish the finiteness of W (n) we note that it suffices to show that
P (Uˆr > 0 i.o.) = 0.
This in turn will follow from the Borel-Cantelli Lemma once we show that
P (Uˆr > 0) ≤ cr (6.2)
for some constant 0 < c < 1. Therefore, we focus on showing (6.2).
Recall from the observations made at the beginning of this section that the {τˆi}i∈Gn(t0) are neither
i.i.d. nor independent of the {Nˆi}i∈Gn(t0). More precisely, recall that for each piece of a job requiring
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service at server si there are
(
n−1
k−1
)
k! possible immediate predecessors of size k (i.e., jobs that also
require service from server si). Since the arrival of jobs is assumed to follow a Poisson process,
this leads in (3.4) to the inter arrival time between a fixed piece of a job and its unique immediate
predecessor to be exponentially distributed with rate λ∗n. The problem arises when the piece of a
job has two or more immediate predecessors, in which case the rate for the exponential changes.
Consider an arrival that is predecessor to two jobs (or two pieces of the same job), j1 and j2, and
note that there must be two different servers, say si1 and si2 , that are required by the arriving job
and that are also assigned to jobs j1 and j2, respectively. There are only
(
n−2
k−2
)
k! possible jobs of
size k requiring service by servers si1 and si2 , and therefore, the rate at which such a predecessor
arrives is given by
λ(2)n =
mn∑
k=2
λk
(
n− 2
k − 2
)
k!.
In general, a job that is predecessor to jobs j1, j2, . . . , jr in the graph arrives at a rate
λ(r)n =
mn∑
k=r
λk
(
n− r
k − r
)
k! ≤
mn∑
k=1
λk
(
n− 1
k − 1
)
k! = λ∗n.
As for the lack of independence between the {τˆi}, note that the inter arrival times between pieces
of jobs that have a common immediate predecessor are dependent. The sequence {τˆi} is also
dependent on the {Nˆi}, since a large number of jobs awaiting for a predecessor to arrive increases
the probability of an arriving job being predecessor to two or more pieces at a time. Hence, the
analysis of P (Uˆr > 0) needs some care.
We start by using Markov’s inequality to obtain
P
(
Uˆr > 0
)
= P
(
max
j∈Aˆr
Sˆj > 0
)
≤ E
 ∨
j∈Aˆr
eβSˆj
 ≤ E
∑
j∈Aˆr
eβSˆj
 .
Now rewrite the last expectation as follows
E
∑
j∈Aˆr
eβSˆj
 = ∑
j∈Nr+
E
[
eβSj1(j ∈ Aˆr)
]
,
and notice that
1(j ∈ Aˆr) =
r−1∏
k=0
1(jk+1 ≤ Nˆj|k),
and is therefore independent of the {τˆj|k}rk=1. Since all labels along a path correspond to different
jobs, then the vectors {(Nˆj|k, χ(j|k,1), . . . , χ(j|k,Nˆj|k))}
r−1
k=0 are i.i.d. copies of (N˜ , χ1, . . . , χN˜ ), where
the {χi} are i.i.d. copies of χ, independent of N˜ . To eliminate the dependence between this last
sequence and the inter arrival times note that we can replace the {τˆj|k}rk=1 with i.i.d. copies of τ˜ ,
independent of {(Nˆj|k, χ(j|k,1), . . . , χ(j|k,Nˆj|k))}
r−1
k=0 to obtain
eβSˆj1(j ∈ Aˆr) ≤s.t. eβS˜j1(j ∈ A˜r),
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where ≤s.t. denotes the usual stochastic order, and the {S˜i} were defined at the beginning of this
section. It follows that
P
(
Uˆr > 0
)
≤ E
∑
j∈Aˆr
eβSˆj
 ≤ E
∑
j∈A˜r
eβS˜j
 , (6.3)
where the last expectation can be computed using standard weighted branching processes arguments
(see, e.g., [18]) and is given by
E
∑
j∈A˜r
eβS˜j
 =
E
 N˜∑
i=1
eβ(χi−τ˜i)
r = (E[N˜ ]E [eβ(χ−τ˜)])r . (6.4)
Setting c = E[N˜ ]E
[
eβ(χ−τ˜)
]
< 1 completes the proof.
For the second part of the main theorem we will prove that
W (n)
Wp−→W as n→∞
for any p ≥ 1, where Wp denotes the Wasserstein distance of order p (see, e.g., [39], Chapter 6).
This is equivalent to convergence in distribution plus convergence of all the moments of order up
to p (see Theorem 6.8 in [39]).
To this end, we will consider three different sets of processes that will yield intermediate approxi-
mations between W (n) and W . In particular, we will show that if µn is the probability measure of
W (n), νˆk is the probability measure of
∨k
r=0 Uˆr, ν˜k is that of
∨k
r=0 U˜r, νk of
∨k
r=0 Ur, and, finally,
µ is the probability measure of
W =
∞∨
r=0
Ur,
then
Wp(µn, µ) ≤Wp(µn, νˆrn) +Wp(νˆrn , ν˜rn) +Wp(ν˜rn , νrn) +Wp(νrn , µ)→ 0 (6.5)
as n→∞, for some rn →∞.
The technical difficulty in the proofs lies in the need to construct explicit couplings of the pairs of
probability measures involved for which we can show that their difference converges to zero in Lp
norm. We point out that although W (n) and
∨rn
r=0 Uˆr, as well as W and
∨rn
r=0 Ur, are naturally
defined on the same probability space, all other pairs are not. The proof of the many servers limit
part of Theorem 3.2 is based on a series of results.
Lemma 6.1 Suppose Assumption 3.1 (i)-(ii) is satisfied. Then, for any rn → ∞ as n → ∞, and
any p ≥ 1, we have that
lim
n→∞E
[∣∣∣∣∣W (n) −
rn∨
r=0
Uˆr
∣∣∣∣∣
p]
= 0 and lim
n→∞E
[∣∣∣∣∣W −
rn∨
r=0
Ur
∣∣∣∣∣
p]
= 0.
In particular, this implies that, as n→∞,
Wp(µn, νˆrn)→ 0 and Wp(νrn , µ)→ 0.
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Proof. Let β > 0 be the one from Assumption 3.1 (ii) and let ρβ = E[N ]E
[
eβ(χ−τ)
]
< 1. Fix
0 <  < 1− ρβ and note that
E[N˜ ]E
[
eβ(χ−τ˜)
]
= E[N˜ ]E
[
eβχ
]( λ∗n
λ∗n + β
)
.
By Assumption 3.1 (i) we have that E[N˜ ]→ E[N ], and therefore λ∗n → λ∗ as n→∞. Hence,
lim
n→∞E[N˜ ]E
[
eβ(χ−τ˜)
]
= ρβ. (6.6)
It follows that for large enough n,
E[N˜ ]E
[
eβ(χ−τ˜)
]
≤ ρβ +  < 1.
Next, note that
E
[∣∣∣∣∣W (n) −
rn∨
r=0
Uˆr
∣∣∣∣∣
p]
= E
(( ∞∨
r=rn+1
Uˆr −
rn∨
r=0
Uˆr
)+)p ≤ E
(( ∞∨
r=rn+1
Uˆr
)+)p
= E
[ ∞∨
r=rn+1
(
Uˆ+r
)p] ≤ ∞∑
r=rn+1
E
[(
Uˆ+r
)p]
.
To analyze the last expectation note that by Markov’s inequality,
E
[(
Uˆ+r
)p]
=
∫ ∞
0
P
((
Uˆ+r
)p
> x
)
dx =
∫ ∞
0
P
(
eβUˆr > eβx
1/p
)
dx
≤ E
[
eβUˆr
] ∫ ∞
0
e−βx
1/p
dx = E
 ∨
j∈Aˆr
eβSˆj
 p
βp
∫ ∞
0
up−1e−udu,
where
∫∞
0 u
p−1e−udu = E[ξp−1] < ∞ with ξ exponentially distributed with rate one. Letting
Cβ,p = pE[ξ
p−1]/βp gives
E
[(
Uˆ+r
)p] ≤ Cβ,pE
 ∨
j∈Aˆr
eβSˆj
 ≤ Cβ,pE
∑
j∈Aˆr
eβSˆj
 .
Moreover, as shown in the proof of the stability part of Theorem 3.2 (see (6.3) and (6.4)), we have
E
∑
j∈Aˆr
eβSˆj
 ≤ E
∑
j∈A˜r
eβS˜j
 = (E[N˜ ]E [eβ(χ−τ˜)])r .
It follows that, for sufficiently large n,
∞∑
r=rn+1
E
[(
Uˆ+r
)p] ≤ Cβ,p ∞∑
r=rn+1
(
E[N˜ ]E
[
eβ(χ−τ˜)
])r ≤ Cβ,p ∞∑
r=rn+1
(ρβ + )
r = O ((ρβ + )
rn)
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as n→∞, since ρβ +  < 1.
The proof involving W and the {Ur}r≥0 is essentially the same and is therefore omitted.
The following result regarding the contribution of all the paths with multiple labels in the predeces-
sor graph is the most technical one in the paper, since it is where the subtle dependence introduced
by the merging of paths plays a role.
Lemma 6.2 For r ≥ 1 define Mr = {i ∈ Aˆr : i ∼ j for some j 6= i} to be the set of labels in
the predecessor graph at graph distance r from the tagged job belonging to jobs with multiple labels.
Then, for any β > 0 and ρ˜β = E[N˜ ]E
[
eβ(χ−τ˜)
]
,
E
∑
i∈Mr
eβSˆi
 ≤ r
n
E
[
N˜2
]
(ρ˜β)
r.
Proof. We first write for r ≥ 1,
E
∑
i∈Mr
eβSˆi
 = ∑
i∈Nr+
E
[
eβSˆi1(i ∈Mr)
]
.
Now note that along a path all jobs are different and therefore the service requirements {χi|k}rk=1 are
i.i.d. with distribution B, and are independent of the {Nˆi|k}r−1k=0. The inter arrival times {τˆi|k}rk=1
do depend on the {Nˆi|k}r−1k=0 in the sense that a large number of jobs in the predecessor graph at
the time a job arrives increases its probability of being an immediate predecessor to more than one
job, and therefore influences the rate of the corresponding τˆ . It follows that if we replace them by
i.i.d. copies of τ˜ independent of everything else, we obtain
E
[
eβSˆi1(i ∈Mr)
]
≤
(
E
[
eβ(χ−τ˜)
])r
P (i ∈Mr).
To compute the last probability let Ci denote the event that i is a common immediate predecessor
to two or more jobs/fragments in the predecessor graph, and note that
1(i ∈Mr) =
r∑
s=1
1((i|s− 1) ∈M cs−1, (i|s) ∈Ms) ≤
r∑
s=1
1(i ∈ Ar, Ci|s),
and therefore,
∑
i∈Nr+
P (i ∈Mr) ≤
r∑
s=1
∑
i∈Nr+
E
[
r−1∏
k=0
1(ik+1 ≤ Nˆi|k)1(Ci|s)
]
.
Next, let σi = T1 − τˆi|1 − · · · − τˆi denote the time at which job i arrived to the predecessor graph.
Define Ft = σ((Nˆj, sj, χj, τˆj) : σj > t) to be the sigma algebra containing the “history” of the
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predecessor graph over the interval (t, T1], and note that Fσi does not reveal whether Ci occurred
nor the value of Nˆi. Now note that for 1 ≤ s ≤ r − 1,∑
i∈Nr+
E
[
r−1∏
k=0
1(ik+1 ≤ Nˆi|k)1(Ci|s)
]
=
∑
i∈Nr+
E
[
s−1∏
k=0
1(ik+1 ≤ Nˆi|k)E
[
r−1∏
k=s
1(ik+1 ≤ Nˆi|k)1(Ci|s)
∣∣∣∣∣Fσi|s
]]
.
Moreover, since {Nˆi|k}r−1k=s are independent of Fσi|s , then
E
[
r−1∏
k=s
1(ik+1 ≤ Nˆi|k)1(Ci|s)
∣∣∣∣∣Fσi|s
]
= E
[
1(is+1 ≤ Nˆi|s)1(Ci|s)
∣∣∣Fσi|s] r−1∏
k=s+1
P (ik+1 ≤ Nˆi|k),
with the convention that
∏b
i=a xi ≡ 1 if a > b.
To analyze the last conditional expectation let Kt be the number of pieces of jobs that are available
at time t, where by available we mean that they they do not have an immediate predecessor in
(t, T1]. Note that the event Cj is a function of Kσj and Nˆj only; more precisely, for any j ∈ Ns+ we
have
P (Cj|Nˆj,Kσj) =
(Kσj−1
1
)( n−2
Nˆj−2
)
(Kσj
1
)( n−1
Nˆj−1
) ≤ Nˆj
n
.
It follows that
E
[
1(js+1 ≤ Nˆj)1(Cj)
∣∣∣Fσj] = E [1(js+1 ≤ Nˆj)P (Cj|Nˆj,Kσj)∣∣∣Fσj]
≤ E
[
1(js+1 ≤ Nˆj)Nˆj
n
∣∣∣∣∣Fσj
]
=
1
n
E[Nˆj1(js+1 ≤ Nˆj)].
It follows that, for 1 ≤ s ≤ r − 1,∑
i∈Nr+
E
[
r−1∏
k=0
1(ik+1 ≤ Nˆi|k)1(Ci|s)
]
≤
∑
i∈Nr+
E
[
s−1∏
k=0
1(ik+1 ≤ Nˆi|k)
]
1
n
E[Nˆi|s1(is+1 ≤ Nˆi|s)]
r−1∏
k=s+1
P (ik+1 ≤ Nˆi|k)
=
1
n
(
E[N˜ ]
)r−1
E[N˜2].
For s = r note that the same arguments used above give∑
i∈Nr+
E
[
r−1∏
k=0
1(ik+1 ≤ Nˆi|k)1(Ci)
]
=
∑
i∈Nr+
r−1∏
k=0
P (ik+1 ≤ Nˆi|k)P (Ci)
≤
∑
i∈Nr+
r−1∏
k=0
P (ik+1 ≤ Nˆi|k)
E[Nˆi]
n
=
1
n
(
E[N˜ ]
)r+1
.
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We conclude that
E
∑
i∈Mr
eβSˆi
 ≤ (E [eβ(χ−τ˜)])r(r−1∑
s=1
1
n
(
E[N˜ ]
)r−1
E[N˜2] +
1
n
(
E[N˜ ]
)r+1)
=
1
n
(ρ˜β)
r
(
(r − 1)E[N˜
2]
E[N˜ ]
+ E[N˜ ]
)
.
Noting that 1 ≤ (E[N˜ ])2 ≤ E[N˜2] completes the proof.
Lemma 6.3 Let X1, X2, Y1, Y2 be nonnegative random variables and let p ≥ 1. Then
(E [|X1 ∨X2 − Y1 ∨ Y2|p])1/p ≤ (E [Xp2 ])1/p + (E [Y p2 ])1/p + (E [|X1 − Y1|p])1/p .
Proof. First note that for any real numbers x1, x2 we have that
x1 ∨ x2 = (x2 − x1)+ + x1,
from where we obtain that for y1, y2 also real,
|x1 ∨ x2 − y1 ∨ y2| ≤ (x2 − x1)+ + |x1 − y1|+ (y2 − y1)+.
Moreover, provided x1, y1, x2, y2 ≥ 0, we have that
|x1 ∨ x2 − y1 ∨ y2| ≤ x2 + |x1 − y1|+ y2.
Substituting in the random variables and using Minkowski’s inequality gives the result.
The following proposition contains the main coupling between the predecessor graph and its
weighted branching tree approximation. Its proof relies on the bound provided by Lemma 6.2.
Proposition 6.4 Suppose that Assumption 3.1 is satisfied. Then, for νˆk, the probability measure
of
∨k
r=0 Uˆr, and ν˜k, the probability measure of
∨k
r=0 U˜r, we have that for any rn → ∞, and any
p ≥ 1,
Wp(νˆrn , ν˜rn)→ 0 n→∞.
Proof. From the definition of the Wasserstein metric, we need to construct a coupling of νˆrn and
ν˜rn for which we can show that their Lp distance converges to zero. We will do this by defining a
weighted branching tree that will be very close to the predecessor graph restricted to predecessors
at graph distance at most rn of the tagged job (i.e., whose labels are of the form i = (i1, . . . , ir)
with r ≤ rn). To start, define Mr = {i ∈ Aˆr : i ∼ j for some j ≺ i} as in Lemma 6.2. To construct
the weighed branching tree we proceed inductively starting from the tagged job.
Let {N˜ ′i}i∈U be a sequence of i.i.d. copies of N˜ , let {χ′i}i∈U be a sequence of i.i.d. copies of χ, and let
{τ˜ ′i}i∈U be a sequence of i.i.d. exponential random variables with rate λ∗n, all sequences independent
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of each other and of all other random variables used up to now. Next, let A˜0 = {∅} = Aˆ0 and
N˜∅ ≡ Nˆ∅, which defines A˜1 = {i : 1 ≤ i ≤ N˜∅}. In general, for r ≥ 1 and each i ∈ A˜r, set
N˜i =
{
Nˆi, if i ∈M cr ,
N˜ ′i , otherwise,
and X˜i =
{
Xˆi, if i ∈M cr , ,
χ′i − τ˜ ′i , otherwise.
Then, use the newly defined {N˜i}i∈A˜r to construct A˜r+1 = {(i, ir+1) : i ∈ A˜r, 1 ≤ ir+1 ≤ N˜i}. We
point out that, by construction, M cr ⊆ Aˆr∩ A˜r. Also, the {(N˜i, X˜(i,1), . . . , X˜(i,N˜i))}i∈U are now i.i.d.
with the same distribution as (N˜ , X˜1, . . . , X˜N˜ ), and therefore define a weighted branching tree.
Recall from the beginning of the section that
S˜∅ = 0, S˜i = X˜i|1 + X˜i|2 + · · ·+ X˜i, i 6= ∅,
and
U˜r =
∨
i∈A˜r
S˜i.
We will show that E
[∣∣∣∨rnr=0 Uˆr −∨rnr=0 U˜r∣∣∣p]→ 0 as n→∞.
To this end, note that we can split the paths in Uˆr and U˜r as follows:
Uˆr = max
 ∨
i∈Mcr
Sˆi,
∨
i∈Mr
Sˆ+i
 , max{Uˆ (1)r , Uˆ (2)r } ,
and
U˜r = max
 ∨
i∈A˜r∩Mcr
S˜i,
∨
i∈A˜r∩Mr
S˜+i
 , max{U˜ (1)r , U˜ (2)r } .
Note that ∅ ∈ Aˆr ∩M cr , and therefore Uˆ (1)r and U˜ (1)r are nonnegative without having to add the
positive parts to the corresponding Sˆi and S˜i. Moreover, Sˆi ≡ S˜i for i ∈ M cr and therefore,
Uˆ
(1)
r ≡ U˜ (1)r . It follows from Lemma 6.3 that
E
[∣∣∣∣∣
rn∨
r=0
Uˆr −
rn∨
r=0
U˜r
∣∣∣∣∣
p]
= E
[∣∣∣∣∣max
{
rn∨
r=0
Uˆ (1)r ,
rn∨
r=0
Uˆ (2)r
}
−max
{
rn∨
r=0
U˜ (1)r ,
rn∨
r=0
U˜ (2)r
}∣∣∣∣∣
p]
≤
(E [( rn∨
r=0
Uˆ (2)r
)p])1/p
+
(
E
[(
rn∨
r=0
U˜ (2)r
)p])1/pp .
To analyze the last two expectations we follow the same approach used in the proof of Lemma 6.1
to obtain
E
[(
rn∨
r=0
Uˆ (2)r
)p]
≤ Cβ,p
rn∑
r=1
E
∑
i∈Mr
eβSˆi
 ,
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where Cβ,p = pE[ξ
p−1]/βp with ξ exponentially distributed with rate one, and β > 0 is the one
from Assumption 3.1 (ii). By Lemma 6.2 we have that
E
∑
i∈Mr
eβSˆi
 ≤ r
n
E[N˜2]
(
E[N˜ ]E
[
eβ(χ−τ˜)
])r
.
By (6.6) we have that E[N˜ ]E
[
eβ(χ−τ˜)
]→ ρβ as n→∞. We conclude that, for any 0 <  < 1− ρβ
and sufficiently large n,
E
[(
rn∨
r=0
Uˆ (2)r
)p]
≤ Cβ,p
rn∑
r=1
r
n
E
[
N˜2
] (
E[N˜ ]E
[
eβ(χ−τ˜)
])r
≤ Cβ,p
n
E
[
N˜2
] rn∑
r=1
r(ρβ + )
r = O
(
1
n
E
[
N˜2
])
.
The proof that E
[(∨rn
r=0 U˜
(2)
r
)p]
= O
(
E
[
N˜2
]
n−1
)
follows the same steps and is therefore omit-
ted. We have thus shown that
E
[∣∣∣∣∣
rn∨
r=0
Uˆr −
rn∨
r=0
U˜r
∣∣∣∣∣
p]
= O
(
1
n
E
[
N˜2
])
as n→∞, which in turn implies that Wp(νˆrn , ν˜rn)→ 0 by Assumption 3.1 (iii).
The following, and last, preliminary result provides a coupling for two weighted branching trees.
As pointed out earlier, this step is unnecessary if fn ≡ f for all n sufficiently large.
Proposition 6.5 Suppose that Assumption 3.1 (i)-(ii) is satisfied. Then, for ν˜k, the probability
measure of
∨k
r=0 U˜r, νk, the probability measure of
∨k
r=0 Ur, any p ≥ 1 and any rn →∞ such that
lim
n→∞
∣∣∣E[N ]− E[N˜ ]∣∣∣ (E[N ])rn/p rn = 0,
we have that
Wp(ν˜rn , νrn)→ 0 n→∞.
Proof. We start by constructing a coupling of ν˜rn and νrn . Let {ξi}i∈U and {ζi}i∈U be two
independent sequences of i.i.d. Uniform(0,1) random variables. Let Fn(k) =
∑k
j=1 fn(j), F (k) =∑k
j=1 f(j) and set
τ˜i = − 1
λ∗n
log ξi and τi = − 1
λ∗
log ξi,
N˜i = F
−1
n (ζi) and Ni = F
−1(ζi),
where g−1(t) = inf{x ∈ R : g(x) ≥ t} (this is the standard inverse transform construction).
Now use the {N˜i} and the {Ni} to construct two branching trees according to A˜0 = {∅} = A0 and
A˜r = {(i, ir) : i ∈ A˜r−1, 1 ≤ ir ≤ N˜i}, Ar = {(i, ir) : i ∈ Ar−1, 1 ≤ ir ≤ Ni} for r ≥ 1. It remains
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to construct the sequences of service requirements. For the ∼ weighted branching tree we sample
i.i.d. random variables {χi}i∈U having distribution B, independent of all other random variables,
and set X˜i = χi − τ˜i for each i ∈ U . Then let Xi = χi − τi.
To analyze the difference between the corresponding processes U˜r and Ur, we start by defining the
notion of a miscoupling. We say that there has been a miscoupling at node i ∈ Ar if Ni 6= N˜i and
Ni|k = N˜i|k for all 1 ≤ k < r. Next, define Cr = {i ∈ Ar : Ni|k = N˜i|k for all 1 ≤ k < r}, which
corresponds to the set of individuals in both trees that have no miscouplings along their paths.
Following the same steps used in the proof of Proposition 6.4, and with some abuse of notation,
split the paths in U˜r and Ur as follows:
U˜r = max
 ∨
i∈A˜r∩Cr
S˜+i ,
∨
i∈A˜r∩Ccr
S˜+i
 , max{U˜ (1)r , U˜ (2)r } ,
and
Ur = max
 ∨
i∈Ar∩Cr
S+i ,
∨
i∈Ar∩Ccr
S+i
 , max{U (1)r , U (2)r } .
By using Lemma 6.3 we obtain
E
[∣∣∣∣∣
rn∨
r=0
U˜r −
rn∨
r=0
Ur
∣∣∣∣∣
p]
= E
[∣∣∣∣∣max
{
rn∨
r=0
U˜ (1)r ,
rn∨
r=0
U˜ (2)r
}
−max
{
rn∨
r=0
U (1)r ,
rn∨
r=0
U (2)r
}∣∣∣∣∣
p]
≤

(
E
[(
rn∨
r=0
U˜ (2)r
)p])1/p
+
(
E
[(
rn∨
r=0
U (2)r
)p])1/p
(6.7)
+
(
E
[∣∣∣∣∣
rn∨
r=0
U˜ (1)r −
rn∨
r=0
U (1)r
∣∣∣∣∣
p])1/p
p
. (6.8)
The analysis of the two expectations in (6.7) is very similar to the approach used in the proof of
Proposition 6.4, so we will skip many of the intermediate steps. First, we obtain that
E
[(
rn∨
r=0
U˜ (2)r
)p]
≤ Cβ,p
rn∑
r=1
E
 ∑
i∈A˜r∩Ccr
eβS˜i
 ,
where Cβ,p is a finite constant and β > 0 is the same one from Assumption 3.1 (ii). To compute
the expectation on the right hand side let Hk = σ((N˜i, X˜(i,1), . . . , X˜(i,N˜i)) : i ∈ A˜s, 0 ≤ s < k) for
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k ≥ 1 and note that for r ≥ 2,
ar , E
 ∑
i∈A˜r∩Ccr
eβS˜i

= E
 ∑
i∈A˜r−1∩Ccr−1
N˜i∑
j=1
eβS˜(i,j) +
∑
i∈A˜r−1∩Cr−1
N˜i∑
j=1
eβS˜(i,j)1(N˜i 6= Ni)

= E
 ∑
i∈A˜r−1∩Ccr−1
eβS˜iE
 N˜i∑
j=1
eβX˜(i,j)
∣∣∣∣∣∣Hr−1


+ E
 ∑
i∈A˜r−1∩Cr−1
eβS˜iE
 N˜i∑
j=1
eβX˜(i,j)1(N˜i 6= Ni)
∣∣∣∣∣∣Hr−1

= ρ˜β ar−1 + E
[
N˜1(N˜ 6= N)
]
E
[
eβ(χ−τ˜)
]
E
 ∑
i∈A˜r−1∩Cr−1
eβS˜i
 ,
where ρ˜β = E[N˜ ]E
[
eβ(χ−τ˜)
]
and (N˜ ,N) = (F−1n (ζ), F−1(ζ)) in the first of the last three expecta-
tions, with ζ Uniform(0,1). Letting En = E
[
N˜1(N˜ 6= N)
]
E
[
eβ(χ−τ˜)
]
and noting that
E
 ∑
i∈A˜r−1∩Cr−1
eβS˜i
 ≤ E
 ∑
i∈A˜r−1
eβS˜i
 = (ρ˜β)r−1,
gives
ar ≤ ρ˜β ar−1 + En(ρ˜β)r−1.
Iterating this recursion r − 1 times gives,
ar ≤ (ρ˜β)r−1a1 + (r − 1)En(ρ˜β)r−1 = Enr(ρ˜β)r−1.
Since by (6.6) we have that ρ˜β → ρβ = E[N ]E
[
eβ(χ−τ)
]
as n→∞, then for 0 <  < 1− ρβ and n
sufficiently large,
E
[(
rn∨
r=0
U˜ (2)r
)p]
≤ Cβ,p En
rn∑
r=1
r(ρ˜β)
r−1 ≤ Cβ,p En
∞∑
r=1
r(ρβ + )
r−1 = O (En)
as n→∞. The proof for the expectation involving the {U (2)r } is symmetric with respect to the ∼
notation, so we obtain
E
[(
rn∨
r=0
U˜ (2)r
)p]
+ E
[(
rn∨
r=0
U (2)r
)p]
= O (En) . (6.9)
It remains to analyze the expectation in (6.8).
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The key idea to do this is to note that
U˜ (1)r = max
j∈Cr
(Sj + Ej),
where
Ej =
(
1− λ
∗
λ∗n
)(
τj|1 + τj|2 + · · ·+ τj
)
.
By using the inequality ∣∣∣∣max1≤i≤k(xi + yi)− max1≤i≤k xi
∣∣∣∣ ≤ max1≤i≤k |yi|,
for any sequences of real numbers {xi}i≥1 and {yi}i≥1 and any k ≥ 1, we obtain
E
[∣∣∣∣∣
rn∨
r=0
U˜ (1)r −
rn∨
r=0
U (1)r
∣∣∣∣∣
p]
≤ E
 rn∨
r=0
∨
i∈Cr
|Ei|p
 ≤ E
 ∨
i∈Arn
|Ei|p
 ,
where for the last identity we used the observation that if i ∈ Cr for some r ≤ rn, then there
is at least one j ∈ Arn such that (j|r) = i (recall that fn(0) = f(0) = 0), and since all the {τi}
are nonnegative, |Ei| ≤ |Ej|. To estimate the last expectation note that since the {τi}i∈U are
independent of the {Ni}i∈U , we have
E
 ∨
i∈Arn
|Ei|p
 ≤ E
 ∑
i∈Arn
|Ei|p
 = E[|Arn |] ∣∣∣∣ 1λ∗ − 1λ∗n
∣∣∣∣pE[Y prn ],
where Yrn is an Erlang random variable with parameters (rn, 1). Since E[|Arn |] = (E[N ])rn ,∣∣∣∣ 1λ∗ − 1λ∗n
∣∣∣∣ =
∣∣∣∣∣E[N ]− E[N˜ ]λE[N ]E[Nˆ ]
∣∣∣∣∣ ≤ |E[N ]− E[N˜ ]|λ ,
and
E[Y prn ] =
∫ ∞
0
xrn+p−1e−x
(rn − 1)! dx =
Γ(rn + p)
Γ(rn)
,
where Γ(t) is the gamma function, we have that
E
[∣∣∣∣∣
rn∨
r=0
U˜ (1)r −
rn∨
r=0
U (1)r
∣∣∣∣∣
p]
≤ |E[N ]− E[N˜ ]|
p
λp
(E[N ])rn
Γ(rn + p)
Γ(rn)
= O
(∣∣∣E[N ]− E[N˜ ]∣∣∣p (E[N ])rn rpn) (6.10)
as n→∞, where in the last step we used that limk→∞ Γ(k)kα/Γ(k + α) = 1 for any α ∈ R.
Combining (6.9) and (6.10) with (6.7) and (6.8), gives(
E
[∣∣∣∣∣
rn∨
r=0
U˜r −
rn∨
r=0
Ur
∣∣∣∣∣
p])1/p
= O
(
E1/pn +
∣∣∣E[N ]− E[N˜ ]∣∣∣ (E[N ])rn/p rn) ,
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where ∣∣∣E[N ]− E[N˜ ]∣∣∣ (E[N ])rn/p rn → 0
as n→∞ by assumption. To see that En → 0 as well, note that
En = ρ˜β
E[N˜ ]
mn∑
k=1
kP (N 6= k|N˜ = k)fn(k) ≤ ρ˜β max
1≤k≤mn
P (N 6= k|N˜ = k).
Since ρ˜β → ρβ < 1, it only remains to show that the maximum on the right hand side converges to
zero. To see this is the case let Rk = {u ∈ (0, 1) : F−1n (u) = k} and note that for any 1 ≤ k ≤ mn,
P (N 6= k|N˜ = k) =
∫
Rk
{
1(F−1(u) ≤ k − 1) + 1(F−1(u) ≥ k + 1)} du
=
∫
Rk
{
1(F−1(u) ≤ F−1n (u)− 1) + 1(F−1(u) ≥ F−1n (u) + 1)
}
du
=
∫
Rk
1(|F−1(u)− F−1n (u)| ≥ 1) du
≤
∫ 1
0
|F−1(u)− F−1n (u)| du,
where the last integral is the Wasserstein distance of order one (W1) between distributions fn and
f (see, e.g., [21, 30]), which converges to zero since fn ⇒ f and E[N˜ ]→ E[N ] (by Assumption 3.1
(i)), which is equivalent to convergence in W1 (see Theorem 6.8 in [39]). This completes the proof.
Now that we have all the convergence results for each of the pairs of probability measures involved
in (6.5), we can give the proof of the many servers limit of Theorem 3.2.
Proof of Theorem 3.2 (Many servers limit). Let ϕ(n) =
∣∣∣E[N ]− E[N˜ ]∣∣∣, which converges to
zero as n→∞ since fn is uniformly integrable by Assumption 3.1. Now let
rn =
{
p
2 logE[N ] | logϕ(n)|, if E[N ] > 1,
ϕ(n)−1/2, if E[N ] = 1,
and note that∣∣∣E[N ]− E[N˜ ]∣∣∣ (E[N ])rn/prn = { p2 logE[N ]ϕ(n)1/2| logϕ(n)|, if E[N ] > 1,
ϕ(n)1/2, if E[N ] = 1,
which converges to zero as n→∞ in both cases.
That limn→∞Wp(µnµ) = 0 as required is an immediate consequence of (6.5) combined with
Lemma 6.1, Proposition 6.4, and Proposition 6.5.
The last proof in the paper is that of Theorem 3.4.
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Proof of Theorem 3.4. We need to verify the conditions of Theorem 3.4 in [20]. The non-
arithmetic condition is immediate from the observation that the {τi} are exponentially distributed
and independent of (N,χ1, . . . , χN ). The derivative and root conditions follow from the assumptions
by noting that
E
[
N∑
i=1
eθ(χi−τi)(χi − τi)
]
=
E[N ]λ∗
(λ∗ + θ)2
(
(λ∗ + θ)E
[
eθχχ
]
− E
[
eθχ
])
,
and
E
[
N∑
i=1
eθ(χi−τi)
]
= E[N ]E
[
eθχ
]
λ∗/(λ∗ + θ).
To verify condition 1 note that for θ > 1, Lemma 4.1 in [18] gives (using Ci ≡ 1 for all i),
E
( N∑
i=1
eχi−τi
)θ ≤ (E[e(p−1)(χ−τ)])θ/(p−1)E [N θ]+ E [ N∑
i=1
eθ(χi−τi)
]
≤ E
[
eθ(χ−τ)
]
E[N θ] + 1 (by Jensen’s inequality),
where p = dθe. For 0 < θ ≤ 1, the same arguments give for any 0 <  < 1,
E
( N∑
i=1
eθ(χi−τi)/(1+)
)1+ ≤ (E[eθ(χ−τ)/(1+)])1+E [N1+]+ E [ N∑
i=1
eθ(χi−τi)
]
≤ E
[
eθ(χ−τ)
]
E[N1+] + 1.
Since E[N θ∨(1+)] <∞ by assumption, all the conditions of the theorem are satisfied.
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