A theory is developed that explains the stepsize patterns observed when standard predictor-corrector methods with variable stepsize strategy are used to solve sti or mildly sti problems. In some cases an algorithmic steady state occurs with smooth almost constant stepsizes; at other times an oscillating stepsize pattern of stepsizes is observed with the possibility of frequent rejected steps.
Introduction
In Hall 6] a theory was developed which explained the patterns of stepsizes observed when explicit variable stepsize Runge-Kutta (RK) codes were used to solve mildly sti problems where the steps are restricted by stability. Further analysis was given in 7, 8] . An account of this work was given in 3] where it was called SC-stability -a term we will adopt. An algorithm is SC-stable (step control) if the stepsize behaves smoothly when stability restricts the stepsize and no frequent step rejections appear.
This theory led to much research into nding improved stepsize controllers. Gusta son 2] has used control theory to improve the stepsize control algorithm.
In 9] Hall has proposed a new stepsize strategy for explicit Runge-Kutta methods which is based on estimates of dominant eigenvalue of Jacobian.
In the present instance we are interested in general variable-step variableorder Adams codes which together with RK methods are the most widely used for solving non-sti problems. They have smaller stability regions than RK methods. The stepsize will therefore be more likely to be restricted by stability on mildly sti problems.
Our aim is to analyse SC-stability of Adams methods and work towards improved order and stepsize selection strategies for Adams codes. When encountering a mildly sti problem a well-designed variable-order Adams code selects low order because these methods have larger stability regions. In this report, we will consider xed low order predictor-corrector methods to gain insight into the stepsize strategy and how to improve it.
The rst result on SC-stability for linear-multistep methods was derived in 10]. We will follow the techniques developed there in analysing predictor-corrector methods.
Let P k and C k denote explicit and implicit Adams methods of order k. For k = 1; 2; 3, we will examine the following predictor-corrector algorithms. P k EC k E P k EC k+1 E The next section de nes these algorithms and describes the test problem used for investigating SC-stability. In section 3, the conditions for SC-stability are derived for these algorithms. In section 4 some numerical results are given that have been carried out to verify the derived results.
Adams Predictor-Corrector Methods (PECE)
The initial value problem (IVP) may be written as y 0 = f(x; y); y(a) = y 0 ; a x b (2.1)
Integrating (2.1), we have y(x n+1 ) = y(x n ) + Z x n+1 xn f(x; y(x))dx (2.2) where x n and x n+1 are any points in a; b]. Now replacing f(x; y(x)) by a polynomial P k;n (x) which interpolates the calculated derivatives f n , f n?1 , : : : , f n?k+1 (i.e. P k;n (x n ) = f n , : : : , P k;n (x n?k+1 ) = f n?k+1 ). Here f r = f(x r ; y r ), where y r is the calculated approximation. Equation (2.2) is then used to de ne the numerical solution.
y n+1 = y n + Z x n+1 xn P k;n (x)dx which is the k-step explicit Adams Bashforth predictor of order k. Similarly y n+1 = y n + Z x n+1 xn P k+1;n+1 (x)dx is called the k-step implicit Adams Moulton corrector of order k + 1. The local error estimate, E n+1 , is taken to be the di erence between two corrector formulae of orders k and k+1. The stepsize is updated by the following formula h n+1 = tol jjE n+1 jj
If jjE n+1 jj < tol, the step is accepted otherwise the step is rejected.
Normally one chooses 0 < < 1 to avoid rejected steps. ( =   1  2 is used in all our experiments) Usually a restriction is placed, limiting the factor (up or down) by which the stepsize can change. In most Adams codes the strategy used will keep the stepsize constant if only a small change is possible from (2.3). The idea is to reduce overhead costs involved in stepsize changes. In our analysis we assume a completely variable stepsize strategy. We will examine the stability of the underlying variable stepsize algorithm in this report and will present new strategies for Adams codes based on these results in another report.
The SC-stability results have been derived for simplicity using the following scalar test problem:
We have veri ed that all the results remain valid for the constant coe cient system, using the 2-norm in ( Here the rst equation is the predictor formula of order 1. The superscript (p) on the f n+1 values means that the derivative function is evaluated using the predicted value of y n+1 . y n+1 denotes the rst order corrector formula and y n+1 is the second order corrector. For P 1 EC 1 E we interchange these two formulae so that the rst order formula becomes the main formula. f (p) n+1;n is the divided di erence. h n = x n+1 ? x n is the stepsize.
When solving the test problem (2.4), we say that the system is in equilibrium if it proceeds with an almost constant stepsize, h L , which places h L on the boundary of the stability region. This state is de ned by the following conditions:
1. jE n+1 j = tol 2. jy n+1 j = jy n j = y L However, we do not know whether the equilibrium state will be realized in actual computation. To decide this, we apply perturbations to the equilibrium values to determine if this is stable with respect to small perturbations. In other words 
Note that here n is real being essentially a perturbation of the stepsize and n is complex.
In all the perturbation analysis we retain only rst order terms, ignoring second order and higher products of perturbations. Note also that j1 + n j = 1 + Re( n ) and j1 + n j = 1 + n to rst order.
Applying these perturbations to the P 1 EC 1 E formulae, where S(
which gives
Taking absolute values on both sides, we have
Now consider the e ect of perturbations on local error estimate:
y n (1 + 2 n + n ):
The stepsize update formula becomes The condition for stability is that the spectral radius of 2 2 matrix in (3.3) should be less than 1. The SC-stability curve is shown in Figure 4 .1 which shows that the method is SC-stable everywhere except for eigenvalues making an angle between :19 and :45 with the negative real axis. The analysis for P 1 EC 2 E is similar and we get the same matrix. The only di erence is that in case of P 1 EC 2 E; S(
and therefore H L is also di erent. The SC-stability curve is shown in Figure 4 .2 which is equal to one when the dominant eigenvalue is real.
Adams P 2 EC 2=3 E Methods
We consider the following perturbations of the steady state values de ned in section 2.2.
Here n and n are real and the other perturbations are complex. Now applying the perturbations, let us rst consider the local error estimate which, to rst order will be
we can write it as
In deriving these results we have found the following change of variable to eliminate n very useful. Let w n = n ? n and also we can write the stability 
and therefore
Hence we may write The second order corrector may be written as y n+1 = y n + H n z n+1 z n+1 = y n + H n 2 y n + H 2 n 4 z n Applying the perturbations to these two equations, we have
which can be written as Let n = n + n , and bringing all the results together, we obtain the following matrix C = @( n+1 ; n+1 ; w n+1 ; w n+1 ; n+1 ) @( n ; n ; w n ; w n ; n ) = 2 6 6 6 6 6 6 6 6 6 6 4 The condition for stability is that the spectral radius (C) < 1. The SC-stability curve is shown in Figure 4 .3. This shows clearly that for the important case of a dominant real eigenvalue the equilibrium state is very unstable. We therefore expect frequent rejected steps on this type of problem. The behaviour for dominant complex eigenvalues is stable except for eigenvalues near the real axis. 
We Let n = n + n , and combining all the results together, we obtain the following matrix C = @( n+1 ; n+1 ; w n+1 ; w n+1 ; n+1 ) @( n ; n ; w n ; w n ; n ) = 2 6 6 6 6 6 6 6 6 6 4 
The condition for stability is (C) < 1. The SC-stability curve is shown in Figure 4 .4 whose behaviour is similar to that of P 2 EC 2 E method.
Adams P 3 EC 3=4 E Methods
Here n , n and n are real and the other perturbations are complex. The third order corrector may be written as y n+1 = y n + H n z n+1 z n+1 = ( Now applying the perturbations to the local error estimate, which to rst order will be 
Thus we have Let n = n + n , and bringing all the results together, we obtain the following matrix C = @( n+1 ; n ; n+1 ; n ; w n+1 ; w n+1 ; n+1 ; n+1 ) @( n ; n?1 ; n ; n?1 ; w n ; w n ; n ; n ) = 2 6 6 6 6 6 6 6 4 The condition for stability is (C) < 1. The SC-stability curve is shown in Figure 4 .5 whose behaviour is similar to that of P 2 EC 2=3 E methods.
Fourth Order Corrector
The formula for fourth order corrector is:
It can be written as the pair of formulae y n+1 = y n + H n z n+1 z n+1 = ( The local error estimate is same as for third order corrector. Thus we will have same equations for n+1 , n+1 and n+1 as for third order corrector. Let n = n + n , and bringing all the results together, we obtain the following stability matrix C = @( n+1 ; n ; n+1 ; n ; w n+1 ; w n+1 ; n+1 ; n+1 ) @( n ; n?1 ; n ; n?1 ; w n ; w n ; n ; n ) = 2 6 6 6 6 6 6 6 4 2 )
The condition for stability is (C) < 1. The SC-stability curve is shown in Figure 4 .6 whose behaviour is again similar to that of P 2 EC 2=3 E methods. The results of these sections are important and new. They show how these important predictor-corrector methods behave when stability restrict the stepsizes and from it the analysis of alternative modi ed stepsize strategies can be done easily.
Numerical Results
The following test problem has been used to verify and compare the results obtained in section 3 oor is a MATLAB function which rounds towards minus in nity. This divides the integration interval 0; 2 ] into 8 equal intervals in each of which the Jacobian is constant. Therefore in discrete steps the eigenvalues of the Jacobian move from being real to close to the imaginary axis. It is used to test the SCstability condition at 8 points along the stability boundary. tol = 1e ? 3 is used.
It happens that if the dominant eigenvalue of the Jacobian is real then the only predictor-corrector method that is stepsize stable is P 1 EC 1 E method. But if the dominant eigenvalues are complex then these methods become SC-stable along most of the stability boundary except for P 1 EC 2 E method.
The plots of stepsizes for each method, using the standard stepsize strategy are shown in gures 4.7 to 4.12 which con rm the results obtained in section 3.
In this report we have done the SC-stability analysis for xed order methods using the standard stepsize strategy. We will consider the alternative stepsize strategies to improve the stepsize in another report. Figure 4.12: stepsize plot using standard stepsize strategy.
