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Abstract
We consider groups defined by non-empty balanced presentations with the property that each relator
is of the form R(x, y), where x and y are distinct generators and R( · , ·) is determined by some fixed
cyclically reduced word R(a, b) that involves both a and b. To every such presentation we associate a
directed graph whose vertices correspond to the generators and whose arcs correspond to the relators.
Under the hypothesis that the girth of the underlying undirected graph is at least 4, we show that
the resulting groups are non-trivial and cannot be finite of rank 3 or higher. Without the hypothesis
on the girth it is well known that both the trivial group and finite groups of rank 3 can arise.
MSC2010 classes: 20F05 (Primary), 20E99 (Secondary).
1 Introduction
The groups considered in the present paper fit into the following general framework: they are defined by
finite presentations with the property that each relator is of the form R(x, y), where x and y are distinct
generators and R( · , · ) is determined by some fixed cyclically reduced word R(a, b) that involves both a
and b. Prominent examples of these groups are right-angled Artin groups (also known as graph groups
or partially commutative groups), which arise when R(a, b) = a−1b−1ab.
Each of the above groups can be expressed in terms of a finite digraph Λ with vertex set V (Λ) and
(directed) arc set A(Λ). We use the convention that the arc set is an irreflexive relation on the vertex
set so neither admit multiple arcs nor loops. The vertices v ∈ V (Λ) correspond to the generators xv and
the arcs (u, v) ∈ A(Λ) correspond to the relators R(xu, xv) so that the group GΛ(R) is defined by the
presentation
PΛ(R) = 〈xv (v ∈ V (Λ)) | R(xu, xv) ((u, v) ∈ A(Λ)) 〉.
Our class of groups can therefore be thought of as a class of generalized graph groups. In the case where
Λ is a directed n-cycle, i.e. V (Λ) = {1, 2, . . . , n} and A(Λ) = {(1, 2), (2, 3), . . . , (n, 1)}, the corresponding
presentation
PΛ(R) = 〈x1, . . . , xn | R(x1, x2), R(x2, x3), . . . , R(xn, x1) 〉
is an example of a cyclic presentation (see, e.g., [13, Chapter III, §9]). Cyclic presentations are special
cases of balanced presentations, which are presentations with an equal number of generators and relators.
Since presentations with more generators than relators necessarily define infinite groups, which can
be seen by abelianizing the groups, balanced presentations represent a borderline situation where the
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corresponding groups can be finite or infinite. In our setting PΛ(R) is balanced precisely when Λ has an
equal number of vertices and arcs. This is the case that we shall focus on in the present work.
The rank of a group G, denoted by rank(G), is the cardinality of a smallest generating set for G.
It is not known if there exists a balanced presentation defining a finite group of rank 4 or larger (see,
e.g., [9, Problem 1]) though it is known that rank 3 can be attained (see, e.g., [13, Chapter III, §8]).
It is a consequence of the Golod–Shafarevich theorem [8] that whenever a balanced presentation
defines a finite nilpotent group, the latter has rank at most 3. Further, by [15, Theorem 9 (ii)], whenever
a balanced presentation defines a finite group, be it nilpotent or not, the abelianization of that group
must also have rank at most 3. Details can be found in [14, §3–4] and in the references therein. Let us
finally record that a group has rank 0 if and only if it is the trivial group; balanced presentations of the
trivial group are sought in connection with the Andrews–Curtis conjecture [2].
Both balanced presentations of finite groups of rank 3 and non-empty balanced presentations of the
trivial group can be found within our class of presentations PΛ(R). For example, if Λ is the directed
3-cycle and R(a, b) = a−1bab−q, we obtain Mennicke’s groups
M(q, q, q) = 〈x1, x2, x3 | x
−1
1 x2x1 = x
q
2, x
−1
2 x3x2 = x
q
3, x
−1
3 x1x3 = x
q
1 〉,
which are studied in [17] and appear as G(1, q; 1, q; 1, q) in [1]. For all q > 3 these groups are finite of
rank 3 [17] and for q = 2 they are trivial [10]. If we modify this example and take the directed 2-cycle
instead of the directed 3-cycle, the resulting groups will have similar properties: for all q > 3 they are
finite of rank 2 and for q = 2 they are trivial. The essential part of the proof can be found in [4]. On the
other hand, if we take a directed n-cycle (n > 4) and an arbitrary non-zero integer q, the resulting groups
will always be infinite. This follows, for example, from a general curvature argument due to Pride, see
Corollary 2.1. Note that for the directed 4-cycle and q = 2 the resulting group is Higman’s group [10].
A different example arises when Λ is the directed 3-cycle and R(a, b) = b−1ab(bq−2a−1bq+2)−1, where we
obtain the groups
J(q, q, q) =
〈
x1, x2, x3
∣∣∣∣∣∣∣
x−12 x1x2 = x
q−2
2 x
−1
1 x
q+2
2 ,
x−13 x2x3 = x
q−2
3 x
−1
2 x
q+2
3 ,
x−11 x3x1 = x
q−2
1 x
−1
3 x
q+2
1
〉
considered in [12] and [13, page 70], which for all even q > 2 are finite of rank 3.
Pride showed in [18] that if Λ is a directed n-cycle (n > 4) and R(a, b) is a cyclically reduced word
that involves both a and b, then the resulting group GΛ(R) can never be finite of rank 3 or trivial.
The precise statement is given in Theorem 1.1, below. The following notational convention, partially
introduced by Pride, will be used throughout this paper.
Notational convention. Given a cyclically reduced word R(a, b) that involves both a and b, we use
α and −β to denote the exponent sums of a and b in R(a, b), respectively, and K to denote the group
defined by the presentation 〈 a, b | R(a, b) 〉. Up to cyclic permutation the word R(a, b) is of the form
aα1bβ1 · · · aαtbβt with t > 1 and αi, βi ∈ Z r {0} (1 6 i 6 t). We use δa and δb to denote the greatest
common divisors (α1, . . . , αt) and (β1, . . . , βt), respectively.
Theorem 1.1 ([18, Theorem 3]). Let Λ be a directed n-cycle (n > 4) and let R(a, b) be a cyclically
reduced word that involves both a and b. Then GΛ(R) is finite if and only if α 6= 0, β 6= 0, (α, β) = 1,
αn − βn 6= 0, aα = bβ in K, in which case GΛ(R) ∼= Z|αn−βn|. In particular, if GΛ(R) is finite, then
rank(GΛ(R)) = 1.
The purpose of the present work is to generalize Theorem 1.1 from cyclic presentations to balanced
presentations, i.e. to the case where the digraph Λ has an equal number of vertices and arcs. As shown
by the examples, above, if the underlying undirected graph of Λ, i.e. the undirected graph obtained from
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Λ by replacing each directed edge by an undirected edge, contains a cycle of length 2 or 3, the conclusion
that GΛ(R) is neither finite of rank 3 nor trivial cannot always be obtained. We therefore impose the
hypothesis that the girth of the underlying undirected graph of Λ is at least 4. Corollary B then provides
the aspired generalization of Theorem 1.1. This is a corollary to our main theorem, Theorem A, which
gives tight conditions that must be satisfied if GΛ(R) is a finite group.
Before stating it we introduce some terminology for digraphs. By a weakly connected digraph we
mean a digraph whose underlying undirected graph is connected. Vertices with positive outdegree and
indegree zero are called sources, vertices with positive indegree and outdegree zero are called sinks, and
vertices whose indegree and outdegree sum to one are called leaves. In particular, every leaf must be
either a source or a sink. In some cases we will recursively prune all source leaves. This means that
we remove the source leaves from the vertex set V (Λ) and the arcs that are incident with these source
leaves from the arc set A(Λ). Afterwards, we consider the resulting digraph and repeat the previous step
until we eventually arrive at a digraph Λs without any source leaves. Because the initial digraph Λ is
finite, this procedure is guaranteed to end. In the same way, recursively pruning all sink leaves yields
a digraph Λt without any sink leaves. To state our results we will need to refer to certain classes of
digraphs. These are defined in Figure 1, below.
Λ(n)
n
arcs
Λ(n, d)
n arcs
The shortest directed
path from the source
to the sink has d arcs,
so
n
2 > d > 1.
Λ(n; m−→)
m > 1 arcs
n
arcs
Λ(n; m←−)
m > 1 arcs
n
arcs
Λ(n; m−→,
ℓ
←−)
n
arcs
m > 1 arcs ℓ > 1 arcs
Λ(n; m←−,
ℓ
−→)
n
arcs
m > 1 arcs ℓ > 1 arcs
Λ(n, d; m−→)
n arcs
n
2
> d > 1
m > 1 arcs
Λ(n, d; m←−)
n arcs
n
2
> d > 1
m > 1 arcs
Figure 1: Classes of digraphs referred to in the statement of Theorem A.
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Theorem A. Let Λ be a non-empty finite digraph with an equal number of vertices and arcs whose
underlying undirected graph has girth n (n > 4) and let R(a, b) be a cyclically reduced word that involves
both a and b with exponent sums α and −β in a and b, respectively. If GΛ(R) is finite, then α 6= 0,
β 6= 0, (α, β) = 1, αn − βn 6= 0, aα = bβ in K = 〈 a, b | R(a, b) 〉, GΛ(R) is non-trivial, and one of the
following holds:
(1 ) |α| > 2, |β| > 2, and in which case
(a) Λ = Λ(n) ............................................. GΛ(R) ∼= Z|αn−βn|,
(b) Λ = Λ(n; m−→) (m > 1) ............................ GΛ(R) ∼= Z|βm(αn−βn)|,
(c) Λ = Λ(n; m←−) (m > 1) ............................ GΛ(R) ∼= Z|αm(αn−βn)|,
(d) Λ = Λ(n, 1), δa = δb = 1 .......................... GΛ(R) ∼= K/〈〈 a
α(αn−2−βn−2) 〉〉K ,
GΛ(R)
ab ∼= Z|αβ(αn−2−βn−2)|,
(e) Λ = Λ(n; m−→,
1
←−) (m > 1), δa = δb = 1 ........ GΛ(R) ∼= K/〈〈 b
βm(αn−βn) 〉〉K ,
GΛ(R)
ab ∼= Z|αβm(αn−βn)|,
(f ) Λ = Λ(n; m←−,
1
−→) (m > 1), δa = δb = 1 ........ GΛ(R) ∼= K/〈〈 a
αm(αn−βn) 〉〉K ,
GΛ(R)
ab ∼= Z|αmβ(αn−βn)|.
(2 ) |α| = 1, |β| > 2, and after recursively pruning
all source leaves the digraph Λ becomes in which case
(a) Λs = Λ(n) ............................................ GΛ(R) ∼= Z|αn−βn|,
(b) Λs = Λ(n;
m
−→) (m > 1) ........................... GΛ(R) ∼= Z|βm(αn−βn)|,
(c) Λs = Λ(n, d) (
n
2 > d > 1) ........................ GΛ(R)
∼= Z|(αβ)n−d−(αβ)d|,
(d) Λs = Λ(n, d;
m
−→) (
n
2 > d > 1, m > 1) ......... GΛ(R)
∼= Z|βm((αβ)n−d−(αβ)d)|,
(e) Λs = Λ(n;
m
←−,
ℓ
−→) (m > 1, ℓ > 1) .............. GΛ(R) ∼= Z|βℓ(αn−βn)|.
(3 ) |α| > 2, |β| = 1, and after recursively pruning
all sink leaves the digraph Λ becomes in which case
(a) Λt = Λ(n) ............................................ GΛ(R) ∼= Z|αn−βn|,
(b) Λt = Λ(n;
m
←−) (m > 1) ........................... GΛ(R) ∼= Z|αm(αn−βn)|,
(c) Λt = Λ(n, d) (
n
2 > d > 1) ......................... GΛ(R)
∼= Z|(αβ)n−d−(αβ)d|,
(d) Λt = Λ(n, d;
m
←−) (
n
2 > d > 1, m > 1) .......... GΛ(R)
∼= Z|αm((αβ)n−d−(αβ)d)|,
(e) Λt = Λ(n;
m
−→,
ℓ
←−) (m > 1, ℓ > 1) .............. GΛ(R) ∼= Z|αℓ(αn−βn)|.
(4 ) |α| = |β| = 1, in which case ........................... GΛ(R) ∼= Z2.
Remark 1.2. Using our terminology, Theorem 1.1 is a statement about the digraphs Λ(n) (n > 4)
and thus follows from Cases (1a), (2a), (3a), (4) of Theorem A. Note that in Case (4) the numerical
restrictions imply that |αn − βn| = 2, whence we also obtain that GΛ(R) ∼= Z|αn−βn|.
Theorem A has the following immediate corollary.
Corollary B. With the notation of Theorem A, if GΛ(R) is finite, then rank(GΛ(R)) ∈ {1, 2}.
There exist infinitely many examples of relators R(a, b) that satisfy the conditions of Cases (1d)–(1f)
of Theorem A, for example R(a, b) = (ab)qb (q > 2). However, all examples that we are aware of yield
abelian groups K, and hence GΛ(R) is a finite cyclic group. For this reason, we have been unable to
construct any example where we cannot determine finiteness, or otherwise, of GΛ(R). We therefore pose:
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Question 1.3. Does there exist a word R(a, b) = aα1bβ1 · · · aαtbβt with t > 1, αi, βi ∈ Zr{0} (1 6 i 6 t),
α =
∑t
i=1 αi, β = −
∑t
i=1 βi, |α| > 2, |β| > 2, (α, β) = 1, δa = (α1, . . . , αt) = 1, δb = (β1, . . . , βt) = 1,
such that aα = bβ in K = 〈 a, b | R(a, b) 〉 and K is not abelian?
If Question 1.3 has a negative answer, then Theorem A provides the following nice dichotomy directly
generalizing Theorem 1.1: If Λ is a non-empty finite digraph with an equal number of vertices and arcs
whose underlying undirected graph has girth at least 4 and R(a, b) is a cyclically reduced word that involves
both a and b, then GΛ(R) is non-trivial and it is either finite cyclic or infinite.
2 Pride’s Property W1
In [18, page 246] Pride introduced the following property: a two-generator group with generators a and
b is said to have Property W1 (with respect to a and b) if no non-empty word of the form a
kb−ℓ (k, ℓ ∈ Z)
is equal to the identity in that group. In fact, not just Property W1 but Properties Wp (p ∈ Z, p > 1)
are defined there. As soon as the elements a and b have infinite order, Property Wp corresponds to the
Gersten–Stallings angle ∢(〈 a 〉, 〈 b 〉; {1}) being at most π
p+1 [19]. Under the hypothesis that the girth of
the underlying undirected graph of Λ is at least 4, the condition that K has Property W1 can therefore
be thought of as a condition of non-positive curvature. That non-positive curvature, in this sense, is a
property that corresponds to infinite groups is a consequence of the following immediate corollary to [18,
Theorem 4]. It forms a crucial ingredient to our methods.
Corollary 2.1 (to [18, Theorem 4]). Let Λ and R(a, b) be as in Theorem A. If K has Property W1, then
GΛ(R) is infinite.
It is therefore important to study groups that do not have PropertyW1. When we want to determine
whether K is of that kind, we first observe that if a non-empty word akb−ℓ is equal to the identity in K,
then both k 6= 0 and ℓ 6= 0. Indeed, if k = 0, we have that bℓ = 1 in K. Recall from the statement of
Theorem A that R(a, b) is cyclically reduced and involves both a and b. Therefore, by the Freiheitssatz
for one-relator groups [16], the element b has infinite order in K, which implies that ℓ = 0. Hence, akb−ℓ
is the empty word and we obtain a contradiction. Similarly, ℓ 6= 0.
Proposition 2.2 ([18, page 248]). If there exist k, ℓ ∈ Z r {0} with ak = bℓ in K, then α 6= 0, β 6= 0,
and aα = bβ in K.
Therefore, K does not have Property W1 if and only if α 6= 0, β 6= 0, and a
α = bβ in K. Note that
the condition aα = bβ in K is decidable since the word problem is solvable for one-relator groups.
Excursion I. Property W1 is further related to one-relator groups whose Magnus subgroups have ex-
ceptional intersection; such groups are studied in [5], [6], [11], [7]. More precisely, the Magnus subgroups
〈 a 〉 and 〈 b 〉 of K are said to have exceptional intersection if 〈 a 〉 ∩ 〈 b 〉 ∼= Z (see, e.g., [5]). The fol-
lowing characterization of two-generator one-relator groups whose Magnus subgroups have exceptional
intersection, and the connection with PropertyW1, does not seem to have been recorded explicitly before.
Lemma 2.3. The Magnus subgroups 〈 a 〉 and 〈 b 〉 of K have exceptional intersection if and only if
α 6= 0, β 6= 0, and aα = bβ in K.
Proof. If α 6= 0, β 6= 0, and aα = bβ in K, then Z ∼= 〈 aα 〉 = 〈 bβ 〉 6 〈 a 〉 ∩ 〈 b 〉 6 〈 a 〉 ∼= Z, so
〈 a 〉 ∩ 〈 b 〉 ∼= Z. Conversely, if 〈 a 〉 ∩ 〈 b 〉 ∼= Z, then an arbitrary non-trivial element of this intersection is
of the form ak for some k ∈ Zr {0} and simultaneously of the form bℓ for some ℓ ∈ Zr {0}. So ak = bℓ
in K and, by Proposition 2.2, we have that α 6= 0, β 6= 0, and aα = bβ in K.
Question 1.3 therefore concerns groups K where 〈 a 〉 and 〈 b 〉 have exceptional intersection.
5
3 Proving Theorem A
3.1 Strategy
Before giving the actual proof of Theorem A we sketch the strategy and discuss some lemmas. Lemma 3.1,
below, is the first of these and will serve as a general tool to simplify the presentations that arise in the
subsequent parts of the paper. (Recall that we can always suppose that α 6= 0, β 6= 0, and aα = bβ in K
for otherwise, by Corollary 2.1 and Proposition 2.2, the group K has Property W1 and thus GΛ(R) is
infinite.) In Section 3.2 we turn to the setting of Theorem A and suppose that both |α| > 2 and |β| > 2.
The strategy is to obtain conditions that must be satisfied if GΛ(R) is a finite group. We then analyse
GΛ(R) under these conditions. In some cases we are able to show that GΛ(R) is a finite cyclic group,
in others at least that rank(GΛ(R)) ∈ {1, 2}. Then, in Sections 3.3 and 3.4, we consider the remaining
cases and suppose without loss of generality that |α| = 1 and |β| is an arbitrary positive integer. The
fact that |α| = 1 enables us to recursively prune the digraphs without changing the isomorphism types
of the resulting groups.
Lemma 3.1. Let R(a, b) be a word such that aα = bβ in K and let G be a group defined by a presentation
〈X | R 〉. Further suppose that there are distinct generators xi, xj ∈ X such that R(xi, xj) ∈ R. Then
the following hold:
(a) If xγi ∈ R for some γ ∈ Z with (α, γ) = 1, then every p ∈ Z with pα ≡ 1 (mod γ) yields a new
presentation 〈X r {xi} | S 〉 of G. The relators S are obtained from R by removing R(xi, xj)
and xγi , replacing all remaining occurrences of xi by x
pβ
j , and adjoining x
βγ
j .
(b) If xγj ∈ R for some γ ∈ Z with (β, γ) = 1, then every p ∈ Z with pβ ≡ 1 (mod γ) yields a new
presentation 〈X r {xj} | S 〉 of G. The relators S are obtained from R by removing R(xi, xj)
and xγj , replacing all remaining occurrences of xj by x
pα
i , and adjoining x
αγ
i .
Proof. The proofs of the two parts are similar and one only needs to switch the roles of xi and xj and
the roles of α and β (wherever necessary). We therefore prove Part (a) only. For simplicity of notation
let R1 be obtained from R by removing R(xi, xj) and x
γ
i . Further, let R2 be obtained from R1 by
replacing all occurrences of xi by x
pβ
j so that S is obtained from R2 by adjoining x
βγ
j . Note that
G = 〈X | R 〉 = 〈X | R1, R(xi, xj), x
γ
i 〉 = 〈X | R1, R(xi, xj), x
α
i = x
β
j , x
γ
i 〉.
Since pα ≡ 1 (mod γ), there is an integer q ∈ Z such that pα + qγ = 1. Moreover, pα ≡ 1 (mod γ)
implies that xi = x
pα
i = x
pβ
j in G. This allows us to adjoin the relation xi = x
pβ
j and to eliminate the
generator xi as follows:
G = 〈X | R1, R(xi, xj), x
α
i = x
β
j , x
γ
i , xi = x
pβ
j 〉
= 〈X | R2, R(x
pβ
j , xj), x
pαβ
j = x
β
j , x
pβγ
j , xi = x
pβ
j 〉
= 〈X r {xi} | R2, R(x
pβ
j , xj), x
pαβ
j = x
β
j , x
pβγ
j 〉
= 〈X r {xi} | R2, x
pαβ
j = x
β
j , x
pβγ
j 〉
= 〈X r {xi} | R2, x
(1−pα)β
j , x
pβγ
j 〉
= 〈X r {xi} | R2, x
qβγ
j , x
pβγ
j 〉.
The last two relators can be subsumed to a single one of the form xrj where r is the greatest common
divisor of pβγ and qβγ. Recall that pα + qγ = 1, so (p, q) = 1 and r = (pβγ, qβγ) = (p, q)βγ = βγ.
Therefore,
G = 〈X r {xi} | R2, x
βγ
j 〉 = 〈X r {xi} | S 〉.
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Let us address two applications of this lemma to presentations of the form PΛ(R). First, suppose that
|α| = 1. If i ∈ V (Λ) is a source leaf and (i, j) ∈ A(Λ) is the only arc incident with it, then R(xi, xj) ∈ R,
and this is the only relator of R involving xi. We can always assume that x
γ
i ∈ R for γ = 0 because
adjoining or removing the empty relator does not change GΛ(R). Further, (α, γ) = 1. By Lemma 3.1 (a),
we can now remove the generator xi together with the relators R(xi, xj) and x
γ
i . Since R(xi, xj) is the
only relator of R involving xi, it is not necessary to replace any further occurrence of xi. Moreover, as
mentioned above, it is not necessary to adjoin the empty relator xβγj . In other words, if we prune the
source leaf i, i.e. consider the digraph Λ′ obtained from Λ by removing i ∈ V (Λ) and (i, j) ∈ A(Λ), then
GΛ′(R) ∼= GΛ(R). Analogously, if |β| = 1, then Lemma 3.1 (b) allows us to prune any sink leaf without
changing the isomorphism type of the resulting group.
A second application neither requires |α| = 1 nor |β| = 1. As soon as (α, β) = 1, we can iterate the
procedure. For example, if there are relators R(xi1 , xi2), R(xi2 , xi3), . . . , R(xin−1 , xin) ∈ R, say arising
from a directed path in Λ, and xγi1 ∈ R for some γ ∈ Z with (α, γ) = 1, then we can apply Lemma 3.1 (a)
to remove the generator xi1 , under suitable modifications of the remaining relators. Since (α, β) = 1
and (α, γ) = 1, we have that (α, βγ) = 1. So the presence of the adjoined relator xβγi2 allows us to
apply Lemma 3.1 (a) again to remove the generator xi2 . Inductively, we can remove all the generators
xi1 , . . . , xin−1 .
Remark 3.2. We will occasionally make use of a reflection principle: if Λ is any digraph and R(a, b)
is any word, then we may consider the digraph Λ′ that is obtained from Λ by reversing the direction
of each arc and the word R ′(a, b) that is obtained from R(a, b) by interchanging a and b and further
replacing every letter by its inverse so that also α and β are interchanged (without any change of sign).
Then, by definition, GΛ(R) ∼= GΛ′(R
′).
3.2 Cases where both |α| > 2 and |β| > 2
The proof of the following lemma uses the notion of killing. When we are given a group G = 〈X | R 〉
and kill a generator x ∈ X , we simply adjoin the relator x. The generator x can then be removed
by a Tietze transformation. It is clear that G maps onto the resulting group. We note that, unlike all
later lemmas, Lemma 3.3 does not require the hypothesis that aα = bβ in K, and so it can be applied
independently of Corollary 2.1 and Proposition 2.2.
Lemma 3.3. Let Λ and R(a, b) be as in Theorem A. Further suppose that Λ is weakly connected and
that both |α| > 2 and |β| > 2. If GΛ(R) is finite, then (α, β) = 1 and Λ is one of the following digraphs:
(a) Λ(n), (b) Λ(n; m−→) (m > 1), (c) Λ(n;
m
←−) (m > 1),
(d) Λ(n, 1), (e) Λ(n; m−→,
1
←−) (m > 1), (f ) Λ(n;
m
←−,
1
−→) (m > 1).
Proof. Suppose that GΛ(R) is finite. Because Λ is a non-empty finite digraph with an equal number of
vertices and arcs that is weakly connected, the underlying undirected graph of Λ has precisely one cycle.
By the hypothesis on the girth, this cycle must have length n (n > 4), whence there exist two distinct
vertices u,w ∈ V (Λ) that are not connected by an arc. Consider the presentation PΛ(R). Killing all
generators xv (v ∈ V (Λ)r {u,w}) yields a presentation 〈xu, xw | R 〉 where
R ⊆ {R(xu, 1), R(1, xu), R(xw, 1), R(1, xw)} = {x
α
u , x
β
u, x
α
w, x
β
w}.
Further adjoining the relators x
(α,β)
u and x
(α,β)
w gives that GΛ(R) maps onto
〈xu, xw | R, x
(α,β)
u , x
(α,β)
w 〉 = 〈xu, xw | x
(α,β)
u , x
(α,β)
w 〉
∼= Z(α,β) ∗ Z(α,β),
which is infinite if (α, β) 6= 1. Since GΛ(R) is finite, we have that (α, β) = 1. This is the first statement
of the lemma. For the second one we make two observations of similar flavour.
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Suppose that there are a source u ∈ V (Λ) and a sink w ∈ V (Λ) that are not connected by an arc.
Killing all generators xv (v ∈ V (Λ) r {u,w}) gives that GΛ(R) maps onto Z|α| ∗ Z|β|, which is infinite
since |α| > 2 and |β| > 2. Thus, we can assume that there is an arc between every source and every
sink. Next, suppose that there are distinct vertices u,w ∈ V (Λ) that are both sources (resp. both sinks).
Clearly, these vertices cannot be connected by an arc. Killing all generators xv (v ∈ V (Λ) r {u,w})
gives that GΛ(R) maps onto Z|α| ∗ Z|α| (resp. Z|β| ∗ Z|β|), which is infinite. Thus, we can assume that
Λ has at most one source and at most one sink. With these two restrictions in mind we can investigate
the possible digraphs Λ. Let σ and τ be the numbers of sources and sinks, respectively. Moreover, let
σ1 be the number of source leaves and let τ1 be the number of sink leaves. Then 0 6 σ1 6 σ 6 1 and
0 6 τ1 6 τ 6 1.
If σ = τ = 0, then σ1 = τ1 = 0 and Λ is the directed n-cycle, i.e. the digraph Λ(n) of Figure 1. If
σ = 0 and τ = 1, then σ1 = 0 and τ1 ∈ {0, 1}. If τ1 = 0, then the underlying undirected graph of Λ is a
cycle, which is impossible because Λ has fewer sources than sinks. Therefore, τ1 = 1 and Λ = Λ(n;
m
−→)
(m > 1). In a similar way, if σ = 1 and τ = 0, then Λ = Λ(n; m←−) (m > 1).
Suppose then that σ = τ = 1 and so either σ1 = τ1 = 0 or σ1 = 1, τ1 = 0 or σ1 = 0, τ1 = 1. The
case σ1 = τ1 = 1 cannot occur for otherwise the restriction that there is an arc between every source
and every sink implies that Λ is the digraph consisting of two vertices and one arc between them, and
thus has more vertices than arcs. The restriction further yields that if σ1 = τ1 = 0, then Λ = Λ(n, 1).
In a similar way, if σ1 = 0, τ1 = 1 or σ1 = 1, τ1 = 0, we have that Λ = Λ(n;
m
←−,
1
−→) (m > 1) or
Λ = Λ(n; m−→,
1
←−) (m > 1), respectively.
Excursion II. The statement of Lemma 3.3 remains valid when we replace the hypothesis “n > 4”
by “n > 3 and the underlying undirected graph of Λ is not a triangle”. However, for triangles the
conclusion that (α, β) = 1 does not hold; the group J(2, 2, 2) given in the introduction is finite and
serves as a counterexample.
Despite this we cannot make the same replacement of hypotheses in Corollary B. If we did, then the
trivial group could arise. For example, let Λ = Λ(3; 1−→) and R(a, b) = a
−1bab−2. In GΛ(R) the three
generators corresponding to the vertices of the directed 3-cycle are trivial by [10], as mentioned in the
introduction, which implies that the fourth generator must be trivial, too. It would be interesting to see
whether all finite groups GΛ(R) arising when n = 3 and the underlying undirected graph of Λ is not a
triangle satisfy rank(GΛ(R)) ∈ {0, 1, 2}.
We shall now consider the group GΛ(R), and in some cases also the abelianization GΛ(R)
ab, for each
of the digraphs Λ in Lemma 3.3 (a)–(f) under its conclusion that (α, β) = 1 and the further hypothesis
that aα = bβ in K. The following lemma was stated without proof in [18, page 248] and the omitted
argument was given in [3, Lemma 3.4]. Nevertheless, we include a proof here as a showcase for the
methods and for further reference.
Lemma 3.4 ([18, page 248], [3, Lemma 3.4]). Let R(a, b) be as in Theorem A. Further suppose that
(α, β) = 1 and aα = bβ in K. If Λ = Λ(n) (n > 2), then GΛ(R) ∼= Z|αn−βn|.
Proof. Let V (Λ) = {1, . . . , n} and A(Λ) = {(1, 2), (2, 3), . . . , (n, 1)}, whence the group GΛ(R) is defined
by the presentation
〈x1, . . . , xn | R(x1, x2), R(x2, x3), . . . , R(xn, x1) 〉.
Because aα = bβ in K, we know that whenever the relator R(xi, xj) appears in the above list, the
respective equation xαi = x
β
j holds in GΛ(R). Therefore,
xα
n
1 = x
αn−1β
2 = x
αn−2β2
3 = . . . = x
αβn−1
n = x
βn
1 .
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We set γ = αn − βn and obtain that xγ1 = 1 in GΛ(R). Adjoining the relator x
γ
1 yields
GΛ(R) = 〈x1, . . . , xn | x
γ
1 , R(x1, x2), R(x2, x3), . . . , R(xn, x1) 〉.
Since (α, β) = 1, also (α, γ) = 1. We can thus apply Lemma 3.1 (a) to simplify the presentation. Before
doing so let us observe that also (α, βγ) = . . . = (α, βn−2γ) = 1. By choosing an integer p ∈ Z such that
pα ≡ 1 (mod βn−2γ), the congruence pα ≡ 1 simultaneously holds modulo γ, βγ, . . . , βn−2γ. Now, an
iterated application of Lemma 3.1 (a) yields
GΛ(R) = 〈x1, . . . , xn | x
γ
1 , R(x1, x2), R(x2, x3), R(x3, x4), . . . , R(xn, x1) 〉
= 〈x2, . . . , xn | x
βγ
2 , R(x2, x3), R(x3, x4), . . . , R(xn, x
pβ
2 ) 〉
= 〈x3, . . . , xn | x
β2γ
3 , R(x3, x4), . . . , R(xn, x
p2β2
3 ) 〉
= . . . = 〈xn | x
βn−1γ
n , R(xn, x
pn−1βn−1
n ) 〉
= 〈xn | x
βn−1γ
n , x
α−β(pn−1βn−1)
n 〉.
The two relators can be subsumed to a single one of the form xrn where r is the greatest common divisor
of βn−1γ and α− β(pn−1βn−1). That is,
r = (βn−1γ, α− β(pn−1βn−1)) = (γ, α− pn−1βn).
In order to evaluate the rightmost term, observe that
pn−1βn ≡ (pα)pn−1βn = αpnβn = αpn(αn − γ) ≡ αpnαn = α(pα)n ≡ α1n = α (mod γ).
So γ divides α− pn−1βn, which implies that r = γ = αn − βn. Therefore,
GΛ(R) = 〈xn | x
αn−βn
n 〉
∼= Z|αn−βn|.
Lemma 3.5. Let R(a, b) be as in Theorem A. Further suppose that (α, β) = 1 and aα = bβ in K. Then
the following hold:
(a) If Λ = Λ(n; m−→) (n > 2, m > 1), then GΛ(R) ∼= Z|βm(αn−βn)|.
(b) If Λ = Λ(n; m←−) (n > 2, m > 1), then GΛ(R) ∼= Z|αm(αn−βn)|.
Proof. We prove Part (a) only. Part (b) can either be proved similarly or it can be deduced from Part (a)
using the reflection principle addressed in Remark 3.2. The group GΛ(R) is defined by the presentation〈
x1, . . . , xn,
y1, . . . , ym
∣∣∣∣∣ R(x1, x2), R(x2, x3), . . . , R(xn, x1),R(xn, y1), R(y1, y2), . . . , R(ym−1, ym)
〉
.
We set γ = αn − βn and apply precisely the same transformations as in the proof of Lemma 3.4. The
fact that there are further generators and relators does not affect the validity of the transformations.
What remains is
GΛ(R) = 〈xn, y1, . . . , ym | x
γ
n, R(xn, y1), R(y1, y2), . . . , R(ym−1, ym) 〉.
We continue simplifying this presentation. Choose an integer p ∈ Z such that pα ≡ 1 (mod βm−1γ).
Hence, the congruence pα ≡ 1 simultaneously holds modulo γ, βγ, . . . , βm−1γ. Now, an iterated
application of Lemma 3.1 (a) yields
GΛ(R) = 〈xn, y1, . . . , ym | x
γ
n, R(xn, y1), R(y1, y2), R(y2, y3), . . . , R(ym−1, ym) 〉
= 〈 y1, . . . , ym | y
βγ
1 , R(y1, y2), R(y2, y3), . . . , R(ym−1, ym) 〉
= 〈 y2, . . . , ym | y
β2γ
2 , R(y2, y3), . . . , R(ym−1, ym) 〉
= . . . = 〈 ym−1, ym | y
βm−1γ
m−1 , R(ym−1, ym) 〉 = 〈 ym | y
βmγ
m 〉.
Therefore, GΛ(R) ∼= Z|βmγ| = Z|βm(αn−βn)|.
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Lemma 3.6. Let R(a, b) be as in Theorem A. Further suppose that (α, β) = 1 and aα = bβ in K. If
Λ = Λ(n, 1) (n > 3), then
GΛ(R) ∼= K/〈〈 a
α(αn−2−βn−2) 〉〉K and GΛ(R)
ab ∼= Z|αβ(αn−2−βn−2)|.
If, in addition, |α| 6= 1, |β| 6= 1, and GΛ(R) is finite, then δa = δb = 1.
Proof. Let V (Λ) = {1, . . . , n}. Without loss of generality let n be the source and n − 1 be the sink so
that the group GΛ(R) is defined by the presentation
〈x1, . . . , xn | R(x1, x2), R(x2, x3), . . . , R(xn−2, xn−1), R(xn, xn−1), R(xn, x1) 〉.
Because aα = bβ in K, we know that whenever the relator R(xi, xj) appears in the above list, the
respective equation xαi = x
β
j holds in GΛ(R). Therefore,
xα
n−2
1 = x
αn−3β
2 = x
αn−4β2
3 = . . . = x
αβn−3
n−2 = x
βn−2
n−1 = x
αβn−3
n = x
βn−2
1 .
We set γ = αn−2 − βn−2 and obtain that xγ1 = 1 in GΛ(R). Adjoining this relator yields
GΛ(R) = 〈x1, . . . , xn | x
γ
1 , R(x1, x2), R(x2, x3), . . . , R(xn−2, xn−1), R(xn, xn−1), R(xn, x1) 〉.
As in the previous proofs, choose an integer p ∈ Z such that pα ≡ 1 (mod βn−3γ). Hence, the congruence
pα ≡ 1 simultaneously holds modulo γ, βγ, . . . , βn−3γ. Now, an iterated application of Lemma 3.1 (a)
yields
GΛ(R) = 〈x1, . . . , xn | x
γ
1 , R(x1, x2), R(x2, x3), R(x3, x4), . . . , R(xn−2, xn−1), R(xn, xn−1), R(xn, x1) 〉
= 〈x2, . . . , xn | x
βγ
2 , R(x2, x3), R(x3, x4), . . . , R(xn−2, xn−1), R(xn, xn−1), R(xn, x
pβ
2 ) 〉
= 〈x3, . . . , xn | x
β2γ
3 , R(x3, x4), . . . , R(xn−2, xn−1), R(xn, xn−1), R(xn, x
p2β2
3 ) 〉
= . . . = 〈xn−1, xn | x
βn−2γ
n−1 , R(xn, xn−1), R(xn, x
pn−2βn−2
n−1 ) 〉.
We set a = xn and b = xn−1 to obtain that
GΛ(R) = 〈 a, b | b
βn−2γ , R(a, b), R(a, bp
n−2βn−2) 〉.
Since aα = bβ in K, we can replace each occurrence of bβ in the first and third relator by aα. Afterwards,
we simplify the third relator, which has become a word in the generator a. This yields
GΛ(R) = 〈 a, b | a
αβn−3γ , R(a, b), aα−β(p
n−2αβn−3) 〉.
The first and third relator can be subsumed to a single one of the form ar where r is the greatest common
divisor of αβn−3γ and α− β(pn−2αβn−3). That is,
r = (αβn−3γ, α− β(pn−2αβn−3)) = α(γ, 1 − pn−2βn−2).
In order to evaluate the rightmost term, observe that
pn−2βn−2 = pn−2(αn−2 − γ) ≡ pn−2αn−2 = (pα)n−2 ≡ 1n−2 = 1 (mod γ).
So γ divides 1 − pn−2βn−2. Therefore, r = αγ = α(αn−2 − βn−2), which proves the first conclusion.
Thus, the group GΛ(R) is given by the presentation 〈 a, b | R(a, b), a
αγ 〉, whose relation matrix is
A =
(
α −β
αγ 0
)
.
The diagonal entries of the Smith Normal Form of A are the greatest common divisor (α,−β, αγ, 0) = 1
and the quotient |det(A)|/(α,−β, αγ, 0) = |αβγ|, whence GΛ(R)
ab ∼= Z|αβγ| = Z|αβ(αn−2−βn−2)|.
Finally, by adjoining the relator aδa we see that the group GΛ(R) = 〈 a, b | R(a, b), a
αγ 〉 maps onto
〈 a, b | aδa , bβ 〉 ∼= Zδa ∗Z|β| and by adjoining the relator b
δb that it maps onto 〈 a, b | aα, bδb 〉 ∼= Z|α| ∗Zδb .
If GΛ(R) is finite, then these images must be finite, too, from where the last conclusion follows.
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Lemma 3.7. Let R(a, b) be as in Theorem A. Further suppose that (α, β) = 1 and aα = bβ in K. Then
the following hold:
(a) If Λ = Λ(n; m−→,
1
←−) (n > 2, m > 1), then
GΛ(R) ∼= K/〈〈 b
βm(αn−βn) 〉〉K and GΛ(R)
ab ∼= Z|αβm(αn−βn)|.
(b) If Λ = Λ(n; m←−,
1
−→) (n > 2, m > 1), then
GΛ(R) ∼= K/〈〈 a
αm(αn−βn) 〉〉K and GΛ(R)
ab ∼= Z|αmβ(αn−βn)|.
If, in addition, |α| 6= 1, |β| 6= 1, and GΛ(R) is finite, then δa = δb = 1.
Proof. The proof is essentially the same as the one of Lemma 3.5. Again, we prove Part (a) only. Part (b)
can either be proved similarly or it can be deduced from Part (a) using the reflection principle addressed
in Remark 3.2. The group GΛ(R) is defined by the presentation〈
x1, . . . , xn,
y1, . . . , ym, z
∣∣∣∣∣ R(x1, x2), R(x2, x3), . . . , R(xn, x1),R(xn, y1), R(y1, y2), . . . , R(ym−1, ym), R(z, ym)
〉
.
We set γ = αn − βn and apply precisely the same transformations as in the proof of Lemma 3.5. What
remains is GΛ(R) = 〈 ym, z | R(z, ym), y
βmγ
m 〉. Next, we set a = z and b = ym to obtain that
GΛ(R) = 〈 a, b | R(a, b), b
βmγ 〉.
The relation matrix of this presentation is
A =
(
α −β
0 βmγ
)
.
The diagonal entries of the Smith Normal Form of A are the greatest common divisor (α,−β, 0, βmγ) = 1
and the quotient |det(A)|/(α,−β, 0, βmγ) = |αβmγ|, whence GΛ(R)
ab ∼= Z|αβmγ| = Z|αβm(αn−βn)|.
Finally, by adjoining the relator aδa we see that the group GΛ(R) = 〈 a, b | R(a, b), b
βmγ 〉 maps onto
〈 a, b | aδa , bβ 〉 ∼= Zδa ∗Z|β| and by adjoining the relator b
δb that it maps onto 〈 a, b | aα, bδb 〉 ∼= Z|α| ∗Zδb .
If GΛ(R) is finite, then these images must be finite, too, from where the last conclusion follows.
3.3 Cases where |α| = 1 and |β| > 2
Lemma 3.8. Let Λ and R(a, b) be as in Theorem A. Further suppose that Λ is weakly connected and
that |α| = 1, |β| > 2, and aα = bβ in K. If GΛ(R) is finite, then after recursively pruning all source
leaves Λ becomes one of the following digraphs:
(a) Λs = Λ(n), (b) Λs = Λ(n;
m
−→) (m > 1),
(c) Λs = Λ(n, d) (
n
2 > d > 1), (d) Λs = Λ(n, d;
m
−→) (
n
2 > d > 1, m > 1),
(e) Λs = Λ(n;
m
←−,
ℓ
−→) (m > 1, ℓ > 1).
Proof. Suppose that GΛ(R) is finite. After recursively pruning all source leaves we obtain a digraph Λs
that is still non-empty and finite, has an equal number of vertices and arcs, and is weakly connected.
Therefore, the underlying undirected graph of Λs has precisely one cycle. Moreover, as explained after
proving Lemma 3.1, since |α| = 1, pruning a source leaf does not change the isomorphism type of the
resulting group, whence GΛs(R) is finite, too. Suppose that there are distinct vertices u,w ∈ V (Λs) that
are both sinks. Killing all generators xv (v ∈ V (Λs)r {u,w}) gives that GΛs(R) maps onto Z|β| ∗ Z|β|,
which is infinite. Thus, we can assume that Λs has at most one sink. As in the proof of Lemma 3.3, let
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Figure 2: A tadpole consists of a cycle C and a path P joined by a bridge B.
σ and τ be the numbers of sources and sinks, respectively. By construction of Λs, there are no source
leaves. Let τ1 be the number of sink leaves (which is the number of all leaves). Then 0 6 τ1 6 τ 6 1.
If τ = 0, then τ1 = 0 and the underlying undirected graph of Λs is the n-cycle. In this situation τ = 0
implies that σ = τ = 0, whence Λs = Λ(n). On the other hand, if τ = 1, then τ1 ∈ {0, 1}. If τ1 = 0,
the same argument shows that σ = τ = 1 and Λs = Λ(n, d) (
n
2 > d > 1). If τ1 = 1, the underlying
undirected graph of Λs is a tadpole, i.e. a graph that consists of a cycle C and a path P joined by a
bridge B, see Figure 2. Because the leaf is the only sink of Λs, there can be at most one source on P
and at most one source on C.
1. If there is no source on P , the bridge B must point away from the cycle C and we distinguish
between two cases. If there is no source on C, then Λs = Λ(n;
m
−→) (m > 1). If there is a source
on C, then Λs = Λ(n, d;
m
−→) (
n
2 > d > 1, m > 1).
2. If there is one source on P , then the bridge B must point towards the cycle C and the fact that
there cannot be a sink on C implies that Λs = Λ(n;
m
←−,
ℓ
−→) (m > 1, ℓ > 1).
The groups arising in Cases (a)–(e) of Lemma 3.8 can be analysed by an iterated application of
Lemma 3.1 (a). In fact, the first two cases are already covered by Lemmas 3.4 and 3.5 (a), respectively.
The following lemmas therefore address the remaining three cases. Roughly speaking, since |α| = 1,
there is no need to verify the coprimality of α and some exponent γ. Instead, we can simply apply
Lemma 3.1 (a) with γ = 0, or any other suitable value, and p = α until a one-generator presentation of
the group is obtained.
We use the convention that Z0 = Z. In Cases (c) and (d) of Lemma 3.8 it will turn out that we could
even have claimed that n2 > d > 1 because GΛs(R), which is isomorphic to GΛ(R), is infinite if and only
if d = n2 .
Lemma 3.9. Let R(a, b) be as in Theorem A. Further suppose that |α| = 1, |β| > 2, and aα = bβ in K.
If Λs = Λ(n, d) (n > 3,
n
2 > d > 1), then GΛs(R)
∼= Z|(αβ)n−d−(αβ)d|. In particular, GΛs(R) is infinite if
and only if d = n2 .
Proof. Let V (Λ) = {1, . . . , n}. Without loss of generality let n be the source and d be the sink so that
the group GΛs(R) is defined by the presentation〈
x1, . . . , xn
∣∣∣∣∣ R(xn, x1), R(x1, x2), . . . , R(xd−1, xd),R(xn, xn−1), R(xn−1, xn−2), . . . , R(xd+1, xd)
〉
.
We simplify this presentation in two steps. An iterated application of Lemma 3.1 (a) with γ = 0 and
p = α allows us to remove the generators xn, x1, x2, . . . , xd−1 and thus yields
GΛs(R) = 〈x1, . . . , xn−1 | R(x1, x2), . . . , R(xd−1, xd), R(x
αβ
1 , xn−1), R(xn−1, xn−2), . . . , R(xd+1, xd) 〉
= 〈x2, . . . , xn−1 | R(x2, x3), . . . , R(xd−1, xd), R(x
(αβ)2
2 , xn−1), R(xn−1, xn−2), . . . , R(xd+1, xd) 〉
= . . . = 〈xd, . . . , xn−1 | R(x
(αβ)d
d , xn−1), R(xn−1, xn−2), . . . , R(xd+1, xd) 〉.
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Next, we introduce a new generator y to simplify the first relator, which enables us to proceed as above
and to remove the generators y, xn−1, xn−2, . . . , xd+1. More precisely,
GΛs(R) = 〈xd, . . . , xn−1, y | R(y, xn−1), R(xn−1, xn−2), . . . , R(xd+1, xd), y = x
(αβ)d
d 〉
= 〈xd, . . . , xn−1 | R(xn−1, xn−2), . . . , R(xd+1, xd), x
αβ
n−1 = x
(αβ)d
d 〉
= 〈xd, . . . , xn−2 | R(xn−2, xn−3), . . . , R(xd+1, xd), x
(αβ)2
n−2 = x
(αβ)d
d 〉
= . . . = 〈xd | x
(αβ)n−d
d = x
(αβ)d
d 〉.
Therefore, GΛs(R)
∼= Z|(αβ)n−d−(αβ)d|.
Lemma 3.10. Let R(a, b) be as in Theorem A. Further suppose that |α| = 1, |β| > 2, and aα = bβ in K.
If Λs = Λ(n, d;
m
−→) (n > 3,
n
2 > d > 1, m > 1), then GΛs(R)
∼= Z|βm((αβ)n−d−(αβ)d)|. In particular,
GΛs(R) is infinite if and only if d =
n
2 .
Proof. The group GΛs(R) is defined by the presentation〈
x1, . . . , xn,
y1, . . . , ym
∣∣∣∣∣∣∣
R(xn, x1), R(x1, x2), . . . , R(xd−1, xd),
R(xn, xn−1), R(xn−1, xn−2), . . . , R(xd+1, xd),
R(xd, y1), R(y1, y2), . . . , R(ym−1, ym)
〉
.
We apply precisely the same transformations as in the proof of Lemma 3.9. The fact that there are
further generators and relators does not affect the validity of the transformations. What remains is
GΛs(R) = 〈xd, y1, . . . , ym | x
γ
d , R(xd, y1), R(y1, y2), . . . , R(ym−1, ym) 〉
where γ = (αβ)n−d − (αβ)d. An iterated application of Lemma 3.1 (a) then yields
GΛs(R) = 〈 y1, . . . , ym | y
βγ
1 , R(y1, y2), R(y2, y3), . . . , R(ym−1, ym) 〉
= 〈 y2, . . . , ym | y
β2γ
2 , R(y2, y3), . . . , R(ym−1, ym) 〉
= . . . = 〈 ym | y
βmγ
m 〉.
Therefore, GΛs(R)
∼= Z|βmγ| = Z|βm((αβ)n−d−(αβ)d)|.
Lemma 3.11. Let R(a, b) be as in Theorem A. Further suppose that |α| = 1, |β| > 2, and aα = bβ in K.
If Λs = Λ(n;
m
←−,
ℓ
−→) (n > 2, m > 1, ℓ > 1), then GΛs(R)
∼= Z|βℓ(αn−βn)|.
Proof. The group GΛs(R) is defined by the presentation〈
x1, . . . , xn,
y1, . . . , ym,
z1, . . . , zℓ
∣∣∣∣∣∣∣
R(x1, x2), R(x2, x3), . . . , R(xn, x1),
R(ym, ym−1), . . . , R(y2, y1), R(y1, xn),
R(ym, z1), R(z1, z2), . . . , R(zℓ−1, zℓ)
〉
.
We apply precisely the same transformations as in the proof of Lemma 3.4 to obtain that
GΛs(R) =
〈
xn,
y1, . . . , ym,
z1, . . . , zℓ
∣∣∣∣∣∣∣
xα
n−βn
n ,
R(ym, ym−1), . . . , R(y2, y1), R(y1, xn),
R(ym, z1), R(z1, z2), . . . , R(zℓ−1, zℓ)
〉
.
Now, an iterated application of Lemma 3.1 (a) with γ = 0 and p = α allows us to remove the generators
ym, ym−1, . . . , y1 together with the relators in the second row. This eventually results in
GΛs(R) = 〈xn, z1, . . . , zℓ | x
αn−βn
n , R(x
(αβ)m
n , z1), R(z1, z2), . . . , R(zℓ−1, zℓ) 〉
= 〈xn, y, z1, . . . , zℓ | x
αn−βn
n , y = x
(αβ)m
n , R(y, z1), R(z1, z2), . . . , R(zℓ−1, zℓ) 〉.
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Since the exponents r = αn − βn and s = (αβ)m are coprime, we can remove the generator xn. Indeed,
choose an integer t ∈ Z such that st ≡ 1 (mod r). Starting from 〈xn, y, . . . | x
r
n, y = x
s
n, . . . 〉, we modify
the set of relators by first adjoining yr and xn = y
t and then removing xrn and y = x
s
n, which eventually
allows us to remove the generator xn together with the relation xn = y
t. An iterated application of
Lemma 3.1 (a) then yields
GΛs(R) = 〈 y, z1, . . . , zℓ | y
r, R(y, z1), R(z1, z2), . . . , R(zℓ−1, zℓ) 〉
= 〈 z1, . . . , zℓ | z
βr
1 , R(z1, z2), . . . , R(zℓ−1, zℓ) 〉
= 〈 z2, . . . , zℓ | z
β2r
2 , R(z2, z3), . . . , R(zℓ−1, zℓ) 〉
= . . . = 〈 zℓ | z
βℓr
ℓ 〉
Therefore, GΛs(R)
∼= Z|βℓr| = Z|βℓ(αn−βn)|.
3.4 Cases where |α| = |β| = 1
In the cases where |α| = |β| = 1 we can use Lemma 3.1 (a) and (b) to recursively prune all source and
all sink leaves, which leaves a digraph whose underlying undirected graph is the n-cycle.
Lemma 3.12. Let Λ and R(a, b) be as in Theorem A. Further suppose that Λ is weakly connected and
that |α| = |β| = 1 and aα = bβ in K. If GΛ(R) is finite, then αβ = −1, n is odd, and GΛ(R) ∼= Z2.
Proof. Suppose that GΛ(R) is finite. After recursively pruning all source and all sink leaves we obtain a
digraph Λst whose underlying undirected graph is the n-cycle. As explained after the proof of Lemma 3.1,
since |α| = |β| = 1, pruning any leaf does not change the isomorphism type of the resulting group, whence
we can assume without loss of generality that
GΛ(R) ∼= GΛst(R) = 〈x1, . . . , xn | ̺1, . . . , ̺n−1, R(xn, x1) 〉
where each relator ̺i ∈ {R(xi, xi+1), R(xi+1, xi)} (1 6 i 6 n− 1). Now, observe that if ̺i = R(xi, xi+1)
(resp. ̺i = R(xi+1, xi)), then application of Lemma 3.1 (a) with γ = 0 and p = α (resp. application of
Lemma 3.1 (b) with γ = 0 and p = β) allows us to remove the generator xi together with the relator ̺i.
All occurrences of xi in the remaining relators are replaced by x
αβ
i+1. This yields
GΛ(R) = 〈x1, . . . , xn | ̺1, . . . , ̺n−1, R(xn, x1) 〉 = 〈x2, . . . , xn | ̺2, . . . , ̺n−1, R(xn, x
αβ
2 ) 〉
= 〈x3, . . . , xn | ̺3, . . . , ̺n−1, R(xn, x
(αβ)2
3 ) 〉 = . . . = 〈xn | R(xn, x
(αβ)n−1
n ) 〉
= 〈xn | x
α
n = x
β(αβ)n−1
n 〉 = 〈xn | x
(αβ)n−1
n 〉.
Therefore, we have that GΛ(R) ∼= Z|(αβ)n−1|. In particular, GΛ(R) is finite if and only if (αβ)
n 6= 1.
Since |α| = |β| = 1, this happens if and only if αβ = −1 and n is odd, in which case GΛ(R) ∼= Z2.
3.5 Proof of Theorem A
We first restrict ourselves to the case where the digraph Λ is weakly connected. The conclusion that
GΛ(R) is non-trivial will then allow us to deal with the case where Λ is not weakly connected. So suppose
that Λ is weakly connected and that GΛ(R) is finite. By Corollary 2.1, we can assume that K does not
have Property W1. Then, by Proposition 2.2, we have that α 6= 0, β 6= 0, and a
α = bβ in K. If both
|α| > 2 and |β| > 2, then Lemma 3.3 implies that (α, β) = 1, whence αn − βn 6= 0, and that Λ is one of
the following digraphs:
(a) Λ(n), (b) Λ(n; m−→) (m > 1), (c) Λ(n;
m
←−) (m > 1),
(d) Λ(n, 1), (e) Λ(n; m−→,
1
←−) (m > 1), (f) Λ(n;
m
←−,
1
−→) (m > 1).
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The result then follows from Lemmas 3.4, 3.5, 3.6, 3.7. Note that in each case GΛ(R) is non-trivial.
Indeed, in Cases (a)–(c) this can be deduced directly from the lemmas. In Cases (d)–(f) observe that
the abelianization GΛ(R)
ab is non-trivial, and so is GΛ(R). If |α| = 1 and |β| > 2, then (α, β) = 1 and
αn − βn 6= 0 are obviously satisfied. Lemma 3.8 implies that after recursively pruning all source leaves
Λ becomes one of the following digraphs:
(a) Λs = Λ(n), (b) Λs = Λ(n;
m
−→) (m > 1),
(c) Λs = Λ(n, d) (
n
2 > d > 1), (d) Λs = Λ(n, d;
m
−→) (
n
2 > d > 1, m > 1),
(e) Λs = Λ(n;
m
←−,
ℓ
−→) (m > 1, ℓ > 1).
The result then follows from Lemmas 3.4, 3.5 (a), 3.9, 3.10, 3.11. Again, it turns out that in each
case GΛ(R) is non-trivial. If |α| > 2 and |β| = 1, then we have a mere reflection of the previous
situation. More precisely, due to the reflection principle addressed in Remark 3.2, there is a one-to-one
correspondence between the two situations: starting off from a digraph Λ and a word R(a, b) with |α| > 2
and |β| = 1, we reverse the direction of each arc, interchange a and b, and further replace every letter
by its inverse so that also α and β are interchanged (without any change of sign), to obtain a digraph
Λ′ and a word R ′(a, b) with |α| = 1 and |β| > 2. Since the resulting groups are isomorphic, we can
translate the classification of finite groups from one situation to the other. Note that we now have to
consider the digraph Λt obtained from Λ by recursively pruning all sink leaves.
If |α| = |β| = 1, then (α, β) = 1 is obviously satisfied. Moreover, Lemma 3.12 implies that αβ = −1
and n is odd, whence |αn − βn| = 2 and, in particular, αn − βn 6= 0. The lemma further implies that
GΛ(R) ∼= Z2, which is non-trivial. This completes the proof for the case where the digraph Λ is weakly
connected and, in particular, shows that in this case GΛ(R) is non-trivial.
What remains is to consider the case where Λ is not weakly connected, for which we claim that
GΛ(R) cannot be finite. Indeed, if Λ has weakly connected components Λ1, . . . ,Λk with k > 2, then
GΛ(R) is isomorphic to the free product GΛ1(R) ∗ . . . ∗ GΛk(R). If for some 1 6 i 6 k the weakly
connected component Λi has more vertices than arcs, then PΛi(R) has more generators than relators.
Hence, GΛi(R) is infinite, and so is GΛ(R). Because of this we can assume that each Λi has at most as
many vertices as arcs. If any Λi has fewer vertices than arcs, then Λ has fewer vertices than arcs, which
contradicts the hypothesis of Theorem A. Therefore, each Λi has an equal number of vertices and arcs.
But then, by the above, each GΛi(R) is non-trivial and thus GΛ(R)
∼= GΛ1(R) ∗ . . . ∗GΛk(R) is infinite.
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