We study annual changes in fares posted by airlines on their web sites over the period June 2002-June 2004. Using panel data techniques, annual fare changes are regressed against a set of country specific, fixed effects and control variables accounting for costs on a specific route, inflation and exchange rate, route competitive characteristics and seasonal fixed effects. The estimates provide various insights on the process underlying price setting by airlines. In particulars, they reveal an important relationship between airfare changes and exchange rate fluctuations. Finally, the study suggests the presence of country effects, that do not conform however to the notion that airfares to Euroland destinations followed a similar trend.
Introduction
"Although […] As Motta (2003) posits: "price discrimination is a pervasive phenomenon, of which examples from our daily life abound" (p.491). A recent example is given by the differential pricing made by Apple in the electronic music market. Quite relatedly, a visit to the web site of Tele2, the international telecommunication company, will reveal that it charges 12.5 eurocent per minute (plus a fixed charge of 15.5 eurocent at the conversation start) for calls from Italy to UK, while residents in UK pay their calls to Italy only 2.5 pence per minute (and no fixed charge at the start). 1 At the current exchange rate of 0.7 £/euro, this corresponds to a situation where the Italian residents are charged four times as much as UK ones.
A company's ability to charge different prices for the same product in different countries is an instance of "third degree price discrimination" (Motta, 2003) . To succeed, such a strategy entails the absence of arbitrage, thus enabling firms to charge in accordance to each country's willingness to pay for a product/service. Two recent developments have brought back the issue of price discrimination to the forefront of economic analysis. First, the Internet, whose features includes low search costs, low barriers to entry and easier price comparability, was considered a technological advancement capable of bringing about a business environment replicating the characteristics of a perfectly competitive market.
However, doubts were immediately cast on the likelihood that the Internet would represent "frictionless markets" (Brynolfsson and Smith, 2000) .
Second, on the 1 st of January 2002, twelve European countries started to adopt a common currency, the Euro. In his speech in Maastricht on 6 th February 2002, the then President of the European Central Bank stated that "the introduction of the euro has increased the transparency of prices between countries and regions…This increased price transparency will trigger more cross-border trade and commerce and, hence, competition". Contrary to these predictions, anecdotal evidence reported on the press seems to suggest a huge rise in the price level after the Euro changeover, although this was particularly severe in sectors protected by international competition. Formal studies of the impact of the Euro introduction have also been conducted, where price comparisons are made before and after the changeover. Baye et al. (2002) find a significant increase for the case of electronic consumer goods, while Goldberg and Verboven (2004) find a reduction in car prices, with some evidence of common dynamics in price differentials within the euro-zone with respect to no euro-zone members.
It is against this backdrop that we aim to study the determinants of annual price changes in the airline industry. To do so, we rely on primary data obtained by retrieving the fares posted on their web sites by the airlines for flights within UK, and from UK to other European countries. Given the period covered (June 2002 until June 2004 , we cannot evaluate changes before and after the changeover, but we can ascertain whether the airlines systematically increased their fares more to take advantage of the turmoil following the euro adoption, that seemed particularly severe in the second half of 2003. In the jargon previously used, we aim to check whether airlines discriminate across countries.
Because of the seasonality characterizing airfares, the annual price changes are worked out, for the same company operating on a given route, by using a twelve months lag. To check for robustness, changes were obtained for the mean, median and minimum price values from the distribution of daily prices collected within a company-route-month combination. These were in turn regressed against a set of country specific, fixed effects and control variables accounting for costs on a specific route, inflation and exchange rate, route competitive characteristics and seasonal fixed effects.
As far as country differences are concerned, the evidence suggests that they are important (even after costs, inflation and exchange rate differentials are taken into account). Thus, it would seem that airlines can identify factors that are unknown and unobserved by the authors, but that affect, in each point in time and in each country, a person's willingness to pay for a ticket. However, the evidence neither supports the results in Baye et al (2002) of price increases in the Euro area, nor those in Goldberg and Verboven (2004) of systematic fares reductions. Indeed, the evidence is more mixed, with increases and decreases in both Euro and non-Euro adopters, although relative to UK domestic route, the minimum fares seem to have decreased significantly in almost all European countries, thereby suggesting a strategy used by airlines to boost demand via promotional offers.
As the citation from the Economist indicates, it is still possible that important country effects operate through the joint impact of inflation and the fluctuations of the exchange rate. The estimates reveal the importance of the latter: the devaluation of the British Sterling relative to the Euro appears to be associated with significant fare increases of about 3%. Prima facie, such a result may be counterintuitive: why would airlines increase fares when the Sterling devaluation is already making a trip to a European destination more costly for UK residents? There are various simple explanations. First, flights are used not only by UK residents, but also by visitors from other European countries, who benefit from their currency appreciation. Hence, a fare increase following, say, a Euro appreciation is a simple way to extract some surplus from visitors to UK. Second, some studies reveal how the demand of British tourists for trips to other European countries is generally inelastic (Li et al. 2003 ).
The paper is organized as follows. The next section describes how the fares were collected, and the nature of the secondary data used to describe the traffic on a route. Section 3 provides some descriptive statistics derived from the original price dataset, plus information on the estimation sample characteristics. Section 4 outlines the econometric models, whose results are commented in the Section 5. Some conclusive remarks are included in the final Section 6.
Data Collection
Most of the empirical contributions on pricing behaviour in the Civil Aviation Sector have focused, so far, mainly on the U.S. market, whereas few contributions have been devoted to the European market. Moreover, the analysis of the U.S. aviation sector has been mostly conducted relying on the same dataset, namely the Databank of the U.S.A. Department of Transportation's Origin and Destination Survey, which is a 10 percent yearly random sample of all tickets that originate in the United States on U.S. carriers (Evans and Kessides, 1993; Borenstein and Rose, 1994; Hayes and Ross, 1998; Alam et al., 2001; Stavins, 2001; Baylis and Perloff, 2002; Liu, 2003) . In this dataset prices are measured as one-way fares and are computed as one-half the reported fare round-trip tickets. All tickets other than one-way and round trips are excluded.
In contrast, our analysis is based on primary data on fares and secondary data on routes traffic.
Initially, when the project began in May 2002, fares were collected using an " electronic spider", which connected directly to the websites of only the main Low Cost Airlines (henceforth LCA) (i.e., Ryanair, return flight for both types of journeys was scheduled one week after the departure. In this way, we were able to retrieve fares for any flights due to depart any number of days from the date of the query.
For the case of routes where an airline operates more than one flight per day, all fares for every flight were collected. Thus, for every daily flight we obtain up to 13 prices that differ by the distance from the day of departure. The main reason to do so was to satisfy the need to identify the evolution of faresfrom more than two months prior to departure to the day before departure -which has been noted to be very variable for the case of LCA (Pels and Rietveld, 2004; Giaume and Guillou, 2004) . While the spider could have retrieved any number of prices, in practice the need to reduce both the number of queries made to an airline server and the time of programme execution to a manageable level, led to the choice of 13 prices. Furthermore, given the site characteristics, it was impossible to collect traditional carriers' fares 1 and 4 days prior to departure: it was also decided to omit collecting fares from these companies for flights due to depart more than 49 days after the query. Thus, for traditional carriers, up to 8 fares per daily flight are available.
Over the 25 months period, prices from UK for flights to and from Austria, Belgium, Czech
Republic, France, Germany, Greece, Ireland, Italy, Netherlands, Norway, Portugal, Spain, Sweden, Switzerland were considered. Furthermore, flights for the main UK domestic routes were also included.
The collection of the airfares has been carried out everyday at the same time in order to prevent inconsistencies due to spanning price changes during the inquiries. In fact, prices are updated dynamically based on yield management algorithms and could change during a day 3 . Our approach was official prices of each airline, although Opodo may not report promotional offers that each airline may offer on its web sites.
then such as to reduce the probability to get spurious variation due to fare changes. In addition to airfares we collected the name of the company, the date of the query, the departure date, the scheduled departure and arrival time, origin and destination airports and the flight identification code.
Fares are collected before tax and handling fees 4 and recorded in the currency of the country where the journey originates. Therefore, fares for flights from a European destination are converted in
British Sterling using the current and appropriate exchange rate available from Thomson Datastream.
To complement the price data, secondary data on the traffic on all routes and all airlines flying to the countries indicated above was obtained from the Civil Aviation Authority (henceforth, CAA).
These data report, for each flight, the name of the company, the origin and destination airports, the departure date, the actual arrival time, the number of seats for airplane, the number of actual carried passengers and the load factors. Moreover, the CAA dataset gives account of the flight identification code, which proved to be precious for our research, as it made possible to merge the information on traffic with the data retrieved from the airlines websites on prices. However, this feature is not particularly useful in this study, as price changes are calculated as differences in the same months but in different consecutive years, for all the flights on a route.
Data Analysis
Tables 1 to 3 provide a breakdown of mean, median and minimum fares, denoted in British Sterlings, by airline, day of the week and year.
Given the data collection discussed in the previous section, these fares' values were first obtained by averaging out the 13 (or less, if not all available) fares for each daily flight, and then derived for each sub-category in the tables. Thus, the mean, median and minimum fares for Ryan Air in the week-days of 2002 were obtained from the distribution of average fares for the 15633 daily Ryan Air flights in our price dataset. The last column reports the total number of daily flights per company in the price dataset. A similar approach was followed for the construction of our dependent variables (see below).
Average prices appear to have changed over the years, with a clear downward trend for the LCA, and a less clear-cut variation for the traditional carriers, although an overall upward trend seems to emerge. Changes in the median prices are in line with these findings, whereas minimum prices appear to have decreased across all companies over the years. As expected, weekdays fares tend to be cheaper than in week-ends, although the difference is not as conspicuous as one might expect.
Furthermore, note that median prices are lower than the average. Because this may be due to the presence of high fares that airlines may post for a number of strategic reasons (i.e., trial and error evaluation of demand, signal confusion to competitors etc), but that do not translate into sales, it is likely that the median price constitutes a better indicator of the representative price at which sales are realised.
The main strength of the data set is its size (more than 739000 daily observations) and its duration (25 months). As far as its composition is concerned, Table 1 to 3 clearly highlight how the majority of observations is for LCA operated flights. This is, however, a misleading viewpoint, as the observations from traditional carriers, taken as a whole, make up for almost a third of all the observations, thus matching the importance of the two main LCA, Ryan Air and Easyjet. Recall that a market may be identified as either an airport pair (route) or a city pair (say, London to Paris). Based on these definitions, the datasets provide a good description of the rivalry between LCA and traditional carriers in markets where they both operate. Furthermore, it also includes information on pricing in markets where LCA operate alone. Table 4 reports the monthly structure of the civil aviation market in the United Kingdom during the period under investigation. The entire population-headed columns report the market structure as a whole on the base of the CAA statistics, where a market is identified as a route. Around 78% of the total routes appear to have been operated by one monopolistic company, whereas approximately 17% are duopolistic. This leaves a merely 5% to potential competitive routes, in which 3 or more airlines operate. It is a clear indication of a market in which companies try to avoid direct competition by operating flights that serve small and not serviced markets.
When it comes to our price sample, it obviously includes less markets, as the majority of routes reported by the CAA are operated by traditional carriers (in particular, in UK, by British Airways and BMI -British Midlands). However, in terms of percentage composition, it turns out to be a good representation of the UK market, with little differences in the distribution of routes among different types of markets. These differences are most likely due to the way routes for traditional carriers were chosen. Indeed, the price sample does not include any route where a traditional carrier is the only firm.
This may also account for the fact that routes with two or more airlines are slightly over-represented.
In terms of the composition of the estimation sample, we have included in the analysis only those carrier-route combinations for which we have collected at least 15 daily flights (and corresponding average daily prices) in a month. Although this leads to a more varied distribution of routes among different markets as shown in Table 4 , it certainly makes the analysis more precise, as it avoids the calculations of annual changes based on a limited number of observations. Furthermore, the estimation sample is reduced by the need to have, for the same company-route combination, reliable information on traffic and prices for the same months in two consecutive years.
More precisely, as far as our estimation sample is concerned, the analysis is carried out on 189 route-company pairs, where a route is a pair of origin and destination airports located in the European countries, and company refers either to one of the 3 low-cost airlines (excluding Buzz and GoFly, for which no comparison for fares lagged twelve months can be done) or to one of the 10 traditional carriers reported in Tables 1 to 3 where i denotes a company-route combination, and t a time index expressed in months. As discussed above, the X index corresponds to the average, median and minimum values over the relevant months' distributions of fares.
The second set of dependent variables is obtained by deriving a Fisher price index which is calculated as: (p i,t-12 ) is the price per company-route in month t (t-12) and q i,t-12 is the number of passengers per company-route in month t-12, whereas
is the Paasche'index calculated as:
where p i,t (p i,t-12 ) is the price per company-route in month t (t-12) and q i,t-12 is the number of passengers per company-route in month t. As usual, the relevant prices used are the average, median and minimum values over a given company-route-month distribution of prices.
We consider two specifications. In the first, the dependent variables are assumed to vary with the number of companies at route level. In the second, annual changes are tested on the number of companies at city pair level. In doing this, we check whether airlines compete within city markets rather of data.
than at route level. The remaining factors likely to exert an influence on the year-to-year airfare changes are then grouped by costs, market characteristics, seasonal dummies and geographical characteristics.
Costs
A potential source of the annual changes in the airfares is certainly represented by the cost of oil, a proxy for the cost of the fuel used by the airlines. What we expect is a positive relationship between the year-to-year change in the price of airfares and the cost of oil. However, the consumption of fuel varies with the different phases of the flight, such that when the aircraft flies at cruising speed fuel employment is much lower than when the airplane takes off. Thus, in order to capture these economies of scale we interact the cost of oil with the distance -as expressed in miles -between the two endpoints of each route. The variable ln_cost represents this interaction.
Other potential determinants of the annual change in the airline prices are represented by the inflation and the exchange rate of the euro and the other European currencies with respect to the British pound. The variable inflation is expected to exert a positive influence on the annual fare changes, as it represents a broad measure of the price dynamics within each country. In contrast, D_exchange_rate -the annual percentage change in the exchange rate -has a less straightforward interpretation. A decrease in the value of this variable indicates an appreciation of the European currencies with respect to the sterling pound. This, in turn, means airlines face higher costs for goods and services denominated in European currencies. Thus, a depreciation of the pound increases costs for the majority of UK based airlines we survey. However, there exists a more compelling, demand-side hypothesis. An appreciation of the continental Europe currencies should make travelling to UK cheaper for continental European residents, whereas British travellers are expected to face higher costs. Thus, a fare increase is simply likely not to influence the former's decision to travel, as the holiday costs are reduced thanks to their currency's appreciation. Given this situation, it would be sensible for airlines to increase fares following a continental European currency appreciation. On the other hand, such an attempt to extract more surplus from continental Europeans may reduce the traffic of British travellers. The expected effect of D_exchange_rate should therefore be neutralized by these opponent forces, assuming that price elasticities are identical among these two groups of travellers. However, since the majority of route served by LCA can be considered, to a great extent, tourist destinations and given the documented short run inelasticity of the British tourist demand towards European countries (Li et al. 2003) , we expect a negative coefficient and, therefore, a positive contributions in terms of the annual change in the posted airfares.
Market characteristics
An important set of control variables is the one related to market characteristics. Market structure is indeed commonly seen as an important determinant of changes in prices, and so are market density and external shocks to the market composition. In the former subset of variables we control for the effect of the number of competing firms both at route level and at city pairs level. At route level we are able to control for monopolistic, duopolistic and three-firm markets, whereas at city pairs level we can check for up to six companies. In line with the literature we expect that prices are declining with the number of firms operating in the same market.
Another variable capable to represent market structure is Dummy_charter, which is a categorical variable for the presence of charter flights on a route. The effect of this variable should be negative, as a consequence of an augmented competition and a higher cross-elasticity of demand across flights. However, the presence of charter flights also indicates seasonal variations on the demand of a specific service, and as such it could capture the increase in the shadow costs of aircraft capacity. Peakload pricing, as a consequence of variations in these shadow costs, could result in higher prices, and so in a positive effect on the dependent variable.
In addition, we check for the role of market density -measured as the number of flights operated in the preceding year (Lag_n_of_flights). We treat this as a proxy for the elasticity of demand in a specific market, and its effect could be positive or negative. In fact, more frequent service could simply reflect a higher demand for air travels and therefore a lower elasticity of demand for flights. This, in turn, should enable companies to charge more. However, a high density of flights on a route also decreases the cost of switching flights, increasing the substitutability across flights, which leads to more competitive markets. Under these circumstances, firms would find difficult to increase prices. The
Hausman test ruled out the endogeneity of Lag_n_of_flights.
A second subset of variables aims at describing the effect on the annual change of airfares exerted by structural breaks in the market composition. New_route_entry is a dummy variable that identify those routes launched in the previous year by a LCA. Given its particular composition, New_route_entry should capture the increased prices in the following year with respect to the promotional airfares that usually accompany the launch of a new route. What we expect is, therefore, a positive effect on the dependent variable. On the other hand, the dummies Easyjet_takeover and Ryan_takeover capture changes that occurred when GoFly and Buzz were taken over by Easyjet and Ryanair in December 2002 and April 2003, respectively. The effect on the regressands is expected to be negative, as more efficient business models should enable the buying companies to operate the same flights at lower costs, therefore reducing the monthly average airfares. Another dummy, Low_cost is finally meant to reflect the negative impact of the low-cost airlines on the changes in the average prices.
Seasonal dummies
In order to control for seasonal variations and peak-load pricing, we introduced the three dummy variables Jun- which investigation. Although the gains from the euro changeover were presumed to be huge especially in terms of cross border price transparency, in many euro-area members there has been a lot of complaints about rising inflation rates. The analysis of these seasonal dummies will enable us to identify the presence of any trend in the price changes.
Geographical characteristics.
The simplest test for the presence of third degree price discrimination, i.e., differential price changes in different countries, is to see how much of the price difference variation is explained by each country. To this purpose we include a set of dummies for all nations included in our sample, using UK domestic flights as the baseline for comparison. This will give an insight into whether the airlines have followed the same price strategy across countries, or whether they have implemented any third-degree price discrimination. In the former case we should expect, ceteris paribus, a uniform variation of the average airfare, whereas in the price discriminatory scenario fares should move systematically differently on national lines.
The presence of countries who joined the euro-zone along with no euro members gives us the opportunity to see how much of the price difference variation is explained by a nation's participation in the currency union. Again, were the euro members really part of a more and more integrated marketand so subject to the same macroeconomics long run effects -we should expect a common trend in the variation of their airfares. Whether this trend will be positive or negative will depend on which macroeconomics force will prevail.
The results
We present several models in which the dependent variables are defined as both the percentage change in the price ratio of two consecutive years (Ln_ratio_of_average_prices ) and the percentage change in the Fisher price index of two consecutive years (Ln_Fisher_of_average_prices). We control for average, median and minimum prices, in order to give more robustness to our findings. We use Prais-Winsten estimations to control for heteroschedasticity, first order panel-specific correlation and correlated panels. Table 5 shows models testing for the presence of discriminatory pricing with the route-level specification. In terms of variation in the average prices, it appears that, ceteris paribus, each European country has witnessed a specific pattern with respect to the UK market. Netherlands, Germany and Switzerland show a significant decrease in the average airfares, whereas in Sweden average prices have fallen with respect to the UK. Among the other nations, Spain and Portugal appear to have seen a significant decrease in the ratio of their average prices, but this result it is not robust to the use of the Fisher index. The remaining nations show either positive or negative coefficients, but they are not statistically significant. This fact leads to the conclusion that European countries do not compose an integrated market in which airlines apply the same pricing strategy, and this proves to be true even when we limit the comparison between no-euro, i.e. Switzerland, Sweden, Norway and Czech Republic, and euro members, i.e. Austria, Belgium, France, Germany, Ireland, Italy, The Netherlands, Spain,
Portugal. Yet, that country-dummy coefficients are generally not statistically significant with respect to UK does not allow to conclude either that airlines systematically price discriminate among countries.
What emerges, then, is that there are other decisive factors affecting pricing decisions at route level, and on these grounds airlines tend to approach each country as a separate market.
Among cost variables, ln_cost exert a positive and significant effect on the year-to-year changes of both the price ratio and Fisher price, whereas the inflation rate turns out to be not significant. This is an expected result as it shows airfares do not follow the price dynamics of normal goods, but are very sensitive to the oil price.
D_exchange_rate is probably one of the most interesting control variables. Any decrease of this variable corresponds to an appreciation of the European currencies with respect to the British sterling.
As said before, this means UK based airlines face higher costs for goods and services traded in the European currencies, while British travellers pay more for their holidays in Europe. On the other hand, Europeans find convenient to spend their holidays in UK. On average, the estimates reveal that a 1% appreciation of a continental European currency is accompanied by a 3% increase in airfares. This is consistent with the airlines' attempt to extract the surplus enjoyed by continental European travellers, who benefit from their currencies' appreciation, and for whom the airfares costs, considering the figures reported in Tables 1 to 3 , constitute a tiny portion of the entire trip costs. By the same token, British travellers would not be deterred by these small airfares increases. Moreover, since Britons show a short run inelastic demand for holidays in European destinations, airlines were probably able to charge higher fares without endangering growth. While such a result hold for the mean and median prices, notice how statistical significance is lost when the dependent variables based on the minimum prices are studied.
Very low prices are used by airlines, in particular the low cost ones, to increase their load factors: to pursue such a goal, it would be pointless to take into account fluctuations of the exchange rate. The need to cover costs remains a focus point: indeed, we find that oil prices remain highly correlated with changes in minimum prices.
In terms of market variables, it appears that at route level the presence of charters on the same route has not affected the change in the listed airfares, probably because charters meet the demand of a specific section of customers, who generally buy a flight as part of a broader tourist package. Despite expectations, charter flights appeared not be in competition with scheduled flights. Table 5 also shows through the variable New_route_entry that airlines tend to charge very low fares when launching a new route, as a way to attract customers. However, these promotional prices are doomed to fade away in the long run, as companies rely on more sophisticated yield management techniques. Among the big changes to the market structure intervened during the period under analysis, the take-over of Buzz by Rynair is the one that seems to have exerted the biggest effect on the change of average airfares. As expected, prices on the routes once operated by Buzz have decreased, confirming that the Ryanair has a more efficient business model. Strangely enough, the takeover of GoFly by Easyjet did not make the same impact on prices, as the coefficient turns out to be negative but not significant. At first this appears to show the two companies had the same pricing policy, but further and deeper analysis is necessary to identify the reasons behind this fact.
The most striking result is, however, represented by the absence of any impact of the number of companies per route on the dependent variables. The coefficient of the variables Duopoly_route and Three_firms_route are not significant, indicating that with respect to monopoly the presence of more companies does not add anything to the competitive level of markets, and therefore does not exert any pressure on the annual changes of prices. A plausible explanation may simply be that since we are looking at price changes, and that the structure of a market tend to be rather fixed, the market structure effects are wiped out by differencing. Table 6 shows that such a finding is robust to the analysis at the city pair level too, confirming that we are dealing with a structural feature of the UK civil aviation market. It would be interesting to check whether the analysis of price levels, rather than changes, yields similar outcomes.
The positive and significant coefficient of the number of flights in the previous year (Lag_n_of_flights) validates the hypothesis that this variable is a proxy for those routes with a higher demand for air travels and therefore a lower elasticity of demand. In these particular routes airlines are probably more capable of putting in place all those yield management techniques that usually allow companies to extract more profits from customers. On the contrary, the categorical variable Low_cost does not prove to have a robust impact on the annual changes of average prices. In fact, although Table   5 shows the expected negative and significant effect on the change of the Ln_Fisher_of_average_prices, when it comes to the Ln_ratio_of_average_prices the significance of Low_cost coefficient vanishes. We will see, however, that Low_cost has a robust impact on the changes of the annual median airfare changes. The third and forth columns of Table 5 report similar results for the annual changes in the median prices. The only difference relies on the robust significance of the country-dummy Portugal, which points out a negative change in the year-to-year variation of the median airfares for flights from and to Portuguese destinations. However, this little difference does not change the broad picture.
Estimates for the median prices confirm that neither Europe nor the euro-zone are treated as integrated markets by the airlines. The evidence also rules out the presence of any third-degree price discrimination, given that only 6 country-dummy coefficients out of 14 are significant and robust across models. As for average prices, the annual changes in the median prices are rather explained by other control variables, among which ln_cost, D_exchange_rate, New_route_entry and Lag_n_of_flights stand out. It is worth noting that the categorical variable capturing the presence of the LCA, Low_cost, is now significantly robust across different dependent variables, in line with the hypothesis that, ceteris paribus, LCA have decreased airfares with respect to what traditional carriers have done. Finally, the last two columns of Table 5 "one, firstly launched by Ryanair. This does not mean that consumers enjoy lower prices on the more competitive routes, but simply that offers on competitive markets are more eye-catching. Table 6 reports exactly the same models as Table 5 , the only difference being that we now control for the number of firms per city pairs. This was meant to be a double-check on the robustness of the previous estimates, but it was also meant to represent a deeper analysis on the kind of price strategies implemented by the LCA. The hypothesis was that the absence of competition at route level could be balanced by a strong competition at the city pair level, where many more companies are involved. However, the estimates of Table 6 rule out this hypothesis, as none of the coefficients relative to the number of firms proves significantly different from zero. This amounts to confirm that in the UK civil aviation market airlines tend to avoid competition by flying on small airports, in which their struggles do not come from stiff price competition, but from successfully attracting passengers on their aircrafts. Besides that, Table 6 estimates represent a further proof that neither discriminatory pricing nor euro-effect are among the determinants of the annual changes in the listed airfares.
Conclusions
Our empirical analysis shows that third-degree price discrimination has not exerted any strong impact on the annual changes of the on-line listed airfares within the European civil aviation market.
We also rule out the possibility that euro-zone members compose an integrated market, in which airlines implement homogenous pricing strategies. Consequently, we can conclude that the euro changeover has failed so far to integrate the euro-zone members' markets as Baye et al. (2002) and Goldberg and Verboven (2004) have shown for the electronic products and the car markets, respectively. Additionally, we found that several control variables have a strong impact on the year-toyear airfare variations, such as oil price, exchange rate, promotional offers and flight density. Finally, it is worth noting how the UK-based LCA tend to fly to small airports in order to avoid direct competition. However, this strategy exposes them to uncertainties on the demand side, which airlines overcome through periodical promotional offers. The result of this strategy is to have a reduced market power even in monopolized markets. All these conclusions are robust to a variety of controls.
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