In this paper, convergence of a characteristics-based hybrid method recently introduced in Daripa & Dutta (J. Comput. Phys., 335:249-282, 2017) has been proved. This method which combines a discontinuous finite element method and a modified method of characteristics (MMOC) has been successfuly applied to solve a coupled, nonlinear system of elliptic and transport equations that arise in multicomponent two-phase porous media flows. The novelty in this paper is the convergence analysis of the MMOC procedure for a nonlinear system of transport equations. For this purpose, an analogous single-component system of transport equations has been considered and possible extension to multicomponent systems has been discussed. Error estimates have been obtained and these estimates have also been validated by realistic numerical simulations of flows arising in enhanced oil recovery processes.
Introduction
Recently, in Daripa and Dutta [1] we developed a hybrid numerical method for solving a coupled system of elliptic and transport equations that arise in modeling multicomponent multiphase porous media flow in the context of chemical Enhanced Oil Recovery (EOR) by Surfactant-Polymerflooding (SP-flooding). The model there involves two immiscible fluids (water and oil) with two components (polymer and surfactant) present in one of the fluids (aqueous phase). The hybrid method is derived from a non-traditional discontinuous finite element method and a time implicit finite difference method based on the Modified Method Of Characteristics (MMOC). Numerical results obtained with this method for a variety of initial data in rectilinear and radial geometries are in excellent agreement qualitatively with physics based expectation and converge under mesh refinement. In some cases where exact solutions are available, numerical results are in excellent agreement with the exact ones as well.
In this paper, we present a convergence analysis of the numerical method. For the analysis, we consider a reduced system of equations in one spatial dimension involving only one component (polymer). This reduced system models chemical Enhanced Oil Recovery (EOR) by polymer flooding in one-dimension as opposed to polymer flooding in two-dimensions [2, 3] . Previous works [4, 5] on the convergence analysis of the MMOC-based methods have been without components and the present work builds on that work by adding a component which complicates the analysis in a significant way. This is due to the coupling of the coefficients involved in the transport equations, as will be abundantly clear from the analysis presented here. As discussed in the paper, the convergence analysis presented here can be extended to the original problem involving two components and in two-dimensions. For the purpose of validating the error estimates obtained from the analysis, we carry out numerical simulations of polymer flooding and compute L 2 and L ∞ error norms for the numerical solutions.
To this end, it is worth citing some methods, without being exhaustive by any means, on numerically solving similar set of partial differential equations arising in porous media flows. These methods can be broadly categorized into two classes: purely Eulerian and Eulerian-Lagrangian. Some of the methods which fall under Eulerian class are locally mass conservative finite volume methods [6, 7] and finite element based methods such as control volume, discontinuous Galerkin [8, 9] and mixed finite element [10] which have high order accuracy and have been applied for numerical simulations of porous media flows. Some of the methods which can be grouped under EulerianLagrangian class are front-tracking methods [2, 3] and MMOC based methods [4, 5] . There are many variants of these methods such as modified method of characteristics with adjusted advection [11] , the Eulerian-Lagrangian localized adjoint method [12] , and the characteristic mixed finite element method [13] , to name a few. Error estimates and convergence analysis of most of these methods have been carried out (see [4, 13, 14] ). But none of these analyses include systems with components. The present analysis is on a system with components.
The analysis involves estimation of errors introduced by the finite difference discretization of the derivatives, by the linear interpolation to compute solutions at points where the characteristic curves intersect the computational grid and by the linearization of the coefficients. These coefficient functions in the two transport equations depend on both the wetting phase saturation and the component concentration. This coupling creates an additional challenge for the analysis of the multicomponent system. The finite difference discretization errors are estimated using multivariable Taylor Series. The errors due to the linear interpolation are estimated using the Peano kernel theorem [4] and the errors due to quasi-linear approximation of the nonlinear coefficients are estimated using various inequalities including the Cauchy-Schwarz and generalized arithmetic mean-geometric mean (AM-GM) inequalities. The transport equations are tested against the error variables and some of the resulting inner products are replaced by the estimates mentioned above. The transport equations are then rewritten in forms that allow us to estimate the discrete L 2 errors in the aqueous phase saturation and the component concentration. Taking into account the time discretization, a discrete Gronwall type inequality is finally used to obtain the desired estimates.
The rest of the paper is laid out as follows. In section 2.1, the governing equations for incompressible, multicomponent, immiscible two-phase flow of fluids through porous media. In section 2.2, we present the numerical method: the computational grids, the non-traditional discontinuous finite element method, the MMOC based finite difference scheme for the transport equations and the computational algorithm. In section 3, we present the convergence analysis of the method and the error estimates obtained. We present the numerical results and compare them with the theoretical error estimates in section 4. Finally section 5 contains concluding remarks.
Background

Model
In [1] , a system of equations governing two-phase, two-component (SP-flooding) flow through porous media has been presented. With the possibility of some potential overlap, here we present the model for a single component flow (polymer flooding) system which will be later used for the analysis of the numerical method.
Let Ω ⊂ R 2 represent a porous medium with boundary ∂Ω. The incompressible and immiscible flow of the wetting phase (water or an aqueous solution of polymer and/or surfactant) and the non-wetting phase (oil) is described by a combination of the multiphase extension of Darcy's law (see [15] ) for each phase and transport equations for each component. Let s j denote the saturation (volume fraction), v j denote the velocity, p j denote the phase pressure and q j denote the volumetric injection/production rate of phase j where j = o and j = a denote the non-wetting and the wetting phases respectively. We recall from Daripa & Dutta [1] the transport equations
and the equation for conservation of mass of any component dissolved in the aqueous phase
where c is the concentration (volume fraction in the aqueous phase) of the dissolved component and c i is the concentration of the component in the injected fluid. The inherent assumption in this model is that the component is passively advected with negligible diffusion and adsorption. Also, x i is the location of the injection well, x p is the location of the production well and δ is the Dirac-delta function. Using conservation of momentum of each phase, the phase velocity v j is given by the Darcy-Muskat law
Here φ is the porosity (taken to be constant in the numerical experiments in this study), K(x) is the absolute permeability tensor of the porous medium, λ = λ a (s, c) + λ o (s, c) is the total mobility and λ j = k rj /µ j is the phase mobility where k rj is the relative permeability and µ j is the viscosity of phase j. In addition to the above, the capillary pressure (p c ) is defined by
Since the porous medium is initially saturated with the two phases, we have j=o,a s j = 1.
The combination of the above equations produces a system of strongly coupled nonlinear equations which can be potentially degenerate. In order to avoid this difficulty, we reformulate the problem by using a fictitious pressure (p), to be called the global pressure below, for incompressible, immiscible two-phase flows with a single component (see [1] ) defined by
whereλ j = λ j /λ for j = a, o and s c is the value of the aqueous phase saturation for which p c (s c ) = 0. The global pressure is well defined for all values of s a in [s ra , 1 − s ro ] where s ra (resp. s ro ) is the residual saturation of the wetting phase (resp. non-wetting phase). If we write s a = s, an equivalent formulation of the problem is obtained in terms of the primary variables (p, s, c) as
where
and q a + q o is an appropriate source term for the pressure equation which denotes net volume of fluid containing the non-wetting phase (q o ) and the wetting phase (q a ), injected per unit volume per unit time. For numerical purposes, this is modeled by a finite number of point sources and sinks located at isolated points x i and x p respectively so that
are the source terms for the transport equation where Q is the volumetric flux at the injection/production points. We also make following practical and physical assumptions, namely
which mean that oil is never injected and the fluid mixture obtained at the production well is proportional to the resident fluid at the point. The following initial and boundary conditions are prescribed.
wheren denotes the outward unit normal to ∂Ω. Several models of relative permeability, k rj and capillary pressure are available in the literature (see [16, 17] 
where s e = (s − s ra )/(1 − s ra ) is the effective saturation. The values of the parameters m and α 0 in the above model are known to depend on the interfacial tension, σ0 between the non-wetting and the wetting phases. In our study below we take m = 2/3 and α 0 = 0.125 (see [19] ). Alternatively Corey-type imbibition relations can also be used (see [16] ). These models assume that p c and k rj (j = a, o) are nonlinear functions of only the wetting phase saturation, s, which is a valid assumption for polymer flooding.
Numerical scheme
The system of coupled transport equations given by eqs. (7b) and (7c) is solved using a combination of the MMOC and an implicit time finite difference scheme. For the computational grid, we partition the domain Ω into rectangular cells. Given positive integers I, J ∈ Z + , set ∆x = (x max −x min )/I = 1/I and ∆y = (y max − y min )/J = 1/J. We define a uniform Cartesian grid (x i , y j ) = (i∆x, j∆y) for i = 0, ..., I and j = 0, ..., J. Each (x i , y j ) is called a grid point. For the case i = 0, I or j = 0, J, a grid point is called a boundary point, otherwise it is called an interior point. In general, the grid size is defined as h = max(∆x, ∆y) > 0. However, in this paper we use an uniform spatial grid: ∆x = ∆y = h = 1/N . The elliptic flow equation (7a) for global pressure is solved using a discontinuous finite element method on a non-body-fitted grid which is constructed in the following way. We introduce uniform triangulations inside the grid generated for the transport equations (7b) and (7c). This means every rectangular region [x i , x i+1 ] × [y j , y j+1 ] is cut into two pieces of right triangular regions: one is bounded by x = x i , y = y j and y = y j+1 −y j x i −x i+1 (x − x i+1 ) + y j , the other is bounded by
Collecting all those triangular regions, also called elements, we obtain a uniform triangulation, L h = {κ|κ is a triangular element}. We may also choose the hypotenuse to be y = y j+1 −y j x i+1 −x i (x − x i ) + y j , and get another uniform triangulation from the same Cartesian grid. There is no conceptual difference on these two triangulations for our method.
Pressure equation
The elliptic equation describing the evolution of global pressure is given by
whereq = q a +q o and Σ denotes the union of the interfaces that separate Ω into several subdomains. However, for simplicity of exposition we assume here that we have only two separated subdomains, Ω + and Ω − separated by an interface Σ (see Figure 1 ) which, as we will see later, is also the initial configuration of the quarter five-spot domain for all of our numerical simulations. The following kinematic condition holds at the interface Σ.
[
wheren is the outward unit normal which points from Ω − to Ω + and [ ] denotes a jump. We assume the boundary ∂Ω and the interface Σ to be Lipschitz continuous. Hence a unit normal vector,n can be defined a.e. on Σ. This problem is solved using a non-traditional finite element formulation [20] ) which is second order accurate in the L ∞ norm for matrix coefficient elliptic equations with discontinuities across the interfaces. The weak formulation of eqs. (11a) and (11b) in the usual Sobolev spaces H 1 (Ω) with ψ ∈ H 1 (Ω) is given by
The elements, κ of triangulation, L h , are classified into regular cells and interface cells. We call κ a regular cell if its vertices are in the same subdomain and an interface cell when its vertices belong to different subdomains. For an interface cell, κ = κ + ∪ κ − where κ + and κ − are separated by a line segment Σ h k , obtained by joining the two points where the interface Σ intersects the sides or the vertices of that interface cell. A set of grid functions,
is a piecewise linear function and matches φ h on the grid points. In a regular cell, it is a linear function that interpolates the values of φ h at the grid points. In an interface cell, it consists of two pieces of linear functions, one each defined on κ + and κ − . The location of the discontinuity of the extended function U h (φ h ) in an interface cell is on the line segment Σ h k . Hence an interface jump condition on the pressure, p, if there is one, can be imposed on the two end points of this line segment at {∂κ} ∩ {Σ h k } while the interface jump condition, eq. (12), is imposed at the middle point of Σ h k . For the construction of such extension operators for discontinuous coefficient elliptic equations, see [20, 21] . The extension operators for the pressure equation, given by eqs. (11a) and (11b), have been explicitly constructed in [1] . Using the extension functions as discussed above (also see [1] ), the discrete version of the weak formulation eq. (13) can be reformulated to finding a discrete function φ h ∈ H 1,h such that
It can be shown that if K(x) is positive definite, then the matrix obtained for the linear system of the discretized weak form, eq. (14), is also positive definite and is therefore invertible.
Transport equations
The transport equations (7b) and (7c) are solved using a combination of a finite difference method with the Modified Method Of Characteristics (MMOC). At first we rewrite eqs. (7b) and (7c) as
where 
where τ s is used to parametrize the characteristics. Here ψ s is a suitable normalization that simplifies the numerical discretization of the characteristic derivative and is defined by
Then eq. (15a) is equivalently written in the form
For computation, we use the spatial grid described in the beginning of § 2.2 and the time interval [0, T ] is uniformly divided into L subintervals of length ∆t such that t n = n∆t and T = L∆t. We denote the grid values of the variables by w n ij = w(x ij , t n ) where x ij = x(ih, jh). Consider that the solution is known at some time t n and the solution at a subsequent time t n+1 needs to be computed. Then starting from any point (x ij , t n+1 ) we trace backward along the characteristics to a point (x ij , t n ) where the solution is already known. As shown in Figure 2 , the points p 1 = (x ij , t n+1 ) and
Figure 2: Discrete approximation of the characteristic curve fromx ij to x ij in 1D p 2 = (x ij , t n ) lie on the same characteristic curve. From the equation of the characteristic curves given by
we use numerical discretization to obtain an approximate value ofx ij in the following waȳ
Using the above equation, the derivative in the characteristic direction, defined by eq. (16), is approximated by
This leads to the following implicit-time finite difference formulation for eq. (18) φ s n+1 ij
Following the same procedure as before we define the following equations, analogous to eqs. (16) and (17), for the concentration equation eq. (15b).
The advection term φ 
Here,c n ij = c(x c ij , t n ) is computed using an approximate value ofx c ij given bȳ
where, as before, (x c ij , t n ) and (x c ij , t n+1 ) lie on the same characteristic curve. Here the superscript 'c' is used to denote the characteristic curves associated with the polymer transport equation Eq. (15b). Thus we arrive at the following implicit-time finite difference formulation for Eq. (15b) φ c n+1 ij
Hence Eq. (19) and Eq. (20) form the finite difference approximation of the transport equations, Eq. (15a) and Eq. (15b) respectively. The pseudocode (see Algorithm 1) for the method is given below. Here, s σ0 0 is the initial resident wetting phase saturation or the amount of water (wetting phase) present in the reservoir before the flood simulation starts.
Convergence study and error analysis
Let s n i = s(x i , t n ) be the grid values of the actual solution of the saturation equation (15a) and w n i = w(x i , t n ) be the grid values of the numerical solution of that equation where x i = ih and t n = n∆t. Similarly, let p n i and r n i be the grid values of the actual and the numerical solutions respectively of eq. (11a). Also, let c n i and m n i be the grid values of the actual and the numerical solutions respectively of eq. (15b). Finally, let v n i and z n i be the grid values of the actual and the numerical solutions respectively of the total velocity given by v = −Kλ∇p. The errors in the numerical approximation are defined as follows.
Algorithm 1 Polymer flooding simulation 1: procedure Set up Cartesian grid and FE Mesh and a permeability field
K(x) ← choose type of heterogeneity 
∆t ← value ∆t chosen for desired accuracy Computation loop 9: while s(x N,N , t) ≤ 1 − s σ0 0 and t < T stop do
10:
Compute {µ a , λ a , λ o , λ, p c } using (s n , c n , v n−1 )
11:
Solve the global pressure equation for p n , v n
12:
Recompute {µ a , λ a , λ o , λ, p c } using (s n , c n , v n )
13:
Solve the transport equations for s n+1 and c n+1
14:
t ← t + ∆t 15: close;
We define the following discrete norms for any
In particular, . and . denote the discrete L 2 norm and the associated inner product respectively. For analysis, we consider a reduced system of equations (see eqs. (15a) and (15b)) in one spatial dimension as given by
∂f ∂c ∂c ∂x , G(s) = g and H(s) = g c . Then the characteristic finite difference approximation of Eq. (21a) and Eq. (21b) are given by
From Eq. (21a) and Eq. (22) we have the following
In the following analysis M ,M ,M , M k (k ∈ Z + ) and C are generic constants independent of the time step and space discretizations ∆t and h respectively. We will also assume the following bounds on the porosity, φ * ≤ φ(x) ≤ φ * . For the rest of the analysis of the water saturation equation (26b), with slight abuse of notation, we will writex n i andx n i to meanx s,n i andx s,n i respectively. In the next two lemmas we estimate the errors introduced by approximating the derivative in the characteristic direction and the second order derivative term in eq. (26a) with their finite difference discretizations given in eq. (26b). ∂s ∂τ
Proof. Let p 1 = (x, t n ) be a point on the grid (see Figure 2 ) and the characteristic that passes through this point intersects the previous time level at p 2 = (x, t n−1 ) wherex = x − b(s, c)/φ(x)∆t and let ∆τ = (x −x) 2 + (t n − t n−1 ) 2 1/2 . Hence ∆τ = ψs φ ∆t. Using the Taylor series expansion along the characteristic direction, we write
Using Lemma 3.1 in Eq. (26a), we estimate the error introduced by numerical discretization of the characteristic derivative as
Now we estimate the approximation error for the second order derivative term in the left hand side of Eq. (26a). By definition,
wherē
The numerical approximation of the second order derivative in Eq. (21a) is given by
, where
Lemma 3.2
The finite difference approximation error of the second derivative term in eq. (26a) is given by
Proof. From the Taylor series expansion, we know that
This can be rewritten as
Using this estimate for the second derivative term, we obtain
Using the defintion (28), we obtain
This leads to the final estimate
Using the result of Lemma 3.2, we rewrite Eq. (27) as
Subtracting Eq. (26b) from Eq. (29), we obtain
Recall that we define the numerical error in saturation as ζ n i = s n i − w n i . Using the definition of ζ n i and rearranging terms, we rewrite the above as
In the above, the capillary dissipation coefficients D andD have been replaced with D andD respectively and the signs associated with the terms have been reversed. This is because the definition of capillary pressure, given in Eq. (4)
Consider the first term on the left hand side of Eq. (30). Let ζ n = I ζ n i be the piecewise linear interpolant of ζ n i such thatζ
Below, we find estimates for the last two terms, A and B, of the right hand side of Eq. (31), followed by the estimate of the source term (F (s n i , c n i ) −F (w n i , m n i )) on the right hand side of Eq. (30). Once we have these estimates, we can substitute Eq. (31) in Eq. (30), take inner products with ζ n i and use the estimates to rewrite the equation. A. Estimate of the term A on the right hand side of Eq. (31): This is carried out in several steps below.
Next we estimate the terms A-1 and A-2 of the right hand side of (32).
A-1. Estimate of the term A-1 on the right hand side of Eq. (32):
We rewrite the term A-1 as
Recall that z n i = −Kλ(w n i , m n i ) 
The non-traditional discontinuous finite element method adopted here for solving the pressure equation gives us the following estimates [20] ,
The numerical scheme will still converge if a different finite element formulation is used as long as it preserves or improves upon the above error estimate. Using Taylor series we write,
Using Eq. (35) and Eq. (37) in Eq. (34), we obtain following estimate for the first term A-1-1 of the righthand side of (33).
To estimate the term A-1-2 of the inequality (33) we observe
Using Eq. (38) and Eq. (39) in (33), we obtain the following estimate for A-1 (see Eq. (32)).
This concludes the estimate for the term A-1 in Eq. (32). A-2. Estimate of the term A-2 on the right hand side of Eq. (32): 
B. Estimate of the term B on the right hand side of Eq. (31): Using the Peano kernel Theorem in the spirit of the paper by Douglas and Russell [4] , we obtain the following,
C. Estimate of the source term (F (s n i , c n i ) − F (w n i , m n i )) in Eq. (30):
Equation (31) is substituted into Eq. (30) and the resulting equation is tested against ζ n i . Using the estimates (42), (43) and (44) to replace some of the inner products, we rewrite Eq. (30) as
where n i = O( 
Using the inequality |a − b||a| ≥ |a| 2 − |b| 2 2 we estimate the term D-1-1 as
D-2. Estimate of the term D-2 in Eq. (45):
Using summation by parts, we write
and similarly for D-4, we have
D-3. Estimate of the term D-3 in Eq. (45):
Finally testing the term D-3 against ζ n i , we get
Substituting the estimates for the term D-1-1 and replacing the terms D-2, D-3 and D-4 as shown before, we rewrite Eq. (45) as
We now estimate the remaining inner product terms E-1, E-2, E-3 and E-4 in Eq. (46).
Using Taylor series we write
where we use the estimate |c n i − m 
Above, we have used Eq. (43) and that z n−1 ∞ is bounded which has been proved after Eq. (56) below. Hence we have an estimate for E-3 as
E-4. Estimate of the term E-4 in Eq. (46): Using the fundamental theorem of calculus,
Therefore,
[ Using a result from [22] ]
Above we have again used that z n−1 ∞ is bounded. Using all of the above estimates for E-1, E-2, E-3, E-4 in Eq. (46) we get,
Summing over 1 ≤ n ≤ L (with L∆t = T ) we get,
Using discrete Gronwall's inequality and noting that ζ 0 i = 0 and θ 0 i = 0 this can be rewritten as
where ρ 1 = M ∆t(1 + (1 + h) (log 1/h) 1/2 ) → 0 faster than D * ∆t as (h, ∆t) → 0. This concludes the analysis of the water transport equation (Eq. (21a)).
Next we consider the polymer transport equation (Eq. (21b) ). Replacing the advective terms with a derivative along the characteristic direction, Eq. (21b) becomes
whose finite difference approximation is given by
Recall that θ n i = c n i − m n i . Using an analogue of Lemma 3.1 for the characteristic derivative of the polymer transport equation in Eq. (49) and subtracting Eq. (50) from the result we obtain
As before the source terms are estimated as
In the following, with slight abuse of notation, we suppress the superscript "c" fromx 
The term G is estimated by the Peano kernel theorem, as was done in Eq. (43).
F. Estimate of the term F:
This estimate is carried out in a series of steps.
F-1. Estimate of the term F-1:
Out of the two pieces F-1-1 and F-1-2 required to obtain an estimate of F-1, we have already estimated the term F-1-1 in Eq. (40) which we recall here: z 
Estimate of the term F-1-2-a:
The last step of the above estimate in Eq. (56) requires a bound on z n−1 ∞ which was also used while estimating the term E-4. Before further analysis, we prove this statement here. Note that, even though we prove the result for z n ∞ , it is true for any other time t n with n ∈ (0, T ).
Using Eq. (56) we obtain an estimate for F-1-2 as
Using these estimates of F-1-1 and F-1-2 in Eq. (55) we obtain an estimate of F-1 as
F-2. Estimate of the term F-2 of Eq. (54):
Using the estimate for F-1-2-a given in Eq. (56) in Eq. (59), we obtain
Using Eq. (58) and Eq. (60) in Eq. (54) we obtain the following estimate for the term F in Eq. (53).
We test Eq. (51) against θ n i and using Eq. (52) and Eq. (61), we get
After some simplification, we get
Adding Eq. (47) and Eq. (62), summing over 1 ≤ n ≤ L and after some further simplification, we get
where T = L∆t. Let ρ = (1 + ∆t) + (1 + h)(log 1/h) 1/2 such that ρ → 0. Then using the discrete Gronwall's inequality in Eq. (63), we get
It is also assumed that the auxiliary functions f (s, c), λ(s, c), D(s, c) have sufficient regularity in the discrete Sobolev norms. We anticipate an L 2 error of the order O(h) and consequently, we assume that ∆t = O(h) as h → 0 which implies max(h 2 + ∆t 2 , h 4 /∆t 2 ) = h 2 + ∆t 2 . In particular, it follows that
Note that ∆t = O(h) hypothesis is very reasonable since in the case of a one-dimensional parabolic equation the basic method can only be expected to have an O(h + ∆t) estimate. Also, with a less stringent restriction like ∆t = O(h γ ) for some γ < 2, we will have an L 2 error estimate of the order O(h 1−γ/2 ). The final error estimate is summarized in the following theorem. 
Extension to two dimensions in space
Here we discuss how to extend the analysis of Eq. (23) and Eq. (26b) to two spatial dimensions. The error estimates for the discretization of the characteristic derivatives and the capillary dissipation terms, obtained in Lemma 3.1 and Lemma 3.2 respectively, can be easily extended to two spatial dimensions without changing the order of the estimates. The various inequalities and tools used at various stages of the analysis like the Cauchy-Schwarz inequality, discrete Gronwall's inequality and the Taylor series have multidimensional analogues. The Peano kernel theorem can also be used in a similar manner for estimating the error introduced due to the bilinear interpolation required in the two-dimensional analysis. The ∂π ∂x ∞ estimate obtained from the finite element solution of the elliptic pressure equation is also available in two or higher spatial dimensions [20] . The L ∞ estimate of a mesh function [22] , that has been used to estimate the term E4, is also applicable for a two-dimensional domain. In the analysis of the one dimensional system, the spatial grid has been taken to be uniform with a fixed spatial grid size h. In the two dimensional system, the grid can be taken to be uniform in each spatial dimension with constant h x = ∆x and h y = ∆y. The quasilinear treatment of the nonlinearity in the functions f, D, λ will allow us to obtain analogous estimates of the two-dimensional inner products involving these terms without affecting the convergence results. Hence, a similar analytical calculation can be made to obtain an O(h x + h y + ∆t) error estimate for the two dimensional problem.
Numerical results
In [1] , an exact solution for the two-dimensional, immiscible, two-phase flow problem has been constructed and used for numerical verification of the convergence and the order of accuracy of the numerical method. The L 2 and L ∞ error norms and the respective orders of accuracy with spatial grid refinement have been presented there for the water saturation s, the pressure p and the velocity v. The L 2 and L ∞ error norms for s with time step refinement at different fixed spatial grid sizes have been also presented along with the corresponding convergence rates. The L 2 error in saturation has been shown to be of the order O(h). This is consistent with the estimate obtained from our one-dimensional analysis presented in this paper and, as discussed above, is expected to be true in two-dimensional case. In [1] , the O(h) error in the L ∞ norm of the gradient of pressure has also been observed in the numerical results obtained with an exact solution. Additionally, there the numerical water saturation profiles at various spatial resolutions have been found to compare favorably with the same for the exact solution, thus providing support for the convergence of the numerical method.
Several numerical experiments have been carried out using this numerical method to simulate practical two-phase flow problems, both with and without components, that arise in the context of chemical enhanced oil recovery. Mainly two different types of computational domains have been employed for these simulations -a quarter of a five-spot geometry (or radial flow) that mimics oil reservoir conditions near the location of the physical sources, and a rectilinear geometry that mimics the flow conditions far from the location of the sources. In the first case, the sources (injection or production wells) have been treated as point source terms while in the second case the two opposite boundary walls are treated as wall sources. A variety of different types of heterogeneous permeability fields have also been used. These include rectangular inclusions, channelised domains, a multiscale permeability field generated using a stationary, isotropic, fractal Gaussian field and sections of the SPE10 permeability field. These simulation results have been used to qualitatively validate the numerical method by comparing with results from existing literature. Also, several comparison studies have been performed between different combinations of single or multi-component, two phase flows which demonstrate the capability of the method to capture the intricate details of the flow characteristics and produce numerical results that are consistent with expectations based on physics. The reader is directed to Daripa & Dutta [1] for further details.
In this section, we present numerical results obtained from solving the two-phase single component system of equations (polymer flooding), given by eqs. (7a)-(7c), subject to realistic initial and boundary data. These are intended to support the error calculations with respect to an exact solution that were presented in [1] and provide further quantitative evidence about the accuracy and the order of convergence of the method, even in the case of practical numerical simulations. In section 4.1, the input data is given in table 1. The numerical errors are measured in the discrete norms.
Here, w ij is the numerical solution w evaluated at the grid point (x i , y j ) = x ij whereas s(x ij ) is the finest grid numerical solution in section 4.1. The errors for the pressure and the veloc-ity are computed in a similar fashion. The order of accuracy is computed using the formula log 2 (e α (h)/e α (h/2)) (α = 2, ∞).
Two-dimensional polymer flood problem
We perform simulation of polymer flooding on a quarter five-spot homogeneous geometry Ω = [0, 1] 2 with absolute permeability, K = 1 and input parameters listed in Table 1 . The transport source terms in eqs. (7b) and (7c) for a quarter-five spot flow geometry are taken as
The source terms for the pressure eq. (7a) are taken as
We compute the L ∞ and L 2 error norms of the numerical solutions for the saturation on a sequence Table 2 . In Table 3 we present the numerical errors and convergence rates with respect to time step size refinement ∆t = 1/20, . . . , 1/160 by keeping the spatial grid size fixed at three different levels h = 1/16, 1/32 and 1/64 for the quarter five-spot flooding problem. The error calculations for both the tables have been performed at the time of water breakthrough which is given by the time at which the water saturation at x p reaches a chosen threshold value. We observe (see Table 2 ) the following approximate orders of accuracy in space.
The O(h) error in the L 2 norm for saturation s directly matches with the estimate obtained from our one-dimensional analysis in eq. (65). The O(h) error in the gradient of the pressure p (as seen in eq. (35)) is also observed in the L ∞ norm v − z L ∞ for the velocity in Table 2 . Moreover, the orders of accuracy in Table 2 for the L 2 and L ∞ errors of all the three variables s, p and v are consistent with the orders of accuracy obtained using an exact solution (see Table 1 in [1] ). The order of accuracy in the L ∞ norm of the error in saturation, as presented in the upper part of the last column of Table 2 can be seen to reduce significantly with reduction in spatial grid size. This is the because the saturation and its L ∞ norm are both highly sensitive to minor changes in the flow and domain parameters, especially the ones whose L ∞ bounds enter the generic coefficient M used in Eq. (64) and in various other intermediate estimates obtained in Section 3. Hence the L ∞ error norms of saturation in Table 2 are at least an order higher than the corresponding norms for pressure and velocity, both of which are less sensitive to minor changes in the parameter space. To overcome this, much finer spatial grid size and time step size (data not shown here) need to be adopted for the numerical solution of the transport equations. Table 3 shows the L 2 error in saturation and the rate of convergence with respect to time. The results confirm that approximately a first order convergence rate in time can be obtained using this method. This compares favorably with results obtained using an exact solution (see Table 2 in [1] ) and also with the convergence rate expected from a first order time discretization scheme. We believe that with higher order time-stepping methods, the method will be able to preserve the accuracy and the expected second or third order convergence rates.
In Figure 3 snapshots of the water saturation profile are shown at the same time level t = 0.5 for four different spatial grid resolutions. The increase in the quality and sharpness of the saturation profiles with grid refinement can be easily observed while preserving the accuracy of the solution. This provides a qualitative numerical validation that the method converges with spatial grid refinement.
Conclusions
Recently, in Daripa & Dutta [1] a hybrid method for solving a two-phase two-component flow through porous media has been proposed and implemented in two-dimensions. The hybrid method uses a non-traditional discontinuous finite element method for solving the elliptic equation and a time implicit finite difference method based modified method of characteristics for solving the transport equations. Numerical results obtained there are in excellent agreement with the physics of flow as well as with exact solutions when available. Numerical results are also found to converge under mesh refinement. In this paper, we perform numerical analysis of the method to prove convergence by considering a reduced system, namely two-phase one component porous media flow in one-dimension. The novelty in the paper is the consideration of the transport equation for one component in the proof which significantly complicates the analysis previously performed by others [4, 5] without any component. Basic ideas of the proof can be extended to two-dimensions and to two-components which has been discussed in the paper but needless to say, the extension will be even more involved technically as one can see from the proof for the case presented in this paper.
In the analysis presented here, the convergence behavior of the MMOC based finite difference part of this hybrid numerical method has been studied. An optimal order O(h) error for the pressure gradient obtained by the finite element part has been assumed and this has been numerically validated in [20] . Using this result, L 2 error estimates of the wetting phase saturation s and the convergence of the method as well as the order of accuracy with spatial grid refinement and the convergence rates with respect to the time step refinement.
