ABSTRACT
. When true cluster labels were available, the NMI 1 8 8 1 9 8
k-means [23] and k-medoids [37] ) and two algorithms that were specially designed for 1 9 9
clustering of scRNA-seq data (SC3 [12] and SIMLR [13] ). K-means and k-medoids are pure 2 0 0 algorithms that partition samples into groups while AP, SC3 and SIMLR inherently include 2 0 1 feature construction techniques. All these clustering algorithms were evaluated on the five 2 0 2 small-scale datasets while on the PBMC 68k dataset only SC3 was evaluated and on the 2 0 3
Macoskco dataset only k-means was evaluated for simplicity. Parameters (ks = 10:12, 2 0 4 gene_filter = FALSE, biology = FALSE, svm_max = 5000) were used for SC3 (default) 2 0 5 while (ks = 11, gene_filter = FALSE, biology = FALSE, svm_max = 200) were used for 2 0 6
SC3+SSCC. On the Macoskco dataset, ~5% and 10% cells were randomly picked out to 2 0 7 do clustering. We used the k-nearest neighbors algorithm for classifying unsubsampled 2 0 8 cells, which is robust to parameter selection. when subsampling is applied 2 3 0
We observed that the improvements of silhouette scores by SSCC were robust to . T h e 3 8 6 were independent on subsampling rates. X axis: silhouette values of Spearman
