Abstract-Recent state-of-the-art image segmentation algorithms are mostly based on deep neural network, thanks to its high performance and fast computation time. However, these methods are usually trained in a supervised manner, which requires large number of high quality ground-truth segmentation masks. On the other hand, classical image segmentation approaches such as level-set methods are still useful to help generation of segmentation masks without labels, but these algorithms are usually computationally expensive and often have limitation in semantic segmentation. In this paper, we propose a novel multiphase level-set loss function for deep learningbased semantic image segmentation without or with small labeled data. This loss function is based on the observation that the softmax layer of deep neural networks has striking similarity to the characteristic function in the classical multiphase levelset algorithms. We show that the multiphase level-set loss function enables semi-supervised or even unsupervised semantic segmentation. In addition, our loss function can be also used as a regularized function to enhance supervised semantic segmentation algorithms. Experimental results on multiple datasets demonstrate the effectiveness of the proposed method.
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I. INTRODUCTION
S EMANTIC image segmentation is to assign a semantic label to every pixel in the image. Since the image segmentation can be applied to various applications such as object detection [1] and medical image analysis [2] - [4] , the segmentation study has been one of the core topics in computer vision.
Recently, deep learning approaches for semantic segmentation have been developed and successfully demonstrated the state-of-the-art performance [5] , [6] . A majority of the segmentation works are based on convolutional neural networks (CNN), and they are usually trained in a supervised manner that requires large amount of data with high quality pixelwise labels [7] - [10] . However, generating segmentation masks is time consuming and can be difficult in certain domains. To overcome this issue, weakly/semi-supervised semantic segmentation methods have been studied in these days. These methods are often under the assumption that training data have various supervisory annotations such as image-level labels [11] - [14] and bounding-box labels [15] , or the small number of strongly annotated data.
On the other hand, classical variational image segmentation methods are typically implemented in an unsupervised manner, by minimizing a specific energy function so that it can cluster image pixels into several classes [16] - [18] . Since these methods produce pixel-wise prediction without ground-truth, they have extensively used for classical medical image segmentation [19] , [20] . Unfortunately, these algorithms are usually computationally expensive and have limitation in semantic image segmentation, so recent segmentation studies have been mainly focused on convolutional neural network (CNN) approaches which are seemingly disconnected from classical approaches.
One of the most important contributions of this paper is, however, to show that the classical wisdom is indeed useful to improve the performance of the CNN-based semantic segmentation, specifically for the unfavorable situation where the training data is not sufficient.
In particular, inspired by the multiphase level-set framework [21] , here we propose a novel multiphase level-set loss that can be easily employed in CNN-based segmentation algorithms. Because the multiphase level-set methods perform segmentation based on the pixel statistics, the level set loss can exploit the complementary information from the semantic information in the existing CNN-based segmentation algorithms. This property of the proposed loss naturally leads to the CNN-based semi-supervised or unsupervised learning even without ground-truth labels or bounding box annotations. Moreover, for the supervised learning setting, our loss function can be used as a novel regularized function to enhance the performance of the neural network by considering image pixel statistics. Experiments on various datasets verify that the levelset framework and deep learning approach can be synergistically combined to improve the segmentation performance.
II. RELATED WORK

A. Variational Image Segmentation
Classical variational approaches consider image segmentation problem as a clustering problem by minimizing energy functions. Representative examples include k-mean [22] , [23] , mean shift [24] , [25] , normalized cuts [26] , graph cuts [18] , and level-set [21] , [27] , [28] . Among them, here we briefly review one of the successful variational approaches, called the multiphase level-set framework [21] . Multiphase level-set framework The multiphase level-set method by Chen and Vese [21] was proposed to generalize active contour model [29] for piecewise image segmentation into more than two segments [30] . The overall image segmentation process of the proposed method. A deep neural network can take unlabeled images X U as well as the pixel-level annotated images X L . For the input images X U , the network can be trained by both the existing loss function L segment and the proposed multiphase level-set loss function L level . For the unlabeled input X U , the network parameters are updated by minimizing L level .
domain Ω to the real number that represents the height of the level-set. We also define the vector Heaviside function [21] :
where H(φ) = 1 when φ > 0 or H(φ) = 0, otherwise. Using this definition, we can generate 2 p possibilities of the vector Heaviside function values to construct an index set I. Here, N denotes the number of distinct classes within Ω, i.e. N = |I|, and our goal is to assign N -class labels for each pixel.
Then, for a given image measurement u(r) for r ∈ Ω, the energy function for the multiphase level-set method is given by [21] :
where χ ω := χ(Φ) denotes the characteristic function for each class element ω ∈ I and
In order to simplify the model, the authors in [21] replaced the last length-related term in (2) by
This leads to the Euler-Lagrangian equation for the level function. For example, for the classification of N = 4 levels with two level functions (i.e. p = 2 and I = {00, 01, 10, 11}), the Euler-Lagrangian equations for the level functions are given by:
where δ denotes an approximation to the one-dimensional Dirac delta function. For multichannel images such as color images, this energy function (2) can be easily extended by defining u(r) and c ω as vectors composed of each channel values at r ∈ Ω. The Euler-Lagrangian equation can be then obtained by directly minimizing (2) with respect to Φ: Thanks to the high-dimensional lifting nature of the level functions, the multiphase level-set approach can successfully segment spatially separated regions of the same class.
B. CNN-Based Image Segmentation 1) Supervised Learning Approach: When the pixel-wise annotations are available, deep neural network-based semantic segmentation approaches have become the main workhorses for modern segmentation techniques thanks to their high performance and fast runtime complexity [5] , [6] . Since fully convolutional networks (FCNs) [9] generate output map with same size of the input, various deep learning methods using FCNs are studied for semantic image segmentation [7] , [10] , [31] - [33] . The overall image segmentation process of the proposed method. A deep neural network can take unlabeled images X U as well as the pixel-level annotated images X L . For the input images X U , the network can be trained by both the existing loss function L segment and the proposed multiphase level-set loss function L level . For the unlabeled input X U , the network parameters are updated by minimizing L level .
2) Weakly/semi-supervised Learning Approach: Although the supervised learning methods outperform the semantic segmentation, labeling images with pixel-level annotations is difficult to obtain for enormous amount of data. To address this issue, Qi et al. [14] develop a unified method of semantic segmentation and object localization with only imagelevel signals. Papandreou et al. [12] present expectationmaximization (EM) method to predict segmentation maps by adding image-level annotated images. Hong et al. [11] propose a decoupled architecture to learn classification and segmentation networks separately using the data with imagelevel supervision and pixel-level annotations. Also, Hung et al. [34] develop an adversarial learning method for segmentation, which use the output of a discriminator as the weak labels to leverage unlabeled images.
3) Unsupervised Learning Approach: In addition, unsupervised learning methods for semantic segmentation have been studied to segment the data without any ground-truth segmentation masks [35] , [36] . Several recent works present unsupervised approaches using classical optimization-based algorithms as a constraint functions [37] - [39] .
C. Our Contribution
• In contrast to the classical multiphase level-set approach [21] , which relies on computational expensive level function evolution by the Euler-Lagrangian equation, in the proposed method the level function evolution is learned using a neural network because our multiphase level-set loss allows the back-propagation.
• Unlike the existing weakly/semi-supervised segmentation [11] , [12] , [14] , [34] , the proposed algorithm does not require the weak-labeled supervision for unlabeled data, but still uses these unlabeled images as elements of the training data thanks to the level-set loss that depends on pixel statistics. Thus, the proposed method greatly alleviates the task of manual annotation.
• While the existing CNN-based unsupervised learning methods [35] - [39] usually require complex pre-and /or post-processing, this post-processing step is not necessary and the algorithm only requires an addition of a multiphase level-set loss.
• While the combination of level-set method with CNN segmentation can be found in Kristiadi [40] and Le [41] , these authors trained the networks in a supervised manner and used the level-set method for refinement step of segmentation map. In contrast, our algorithm is derived by directly unrolling level-set evolution using a CNN so that it can be used for network training under semi-, unsupervised-and fully supervised setting.
• When the multiphase level-set loss can be used as a dataadaptive regularized function in a fully supervised segmentation algorithm, the multiphase level-set loss allows the network to better adapt to the specific image statistics to further improve segmentation performance.
III. THEORY
A. Unfolded Level-Set Evolution, Level-Set Loss A discrete implementation of the level function evolution (5) and (6) can be represented by
where
refer to the i-th level functions and the hyper-parameters, respectively, at the k-th time evolution. Here, the curvature flow term div ∇φ1 |∇φ1|
in (5) and (6) are nonlinear with respect to φ 1 . Inspired by the Learned iterative soft-thresholding algorithm (LISTA) [42] , we therefore uses a time unfolded version of the level set evolution block (7), truncated to a fixed number of iterations. Specifically, the λ k , k for each block are learned as network weights so as to minimize the approximation error to the optimal sparse code on a given dataset. Furthermore, the nonlinearity from curvature flow is interpreted as the nonlinearity in deep neural networks.
Moreover, instead of using the simplification in (4), we are interested in the derivation of the unfolded level-set evolution by minimizing the original energy function (2) . In this regard, one of the important observations is that the softmax layer of deep neural network can be used as a differentiable approximation of the characteristic function. Specifically, the n-th channel softmax output from a neural network is defined as follows:
where r ∈ Ω, and z Θ i (r) denotes the network output at r from the preceding layer before the softmax, and Θ refers to the parameter of neural network. The output value of (8) is close to 1 when the pixel value at r belongs to the class n. Furthermore, it is easy to show that
which is basically identical to the characteristic function property in the multiphase level-set framework:
This similarity clearly implies that the softmax function output can work as a differentiable version of the characteristic function for the class membership. Therefore, without using the replacement (4), we propose to use the following multiphase level-set energy function as an objective function:
with
where x(r) is the input, y Θ n (r) is the output of softmax layer in (8) , and Θ refers to the learnable network parameters. Note that (11) is differentiable with respect to Θ. Therefore, the unfolded level set evolution for y Θ n can be implemented using a neural network with the weight Θ as shown in Fig. 1 .
B. Application of Multiphase Level-Set
While Fig. 1 shows the applications of the proposed method for unsupervised segmentation problems, the application of the level set loss is quite general and can be combined with any supervised, semi-supervised and unsupervised segmentation algorithm. Specifically, Fig. 2 illustrates a typical use of the proposed level-set loss. Here, a deep neural network can be any existing segmentation network, which takes input images with or without pixel-level annotated data and generates segmentation maps. Only difference is the addition of the level set loss L level . Here, we describe the various application of the multiphase level-set loss in more detail.
1) Semi-Supervised Segmentation: For the semi-supervised learning, we apply the conventional segmentation loss function for pixel-level annotated data and the multiphase level-set loss for unlabeled data so that the deep neural network can be trained without any estimated or weak supervisory labels.
Specifically, let N for the number of segmentation classes. In order to use both labeled and unlabeled data, the loss function for network training is designed as following:
where α = 1, if the input has labels 0, otherwise, and β is a hyper-parameter. Here, L segment is usually the cross-entropy function defined by:
where y n i denotes the predicted probability of voxel i belongs to class n (background, object) in the segmentation map, g n i denotes the segmentation ground-truth label, and P is the number of pixels of input. Accordingly, when the network takes the input that does not have pixel-wise label, the network is trained only by the multiphase level-set loss that segments objects with automatically designed level-sets. On the other hand, when the network takes the labeled data, the network is trained to segment specific regions and classify those categories using both the level-set loss and the conventional segmentation loss.
2) Unsupervised Segmentation: Since our multiphase levelset loss in deep learning estimate the cluster based on the pixel statistics, the unsupervised-learning-based semantic segmentation is also possible. In particular, the loss function for the unsupervised learning algorithm is defined using the formula (13) with α = 0. By minimizing this loss, the neural network achieves level-set evolution and centroid update for segmented regions through training phase. At the inference stage, the network automatically segment objects in images with their class information.
3) Supervised Segmentation: In this case, we use α = 1 in (13). Unlike conventional supervised learning method that computes L segment only with the network output and segmentation label, the neural network is trained to consider input image statistics as well as semantic information. By computing the relationship between the input distribution and segmentation regions with the multiphase level-set loss, the proposed method performs segmentation in more detail.
IV. METHOD
A. Datasets 1) PASCAL VOC 2012: To evaluate the semantic segmentation performance of our model on the daily captured natural images, we use PASCAL VOC 2012 segmentation benchmark [43] , consisting of 20 object classes. We also use the extra annotated images from Segmentation Boundaries Dataset (SBD) [44] for training, so that we obtain an augmented training Fig. 3 : Qualitative results from our proposed method and AdvSemiSeg [34] using the PASCAL VOC 2012 val set. We randomly sample 1/8, 1/4, 1/2 images as labeled data, and train the models with both labeled data and the rest of training images as unlabeled data. We train the model of [34] with our multiphase level-set loss L level , and compare the proposed method to the [34] . dataset of 10,582 images. We randomly scale and crop the images into 321 × 321 during training, and evaluate our semisupervised algorithm on the validation set with 1449 images.
2) LiTS 2017: To apply our method to medical image segmentation, we used Liver Tumor Segmentation Challenge (LiTS) dataset [45] . This provides 201 contrast-enhanced 3D abdominal CT scans and segmentation labels for liver and tumor regions. All volumes contains a number of axial slices with a resolution of 512 × 512 pixels. We divide the data into 118 scans for the network training and 13 scans for the validation. We clip the intensity values to the range [-124, 276] HU to ignore irrelevant details and normalize the images to [0, 1] by the maximum value of data. Also, we downsample the images into 256 × 256.
3) BRATS 2015: The multimodal brain tumor image segmentation benchmark (BRATS) [46] contains 274 MR scans from different patients-histological diagnosis. Each scans has skull-stripped four MRI sequences: T1-weighted (T1), T1 with gadolinium enhancing contrast (T1c), T2-weighted (T2) and FLAIR. All training data with the size 240×240×155 have the manual segmentation labels for several types of brain tumor. We train the model for the complete tumor segmentation using 249 training data and evaluate our method on the 25 test set.
4) BSDS500:
The Berkeley Segmentation Database (BSDS500) provides 200, 100, 200 images for the training, validation, and test images with human-annotated labels, respectively. We resize all training images to 512 × 512 × 3.
B. Network Implementation 1) Object Segmentation in Natural Images: On the PAS-CAL VOC 2012 dataset, we train our model in a semisupervised setting. For the semi-supervised learning, we employ the AdvSemiSeg [34] that employs adversarial loss and a modified version of the DeepLab-v2 [5] as a baseline network. This modified DeepLab-v2 does not use the multi-scale fusion, rather the Atrous Spatial Pyramid Pooling (ASPP) method is used in the last layer. We use same parameters of [34] and compute the multiphase level-set loss for the softmax-operated final output.
To demonstrate how our method can convert the existing supervised segmentation network to unsupervised network by simply replacing the semantic loss with the multiphase levelset loss, we add themultiphase level-set loss to the U-Net [10] and train the model without ground truth labels on the BSDS500 dataset. Additionally, in order to show that our loss can improve the existing unsupervised segmentation network, we add the multiphase level-set loss to the model of Backprop [39] and trained the network without labels.
2) Tumor Segmentation in Medical Images: For the tumor segmentation on LiTS 2017 and BRATS 2015, we use the improved version of U-Net [47] . This modification comes from the pooling and unpooling layers of the U-Net [10] using the polyphase decomposition: the four neighbor pixels of the input are decomposed into the four channels data with reduced size at the pooling layer, whereas the four reduced size channels are grouped together to an enlarged single channel at the pooling layer. This modification improves the segmentation performance by retaining more details.
C. Training Details
To train the networks in a semi-supervised manner, we randomly divide each training datasets into labeled and unlabeled data with various ratio. We implement the proposed method using the pyTorch library in Python.
For the object segmentation using PASCAL VOC dataset, we trained the proposed model using the Stochastic Gradient Descent (SGD) optimization method. As described in [34] , the initial learning rate is set as 2.5 × 10 −4 and is decreased with polynomial decay with power of 0.9. We train the model using 20,000 iterations with batch size 10 on two NVIDIA GeForce GTX 1080 Ti.
We also implement our unsupervised learning algorithm on the BSDS500 dataset. In the training of the U-Net, we use the Adam optimization algorithm with initial learning rate 10
and batch size 4. We stop the training after 200 epochs. For training of modified Backprop [39] , we use SGD algorithm and initialize the parameters with Xavier initialization. We train the network for 500 times and obtain the final segmentation maps.
For the tumor segmentation in medical images, we stack three adjacent slices in a volume as an input, and train the network to generate segmentation masks corresponding to the center slice of the input. We use the Adam optimization method. The initial learning rate is set as 10 −5 and multiplied by 0.5 after every 20 epochs. Using a single GPU mentioned above, we train the model with batch size 4 for 50 and 40 epochs on each LiTS and BRATS datasets.
V. EXPERIMENTAL RESULTS
A. Semi-Supervised Object Segmentation in Natural Images 1) Experimental Scenario: For the network training in a semi-supervised setting, we randomly chose 1/2, 1/4, 1/8 of whole images as labeled data, and use both those sampled images and the rest of training dataset provided by the PASCAL VOC 2012 segmentation benchmark. We add our multiphase level-set loss to the loss function of the AdvSemiSeg [34] . In this experiment, L segment in (13) is defined as its original loss function in the AdvSemiSeg.
2) Quantitative evaluation: Table I shows the evaluation results on the PASCAL VOC 2012 val dataset. We use the mean intersection-over-union (mean IoU) as the evaluation metric. We compare the proposed algorithm with AdvSemiSeg [34] in order to verify that the multiphase level-set loss brings comparable segmentation results to the state-of-theart algorithms. We can see that the proposed method using the multiphase level-set loss improves performance with small labeled data compared to the total training data.
3) Qualitative evaluation: Fig. 3 illustrates the segmentation results from our proposd method over different amounts of training data. It shows that the objects segmentation is performed more accurately with increasing the rate of labeled data during training phase compared to AdvSemiSeg [34] . Also, even in the cases of the small number of labeled data, we confirm that the objects are segmented in the direction of correct answer thanks to the multiphase level-set loss.
B. Semi-Supervised Tumor Segmentation in Medical Images
1) Experimental Scenario:
In order to segment liver lesion in CT images effectively on the LiTS dataset, we train two modified U-Nets; the first is to segment a liver from CT abdominal scans, and the second is for lesion segmentation from the segmented liver. We validate the semi-supervised learning algorithm using randomly chosen 1/23, 1/10, 1/3 scans of the full data as labeled data, and the rest of data are used as unlabeled data.
For the tumor segmentation using BRATS dataset, we use the modified U-Net using all three adjacent slices for each MR sequences (T1, T1c, T2, and FLAIR images) as an input. Among the training dataset, we randomly sample 1/4 MR scans of the full data as labeled data for the semi-supervised learning scheme.
To verify the role of multiphase level-set loss as a segmentation function, we compare our method to the supervised learning method by setting L segment = L CE . With the help of the conventional cross-entorpy loss, the proposed semisupervised learning method can segment specific regions in images without estimated or weakly-annotated labels for the unlabeled data.
2) Quantitative evaluation: We evaluate the performance of tumor segmentation using the Dice coefficient, precision, recall, and intersection-over-union (IoU). Fig. 4 shows the scores on the 13 LiTS val set according to the ratio of labeled and unlabeled data. The semi-supervised learning method using our proposed multiphase level-set loss on the LiTS data brings significant performance improvement from 10% to 20%, over different amounts of labeled data. As described in Table II , the overall scores from our semi-supervised method on brain tumor segmentation are also higher than the general supervised learning method. We confirm that the multiphase level-set plays a role of regularizer and improves the segmentation performance, when training the network using all training dataset with labels (ratio of labeled data = 1).
3) Qualitative evaluation: Fig. 5 illustrates both the predicted liver lesion segmentation maps for CT slices and tumor segmentation maps for MR scans. These results verify that the multiphase level-set loss enables the network to detect boundary of tumor region in more detail. Also, since the level-set loss is computed with pixel-level information, we can observe that tiny and thin tumors are clearly segmented in our method, which are hard to be distinguished with surrounding area.
C. Unsupervised Semantic Segmentation in Natural Images
We train and test our unsupervised learning method on the BSDS500 dataset. The results of our unsupervised method directly verify that the combination of level-set framework and deep neural network improves the performance of semantic segmentation.
1) Quantitative evaluation: Table III shows the results of comparisons and our method. We compute the Region Covering (RC), Probabilistic Rand Index (PRI), and Variation of Information (VI) as evaluation metrics. We compare the proposed method against both the classical methods [21] , [24] , [26] and deep unsupervised learning approaches [39] . We achieve 7% and 4% gain in RC with respect to Levelset [21] and Backprop [39] , respectively. Also, we observe that our multiphase level-set loss improves the segmentation performance of the existing unsupervised learning method.
2) Qualitative evaluation: Fig. 6 shows visul comparisons of the semantic segmentation results. We confirm that our method segments various foreground objects such as human and animals with higher performance than the comparative methods.
VI. CONCLUSIONS
We propose a novel multiphase level-set loss for deep neural network to learn semantic segmentation in semi-supervised and unsupervised manner. The loss function can be applied for both unlabeled and labeled data, so that the deep neural network learns the segmentation of specific regions with or without small labeled data. Experiments on the various datasets demonstrate high performance of our proposed method. Fig. 6 : Results of unsupervised semantic segmentation using BSDS500 datasets. The first rows are various natural images, and the second and third rows are results from the baseline methods. The third row images are from the Backprop [39] combined with the multiphase level-set loss. The fourth row shows the results from U-Net with the multiphase level-set loss. The results shows that the our multiphase level-set loss improves the performance of the existing methods and also converts the supervised learning algorithms to an unsupervised learning method with the state-of-the art performance.
