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Abstract
Driven by technological advancements, vehicles have steadily increased in
sophistication, specially in the way drivers and passengers interact with their
vehicles. For example, the BMW 7 series driver-controlled systems, contains
over 700 functions. Whereas, it makes easier to navigate streets, talk on phone
and more, this may lead to visual distraction, since when paying attention to
a task not driving related, the brain focus on that activity. That distraction is,
according to studies, the third cause of accidents, only surpassed by speeding
and drunk driving.
Driver distraction is stressed as the main concern by regulators, in partic-
ular, National Highway Transportation Safety Agency (NHTSA), which is de-
veloping recommended limits for the amount of time a driver needs to spend
glancing away from the road to operate in-car features. Diverting attention
from driving can be fatal; therefore, automakers have been challenged to de-
sign safer and comfortable human-machine interfaces (HMIs) without missing
the latest technological achievements.
This dissertation aims to mitigate driver distraction by developing a gestu-
ral recognition system that allows the user a more comfortable and intuitive
experience while driving. The developed system outlines the algorithms to rec-
ognize gestures using the capacitive technology.
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Resumo
Impulsionados pelos avanços tecnológicos, os automóveis tem de forma
continua aumentado em complexidade, sobretudo na forma como os conduc-
tores e passageiros interagem com os seus veículos. Por exemplo, os sistemas
controlados pelo condutor do BMW série 7 continham mais de 700 funções.
Embora, isto facilite a navegação entre locais, falar ao telemóvel entre outros,
isso pode levar a uma distração visual, já que ao prestar atenção a uma tarefa
não relacionados com a condução, o cérebro se concentra nessa atividade. Essa
distração é, de acordo com os estudos, a terceira causa de acidentes, apenas
ultrapassada pelo excesso de velocidade e condução embriagada.
A distração do condutor é realçada como a principal preocupação dos reg-
uladores, em particular, a National Highway Transportation Safety Agency
(NHTSA), que está desenvolvendo os limites recomendados para a quantidade
de tempo que um condutor precisa de desviar o olhar da estrada para controlar
os sistemas do carro. Desviar a atenção da conducção, pode ser fatal; portanto,
os fabricante de automóveis têm sido desafiados a projetar interfaces homem-
máquina (HMIs) mais seguras e confortáveis, sem perder as últimas conquistas
tecnológicas.
Esta dissertação tem como objetivo minimizar a distração do condutor, de-
senvolvendo um sistema de reconhecimento gestual que permite ao utilizador
uma experiência mais confortável e intuitiva ao conduzir. O sistema desen-
volvido descreve os algoritmos de reconhecimento de gestos usando a tecnolo-
gia capacitiva.
Palavras-Chave: Reconhecimento de Gestos, Sensorização Capacitiva, Inter-
faces Homem-Máquina
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Chapter 1
Introduction
Technological revolution is making a huge impact on automotive industry
and people’s lives. In spite of the incremental changes since Henry Ford intro-
duced the moving assembly line, the last ten years were marked by changes in
the way drivers and passengers interact with their vehicles, the human machine
interfaces (HMI). This revolution is still in early stages, being the next steps to-
ward connectivity and automation. Consequently, the analysts forecasts [1] ex-
pect the global automotive human machine interface market to grow by 11.25
percent each year over the period 2014-2019.
Therefore, driven by technological advancements, vehicles have steadily in-
creased in sophistication. For example, the BMW 7 series driver-controlled sys-
tems, contains over 700 functions [2]. While these systems facilitate to navigate
streets, talk on phone and more, they may lead to visual distraction, since when
paying attention to a task not driving related, one part of the brain focus on that
activity and, consequently, just the remaining part is focused on driving. That
distraction is, according to studies, the third cause of accidents, only surpassed
by speeding and drunk driving [3].
Driver distraction is stressed as the main concern by regulators, in partic-
ular, National Highway Transportation Safety Agency (NHTSA), which is de-
veloping recommended limits for the amount of time a driver needs to spend
glancing away from the road to operate in-car features. Diverting attention
from driving, at a critical moment, can be fatal. With this in mind, automakers
have been challenged to design safer and comfortable Human Machine Inter-
faces (HMIs), without missing the latest technological achievements.
1
2 Chapter 1. Introduction
This thesis aims to develop an gesture-based interactive system gesture us-
ing capacitive sensing to implement contactless automotive HMI concepts that,
possibly, will allow the user to have a more comfortable and intuitive interface
experience while driving.
Capacitive technology is a good solution for automotive HMI concepts since
it allows the detection of dynamic gestures. The set of gestures will allow to
create a gesture recognition library that will be used to implement many in-
vehicles applications such as navigation control, multimedia control, roof con-
trol, hood control, among others.
The integration in a simulated environment was not part of the objectives,
thus the evaluation of the overall system was performed in laboratory environ-
ment.
1.1 Motivation
One-fifth of the traffic accidents are caused by driver distraction [4]. There-
fore, the driver cognitive workload has been a subject of study in recent years
[5]. To mitigate this problem, it is necessary to develop new interfaces that
enable more natural, intuitive and safer interactions. Consequently, this disser-
tation aims to develop these interfaces, a gesture recognition interface that will
possibly reduce the number of accidents and allows a more pleasant experience
while driving.
Following this trend, gesture recognition offers a good possibility for de-
signing better interfaces because it demands less cognitive effort and attention.
With this solution, it is possible to create safer, simpler and more flexible HMI.
Furthermore, it has been proved that drivers would accept gesture control for
in-vehicle application [6]. In addition, a driver distraction research concludes
that at least one hand can be used to perform gestures without distracting the
driver [5]. Subsequently, according to a study [7] conducted by IHS (Informa-
tion Handling Services), the number of gesture recognition or proximity aware-
ness systems is expected rise sharply in the next years.
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1.2 Research questions and Objectives
This research aims to explore the capacitive sensing technology for contact-
less proximity detection or recognition of simple gestures that would allow test-
ing many in-vehicle functionalities in a simulated environment. During the
process, the present research attempts to answer the following questions:
• What devices, based on capacitive sensing, should be used for the devel-
opment of automotive HMI concepts?
• What hand gestures can be accurately recognized for the development of
automotive HMI concepts?
This research questions lead to the following objectives:
• Study the capacitive technology, and select the devices, based on that tech-
nology, to be used for gesture recognition;
• Implementation of a gesture recognition library to interface with each de-
vice;
• Implementation of a functional prototype in order to test several HMI
concepts;
• Validate the system in terms of accuracy, efficiency and reliability.
1.3 Contributions
This dissertation is primarily concerned with gesture recognition in order to
develop new concepts of interaction to be applied in automotive HMI. Thereby,
the results of the developed scientific work are an overview of the market about
the existent solution; the theoretical fundamentals of capacitive sensing and
a literature review on this technology; and finally, the implementation of the
gesture recognition algorithms.
4 Chapter 1. Introduction
1.4 Document Structure
The present dissertation is divided into five chapters and is organized as
follows:
• Chapter 2 - State of Art and Literature Review. This chapter presents the
relevance of usability in interaction design and the impact they have on
the automotive industry. Then, focus on gesture recognition system and
compare the different technologies. Lastly, it presents the theoretical fun-
damentals of capacitive technology and the mathematical models used
for gesture recognition;
• Chapter 3 - Analysis and System Specification . It presents the system
architecture and the algorithms to be implemented;
• Chapter 4 - Implementation and Results. It describes what was imple-
mented according to the strategy planned and performs a critical analysis
to the results achieved after the implementation and testing of the differ-
ent algorithms.;
• Chapter 5 - Conclusions and Future work. This chapter answers the re-
search questions and propose new approaches that were not explored.
Chapter 2
State of the art
This dissertation is within the area of gesture recognition and automotive,
therefore it approaches gestures in general and then it focus in the automotive
industry.
Relevant for this dissertation is also the study of capacitive sensing, where
the theoretical fundamentals are presented as well as some examples found in
literature that use this technology for gesture detection. Moreover, a review
about the complementary alternatives technologies that could be used for the
same purpose can also be seen. Then, the different concepts that automotive
industry is developing will be presented. Lastly, some mathematical models,
such as HMM (Hidden Markov Models), DTW (Dynamic Time Warping) and
Threshold based models are explained.
2.1 Gestures
Since the origin of mankind up to the present, humans felt the necessity of
developing several forms of communication to exchange information. Being
gestures one natural way for the humans to exchange information. It is worth
noting that gestures are normally used as a complement of speech, nevertheless
they can be used as a substitute.
There are a variety of definitions for gestures, depending on the specific re-
search field. According to Kendon [8], the gestures correspond to a movement
of individuals limbs of the body that are used to communicate information to
others. In a gesture recognition perspective, gestures can be identified by their
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movement trajectory. Albeit the different definitions for gestures, they can be
classified according to their features, that topic will be addressed in the follow-
ing section.
2.1.1 Types of Gestures
The classification of gestures was extensively studied in the academic and
expert literature among different areas, such as computer vision, human-machine
interfaces and psychological areas. However, they can be divided in touch or
free-form gestures and static or dynamic gestures.
Touch gestures and Free-form Gestures
Gestural interfaces can be categorized as contact-based/touch or free-form
[9]. The touch user interfaces (TUIs) require the user to be touching the device
directly, thereby creating a constrain on the types of gestures that can be per-
formed. Free-form gestural interfaces does not require the user to be in contact,
although some technologies require a hand held controller or glove to be used.
Static and Dynamic gestures
Another classification can be established by analyzing the time of the ges-
ture: static gestures and dynamic gestures. Static gestures can be compre-
hended as the position and orientation of the fingers as well as the hand in a
single moment. These type of gestures have no movement. On the contrary, the
dynamic gestures are defined by the hand’s motion, such as swiping, rotating
and waving.
2.2 Human Machine Interface
Gestures are used to control many every life products, such as motion-
activated sink and motion sensors used to turn on lights. With new emergent
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technologies, such as Kinect and Leap Motion, the use of the body as the only
input device has become more common.
Gestural interfaces, named Natural User Interfaces (NUIs), allow a person to
interact with a machine using only gestures. There are several applications for
different areas: gaming [6], industry and robotics, consumer electronics, smart
homes, automotive and others.
2.2.1 Automotive HMIs
There has been a great deal of studies towards gesture interaction with in-
fotainment systems while driving. Chongyoon Chung and Esa Rantanen [2]
created a gestural interface, a steering wheel with two touch pads, to recognize
gestures for audio and climate control. Through this process they discovered
that drivers preferred gestural interaction to voice commands when the control
was simple and repetitive. Research towards standardization of the in-vehicle
gestural interaction space [3] was also an object of study, in order to design
guidelines to uniform all gestures devices in terms of area of interaction and
association of the same gesture to a similar functionality in different vehicles.
Another study [10] claims that proximity sensing in a two-dimensional plane is
a viable approach to directly control a mouse cursor on a screen integrated into
the dashboard. Moreover, Google created a patent in which predetermined
gestures, in certain areas inside the vehicle, correspond to certain in-vehicle
functionality. Figure 2.1 depicts the driver interaction with the vehicle.
FIGURE 2.1: Gesture-based automotive controls from the Google
patent [11]
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2.2.2 Usability
The movements towards usability have emerge having to do with a few de-
sign considerations. Instead of defining usability Nielson [12] proposed five
attributes to consider: learnability, efficiency, memorability, errors and satisfac-
tion. The most widely accepted definition of usability, described in ISO 9241, is
”The extent to which a product can be used by specified users to achieve specified goals
with effectiveness, efficiency and satisfaction in a specified context of use”. Figure 2.2
depicts usability as the combination of the attributes: Efficiency, Effectiveness,
and End-User Satisfaction.
FIGURE 2.2: Usability Diagram
Effectiveness
A product is called effective if it does what it was designed for, in other
words, if it is successful in producing the desired or intended result.
Efficiency
The efficiency is a metric that considers the users effort to perform one task.
This metric is typically measured in time.
Satisfaction
The effectiveness and efficiency have a concrete definition, in contrast with
satisfaction. Since the satisfaction concept is highly subjective, many significant
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authors [13] in the usability field added the following components within the
concept of usability:
• Guessability
• Learnability
• Memorability
• Flexibility
• Safety
2.2.3 Usability of In-Vehicle Information Systems (IVISs)
People interact with a great number of products, such as, television, smart-
phones, and others. Frequently, it is difficult to use them, because the usability
when designing was not prioritized. Confusing and non-intuitive interfaces
can lead to frustration when operating these systems.
This is particularly important in the automotive industry since it is a crucial
aspect to driver’s acceptance of in-vehicle technologies. The HMI systems have
that surprise factor that, usually, is a great marketing tool, however, the bad
user experience (UX) may discourage to invest in these sophisticated systems,
leading even the drivers to blame the automotive brands for buying that car.
Therefore, the tendency is to follow a user-centered approach, considering the
usability of the HMI systems in the initial stages of the design process in order
to provide a great usability and good user experience (UX), but also to reduce
the costs in the case of usability issue is detected.
The new HMI system requires people to adapt to the new methods of in-
teraction, but if it requires to much time they tend to not use it again. Conse-
quently, the learning time must be reduce by providing an intuitive interface.
Another aspect to be considered is the evaluation methods for in-vehicle
interface. Ideally, these methods should be quantitative, based on measurable
attributes of usability, such as, interaction times, performance error rates or user
eye movements. A quantitative approach would allow for different interfaces
to be compared directly. However, some usability factors, such as user satisfac-
tion are impossible to assess objectively, therefore an overall estimation will be
a combination of objective and subjective metrics.
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2.3 Gesture Recognition in Automotive
The automotive industry is always attempting to improve their vehicles and
gesture recognition will be the next trend. Therefore, they are already working
in some gesture recognition technology. Several automakers including Audi,
BMW, Cadillac, Ford, GM, Hyundai, Kia, Mercedes-Benz, Nissan, Toyota and
Volkswagen demonstrated interest in gesture in-vehicles interaction and are in
the process of implementing into their automobiles. Some of these systems will
be addressed in the following sections.
BMW iDrive
Shown at Consumer Electronics Show (CES) 2015, the BMW 7 series model
was the first model to include gesture recognition control as a possible source
of interaction. In this vehicle, a time of flight (TOF) camera is positioned in the
headliner and detects the position of a hand by monitoring the dashboard space
between driver and passenger. It possesses four predefined gestures: twirling
a finger clockwise and anti-clockwise; pointing and swiping a finger. Addi-
tionally, two gestures can also be programmed to perform a set of predefined
functionalities. These gestures, performed in different contexts, can be used for
controlling the audio, phone and navigation.
FIGURE 2.3: BMW iDrive concept [14]
BMW i8 iVision
At CES 2016, BMW presents their new model: BMW’s iVision Future In-
teraction concept. The concept also uses TOF camera to recognize the driver’s
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hand when he moves it over the console center. The new feature, as shown
in Figure 2.4, is the 21 inches’ screen that is divided into four screens. The
closer you move your hand to the screen, the more it highlights, allowing to
select a particular function. Therefore, it will work as a touch screen but with
no contact. However, when a menu or icon is activated, a switch, located on the
steering wheel, briefly illuminates to confirm the action. Similarly, there is also
a switch button for the passenger located on the side panel.
FIGURE 2.4: BMW i8 iVisio concept [15]
Hyundai Genesis
Hyundai showed a concept car with gesture recognition system to control
radio volume and tracks, the HVAC (Heating, Ventilation and Air Condition-
ing) and the navigation systems and even smartphone connectivity functions.
Hand gesture recognition is accomplished with advanced infrared and cam-
era sensors. It provides an interesting approach since it allows, aside from the
driver, let the passenger have gesture recognition system and the capability to
interact with the main user. For example, the passenger can select a GPS route
and with a swipe gesture pass it to the driver side.
FIGURE 2.5: Hyundai Genesis concep [16]
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VW Golf R-Touch
In contrast to a more moderate approach by the other automakers, Volkswa-
gen attempted to eliminate all physical dials and buttons, switching them by
sensitive elements such as touch sensitive, proximity-aware and gesture con-
trol. For example, the roof and mirror are controlled by gestures (swiping ges-
tures). The system uses a TOF camera implemented near the roof light capable
of detecting one finger pointing and two finger pointing. To trigger the gesture
recognition system is necessary to open the hand for a small period of time and
only after will the gesture be recognized. This system allows the driver control
of the mirrors, main menu, radio control, among others.
FIGURE 2.6: Gesture controlling sunroof of the Volkswagen Golf
R Touch [17]
VW E-Golf Touch
In the VW E-Golf Touch the gesture controls system was more limited than
those on the Golf R Touch concept due to a more cost-friendly infrared sensor
instead of the more capable TOF camera. It is still possible to swipe left or right
to select the next/previous song, but now there is no hand gesture for pausing
or playing a track.
FIGURE 2.7: Gesture controlling E Golf Touch [18]
Chapter 2. State of the art 13
VW BUDD-e
Gesture recognition can begin from the exterior, with an intuitive swiping
gesture the sliding door opens or closes, a simple foot movement opens the
electrically operated tailgate. Gestures are recognized immediately, thus no
needing to be explicitly activated for the gesture control system as it was the
case in the Golf R Touch. Furthermore, the maximum operating distance have
been considerably increased.
FIGURE 2.8: Volkswagen BUDD-e slidding door [19]
Visteon
Visteon begins to offer spatial gesture controls (swipe up, down, left, right,
and rotary motions) with no cameras-solutions, being considerably less expen-
sive than camera-based solutions. For more complex gestures, it uses TOF cam-
era located almost at the middle of the console. The gestures allows the driver to
touch-free control of automatic window control, audio and radio output, tem-
perature, among others. It was possible to see this system in Ford C-Max at
CES 2016.
FIGURE 2.9: Recognizable gestures by Visteon system [20]
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2.4 Capacitive Sensing
Capacitive sensing is a well understood technology with its first application
dating to early twentieth century, namely the Theremin musical instrument,
where the pitch and volume of the sound were both controlled by the distance
of the musician hands to the two antennas. These instruments are still on the
market, produced by Moog Music Inc.
(A) The first work-
ing model played by
his inventor - Leon
Theremin [21]
(B) Theremin by Moog
Music Inc released in
2014 [22]
FIGURE 2.10: Theremin - a contactless musical instrument
2.4.1 Capacitive Proximity Sensing
Any living organism produces a small electric field generated by cell activ-
ity and ionic currents of the nervous system [23]. Subsequently, it is possible
to measure the influence of the human body within external electric fields or
couple a transmitter and measure the resulting electric field.
To better explain how it works lets remember that the capacitance of a
capacitor can be expressed as:
C = εr
ε0A
d
(2.1)
where,
C is the capacitance in farads (F),
ε0 is the dielectric constant of the material between the plates
εr is the permittivity of free space, which is 8.854 ∗ 10−12 F/m,
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A is the area (m2),
d is the is the separation distance of the two plates (m).
The simplest capacitor consists of two metal plates very close together
without touching each other. As the formula demonstrates, the capacitance is
directly proportional to the area A and inversely proportional to the distance d
and also being dependent on the static permittivity of the dielectric. Conductive
objects such as the human hands act as the second plate and, thereby, increase
the capacitance C by reducing the distance d.
The basic process of capacitive proximity consists in measure the stored en-
ergy. The capacitance value is obtained indirectly by measuring, periodically,
the time it takes discharge a sensing electrode. When a conductive object en-
ters the electric field the energy that can be stored is increased, causing a longer
discharge time.
On the other hand, new varieties use a field between two electrodes. In this
case, the energy is reduced by grounded objects.
2.4.2 Proximity Sensing versus Touch Sensing
It is possible to distinguish three different projected sensing methods:
• Touch Sensing: densely distributed sensor generates a weak electric field,
allowing to detect one or more objects touching;
• Floating Sensing: densely distributed high-sensitivity sensor allows to
detect both touch and very near objects (< 2cm) touch;
• Proximity Sensing: sparsely distributed sensor generates a strong electric
field, allowing to detect objects over 20 centimetres.
2.4.3 Sensing Configurations
In his research "Electric Field Imaging" [24], Joshua Smith introduced different
measuring modes that can be distinguished in capacitive sensing:
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• Loading-mode: A periodic electric signal is applied to a single electrode.
When a user approaches the electrode, the conductive properties of the
human body form a weak capacitive link with the electrode, causing a
signal change of total capacitance. By sensing the quantity of this change,
touch or proximity is detected;
• Shunt-mode: An electric field is generated by applying a periodic signal
to a transmit electrode. This field is then captured by one or more receive
electrodes in proximity. The conducting properties of the human body
absorb some of radiated field and shunts it to ground, causing variations
in signals at the receive electrodes;
• Transmit-mode: The input signal is coupled with a person’s body. This
coupling turns the user into a transmitter whose signal can be picked up
by one or more receivers.
FIGURE 2.11: Measurement modes for capacitive proximity sens-
ing [25]
2.4.4 Material and Geometry
One interesting feature of capacitive proximity sensors is the versatility
they offer, in the sense that with different electrode materials, size and geom-
etry it is possible to create highly personalized applications. For example, the
electrodes materials include transparent metal oxide layers, woven conductive
thread, copper wires, PCB boards, or simple aluminium foil. The material of
the electrode should be selected according to the desired application. Some ap-
plications might require that the interaction device has a flexible surface, while
on others applications the surface must be solid and opaque. In the first case,
conductive thread could be used and solid metal electrodes seems to be a vi-
able option for the second case. Additionally, there are other alternatives for
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transparent materials. In his Master’s thesis [26], Yannick Berghöfer evaluated
the different types of electrodes materials including copper, ITO (Indium Tin
Oxide) and PEDOT:PSS. ITO is a thin layer of indium titanium oxide which is
highly conductive and PEDOT:PSS is conductive polymer that has a lower con-
ductivity. Figure 2.12 shows the electrode spatial resolution at different dis-
tances between the object and the electrode. The spatial resolution is a measure
used to evaluate the expected precision of the measurement, being based on
collecting a time series of multiple samples and calculating the mean distance
and standard reference.
FIGURE 2.12: Spatial resolution of different materials at various
distances [26]
His research concluded that copper has the best proprieties but ITO can still
be used when transparency is required.
Another important aspect is the electrodes geometry since the layouts in-
clude simple straight wires [27] [28], plate electrodes, and more complex multi-
dimensional structures [29]. In order to create a deliberate and natural inter-
actions. Andreas Braun and Pascal Hamisu [27] [28] use capacitive proximity
sensing to detect the presence of the human body. More specifically, as Figure
2.13 shows, they use wire antenna as a sensing electrode
FIGURE 2.13: Prototype device supporting antenna wire [27]
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A threshold model was implemented with two different sensing modes:
Proximity Mode and State Mode (Figure 2.14 ). The former is the direct mea-
sure of the capacitance value, which is directly proportional to the proximity.
The latter is a state model, basically, a quantization of the values in n states
which can be used to model capacitive buttons.
FIGURE 2.14: threshold model with two different sensing modes
A prime example of the more complex multi-dimensional structures is the
GestIC technology by Microchip Technology. Based on shunt mode, the trans-
mit electrode is at the bottom layer and four smaller receiver electrodes are
placed on the edges of the top layer (Figure 2.15).
FIGURE 2.15: Microchip MG3031 electrodes layout [29]
2.4.5 Shielding
When it is anticipated that other objects might disturb the measurement,
shielding should be used. The electric field will span in all directions unless it
uses a shield to prevent detecting objects approaching from a certain direction.
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Being more relevant when various electronic devices are integrated into the
same prototype and it is necessary to minimize disturbance.
(A) Unshielded
electrode
(B) Shield electrode
FIGURE 2.16: Differences between with shield and unshielded
electrodes
Another important aspect to take into consideration is to use a shield ca-
ble when connecting the sensing electrode to the capacitive to digital converter.
Thus, mitigating external interferences such as human hand, radiated electro-
magnetic signals, and noise from other electronic devices.
FIGURE 2.17: Shielding to mitigate environmental interference
2.4.6 Applications
This section provides a brief overview on researches using capacitive sens-
ing for gestural interaction in terms of the prototype specification, the high level
processing algorithms and their accuracy.
Active Armrest
Active Armrest [30] is a prototype that supports two different types of ges-
tural interaction in the domain of automotive applications: touch and free-air
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gestures. An array of capacitive proximity sensors detects the arm pose on the
armrest as shown in Figure 2.18.
FIGURE 2.18: Active armrest sketch with six electrodes for finger
gesture recognition [30]
Two electrodes are used to verify if the arm is resting, only triggering the fin-
ger gestures interactions when the arm is lifted. The arm presence detection is
binary and the finger position in three dimension is calculated using a weighted
average and interpolation, proceeding to use a SVM classifier to classify each
gesture. They investigated the detection rate of the gesture recognition system
with eleven participants, the touch set performed was considerably better than
the free-air set. For the touch set, the results ranged from 77.3% and 90.9%
for each gesture, for the free-air set the results, ranged from 45.5% for counter-
clockwise circles to 81.8% for right swipes. The researchers stated that if more
sophisticated methods, e.g. a random forest approach, for finger tracking were
used, better results could be achieved. Lastly, they concluded that the system
must be tested in a driving simulator environments for more realistic results.
Tracker
Tracker is a prototype that augments a regular monitor to detect hand ges-
ture using capacitive proximity sensors allowing new interaction modes as pick-
ing and dropping an object on the screen [31]. As shown in Figure 2.19, it has
four sensors arranged around the screen. They defined two modes: 3D inter-
actions and "Pick and Drop" interactions. In the first mode, the movements
will be interpreted as clicks within three centimeters of the screen and pointer
movements for father away. The second mode permits the interaction with ob-
jects on the screen by performing a picking gesture. Researchers concluded, by
studying 10 participants, that absolute and dynamic positioning using gesture
interfaces is reasonably intuitive and comfortable. They struggled to achieve
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good results when performing gestures as zooming that with some optimiza-
tion into the hardware design could have been overcome.
FIGURE 2.19: Thacker - four sensors arranged around the screen
[31]
Swiss-Cheese Extended
Swiss-Cheese Extended [32] is a prototype for gesture recognition using ca-
pacitive proximity sensors to detect the three-dimensional position of multiple
hands. The gestures supported are: swipe from left to right with a single hand
and from bottom to top with two hands, combined zoom and rotation gesture
and the corresponding zoom and rotation axis, grasp and release actions.
FIGURE 2.20: Swiss-cheese prototype [32]
The prototype device employs shunt mode measurements. Two receivers
are placed in the center while eight transmitters are located at the device’s
edges. They achieved a resolution of approximately 3.5mm at object with dis-
tances around 50mm, and 35mm at object with distances of 200mm.
Textile Capacitive Sensor Arrays
Gesture Recognition using Textile Capacitive Sensor Arrays is an personal-
ized gesture recognition system for people with upper extremity mobility im-
pairment [33].
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FIGURE 2.21: Interaction between the data acquisition module,
the capacitive sensor array, and the accelerometer wristband [33]
Through fusing a wrist-worn accelerometer and the sensor array, the ges-
ture recognition system can correct the rotation of the sensor array with respect
to the hand. They evaluated the system with six participants and recognized
gestures with an accuracy of 99% using DTW and HMM.
Rainbowfish
Rainbowfish combines a semi-transparent capacitive proximity-sensing sur-
face for gesture recognition with an LED array for visual feedback [34].
FIGURE 2.22: Rainbowfish prototype [34]
The measurements were conducted in loading mode on the twelve trans-
parent electrodes, which are made of Indium-Tin-Oxide (ITO).
Electric Field Sensor for 3D Interaction on Mobile Devices
With a purpose of detecting free-form gestures on mobile devices, the re-
searchers [35] created a transparent electrode array to be measured by the Mi-
crochip sensor (MGC3130).
FIGURE 2.23: Gesture recognition on mobile device [35]
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Then, by applying machine learning (RDF-based regression), the system al-
lows simple visualization of the 3D input sensed from the device and the detect
simple in-air swipe gesture on mobile devices.
Overview of capacitive sensing
The Table 2.1 summarizes the researches described before.
TABLE 2.1: Overview of capacitive proximity sensing for gestural
interactions
Name Description Measuring layout Data processing
Active Armrest [30] System that allows
finger gestures and
armrest position to
control in-vehicle
infotainment system
Loading mode, six
electrodes
SVM classifier
Thracker [31] Track hand gestures
in front of a screen
Loading mode,
four electrodes
Gesture based
on nearest object
to electrode
Swiss Cheese
Extended[32]
Track the
three-dimensional
coordinates of
multiple hands
Shunt mode, ten
electrodes - two
receivers and eight
transmitters
Threshold
Electric Field Sensing
for mobile devices
[35]
Recognize in-air
gestures on mobile
device
Shunt Mode five
electrodes - four
receivers and one
transmitter
Random
Decision Forest
Rainbowfish [34] Visual feedback on
gesture recognition
Loading Mode
twelve electrode
Interpolation
Adaptive and
Personalized Gesture
Recognition Using
Textile Capacitive
Sensor Arrays[33]
System capable of
recognizing gestures
for users with limited
mobility.
Loading mode,
eight electrode
HMM and DTW
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2.5 Alternative Sensing Technologies
Gesture recognition systems can be conducted by many technologies, such
as infrared, capacitive, controller-based gestures, time of flight cameras, struc-
tured light cameras, stereo or single cameras and radar. Therefore, a study com-
paring most technologies is presented. They can be divided into the following
categories: imaging technologies and non-image technologies (see Figure 2.24).
FIGURE 2.24: Gestures Recognition Technology
2.5.1 Imaging Technologies
Imaging system are widely used in different applications such as, surveil-
lance systems, laptops, vehicles, smartphones. Being a well-known technology,
the cameras can be successfully used as gesture recognition applications. It
can perform complex gesture recognition as they can obtain the desire shape
and form and after applying an algorithm it is possible to track the form in
two/three dimensions. There are two types of systems: 2D and 3D cameras.
Although 2D cameras are widely used, this approach is only recommended
if the lighting is controlled and the solution must be inexpensive. Moreover,
because the information is limited (no depth sensing), an additional sensor 1D
sensor or just a 3D camera should to be bought. The 3D cameras can overcome
many of the 2D problems, since depth sensing can be used to distinguish fore-
ground from background. In gesture recognition, the scene understanding is
required to enable the detection of the face, hands and fingers. The next section
will compare three 3D vision technologies: Stereo Vision, Time of Flight and
Structured Light.
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Stereo vision
As shown in Figure 2.25, stereo vision generally uses two cameras separated
by a known distance (usually 6.35 cm) and by comparing images about a scene
from two vantages points, 3D information can be extracted.
FIGURE 2.25: Stereo Vision Concept [36]
This method is considerably complex due to correspondence problem, which
is, ascertaining which parts from scene A corresponds to which parts from
Scene B. Solving this problem requires computationally intensive algorithms.
Furthermore, for a robust correlation it is necessary sufficient intensity and
colour variation. The major advantage of this technology is that the imple-
mentation cost is very low.
Structured light
Structured light can provide a depth map by projecting a fixed pattern of in-
frared spots onto the object (often grids or vertical/horizontal bars). Then, the
receiver inspects the pattern distortion, the shifted grid of these spots, and the
processor calculates the offset of each of the spots. Figure 2.26 shows the pro-
cess of projecting vertical bars and with the distortion provoked by the hand,
the surface shape can be reconstructed.
FIGURE 2.26: Structured Light Pattern [37]
This technology was implemented in the first version of Microsoft kinect
sensor and can achieve relatively high spatial resolution but is sensitive to op-
tical interference. Therefore, structured light seems to be better applied to 3D
scanning of objects.
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Time of flight
Time of flight works by projecting a modulated light source, and observing
the reflected light. The phase shift is then measured and translated to distance
(Figure 2.27).
FIGURE 2.27: Time of Flight Concept [38]
As shown in Figure 2.28, the brighter the intensity the closer the object is.
Consequently, it is easy to establish the difference between the foreground and
background
FIGURE 2.28: Depth image [39]
Imaging technologies Comparison
Table 2.2 summarizes the differences between the imaging technologies.
TABLE 2.2: 3D Image Technologies Comparison
Considerations Stereo Vision Time of Flight Structured Light
Material Cost Low Medium High
Response Time Medium Fast Slow
Depth Accuracy Low Medium High
Low-light performance Weak Good Good
Bright-light performance Good Good Week
Software complexity High Low Medium
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Stereo vision cameras are the least expensive, whereas it is weak in low light
conditions and has high software complexity. Next, the structured light cam-
eras is the most accurate even in low light conditions, although it has the high-
est response time and material cost. Finally, time of flight cameras may be the
best option due to fast response time, as they deal well with light and they have
the lowest software complexity.
2.5.2 Non-Imaging Technologies
Most technologies use camera-based technologies, nevertheless new solu-
tions, more cost friendly, have emerged. This section describes some of them
such as ultrasonic, wearable devices, capacitive, infrared and radar technolo-
gies.
Ultrasonic
The ultrasound technology works by calculating how long the signal takes
to come back by microphones after the sensor sends it out from speakers to the
air. If the object is very close to the sensor, the signal comes back quickly, and if
the object is far away from the sensor, the signal takes longer to come back (see
Figure 2.29). These sensors can be used for contactless proximity or gesture de-
tection. The range of applications goes from a simple distance detection (1D) to
gesture detection (3D). Gesture detection using multiple ultrasonic sensors can
be seen in a Soundsense. SoundSense [40] uses ultrasonic sensing to detect 3D
gestures (a set of 12 gestures), which are recognized by 4 ultrasonic rangefind-
ers mounted on the Android tablet achieving 82.2 % accuracy. They had some
issues with false triggering because the beam cone would diverge after a certain
distance from the source and lead to some false positive recognitions and if the
ultrasonic sensors were not synchronized they could interfere with each other.
Recently, Jaguar and Land Rover invested in a start-up company called Ul-
trahaptics due to their cool gesture control technology. This technology allows
to make a touch operation in the air and feel it as a physical button. This tangi-
ble and invisible interface will create a touch area by combining several acoustic
high pressure points.
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FIGURE 2.29: Ultrasonic Concept [41]
This technology should be considered essentially for distance detection as
it is an inexpensive, mechanical reliable and low power consumption solution
with a good detection range. Moreover, it is not dependent upon the surface
colour or optical reflectivity of the object and has a good detection range. This
technology requires the objects to have a minimum size and be the closer to
flat. Also, ultrasonic sensors have a minimum sensing distance. Changes in
the environment, such as temperature, pressure, humidity, air turbulence, and
airborne particles affect ultrasonic response. Another of the problems is that
surfaces with low density materials, that are likely to absorb the sound. Lastly,
among the other the ultrasonic sensors tend to be slower.
Infrared
Infrared technology works by detecting the reflected infrared light by an
object, i.e. hand, from the projected one. The intensity of light reflected and
detected by the sensor is proportional with distance, meaning that the closer
the objected is, the higher the intensity (see Figure 2.30).
FIGURE 2.30: Infrared Concept [42]
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Infrared is widely used because it supports 1 to 3 dimensions of sensing.
It has good detection range, good cost, good reliability and good power con-
sumption. On the other hand, in terms of accuracy, linearity, resolution, colour
change sensitivity and light sources interferences.
Controlled based gestures
Wearables offer great opportunities to enhance your driving experience.
These devices act as an extension of the human body, and making it possible
to perform some intuitive gestures. The interesting feature is that, as they pack
different sensors, they can be used for more than just gesture recognition. Fig-
ure 2.31 depicts the MYO armband, that monitors the muscle activity of the
human arm for gesture recognition. The main limitation of these systems is
battery life, size (in some cases), accuracy and cost.
FIGURE 2.31: Controller based gestures principle [43]
Radar
Radar stands for radio detection and ranging. It emits radio waves in pre-
determined directions, if these reflected waves are received again at the place
of their origin, it means that an obstacle is in the propagation direction. The
biggest challenge was to shrink this technology into something tiny enough to
fit on a microchip. Google achieved it (Figure 2.32) and claims that it will be
more accurate than tracking cameras.
FIGURE 2.32: Radar principle [44]
30 Chapter 2. State of the art
Comparison
Table 2.3, summarize the technologies in terms of detection range, limita-
tion, processing complexity and cost.
TABLE 2.3: Comparison between different gestures technologies
Technology Environmental
Influences
Detection
Range (cm)
Material
Cost
Processing
Technology
Ultrasonic
sensing
Acoustic
occlusion,
absorbing
materials
Medium
distance
(10 - 600)
Low Low
Capacitive
proximity
sensing
Electric fields,
moisture,
temperature,
conductive
objects
Near distance
(<20)
Low Low
Infrared
proximity
sensing
Occlusions,
external infrared
lights, color
dependent
Near distance
(<20)
Low Low
Radar sensing Electric fields,
moisture,
temperature,
conductive
objects
Near\Medium
distance
(10 - 1000)
High High
Wearable
technology
Electric fields,
moisture,
temperature,
conductive
objects
- Medium Medium
2.6 Mathematical Models for Gesture Recognition
2.6.1 Threshold Model
Threshold model is any model that relies on a threshold value or a set of
threshold values. The threshold value is used to distinguish a range of value
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where the normal behavior of the model varies.
FIGURE 2.33: Threshold model [45]
Threshold model should be applied when the simplicity of the system is pri-
oritized. This model can achieve good results with low level of complexity [46],
[47]. In some cases the static threshold is not applicable due to environment
changes. To overcome this problem an adaptive threshold is needed.
2.6.2 HMM
Markov Model is a mathematical model of stochastic process used to model
a sequence with a finite number of states assuming that future states depend
only on the current state and do not consider events that occurred before it
[48]. When the states are hidden because they cannot be directly observed, the
Markov Model is called Hidden Markov Model. At each state an output symbol
is emitted with some probability and the state transition with another. If the
observed variable is discrete, this model is called discrete HMM or DHMM. It
can be expressed as:
λ = {A,B, pi} (2.2)
where,
N is the number of states in the model S ={ S1 , S2 , ... , SN1 },
V is the number of distinct symbols V ={ V1 , V2 , ... , V N1 },
A is the state transition probabilities,
B is the state observation probabilities,
pi is the initial state probabilities.
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HMM’s Problems
There are three problems that can be addressed:
• Evaluation - the likelihood problem: Given a observation sequence O =
XT1 and a model λ ={A,B,pi }, how to efficiently compute P = (O\λ), the
probability of the observation sequence given the model
• Recognition - the decoding problem: Given a observation sequence
O = XT1 and a model λ ={A,B,pi }, how to select the corresponding state
sequence Q = qT1 which is optimal.
• Training - the learning problem: Given a observation sequence O = XT1
how to adjust the model parameters λ ={A,B,pi } that maximize P =
(O\λ).
The three problems for HMM: Evaluation, Decoding and Training that can
be solved by using Forward or Backward algorithm, Viterbi algorithm and
Baum-Welch algorithm respectively.
HMM’s Topologies
There are some common topologies widely used in the HMM’s applica-
tions that can be determined using the transition matrix A. The topology of the
HMM can be: Fully Connected (Ergodic Model), Left-Right Model and Left-
Right Banded.
A =

a11 x12 a13 . . . a1n
a21 x22 a23 . . . a2n
...
...
... . . .
...
an1 xn2 an3 . . . ann

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Full Connected- Ergodic
If the elements aij > 0 any state can be reached from other states.
FIGURE 2.34: HMM Ergodic topology with 3 states
Left-Right model
If the elements aij > 0 only for j > i, the model is called Left-Right Model
allowing each state to go back to itself or to the following states.
FIGURE 2.35: HMM Left-Right topology with 3 states
Left-Right Banded Model
If the elements aij > 0 only for j = i or j = i + 1, the model is called Left-
Right Banded. It is very similar to left-right model and allows it to go back to
itself or the following state only.
FIGURE 2.36: HMM Left-Right Banded topology with 3 states
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2.6.3 DTW
Euclidean Distance (ED) between two time series x1,x2,...,xn and y1,y2,...,yn
is
√
[
∑
(xi − yi)2]
Euclidean Distance performs poorly in similarity, because it is very sensitive
to distortions in the time domain, the Dynamic Time Warping was introduce. It
is a distance measuring technique, that has been usually used in speech recog-
nition. This technique allows a non-linear mapping one signal to another by
minimizing the distance between the two. Figure 2.37.(a) shows two signals
that are similar but locally out of phase, and DTW (Figure 2.37.(b)) can over-
come that problem. It is a good solution for modeling sequences that are not
aligned in the time axis.
(A) Euclidean
Distance
(B) Dynamic
Time Warping
FIGURE 2.37: Differences between the Euclidean Distance and the
Dynamic Time Warping applied to the same signal [49][50]
However, in spite of the great accuracy, the processing time is 100 to 1000
slower than Euclidean distance, depending on the length of the sequences.
DTW finds the optimal path between the two series sequences, regarding the
sequence T and W, the algorithm must ensure their best alignment, making
their discrepancy small. Nonetheless there are a variety of possible solutions
via the warping matrix (see Figure 2.38), thereby some restrictions must be
considered such as the monotonicity, continuity, boundary conditions, warping
window and slope constraint. DTW is considered to be computationally expen-
sive, therefore new variations such as SparseDTW [51] , the FastDTW [52] and
UCR-DTW [53] have emerged.
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FIGURE 2.38: Dtw path [54]

Chapter 3
Analysis and System Specification
This chapter begins by specifying the methodology used for the develop-
ment of this research and then it describes the system architecture of the overall
system and of each individual subsystem, presenting the system requirements,
and also his functionalities, as well as the role and relevance of the selected
methods for the developed system.
3.1 Methodology
The conducted research follows the waterfall methodology. This methodol-
ogy is composed by the phases: Analysis, Design, Implementation, Verification
and Maintenance (Figure 3.1).
FIGURE 3.1: Waterfall model
In the analysis phase, where the project planning begins, it is important to
understand the problems, needs and objectives to achieve.
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The second phase is where hardware and software specification, models and
methodologies are defined . After that definition and the methodology for im-
plementation and testing, the system implementation begins.
Lastly, the system validation phase, where all the accomplished work is
evaluated through tests. These tests will verify if the system works as expected
and obtain an idea of the overall performance.
3.2 Project Requirements
The automotive brand is always striving to be leading company. Therefore,
they attempt to support innovation and change that drivers are demanding.
Whereas, the new car functionalities are a great marketing tool also is to have
a competitive price. Subsequently, when they attempt to incorporate gesture
recognition into their automobiles, currently, the two economically feasible so-
lutions are infrared and capacitive technologies. Therefore, it was also the two
solutions adopted by the project "Project Bosch INNOVCAR: The cockpit of the
future". The capacitive technology is a good solution due to the sensors itself
can be applied unobtrusively because the generated electric field propagates
through any non-conductive material; requires small energy consumption and
processing power, which facilitates the integration into embedded systems.
For the selection of system architecture, the functional requirements and
non-functional requirements are defined.
The systems has the following functional requirements:
• Use of the capacitive technology for the gesture recognition system;
• Interface with the devices to obtain gesture recognition data;
• Develop the gesture recognition algorithms;
• Communicate the recognized gesture through an Ethernet connection.
The non-functional requirements are:
• Recognize gestures with different hand positions and speeds;
• Communicate the gesture to a central system under 1 second;
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• For the different type of gestures, achieve an accuracy of 70% or higher;
• Create a functional prototype to be integrated in a simulated environ-
ment;
3.3 System Overview
This dissertation aims to develop a gesture recognition system, where com-
mon drivers or passengers can perform a hand gesture to access easily to in-
vehicle functionalities such as radio, HVAC, navigation, among others. To ac-
complish that, a G.R (Gesture Recognition) module is developed to allow the
users to perform a set of predefined gesture, those who the G.R. system is ca-
pable of recognizing, within a certain area.
FIGURE 3.2: System Overview
3.3.1 Detailed Overview
The overall overview of the system can be seen in Figure 3.3. The system
is composed by three subsystem: sensing devices, microcontroller unit (MCU)
and Cluster.
FIGURE 3.3: Detailed overview of the overall system
By analyzing the diagram is possible to identify three steps: the sensing
device interface, the gesture detection algorithms and the data communication
to the cluster.
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3.4 Hardware Specification
The following section will present the different hardware elements used in
this dissertation as well as the criterion used for their selection.
3.4.1 Criteria to select the Sensing Devices
The initial step in the project planning was to select which gesture recogni-
tion devices, based on capacitive sensing, could be used for the development
of automotive HMI concepts. During this step some sensors must be select
through an analysis of the market. Since the final system will be only for the
validation of the HMI concepts, the sensors validation for automotive grade
were considered not essential. The selected of the sensing devices were selected
based on the following criteria:
• Detection range up;
• Functionalities;
• Protocol of communication;
• Available in the market;
• Cost;
• Resolution;
• Time-to-prototype.
3.4.2 Selection of the Sensing Devices
For the development of the present research, three gesture recognition de-
vices were selected: Texas Instruments FDC1004, Hover and Microchip MGC3130
according to the previous criteria.
Texas Instruments FDC1004 sensor (capacitance to digital converter) has
four channels for measure the electrodes capacitance, that will be used for de-
tect proximity and subsequently gestures. This sensor has low power consump-
tion and use the I2C interface to communicate the capacitance. Moreover, it is
inexpensive and it is available on the market in a form of FDC1004EVM devel-
opment board (Figure 3.5.(b)).
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(A) TI
FDC1004
(B) TI
FDC1004EVM
FIGURE 3.4: Texas Instruments FDC1004 [55], [56]
Microchip MGC3130 allows to acquire three dimensional position of the
hand with a detection range up to 10 cm. The Hover sensor already recognize
the left, right, up and down swipe gestures by activating the respective gesture
flag. The Microchip MGC3130 and Hover devices can be seen, respectively, in
Figure 3.5.(a) and in Figure 3.5.(b).
(A) Microchip
MGC3130
(B) Hover
FIGURE 3.5: Microchip MGC3130 device on the left and Hover
device on the right [55], [56]
3.4.3 Criteria to select the Development Board
The selection of the microcontroller unit is critical for the well system func-
tioning since it interfaces with all the others subsystems. The microcontroller
unit should take into consideration the following criteria:
• Cost;
• Performance;
• Size;
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• Communication protocols (Ethernet, SPI, I2C, CAN and UART);
• Mbed development platform support;
• Availability.
3.4.4 Selection of the Development Board
The development board mbed-enable LPC4088 Quick Board form Embed-
ded (Figure 3.6) was selected owing to a high clock speed, Arm Cortex M4F
running up to 120 MHz; support for different standard protocols as UART, I2C,
SPI and CAN. It also has low-power and is small witch facilitates the car inte-
gration.
FIGURE 3.6: Embedded Artists - LPC4088 QuickStart Board [57]
Furthermore, a similar development board, the NXP LPC1768, was immedi-
ately available for development. The change to a new development board was
owing to the fact that the EALPC4088 has an Ethernet Port (RJ45), which will
be used to communicate the executed gesture.
FIGURE 3.7: NXP LPC1768 Board [58]
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3.5 Software Specification
For the development of the gesture algorithms, were study different devel-
oping tools. This study lead to a selection of the Mbed platform and the Keil
embedded development tools for developing the algorithms, Qt for developing
the GUI applications and Matlab for simulation purposes.
3.5.1 Programming Language
In this dissertation, the selected programming language was C and C++
because it is supported by most development platform and the target one and
has a large and good community.
3.5.2 Software Platforms
Mbed
Mbed is a platform developed by ARM for devices based on 32-bit ARM
Cortex-M, and it was selected to perform the interface between the sensors,
development board as well as to implement the gesture recognition algorithms.
This software allows great portability between different platforms and reduced
time-to-prototype due to higher level of implementation.
Keil Embedded Development tools
Keil was selected to implement the gesture recognition algorithms as well
as to do the interface between the sensors, development board. This software
facilitates the configuration the development tools for the target microcontroller
and shorten the learning curve. It is worth noting that this is not a replacement
of MBED online editor are complements in this dissertation and not substitutes.
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Qt
Qt framework was selected for the creation of GUI applications to facilitate
the interface with the sensor allowing to visualize the signals in real time and
the gesture data for analysis. This software seems to be a good selection since
it has a variety of functionalities, good official support and code portability for
different hardware targets.
Matlab R2015a and Kevin Murphy HMM toolbox
MATLAB (MATrix LABoratory) is a software towards numerical calculation.
For the training, the Kevin Murphy Hidden Markov Model (HMM) Toolbox
for Matlab was selected because it is widely used for training HMM, since it
supports learning for HMMs with discrete outputs (dhmm’s), Gaussian outputs
(ghmm’s), and mixtures of Gaussians output (mhmm’s).
3.5.3 Algorithm Development
After literature review, two approaches were selected for algorithm develop-
ment. The two approaches were: Threshold model and Hidden Markov Mod-
els. The first considered approach was a threshold-based one, since it is simple
and allows a reliable detection of basic dynamic gestures. When following the
machine learning approach, the HMM sounds the best option since dynamic
gestures are time-varying processes, therefore HMM was a plausible choice to
modeling them. Moreover, it is capable of modeling spatio-temporal time se-
ries where the same gesture can differ in shape and duration. HMM is widely
used in hand writing, speech and character recognition [59].
3.6 The system
The overall overview of the system can be seen in Figure 3.8. The system is
composed by three subsystem: Gesture Recognition Devices, HMI System and
Monitoring Applications.
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FIGURE 3.8: Detailed overview of the overall system
The gesture recognition devices interface with the microcontroller unit via
I2C allowing it to acquires the raw data and perform the gesture recognition
algorithms. After the gesture being recognized, a command is send by TCP/IP
to the HMI system. A GUI application, will be developed to test the devices
as well as to monitoring in real-time the data communication via serial inter-
face, facilitating the sensor calibration and to have instant feedback on the rec-
ognized gesture. The three sensing devices have different specifications and
characteristics, therefore this section will explain the interface of each device.
3.6.1 Texas Instruments FDC1004 Interface
The TI FDC1004 sensor allows four individual sensing channels; therefore,
the created interactive device based on capacitive proximity sensing uses four
individual electrode. With the four individual electrode it will be possible to
recognized the right, left, up and down swipe gestures. The sensing device
communicates with a microcontroller LPC4088 via I2C interface, then, the ges-
ture recognition algorithms will be developed to detect gestures. To infer the
hand movement it uses a threshold based model. Figure 3.9 depicts the sys-
tem where each individual electrodes capacitance measured and converted to
digital by the FDC1004 sensor. The cross layout seems to be a good solution
because it is intuitive, as it can be easily perceived how the user will have to
perform a gesture.
46 Chapter 3. Analysis and System Specification
FIGURE 3.9: The interactive device - four electrodes distributed in
a cross layout
The process of recognize the gestures can be described in several steps.
Firstly, the sensor noise influence is minimized. Secondly, the algorithm is ap-
plied to recognize linear gestures. Lastly, the system is recalibrated to compen-
sate for the sensor natural drift.
Raw Data Processing
The acquired signal will pass through an IIR Filter to remove the high fre-
quency noise. This is necessary to smooth the data before sending to the gesture
recognition algorithm. The IIR filter is similar to a moving average with the ex-
ception that the previous values do not have to be stored and shifted, becoming
the process more computational efficient. The filtered value can calculated as
follows:
Avg[i] =
(Avg[i− 1]) ∗N − Avg[i− 1] +NewV alue
N
Proximity Detection
When attempting to detect proximity, the environmental interferences must
be considered since they affect the way whereby the electric field propagates.
The environmental parameters such as temperature and humidity changes oc-
cur over a longer period of time, thus they can be compensated using a drift
factor. Two approaches will be followed: differential and derivative. For both
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approaches the calibration process involves calculating the maximum, mini-
mum and average values of a set of measurements in order to detect the noise
level and thus assigning a threshold value according to it.
For the first approach, the algorithm calculates the difference between the
up and down and between the left and right electrodes and verifies if the dif-
ference is above or below a shift value, which is calculated as follows:
ShiftV alue = AverageV alue+
MaximumV alue−MinimumV alue
2
If this is the case, the correspondent proximity flag is activated.
For the derivative approach, it tracks the rate of change between the current
measurement and the previous measurement. When the derivative value, the
rate of change, overcomes the derivative threshold value, an integrator begins
accumulating the derivative values. If it achieves the integrator threshold, an
object is considered to be in near proximity. It is worth noting that the deriva-
tive threshold should be very low; nonetheless, if it is unreasonably low the
noise can be detected as proximity. Conversely, the integration threshold value
should be high to avoid false triggering.
Algorithm
The gesture recognition algorithm begins by initializing the sensing device.
If it is correctly initialized, the algorithm will continuously measure the four
channel and determinate when an object is near. Then, when a proximity is
detected, the corresponding proximity flag is activated and if it is the first prox-
imity flag, the algorithm activates a begin gesture flag and initiates a timeout.
After, if it detects another proximity flag in the same direction within the time
gesture frame, a gesture is recognized. This means that when a proximity from
the left electrode is detected, the algorithm waits to receive a proximity flag
from the right electrode, disabling the proximity recognition from the up and
down electrode. The same concept applies to the up and down swipe gesture.
The gesture recognition algorithm can be seen in Figure 3.10.
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FIGURE 3.10: TI FDC1004 - Swipe Left, Swipe Right, Swipe Up,
Swipe Down recognition flowchart
Recalibration
As specified previously , the sensor needs to be recalibrated to compensate
for external interferences. This can be achieved by calculating a new threshold
value after proximity is detected, as Figure 3.11 demonstrates.
FIGURE 3.11: Adaptive baseline
The recalibration process, as previously explained, consist of collecting some
capacitance values and obtain the maximum, minimum and average value.
With those values, the new threshold value can be extrapolated.
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3.6.2 Hover Interface
The gestures are already recognized by the sensing device, therefore the
approach will be to extend the already recognizable gesture. Since it detects
left, right, up and down swipe gestures, it will be extended to detect sequence
gestures. The bidirectional gesture, where the user must perform a gesture, and
shortly after another gesture in the opposite direction. As the flowchart (Figure
3.12) shows, when a gesture is detected for the first time, it is saved and a timer
is activated. If within the time frame specified another gesture is recognized,
it will be considered a sequence gesture, otherwise it will be considered a non-
sequence gesture.
FIGURE 3.12: Hover extended gesture flowchart
3.6.3 Microchip MGC3130 Interface
This system is comprised of 3 independent modules: hand tracking, feature
extraction and gesture recognition. The high-level architecture of the system is
illustrated in Figure 3.13, where the interaction between the different modules
is shown.
FIGURE 3.13: The system’s high-level architecture
50 Chapter 3. Analysis and System Specification
The interaction will occurs once the human is within the recognizable sens-
ing area of approximately 10 cm above the sensing device. As the user perform
a gesture, the device will track the motion of the hand and pass it into the fea-
ture extraction module that will create the gesture’s feature vector. Once the
user finishes the gesture, the feature vector will be used to recognize the per-
formed gesture and issue a command to the HMI system for it to perform the
desired task.
Feature Extraction
The feature vector must encapsulate the trajectory of the hand’s motion as
the gesture is performed; therefore, the beginning and ending of a gesture must
be determined. This problem is called segmentation, the capability of determin-
ing when a gesture ends and a new one begins. The feature vector will store the
three-dimensional hand’s coordinates when the first data is sent until there is
enough data for the gesture to be recognized.
Gesture Recognition
This module is responsible for interpreting the executed gesture. The ges-
ture is recognized by analyzing the feature vector. The principle of recognizing
a gesture can be explained using a dx-dy plane (see Figure 3.14 ).
FIGURE 3.14: Quadrants in the dx-dy plane
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Linear Gestures
For linear gestures (left, right, up, down, in and out swipes) the displace-
ments occurs in one of four possible region in dx-dy. For example, if the gesture
to be recognize is a vertical motion, there are only two possible regions where
it can be, near the dy axis. If the motion is directed upward, it will end near the
positive side of the dy axis. On the contrary, if the gesture is direct downward,
it will end near the negative side of the dy axis. Thereby, it is possible to recog-
nize a gesture through its direction. Similarly, the left and right swipes as well
as the in and out swipe gestures can be recognized.
Circular Gestures
Quadrant I is where both dx and dy are positive (++), quadrant II is where
dx is negative and dy is positive (-+), quadrant III is where dx and dy are both
negative, quadrant IV is where dx is positive and dy is positive (-+). There-
fore, analyzing the coordinate’s displacements, the circular gestures can be de-
termined. The quadrant in which the circular gesture begins is not relevant.
The process of determining the direction of the circular motion involves scan-
ning the signs of both dx and dy. After noting the signs, the repetitive sets
are eliminated from the feature vectors. Then, the sequence is compared with
a time-sequence model for the clockwise and another for anti-clockwise. The
time-sequence model for the clockwise motion is (-+,++,+-,–) and for the anti-
clockwise is (++,-+,–,+-). The classification of the motion will be determined by
matching.
3.6.4 Graphical user interface
Two GUI application will be developed, the first to visualize the capacitance
values of the electrodes and another GUI application to visualize the hand’s
trajectories (x,y). Although the GUI applications have a similar objective of
recognizing gestures, the different interfaces lead to two different applications.
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3.6.5 GUI Application - CapGUI
This graphical application will allow to visualize, in real time, the capac-
itance value of each electrode. Thereby, the interface with the device sensor
can be tested and the threshold values can be defined. Moreover, the executed
gesture is displayed for immediate feedback on the recognized gesture. Figure
3.15 shows the GUI layout and his functionalities.
FIGURE 3.15: CapGUI layout
Main Block
The GUI application consists of four routines: Read Data, Graphic window,
Gesture window and Strength window (Figure 3.16). Read Data handles the re-
ception of data with the specified protocol, the Graphic window deals with the
visualization of the capacitance values in real time, the Gesture window dis-
plays the recognized gesture, and strength windows shows the signal strength.
Each routine is explained in the following sections.
FIGURE 3.16: Graphical User Interface main routines: Data recep-
tion, Graphic window, Gesture window and Strength window
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Read Data
In this applications there are two types of messages. The first is the update
of the graphic values, where the microcontroller sends the four measurements
of the four electrodes (Left, Right, Up and Down). The second is a message
that occurs when a gesture is recognized, the corresponded gesture is sent to be
displayed in the GUI. The communication protocol has the following message:
• < ∗value\n >- channel one measurement;
• < #value\n >- channel two measurement;
• < !value\n >- channel three measurement;
• < +value\n >- channel four measurement;
• < ?gest\n >- recognizable gesture.
where, value is a 23 bit data of each electrode measurement,
gest corresponds to the gesture recognized.
When a message is received it will be decoded by its first character. When
it receives one of the following first characters:’*’,’#’,’!’,’+’, the capacitance val-
ues will be updated. On the other hand, if the first characters is ’?’, the gesture
will be used to update the Gesture window.
FIGURE 3.17: Data Reception Flowchart
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Graphic Window
Graphic window will plot four graph line, in real-time, each one correspond-
ing to the capacitance value of the electrodes. This routine has two main compo-
nents: graphic setup and graphic update. The former will configure the number
of graphics as well as their colors. It will also set the axis labels and make the
range adjustable while new values are added. Finally, it will set a timer to call
the graphic update routine. The latter, will update the capacitance values and
redraw the Graphic window. Figure 3.18 shows the process of configuring and
updating the graphic.
FIGURE 3.18: Update Graph Flowchart
Gesture Window
This routine aims to display the recognized gesture for immediate feedback.
When the recognized gesture is sent by the microcontroller unit and received
by graphical application, the corresponded gesture picture is displayed and a
timer is initiated. As the flowchart 3.19 demonstrates, when a timeout occurs
the default image is set.
FIGURE 3.19: Gesture Window Flowchart
Chapter 3. Analysis and System Specification 55
Strength Window
This routine is responsible for displaying the signal strength of the four elec-
trodes. If the user’s hand in near proximity to one of the electrodes, the corre-
spondent electrode signal increases drastically and the other electrodes could
also slightly increase if they are near that electrode. While the microcontroller
unit sends the capacitance values of the four electrodes, these values will be
displayed in a form of a bar graph.
FIGURE 3.20: Strength Window Flowchart
3.6.6 GUI Application - CoorGUI
Another graphical user interface will be developed to visualize the hand’s
trajectory in real time. Thereby, the algorithms can be performed based on the
hand’s motion. In a similar way the recognized gesture by the microcontroller
unit is displayed for immediate feedback. Figure 3.22 shows the GUI layout
and his functionalities.
FIGURE 3.21: CoorGUI Layout
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Main Block
The GUI applications consists of four subsystems: Read Data, Arrow win-
dow, Gesture window and 2D Track window (Figure 3.22). Read Data handles
the reception of data with the specified protocol. The second routine consists
of a two dimensional grid plane with a point above moving according to the
device coordinates sent. The third is used to display the recognized gestures.
The last routine displays an arrow, its angle corresponds to the angle between
the two last coordinates. The flowcharts of each subsystem can be seen in the
next sections.
FIGURE 3.22: Graphical User Interface main routines: Data recep-
tion, Track window, Gesture window and Arrow window
Read Data
This applications contains two types of messages. The first consists of the
coordinates(x,y) and the angle between the current point and the last point.
The second message occurs when a gesture is performed. The communication
protocol has the following message:
• < Mangle, posx, posy\n >- the angle value, x position and y positions;
• < Ggest\n >- recognizable gesture, where gest is the word to differenti-
ate the gestures;
When a message is received it will be decoded by its first character. When
it receives one of the following first characters:’M’, the capacitance values will
be updated. On the other hand, if the first characters is ’G’, the gesture will be
used to update the Gesture window. Figure 3.25 illustrates the flowchart of the
data reception.
Chapter 3. Analysis and System Specification 57
FIGURE 3.23: Data Reception Flowchart
Arrow Window
The next routine to be implemented was the Arrow window. The idea was to
develop a concept where the performed number of circles could be determined.
Instead of detecting a clock wise or anti-clockwise gesture, where the gesture is
only detected when the gesture is completed, half-gestures or two circles can be
detected. After the angle being issued by the microcontroller unit, this routine
will have to rotate the image and display the quantity of executed circles. In
the Qt coordinate system the y axis grows upwards, therefore the rotation is
with the opposite number. Two translation are needed, the first is for the arrow
rotate around its center and the second to move back the arrow to its original
position. Figure 3.24 shows this routine flowchart.
FIGURE 3.24: Arrow Display Flowchart
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2D Track Window
This routine starts by creating a two dimensional grid plane, allowing a
more precise visualization of the hand position relative to the sensing device.
When an object is near the device, i.e. user hand, it starts sending the positional
data (x and y coordinates), that will be used to update a point that is in front of
the grid plane.
FIGURE 3.25: 2D Tracking Flowchart
Gesture Window
The gesture window routine is similar to the other graphical user applica-
tion, where it displays a gesture for a second, after the gesture being recognized
by the sensing device and received by the GUI.
3.6.7 Cluster
Once the gestures are recognized, the microcontroller issue a TCP/IP com-
mand to HMI system for it to perform the desired task (Figure 3.26). The HMI
system is essentially a local server that accepts requests from different gesture
recognition devices.
FIGURE 3.26: Server Subsystem
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Communication Protocol
The protocol can be seen as a two steps procedure: registration, where the
device is registered in the HMI System; gesture transmission, where the HMI
system verifies if the device was already declared and if so a gesture can be
sent. For registration, the data message, witch specifies the sensor devices ID
(identification), is:
– "registernode = Gesture_Sensor_x\n"
Sending a gesture can be accomplished by: define a Destination ID, for
which part of the HMI System is the destination; define a Gesture Device ID,
which must be already registered; define a message, where the recognized ges-
ture is specified.
– "to:DestinationID from:Gesture_Sensor_x message=<Gesture_Y>\n"
How it is possible to verify in the sequential diagram (Figure 3.27), the al-
gorithm needs first to register the device sensor ID. After the successful regis-
tration, the algorithm will send the gestures, when those happens, to the HMI
System.
FIGURE 3.27: Sequence diagram to send the gesture command to
the HMI System
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Client
All devices must communicate with the HMI system, thereby, all the algo-
rithms begin in the same way. It starts by establishing an Ethernet connection to
microcontroller IP address. After being connected to the network, it attempts to
open a TCP/IP socket to communicate with the HMI system. After the TCP/IP
communication setup, a TCP/IP message is sent when a gesture is performed
by the user. Figure 3.28
FIGURE 3.28: Sending a gesture via TCP/IP Flowchart
Server
In order to test the integration between the microcontroller unit and the
HMI system a local server will be developed. This server has only the purpose
of validating the data reception with the previously explained data structure
that will be used to communicate with the cluster in DSM. Therefore, the server
will not perform any functionality, it will only simulate the cluster.
3.7 HMI Concepts
This section summarize the recognizable gestures in an overall perspective.
Every device sensor recognize the linear gestures (left, right, up and down
swipes) and some the sequence gestures (left-right, right-left, up-down and
down-up swipes). Additionally, the linear gesture (in and out swipes) and the
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rotational gestures (clockwise and anti-clockwise gestures) can be recognized
by the Microchip MGC3130.
FIGURE 3.29: Supported Gestures
The system has one actor (the driver or the passenger), where the actions
are the different hand gestures that can be used to control different in-vehicle
infotainment functionalities (Figure 3.30).
FIGURE 3.30: System Overview
These functionalities can be multimedia controls, navigation controls, steer-
ing wheel controls, phone and warning interaction, HVAC controls, general
HMI controls, control of roof, hood, windows and doors, among others.
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3.8 Data Processing
Figure 3.31 shows a typical simplified processing pipeline for capacitive
proximity sensing. It begins by converting the capacitance to a digital value
that will be processed to minimize external influence. Then, the new signal can
be used for several applications.
FIGURE 3.31: Typical data capacitive sensing pipeline
Raw Data Processing
This phase attempts to reduce or compensate sensor noise that can influence
the change of capacitance, such as temperature, humidity, composition of the
air or grounded objects in close proximity.
The most common form of noise in capacitive proximity is high-frequency
signals, therefore it is necessary to reduce this influence by using a low-pass
filter. The most commonly used low-pass filters are average and medium filters.
Since the parameters change over time due to electronic components heat-
ing up, the environmental temperature changing or humidity changing, it is
essential to have an adaptive baseline. One simple method is to have a thresh-
old level that triggers the baseline calibration when the object (user hand) is
removed.
High Level Processing
After the normalization and calibration of the sensor, the purpose of any
capacitive application is to use the raw data to perform a task. For gesture
recognition purposes, two methods were selected: Threshold and HMM.
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Threshold Model
Threshold model is a good solution for simple dynamic gesture recognition
because of its simplicity and intuitiveness. For each gesture a set of threshold
values must be defined in order to the correct gesture classification. Typically,
for simple dynamic gesture recognition (horizontal and vertical swipes), two
methods are used: position-base and phase-based.
The former is related to the estimation of the position to recognize the ges-
ture. This means that the raw data must first be converted to distance data and
thus determine the position of the target object. Thereafter, the algorithm ver-
ifies the movement of the position for a certain period of time. If the position
moves steadily during the defined time frame, a swipe gesture has occurred.
On the contrary, for the latter method, the location of the target is never cal-
culated. This method involves solely analyzing the raw data from the proxim-
ity measurement. The swipe gesture can be determined by the verifying which
proximity flag raised first.
HMM Model
As shown in Figure 3.32, in the HMM approach, each gesture has his own
HMM model.
FIGURE 3.32: Evaluate the gesture recognition probability of each
model
When the user performs a gesture, the sequential data acts as the input to
the HMM classifier. Then, each model will give a likelihood, with the higher
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being the recognized gesture. Since the model will always return the highest
gesture, a simple threshold for the likelihood or the creation of HMM model
for gestures that should not be considered is needed.
Leaning Procedure
HMM is considered supervised learning, therefore a training set must be
given that will allow the discovery of the parameters of each HMM model,
thereby constructing the gesture database. To obtain the training database,
a few people need to perform the same gesture a few times on the gesture
recognition device. In order for the robustness of the classifier, the performed
gestures must be variously performed with different hand positions, levels
of distance and speed. Then, the training data will be saved in a SD card
in a comma-separated values (CSV) file. This file will be imported by Mat-
lab to train the HMM models. For the training, the Kevin Murphy Hidden
Markov Model (HMM) Toolbox for Matlab will be selected because it is widely
used for training HMM, since it supports learning for HMMs with discrete out-
puts (dhmm’s), Gaussian outputs (ghmm’s), and mixtures of Gaussians output
(mhmm’s). Lastly, the HMM model for each gesture is obtained.
Algorithm Validation Metrics
The algorithms will be evaluated by its accuracy, sensitivity and specificity.
These attributes can be obtained by a confusion matrix (or confusion table),
being a detailed representation of correct and incorrect classification for each
class. As Figure 3.33 shows for each class, it describes the TP (number of true
positives), FP (number of False positives), TN (number of true negatives) and
FN (Number of False Negatives).
FIGURE 3.33: Confusion matrix Concept[60]
f
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The accuracy for each class can be obtained by:
Accuracy =
TP + TN
n
(3.1)
The sensitivity to evaluate the likelihood of correctly labeling members of
the target class is determined by:
Sensitivity =
TP
TP + FN
(3.2)
The specificity to evaluate how well correctly identifies the negative cases:
specificity =
TN
TN + FP
(3.3)
3.9 System Validation
Tests play a crucial component in the development of a prototype, as they
ensure the validation of the implemented functionalities. These tests will be
classified as initial tests, integration tests and final tests. The initial tests are
responsible for dealing with the devices communication, allowing the raw data
to be read by the microcontroller unit.
3.9.1 Final Tests
The final system will be evaluated by 15 to 25 participants. The selection
of participants shall be diversified, to simulate the demands of the real world,
therefore the users that will be interacting with the sensing devices should have
different ages and sexes. Each individual will be required to execute the same
gesture (30 times), ideally with different hand positions and speeds. This eval-
uation will take place in a laboratory-like environment, this means that the con-
ditions will be controlled, such as temperature, humidity and others distracting
factors.

Chapter 4
Implementation and Results
The previous chapter allowed to understand the system architecture, their
subsystems and functionalities. It was specified the algorithms for gesture
recognition, described the structure that it is used for the implementation of
the graphical user interfaces and the HMI system as well as the process of com-
munication between the different subsystems.
This chapter describes how the different modules were implemented. More
specifically, what was possible to fulfill in relation to the planned. It begins
with the required hardware for development, then it presents the implement
algorithms. Thereafter, it will address the graphical user interfaces and the HMI
system. Finally, it presents the results of the implementation of the gesture
recognition algorithms and the interaction with both the monitoring graphical
applications and the HMI system.
4.1 The system
The overall overview of the system can be seen in Figure 4.1. The system is
composed by four subsystem: the Gesture Recognition Devices, the Microcon-
troller Unit, the Cluster and the Monitoring Applications.
The same presentation used in last chapter used in last chapter will be used.
Therefore, the implementation topics will approach first the sensing devices,
next GUI applications and finnaly the GUI applications.
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FIGURE 4.1: Implementation View
4.1.1 Sensing Devices
In the implementation phase the developed algorithms were implemented
for each gesture recognition device. The following section present how the dif-
ferent algorithms were implemented for the TI FDC1004, Hover and Microchip
MGC3130 sensing devices.
Hardware
The majority of the necessary hardware for the development of this research
was bought as a COTS (Commercial off-the-shelf) solution with no alteration.
Thus, the only hardware implementation was the electrode design of the TI
FDC1004 sensor.
Electrode Design
When designing capacitive sensing applications the two major factors are
electrodes geometry and material, as previously described. To evaluate the re-
quired trade-off between sensing range and electrode size an experiment was
conducted. This experiment used squared electrodes, to determinate how the
electrode size affect the sensitivity. The electrodes were made of copper since it
has the best proprieties for capacitive sensing and it was easy to obtain.
The following electrodes sizes : 2 cm2, 3 cm2, 4 cm2, 5 cm2, 6 cm2 and 7 cm2
(Figure 4.2.(a)) were tested to detect the maximum detection. The experimental
Chapter 4. Implementation and Results 69
test setup, presented in Figure 4.2.(b), consist of acrylic glass with written in-
tervals to determinate proximity distance. The measurement electrode and the
sensor are connected via a coaxial cable to minimize any external interference.
(A) Squared
Electrodes
with different
sizes
(B)
Test
setup
FIGURE 4.2: Experimental setup
The results obtained, as expected, demonstrated the proportionality between
the size of the electrodes and the maximum distance detection. This test al-
lowed to conclude that a 5 cm2 electrode size is suitable for the desired applica-
tion. The results are presented in the table below:
TABLE 4.1: Correlation between the size of the electrodes and the
maximum distance detection
Electrode size (cm2) Maximum Distance (cm)
1 2
2 4
3 6
4 8
5 10
6 12
7 16
4.1.2 Texas Instruments FDC1004
The device usage consists of (1) configuring the measurements, (2) trigger
a measurement, (3) wait for measurement completion and (4) read measure-
ment data. Firstly, the measurements are configured to enable the desired input
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channels to be read, to simplify each measurement is equal to the corresponded
input channel; the capdac value, which is an offset to the measurements, is de-
fined as zero because it is only used when the value is over 15 pF. After the
measurement being triggered, the reading method verify if the measurement is
completed, if so the data is valid to be used.
int main() {
sensor = new FDC1004(FDC1004_100HZ);
sensor->configureMeasurementSingle(0, 0); //Enable channel 0 with a capdac value of 0
...
sensor->measureChannel(0, 0,raw_value); //Measure the 23-bit data measurement
int32_t left_capacitance = raw_value[0] << 16 | raw_value[1];
left_capacitance /= 256;
...
}
uint8_t FDC1004::measureChannel(uint8_t channel, uint8_t capdac, uint16_t * value) {
uint8_t measurement = channel;
triggerSingleMeasurement(measurement, this->_rate);
wait_ms(SAMPLE_DELAY[this->_rate]);
return readMeasurement(measurement, value);
}
LISTING 4.1: Measuring the capacitance value using the TI
FDC1004
Filtering
The implementation of the low pass filter consists of adding the current
value, the 23 bits measurement of one electrode, to the average multiplied by
N, then subtracting the average and then dividing all by N. The N is 16, which
is the size of the window, is a power of two to facilitate the division operation.
uint32_t Moving_Average::Average(uint32_t value)
{
uint32_t avg =0;
avg = this->old_avg * N - this->old_avg + value;
this->old_avg = avg;
return avg >> this->divide_value;
}
LISTING 4.2: Moving average code
The acquired signal, shown in 4.4.(a), passed thought an IIR filter to
remove the high frequency noise. A Matlab script was implemented to analyze
how different window sizes affect the raw signal. The raw signal is captured
by the sensing device and exported to Matlab. After considering the problem
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in detail, the number of 16 points seemed to be a good solution as is possible to
see in the Figure 4.4.(b).
(A) Raw Signal (B) Filtered Signal
FIGURE 4.3: Raw capacitance value acquired using the FDC1004
sensor and the same signal passing through a IIR filter of 16 sam-
ples
Calibration
The calibration process consist of collection 50 sample points to obtain the
maximum, minimum and average values. This procedure allows to verify the
noise level present in the system and thus permits to define the proximity
threshold values according to it.
threshold_value = (stats->max_value + stats->min_value) / 2 + stats->min_value;
LISTING 4.3: Calibration Code
Proximity
The device read the measurement of the four channels, and then calculates
the difference between the up and down electrodes measurements and between
the left and right electrodes. On the basis of that difference, it is possible to
detect proximity. If it has three consecutive proximity values of the same elec-
trode, it is considered valid. If it exceeds the maximum number of proximity
detections, it means that, possibly, an external source is interfering with the
system, thereby, the threshold values must be recalibrated.
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diff_value_lr = left_avg - right_avg;
if( diff_value_lr < (baseline_value_diff_lr - Thres_lr) ) {
if(counter_right >= 3) right_prox = true;
if(counter_right >= 30) right_prox = false;
counter_right ++;
}else if(diff_value_lr > baseline_value_diff_lr + Thres_lr){
if(counter_left >= 3) left_prox = true;
if(counter_left >= 30) left_prox = false;
counter_left ++;
}else{
counter_left = 1;
counter_right = 1;
right_prox = false;
left_prox = false;
}
LISTING 4.4: Proximity detection code
Proximity - Derivative approach
The derivative approach calculates the rate of change between the current
and previous measurements. After the signal is acquired, it passes through a
low pass filter and when the rate of change is above a threshold value of 100 pi-
cofarad, an integrator begins to accumulate those values. If the integrator value
overcame the integrator threshold, it means that proximity was detected. Fig-
ure 4.4 illustrates the original signal and the correspondent integrations value.
(A) Raw Signal (B) Integration Signal
FIGURE 4.4: Raw capacitance value acquired using the FDC1004
sensor and the integration algorithm for proximity detection
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Gesture Recognition
The gesture recognition algorithm uses the proximity data to recognize ges-
tures. When a proximity flag is raised, the algorithms waits 700 ms until the
opposite flag is raise. If it succeeds, the gesture is recognized and the respective
command is sent to the system responsible for handle it. the extract of code
below shows how the left and right swipes are recognized.
if(left_prox == true || right_prox == true ){
if( right_prox == true){
if(begin_left){
sock.send_all("to:DashboardUpperStack from:FDC1004 message=Right",49);
...
}else{
if(begin_right == false) end_time.attach(&gest_time, GESTURE_DURATION);
begin_right = true;
}
}else{
if(begin_right){
sock.send_all("to:DashboardUpperStack from:FDC1004 message=Left",48);
...
}else{
if(begin_left == false) end_time.attach(&gest_time, GESTURE_DURATION);
begin_left = true;
}
}
...
}else{
if(has_timeout){
...
has_timeout = false; begin_left = false; begin_right = false;
}
}
LISTING 4.5: Left and right swipe recognition using the
FDC1004EVM
4.1.3 Hover Gesture Device
The device sensor provides the positional data of the user’s hand, nonethe-
less it was not fast enough to be used for gesture recognition. Therefore, the
strategy was to recognize 4 additional gestures (Left-Right, Right-Left, Up-
Down, Down-Up) in addition to the already recognized left, right, up and down
swipe gestures. The main routine begins by initializing the sensor and then
verifies if a gesture flag is raised. When it does, if another gesture is recognized
before timeout, it will be considered a sequential gesture.
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int main(void){
GESTURE::GESTURE gesture = GESTURE::DIRECTION_NONE;
if(hover.Initialize())
pc.printf("Hover Initialization Completed!\n\r");
else
pc.printf("Hover Initialization Problem!\n\r");
while(1){
if(hover.IsGestureAvailable()){
gesture = hover.ReadGesture();
DecodeGesture(gesture);
}
Sequentialdecode();
wait_ms(35);
}
LISTING 4.6: Left and right swipe recognition using the Hover
device
4.1.4 Microchip MGC3130
Hand Tracking
The MGC3130 device provides the hand’s coordinates in three-dimensions
when the user hand is within the recognizable sensing area. The electrode lay-
out consists of one transmitting electrode at middle and the receivers are placed
on the edges. Thereby, calculating the variation in the signals at the receiver
electrodes when the user absorbs some of the radiated field, it is possible to
determine where the user’s hand is located. The coordinates (x,y,z) goes from
(0,0,0), on the bottom left corner, until (65535, 65535, 65535), on the upper right
corner.
Feature Extraction
From the initial moment that the device sends the first positional, the feature
vector is created storing the hand’s trajectory until there is enough information
to be processed.
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Gesture Recognition
For the linear gesture it detects the direction of the gesture by calculating
the difference between the first and last values. If this value is above a thresh-
old value, the swipe gesture can be determined. This type of gestures include
left, right, up and down swipes. For the circular gestures, the first step is to
determinate the respective quadrants in which the gesture was performed and
eliminate the repetitive quadrants. Then, by matching with the clockwise mo-
tion (-+,++,+-,–) or anti-clockwise motion (++,-+,–,+-) the gesture can be recog-
nized.
4.2 GUI Applications
4.2.1 CoorGUI
Read Data
When the application receives the data message from the microcontroller
unit, sometimes all the content was not received, thereby it was necessary to
accumulate that short messages until the new line character is received. Only
then the message can be processed to change the visual interface. This process
involves decoding the message to update the two dimensional hand’s position,
angle and gestures.
QStringList buffer_split = serialBuffer.split(’\n’);
if(buffer_split.length() < 2){
this->serialData = this->serial->readAll();
this->serialBuffer = this->serialBuffer +
QString::fromStdString(serialData.toStdString());
serialData.clear();
if(this->serialBuffer.contains(’\n’)) this->DataUpdate();
}else{
this->DataUpdate();
}
LISTING 4.7: Data reception handler
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Arrow Window
The next routine to be implemented was the Arrow window. It used QPaint
to create the arrow shape, as addition of a rectangle with a triangle. In the Qt
coordinate system the y axis grows upwards. Therefore, the rotation is with the
opposite number. Two translation are needed, the first is for the arrow rotate
around its center and the second to move back the arrow to its original position.
QPainterPath OuterPath;
OuterPath.setFillRule(Qt::WindingFill);
OuterPath.addRect(100, 200, 100, 20);
QPolygon polygon;
polygon << QPoint(200, 210) << QPoint(200, 240)
<< QPoint(240, 210) << QPoint(200, 180)
<< QPoint(200, 210);
OuterPath.addPolygon(polygon);
...
QPainterPath FillPath = OuterPath;
QPainter Painter(this);
Painter.translate(150,210);
Painter.rotate(-this->angle);
Painter.translate(-150,-210);
...
}
LISTING 4.8: Creation of an arrow and updating its rotation
2D Track Window
To facilitate the visualization of the user’s hand trajectory, a two-dimensional
grid plane was created using the QGraphicsScene object. The hand’s coordi-
nates are normalized to fit into the plane and represented by a black point
QGraphicsScene* scene = new QGraphicsScene;
for (int x=0; x<=250; x+=50)
scene->addLine(x,0,x,250, QPen(Qt::black));
for (int y=0; y<=250; y+=50)
scene->addLine(0,y,250,y, QPen(Qt::black));
...
QBrush blueBrush(Qt::blue);
QPen outlinePen(Qt::black);
outlinePen.setWidth(2);
scene->addEllipse(this->posx*250/65536, (65536 - this->posy)
*250/65536,5,5,outlinePen, blueBrush);
LISTING 4.9: Creation of an two dimensional grid plane
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Gesture Window
This routine aims to display the recognized gesture for immediate feedback.
When the recognized gesture is received by the GUI, it is displayed. The ges-
tures include the liner gestures left, right, up, down, in and out swipes as well
as the rotation gesture clockwise and anti-clockwise. After the gesture is dis-
played a timer is initiated, and when it finishes the image is reset to his default
image.
void MainWindow::selectGestImage(swipe_gesture g){
int w = ui->labelGestImage->width(); // get label dimensions
int h = ui->labelGestImage->height();
QPixmap pix("./Pictures/Arrow Left.jpg");
QPixmap pix2("./Pictures/Arrow Right.jpg");
QPixmap pix3("./Pictures/Arrow Up.jpg");
QPixmap pix4("./Pictures/Arrow Down.jpg");
QPixmap pix5("./Pictures/In.jpg");
QPixmap pix6("./Pictures/Out.jpg");
QPixmap pix7("./Pictures/Arrow CC.jpg");
QPixmap pix8("./Pictures/Arrow ACC.jpg");
switch(g){
case LEFT:
ui->labelGestImage->setPixmap(pix.scaled(w,h,Qt::KeepAspectRatio));
break;
case RIGHT:
ui->labelGestImage->setPixmap(pix2.scaled(w,h,Qt::KeepAspectRatio));
break;
case UP:
ui->labelGestImage->setPixmap(pix3.scaled(w,h,Qt::KeepAspectRatio));
break;
case DOWN:
ui->labelGestImage->setPixmap(pix4.scaled(w,h,Qt::KeepAspectRatio));
break;
case IN:
ui->labelGestImage->setPixmap(pix5.scaled(w,h,Qt::KeepAspectRatio));
break;
case OUT:
ui->labelGestImage->setPixmap(pix6.scaled(w,h,Qt::KeepAspectRatio));
break;
case CC:
ui->labelGestImage->setPixmap(pix7.scaled(w,h,Qt::KeepAspectRatio));
break;
case ACC:
ui->labelGestImage->setPixmap(pix8.scaled(w,h,Qt::KeepAspectRatio));
break;
default: break;
}
imageTimer.start(1000); // Reset picture in 1 second
}
LISTING 4.10: Code to display the recognized gesture
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4.2.2 CapGUI
Graphic Window
The graphic routine has two main components: graphic setup and graphic
update. Using the QCustomPlot widget, four graphics are created, each one
with a different colour. Then when it receive the four measurements from the
microcontroller unit, the graphic lines are updated.
void MainWindow::setupRealtimeData(QCustomPlot *customPlot){
ui->customPlot->addGraph(); // blue line
ui->customPlot->graph(0)->setPen(QPen(Qt::blue));
ui->customPlot->graph(0)->setName(QString(" Cap 1"));
ui->customPlot->addGraph(); // red line
ui->customPlot->graph(1)->setPen(QPen(Qt::red));
ui->customPlot->graph(1)->setName(QString(" Cap 2"));
ui->customPlot->addGraph(); // green line
ui->customPlot->graph(2)->setPen(QPen(Qt::green));
ui->customPlot->graph(2)->setName(QString(" Cap 3"));
ui->customPlot->addGraph(); // yellow line
ui->customPlot->graph(3)->setPen(QPen(Qt::yellow));
ui->customPlot->graph(3)->setName(QString(" Cap 4"));
connect(customPlot->xAxis, SIGNAL(rangeChanged(QCPRange)),
customPlot->xAxis2, SLOT(setRange(QCPRange)));
connect(&dataTimer, SIGNAL(timeout()),
this, SLOT(realTimeDataSlot()));
dataTimer.start(10);
}
LISTING 4.11: Code to setup the graphic window
Strength Window
To represent the strength signal, each capacitance value is converted to per-
centage value and plotted in a bar graph. When the user’s hand is in very close
to the electrode the bar graph is full, diminishing its value when the user’s hand
move away from the electrode.
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4.3 Server
4.3.1 Client
All the gesture recognition algorithms begins in a similar way. The ex-
tract of code shows the configuration of TCP/IP communication, as it may be
noted that the selected IP address for the microcontroller was ("192.168.1.90"). If
the network communication succeeds, the microcontroller attempts to create a
TCP/IP socket to issue the command. When the communication is established,
the microcontroller unit register the device in the destination system. Then,
when an executed gesture is recognized it is sent by defining the destination
identification, the registered device and which the recognized gesture.
#define eth_init "registernode=X_gesture_sensor\n"
#define eth_up_gesture "to=upperstack from=X_gesture_sensor message=\"<GESTURE_UP>\"\n"
static const char* mbedIp = "192.168.1.100"; //IP
static const char* mbedMask = "255.255.255.0"; // Mask
static const char* mbedGateway = "0.0.0.0"; //Gateway
int main() {
bool EthernetValid = false;
eth.init(mbedIp,mbedMask,mbedGateway);
while(EthernetValid == false){
if(sock.connect("192.168.1.73",6969) == -1) EthernetValid = false;
else EthernetValid = true;
}
...
LISTING 4.12: TCP/IP Initialization Code
4.3.2 Server
The server application is configured to accept any connection. A linked list
is implemented to store the deviceID, allowing to verify if it already exists. If
it exists the device sensor can send the recognized gesture. When the incoming
connection is accepted, a thread is assigned to handle the communication for
each client.
4.4 Results
This section will present the experimental results obtained after the imple-
mentation and integration of the system.
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4.4.1 Interface with the Gesture Devices
When a user perform a gesture, it will be interacting with one of the follow-
ing devices: TI FDC1004, Microchip MGC3130 and Hover.
Texas Instruments FDC1004
The device sensor is used to acquire hand’s trajectory. In order to detect the
direction of the motion the proximity values must be read to know from which
electrode it began and ended. When the user’s hand is near the electrodes its
value is increased. As the Figure 4.5 illustrates, the application can successfully
receive the four electrodes measurements (up, down, left and right electrodes,
respectively). In the first test no objects where in near proximity, therefore all of
the values were similar, around 1252000 raw data measurement (23-bit), which
corresponds approximately to 2.38 pF. In the following test the hand was hov-
ering the left electrode causing the same to increase its capacitance.
(A) No hand in prox-
imity
(B) Hand hovering the
left electrode
FIGURE 4.5: Result of reading the four channels of the Texas In-
struments FDC1004
Hover
In the case of the Hover sensor, the gesture flags were read to test the system
functioning. Figure 4.6 shows the results of a user performing the following
sequence of gestures: down and down-up.
Chapter 4. Implementation and Results 81
FIGURE 4.6: Result of reading the gestures from the Hover sensing
device
Microchip MGC3130
The device sensor is used to obtain the hand’s trajectory that is expressed
through the positional data of the hand. Figure 4.7 shows the sequence of
points of a right swipe.
FIGURE 4.7: Result of reading the gestures hand’s trajectory with
the MGC3130 sensing device
4.4.2 Graphical User Interfaces
After the successful interface with the three sensing devices, two applica-
tions were developed. Due to a lack of configurations in the Hover, the devel-
opment of a graphical application was not considered essential.
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CapGUI
The application is always capturing and plotting the four capacitance val-
ues of the four electrodes as well as their signal strength. When a gesture is
recognized the microcontroller issue a command via serial port, this command
is recognized by the application and changes the visual interface to select the
corresponded image to be displayed.
FIGURE 4.8: Graphical user interface for TI FDC1004
CoorGUI
The application is always waiting for an user interaction with device. When
that occurs, the two dimensional data (represented by a dot) is shown in a grid
plane. And if the performed sequence corresponds to a recognizable gesture, it
will be displayed on the gesture window for a second. The final window shows
the corresponded angle between the current data and the previous one, updat-
ing the number of executed circles when those are executed. Figure 4.9 shows
the result when a user executes a right swipe. Thus, the right swipe picture is
displayed, the angle is around the zero degrees and the final positional data in
the sequence is near the right edge of the grid plane.
FIGURE 4.9: Graphical user interface for Microchip MGC3130 de-
vice
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4.5 HMI System
The TCP/IP commands sent by the gesture recognition devices where de-
sign to make possible the integration in Bosch DSM. Firstly, the local server
acknowledge the existence of the device sensor and thereafter the device sen-
sor sends the corespondent gesture. As Figure 4.10 shows the HMI system
receives the initial command to register the device in the server and then re-
ceives another command indicating that the driver or passenger performed a
right swipe and the correspondent gesture must be interpreted to trigger an car
functionality.
FIGURE 4.10: Result of receiving the TCP/IP commands from the
microcontroller unit
4.6 Algorithm evaluation
Due to a unavailability of a driving simulator mockup, the tests were per-
formed in a laboratory-like environment with controlled conditions of environ-
mental temperature (approximately of 20 degrees) and humidity. The gesture
recognition systems were studied by 12 people in order to evaluate the ges-
tures detection rate. The study consisted of performing the same gesture 30
times with different hand positions and speed. The individual passed through
a learning period, where the recognized gestures and sensing device position
and orientation where explained.
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4.6.1 Texas Instruments FDC1004
The two developed proximity algorithms were tested; difference approach
- based on the difference between the left and right electrodes and between
the up and down electrodes and derivative approach - based on the difference
between the current measurement and the previous measurement. The last
approach is indicated to detect proximity from a single electrode, achieving an
accuracy greater than 78%, having difficulty when the two electrodes are close
to each other. The other approach was used to detect the linear gestures (left,
right, up, down swipes). Table 4.2 shows that the results were very similar
with each gesture accuracy ranging from 71.3% to 75.3%.
TABLE 4.2: Texas Instruments FDC1004 - Evaluation of linear ges-
ture recognition performance
Recognition Rate Left (%) Right (%) Up (%) Down (%)
Maximum 75.3 74.3 75.2 74.3
Minimum 71.3 72.3 73.1 72.3
Average 72.3 72.6 71.2 73.3
4.6.2 Hover Gesture
How is possible to verify in Table 4.3 shows that the results were very sim-
ilar with each gesture ranging from 87.2% to 88.3%. When the gesture is per-
formed over 7 cm the detecting rate lowers significantly.
TABLE 4.3: Hover - Evaluation of linear gesture recognition per-
formance
Recognition Rate Left (%) Right (%) Up (%) Down (%)
Maximum 88.2 88.3 88.2 88.3
Minimum 87.3 87.3 87.2 87.3
Average 87.9 87.9 87.8 87.9
Table 4.4 show that the algorithm is capable of distinguish well between the
a linear gesture and sequential gesture.
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TABLE 4.4: Hover - Evaluation of linear gesture recognition per-
formance
Recognition Rate Left-Right (%) Right-Left (%) Up-Down (%) Down-Up (%)
Maximum 88.1 88.3 88.2 88.3
Minimum 86.3 87.3 86.2 86.3
Average 87.9 88 87.9 88.1
4.6.3 Microchip MGC3130
Table 4.5 shows that the results are very similar with each gesture ranging
from 84.6% to 80.2%. In the case of the in and out motion the results were
slightly worst.
TABLE 4.5: Microchip MGC3130 - Evaluation of linear gesture
recognition performance
Recognition Rate Left (%) Right (%) Up (%) Down (%) In (%) Out (%)
Maximum 84.7 84.6 83.7 84.3 83.3 83.4
Minimum 82.4 82.2 82.4 82.4 80.2 80.3
Average 83.9 83.8 83.9 84 82.2 82.3
Table 4.6 shows that the algorithm is capable of distinguish well between
the a linear gesture and sequential gesture.
TABLE 4.6: Microchip MGC3130 - Evaluation of sequential ges-
tures recognition performance
Recognition Rate Left-Right (%) Right-Left (%) Up-Down (%) Down-Left (%)
Maximum 84.6 84.3 84.2 84.3
Minimum 81.3 81.3 81.2 81.3
Average 82.5 82.5 82.3 82.2
In the case of rotational gestures the detection rate (Table 4.7) was con-
siderably lower, which suggests that other methods should be experimented,
probably one based on machine learning.
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TABLE 4.7: Microchip MGC3130 - Evaluation of rotational ges-
tures recognition performance
Recognition Rate Clockwise (%) Anti-clockwise (%)
Maximum 61.3 61.1
Minimum 20.3 23.6
Average 37.6 36.3
4.7 Results Analysis
The results suggests that this technology can be applied to cars because of
the versatility they can be applied. Electric fields are not perceived by users
because they propagate through many materials in the environment such as
plastics, wood and leather. Thus, capacitive sensing can be applied invisibly
with minimum effect on the measurement. Moreover, the frequency range in
which the sensor operates of a few kHz is not an interval that usually disturbs
others electronic systems. This technology can be used in a range of automotive
applications: keyless door entry control, initiating the car unlock process when
the user approaches the door handle; wake up and illuminate the touchscreen
when the user hand is near; turn on/off systems to control car lights, roof and
hood; and detection of dynamic gestures to control vehicles infotainment.
Chapter 5
Conclusions and Future Work
This chapter presents a critical analysis about the developed work and pro-
pose some alterations to be implemented as future work.
5.1 Conclusions
Technology is evolving rapidly and as a consequence the automotive indus-
try is changing in the ways drivers and passengers interact with their cars. The
list of features includes HVAC system, multimedia system, navigation system,
among others. Most of these new features are no longer an exclusive domain
of luxury cars, being currently available at family cars. Delivering such a huge
quantity of infotainment features in a safe and non-distracting way is not easy
task, even more if these features continue to multiply at current rates.
This thesis presented a gesture recognition system, which satisfies the need
for a natural HMI’s between the driver and the car. Demonstrating a hand ges-
ture recognition system for interpreting 2D dynamic hand gestures. The system
consists of three main modules: sensing devices, monitoring graphical applica-
tions, and HMI system. Firstly, three sensing devices were selected, those who
offer most functionalities and sensing range. For each device was developed
a gesture library to recognize simple linear gestures, sequence gestures and if
possible rotational gestures. The monitoring applications allowed to track the
signals in real time as well as to have a visual feedback on the recognized ges-
ture. Lastly, the HMI system was implemented as a local server to simulate the
communication between the sensing devices and the Bosch DSM.
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Finally, the most of the proposed requests were accomplished, with the de-
vices recognizing the performed gestures allowing a more directly communi-
cation between the driver and the vehicle infotainment. The developed gesture
recognition systems are capable of recognizing gestures with different hand and
finger positions, speeds, distances and execution times. The system communi-
cate to the server in a period of time of less than 0.8 seconds, which is under the
requirement of a second. The system can detecting more than 70% of the ges-
tures, with a variable percentage depending on the sensing device, except for
rotational gestures that due to the variability of ways of performing the same
gesture, which suggests that other approaches should be used, probably one in
which a data base is created.
5.2 Future Work
The work presented a preliminary study on gesture recognition using ca-
pacitive sensing with space for improvement.
In addition to the capacitive technology, other technologies, i.e. IR and TOF
cameras, should be evaluated their differences, and analyze for which automo-
tive HMI concepts they should be used.
The second suggestion concerns to new electrode design that could be de-
veloped using different material and shapes. These new electrode designs could
be develop so the system can be fitted into the car. For example, using just only
one electrode, proximity can be detected; using two electrodes, the bidirectional
swipe gestures can be recognized.
The developed algorithms could be improved and also different gesture
recognition algorithms could be tested to increase the recognition rate. The sys-
tem was developed using threshold base models, nonetheless HMM modals
were studied, thereby, a comparison between these two models could be pre-
sented.
Due to time constrains, it was not possible the integration on a simulated
driving environment to test the develop system in a more realist way, i.e. Bosch
DSM. These tests will be performed by a Human Factor Team, to study different
concepts and evaluate their usability.
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