This paper investigates projected Euler-Maruyama method for stochastic delay differential equations under a global monotonicity condition. This condition admits some equations with highly nonlinear drift and diffusion coefficients. We appropriately generalized the idea of C-stability and B-consistency given by Beyn et al. [J. Sci. Comput. 67 (2016), no. 3, 955-987] to the case with delay. Moreover, the method is proved to be convergent with order 1 2 in a succinct way. Finally, some numerical examples are included to illustrate the obtained theoretical results.
Introduction
Consider d-dimensional nonlinear stochastic delay differential equations (SDDEs) dX(t) = f (X(t), X(t − τ))dt + g(X(t), X(t − τ))dW(t), t > 0, (1.1) with the initial condition given by
Here, X : [0, T ] × Ω → R d denotes the exact solution to (1.1), the drift term f :
And W(t) := (W 1 (t), · · · , W m (t))
T is an m-dimensional Wiener process defined on given complete probability space (Ω, F , P) with a filtration {F t } t≥0 under usual then there exists a positive integer N such that t N ≤ T, t N + h > T . Further, we follow the notation of the space of adapted and square integrable grid functions
(Ω, F t n , P; R d ) for all n = 0, 1, · · · , N}.
With the help of the preceding notations, we can give the definition of stochastic one-step methods.
Definition 2.1. For every t, t + h ∈ [0, T ] and Z ∈ L 2 (Ω, F t , P; R d ), Ψ satisfies the following measurability and integrability condition:
then we say grid function X h ∈ G 2 (T h ) is yield by the stochastic one-step method (Ψ, h, ξ).
Taking one step projected Euler method in [23] into account, we propose our new projected method (Ψ PEM , h, ξ) for SDDEs (1.1) as follows 
with X PEM h
Before proceeding further, let us make the following assumptions. , ∞) such that
The above expression is referred as to global monotonicity condition. Moreover, we assume that there is constant q ∈ (1, ∞) such that
Assumption 2. The initial data ξ satisfies
where K 1 > 0 and β ∈ 
for those x, y,x,ȳ ∈ R d with |x| ∨ |y| ∨ |x| ∨ |ȳ| ≤ R.
Assumption 4.
There exist positive parameter p ∈ [2, ∞) and positive constant K 1 such that 
Next, the concepts of C-stability and B-consistency in [23] are modified appropriately and the corresponding definitions for SSDEs are given as follows.
where 8) and
Convergence Theorem
The next stability lemma plays an important role in the convergence analysis. 
where
we have
By the inequality (a + b)
.
Repeating the same process for the item e h (
, and replacing h with η − 1, then
Using the fact that
) and (2.7), we have
where we have used the inequality
Choose sufficiently small h such that C stab h(1 + h) < 1. Then, summing i over 1 to n yields
Finally, the desired assertion follows from (3.2) and the discrete Gronwall inequality.
The following theorem shows that convergence can be derived from stability plus consistency. 
where X is the exact solution of (1.1) and X h is the grid function corresponding to (Ψ, h, ξ) with time step h.
Proof. Due to the fact that X(t i−
It follows from (2.8) and (2.9) that
The proof is completed now.
C-stability and B-consistency of the PEM Method
We follow the notation in [23] 
and denotex
where x ∈ R d and step size h ∈ (0, 1]. ) and h ∈ (0, 1] satisfy
Proof. By (2.2), we obtain that
Note that
where we have used (2.4), Lemma 4.1, |x
]. Consequently,
The direct application of the above lemma can deduce that the projected Euler method is C-stable. Next, we show the PEM method is B-consistent of order 1/2.
Lemma 4.3. If Assumption 1 is fulfilled with L
Proof. The proof can be deduced from Proposition 5.4 of [23] easily. In fact, we just need replace sup
with 2 sup
. So we omit the detail of proof here. 
Proof. By (2.4) and Hölder's inequality, we get 
where Assumption 2 and Lemma 4.3 are used. Case 2: s − τ > 0 and s 1 − τ > 0, it follows from Lemma 4.3 that
Case 3: s − τ < 0 and s 1 − τ < 0, Assumption 2 implies that
Together (4.1) with three cases above, we have
So the desired assertion follows.
Lemma 4.5. If the coefficients f and g satisfy Assumption 1
with L ∈ (0, ∞) and q ∈ (1, ∞), the exact solution of (1.1) satisfy sup
Proof. Itô isometry formula yields
Repeating the proof in Lemma 4.4, and we get
The required inequality (4.2) follows. Before giving the consistency results, we first present the following key lemma similar to Lemma 6.5 of [23] .
, and the measurable mapping ϕ :
then there exists a constant C which depends on p, L, but not on h such that for all h
Proof. Denote the following measurable sets by
By the Young inequality ab
).
Besides,
11
Let αpκ −
which completes the proof. We conclude this section with a theorem of B-consistency of the projected Euler method. Proof. By (1.1), (2.1), we have
Applying Lemma 4.6 to the term
An application of Lemma 4.6 to f (X(t),
Altogether, and combined with (4.3), we can find (2.8) is satisfied with γ = 1 2 . Now, we consider another estimation
, and Lemma 4.4, it is easy to see that
It follows from Lemma 4.5 that
In addition,
And once again, we apply Lemma 4.6 to g(X(t),
In summary, (2.9) holds with γ = 1 2 .
Numerical Experiments
Example 1. We consider the following example [21] dy(t) = [−2y(t) + y(t − 1) − y 5 (t)]dt + y 2 (t)dW(t),
for t ≥ 0 with initial data y(t) = cos(t). One can see that Example 1, 2 satisfy the condition (2.2), Assumption 1 with q = 5 and Assumption 4 with p = 30. Hence, we can choose the projected parameter α = . We use discretized Brownian paths over [0, 2] with ∆t = 2 −13 . For the sake of simplicity, we regard the projected method with h = ∆t as good approximation of the exact solution. And compare it with corresponding numerical solution using h = 128∆t, h = 64∆t, h = 32∆t, and h = 16∆t over M = 1000 sample paths. We measure the means of absolute errors at the endpoint t = T = 2, and against ∆t on log-log scale. For reference, a dashed blue line is added. We can observe that the convergence rate of the projected Euler method is 1/2, which is in accordance with our theoretical results.
Conclusion

