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a b s t r a c t
Under some conditions of uniform integrability, the Lr convergence for weighted sums
of arrays of rowwise linearly negative quadrant dependent random variables has been
established byWu and Guan [Y. Wu, M. Guan, Mean convergence theorems and weak laws
of large numbers for weighted sums of dependent random variables, J. Math. Anal. Appl.
377 (2011) 613–623]. In this paper, we point out a gap in the proof and extend the result
to rowwise pairwise negative quadrant dependent (NQD) random variables under weaker
uniformly integrable conditions.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The notion of uniform integrability plays the central role in establishing Lr convergence and weak laws of large numbers.
The classical notion of uniform integrability of a sequence {Xn, n ≥ 1} of integrable random variables is defined through
the condition
lim
a→∞ supn≥1
E|Xn|I(|Xn| > a) = 0.
The concept of the uniform integrability has been generalized and extended in several directions.
In the following, let {un, n ≥ 1} and {vn, n ≥ 1} be two sequences of integers (not necessary positive or finite) such that
vn > un for all n ≥ 1 and vn − un →∞ as n →∞.
Definition 1.1 ([1]). Let {Xni, un ≤ i ≤ vn, n ≥ 1} be an array of random variables and {ani, un ≤ i ≤ vn, n ≥ 1} an array
of constants with
vn
i=un |ani| ≤ C for all n ∈ N and some constant C > 0. Let moreover {h(n), n ≥ 1} be an increasing
sequence of positive constants with h(n) ↑ ∞ as n ↑ ∞. The array {Xni, un ≤ i ≤ vn, n ≥ 1} is said to be h-integrable with
respect to the array of constants {ani} if
sup
n≥1
vn
i=un
|ani|E|Xni| <∞ and lim
n→∞
vn
i=un
|ani|E|Xni|I(|Xni| > h(n)) = 0.
Definition 1.2 ([2]). Let {kn, n ≥ 1} be a sequence of positive numbers such that kn → ∞ as n → ∞. Let {Xni, un ≤ i ≤
vn, n ≥ 1} be an array of random variables and r > 0. Let moreover {h(n), n ≥ 1} be an increasing sequence of positive
constants with h(n) ↑ ∞ as n ↑ ∞. The array {Xni} is said to be h-integrable with exponent r if
sup
n≥1
1
kn
vn
i=un
E|Xni|r <∞ and lim
n→∞
1
kn
vn
i=un
E|Xni|r I(|Xni|r > h(n)) = 0.
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Mean convergence and weak laws of large numbers for the array {Xni, un ≤ i ≤ vn, n ≥ 1} have been established by
many authors [1–7].
Recently, Wu and Guan [6] have established the Lr convergence theorems for weighted sums of arrays of dependent
random variables.
Definition 1.3 ([8]). Two random variables X and Y are said to be negative quadrant dependent (NQD) if
P(X ≤ x, Y ≤ y) ≤ P(X ≤ x)P(Y ≤ y)
for all real numbers x and y. A sequence of random variables {Xn, n ≥ 1} is said to be pairwise NQD if for all i, j(i ≠ j), Xi
and Xj are NQD.
Definition 1.4 ([9]). A sequence {Xn, n ≥ 1} of random variables is said to be linearly negative quadrant dependent (LNQD)
if for any disjoint subsets A, B ⊂ Z+ and positive rj’s,
k∈A
rkXk and

j∈B
rjXj are NQD.
It is important to note that LNQD implies pairwise NQD.
Theorem 1.1 ([6]). Let {Xni, un ≤ i ≤ vn, n ≥ 1} be an array of rowwise LNQD h-integrable with exponent 1 ≤ r < 2
random variables and let {ani, un ≤ i ≤ vn, n ≥ 1} be an array of constants satisfying supun≤i≤vn |ani| → 0 as n → ∞, kn =
1/ supun≤i≤vn |ani|r , h(n) ↑ ∞, and h(n)/kn → 0. Then
vn
i=un
ani(Xni − EXni)→ 0
in Lr and, hence, in probability as n →∞.
Wu and Guan [6] proved Theorem 1.1 by using the following exponential inequality for LNQD random variables.
Lemma 1.1 ([6]). Let {Xn, n ≥ 1} be a sequence of LNQD random variables with mean zero and 0 < Bn = ni=1 EX2i < ∞.
Then for all real numbers x > 0 and y > 0,
P
 n
i=1
Xi
 > x

≤
n
i=1
P(|Xi| > y)+ 2 exp

x
y
− x
y
log

1+ xy
Bn

.
They claimed that Lemma 1.1 can be proved by using the method of Fuk and Nagaev [10] along with Lemma 3.2 in Ko
et al. [11] and omitted the details of the proof. The proof of Lemma 1.1 can be completed if {XnI(Xn ≤ y)+yI(Xn > y), n ≥ 1}
is still a sequence of LNQD random variables. However, it is not known whether this holds true.
In this paper, we extend Theorem 1.1 to rowwise pairwise NQD random variables under weaker conditions than h-
integrability with exponent r .
2. Main result
To prove our main result, the following lemma is needed.
Lemma 2.1 ([8]). Let X and Y be NQD random variables. Then the following properties hold.
(i) EXY ≤ EXEY .
(ii) P(X > x, Y > y) ≤ P(X > x)P(Y > y) for all real numbers x and y.
(iii) If f (x) and g(x) are non-decreasing (or non-increasing) functions, then f (X) and g(Y ) are also NQD.
Now we state and prove our main result.
Theorem 2.1. Let {Xni, un ≤ i ≤ vn, n ≥ 1} be an array of rowwise pairwise NQD random variables and 1 ≤ r < 2. Let
{ani, un ≤ i ≤ vn, n ≥ 1} be an array of constants. Suppose that
(i) supn≥1
vn
i=un |ani|rE|Xni|r <∞,
(ii)
vn
i=un |ani|rE|Xni|r I(|ani|r |Xni|r > ϵ)→ 0 as n →∞ for any ϵ > 0.
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Then
vn
i=un
ani(Xni − EXni)→ 0
in Lr and, hence, in probability as n →∞.
Proof. Since ani = a+ni − a−ni , without loss of generality, we may assume that ani ≥ 0. Let kn = 1/ supun≤i≤vn arni. For
un ≤ i ≤ vn and n ≥ 1, define
Yni = k1/rn aniXniI(k1/rn ani|Xni| ≤ t1/r)+ t1/r I(k1/rn aniXni > t1/r)− t1/r I(k1/rn aniXni < −t1/r),
Zni = (k1/rn aniXni − t1/r)I(k1/rn aniXni > t1/r)+ (k1/rn aniXni + t1/r)I(k1/rn aniXni < −t1/r).
Then Yni + Zni = k1/rn aniXni, and {Yni, un ≤ i ≤ vn, n ≥ 1} and {Zni, un ≤ i ≤ vn, n ≥ 1} are arrays of rowwise pairwise NQD
by Lemma 2.1. Let ϵ > 0 be given. Without loss of generality, we may assume that 0 < ϵ < 1. Then
E
 vn
i=un
ani(Xni − EXni)

r
= k−1n
 ∞
0
P
 vn
i=un
k1/rn ani(Xni − EXni)

r
> t

dt
≤ ϵ + k−1n
 ∞
knϵ
P
 vn
i=un
k1/rn ani(Xni − EXni)

r
> t

dt
≤ ϵ + k−1n
 ∞
knϵ
P
 vn
i=un
(Zni − EZni)
 > t1/r/2

dt
+ k−1n
 ∞
knϵ
P
 vn
i=un
(Yni − EYni)
 > t1/r/2

dt
=: ϵ + I1 + I2.
Noting that |Zni| ≤ k1/rn ani|Xni|I(k1/rn ani|Xni| > t1/r), we have by (ii) that
sup
t≥knϵ
t−1/r vn
i=un
EZni
 ≤ supt≥knϵ t−1/r
vn
i=un
E|Zni|
≤ sup
t≥knϵ
t−1/r
vn
i=un
k1/rn aniE|Xni|I(k1/rn ani|Xni| > t1/r)
≤ ϵ−1/r
vn
i=un
aniE|Xni|I(ani|Xni| > ϵ1/r)
≤ ϵ−1
vn
i=un
arniE|Xni|r I(arni|Xni|r > ϵ)→ 0.
Hence, there exists an integer N such that
sup
t≥knϵ
t−1/r vn
i=un
EZni
 ≤ 14 if n > N.
Since
∞
a P(|X | > t) dt ≤ E|X |I(|X | > a), we obtain that for n > N,
I1 ≤ k−1n
 ∞
knϵ
P
 vn
i=un
Zni
+
 vn
i=un
EZni
 > t1/r/2

dt
≤ k−1n
 ∞
knϵ
P
 vn
i=un
Zni
 > t1/r/4

dt
≤ k−1n
vn
i=un
 ∞
knϵ
P(k1/rn ani|Xni| > t1/r) dt
≤
vn
i=un
arniE|Xni|r I(arni|Xni|r > ϵ).
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Hence I1 → 0 as n →∞ by (ii).
Now we estimate I2. Noting that {Yni, un ≤ i ≤ vn} are pairwise NQD, we get
I2 ≤ 4k−1n
 ∞
knϵ
t−2/rE
 vn
i=un
(Yni − EYni)

2
dt
≤ 4k−1n
 ∞
knϵ
t−2/r
vn
i=un
E|Yni|2 dt
= 4k−1n
vn
i=un
 ∞
knϵ
P(k1/rn ani|Xni| > t1/r) dt
+ 4k−1n
vn
i=un
 ∞
knϵ
t−2/rk2/rn a
2
niE|Xni|2I(k1/rn ani|Xni| ≤ (knϵ)1/r) dt
+ 4k−1n
vn
i=un
 ∞
knϵ
t−2/rk2/rn a
2
niE|Xni|2I((knϵ)1/r < k1/rn ani|Xni| ≤ t1/r) dt
=: I3 + I4 + I5.
For I3, we obtain from the proof of I1 that
I3 ≤ 4
vn
i=un
arniE|Xni|r I(arni|Xni|r > ϵ)→ 0.
For I4, we have by 0 < ϵ < 1 that
I4 = 4r2− r ϵ
−2/r+1
vn
i=un
a2niE|Xni|2I(arni|Xni|r ≤ ϵ)
= 4r
2− r ϵ
−2/r+1
vn
i=un
a2niE|Xni|2I(arni|Xni|r ≤ ϵ2)+
4r
2− r ϵ
−2/r+1
vn
i=un
a2niE|Xni|2I(ϵ2 < arni|Xni|r ≤ ϵ)
≤ 4r
2− r ϵ
2/r−1
vn
i=un
arniE|Xni|r I(arni|Xni|r ≤ ϵ2)+
4r
2− r
vn
i=un
arniE|Xni|r I(ϵ2 < arni|Xni|r ≤ ϵ)
≤ 4r
2− r ϵ
2/r−1 sup
n≥1
vn
i=un
arniE|Xni|r +
4r
2− r
vn
i=un
arniE|Xni|r I(arni|Xni|r > ϵ2)
→ 4r
2− r ϵ
2/r−1 sup
n≥1
vn
i=un
arniE|Xni|r .
Since
 knϵ(j+1)
knϵj
t−2/r dt ≤ k−2/r+1n ϵ−2/r+1j−2/r and ∞j=m j−2/r ≤ m−2/r + ∞m t−2/r dt ≤ (1 + r/(2 − r))m−2/r+1 ≤
2
2−r ((m+ 1)/2)−2/r+1,we get by (ii) that
I5 = 4k−1n
vn
i=un
∞
j=1
 knϵ(j+1)
knϵj
t−2/rk2/rn a
2
niE|Xni|2I((knϵ)1/r < k1/rn ani|Xni| ≤ t1/r) dt
≤ 4k−1n
vn
i=un
∞
j=1
k2/rn a
2
niE|Xni|2I((knϵ)1/r < k1/rn ani|Xni| ≤ (knϵ(j+ 1))1/r)
 knϵ(j+1)
knϵj
t−2/r dt
≤ 4ϵ−2/r+1k−1n
vn
i=un
∞
j=1
j
m=1

k2/rn a
2
niE|Xni|2I((knϵm)1/r < k1/rn ani|Xni| ≤ (knϵ(m+ 1))1/r)× k−2/r+1n j−2/r

= 4ϵ−2/r+1k−1n
vn
i=un
∞
m=1

k2/rn a
2
niE|Xni|2I((knϵm)1/r < k1/rn ani|Xni| ≤ (knϵ(m+ 1))1/r)k−2/r+1n ×
∞
j=m
j−2/r

22 S.H. Sung / Applied Mathematics Letters 26 (2013) 18–24
≤ 4ϵ−2/r+1k−1n
vn
i=un
∞
m=1

knarniE|Xni|r I((knϵm)1/r < k1/rn ani|Xni| ≤ (knϵ(m+ 1))1/r)
× (knϵ(m+ 1))(2−r)/rk−2/r+1n
2
2− r

m+ 1
2
−2/r+1
= 8
2− r 2
2/r−1
vn
i=un
arniE|Xni|r I(arni|Xni|r > ϵ)→ 0.
Thus,
lim sup
n→∞
E
 vn
i=un
ani(Xni − EXni)

r
≤ ϵ + 4r
2− r ϵ
2/r−1 sup
n≥1
vn
i=un
arniE|Xni|r .
Since 0 < ϵ < 1 is arbitrary, we obtain the result by (i). 
Using Theorem 2.1, we can obtain Corollaries 2.1–2.3.
Corollary 2.1. Let {Xni, un ≤ i ≤ vn, n ≥ 1} be an array of rowwise pairwise NQD h-integrable with exponent 1 ≤ r < 2
random variables and let {ani, un ≤ i ≤ vn, n ≥ 1} be an array of constants satisfying supun≤i≤vn |ani| → 0 as n → ∞, kn =
1/ supun≤i≤vn |ani|r , 0 < h(n) ↑ ∞, and h(n)/kn → 0. Then
vn
i=un
ani(Xni − EXni)→ 0
in Lr and, hence, in probability as n →∞.
Proof. From the first condition of h-integrability with exponent r , we have
sup
n≥1
vn
i=un
|ani|rE|Xni|r ≤ sup
n≥1
sup
un≤i≤vn
|ani|r
vn
i=un
E|Xni|r = sup
n≥1
1
kn
vn
i=un
E|Xni|r <∞.
Thus condition (i) of Theorem 2.1 is satisfied. Since h(n)/kn → 0, there exists an integer N such that h(n) < knϵ if n > N.
For n > N,
vn
i=un
|ani|rE|Xni|r I(|ani|r |Xni|r > ϵ) ≤ sup
un≤i≤vn
|ani|r
vn
i=un
E|Xni|r I

sup
un≤i≤vn
|ani|r |Xni|r > ϵ

= 1
kn
vn
i=un
E|Xni|r I(|Xni|r > knϵ)
≤ 1
kn
vn
i=un
E|Xni|r I(|Xni|r > h(n))→ 0
by the second condition of h-integrability with exponent r. Thus condition (ii) of Theorem 2.1 is satisfied. Hence the result
follows by Theorem 2.1. 
Remark 2.1. Wu and Guan [6] proved Corollary 2.1 for rowwise LNQD random variables. As mentioned in the Introduction,
their proof is not completed. Since LNQD implies pairwise NQD, Corollary 2.1 extends the result (see Theorem 1.1) of Wu
and Guan [6] to pairwise NQD.
Taking ani = k−1/rn for un ≤ i ≤ vn and n ≥ 1 in Corollary 2.1, we can immediately get the following corollary.
Corollary 2.2. Let {Xni, un ≤ i ≤ vn, n ≥ 1} be an array of rowwise pairwise NQD h-integrable with exponent 1 ≤ r < 2
random variables, kn →∞, 0 < h(n) ↑ ∞, and h(n)/kn → 0. Then
vn
i=un
(Xni − EXni)
k1/rn
→ 0
in Lr and, hence, in probability as n →∞.
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To prove Corollary 2.3, we need the following lemma.
Lemma 2.2. Let {Xni, un ≤ i ≤ vn, n ≥ 1} be an array of random variables and let {ani, un ≤ i ≤ vn, n ≥ 1} be an array of
constants satisfying kn = 1/ supun≤i≤vn |ani|r , 0 < h(n) ↑ ∞, and h(n)/kn → 0. If
lim
n→∞
vn
i=un
|ani|r sup
y≥h(n)
yP(|Xni|r > y) = 0,
then for any ϵ > 0,
lim
n→∞
vn
i=un
P(|ani|r |Xni|r > ϵ) = 0.
Proof. Since h(n)/kn → 0, there exists an integer N such that h(n) < knϵ if n > N. For n > N,
vn
i=un
P(|ani|r |Xni|r > ϵ) =
vn
i=un
|ani|r
ϵ
ϵ
|ani|r P(|Xni|
r > ϵ/|ani|r)
≤ 1
ϵ
vn
i=un
|ani|r sup
y≥ inf
un≤i≤vn
ϵ/|ani|r
yP(|Xni|r > y)
= 1
ϵ
vn
i=un
|ani|r sup
y≥knϵ
yP(|Xni|r > y)
≤ 1
ϵ
vn
i=un
|ani|r sup
y≥h(n)
yP(|Xni|r > y).
Hence the result is proved. 
Corollary 2.3. Let {Xni, un ≤ i ≤ vn, n ≥ 1} be an array of rowwise pairwise NQD random variables and 1 ≤ r < 2. Let
{ani, un ≤ i ≤ vn, n ≥ 1} be an array of constants satisfying supun≤i≤vn |ani| → 0 as n → ∞, kn = 1/ supun≤i≤vn |ani|r , 0 <
h(n) ↑ ∞, and h(n)/kn → 0. Suppose that
(i) supn≥1
vn
i=un |ani|rE|Xni|r <∞,
(ii) limn→∞
vn
i=un |ani|r supy≥h(n) yP(|Xni|r > y) = 0,
(iii) limn→∞
vn
i=un |ani|rE|Xni|r I(|Xni|r > kn) = 0.
Then
vn
i=un ani(Xni − EXni)→ 0 in Lr and, hence, in probability as n →∞.
Proof. By Theorem 2.1, it suffices to show that for any 0 < ϵ < 1,
J =
vn
i=un
|ani|rE|Xni|r I(|ani|r |Xni|r > ϵ)→ 0.
Since 0 < ϵ < 1, we have that
J =
vn
i=un
|ani|rE|Xni|r I(ϵ < |ani|r |Xni|r ≤ 1)+
vn
i=un
|ani|rE|Xni|r I(|ani|r |Xni|r > 1)
≤
vn
i=un
P(|ani|r |Xni|r > ϵ)+
vn
i=un
|ani|rE|Xni|r I(|ani|r |Xni|r > 1)
=: J1 + J2.
We obtain that J1 → 0 by Lemma 2.2. We also obtain that J2 ≤ vni=un |ani|rE|Xni|r I(|Xni|r > kn) → 0 by (iii). Hence the
result is proved. 
Remark 2.2. WuandGuan [6] proved Corollary 2.3when r = 1.WuandGuan [6] also proved Corollary 2.3when 1 < r < 2
and condition (iii) is replaced by stronger condition
vn
i=un
|ani|rE|Xni|2I(|Xni|r > kn) = O(logδ kn) for some δ > 0.
Hence Corollary 2.3 improves Theorem 3.3 in Wu and Guan [6].
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