Purpose-To critically review and illustrate current methodologic and statistical considerations for bladder cancer biomarker discovery and evaluation.
Introduction
Biomarker research is an all encompassing term for investigation of biologic processes and their potential use in early detection, diagnosis, monitoring of disease and treatment decision. Most biomarkers represent changes in proteins or genes associated with disease that can be measured. Since there are innumerable alterations associated with disease states, it is necessary to develop statistical tools to identify which changes are significant and which can be clinically useful.
The recent mapping of the human genome together with advances in high-throughput genetic and proteomic technology have led to an explosion of biologic information and the identification of a plethora of candidate molecular biomarkers and therapeutic targets. Furthermore, work in proteomics is also improving our understanding of systems biology. As the proteome changes constantly with the state of the organism, biological variations that occur over time can easily be addressed. Proteomics therefore has the potential expected to discover new oncologic biomarkers that could help diagnose cancer at an early stage or establish tumor specific profiles that could predict tumor aggressiveness 1 . High-throughput platforms for analysis of protein expression and functionality in clinical samples and protein microarrays have been developed. These array platforms provide a quantitative or semiquantitative means for measuring protein expression and also provide the ability to identify post-translational modifications, such as phosphorylation. Their increasing use in health research will significantly help the rapid validation and therefore translation of the massive amounts of data generated by modern genomic and proteomic technologies, thereby fostering a new synergy between bench and bedside. This explosion of knowledge about the basic biological processes and the genetics of cancer has led to increasing optimism that this knowledge can be put to practical clinical use in the near future for individualized medicine 2, 3 . Indeed, important examples of translational approaches can already be found in the areas of drug discovery and development, disease diagnosis and classification, selection of therapeutic regimens for individual patients, and designing clinical trials. These are important developments but, as with any new approach, there is a danger of unwarranted enthusiasm and premature clinical application of laboratory results based on insufficient evidence. To carry out the translation of knowledge into practice with maximal efficiency and effectiveness, it is essential to conduct studies with appropriate designs and analyses based on sound statistical principles.
There is considerable evidence that contemporary biomarker research falls far short of using appropriate research design and statistical methods. For example, Vickers et al. reviewed à snapshot' sample of 129 studies to determine whether the statistical analyses used would allow conclusions to be drawn regarding the clinical value of the biomarkers studied. The authors found that the majority of articles regarding biomarkers for cancer focused on testing the null hypothesis of no association between the biomarker and cancer outcome with only a small minority (11%) reporting predictive accuracy. Not a single paper used a statistical method or study design that addressed whether use of the marker in practice would improve clinical outcome. Other authors have reported on different statistical problems in marker research, such as the correct application of statistical tests, multiple hypothesis testing, data-dependent choice of cut-points, power, and missing data. [4] [5] [6] Finally, deficiencies in study design, representative at-risk population, definition of endpoints, standard prognostic factor data, or laboratory methods may also limit the conclusions of a study. 7 Given these pervasive problems with study design and data analysis and reporting, this article attempts to address some of the statistical considerations needed for appropriate biomarker discovery and evaluation with focus on bladder cancer.
What is exactly a biomarker? Refining the definition
According to the NIH, a biomarker is a characteristic that is objectively measured and evaluated as an indicator of normal biological processes, pathogenic processes or pharmaceutical responses to a therapeutic intervention 8, 9 . The term biomarker is now typically shorthand for a molecular biomarker. There is a wide range of variation in the complexity of biomarkers going from the simplest (hair color, blood pressure or cholesterol levels) to more complicated examples (mRNA profiles of tumors and more recently combinations of proteins). Cancer biomarkers are either produced by the tumor or by the body in response to the tumor. Six different types of biomarker can be differentiated in bladder cancer (table 1):
1)
Early detection: this biomarker is used for evaluating patients with either risk factors for or symptoms of cancer. Urine is an ideal source specimen for bladder cancer screening and early detection as it can be obtained in a non-invasive, easy and relatively cheap manner. 10 Several such biomarkers that have been proposed and are currently used such as nuclear matrix protein 22 and UroVysion. [11] [12] [13] [14] Despite all the biomarkers that may be applied as screening tools, bladder cancer screening may never be cost-effective. 10 
2)
Diagnostic: this biomarker can help classical histo-pathologic characteristics in assessing presence or absence of cancer. Uroplakin 15 is such a biomarker for bladder cancer.
3)
Prognostic: this biomarker is used to predict the outcome of patients based on different risk of recurrence, progression, or death, thereby allowing individualized/tailored management. This type of biomarker provides information about the likely clinical course of a disease hence, guiding therapeutic decisions 16 . Classical prognostic markers are hormone receptors in breast cancer and PSA in prostate cancer 17 . Regarding bladder cancer, a panel of tissue biomarkers was recently found to be associated with a worse prognosis in patients with localized bladder cancer [18] [19] [20] and a current phase III adjuvant clinical trial of systemic chemotherapy in pT1-3N0 patients with high-risk biomarker status is ongoing.
4)
Predictive: this biomarker is used to predict whether the treatment (drug or other therapy) will be effective, and/or to monitor the effectiveness of the treatment. It can help identify the best treatment modality. In bladder cancer, to our knowledge, there is no predictive biomarker in use or in clinical trial.
5)
Therapeutic target: this biomarker can help identify the patients who will benefit from a particular treatment regimen. It identifies the molecular targets of novel therapies and is affected by therapy. For example, breast tumors expressing estrogen receptors are best treated with an antiestrogen such as tamoxifen or an aromatase inhibitor 21 . In bladder cancer, to our knowledge, there is no therapeutic target biomarker in use or in clinical trial. For the purposes of the current review: a biomarker is the end result of a bioassay, for processing biological material from humans, expressed quantitatively or categorically.
6)
Imaging results could also be included as a biomarker if we interpret "bioassay" broadly enough. Biomarker measurement can be either binary (e.g., positive or negative), categorical (e.g., high, medium, low), quantitative (e.g., the level of some urine/serum protein), or multidimensional (e.g., a genomic signature or "metagene").
Biomarker conundrum in bladder cancer
A PubMed Search on "bladder cancer" AND ("biomarker" OR "molecular marker") in English language yielded 3434 hits (accessed 12/25/09; figure 1 ). The number of articles published on bladder cancer biomarkers have increased steadily since 1980s reaching close to 300 articles per year in 2009. Despite this plethora of biomarkers reported to be clinically "promising", only one biomarker is routinely used by urologists-cytology. 13 Why are bladder cancer biomarkers not living up to their promise? 22 For one, there are remarkable analytical and regulatory barriers to the application of biomarkers in cancer care (table 2) . 23 These include but are not limited to the status of intellectual property protection, availability of standard reference materials for the assay, complexity of assay format, implementation of quality control to assure reproducibility and accuracy, sufficient market testing size to assess methods of commercialization, lack of clear guidelines for good manufacturing/laboratory practice and quality control requirements for all phases of biomarker development, cost and effort required to accumulate clinical data under appropriately designed, Institutional Review Board-approved prospective trials, and the interval required for resolution of patent issues, assay standardization, validation, testing, and regulatory approval.
Besides analytical and regulatory barriers, the lack of bladder cancer biomarker use in daily clinical practice is also a result of poor application of statistics and study design. Indeed, typical biomarker studies have involved convenience samples from poorly defined populations, non-standardized assays, and small numbers of patients subject to missing data. Biomarker research is usually done in context of usual clinical care, not clinical trials and has been largely guided by intuition and experience rather that well-structured analyses. This has led to the fact that most biomarkers findings are not reproducible. [24] [25] [26] Indeed, most biomarkers that appear biomedically and statistically significant at one center are not confirmed by other centers. [24] [25] [26] [27] [28] [29] These observations have prompted the development of guidelines (discussed below) intended to ensure that biomarker studies conform to some basic standards of design and reporting.
The discovery-validation-implementation paradigm: a schema for biomarker development and evaluation
Conceptually, the development of new biomarkers should be a process that is similar to therapeutic drug evaluation. Drug development is a highly regulated process with carefully regulated phases from discovery to human applications. In 2002, the National Cancer Institute's Early Detection Research Network developed a five phase approach to systematic discovery and evaluation of biomarkers. 30, 31 The phases of research are generally ordered according to the strength of evidence that each provides in favor of the biomarker. The results from earlier phases are generally necessary to design later phases. Similar to other research groups 32 and previous efforts of this group 33 we have modified these phases to classify studies into a sequence of phases, from discovery to validation and assessment of benefit (figure 2): 23, 34 • Preclinical testing: biomarkers are developed in vitro or in animal models. This phase is essentially a hypothesis-generating step.
• Phase 0 (Assay development): development of preliminary assays on patient samples to assess test reproducibility and robustness. It may also be during this phase that the adequate source for testing (i.e. urine, serum, pre-treated extracts from tissue,..) is evaluated and the prevalence of the alteration to be used as determinant is present and relevant. This phase does not take into account the potential benefit of the biomarker.
• Phase I (Feasibility and clinical prevalence): the biomarker is tested on a small group of patients (retrospective, small studies) to determine its ability to discriminate between health or disease (or similar appropriate question). This stage includes discovery and marker optimization processes: define the marker, and determine the assay cut-off points in a well-defined population. At this point, the assay may still require refinement.
• Phase II (Validation and standardization for clinical utility): independent validation of the accuracy of the assay. The performance of the presumed biomarker is externally validated in larger sample of independent cases. The reproducibility and robustness of the assay are appraised and reference ranges are determined. The assay should demonstrate an adequate dynamic range and show that the biomarker has a relationship to drug exposure and/or the grade or stage of the biological process. Once proven to be analytically robust, standards for external use may be determined and the assay must then be measured in a relevant, representative target population to determine normal or background variation between individuals and within individuals over time. The thorough analyses of the outcome measures of this phase are a prerequisite for either entering the next phase or modifying the assay (i.e. including specific preparatory measures to ensure the robustness).
• Phase III (Independent confirmation studies): the efficacy is determined in large patient populations other than the discovery population (typically multiinstitutional collaboration). The objective is to determine the sensitivity (ability to detect true positives) and specificity (ability to avoid false positives) of the biomarker. Ideally this phase would consist of randomized trial to show that the use of assay results generates better clinical-decision making than current standards.
Discrimination, calibration, and decision analysis (discussed below) play a major role in this phase.
• Phase IV (Impact assessment): post-approval reporting and testing for other disease processes or disease stages. Ideally, once an assay has passed all previous phases and entered the clinical practice, registries of large scale continue to collect outcome measures. It is not rare that in this phase the interest has dropped and lack of additional data hampers the discovery of misleading assumptions for decades.
This schema is not only an intellectual process but also provides a clear scale by which researchers, patients, reviewers and investors can evaluate the status of the biomarker in the development process. The expected failure rate of biomarkers in development can be expected to be similar to the one of drugs. Biomarker development must not be considered to be any easier than drug development. It is crucial that researchers be aware of the complexity and poor success rate of potential biomarkers trying to enter the clinical arena.
Reporting of biomarker data
In an effort to address the pervasive problem of inadequacies in the design, analysis, and reporting of biomarker prognostic studies, a set of reporting recommendations such as the REMARK has been developed and adopted by many prominent journals (figure 3). The goal of these guidelines is to encourage transparent and complete reporting and to help readers judge the data and understand the context in which the conclusions apply. Indeed, it provides a detailed description as to the minimum amount of information that should be given in the reporting of results from biomarker studies. The REMARK lists 20 items that investigators should attempt to report in any biomarker study.
Another tool aimed at standardizing the quality of biomarker research is the Tumor Marker Utility Grading System (figure 4). The TMUGS is a scale of levels of evidence, designed to help place biomarker studies into a context of validity. Overall this framework and suggestions by others 35, 36 have led to an increasing understanding that biomarker studies should be designed, conducted, and analyzed and reported with the same rigor as classic laboratory and clinical therapeutic studies.
Statistical consideration during early phases of biomarker discovery and validation
Most people use statistics like a drunk uses a streetlight, for support instead of illumination.
Andrew Lang
An issue that has received less attention is the degree to which research on biomarkers has made sufficient use of clinically relevant statistics, such as the assessment of predictive accuracy, decision analysis, and/or experimental methodology. The fundamental idea behind the concept of personalized medicine is that it is possible to identify patterns of demographic, clinical, genomic/proteomic, and other types of biological data that can be used together to benefit individual patients. Most biomarkers do not provide sufficient information to be used independent of other information. The optimal use of biomarkers lies in incorporating it in a model that includes standard clinical data as well as relevant additional data with regards assay performance (i.e. medication or nutrition that may interfere with the assay). 17, 34, [37] [38] [39] The model would then be used to provide individual patient care for diagnosis or treatment.
There is vast statistical literature on how to build predictive models. Multivariable models allowing simultaneous association of biomarkers and predictors with clinical outcome, such as logistic regression for presence/absence of the event of interest or Cox regression with survival, are common building blocks of biomarker-based risk prediction tools. More algorithmic statistical models, such as recursive partitioning and support vector machines or neural networks, can also be used.
To determine the value of a new biomarker, it is not sufficient to show that it is significantly related to the outcome, statistically significant in a multivariable model including the standard clinical and pathologic factors, or more significant than the standard clinical and pathologic factors. A variable that is statistically significant in a multivariable model might not substantively improve the model's predictive accuracy. P-values and odds or hazard ratios do not meaningfully describe a biomarkers' ability to classify patients. For a biomarker to be potentially clinically useful, it is necessary to show that adding the biomarker to an existing model based on the most important clinical and pathologic factors substantively improves the predictive accuracy (discrimination and calibration) of the model. In other words, we are asking whether the biomarker adds information to the current risk group classification.
Given that biomarkers will often be integrated with clinical variables into statistical models, a central concern of biomarker development is that of model development. The key issue for statistical models is that of appropriate validation. Models are generated using a particular data set, and there are numerous statistical reasons why models generally make better predictions for this "training" data set than for a new patient to whom the model will be applied to. There are two methods of correcting for this effect: internal and external validation. Internal validation techniques are based on a single data set but use various techniques to ensure that models are tested and evaluated on different patients. In crossvalidation, for example, the study cohort is split into ten subgroups. A model is then built on the first nine groups and used to predict outcome for the tenth group. This process is repeated sequentially 10 times, so that a prediction is made for every patient in the data set based on a model developed excluding that patient. The predictions are then compared with true outcomes to give measures of discrimination and calibration. 40 Another method of internal validation involves bootstrap techniques. [40] [41] [42] [43] [44] [45] Although internal validation circumvents problems of statistical overfit, a model may fail to make good predictions on a new cohort because the patients in that cohort are unlike those in the original training data set. For example, a model developed on bladder cancer patients undergoing cystoscopy for surveillance of non-muscle invasive bladder cancer at a tertiary care center may not be appropriate for patients presenting in primary care with hematuria. Hence it is important that models be externally validated on a cohort entirely separate to that of the training set. Validation on heterogeneous external data sets allows for evaluation of the generalizability of the risk prediction tool to wider populations than originally reported.
An example of this process is shown in the research on the prognostic value of Ki-67, an established marker of cell proliferation, in bladder cancer. Several groups have shown the prognostic value of Ki-67 in bladder cancer. For example, investigators at UT Southwestern, Dallas, Texas, have shown in a cohort of 226 consecutive patients treated with radical cystectomy at a single academic center, that high Ki-67 overexpression was independently associated with both disease recurrence and cancer-specific mortality using traditional multivariable Cox regression analyses that adjusted for the effects of standard clinicopathologic features. 46 The group than externally validated these findings in a large external multi-institutional cohort of 713 patients treated with radical cystectomy and tested whether Ki-67 expression improves the accuracy of predictive models that include standard clinico-pathologic features for prediction of disease recurrence and cancer-specific survival. 47 They first calculated the predictive accuracy of the standard multivariable model, which included tumor stage, grade, nodal status, and lymphovascular invasion. They then repeated their analysis after including Ki-67 in the model along with the other predictors. The addition of Ki-67 improved accuracy by 2.9% for disease recurrence and 2.4% for bladder cancer-specific death. The new model was well calibrated. They concluded that assessment of Ki-67 expression provides the clinician with information not captured by established predictors. However, it is unclear whether this increase in accuracy and risk assessment translates into improved individualized, evidence-based recommendations with eventual superior patient outcomes. Indeed, an improvement in the predictive accuracy, although necessary, is not sufficient to assess whether using the marker in practice would actually benefit patients.
Establishing clinical relevance of a biomarker test for guiding therapy decisions requires demonstrating that it can classify patients into distinct subgroups with different recommended management. An experimental assessment, such as the randomization of patients to clinical management that does or does not incorporate information from the biomarker, provides the most reliable data on the clinical value of a new biomarker. The different designs for randomized clinical trials of biomarker-guided therapy are discussed in another article (i.e., Considerations in Implementing Diagnostic Markers into Decision Making in Bladder Cancer) in this issue. In keeping with the example on Ki-67, as part of a phased, systematic evaluation and validation of biomarkers, the group at UT Southwestern designed such a trial that randomizes patients with pT1-3N0M0 after radical cystectomy to adjuvant chemotherapy based the expression of a panel of five biomarkers (cyclin E1, p53, p21, p27 and Ki-67). 48 The substantial human and financial resources necessary for randomized trials make such an evaluation impractical for most biomarkers. Decision analytic techniques can often be used instead of trials. The key point of decision analysis is that the consequences of clinical decisions are incorporated in analyses. Decision analysis allows one to weight the relative value of the benefits (true positives) to the harms (false positives) and thus incorporate the consequences of a clinical decision. There exist very simple decision analytic tools, requiring only basic math, which incorporate considerations such as it being more harmful to delay a diagnosis of cancer than to cystoscope a patient unnecessarily. One such tool is the decision curve analysis which is based on the principle that the relative harms of false positives (e.g., unnecessary cystoscopy) and false negatives (e.g. missed cancer) can be expressed in terms of a probability threshold. [49] [50] [51] [52] For example, if a patient would opt for cystoscopy if he was told that his risk of bladder cancer was 10% or more, but not if his risk was less than 10%, it can be shown that he considers that harms associated with a delayed diagnosis of cancer to be nine times greater than the harms associated with an unnecessary biopsy (i.e. the ratio of harms is the odds at the probability threshold). This threshold probability can therefore be used both to determine whether an individual patient's test result should be defined as positive or negative and to weight the clinical consequences of true and false. These tools provide a clear indication whether a biomarker is worth using at all and whether an additional predictor is worth measuring. The decision analytic evaluation should be performed during later stages of research and before clinical implementation of the tool. Wider adoption of decision analytic methods will provide better insights as to whether any of the plethora of new biomarkers improve health.
Cut-points for biomarker classification
Many biomarkers are measured on a continuous scale such as for example nuclear matrix protein 22 (NMP22), which varies from 0.1 ng/mL to over 100 ng/mL. A common inclination with continuous markers is to chose a cut-point to distinguish positive from negative results, such as with 10 ng/mL for NMP22. 53 There are numerous reasons to be suspicious of this practice. First, use of cut-points makes no biologic sense, on the grounds that it is implausible that there exists a fixed threshold of a marker at which risk abruptly changes. There is no reason to believe, for example, that a man's risk of bladder cancer does not change between 8.0 and 9.9 ng/mL, but then increases dramatically from 9.9 to 10.0 ng/mL. 11 As a corollary, dichotomizing markers before adding them to statistical models generally leads to lower accuracy than keeping them as continuous. Second, choice of cut-points can add statistical noise. It is quite possible that a biomarker that has no association with an outcome can be found to have a p value <0.05 if a large number of cut-points are investigated. Third, cut-points are clinically problematic. Again using the example of cystoscopy, let us imagine that a patient had an elevated NMP22, but was poorly tolerant of invasive procedures and wanted to know whether he really had to go through with the cystoscopy. A urologist might be willing to let things go if NMP22 was 10 ng/mL but not if NMP22 was 22 ng/mL. Yet how much higher than 10 ng/ mL would be "high enough" to recommend cystoscopy in such a patient?
This last consideration suggests the natural alternative to cut-points, which is the use of predicted probabilities. Biomarker levels, with or without other clinical data, can be converted to probabilities by straightforward statistical methods. These probabilities can then be used in decision making, with patient or physicians choosing their own cut-points depending on personal preferences. Take the example of a marker for bladder cancer recurrence after cystectomy. An older patient with a low tolerance for drug toxicities may require a higher risk of recurrence to justify adjuvant therapy than a younger patient raising a family.
Predictive tools
Traditionally, physician judgment has formed the basis for risk estimation, patient counseling, and decision making. However, clinicians' estimates are often biased due to both subjective and objective confounders [54] [55] [56] [57] . To obviate this problem and to obtain more accurate predictions, researchers have developed predictive tools that are based on statistical techniques 58 . Recently, predictive tools have been introduced to predict the outcome of interest for the individual patient. Predictive tools have been shown to perform better than clinical judgment when predicting probabilities of prostate cancer outcome 57, 59, 60 . Whether this also applies to bladder cancer remains to be studied. That said, physician input is obviously essential in medical decision-making, both for the measurement of variables that are used in the prediction process and for the interpretation and application of tool-derived outcome predictions in clinical practice.
There are a number of types of prediction tools such as Kattan-type nomograms 11, [61] [62] [63] [64] [65] [66] , risk groupings, artificial neural networks (ANNs), probability tables, classification and regression tree (CART) analyses, probability formulas, look-up and propensity scoring tables, and risk-class stratification prediction tools reviewed in 65 ). Prediction tools can be compared based on several criteria: discrimination, calibration (correlation between predicted and observed risk throughout the entire range of predictions), generalizability, level of complexity, adjustment for the effect of competing risks, use of conditional probabilities, and application of decision-analysis. The most important of these considerations are discrimination, calibration, and decision-analysis. 4 A good predictive tool is able to discriminate between patients with or without the outcome of interest. 64 Discrimination is quantified using the area under the curve (AUC) for binary outcomes (e.g., presence or absence of cancer), the c-index for censored data (e.g. recurrence after radical cystectomy), and the Brier score 67 . For both AUC and c-index, 0.5 represents no discriminating ability (coin flip), whereas a value of 1.0 represents perfect discrimination.
While discrimination quantifies the ability of a prediction tool to distinguish between patients, calibration quantifies the accuracy of a prediction for an individual patient. Calibration plots graphically illustrate the relationship between predicted and observed rates of the outcome of interest. Ideally, a well calibrated prediction tool exhibits a 1:1 relationship between predicted and observed rates, resulting in 45 degree slope.
Methods that incorporate clinical consequences are crucial to the evaluation of biomarkers. This type of analysis allows insight into the consequences of using a biomarker in the clinic. 68, 69 Available methods include decision curve analysis which is a method that combines simplicity with efficient computations. [49] [50] [51] [52] In brief, the method is based on the principle that the relative harms of false positives (e.g. unnecessary cystoscopy) and false negatives (e.g. missed cancer) can be expressed in terms of a probability threshold. This threshold probability can be used both to determine whether an individual patient's test result should be defined as positive or negative and to weight the clinical consequences of true and false. Recently, Vickers et al. 70 used decision-analytical methods to prove that using a nomogram 71 to determine referral to adjuvant chemotherapy would lead to better decisions than using stage and nodal status. The decision analytic evaluation should be performed during later stages of research before clinical implementation of the biomarker.
Perspectives
Statistics can be made to prove anything -even the truth.
Author Unknown
Biomarkers have the potential to be used clinically to screen for, diagnose or monitor the activity of diseases and to guide molecular targeted therapy or assess therapeutic response (table 1) . However, discovery experiments have often overemphasized the significance of novel biomarkers, and efforts to further credential such candidates have been rare. Open any journal today and you will find multiple articles on the "next" bladder cancer biomarker. However, very few biomarkers have reached commercial availability and with the exception of cytology none has been widely utilized. This has been due in large part to a lack of effective and efficient strategies to determine which biomarker candidates justify the great investment of time and money required for assay development, optimization and demonstration of analytical robustness. In brief, many of biomarkers lack clinical utility. Demonstration of clinical utility and compliance with regulatory requirements remain formidable, uncertain and costly steps toward the commercialization of novel biomarkers. For a new biomarker to be clinically useful, it has to answer a clinically relevant question and provide information that is not available in a more simple and cost-effective way. Any new biomarker needs to provide a benefit over standard criteria or at least improve their accuracy. Before a biomarker assay can be implemented in the community setting, it needs to address four concepts: "better, easier, faster and cheaper". 23 In this review we have discussed the statistical tools needed for "better". Too often, the newly described biomarker does not have any repercussion in clinical practice despite scientific value and/or validity. For example, many biomarkers are correlated with tumor stage or grade such that measuring the marker does not provide physicians with information that they do not already have.
While an association between a marker and tumor stage may help understand molecular pathways of the disease, it does not influence clinical management. A large concerted effort is required to advance the field of biomarker through systematic discovery, verification, and validation-each step coupled with adequate statistical analysis. Biomarker discovery and development have to shift toward a more organized and industrialized setting similar to that of drug development framework. When these changes occur, we can expect improvements in both screening and development of biomarker, although we should stay aware that very few molecules will make it to the routine clinical practice. In fact, it is most unlikely that a single biomarker will have the single decision as to a diagnosis and/or a prognosis of a particular pathology. It may rather be that a constellation of biomarkers will have more predictive power. [17] [18] [19] There is no doubt that progress will continue based on the collaboration of basic researchers, clinicians and biomedical firms. Number of articles per year based on a PubMed Search using the terms "bladder cancer" AND ("biomarker" OR "molecular marker") published in English language (accessed 12/25/09). Modification of the structured phase-approach to the systematic discovery, evaluation, and validation of biomarkers 23,34 Levels of evidence for grading clinical utility of biomarkers: Tumor Marker Utility Grading System (TMUGS) (reproduced with permission of Hayes et al. 73 ) Table 1 Clinical uses of biomarkers in bladder cancer Challenges to and advances that may facilitate the development of clinically useful bladder cancer biomarkers
CHALLENGES

Biologic factors
• Progressive biologic heterogeneity with transient expression of certain features is a characteristic of tumor cells. Biological heterogeneity is present both among cells within the tumor at a given time and in cells during the development of the tumor from earlier to later points in time. In addition, biomarkers may be affected by therapy and as yet uncharacterized, host factors. Biological heterogeneity includes multiple pathways to the same endpoints and the variable metabolism of biomarkers, including posttranslational trans-modifications.
• Age and the presence of other diseases also introduce variation in biomarker levels between individuals. Other physiologic or pathologic processes may generate biomarker profiles similar to those found in patients with tumor disease states.
• Exogenous substances that affect biomarker presence and concentration. Foods, drugs, and natural alternative therapies are well known interferences.
Clinical pathologic factors
• Requirement to define and standardize more precisely concepts of the biological events against which biomarkers are to be measured (e.g., normal variation, different disease states). New tools for accurate detection of pre-neoplastic neoplasia, micrometastatic spread, and states of early and/or aggressive cancer recurrence need to be developed.
Analytical sensitivity and detection limit
• Assay sensitivity needs to be sufficiently high to allow biomarker quantitation at concentrations that have biologic relevance. Clinical detection and measurement of biomarkers of this type, at worst, could lead to unnecessary investigation and therapy or, at best, unnecessary chronic anxiety for the patient.
• There is a lack of definition of standard procedures, standard reference materials, and quality control schemes necessary to assure accuracy and reproducibility.
• There is a lack of clear guidelines for good manufacturing/laboratory practice and quality control requirements for all phases of biomarker development.
Intellectual property •
Ownership of a biomarker is a key element of its commercialization. Considering the cost of developing and validating a biomarker, no company will invest in a biomarker for which they can not be assured a reasonable return on investment by means of protection of intellectual property. Only a very small fraction of candidate biomarkers demonstrate real clinical utility, such that the demand for return on investment is similar to the drug development models. These issues are well appreciated by bio-industry, and demonstrated by their lack of interest in commercialization of the plethora of candidate biomarkers in the literature.
Health service factor
• It is not sufficient for a tissue biomarker to detect a particular phase of neoplasia. To be successful, the biomarker must also fit within the profile of health service factors with respect to cost-effectiveness, cost benefit, and relative value of biomarker strategy for cancer burden reduction.
FACTORS TO SUPPORT ADVANCES
Defining the biology of bladder cancer and its processes with precision • Enhanced interaction among investigators of different disciplines and institutions.
• Greater appreciation of the biokinetics of both cancer and its biomarkers permitting more dynamic views of how cancers evolve.
Defining host biology: pharmaco-genomics and pharmaco-proteinomics
• Biological profiling does have the prospect of individualizing therapy, maximizing efficacy, and minimizing toxicity. Ideal markers would reflect both cancer activity and individual sensitivity to therapy.
Defining biomarkers and surrogate endpoints
• Need for developing a consensus about definitions that are widely accepted and applied.
Creating guidelines for appropriate clinical employment of each biomarker
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