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Abstract. We describe derivations and automorphisms of infinite
tensor products of matrix algebras. Using this description we show
that for a countable–dimensional locally matrix algebra A over a
field F the dimension of the Lie algebra of outer derivations of A
and the order of the group of outer automorphisms of A are both
equal to |F|ℵ0 , where |F| is the cardinality of the field F.
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1. Introduction and Main Results
We study derivations and automorphisms of countable–dimensional
locally matrix algebras.
Let F be a ground field. Following [10], we call an associative F–
algebra A a locally matrix algebra if for each finite subset of A there
exists a subalgebra B ⊂ A containing this subset such that B ∼=Mn(F)
for some n. We call a locally matrix algebra A unital if it contains a
unit 1.
J. G. Glimm [5] proved that every countable–dimensional unital lo-
cally matrix algebra is uniquely determined by its Steinitz number. In
[2, 3], we showed that this is no longer true for unital locally matrix
algebras of uncountable dimensions.
S. A. Ayupov and K. K. Kudaybergenov [1] constructed an outer
derivation of the countable–dimensional unital locally matrix algebra
of Steinitz number 2∞ and used it as an example of an outer derivation
in a von Neumann regular simple algebra. In [13], H. Strade studied
derivations of locally finite–dimensional locally simple Lie algebras over
a field of characteristic 0.
Recall that a linear map d : A→ A is called a derivation if
d(xy) = d(x)y + xd(y)
1
2 OKSANA BEZUSHCHAK
for arbitrary elements x, y from A.
For an element a ∈ A the adjoint operator
adA(a) : A → A, x 7→ [a, x],
is an inner derivation of the algebra A.
Let Der(A) be the Lie algebra of all derivations of the algebra A and
let Inder(A) be the ideal of all inner derivations. The factor algebra
Outder(A) = Der(A)upslope Inder(A)
is called the algebra of outer derivations of A.
Let Aut(A) and Inn(A) be the group of automorphisms and the
group of inner automorphisms of the algebra A, respectively. The factor
group
Out(A) = Aut(A)upslope Inn(A)
is called the group of outer automorphisms of A.
Along with automorphisms of the algebra A we consider the semi-
group P (A) of injective endomorphisms (embeddings) of A, Aut(A) ⊆
P (A).
In Sec. 2, we consider the Tykhonoff topology on the set Map(A,A)
of all mappings A→ A and prove the following Theorem.
Theorem 1. Let A be a locally matrix algebra.
(1) The ideal Inder(A) is dense in Der(A) in the Tykhonoff topology.
(2) Let the algebra A contains 1. Then the completion of Inn(A) in
Map(A,A) in the Tykhonoff topology is the semigroup P (A). In
particular, Inn(A) is dense in Aut(A).
In Sec. 3, we describe derivations of an infinite tensor product of
matrix algebras.
Let I be an infinite set and let P be a system of nonempty finite
subsets of I. We say that the system P is sparse if
(1) for any S ∈ P all nonempty subsets of S also lie in P,
(2) an arbitrary element i ∈ I lies in no more than finitely many
subsets from P.
Let
(1) A = ⊗i∈I Ai
and all algebras Ai are finite–dimensional matrix algebras over F. For
a subset S = {i1, . . . , ir} ⊂ I the subalgebra
AS : = Ai1 ⊗ · · · ⊗ Air
is a tensor factor of the algebra A.
DERIVATIONS AND AUTOMORPHISMS OF LOCALLY MATRIX ALGEBRAS 3
Let P be a system of nonempty finite subsets of I. Let fS, S ∈ P,
be a system of linear operators A→ A. The sum
(2)
∑
S∈P
fS
converges in the Tykhonoff topology if for an arbitrary element a ∈ A
the set {
S ∈ P | fS(a) 6= 0
}
is finite. In this case, the operator
a 7→
∑
S∈P
fS(a)
is a linear operator. Moreover, if every summand fS is a derivation of
the algebra A then the sum (2) is also a derivation of the algebra A.
Let P be a sparse system. For each subset S ∈ P choose an element
aS ∈ AS. The sum
(3)
∑
S∈P
adA(aS)
converges in the Tykhonoff topology to a derivation of A. Indeed,
choose an arbitrary element a ∈ A. Let
a ∈ Ai1 ⊗ · · · ⊗ Air .
Because of the sparsity of the system P, for all but finitely many subsets
S ∈ P we have{
i1, . . . , ir
}
∩ S = ∅, and therefore adA(aS)(a) = 0.
Let DP be the vector space of all sums (3), DP ⊆ Der(A).
For each algebra Ai, i ∈ I, choose a subspace A
0
i such that
(4) Ai = F · 1Ai +˙ A
0
i
is a direct sum, 1Ai is a unit element of Ai. Let Ei be a basis of A
0
i . For
a subset S = {i1, . . . , ir} of the set I let
ES : = Ei1 ⊗ · · · ⊗ Eir = { a1 ⊗ · · · ⊗ ar | ak ∈ Eik , 1 ≤ k ≤ r }.
and
adA(ES) = { adA(e) | e ∈ ES }.
A description of derivations of the algebra (1) is given by the follow-
ing Theorem.
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Theorem 2. (1) Suppose that the set I is countable. Then
Der(A) =
⋃
P
DP ,
where the union is taken over all sparse systems of subsets of I.
(2) Let I be an infinite (not necessarily countable) set. Let P be a
sparse system of subsets of I. Then the union of finite sets of
operators ⋃
S∈P
adA(ES)
is a topological basis of DP .
In Sec. 4, we prove the analog of the result of H. Strade [13] for
locally finite–dimensional locally simple Lie algebras.
Theorem 3. Let A be a countable–dimensional locally matrix algebra.
Then the Lie algebra Outder(A) is not locally finite–dimensional.
In Sec. 5, we describe automorphisms and unital injective endomor-
phisms of a countable–dimensional unital locally matrix algebra A.
Remark, that by the result of A. G. Kurosh ([10], Theorem 10) the
semigroup P (A) of unital injective homomorphisms is strictly bigger
than Aut(A).
The starting point here is Koethe’s Theorem [9] stating that every
countable–dimensional unital locally matrix algebra A is isomorphic to
a countable tensor product of matrix algebras. Therefore
(5) A ∼= ⊗∞i=1Ai, Ai
∼=Mni(F), i ≥ 1.
Let Hn be the subgroup of the group Inn(A) generated by conjuga-
tions by invertible elements from
⊗i≥n Ai.
Clearly,
Hn ∼= Inn
(
⊗i≥n Ai
)
and
Inn(A) = H1 > H2 > · · · .
For each n ≥ 1 choose a system of representatives of left cosets hHn+1,
h ∈ Hn, and denote it as Xn. We assume that each Xn contains the
identical automorphism.
For an arbitrary sequence of automorphisms ϕn ∈ Xn, n ≥ 1, the
infinite product ϕ = ϕ1ϕ2 · · · converges in the Tykhonoff topology.
Clearly, ϕ ∈ P (A).
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Theorem 4. An arbitrary unital injective endomorphism ϕ ∈ P (A)
can be uniquely represented as
ϕ = ϕ1 ϕ2 · · · ,
where ϕi ∈ Xi for each i ≥ 1.
We call a sequence of automorphisms ϕn ∈ Hn, n ≥ 1, integrable if
for an arbitrary element a ∈ A the subspace spanned by all elements
ϕn ϕn−1 · · · ϕ1(a), n ≥ 1,
is finite–dimensional.
Theorem 5. An injective endomorphism
ϕ = ϕ1 ϕ2 · · · , where ϕn ∈ Hn, n ≥ 1,
is an automorphism if and only if the sequence
(6)
{
ϕ−1n
}
n≥1
is integrable.
Example 1. In each Ai, i ≥ 1, choose an invertible element ai. Let aˆi
be the conjugation automorphism by ai. Then the sequence{
aˆi
−1
}
i≥1
is integrable.
Example 2. Let epq denote a matrix unit. Let Ai ∼= Mni(F), i ≥ 1,
and assume that 1 ≤ p, q ≤ ni so that epq can be thought of as a matrix
unit of Mni(F). Denote
epq(i) = 1⊗ · · · ⊗ 1⊗ epq︸ ︷︷ ︸
i
⊗1⊗ · · · ∈ Ai ⊂ A.
Let
ai = e11(i) e12(i+ 1).
Clearly, a2i = 0. Let φi denote the conjugation by the element (1+ai)
−1.
The sequence
(7)
{
φ−1i
}
i≥1
is not integrable. Hence, φ = φ1φ2 · · · is an injective endomorphism
that is not an automorphism.
Remark 1. This example provides another proof of Theorem 10 [10]
of A. G. Kurosh.
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In Sec. 6, we determine dimensions of Lie algebras Der(A) and
Outder(A) and orders of groups Aut(A) and Out(A), where A is a
countable–dimensional locally matrix algebra.
We denote the cardinality of a set X as |X|. For two sets X and Y
let Map(Y,X) denote the set of all mappings from Y to X. Given two
cardinals α, β and sets X, Y such that |X| = α, |Y | = β we define
αβ = |Map(Y,X)|. As always ℵ0 stands for the countable cardinality.
Theorem 6. Let A = ⊗i∈IAi, where I is an infinite set and each
algebra Ai is a matrix algebra over a field F of the dimension > 1.
Then
(8) dimFDer(A) = dimFOutder(A) = |F ||I|.
Theorem 7. Let A be a countable–dimensional locally matrix algebra
over a field F. Then
(9) dimFDer(A) = dimFOutder(A) = |F |ℵ0.
Remark 2. For many uncountable cardinals |F| we have |F|ℵ0 = |F|.
For example, this is the case when |F| = λµ is a power of cardinals
and µ ≥ ℵ0. If F = F0(z, z−1) is the field of Laurent series over some
field F0, or its algebraic extension, then |F| = |F0|ℵ0 , and therefore
|F|ℵ0 = |F|.
Remark 3. A locally matrix algebra A over a field of zero characteristic
gives rise to the locally finite–dimensional locally simple Lie algebra
L = [A,A]. Moreover, there are embeddings
Der(A) → Der(L), Inder(A) → Inder(L),
Outder(A) → Outder(L),
which imply
dimFOutder(L) ≥ dimFOutder(A).
Therefore, Theorem 7 contradicts Theorem 3.2 from [13].
Theorem 8. Let A be a countable–dimensional locally matrix algebra
over a field F. Then
(10) |Aut(A) | = |Out(A) | = |F|ℵ0.
2. Tykhonoff topology
Let X be an arbitrary set. The set Map(X,X) of mappings X →
X is equipped with the Tykhonoff topology (see [14]). For distinct
elements a1, . . . , an ∈ X and arbitrary elements b1, . . . , bn ∈ X, n ≥ 1,
consider the subset
(11) M(a1, . . . , an; b1, . . . , bn) =
{
f : X → X | f(ai) = bi, 1 ≤ i ≤ n
}
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of Map(X,X). The Tykhonoff topology on Map(X,X) is generated by
all open sets of this type (11).
Thus, for a subset S ⊂ Map(X,X) a mapping f : X → X lies in the
completion S of S if and only if for any n ≥ 1 and for any elements
a1, . . . , an ∈ X there exists a mapping
g : X → X, g ∈ S, such that f(ai) = g(ai), 1 ≤ i ≤ n.
Proof of Theorem 1. (1) It is straightforward that the set of derivations
Der(A) is closed in Map(X,X). It implies that
Inder(A) ⊆ Der(A).
To prove the assertion we need to show that for any derivation d : A→
A and arbitrary elements a1, . . . , an ∈ A there exists an element b ∈ A
such that
[b, ai] = d(ai), 1 ≤ i ≤ n.
Choose a subalgebra B1 ⊂ A such that a1, . . . , an ∈ B1 and B1 ∼=
Mk(F). Then choose a subalgebra B2 ⊂ A such that
B1 + d(B1) ⊆ B2 and B2 ∼=Ml(F).
The vector space B2 is a B1–bimodule and d : B1 → B2 is a bimodule
derivation. Since any bimodule derivation of finite–dimensional matrix
algebras over a field is inner (see [11]) there exists an element b ∈ B2
such that d(a) = [b, a] for all elements a ∈ B1. This proves the part (1)
of the Theorem.
(2) Let A be a unital locally matrix algebra. The set P (A) of unital
injective endomorphisms is closed in the Tykhonoff topology. Hence
Inn(A) ⊆ P (A).
Now, let ϕ : A → A be an injective endomorphism and ϕ(1) = 1.
Let a1, . . . , an ∈ A. As above choose a subalgebra B1 ⊂ A such that
1, a1, . . . , an ∈ B1 and B1 ∼= Mk(F). Then choose another subalgebra
B2 ⊂ A such that
B1 + ϕ(B1) ⊆ B2 and B2 ∼=Ml(F).
By the Skolem–Noether Theorem (see [6, 7]) there exists an invertible
element
a ∈ B2 such that ϕ(x) = a
−1xa for all elements x ∈ B1.
This finishes the proof of the Theorem. 
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3. Derivations of Tensor Products of Matrix Algebras
Recall that I is an infinite set and let A be a tensor product of the
kind (1):
A = ⊗i∈I Ai,
where all algebras Ai are matrix algebras over F, dimFAi > 1. Clearly,
A is a unital locally matrix algebra.
Lemma 1. For any i ∈ I the subalgebra
C = ⊗j 6=i Aj
is the centraliser of the subalgebra Ai in A.
Proof. We have
A = Ai ⊗ F C.
Clearly, C lies in the centraliser of Ai in A. Now, suppose that x ∈ A
and [Ai, x] = {0}. Let
x =
n∑
k=1
ak ⊗ ck, a1, . . . , an ∈ Ai, c1, . . . , cn ∈ C,
and the elements c1, . . . , cn are linearly independent. Then for an
arbitrary element a ∈ Ai we have
n∑
k=1
[a, ak]⊗ ck = 0,
which implies
[a, a1] = · · · = [a, an] = 0.
Hence a1, . . . , an ∈ F · 1Ai and x ∈ C. 
Lemma 2. Let i ∈ I and let d ∈ Der(A). If d(Ai) = {0} then the
subalgebra
C = ⊗j 6=i Aj
is d–invariant.
Proof. We have [Aj , C] = {0}. Hence[
Ai, d(C)
]
⊆ d
([
Ai, C
])
+
[
d(Ai), C
]
= {0}.
By Lemma 1, it implies d(C) ⊆ C. 
Proof of Theorem 2. (1) Let I = {i1, i2, . . .}. Let d ∈ Der(A). Since the
algebra of inner derivations Inder(A) is dense in Der(A), by Theorem
1 (1), it follows that there exists an element a1 ∈ A such that(
d− adA(a1)
)
(Ai1) = {0}.
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There exists a finite subset S1 ⊂ I such that a1 ∈ AS1 . By Lemma 2,
the derivation d− adA(a1) maps the subalgebra
⊗j 6=i1Aj
into itself. Arguing as above, we find a finite subset S2 ⊂ I{i1} and
an element a2 ∈ AS2 such that(
d− adA(a1)− adA(a2)
)
(Ai2) = {0}
and so on. We get a sequence S1, S2, . . . of nonempty finite subsets of
I,
Sn ⊂ I  {i1, . . . , in−1}, n ≥ 2,
and a sequence of elements an ∈ ASn , n ≥ 1, such that
d =
∞∑
n=1
adA(an).
Adding to the subsets S1, S2, . . . all their nonempty subsets, we get a
sparse system P and d ∈ DP . This completes the proof of the part (1)
of the Theorem.
(2) Let I be an infinite, not necessarily countable set. Let P be a
sparse system of finite nonempty subsets of I. Choose a subset S =
{i1, . . . , ir} ∈ P and element ak ∈ Aik , 1 ≤ k ≤ r. Let
ak = γk · 1Aik + a
0
k, where γk ∈ F, a
0
k ∈ A
0
ik
.
Expanding brackets in the tensor
a1 ⊗ · · · ⊗ ar =
(
γ1 · 1Ai1 + a
0
1
)
⊗ · · · ⊗
(
γr · 1Air + a
0
r
)
we get
a1⊗ · · ·⊗ ar ∈ F · 1+
r∑
k=1
1⊗ · · ·⊗A0ik ⊗ · · ·⊗ 1+ · · ·+A
0
i1
⊗ · · ·⊗A0ir .
Hence, the space adA(As) is spanned by⋃
∅ 6=S′⊆S
adA(ES′).
This implies that an arbitrary element from DP can be represented as
a converging sum∑
k
αk adA(ek), where αk ∈ F and {ek}k =
⋃
S∈P
ES.
Now we need to show that∑
k
αk adA(ek) = 0
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implies αk = 0 for all k.
Let S ∈ P, i ∈ S, S0 = S  {i}. An arbitrary element e from ES
can be represented (up to a permutation of tensors) as
e = e′ ⊗ e′′, where e′ ∈ Ei, e
′′ ∈ ES0 .
For an element a ∈ Ai we have [e, a] = [e
′, a]⊗ e′′.
Fix i ∈ I. Let S1, . . . , St be all subsets from P that contain i. Let
S0j = Sj  {i}, 1 ≤ j ≤ t.
If
ek = e
′ ⊗ e′′, where e′ ∈ Ei and e
′′ ∈
t⋃
j=1
ES0j ,
or e′′ = 1 if all Sj = {i}, then we denote αe′,e′′ := αk. For an arbitrary
element a ∈ Ai we have[ ∑
k
αkek, a
]
=
∑
αe′,e′′ [e
′, a]⊗ e′′ = 0,
where the summation runs over all
(e′, e′′) ∈ Ei ×
( t⋃
j=1
ES0j
⋃ {
1
} )
.
Hence [ ∑
e′
αe′,e′′ e
′, a
]
= 0 for any e′′ ∈
t⋃
j=1
ES0j
⋃ {
1
}
.
The element
∑
e′ αe′,e′′e
′ lies in A0i and at the same time it lies in the
center of the algebra Ai. Hence∑
e′
αe′,e′′e
′ = 0
which implies αe′,e′′ = 0. This completes the proof of Theorem 2. 
In what follows we will need the following Lemma.
Lemma 3. Let A be a countable–dimensional locally matrix algebra.
Let 0 6= e ∈ A be an idempotent. Then every derivation of the subalge-
bra eAe extends to a derivation of A.
Proof. Suppose at the first that the algebra A is unital. By the Ko¨the’s
Theorem [9], we can assume that algebra A of the kind (5):
A = ⊗∞i=1Ai
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where each factor Ai is a matrix algebra over F. There exists n ≥ 1
such that e ∈ A1 ⊗ · · · ⊗ An. Replacing the first n factors A1, . . . , An
by one factor A1 ⊗ · · · ⊗An we can assume that e ∈ A1. Then
eAe = eA1e⊗
(
⊗∞j=2 Aj
)
.
Let d ∈ Der(eAe). By Theorem 2 (1), there exists a sparse system P
of nonempty subsets of the set of positive integers such that
d =
∑
S∈P
adeAe(aS), aS ∈ (eAe)S.
We have (eAe)S ⊆ AS. Since the system P is sparse it follows that the
infinite sum ∑
S∈P
adA(aS)
converges in the Tykhonoff topology on Map(A,A) to a derivation that
extends d.
Suppose now that A is a countable–dimensional non unital locally
matrix algebra. There exists a sequence of idempotents e1 = e, e2, . . .
such that
(12) eiAei ⊂ ei+1Aei+1, i ≥ 1, and
⋃
i≥1
eiAei = A.
Let d ∈ Der(eAe). Remark, that for any idempotent e′ ∈ A the sub-
algebra e′Ae′ is a unital locally matrix subalgebra. So, by the unital
case of this Lemma (see above), there exist derivations di ∈ Der(eiAei)
such that di+1 extends di, i ≥ 1, and d1 = d. The derivation
∞⋃
i=1
di ∈ Der(A)
extends the derivation d. 
4. The Lie Algebra of Outer Derivations is Not Locally
Finite–Dimensional
Let N be the set of positive integers and letM∞(F) be the algebra of
all infinite N×N finitary matrices over F, that is matrices that contain
finitely many nonzero entries.
Lemma 4. Let A be a countable–dimensional non unital locally matrix
algebra such that for every idempotent e ∈ A we have dimF eAe < ∞.
Then A ∼= M∞(F).
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Proof. Since the algebra A is countable–dimensional and non unital
there exists a sequence of idempotents e1, e2, . . . such that (12) holds.
We claim that each subalgebra eiAei is isomorphic to a matrix al-
gebra over F. Indeed, since dimF eiAei < ∞ there exists a subalgebra
A′ ⊂ A such that eiAei ⊆ A
′ and A′ is isomorphic to a matrix algebra.
Let
ψ : A′ →Mt(F)
be an isomorphism. Let ni be the range of the matrix ψ(ei) in Mt(F).
Then
eiAei ∼= ψ(ei)Mt(F)ψ(ei) ∼= Mni(F).
Let
idi,i+1 : eiAei → ei+1Aei+1
be the embedding homomorphism, i ≥ 1. It is easy to see that there
exists a sequence of isomorphisms
ϕi :Mni(F)→ eiAei, ni ≥ 1, i ≥ 1,
such that the embeddings
ϕ−1i+1 ◦ idi,i+1 ◦ ϕi of Mni(F) into Mni+1(F)
is diagonal, that is
a→
(
a 0
0 0
)
, a ∈Mni(F).
The algebra A is isomorphic to the direct limit of matrix algebras
Mni(F) with diagonal embeddings, that is, to M∞(F). 
Proof of Theorem 3. Suppose at the first that the algebra A is unital.
Then by the Ko¨the’s Theorem [9], the algebra A of the kind (5). We
will assume that
A = ⊗∞i=1Ai, Ai
∼=Mni(F), i ≥ 1, ni ≥ 2.
The algebras Ai are embedded in A via
ui : a 7→ 1⊗ · · · ⊗ 1⊗ a︸ ︷︷ ︸
i
⊗1 ⊗ · · · , a ∈ Ai.
Let
epq(i) := ui(epq), 1 ≤ p, q ≤ ni,
denote the image of the matrix unit epq ∈ Ai ∼= Mni(F). Since the
images of Ai and Aj , i 6= j, commute in A, we have
[ epq(i), ers(j) ] = 0 for i 6= j.
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Consider the following derivations of the algebra A :
z =
∞∑
i=1
ad
(
e12(i)e11(i+ 1)
)
∈ ad(A[1,2]) + ad(A[2,3]) + · · ·
and
yk =
∞∑
j=1
ad
(
e12(j) · · · e12(j + k − 1)
)
∈ ad(A[1,k]) + ad(A[2,k+1]) + · · · ,
where k ≥ 1 and [t, l] is the integer segment, [t, l] = {t, t + 1, . . . , l},
1 ≤ t ≤ l.
We claim that [z, yk] = yk+1 for any k ≥ 1. Indeed,
[z, yk] =
∑
i,j
[
ad
(
e12(i)e11(i+ 1)
)
, ad
(
e12(j) · · · e12(j + k − 1)
) ]
=
∑
i,j
ad
(
[ e12(i)e11(i+ 1), e12(j) · · · e12(j + k − 1) ]
)
.
If {i, i+1}∩{j, . . . , j+k−1} = ∅ then each factor of e12(i)e11(i+1)
commutes with each factor of e12(j) · · · e12(j + k − 1).
If i ∈ {j, . . . , j + k − 1} then
e12(i)e11(i+ 1) · e12(j) · · · e12(j + k − 1) =
e12(j) · · · e12(j + k − 1) · e12(i)e11(i+ 1) = 0
since e12(i)
2 = 0.
It remains to consider only one case: j = i+ 1. We have
e12(i)e11(i+ 1) · e12(i+ 1) · · · e12(i+ k) = e12(i)e12(i+ 1) · · · e12(i+ k).
Multiplying these elements in the other order we get
e12(i+ 1) · · · e12(i+ k) · e12(i)e11(i+ 1) = 0
since e12(i+ 1)e11(i+ 1) = 0. Finally,
[z, yk] =
∞∑
i=1
ad
(
[ e12(i)e11(i+ 1), e12(i+ 1) · · · e12(i+ k) ]
)
=
∞∑
i=1
ad
(
e12(i)e12(i+ 1) · · · e12(i+ k)
)
= yk+1.
The Lie subalgebra of Der(A) generated by elements z and y1 con-
tains all elements yk, k ≥ 1.
Let us show that derivations yk, k ≥ 1, are linearly independent
modulo Inder(A). Recall that in each algebra Ai we choose a subspace
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A0i so that (4) holds. Choose a subspace A
0
i containing e12(i) and a
basis Ei in A
0
i such that e12(i) ∈ Ei. Then
e12(i) · · · e12(i+ k − 1) ∈ E[i, i+k−1].
Suppose that α1y1 + · · · + αkyk ∈ Inder(A) and α1, . . . , αk ∈ F. Then
there exists p ≥ 1 such that
α1y1 + · · ·+ αkyk ∈ adA(A[1, p]).
Without loss of generality, we will assume that k ≤ p.
Consider a sparse system P that consists of intervals [i, i + p − 1],
i ≥ 1, and all their nonempty subsets. Let E denote the topological
basis of the vector space DP that corresponds to bases Ei of subspaces
A0i ; see Theorem 2 (2). We have
(13) α1y1 + · · ·+ αkyk =
∑
1≤j≤k, 1≤i<∞
αjadA
(
e12(i) · · · e12(i+ j − 1)
)
.
The operators adA(e12(i) · · · e12(i+ j − 1)) are distinct elements of the
basis E. If at least one coefficient αj, 1 ≤ j ≤ k, is not equal to
0, then the sum (13) contains infinitely many basis elements from E
with nonzero coefficients. Hence, it can not be equal to a finite linear
combination of basic elements from E. Every element from adA(A[1,p])
is a finite linear combination of basis elements. Therefore α1 = 0, . . . ,
αk = 0. This proves the claim.
We showed that the Lie subalgebra of Der(A) generated by deriva-
tions z and y1 is infinite–dimensional module Inder(A). This completes
the proof of the Theorem in the case when the algebra A is unital.
Now, let A be a countable–dimensional non unital locally matrix
algebra. Suppose that there exists an idempotent e ∈ A such that the
unital algebra eAe is infinite–dimensional. We have shown that there
exist derivations z and y1 of the algebra eAe such that the derivations
yk =
[
z, [z, . . . , [z︸ ︷︷ ︸
k−1
, y1] . . .]
]
, k ≥ 1,
are linearly independent module Inder(eAe).
By Lemma 3, there exist derivations z˜, y˜1 ∈ Der(A) that extend z
and y1 respectively. Let us show that the derivations
y˜k =
[
z˜, [z˜, . . . , [z˜︸ ︷︷ ︸
k−1
, y˜1] . . .]
]
, k ≥ 1,
are linearly independent module Inder(A).
Suppose that
d = α1y˜1 + · · ·+ αny˜n ∈ Inder(A), α1, . . . , αn ∈ F.
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We will show that in this case α1y1 + · · · + αnyn ∈ Inder(eAe). The
derivation y˜i extends the derivation yi. Hence, the subalgebra eAe is
invariant with respect to d. Since d ∈ Inder(A) then there exists an
element u ∈ A such that d(x) = [u, x] for an arbitrary element x ∈ A.
Consider the Peirce decomposition
u = eue+ (1− e)ue+ eu(1− e) + (1− e)u(1− e),
where 1 is a formal unit. For an arbitrary element x ∈ eAe we have
[u, x] = [eue, x] + (1− e)uex− xeu(1− e).
The inclusion [u, x] ∈ eAe implies [u, x] = [eue, x].
We showed that the restriction of the derivation d to eAe is an inner
derivation. Hence
α1y1 + · · ·+ αnyn ∈ Inder(eAe),
which implies α1 = · · · = αn = 0.
By Lemma 4, if for an arbitrary idempotent e ∈ A the subalgebra
eAe is finite–dimensional, then A ∼=M∞(F). Thus, it remains to verify
that the Lie algebra of outer derivations Outder(M∞(F)) is not locally
finite–dimensional.
Infinite matrices
z =
∞∑
i=1
e2i, 2i+2 and yk =
∞∑
i=1
e2i, 2i+2k−1, k ≥ 1,
are not finitary, but
[ z,M∞(F) ] ⊆M∞(F) and [ yk,M∞(F) ] ⊆M∞(F), k ≥ 1.
We have [z, yk] = yk+1, k ≥ 1. The subalgebra generated by derivations
ad(z), ad(y1) ∈ Der(M∞(F)) contains all derivations ad(yk), k ≥ 1. It is
easy to see that the derivations ad(yk), k ≥ 1, are linearly independent
modulo Inder(M∞(F)). It completes the proof of Theorem 3. 
5. Automorphisms and Unital Injective Endomorphisms
Proof of Theorem 4. Let ϕ : A → A be an injective endomorphism of
the countable–dimensional unital locally matrix algebra algebra (5),
ϕ(1) = 1. There exists a finite subset S1 ⊂ N such that ϕ(A1) ⊆ AS1.
Applying the Skolem–Noether Theorem (see [6, 7]), as we did in the
proof of Theorem 1 we find an invertible element a1 ∈ AS1 such that
ϕ(x) = a−11 xa1 for all elements x ∈ A1.
Let aˆ1 be the automorphism of conjugation by the element a1. So,
aˆ1 ∈ H1. Let ϕ1 ∈ X1 be a representative of the coset aˆ1H2. The
embedding ψ1 = ϕ
−1
1 ϕ fixes all elements in the subalgebra A1.
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For an arbitrary element a ∈ ⊗j≥2Aj we have
{0} = ψ1([A1, a]) = [ψ1(A1), ψ1(a)] = [A1, ψ1(a)].
Hence, the element ψ1(a) lies in the centralizer of A1. By Lemma 1,
ψ1(a) ∈ ⊗j≥2 Aj.
We showed that ψ1 is an embedding of the algebra ⊗j≥2 Aj into itself.
Arguing as above, we find an automorphism ϕ2 ∈ X2 such that
ϕ−12 ψ1 fixes all elements in the subalgebra A2, and so on. As a result,
we represent ϕ as an infinite product
ϕ = ϕ1 ϕ2 · · · , ϕi ∈ Xi, i ≥ 1.
Now suppose that
ϕ1 ϕ2 · · · = ϕ
′
1 ϕ
′
2 · · · , where ϕ
′
i ∈ Xi, i ≥ 1.
Applying both sides to elements from A1, we see that
ϕ1
∣∣
A1
= ϕ ′1
∣∣
A1
.
Let ϕ1, ϕ
′
1 be conjugations by invertible elements a, b respectively.
Then the element a−1b lies in the centralizer of A1, hence in ⊗j>1 Aj.
So, ϕ−11 ϕ
′
1 ∈ H2 and ϕ1 = ϕ
′
1. This implies
ϕ2 ϕ3 · · · = ϕ
′
2 ϕ
′
3 · · · .
Arguing as above, we see that ϕ2 = ϕ
′
2, ϕ3 = ϕ
′
3 and so on. 
Proof of Theorem 5. Suppose that the sequence of automorphisms (6)
is integrable. Then for an arbitrary positive integer p ≥ 1 the subspace
spanned by
ϕ−1i · · ·ϕ
−1
1 (Ap), i ≥ 1,
is finite–dimensional. Hence, there exists positive integer q ≥ 1 such
that
ϕ−1i · · ·ϕ
−1
1 (Ap) ⊆ A[1, q] for any i ≥ 1.
This inclusion is equivalent to
Ap ⊆ ϕ1 · · ·ϕi
(
A[1, q]
)
, i ≥ 1.
For i = q we have
ϕ1 · · ·ϕq(A[1, q]) = ϕ(A[1, q]),
and therefore
Ap ⊆ ϕ(A[1, q]).
We showed that the injective endomorphism ϕ is surjective, hence an
automorphism.
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Now suppose that the injective endomorphism ϕ is surjective. Then
for an arbitrary p ≥ 1 there exists q ≥ 1 such that
A[1, p] ⊆ ϕ(A[1, q]) = ϕ1 · · ·ϕi(A[1, q]) for i ≥ q.
Hence
ϕ−1i · · ·ϕ
−1
1 (A[1, p]) ⊆ A[1, q] for i ≥ q.
It implies that the subspace spanned by
ϕ−1i · · ·ϕ
−1
1 (A[1, p]), i ≥ 1,
is finite–dimensional, hence the sequence (6) is integrable. 
Proof of Example 1. For an arbitrary subalgebra Ai1 ⊗ · · · ⊗Air of the
algebra A and an arbitrary positive integer j ≥ 1 we have
aj · · · a1(Ai1 ⊗ · · · ⊗ Air)a
−1
1 · · ·a
−1
j = Ai1 ⊗ · · · ⊗ Air .
In particular, the subspace spanned by
aˆj
−1 · · · aˆ1
−1(Ai1 ⊗ · · · ⊗Air), j ≥ 1,
is finite–dimensional and the sequence aˆi
−1, i ≥ 1, is integrable. 
Proof of Example 2. Recall that ai = e11(i)e12(i + 1) and the auto-
morphism φi is a conjugation by (1 + ai)
−1, i ≥ 1. Let a0 = e12(1).
Obviously, (1 + ai)
−1 = 1 − ai for i ≥ 0. We claim that the sequence
(7) is not integrable. We will use induction on i to prove that
(14) (1 + ai) · · · (1 + a1)e12(1)(1 + a1)
−1 · · · (1 + ai)
−1 =
e12(1) + e12(1)e12(2) + · · ·+ e12(1)e12(2) · · · e12(i+ 1).
For i = 0 the assertion is obvious. Consider the element
(
1 + ai+1
) ( i+1∑
k=1
e12(1) · · · e12(k)
) (
1− ai+1
)
.
For an arbitrary k, 1 ≤ k ≤ i+ 1, we have
ai+1e12(1) · · · e12(k)ai+1 =
e11(i+ 1)e12(i+ 2)e12(1) · · · e12(k)e11(i+ 1)e12(i+ 2) = 0,
since
e12(i+ 2)
2 = 0.
Hence
(1 + ai+1)
( i+1∑
k=1
e12(1) · · · e12(k)
)
(1− ai+1) =
i+1∑
k=1
e12(1) · · · e12(k) +
[
ai+1,
i+1∑
k=1
e12(1) · · · e12(k)
]
.
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Since elements from different tensor factors commute, we get for 1 ≤
k ≤ i [
e11(i+ 1)e12(i+ 2), e12(1) · · · e12(k)
]
= 0.
For k = i+ 1[
e11(i+ 1)e12(i+ 2), e12(1) · · · e12(i)e12(i+ 1)
]
=
e12(1) · · · e12(i)
[
e11(i+ 1), e12(i+ 1)
]
e12(i+ 2) =
e12(1) · · · e12(i+ 2).
So, (14) holds. Since the elements e12(1) · · · e12(i), i ≥ 1, are linearly
independent in the algebra A, we conclude that the subspace spanned
by the elements
φi · · ·φ1(e12(1)) =
(1 + ai) · · · (1 + a1)e12(1)(1 + a1)
−1 · · · (1 + ai)
−1, i ≥ 1,
is infinite–dimensional. Hence, the sequence (7) is not integrable.
By Theorem 5, the injective endomorphism φ = φ1φ2 · · · is not sur-
jective. Hence, the subalgebra B = φ(A) is isomorphic to A andB $ A.
This is another proof of Theorem 10 from [10]. 
In the next chapter we will use the following Lemma.
Lemma 5. Let A be a countable–dimensional locally matrix algebra.
Let e ∈ A be an idempotent. Then every automorphism of eAe extends
to an automorphism of A.
Proof. At first, let us assume that the algebra A is unital. Let ϕ be an
automorphism of the subalgebra eAe. If the automorphism ϕ is inner
then there exists an invertible element xe in the subalgebra eAe such
that
ϕ(a) = x−1e axe for all elements a ∈ eAe.
In this case, the element x = xe+(1−e) is invertible in A. The automor-
phism of conjugation a 7→ x−1ax, a ∈ A, extends the automorphism ϕ.
Let ϕ not be an inner automorphism. Then choose subalgebras A1 ⊆
A2 ⊂ A such that 1, e ∈ A1 and A1 ∼=Mm(F) for some m ≥ 1, and
ϕ(eA1e) ⊆ eA2e and A2 ∼= Mn(F) for some n ≥ 1.
Let ϕ′ := ϕ|eA1e be the restriction of ϕ to the subalgebra eA1e, so that
ϕ′ : eA1e→ ϕ(eA1e), and ϕ
′ : e 7→ e.
By the Skolem–Noether Theorem (see [6, 7]) there exists an invertible
element xe ∈ eA2e such that
ϕ′(a) = x−1e axe for all elements a ∈ eA1e.
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Now, let us consider the automorphism
ψ′ : eAe→ eAe, a 7→ x−1e axe.
As we have shown above, the inner automorphism ψ′ of the subalgebra
eAe extends to some automorphism ψ of the algebra A. So, it is suffi-
cient to show that the automorphism ψ′−1 ◦ ϕ ∈ Aut(eAe) extends to
some automorphism ϕ˜ of A. Then the automorphism ϕ extends to the
automorphism ψ ◦ ϕ˜ of A.
Let ϕ1 := ψ
′−1 ◦ ϕ. The composition ϕ1 leaves every element from
eA1e fixed. Let C be the centralizer of the subalgebra A1 in A. Then
A = A1 ⊗F C and eAe = eA1e⊗F C.
Since the subalgebra e⊗F C is the centralizer of eA1e in eAe it follows
that e ⊗F C is invariant with respect to ϕ1. Hence, there exists an
automorphism θ ∈ Aut(C) such that
ϕ1(a⊗ c) = a⊗ θ(c) for arbitrary elements a ∈ eAe, c ∈ C.
Now, the automorphism
ϕ˜ : A→ A, ϕ˜(a⊗ c) = a⊗ θ(c), a ∈ A1, c ∈ C,
extends ϕ1.
We have proved the Lemma in the case when the algebra A is unital.
Now suppose that the algebra A is not unital. Then there exists a
sequence of idempotents ei ∈ A, i ≥ 1, such that
e1 = e, e1Ae1 ⊂ e2Ae2 ⊂ · · · and
⋃
i≥1
eiAei = A.
By what we proved above, there exists a sequence of automorphisms
ϕi ∈ Aut(eiAei), ϕ1 = ϕ and ϕi+1
∣∣
eiAei
= ϕi.
The union
ϕ˜ =
⋃
i≥1
ϕi
is an automorphism of A that extends ϕ. 
6. Dimensions of Lie Algebras of Derivations and Orders
of Groups of Automorphisms
In the proofs of Theorems 6, 7 we will use the following nontrivial
Theorem from Linear Algebra, that is due to P. Erdo¨s and I. Kaplan-
skiy; see [8]1.
Let V be a vector space over a field F of infinite dimension d. Let
V ∗ be the dual space, that is the space of all functionals V → F.
1The author is grateful to V. V. Sergeichuk for this reference
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Theorem 9 (P. Erdo¨s, I. Kaplanskiy).
dimF V
∗ = |F |d.
Proof of Theorem 6. Consider the vector space Lin(A) of all linear
transformations A→ A. Obviously,
dimFDer(A) ≤ dimF Lin(A) ≤ |Lin(A)|.
The dimension of the algebra A is equal to |I|. The cardinality of the
set Lin(A) does not exceed the cardinality of all (I × I)-matrices over
the field F, the latter being equal to
|Map(I × I,F)| = |F||I×I| = |F||I|,
since |I|2 = |I|; see [12]. We proved that
dimFDer(A) ≤ |F||I|.
For an arbitrary index i ∈ I choose an element 0 6= ai ∈ A
0
i . Let P
be the system of all one–element subsets of I. Clearly, the system P is
sparse.
For an arbitrary mapping f : I → F consider the derivation
df =
∑
i∈I
f(i) adA(ai) ∈ DP .
By Theorem 2 (2), the mapping f → df is an embedding of the
vector space Map(I,F) into the vector space Der(A). By the Erdo¨s–
Kaplanskiy Theorem (see Theorem 9) we have
dimFMap(I,F) = |F||I|.
Hence
|F||I| ≤ dimFDer(A), and finally dimFDer(A) = |F||I|.
The dimension of the Lie algebra Inder(A) is equal to |I|, |I| < |F||I|.
This implies that the equality (8) holds. 
Proof of Theorem 7. Let A be a countable–dimensional locally matrix
algebra over a field F. Assume at first, that the algebra A is unital.
Then by the Ko¨the’s Theorem [9], the algebra A is isomorphic to a
countable tensor product of finite–dimensional matrix algebras. Now,
the Theorem immediately follows from Theorem 6.
Suppose now that the algebra A is not unital. As above,
dimFDer(A) ≤ dimF Lin(A) ≤ |Lin(A)| = |F|ℵ0.
Let e be an idempotent of the algebra A such that the subalgebra
eAe is infinite–dimensional. By Lemma 3, every derivation of the sub-
algebra eAe extends to a derivation of the algebra A. The algebra eAe
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is countable–dimensional and unital. From what we proved above, it
follows that
|F|ℵ0 = dimFDer(eAe) ≤ dimFDer(A).
We proved that in this case
dimFDer(A) = |F|ℵ0.
Now, it remains only to consider the case when dimF eAe < ∞ for
all idempotents e ∈ A. By Lemma 4, in this case A ∼= M∞(F). For an
arbitrary mapping f : N→ F consider the infinite diagonal matrix
df = diag(0, f(1), f(2), . . .).
The matrix df is not necessarily finitary, but
[df ,M∞(F)] ⊆M∞(F).
Hence,
adM∞(F)(df) : x 7→ [df , x],
is a derivation of the algebra M∞(F). The mapping
f → adM∞(F)(df)
is an embedding of vector spaces
Map(N,F)→ Der(M∞(F)).
By the Erdo¨s–Kaplanskiy Theorem (see Theorem 9),
dimFMap(N,F) = |F|ℵ0.
Hence
|F|ℵ0 ≤ dimFDer(M∞(F)).
We proved that
dimFDer(M∞(F)) = |F|ℵ0.
Since the Lie algebra Inder(A) is countable–dimensional and ℵ0 < |F|ℵ0,
it follows that
dimFOutder(M∞(F)) = |F|ℵ0.

Proof of Theorem 8. As above, we start with the case when the algebra
A is unital. So,
A ∼= ⊗∞i=1 Ai, Ai
∼=Mni(F), ni ≥ 2, i ≥ 1.
Let
PGL(ni,F) = GL(ni,F)upslopeF∗
22 OKSANA BEZUSHCHAK
denote the projective linear group. Consider the set F of mappings
f : N→
∞⋃
i=1
PGL(ni,F)
such that f(i) ∈ PGL(ni,F) for all i ∈ N. It is easy to see that |F| =
|F| ℵ0. For an invertible element a ∈ A let aˆ denote the automorphism
of conjugation by a. In Example 1, we showed that the sequence of
inner automorphism ˆf(i)
−1
, i ≥ 1, is integrable. Hence by Theorem 5,
the infinite product
ϕf = ˆf(1) ˆf(2) · · ·
is an automorphism of the algebra A.
Let us show that the mapping f → ϕf is injective. Let f, g ∈ F and
ϕf = ϕg. Applying automorphisms ϕf , ϕg to A1, we see that
ˆf(1)
∣∣
A1
= ˆg(1)
∣∣
A1
.
Hence f(1) = g(1). Therefore ˆf(2) ˆf(3) · · · = ˆg(2) ˆg(3) · · · . Applying
both sides to A2, we get f(2) = g(2) and so on. So, |Aut(A)| ≥ |F|ℵ0.
On the other hand,
|Aut(A)| ≤ |Lin(A)| = |F|ℵ0 .
We proved that for a unital algebra A |Aut(A)| = |F|ℵ0.
Now, let the algebra A be not unital. Suppose that A contains an
idempotent e such that dimF eAe = ℵ0. The algebra eAe is unital.
Hence by what we proved above and by Lemma 5,
|F|ℵ0 = |Aut(eAe)| ≤ |Aut(A)| ≤ |Lin(A)| = |F|ℵ0,
which implies |Aut(A)| = |F| ℵ0.
It remains to consider the case, when dimF eAe < ∞ for all idem-
potents e ∈ A. By Lemma 4, A ∼= M∞(F). For an arbitrary mapping
f : N→ F consider the invertible infinite matrix
af = Id +
∞∑
i=1
f(i)e2i−1, 2i,
where Id is the identity (N×N)-matrix and ei,j are matrix units. The
matrices af are not finitary but
a−1f M∞(F)af =M∞(F).
Let aˆf denote the automorphism of conjugation by af . The mapping
f 7→ aˆf ∈ Aut(M∞(F))
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is injective since
a−1f e1,2i−1af = e1,2i−1 + f(i)e1,2i for i ≥ 1.
Hence
|F|ℵ0 = |Map(N,F)| ≤ |Aut(M∞(F))| ≤ |LinF(A)| = |F|ℵ0.

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