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Abstract
The importance of community resilience has been demonstrated by the large
amount of human and economic losses from hazard events worldwide. The ability
of a community to be able to recover from an event of this nature is essential for
the continuity of its normal activities. Mitigation which is related with actions
taking prior to a hazard event aim to decrease future consequences. Structural
retrofitting is one way to diminish damage to buildings in case of an earthquake.
A Mitigation Resource Allocation (MRA) multi-objective optimization problem
that decides which buildings to retrofit taking into account two objectives direct
economic loss and population dislocation is studied. The case study is Shelby
County, Tennessee. From literature, two population dislocation models are se-
lected. Since it is not possible to determine that one population dislocation model
is better than the other. The aim of this thesis is to explore the implications of




In 2018, the three most devastating natural disaster events were Hurricane Michael,
Hurricane Florence, and the Western Wildfires-California Firestorm. Each of
these three events had an estimated cost of $25 billion [2]. The amount of loss
during these events demonstrates the importance of community resilience. The
term resilience is defined in the Presidential Policy Directive 21 (PPD-21) [3] as
"the ability to prepare for and adapt to changing conditions and withstand and
recover rapidly from disruptions". PPD-21 gives directives to strengthen the se-
curity and resilience of its own critical infrastructure against both physical and
cyber threats.
Natural hazards cannot be stopped; therefore, researchers and community lead-
ers have invested in understanding and improving emergency management. Typ-
ically, the four phases of emergency preparedness are mitigation, preparedness,
response, and recovery [4]. Mitigation is related with actions taken to diminish or
limit the long-term damage to inhabitants and physical infrastructure. A report
on the Northridge Earthquake of 1994 pointed out buildings built after 1976 were
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more resistant due to the upgrade in the building code [5]. This implies that it
is possible to decrease hazard damages by improving structures.
Mitigation Resource Allocation (MRA) are problems where limited resources are
allocated prior to a disruptive event in order to diminish the effects of the dis-
ruption. Models for different scenarios have been developed as in [6, 7, 8, 9, 10].
This work is an extension of the work performed by Zhang et al. [9] and Snelling
[10]. Zhang et al. developed an earthquake MRA model for Centerville, a vir-
tual community testbed [11], by using structural retrofitting with the objective of
minimizing population dislocation and economic loss. They used a linear popula-
tion dislocation function [12]. Snelling extended their work by using a nonlinear
population dislocation [13, 14] for the same case study.
This thesis will develop two multi-objective MRA models for an earthquake sce-
nario in Shelby County, Tennessee. The two objectives under consideration in
both models are direct economic loss and population dislocation. Based on the
existing literature, it is not possible to determine that one population dislocation
model is better than the other. The first is based on an Ordinary Least Squares
(OLS) regression, whereas the second is product of a logistic regression model and
is thus a nonlinear function, providing probabilities that a building will dislocate.
This thesis will conduct a rigorous, quantitative analysis of these two functions
and in particular, the implications of the resulting Pareto fronts and solutions for
the MRA decision support.
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This thesis is structured as follows. Chapter 2 is the background that summa-
rizes previous research. Chapter 3 describes the mathematical formulation and
approach to solve. Chapter 4 describes the case study. Chapter 5 discusses
the results obtained of applying the described methodology. Finally, Chapter 6





An important consequence of a natural hazard is population dislocation, which
takes into account "the residents (that) stay away from their homes after the
disaster event for at least some period of time" [14]. The first widely used popu-
lation dislocation model was developed by the Federal Emergency Management
Agency, inside their HAZUS system [14]. This system is able to calculate poten-
tial losses from different natural hazards such as earthquakes, floods, hurricanes,
and tsunamis. This model for population dislocation assumes that it is only
affected by building structural damage and housing type. However, this model
lacks other important factors.
In [15], a study of migration after Hurricane Andrew provided evidence of the
struggle of Black households to relocate. Lindell and Prater [16] states that
the impacts of natural hazards varies according to socioeconomic characteristics,
e.g. homes of lower income households are more prone to be destroyed due to
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lower quality construction materials and methods. In [17], for the Wilkes-Barre
flood case study it was found that upper-middle class were more likely to leave
their homes after the event than other classes. Models developed later took
into account these characteristics. These models are include an OLS regression
approach [12] and a logistic regression approach [13, 14].
The OLS regression takes into account factors at the block group level: loss
due to building damage, percentage of Black population, percentage of vacant
units, median household income, and percentage of housing units with 1 detached
dwelling unit. Documentation is scarce about the data used and statistics of the
model.
The logistic regression model uses certain factors at the individual building level:
loss due to building damage and a dummy variable for the residential structure
type. Additionally, the logistic regression model includes block group level factors
associated with percentage of Black and Hispanic population. Data related to
1992 Hurricane Andrew was used as input for this logistic model and the logistic
model has a Nagelkerke R-square of 0.205 and certain limitations. The first
limitation is the source of the data, it comes a major disaster, caution should
be taken when applying to events of minor to moderate severity. Second, the
model was developed from socioeconomic and demographic data from Miami-
Dade County. Third, there are other factors that influence population dislocation
such disaster type, weather, infrastructure disruption and job loss which are not
considered in their study.
The mathematical details of these population dislocation models are explained in
Section 3.3.3. The linear regression and logistic regression models for population
dislocation are used as one of the objectives in the MRA models developed for
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the case study of this thesis.
2.2. Mitigation resource allocation optimization
models
Models to reduce the possible impact of natural hazards in the mitigation phase
have been already developed. Shah et al. [6] developed a MRA model using Inte-
ger Programming and applied it to a small case study based on fifteen buildings
taken from Standford University’s database. They use 4 retrofit alternatives for
each building: do nothing, retrofit to reach life safety level, retrofit to reach dam-
age control level, and building replacement. They used a single objective that
minimizes global cost, i.e. the total cost of intervention and future consequences.
Jennings et al. [7] performed a multi-objective optimization model for retrofit
strategy of wood frame buildings to minimize initial cost, economic loss, number
of deaths, and recovery time. The weighted sum method was used to aggregate
the objectives in a single value. The retrofit policy was obtained by using a
genetic algorithm and was solved for Los Angeles County California with 5000
buildings.
Dodo et al. [8] developed a linear programming model for a mitigation earthquake
analysis through a period of time . They developed an application for 10 census
tracts in Los Angeles County. Their objective minimized the total mitigation
expenditure as well as the expected post-earthquake reconstruction cost. They
analyzed the trade-off between investing in mitigation or reconstruction.
Zhang et al. [9] developed a MRA multi-objective optimization model using
structural retrofit in the virtual city of Centerville. They used four code levels of
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retrofitting. Two objectives were minimized: direct economic loss and population
dislocation. For the second objective, they used a linear function [12]. To solve
this problem they used the ε-constraint method. This method is explained in
detail in Section 3.1.2. Snelling [10] made an extension of Zhang et al. by using
the nonlinear population dislocation for the same case scenario.
The present thesis will be applied to a real case scenario in Shelby county, Ten-
nessee. The two population dislocation discussed in Section 2.1 will be used in




3.1. Multi-objective optimization algorithms
3.1.1 Multi-objective optimization
Multi-objective optimization problems deal with conflicting objectives, i.e. there
is a trade-off between the objectives. Indeed, for the case of maximizing two
objectives, while one objective increases the other decreases. Due to this fact,
there is no unique global solution but rather a set of solutions.
In general, we are interested in the following mathematical problem:
minimize/maximize: fm(x), m=1, 2, . . . ,M ;
subject to: gj(x) ≥ 0 , j=1, 2, . . . , J ;
hk(x) ≥ 0 , k=1, 2, . . . , K;
x
(L)
i ≤ xi ≤ x
(U)
i , i=1, 2, . . . , n;
A solution x is a vector of n decision variables : x = (x1, x2, . . . , xn)T
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Where there are M objective functions fm(x) = (f1(x), f2(x), . . . , fM(x)) to
be minimized/maximized. Furthermore, the problem is subject to J inequality
constraints and K equality constraints. Additionally, each variable xi has a lower
bound x(L)i and upper bound x
(U)
i .
A solution that satisfies all constraints and variable bounds is called a feasible
solution. The set of all feasible solutions S is called the feasible region (also
named search space). The objective space is constituted by the possible values
of the M objective functions for all solutions in S.
Domination
According to [1], a solution x(1) is said to dominate another solution x(2) if both
condition 1 and 2 below are true:
Condition 1: x(1) is no worse than x(2) for all objectives.
Condition 2: x(1) is strictly better than x(2) in at least one objective.
The mathematical notation for x(1) dominates x(2) is: x(1)  x(2).
Non-dominated set:
According to [1], among a set of solutions P , the non-dominated set of solutions
P ′ are those that are not dominated by any member of the set P .
Globally Pareto-optimal set:
According to [1], the globally Pareto-optimal set is the non-dominated set of the
entire feasible search space S. It is often referred as Pareto-optimal set.
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Pareto-optimal front:
According to [1], the curve formed by joining the globally Pareto-optimal solutions
is known as a Pareto-optimal front. It is often referred as Pareto front.
Pareto set approximation:
Due to the stochastic nature of evolutionary algorithms, the solutions will be near
or around the Pareto-optimal set. Therefore, the obtained solutions are referred
to as the Pareto set approximation.
3.1.2 Solution methods
Deb [1] called the non-evolutionary algorithms for multi-objective optimization
problems classical methods. The classical methods use a single solution update in
every iteration and primarily use a deterministic transition rule. The classification
of these methods according to [18] is as follows:
• No-preference methods: the opinion of the decision maker is not taken into
consideration.
• Posteriori methods: use preference information of each objective and itera-
tively generate a set of Pareto-optimal solutions.
• A priori methods: Preference information of each objective is used and
usually one preferred Pareto-optimal solution is found.
• Interactive methods: use preference information progressively.
10
In [1], the author stated the difficulties with classical methods: dependence on the
initial iteration for the optimal solution which results sometimes in local optimum,
inefficiency with discrete search space, and the fact that parallel machine cannot
be effectively used.
ε-constraint Method
The ε-constraint is a posteriori method which optimizes one of the objectives and
keeps the remaining M-1 objectives within user-specified values.
The ε-constraint method has the advantage of being able to deal with problems
of convex and nonconvex objective spaces alike.
A description of a minimization problem using ε-constraint method is as follows:
Minimize: fµ(x)
subject to: fm(x) ≤ εm, m=1, 2, . . .,M and m 6= µ
gj(x) ≥ 0 , j=1, 2, . . . , J ;
hk(x) = 0, k=1, 2, . . . , K;
x
(L)
i ≤ xi ≤ x
(U)
i , i=1, 2, . . . , n;
The function to be minimized is fµ. The parameter εm represents an upper bound
for the rest of the functions fm. Appropriate values for εm should be used. Similar
to the general formulation, the problem is subject to J inequality constraints and
K equality constraints. Similarly, the variables have upper and lower bounds.
NSGA-II
Multi-objective evolutionary algorithms (MOEA) can be subdivided in non-elitist
and elitist algorithms. Eliticism consists in promoting the best individual of a
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population to the next generation. According to [1], “elitist multi-objective evo-
lutionary algorithms are supposedly faster and better (than non-elitist MOEA)”.
There are a large variety of elitist MOEA. There is no one MOEA algorithm
that outperforms the others in all problems. However, I will use an elitist non-
dominated sorting GA (called NSGA-II) [19] because of its widespread implemen-
tation [20, 21] and its focus in finding diverse solutions. NSGA-II is an MOEA
that has the following three features:
1. It uses an elitist principle, i.e. the elites of a population are given the
opportunity to be carried to the next generation.
2. It uses an explicit diversity preserving mechanism (Crowding distance).
This supports a wide range of solutions.
3. It emphasizes the non-dominated solutions.
A brief summary of the procedure for NSGA-II taken from [1] is as follows:
1. Perform a non-dominated sorting in the combination (Rt) of parent and
offspring populations, Pt and Qt, respectively. Classify them by fronts, i.e.
they are sorted according to an ascending level of non-domination (F1, F2,
F3 . . . ).
2. Fill the new population Pt+1 with fronts according to the front raking in
which solutions belonging to the least dominated fronts are selected first.
If there are more solutions in a front that can fit in the new population,
then sort the solution in the front with respect to the “crowding distance”
(a distance related to the density of solutions around each solution). The
greater crowding distances are preferred.
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3. Create an offspring population Qt+1 from Pt+1 using crowded tournament
selection ( comparing by front ranking, if equal then by crowding distance),
crossover, and mutation operators.
A schema of the procedure can be seen in Fig. 3.1.
Figure 3.1: Schematic of the NSGA-II procedure [1].
3.2. Methods of comparison
In order to compare different solutions of multi-objective optimization problems,
[22] states that there are three approaches that allow to assess the performance
of stochastic multi-objective optimizers: dominance ranking, quality indicators,
and attainment functions. The first approach collects all the Pareto set approxi-
mations obtained by the different algorithms, conducts pairwise comparisons and
ranks them according to the number of sets that each set dominates. For the
second approach, the quality indicator compress the information of the Pareto
set approximation into a real value. This property allows the comparison of ap-
proximation sets through the obtained values. The third approach employs the
13
empirical attainment function which condenses the results of multiple runs of one
algorithm through the use of a probability density function.
In this work, the second approach (quality indicators) will be used. This is
motivated by its wide used, e.g. [23, 24, 25]. The hypervolume indicator Ih
proposed by [26] will be used. This indicator measures the hypervolume enclosed
by an approximation set and a reference point that is (at least weakly) dominated
by all points. In Figure 3.2, the approximation set A contains the points (3,10),
(5,4) and (8,2). The area surrounded is the hypervolume with respect to reference
point (15,15).
Figure 3.2: Example of the hypervolume indicator. For this set A the indicator




According to U.S. Census Bureau, Public Use Microdata Areas (PUMAs) are
statistical geographic areas defined for the dissemination of the characteristic of
each housing unit and person in it. Each PUMA contains at least 100,000 people.
The county of study, Shelby is divide in 8 PUMAs. The effect of the solution in
each PUMA will be evaluated.
According to U.S. Census Bureau, block groups are statistical divisions that are
generally defined to contain among 600 and 3000 people [27]. Statistics provided
by the Census Bureau are at block group level.
3.3.2 Scope
The mitigation is performed through structural retrofitting i.e. perform modifica-
tions to the structures in order to diminish risk of future damage and protect the
life of inhabitants. The structural retrofitting decisions are not at the building
level. Buildings are grouped into categories based on block groups, PUMA, occu-
pation type (single family, multi family dwelling, etc.), structure type (wood light
frame, steel moment frame mid-rise, etc.) and code level (related with seismic
design level: Pre-code, Low-Code, Moderate-Code and High-Code).
Due to data limitations, a small percentage of buildings are associated with 2
PUMAs. Therefore, I decided to make the decision variable that indicates the
number of buildings in a specific configuration a real value. When the linear
population dislocation is used as one of the objectives, it results in a linear pro-
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gramming problem. The ε-constraint method is used to solve it. Whereas, when
the non-linear population dislocation is utilized the NSGA-II method is used.
Both methods are explained in Section 3.1.2.
3.3.3 Model formulation
Objectives
For this thesis, the following nomenclature is used, let B denote the set of block
groups, P denotes the set of PUMAs, C denote the set of occupation types, S
denote the set of structure types, and K denote the set of ordered code levels.
Let the decision variable xijklm denote the total number of buildings in block
group i ∈ B, in PUMA j ∈ P , of occupation type k ∈ C, of structure type
l ∈ S, at code level m ∈ K after retrofitting. The parameter bijklm reflects the
corresponding quantity of buildings prior to any mitigation effort. The difference
between xijklm and bijklm indicates the retrofit policy.
Direct economic loss is calculated as shown in Equation 3.1, where lijklm de-













lijklm × xijklm (3.1)
The second objective is population dislocation. For this objective two models
will be used. The first model is product of an Ordinary Least Squares regression
[12]. The population dislocation di for a block group i is:
di = ti×%vlossi×(β1+β2×%bi+β3×%vi+β4×mi+β5×%si) ,∀i ∈ B (3.2)
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In Equation 3.2, ti denotes the number of households in block group i. The re-
gression coefficients, β1, . . . , β5 are .995, -0.003, -0.14, 0.11 ,and -0.03 respectively.
The variables %bi, %vi, mi, and %si denotes the zone characteristics: percentage
of black population, percentage of vacant housing units, median household income
in thousand dollars, and single-family detached housing percentage respectively.


















m∈K M̄ijkl × bijklm
× 100 ∀i ∈ B (3.3)
In Equation 3.3, l−cijklm denotes the direct economic loss of a building excluding
content loss. Mijkl indicates the average appraised value per building for buildings
grouped in block group i ∈ B, in PUMA j ∈ P , of occupation type k ∈ C, of
structure type l ∈ S.
The second model for population dislocation is nonlinear product of a logistic
regression [13, 14]. The probability of dislocation probDislijklm for a given i ∈ B,





In Equation 3.4, the regression coefficients β0, . . . , β4 are -.42523, 0.02480, -
0.50166, -0.01826, and -0.01198 respectively. %vlossijklm represents percentage
value loss of a building. The terms DSl, %Bi, and %Hi are respectively the
dummy variable for residential structure, percentage of Black population, and






The term %vlossijklm can be calculating using Equation 3.5. The terms l−cijklm
and Mijkl have the same meaning as in Equation 3.3.
With respect to the dummy variable DSl, it takes the following values:
• DSl = 1, if occupation type is RES1 (Single Family Dwelling)
• DSl = 0, if occupation type is RES3 (Multi Family Dwelling)
With this probability, the term DFijklm (dislocation factor) for a given i ∈ B,
j ∈ P , k ∈ C, l ∈ S, and m ∈ K is computed.
• DFijklm = 1 if probDislijklm ≥ threshold
• DFijklm = 0 if probDislijklm < threshold
Where the default value of threshold is 0.5. However, this value can be adjusted
according to different characteristics of the natural hazard, weather conditions,
and infrastructure disruptions [14].










xijklm ×DFijklm × nDUijkl × aveHhDUi (3.6)
Where nDUijkl is average number of dwelling units. The term aveHhDUi is the
average number of households per dwelling units for block group i.








Population dislocation does not have the same impact in all socioeconomic levels.
In order to restrict the disparity of population dislocation among different income




















In Equation 3.8, D̄ is calculated as the difference of dislocation among different
income categories. Where d̄i is the population dislocation for a specific block
group i under the assumption that no residential building retrofits are imple-
mented. Each block group i belongs to any of the following income categories:


















di ≤ D̄ (3.9)
The constraint that the disparity of any solution should be less than the initial
disparity is taken into account in Equation 3.9.
Another constraint is the budget B. An important assumption is made, the cost
of the retrofit is included in the assessed value of the building, that is, if a given
structure in block group i in PUMA j with occupation type k, structure type
l and code level m has an assessed value of Mijklm. If it is retrofit to a higher
level, m∗ > m, then the cost of the corresponding retrofit is assumed to be the
difference in the values, Mijklm∗ −Mijklm. The budget constraint is taken into
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Mijklm × (xijklm − bijklm) ≤ B (3.10)
Another constraint is related with the improvement of code level. The sum of
m from 0 up to m∗ for bijklm serves us an upper bound for the sum of m from 0







bijklm, ∀i ∈ B, j ∈ P , k ∈ C, l ∈ S, m∗ ∈ K (3.11)
Finally, the total number of buildings for a given i ∈ B, j ∈ P , k ∈ C, and l ∈ S











































m∈K M̄ijkl × bijklm










• DFijklm = 1 if probDislijklm ≥ threshold
















































































The application of these models takes place in Shelby County, a county in the US
state of Tennessee. The location of Shelby County in the state of Tennessee is
shown in Figure 4.1. This is due to the fact of the availability of data. The county
has about 300,000 households. The county is divided into 625 block groups, 8
PUMAs (3201, 3202, . . . , 3208), 19 occupation types subdivided into 3 categories
residential, commercial and industrial. The distribution of PUMAs in Shelby
county is displayed in Figure 4.2. Additionally, 11 structure types and 4 code
levels. Finally, each block group belongs to an income level (low, medium, and
high) according to its median household income. The descriptions for occupation
type is found in Table 4.1, for structure types in Table 4.2, for code level in Table
4.3, and for income levels in Table 4.8. The descriptions were taken from [28].
The distribution of buildings and percentages by PUMA, occupation type, struc-
ture type, and code level can be found in Table 4.4, 4.5, 4.6, and 4.7, respectively.
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Figure 4.1: Location in Shelby County in the state of Tennessee.
Figure 4.2: PUMAs in Shelby County
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From Table 4.5, it can be observed that around 89% of total buildings belong
to Single Family Dwelling (RES1). Table 4.6 shows that structure type Wood,
Light Frame (≤ 5,000 sq. ft.) is present in 89% of the buildings. From Table
4.7, 93% of the buildings initially are at Low-Code Level(2). Additionally, from
Table 4.8 it can be observed that 55% belong to medium income level.
Furthermore, in Tables 4.9 and 4.10 shows the distribution of appraised value
and number of households according to PUMA and income level, respectively.
Occupation type Occupation Class Description
COM1 Retail Trade Store
COM2 Wholesale Trade Warehouse
COM3 Personal and Repair Services Service Station/Shop
COM4 Professional/Technical Services Offices
COM5 Banks/Financial Institutions
COM6 Hospital
COM7 Medical Office/Clinic Offices





IND4 Metals/Minerals Processing Factory
IND5 High Technology Office
RES1 Single Family Dwelling Detached House
RES2 Mobile Home Mobile Home
RES3 Multi Family Dwelling Apartment/Condominium
RES4 Temporary Lodging Hotel/Motel
RES5 Institutional Dormitory Groups Housing (military,
college), Jails
RES6 Nursing Home
Table 4.1: Occupation types
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Label Description
C1 Concrete Moment Frame
C2 Concrete Shear Walls
MH Mobile Homes
PC1 Precast Concrete Tilt-Up Walls
PC2 Precast Concrete Frames with Concrete Shear Walls
RM Reinforced Masonry Bearing Walls
S1 Steel Moment Frame
S3 Steel Light Frame
URM Unreinforced Masonry Bearing Walls
W1 Wood, Light Frame (≤ 5,000 sq. ft.)
W2 Wood, Commercial and Industrial ( ≥ 5,000 sq. ft.)
Table 4.2: Structure types















Table 4.4: Distribution by PUMAs
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Table 4.5: Distribution by Occupation type












Table 4.6: Distribution by Structure types
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Table 4.7: Initial distribution by code level

















Table 4.9: Appraised value ($ millions) and households by PUMAs
4.2. Input Data
The data for Shelby County was obtained from different sources. Information
about appraised value, buildings, PUMA, sector, structure type, and occupation
type was obtained by the Center for Risk-Based Community Resilience Planning.
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Table 4.10: Appraised value ($ millions) and households by income level
Census data like ethnicity, housing units, households, different income levels,
occupancy status of housing units and median household income per block group
was obtained from the data retrieval product American FactFinder from the
United States Census Bureau [29]. This system is publicly available.
4.2.1 Hazard simulation
The estimation of economic loss values for Shelby County was obtained from
simulations run by Peihui Lin at the University of Oklahoma. The scenario was
an earthquake of magnitude 7.7 and an epicenter located at 35.3 N; 90.3 W (on
the New Madrid Fault Line). More details about economic loss can be found in
[30].
4.2.2 Retrofit cost
Similar to [9], I consider the cost of the retrofit implementation to be part of the
appraised value as it gives a reasonable approximation. A percentage relation is
used to indicated the difference among code levels. An enhancement from code
level 1 (Pre-Code) to 2 (Low-Code) implies a cost of 1% of the appraised value,
to 3 (Moderate-Code) implies 5%, and to 4 (High-Code) a 8%.
28
4.3. Solution approach
When solving the multi-objective optimization problem and using the linear pop-
ulation dislocation objective, the ε-constraint method will be used. Additionally,
when the non-linear population dislocation is used, NSGA-II will be utilized to
solve the problem.
A third model that uses the results of the ε-constraint method solution as a initial




This chapter is organized as follows. In the first section, the baseline scenario
for economic loss is shown before performing structural retrofitting; the second
section considers the initial linear population dislocation and the results of the
MRA using the linear population dislocation as an objective. The solutions for
three budgets are presented. In the third section, the initial population dislo-
cation for different thresholds is shown. Additionally, for the MRA model with
nonlinear population dislocation as one objective explore the effect of different
thresholds for a specific budget. Finally, the fourth section compares and contrast
the results of both models.
5.1. Baseline scenario economic loss
The total baseline direct economic loss (without retrofit intervention) is $11.5B.
Figure 5.1 shows the direct economic loss in millions of $. Similarly, Figure 5.2
displays the same characteristic by income level. The values of percentage loss
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respect to appraised value by PUMA and income level is shown in Table 5.1 and
5.2. It can be observed that PUMA 3201 has the largest economic loss with
respect to its appraised value 43.8% and PUMA 3206 has the lowest. For the
case of income, even though medium income level has the largest absolute value
of direct economic loss, the percentage of loss respect to appraised is the largest
for the low income group.
Figure 5.1: Direct economic loss by PUMA
5.2. Using linear population dislocation
The total baseline number of dislocated household by using the linear population
dislocation model is 86,907 which account for the 24.8% of total households. The
manner in which is split according to PUMA and income level can be found in
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Table 5.1: % Percentage of initial percentage of economic loss with respect to
appraised value by PUMA
Table 5.3 and 5.4, respectively. It can be noted that the percentage of households
dislocated per PUMA is within the range of 16.8% to 31.5%.
The ideal budget can be calculated by retrofitting the buildings to their maximum






Table 5.2: % Percentage of initial percentage of economic loss with respect to











Table 5.3: % Percentage of initial dislocated households by PUMA for linear
population dislocation





Table 5.4: % Percentage of initial dislocated households by income level
(URM), each of the structure types can be improved to the High-code level . For
URM, due to current standards such structures can be retrofit only up to the
Low-code level. The cost to upgrade every building from its current status to the
highest possible level is computed to be $2.6B. The solutions for specific budgets
constraints will be analyzed. These budgets are 15%, 30%, and 60% respect to
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the ideal budget ($392M, $784M, and $1.6B, respectively).
To solve this MRA problem, the ε-constraint method is used.Population disloca-
tion is minimized whereas direct economic loss is used as a constraint through
the used of ε. Since it is possible to pre-calculate the minimum and maximum
for direct economic loss, we can allows set an appropriate range for ε. For each
percentage it took around 50 minutes on a computer with an Intel Xeon E5-2670
processor running at 2.60Ghz.
In Figure 5.3, the solution for each budget constraint is shown. From it, it can be
said that a larger value of budget allows to reduce more the population dislocation
as well as the economic loss. A middle point for each curve is highlighted for
comparison. The percentage reduction from baseline scenario for the mentioned
points can be observed in Table 5.5.
Figure 5.3: Results of Pareto optimal set for budgets $329M, $784M, and $1.6B
for linear regression population dislocation.
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Table 5.6 reports the minimum, maximum, and range for each objective with
respect to each budget constraint. At $392M budget constraint, by comparing
the extreme points the decision maker faces a choice between 6,641 dislocated
households or a loss of $313M . Similarly, for the highest budget $1.6B the choice
is between 4,469 dislocated households or $629M.
5.3. Using nonlinear population dislocation
The parameter used to solve the NSGA-II problem are displayed in Table 5.10.
For population size and number of generations I chose values that I considered
suitable. While for crossover and mutation rate, I arrived to those values after
trying different options .The initial percentage of dislocated household per thresh-
old is shown in Table 5.7. The distribution of percentage of dislocated household
by PUMA and income level are displayed in Table 5.8 and 5.9. From Table 5.7, it
can be observed that the higher the threshold, the smaller population dislocation.
It can be inferred from Table 5.8 that PUMA 3208 has the least percentage of
dislocated households through thresholds. An important observation is that for
threshold 0.30 the largest percentage of dislocated household for a specific PUMA
is for PUMA 3202 whereas for threshold 0.5 the largest corresponds to 3201.
The initial values of percentage for each threshold is shown in Table 5.7. Addi-
tionally, Table 5.8 and 5.9 show the percentage of dislocated housed by PUMA
and income level, respectively. Higher values of number of dislocated households
is obtained from smaller values of thresholds.
To solve the nonlinear optimization problem, NSGA-II is used. At first, random
solution values in the NSGA-II algorithm were used as the initial populations.
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Figure 5.4: Change in percentage by threshold and income level for initial non-
linear population dislocation
However, this leads to a slow convergence. Taking this into account, the solutions
obtained from the OLS ε-constraint method (Section 5.2) are used as the initial
population for NSGA-II. In order to work with feasible solutions, penalization
is used to avoid selecting infeasible solutions. After normalizing the objectives,
penalty factors where used in each objectives.
In Figure 5.5, the results for different thresholds at $784M budget constraint is
displayed. It can be seen how the ranges of the curves changes for each threshold.
The Table 5.11 shows the minimum, maximum values and range for the objectives
for the $784M budget for different threshold values. It can be observed that in
general larger threshold values gives smaller ranges for direct economic loss as
well as population dislocation.
Figure 5.6 shows for budget $784 and threshold 0.35 the converted ε-solution and
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the NSGA-II solution. It can be seen that the converted solution serves well as
a initial population for NSGA-II. Additionally, a point D is selected to show the
reduction in both objectives as shown in Table 5.13.
The hypervolume indicator explained in Section 3.2 is calculated for each thresh-
old. The objectives are normalized and the reference point is (1.1, 1.1). The
obtained values are shown in Table 5.12. As seen in Figure 3.1, higher values of
threshold results in solutions near the origin.
Figure 5.5: Results of NSGA-II for $784 budget constraint for different thresholds
In Figure 5.7, the NSGA-II solutions for budget constraint $784M for different
thresholds were transformed to linear population dislocation and compare to the
linear solution. It can be observed that the transformed solutions are dominated
by the linear Pareto front.
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Figure 5.6: For budget $784M, the solution for NSGA-II with threshold 0.35 and
the solution of ε-constraint are shown
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For the initial values of population dislocation, for the linear model it represents
24.8% of total households whereas for the nonlinear model it varies from 0.6% to
37.7% as shown in Table 5.3 and 5.7 in the analyzed range. The threshold 0.35
gives a value of 24.5% which is the closest to the linear model result.
Comparing the initial distributions of population dislocation by PUMA of linear
and nonlinear with threshold 0.35. The distribution for each PUMA changes, e.g.
for linear population dislocation of PUMA 3202, 29.8% of the households for that
PUMA are dislocated whereas with the nonlinear model, 51.6% of them dislocate.
Another difference to point out is for PUMA 3208, where for the linear model
20.1% of the households are dislocated whereas for the nonlinear only 0.2%.
For the initial distribution according to income level, for medium income level
there is a slight difference, for nonlinear the number of dislocated households is
2.4% more. For low income, the number of dislocated household for the nonlinear
model is almost half of the linear dislocation. Finally, for high income is 51.8%
whereas for nonlinear 36%.
Now, I will proceed to make a comparison among the solution for budget $784M.
Recalling that the baseline direct economic loss is $11.5B. The solution of MRA
that uses linear population dislocation as one objective gives a range in direct
economic loss from $8.8 to $9.3 and dislocation of 60 to 65 thousands. For the
case of the nonlinear the threshold that gives similar ranges is 0.35. The ranges
go from $8.8 to $8.9 millions in direct economic loss and a range among 57 to
66 thousands of dislocated households. The linear MRA model gives a smaller
range for economic loss; however for number of dislocated households is larger
40
than the other.
Finally when comparing points B from 5.3 and D from 5.6. The reduction for B
and D is shown in Table 5.5 and 5.13. The decrease for direct economic loss is
similar; however, for dislocation there is a considerable difference of 28.6%.
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Direct loss Dislocation




Table 5.5: Percentage reduction of points in Figure 5.3.
Budget Minimum Maximum Range
$392M Dislocation 70,675 77,316 6,641
Loss ($ millions) 9,986 10,300 314
$784M Dislocation 60,075 65,605 5,530
Loss ($ millions) 8,811 9,253 442
$1.6B Dislocation 46,314 50,783 4,469
Loss ($ millions) 7,078 7,707 629
Table 5.6: Solution for extreme points when using linear population dislocation
% Dislocated households
0.30 0.35 0.40 0.45 0.50 0.55 0.60
37.7% 24.5% 14.6% 8.1% 4.5% 1.8% 0.6%














































































































































































































































































































































































Table 5.10: Parameters used for NSGA-II
Threshold Minimum Maximum Range
0.3 Dislocation 105,601 110,523 4,922
Loss ($ millions) 8,878 8,930 52
0.35 Dislocation 56,763 66,318 9,555
Loss ($ millions) 8,811 8,942 131
0.4 Dislocation 20,918 25,734 4,816
Loss ($ millions) 8,811 8,863 52
0.45 Dislocation 9,371 10,389 1,018
Loss ($ millions) 8,811 8,909 98
0.5 Dislocation 4,031 4,514 483
Loss ($ millions) 8,811 8,817 6
0.55 Dislocation 1,726 1,863 137
Loss ($ millions) 8,811 8,817 6
0.6 Dislocation 940 958 18
Loss ($ millions) 8,811.0 8,811.6 0.6
Table 5.11: Solution for extreme points when using nonlinear population dislo-










Table 5.12: Hypervolume values for budget constraint $784 with normalized ob-
jectives with respect to point reference (1.1, 1.1) for different thresholds
Direct loss Dislocation
Point % Decrease % Decrease
D 23.3% 53.5%




The importance of taking actions prior to a natural hazard can help to diminish
life and economic losses. These actions are part of what is called mitigation in
the literature. Structural retrofitting has been proven to help reduce the losses of
buildings in an earthquake scenario. The models developed in this thesis aims at
choosing which buildings should be retrofitted according to two objectives: direct
economic loss and population dislocation. Two distinct population dislocation
models are found in literature; however, it is not possible to determine which
is more accurate than the other. One is a product of ordinary least squares
regression and the other is the result of a logistics regression. Therefore, one is
linear and the other nonlinear.
This work analyzes the use of the two population dislocation models in a mitiga-
tion resource allocation multi-objective optimization problem in an earthquake
scenario. The work done by [9] and [10] are used as a basis. While they use a
virtual community testbed, a real case study Shelby County in Tennessee is used
for this thesis.
46
An important finding was the fact that a way to accelerate the convergence of the
NSGA-II model was found. The use of the solutions from the MRA problem with
linear population dislocation as one objective as the initial population helped to
achieve the convergence faster.
Another finding when comparing the Pareto fronts of both models, it is the fact
that the predictions from the linear population dislocation are more conservative,
i.e. predict more than the nonlinear population dislocation for the majority of
thresholds analyzed. The thresholds from 0.4-0.6 are in the left side of the Pareto
front of the OLS ε-constraint solution.
Additionally, it can be inferred that a threshold value of 0.55 or above doesn’t
reflect a realistic number for the number of dislocated household (1.5% or less
of the total number of households). This fact shows the need to use an ade-
quate threshold value according the a natural hazard specific scenario as stated
in literature.
Furthermore, it was found when comparing and contrasting that the total initial
values for direct economic loss and population dislocations when using linear
population dislocation as an objective are similar to the values when using the
nonlinear population dislocation with threshold 0.35; however, the distribution
by PUMA and income level differs since they take different characteristics into
account.
One limitation from this thesis, it is the lack of real data to make a reliable com-
parison and determine if one model is better than the other. Additionally, the
availability of this data would allow to select an appropriate value for the thresh-
old parameter in the nonlinear population dislocation. An additional limitation,
it is the fact that the models were developed for a specific natural hazard event.
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Due to this fact, the current population dislocation models are not robust, i.e.
they give not accurate predicted values for a wide range of events. The develop-
ment of a robust model by the social science experts would allow to have more
accurate solution for the MRA multi-objective optimization.
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