Introduction
Water in vegetation is essential to all physiological processes, directly or indirectly [1] . When plants are water-stressed, because of drought or disease, their rates of transpiration and photosynthesis, among other cellular processes, are significantly affected [2] . The plants become less productive and more prone to burning. One approach to monitor the vegetation water status is measuring the water content, usually expressed as the leaf equivalent water thickness (EWT) [3] . This has significant importance for various agricultural and forestry applications [4] . It can help in early detection of vegetation stress [5] and infection by pests or diseases [6] . It is also important for drought assessment, irrigation scheduling and crop yield estimation in agricultural crops [7] . In addition, EWT can be used to estimate the fuel moisture content, a key metric in forest fire modelling [8] , which is useful for early detection of wildfire risk and studying wildfire regimes [9] . Both applications are crucial to understanding the effect climate change has on forest fire frequency, intensity and patterns [10] .
The EWT is defined as the amount of liquid water in a given leaf area [11] . In situ approaches (destructive methods and spectroscopy) can measure EWT on a small scale, but are not practical for large areas [12] . Thus, methods using multispectral and hyperspectral remote sensing data are considered more efficient and have been widely adopted [13] . Such methods are primarily based on the interaction of radiation with foliage, with reflectance in the shortwave infrared region in leaf spectra being dominated by absorption by water [14] . However, these methods are dependent on the solar illumination [15] , thus they can only estimate EWT midday. Detecting the vegetation water status midday can be an unreliable indicator of water stress since leaves lose water during photosynthesis, and it is therefore better to conduct the measurements predawn when there is no transpiration [16, 17] . In addition, the accuracy of the EWT estimation is heavily affected by the canopy structure, understorey vegetation and soil moisture content [15, 18] . The vertical heterogeneity of the biophysical and biochemical properties of the canopy is often ignored, despite affecting the light penetration and scattering within the canopy [19, 20] . There is a unique opportunity to overcome such issues using terrestrial laser scanning (TLS).
TLS not only provides information on canopy structure, but also records intensity data that can be linked to the reflectance of the scanned target [21] . Thus, by using a shortwave infrared wavelength instrument, the recorded intensity can theoretically be used to estimate EWT at leaf and canopy level [3] . Moreover, because TLS is independent of solar illumination, the estimation can be done predawn. The understorey vegetation and soil can easily be separated from the canopy in the recorded point cloud using the spatial positioning information, neutralizing their effect on the estimation [22] . However, using TLS intensity data to estimate EWT has its own limitations. The recorded intensity is affected by a number of factors, summarized in the laser equation [23] as follows:
where P r is the received backscattered signal, P t is the emitted signal, D is the receiver aperture diameter, r is the target reflectance coefficient, u is the incidence angle, h sys corresponds to the instrument effects, h atm corresponds to the atmospheric effects and R is the range to target. Among the aforementioned factors, the scan geometry (range and incidence angle) remains the major element affecting the TLS recorded intensity in a single scan [24] . According to the laser equation, the recorded intensity is inversely proportional to range squared. However, this is only theoretical and the actual intensity-range relationship must be studied separately for each instrument [25] [26] [27] [28] . TLS instruments automatically record the range for each point in the point cloud and it is possible to calibrate the intensity data for the range effect [26] .
The incidence angle of the laser beam (u) is the angle between the incident laser beam and the object's surface normal, and, according to the laser equation, TLS intensity is directly proportional to cosine u [29] . TLS instruments do not record the incidence angles and these must be calculated by the end user to apply a radiometric calibration. However, calculating the incidence angle for each leaf/needle in the point cloud is not trivial, especially in a complex vegetation canopy [30] . Alternatively, the normalized difference index (NDI) of two laser wavelengths can be used to minimize the incidence angle effect. Here the two wavelengths must be similarly affected by the incidence angle [31] , else radiometric correction will still be needed [32] .
A few recent attempts to use TLS intensity data to estimate vegetation water content can be found in the literature. The Salford Advanced Laser Canopy Analyser (SALCA) instrument (1545 nm shortwave infrared and 1064 nm near-infrared wavelengths) was used to estimate EWT of leaf samples from different species. A strong relationship was found between the NDI of the two wavelengths and EWT (R 2 ¼ 0.80) [3] . However, the SALCA instrument is still a proof-of-concept, not commercially available, and requires custom processing routines for accurate calibration and registration of the data to be usable at canopy level [33] . The RIEGL VZ-400 scanner (1550 nm shortwave infrared) was used to estimate the EWT of leaf samples from eight plant species, using reference spectralon targets to build a look-up table to neutralize the incidence angle effects. A significant correlation (R 2 ¼ 0.76) was achieved between the intensity and EWT at leaf level [32] . The work was expanded and EWT vertical distribution for 20 plants from four different species was retrieved in a laboratory setting using data from the same instrument, finding a solid relationship at leaf level (R 2 ¼ 0.66) and at canopy level (mean error of 4.46%) [9] . However, using the same approach to calibrate for the incidence angle effects and estimate EWT at canopy level in a complex forest environment, especially for conifer canopies, would be more challenging, as this would require estimating the incidence angle for each leaf/needle in the point cloud prior to applying the correction model. The NDI of red (690 nm) and shortwave infrared (1550 nm) wavelengths, used in phase-based Leica HDS6100 and FARO X330 instruments respectively, was used to estimate EWT for 101 leaf and needle samples from five different species. A very strong relationship (R 2 ¼ 0.93) was found between the NDI and EWT [34] . However, the samples were scanned at a single range from the scanners and no range calibration model was developed. In addition, all the samples were normal to the laser beam direction, minimizing the incidence angle effects. Applying the same approach at canopy level and in a real forest environment will require a range calibration model for each scanner, which may be challenging for phase-based instruments due to range-averaging from multiple returns [35] . The incidence angle effects may also require calibration, if the two wavelengths are not affected in the same manner, with previous studies showing mixed results in this respect, depending on the wavelengths compared [29, 30] . The aforementioned studies illustrate the potential of using TLS intensity data to estimate EWT. However, there remains a gap regarding the application of TLS in estimating EWT at canopy level, with calibration of incidence angle effects being the main challenge. In this study, the NDI of shortwave infrared (1550 nm) and near-infrared (808 nm) wavelengths, employed in the Leica P40 and P20 instruments respectively, is used to estimate EWT for deciduous and conifer canopies at leaf and canopy level, in a laboratory setting. The main aims of the study are to: (i) develop methods to calibrate the intensity data from the two instruments for the range effect and to apparent reflectance, (ii) study the effects of the incidence angle on the two wavelengths and the ability of the NDI to neutralize these effects, (iii) use the NDI to estimate EWT at leaf and canopy level for deciduous and conifer canopies in a dry-down experiment, and (iv) study the influence of the woody materials on the EWT estimation at canopy level.
Material and methods

Terrestrial laser scanning instruments
The specifications of the Leica P40 and P20 TLS instruments are shown in table 1. The 1550 nm wavelength of the P40 scanner is sensitive to the change in EWT [3, 9, 34] , while the P20 wavelength lies in a region in the leaf reflectance spectra that is insensitive to the change in EWT but sensitive to changes in leaf structure [36] . Theoretically, combining the two wavelengths with the NDI can estimate EWT and minimize leaf structural effects [3] . In addition, the two instruments have a similar chassis, a similar laser beam exit location rsfs.royalsocietypublishing.org Interface Focus 8: 20170041
and use the same scanning mechanism. This means that the laser beams can be very well aligned, achieving sufficient overlap despite the difference in the laser beam divergence. Consecutive scanning of a target with the instruments, mounted on the same tripod and occupying the same survey station, results in very similar scan geometry, which can lead to high registration accuracy of the point clouds from the two scanners. This is necessary for estimating EWT on a point-by-point basis to generate three-dimensional (3D) distributions of EWT at canopy level. The aforementioned scanning set-up was used in all the experiments described in this study. All scans were conducted with the scanners' highest possible resolution (0.8 mm at 10 m). Leica Cyclone (Leica Geosystems HDS) software was used to extract intensity values for scanned targets.
TLS intensity data calibration 2.2.1. The range effect
The intensity-range relationship was investigated separately for each scanner using two SphereOptics w spectralon panels with known reflectance (50% and 90%). Each spectralon panel was mounted on a camera tripod and scanned indoors at increasing ranges between 2 and 36 m from the scanner. Targets were moved with a 0.5 m step between 2 and 10 m and with a 1 m step thereafter. The step was increased to 2 m after a 30 m range. The spectralon panels' surface was normal to the laser beam direction throughout the experiment to minimize the incidence angle effect. A static correction model was developed separately for each scanner, using the 50% spectralon panel as a reference for the calibration. The concept of the static correction model is described in Blaskow & Schneider [26] . The properties of the correction models are described in table 2.
Intensity -reflectance relationship
Five spectralon panels (table 3) were scanned consecutively using each scanner at a fixed range from the scanner (18 m for the P40 and 15 m for the P20). The laser beam direction was perpendicular to the surfaces of the spectralon panels to neutralize the incidence angle effect. The intensity values of each panel, for each scanner, were extracted, averaged and compared with the panel's actual reflectance to determine the linearity of the intensity-reflectance relationship.
The incidence angle effect
Two experiments were conducted to study the intensity -incidence angle relationship for both scanners, and determine whether or not the incidence angle affects the two wavelengths in the same manner. Spectralon panels were used in the first experiment, while leaf samples were used in the second.
Incidence angle spectralon panels experiment
Two spectralon panels (20% and 50% reflectance respectively) were scanned separately at a fixed range of 12 m from each scanner. The spectralon panels were rotated in 108 increments between scans, increasing the incidence angle from 08 to 608. Assuming the spectralon panels to be Lambertian surfaces, the intensityincidence angle relationship was compared with the Lambertian cosine law, described as
where I reflected is the intensity reflected from the target's surface and I incident is the intensity incident on the target's surface. The NDI of the intensity was calculated for each spectralon panel as follows:
where P20 I is the intensity from the P20 scanner and P40 I is the intensity from the P40 scanner.
Incidence angle leaf samples experiment
Eighteen leaf samples from six different species (three leaves for each species), including grey alder (Alnus incana), common lime (Tilia x europaea), common alder (Alnus glutinosa), hornbeam (Carpinus betulus), poplar (Populus sp.) and cherry (Prunus avium), were collected from Peel Park in Salford, Manchester, UK, during July 2016. The leaf samples were divided into three groups, each group containing six leaf samples, one sample from each species. Each group of leaves was suspended in a wooden frame by thin black threads. The frame was positioned at a fixed scan range of 6.5 m. A clear space of 2 m was ensured behind the frame to avoid any influence of the energy reflected from the rear wall on the leaf samples' backscattered intensity. This experimental set-up was used in all leaf scanning experiments subsequently described.
The whole frame was rotated between scans, increasing the incidence angle from 08 to 608, with scans conducted at 208 intervals. The experiment was repeated for each scanner and for each leaf group, resulting in a total of 24 scans. The intensity values of each leaf, at each incidence angle, for each scanner, were extracted. The points near the edges of the leaves were manually removed as they corresponded to partial hits. The intensity values were calibrated into apparent reflectance using equations (3.1) and (3.2) for the P40 and P20 scanners respectively, as described in §3.2. The NDI of the reflectance was calculated at each incidence angle for each leaf as:
where P20 R is the reflectance from the P20 scanner and P40 R is the reflectance from the P40 scanner.
Water content estimation
An indoor dry-down experiment was conducted at Salford University, Manchester, UK, in July 2016, using two deciduous snake-bark maple (Acer davidii) canopies (2.6 m height) and two Corsican pine (Pinus nigra) conifer canopies (0.9 m height). For each species, one tree served as a control unit and was watered regularly, while the other acted as a dry-down unit and was left to dry naturally. The trees, together with a 50% spectralon panel, were placed 6.5 m away from a tripod, ensuring a clear space of at least 1 m between them and the wall behind. Neither the trees nor the tripod were moved during the entire period of the experiment, thereby ensuring the scanners occupied the same survey point in all scans and faced the trees from the same viewing angle. The canopies were scanned by both scanners on each day of the experiment.
Leaf-level experiment 2.3.1.1. Deciduous leaves
The duration of the dry-down experiment was eight days for the deciduous canopies. Three leaf samples were collected daily from the dry-down unit, except for days 4 and 7, resulting in a total of 18 leaf samples. Collecting more daily samples was not possible while avoiding defoliation of the small canopy. The fresh weight of each leaf was measured immediately on collection, then the leaves were suspended in a wooden frame and successively scanned by the P40 and P20 scanners. Afterwards, the leaves and a scale were scanned by an Epson Perfection photo scanner, and the surface area of each leaf was obtained using Image-J 1.50i software [37] . The leaves were subsequently dried in an oven for 48 h at 608C. Their dry weight was measured and EWT for each leaf was calculated as follows [38] :
EWT ðg cm À2 Þ ¼ ðleaf fresh weight À leaf dry weightÞ leaf surface area : ð2:4Þ
To add species variety to the experiment, nine additional leaf samples were collected randomly from five different species in Peel Park in Salford, Manchester. The leaf samples included: three leaves of grey alder (Alnus incana), two leaves of common lime (Tilia x europaea), one leaf of common alder (Alnus glutinosa), one leaf of poplar (Populus sp.) and one leaf of cherry (Prunus avium). The leaves were scanned and their EWT measured.
The intensity values of each leaf sample were calibrated to apparent reflectance using equations (3.1) and (3.2) for the P40 and P20 scanners, respectively ( §3.2). The NDI of reflectance was calculated for each leaf using equation (2.3).
Conifer needles
The duration of the experiment was nine days for the conifer canopies. Three needle samples were collected daily from the dry-down unit, except for days 5 and 8. Each sample consisted of 25 -45 needles. The needles in each sample were taped together, side by side from the top, to form a wider surface that could be scanned. They were then scanned as a single unit by both the P40 and P20 scanners. The weight of the needles in the sample was measured and considered the sample weight. The surface area of each sample was determined as the summation of the length of needles in the sample multiplied by the needle width (estimated at 1 mm).
To measure the needle samples' dry weight, the samples were dried in an oven for eight days at 608C. Samples were weighed every two days until no change in weight was detected. EWT of each needle sample was calculated according to equation (2.4) . Similar to the leaf samples, the NDI of the reflectance was calculated for each needle sample.
Canopy-level data processing and analysis
The canopy-level scans from the dry-down experiments were imported into Leica Cyclone. Partial canopy hits were removed from the point cloud using the Cyclone partial hits filter on a medium setting. Each P40 and P20 point cloud pair was registered in Leica Cyclone. Each registered point cloud pair was then finely aligned using the fine registration module in the CloudCompare v. 2.6.2 software package. The P20 point clouds required filtering as they included more points than the corresponding P40 point clouds, due to the presence of more remaining partial hits than the P40. To filter the P20 point clouds, each pair of the P40/P20 finely registered point clouds was imported into Matlab and a nearest neighbour function was applied. The function generated an index matrix that defined the coordinates of the nearest neighbour in the P20 point cloud to each point in the P40 point cloud. The index matrix was then used to filter the P20 point cloud, generating a nearest neighbour point cloud containing the same number of points as the corresponding P40 point cloud.
The registered point clouds were calibrated for the range effect on a point-by-point basis. That is, the distance between each point in the scan and the scanner was calculated and used for the range calibration of the intensity value of that point, using the calibration model described in §2.2.1. The reflectance of each point in the scan was then estimated using equation (3.1) for P40 scans and equation (3.2) for P20 scans, derived in §3.2.
The NDI was calculated using equation (2.3) for each pair of P40/P20 scans on a point-by-point basis and an NDI point cloud for each day of the experiment was generated. Mean NDI at canopy level was compared with the mean EWT of the leaf samples of the dry-down unit on each day of the experiment.
NDI point clouds were then transformed to EWT point clouds by applying equations (3.3) and (3.4), on a point-by-point basis, for the deciduous and conifer canopies respectively, derived in §3.4.1. The average estimated EWT of each day of the experiment was calculated from the point cloud of the dry-down unit as the summation of the water content of all points in the EWT point cloud, divided by the number of points. The estimated EWT at canopy level was compared with the EWT from leaf samples on each day of the experiment, not with the aim of validating the estimation, which requires destructively sampling the whole canopy, but to study the effect of the presence of woody materials on upscaling EWT estimation from leaf to canopy level. Figure 1 . The intensity-range relationship for the P40 and P20 scanners.
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The histogram of the EWT distribution at canopy level on day 1 was used to separate the woody materials from the leaves by choosing a separation threshold by trial and error, until few points corresponding to leaves were incorrectly filtered as woody materials. The threshold was then applied to the point clouds on all days of the experiment. In the case of the conifer canopies, the threshold incorrectly extracted too many points corresponding to needles in the point cloud on day 9. Thus, the identified woody points for day 1 were used as a reference, and the filtered points on day 9 that did not correspond to woody materials were extracted and re-added to the needle point cloud.
To study the vertical heterogeneity of the EWT, the EWT point clouds of the dry-down units on all days of the experiment, after filtering the woody materials, were divided into nine horizontal layers (five horizontal layers for the conifers) and the average EWT for each layer was calculated.
Results and discussion
The range effect
The mean intensity-range relationship for the two instruments does not follow the laser equation (figure 1). The instruments are equipped with a near-distance intensity reducer to protect the optics, and seem to be equipped with on-board range calibration adjustments that calibrate for the range effect after 15 m for the P20 and 18 m for the P40. A similar observation was reported for the Faro Focus 3D 120 scanner, which internally calibrates for the range effect after 15 m [28] . Calibration was needed between 2 and 15 m for the P20 scanner and between 2 and 18 m for the P40 scanner.
Range effect calibration
The accuracy of the correction models was evaluated by using them to correct the 90% spectralon panel intensity values. The statistics of the original and calibrated intensity values (tables 4 and 5) reveal that the models successfully minimized the range effect, substantially reducing the difference between the maximum and minimum intensity values obtained for the same panel. However, the P40 intensity value at 2 m was significantly lower because of the near-distance intensity reducer and the calibration model failed to correct this. As no scans are planned at such very near range, this is unlikely to be an issue.
Intensity -reflectance relationship
Nonlinear relationships for intensity against panel true reflectance were identified for both scanners (figure 2). A second-degree polynomial function was fitted to each intensity -reflectance curve with R 2 . 0.99 for both scanners.
The polynomial functions can be described as follows: that the panels are not perfectly Lambertian and that the 20% panel is slightly less Lambertian than the 50% one. Using NDI largely neutralizes the incidence angle effects for both spectralon panels (figure 3c). However, some deviation can be noticed for incidence angles around 608 for the 20% spectralon panel, as NDI slightly increases. This may be due to the 20% panel being less Lambertian than the 50% panel. Figure 4 . The P40 reflectance -incidence angle relationship for leaf samples: (a1) group 1, (a2) group 2 and (a3) group 3. The P20 reflectance -incidence angle relationship: (b1) group 1, (b2) group 2 and (b3) group 3. The NDI-incidence angle relationship for (c1) group 1, (c2) group 2 and (c3) group 3.
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Incidence angle effect for leaf samples
The effect of the incidence angle on the P40 and P20 reflectance is significant in all species sampled (figure 4). Using NDI minimizes the incidence angle effects for the different species (figure 4c). Some deviation is seen at the 608 incidence angle as NDI slightly increases, in a similar behaviour to that observed for the 20% panel in §3.3.1. Similar findings were reported for the NDI of a shortwave infrared wavelength (1545 nm) and a near-infrared wavelength (1064 nm), which was found to be able to minimize the incidence angle effects [30] .
Water content experiments 3.4.1. Leaf-level equivalent water thickness estimation
A strong linear relationship between the NDI and EWT was found for the snake-bark maple leaf samples (figure 5a, R 2 ¼ 0.82). The following equation was derived from the relationship, which can be used to estimate EWT from the NDI for this species: 
Canopy-level equivalent water thickness estimation
The registration accuracy of the P40/P20 point clouds obtained on all days of the experiment was very similar, as the scan geometry was constant. The root mean square error (RMSE) of the registration ranged between 0.7 and 0.8 mm for all the scans, which is very close to the used scan resolution (0.8 mm at 10 m). Figure 7 shows a 3D EWT point cloud for the control and drydown unit of the deciduous canopies on day 8, alongside the histogram of the water content distribution. Figure 8 shows the same for the conifer canopies on day 9. Visual inspection, of the EWT point clouds and histogram on all days, revealed that the woody materials have a higher water content than the leaves in the deciduous canopies, possibly because the trees are young and the woody materials are green. Green wood can have similar moisture content to leaves or even higher [39] . In the case of the conifer canopies, the woody materials (brown and mature) have lower water content than the needles. The canopies, especially the dry-down units, also appear to show vertical variation in EWT distribution, with lower water content in the lower canopy than in the top. Thresholds of 0.028 g cm 22 for deciduous and 0.011 g cm 22 for conifers were applied to the EWT point clouds to extract the woody materials. Figure 9 illustrates the extracted woody materials of the EWT point clouds shown in figures 7 and 8. The NDI at canopy level of the dry-down units, before and after extracting the woody materials, was plotted against EWT of leaf samples ( figure 10) . The results reveal a linear relationship with R 2 of 0.57 and 0.48 for the deciduous and conifer canopies, respectively, before filtering the woody materials. Both relationships are affected by a statistical outlier caused by the results on day 6, when the measured EWT of the leaf samples was higher than the previous days ( figure 11 ), but would be expected to be lower as the canopies had dried more. Excluding the outlier, which probably resulted from a laboratory measurement error, improves the correlation (R 2 ¼ 0.89 and 0.74 for the deciduous and conifer canopies, respectively). Filtering the woody materials has an insignificant effect on the NDI -EWT relationship for the deciduous canopy, but significantly improves the relationship for the conifer canopy (R 2 ¼ 0.73).
Influence of woody materials
The estimated EWTs at canopy level for the dry-down units were compared with the EWT of leaf samples ( figure 11) Figure 9 . The extracted woody materials, (a) the deciduous canopies on day 8 and (b) the conifer canopies on day 9, many needles were incorrectly filtered as wood in the conifer dry-down unit.
error in EWT estimation in the conifer canopy seems to be a result of the canopy having a higher wood to leaf ratio than the deciduous canopy. Filtering of the woody materials reduces the average error in EWT estimation to 3.18% for the deciduous canopy, and dramatically decreases the average error in the estimation to as low as 2.49% for the conifer canopy. This reveals the strong effect of the presence of the woody materials on the upscaling of the TLS estimation of EWT from leaf to canopy level. Figure 12 compares the vertical distribution of EWT for the dry-down units on the first and last day of the experiment. The results reveal that the canopies have higher water content in the upper canopy than in the lower canopy. For the deciduous canopy, the bottom of the canopy has 35% lower water content than the top on day 1, and 39.7% lower water content on day 8. For the conifer canopy, the bottom of the canopy has 37.3% lower water content than the top on day 1, and 51% lower water content on day 9. Comparing the EWT vertical profile on day 1 and on the last day reveals that the deciduous canopy loses moisture from all parts of the canopy relatively evenly as it dries, with slightly greater water loss from the lower canopy. The conifer canopy shows a similar behaviour, but with upper canopy water content remaining almost constant over the course of the experiment. Although the deciduous and conifer canopies were not fully destructively sampled to validate the EWT vertical profiles, the observations obtained agree to the findings reported in [40] , a study in which younger leaves were reported to have higher EWT than older leaves for 1099 leaf samples collected from 12 lowland Amazonian trees. In another study, it was reported that, for two small canopies (Ficus benjamina), the water content varied vertically and was higher in the top of the canopy [9] . This was also explained as the result of new leaves at the top of the canopy having higher water than older leaves [41] .
Vertical distribution of equivalent water thickness
Conclusion
In this study, the NDI of two wavelengths, shortwave infrared (1550 nm) and near-infrared (808 nm), employed in the Leica P40 and P20 commercial TLS instruments respectively, was used to estimate EWT at leaf and canopy level for deciduous and conifer canopies in an indoor dry-down experiment. rsfs.royalsocietypublishing.org Interface Focus 8: 20170041
Calibration models were developed for each scanner and successfully used to calibrate the intensity data for the range effect and to apparent reflectance. The two scanning wavelengths were found to be affected in a similar way by the incidence angle. Using the NDI minimized the incidence angle effects with no need for further radiometric calibrations, although some deviation at extreme incidence angles occurred, which is likely to be due to the presence of more partial hits in this case, making it harder to extract only the full hits. However, there could also be some difference in specularity between the two wavelengths. The NDI was found to be highly linearly related to broadleaf EWT across various tree species, and also to needle EWT of the Corsican pine conifer canopy. However, as the experiment included samples from a single conifer species, the results obtained can only be considered preliminary and further experiments that include various conifer species are necessary in order to determine whether the NDI-EWT relationship will hold or not.
At canopy level, a high registration accuracy was obtained for each P40/P20 point cloud pair on each day of the experiment, because of the similarity in the scan geometry. The NDI estimated EWT on a point-by-point basis for the deciduous and conifer canopies, generating 3D distributions of EWT that revealed some vertical heterogeneity. The young leaves and needles in the upper canopy had higher water content than the older leaves/needles in the lower canopy. This, if also observed in a forest environment, can affect passive optical space or airborne sensor estimation of EWT, as measurements from such instruments will be dominated by the canopy top [42] . However, the observed vertical heterogeneity and drying patterns may be characteristics of the specific species involved in the study.
The NDI overestimated the EWT for the deciduous canopy, and underestimated it for the conifer canopy on all days of the experiment, with the errors in the EWT estimation being proportional to the amount of woody material in the point cloud. Filtering the woody material significantly improved the EWT estimation accuracy. There is potential in using the 3D EWT distribution to separate the woody material from the leaves by choosing a threshold in the histogram of the EWT distribution. However, some leaves are filtered as woody material, creating a bias in the EWT estimation. Methods that use spatial information to separate the wood from the leaves may need to be used, for example [43, 44] .
This study shows the significant potential of combining the data from commercial laser scanners, such as the Leica P40 and P20, to generate a 3D distribution of EWT at canopy level without the need for incidence angle calibration. However, as the canopies used in the dry-down experiment were not extensively destructively sampled, due to their small size, the ability to provide vertical distribution of EWT by such methods needs further validation. In addition, experiments in real forest environments need to be conducted to assess the applicability of the proposed EWT estimation approach in larger canopies and outdoor conditions (for example in the presence of wind). If such challenges can be addressed, the potential of multi-wavelength TLS methods to better characterize and study heterogeneity in biochemistry within forest canopies will be substantial, providing a new insight into forest stress and tree physiology.
Data accessibility. The point clouds and processing codes can be downloaded via this link: https://doi.org/10.6084/m9.figshare.5053882.v1
