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Abstract
We analyze a diffuse interface model that describes the dynamics of incompressible
two-phase flows with chemotaxis effect. The PDE system couples a Navier–Stokes
equation for the fluid velocity, a convective Cahn–Hilliard equation for the phase field
variable with an advection-diffusion-reaction equation for the nutrient density. For
the system with a singular potential, we prove the existence of global weak solutions
in both two and three dimensions. Besides, in the two dimensional case, we establish
a continuous dependence result that implies the uniqueness of global weak solutions.
The singular potential guarantees that the phase field variable always stays in the
physically relevant interval [−1, 1] during time evolution. This property enables us to
obtain the well-posedness result without any extra assumption on the coefficients that
has been made in the previous literature.
Keywords: Cahn–Hilliard–Navier–Stokes System, Chemotaxis, Singular potential,
Well-posedness.
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1 Introduction
Diffuse interface models have emerged as an efficient mathematical tool describing the
complex dynamics of mixtures in materials science [8], fluid dynamics [32, 35, 38, 41, 43],
and mathematical biology, e.g., the tumor growth process [11, 26, 34, 48]. In the diffuse
interface framework, large interface deformations and topological changes of the interfaces
of the mixture can be handled naturally.
In this paper, we consider a Cahn–Hilliard–Navier–Stokes type system
∂tv + (v · ∇)v − div(2η(ϕ)Dv) +∇p = (µ + χσ)∇ϕ, in Ω× (0, T ), (1.1a)
div v = 0, in Ω× (0, T ), (1.1b)
∂tϕ+ (v · ∇)ϕ = ∆µ− α(ϕ − c0), in Ω× (0, T ), (1.1c)
µ = AΨ ′(ϕ)−B∆ϕ− χσ, in Ω× (0, T ), (1.1d)
∂tσ + (v · ∇)σ = ∆(σ + χ(1− ϕ)) − Ch(ϕ)σ + S, in Ω× (0, T ), (1.1e)
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subject to the following boundary conditions
v = 0, ∂nϕ = ∂nσ = ∂nµ = 0, on ∂Ω× (0, T ), (1.2)
as well as initial conditions
v(0) = v0, ϕ(0) = ϕ0, σ(0) = σ0, in Ω. (1.3)
Here, Ω ⊂ Rd (d = 2, 3) is a bounded domain with smooth boundary ∂Ω and n = n(x)
denotes the unit outward normal vector on ∂Ω. S = S(x, t) is a given function standing
for possible external source.
The system (1.1a)–(1.1e) can be viewed as a simplified version of the general thermo-
dynamically consistent diffuse interface model that was derived in Lam and Wu [39] for
a two-component incompressible fluid mixture with a chemical species subject to diffu-
sion as well as other transport mechanisms like convection and chemotaxis (see the earlier
work [49] for a more specific setting in the context of tumor growth modelling such that
the mixture describes a tumor surrounded by healthy tissues). The order parameter ϕ
denotes the difference in volume fractions of the mixture such that the region {ϕ = 1}
represents fluid 1 and {ϕ = −1} represents fluid 2 (i.e., the values ±1 represent the
pure concentrations). The fluid velocity v is taken as the volume-averaged velocity with
Dv = 12(∇v+(∇v)
T) being the symmetrized velocity gradient, and the scalar function p is
the (modified) pressure. The variable σ denotes the concentration of the chemical species
(e.g., nutrient) and µ stands for the chemical potential associated to (ϕ, σ). Equations
(1.1a) and (1.1b) represent the momentum balance for the incompressible fluid mixture,
while equations (1.1c) and (1.1d) constitute a convective Cahn–Hilliard system for the
order parameter ϕ, and equation (1.1e) is an advection-diffusion-reaction equation for the
chemical density σ.
For the sake of simplicity, in this paper we assume that the density difference of the
mixture as well as the mass transfer between the two components are negligible. Besides,
we assume that the mobilities are positive constants (set to be 1). The source term in
the Cahn–Hilliard equation (1.1c) may correspond to some biological mechanisms like
proliferation, apoptosis of cells in the tumor growth modelling. Here, we only take a
simple form, i.e., of Oono’s type −α(ϕ − c0) (cf. [21, 44]), where α ≥ 0, c0 ∈ (−1, 1).
For further discussions on biologically relevant mass source terms of the Cahn–Hilliard
equation, we refer to [16,17]. The nutrient consumption is prescribed by the term Ch(ϕ)σ,
where the non-negative constant C represents the consumption rate and the function h is
an interpolation with h(−1) = 0 and h(1) = 1, for instance, the simplest choice could be
h(ϕ) = 12(1 + ϕ) (cf. [26]). We allow that the binary fluid mixture may have unmatched
viscosities. Assuming that η1, η2 > 0 are viscosities of the two homogeneous fluids,
viscosity of the mixture can be modeled by the concentration dependent term η = η(ϕ),
for instance, a typical form is the linear combination (see, e.g., [38]):
η(r) = η1
1 + r
2
+ η2
1− r
2
, ∀ r ∈ [−1, 1]. (1.4)
In (1.1d), the positive constants A,B are related to the surface tension and the thick-
ness of the interfacial layers (i.e., the diffuse interface). The nonlinear function Ψ ′ denotes
the derivative of a potential Ψ that has a double-well structure, with two minima and
2
a local unstable maximum in between. A physically significant example is the following
logarithmic type:
Ψ(r) =
θ
2
[(1− r) ln(1− r) + (1 + r) ln(1 + r)] +
θc
2
(1− r2), ∀ r ∈ (−1, 1), (1.5)
with 0 < θ < θc (see e.g., [8,9]). It is referred to as a singular potential since its derivative
Ψ ′ blows up at the pure phases ±1. In the literature, the singular potential Ψ is often
approximated by a fourth-order polynomial
Ψ(r) =
1
4
(1− r2)2, r ∈ R, (1.6)
or some more general polynomial function.
The coupling structure of system (1.1a)–(1.1e) is reflected in terms of the capillary
force (µ+χσ)∇ϕ (indeed only depending on ϕ in view of (1.1d)), the viscous stress tensor
with a concentration dependent viscosity η(ϕ), the advection terms v · ∇ϕ, v · ∇σ, and
two extra terms involving the parameter χ. In particular, the constant coefficient χ is
related to certain specific transport mechanisms such as chemotaxis and active transport
in the context of tumor growth modelling (see e.g., [25, 26]). To see this, we reformulate
equations (1.1c) and (1.1e) as
∂tϕ+ (v · ∇)ϕ+ divqϕ = 0, ∂tσ + (v · ∇)σ + divqσ = −Ch(ϕ)σ + S,
with fluxes qϕ := −∇µ = −∇(AΨ
′(ϕ)−B∆ϕ− χσ), qσ := −∇(σ − χϕ).
For χ ≥ 0, the term χ∇σ in qϕ represents the chemotactic response to the nutrient
(i.e., movement of fluid 2 towards regions of high σ), while the other term χ∇ϕ in qσ
drives the chemical species towards fluid 2, i.e., the region {ϕ = 1}, leading to a persistent
concentration difference between the mixture components against the usual diffusion effect
(especially near the interface where ∇ϕ is non-zero). In spite of the complicated coupling
structure, we observe that the system (1.1a)–(1.1e) admits a basic energy law
d
dt
∫
Ω
[1
2
|v|2 +AΨ(ϕ) +
B
2
|∇ϕ|2 +
1
2
|σ|2 + χσ(1− ϕ)
]
dx
+
∫
Ω
[
2η(ϕ)|Dv|2 + |∇µ|2 + |∇(σ + χ(1− ϕ))|2
]
dx
=
∫
Ω
[−α(ϕ− c0)µ+ (−Ch(ϕ)σ + S)(σ + χ(1− ϕ))] dx, (1.7)
which plays an important role in the study of its global well-posedness.
To the best of our knowledge, the only known analytic result for problem (1.1a)–
(1.3) is due to Lam and Wu [39] (with described source terms). Under the choice of
a regular potential including the prototype (1.6), they establish the existence of global
weak solutions in two and three dimensions for prescribed mass transfer terms as well as
the existence and uniqueness of global strong solutions in two dimensions. However, it is
worth noting that the fourth-order Cahn–Hilliard equation for ϕ does not have a maximum
principle, with a regular potential like (1.6) one cannot guarantee the solution ϕ to take
values in the physical interval [−1, 1] (see e.g., [9, Remark 2.1] for a counterexample). Due
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to this technical issue, in order to prove the existence of global weak solutions, the authors
of [39] have to impose the following assumption on the coefficients A and χ:
A >
2χ2
C3
, (1.8)
where C3, C4 are positive constants such that Ψ(r) ≥ C3r
2 − C4 for r ∈ R (see also [25]
for a similar situation in the fluid-free case with more general mass source terms). The
assumption (1.8) arises from using Ho¨lder’s and Young’s inequalities to control the crossing
term
∫
Ω χσ(1−ϕ)dx in the free energy (see (1.7)). Besides, the uniqueness of weak solution
to problem (1.1a)–(1.3) in the two dimensional case was unsolved in [39].
Our aim in this paper is to expand the recent analysis for the initial boundary value
problem (1.1a)–(1.3). Taking a singular potential into account (e.g., the physically rele-
vant logarithmic type (1.5)) and without using the above restrictive assumption (1.8) on
coefficients, we are able to prove:
(1) existence of global weak solutions to problem (1.1a)–(1.3) in both two and three
dimensions (see Theorem 2.1);
(2) a continuous dependence result in dimension two (see Theorem 2.2) that also yields
the uniqueness of global weak solution (see Corollary 2.1).
The assumption (1.8) seems to imply that in order to obtain the global weak solution
etc of problem (1.1a)–(1.3), the effects of chemotaxis as well as active transport cannot
be too strong. From the technical point of view, without this assumption, it is not clear
whether the Galerkin approximation scheme used in [39] still works for singular potentials
(see hypotheses (H2) in the next section). This is because after a regularization of the
singular potential Ψ (see e.g., [7,45]), the approximate ansatz for ϕ in the usual Galerkin
scheme does not belong to the interval [−1, 1] due to the lack of maximum principle,
which yields difficulties to derive necessary uniform a priori estimates. To overcome this
difficulty, we shall make use of an alternative method with a semi-Galerkin scheme, that
is, performing a Galerkin approximation only for the Navier–Stokes equation of v, but
keeping the equations for the other variables (ϕ, σ) and then applying a fixed point argu-
ment. Since the Cahn–Hilliard equation with singular potential is solved separately in this
procedure, taking advantage of the existing literature (cf. e.g., [1,4,45]), we can guarantee
the property ϕ ∈ [−1, 1] for approximate solutions. This approach has been successfully
applied to other nonlinear coupled systems, for instance, the Ericksen–Leslie system for
incompressible liquid crystal flow [40] and a diffuse interface model for incompressible bi-
nary fluids with thermal Marangoni effect [54]. We remark that the property ϕ ∈ [−1, 1] is
also important in view of the variable viscosity η(ϕ), defined via the relation (1.4), which
can become negative if ϕ is outside the physical interval [−1, 1]. On the other hand, the
non-constant viscosity, non conservation of mass and the coupling with nutrient equation
lead to additional mathematical difficulties to prove the uniqueness of global weak solu-
tions of problem (1.1a)–(1.3) in two dimensions. We shall extend the method introduced
in the recent work [30] for the Cahn–Hilliard–Navier–Stokes system to derive a continuous
dependence estimate with respect to initial data in weaker norms of the solution, from
which the uniqueness of weak solutions follows.
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Before ending the introduction, let us give, without any claim of completeness, a brief
overview of related mathematical analysis results in the literature. When the nutrient
interaction is neglected and α = 0, system (1.1a)–(1.1d) reduces to the well-known Model
H for the motion of incompressible, viscous two-phase flow [32, 35]. The resulting Cahn–
Hilliard–Navier–Stokes system with regular potentials has been widely studied, see for
instance, [6, 19, 20, 55] and the references cited therein. For the Cahn–Hilliard–Navier–
Stokes system with unmatched viscosities and the logarithmic potential, we refer to [1,
7, 30], see also [21, 22] for the case with more involved boundary conditions accounting
for the moving contact line, [45] for the Cahn–Hilliard–Oono–Navier–Stokes system (i.e.,
α > 0) with constant viscosity, and [2,3,22] for fluid mixtures with different densities. On
the other hand, when the fluid interaction in system (1.1a)–(1.1d) is neglected, we refer
to [25] for the well-posedness of a Cahn–Hilliard type system with chemotaxis and active
transport (see [24] for the case with Dirichlet boundary conditions) and to [46] for a first
study on the long-time behavior without transport mechanisms. It is worth mentioning
that diffuse interface models with other types of fluid interaction have also been extensively
investigated in the literature, for instance, we refer to [12, 26, 29, 33, 37, 42, 52, 53] for the
Cahn–Hilliard–Darcy system and to [5,10,13,14] for the Cahn–Hilliard–Brinkman system
with various extensions especially in the recent study of tumor growth modelling.
The remaining part of this paper is organized as follows. In Section 2, we introduce
the functional settings and state the main results. In Section 3, we prove the existence
of global weak solutions in both two and three dimensions. In Section 4, we derive a
continuous dependence result and prove the uniqueness of weak solution in dimension
two. In the Appendix, we provide some details of the semi-Galerkin approximate scheme
that is used in the proof of the existence result.
2 Main Results
2.1 Preliminaries
Throughout the paper, we assume that Ω ⊂ Rd (d = 2, 3) is a bounded domain with
smooth boundary ∂Ω. For the standard Lebesgue and Sobolev spaces, we use the notations
Lp := Lp(Ω) and W k,p := W k,p(Ω) for any p ∈ [1,+∞], k > 0 equipped with the norms
‖ · ‖Lp and ‖ · ‖W k,p . In the case p = 2 we use H
k :=W k,2 and the norm ‖ · ‖Hk . The norm
and inner product on L2(Ω) are simply denoted by ‖ · ‖ and (·, ·), respectively. The dual
space of a Banach space X is denoted by X ′, and the duality pairing between X and its
dual will be denoted by 〈·, ·〉X . Given an interval J of R
+, we introduce the function space
Lp(J ;X) with p ∈ [1,+∞], which consists of Bochner measurable p-integrable functions
with values in the Banach space X. The boldface letter X denotes the vectorial space Xd
endowed with the product structure.
For every f ∈ H1(Ω)′, we denote by f its generalized mean value over Ω such that
f = |Ω|−1〈f, 1〉H1 ; if f ∈ L
1(Ω), then its mean is simply given by f = |Ω|−1
∫
Ω f dx. As the
pressure function in (1.1a) is determined up to a time-dependent constant, we introduce
the space L20(Ω) := {f ∈ L
2(Ω) : f = 0}. Besides, in view of the homogeneous Neumann
boundary condition (1.2), we also set H2N (Ω) := {f ∈ H
2(Ω) : ∂nf = 0 on ∂Ω}. We will
use the Poincare´–Wirtinger inequality [15, Section 5.8.1]:
‖f − f‖ ≤ CP ‖∇f‖, ∀ f ∈ H
1(Ω), (2.1)
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where CP is a constant depending only on d and Ω. Consider the realization of the mi-
nus Laplacian with homogeneous Neumann boundary condition AN ∈ L(H
1(Ω),H1(Ω)′)
defined by
〈ANu, v〉H1 :=
∫
Ω
∇u · ∇v dx, for u, v ∈ H1(Ω).
Then for the linear spaces
V0 = {u ∈ H
1(Ω) : u = 0}, V ′0 = {u ∈ H
1(Ω)′ : u = 0},
the restriction of AN from V0 onto V
′
0 is an isomorphism. In particular, AN is positively
defined on V0 and self-adjoint. We denote its inverse map by N = A
−1
N : V
′
0 → V0. Note
that for every f ∈ V ′0 , u = N f ∈ V0 is the unique weak solution of the Neumann problem{
−∆u = f, in Ω,
∂nu = 0, on ∂Ω.
Besides, we have
〈ANu,N g〉V0 = 〈g, u〉V , ∀u ∈ V, ∀ g ∈ V
′
0 , (2.2)
〈g,N f〉V0 = 〈f,N g〉V0 =
∫
Ω
∇(N g) · ∇(N f) dx, ∀ g, f ∈ V ′0 , (2.3)
and the chain rule
〈∂tu,Nu(t)〉V0 =
1
2
d
dt
‖∇Nu‖2, a.e. in (0, T ),
for any u ∈ H1(0, T ;V ′0). For any f ∈ V
′
0 , we set ‖f‖V ′0 = ‖∇N f‖. It is well-known
that f → ‖f‖V ′0 and f → (‖f − f‖
2
V ′0
+ |f |2)
1
2 are equivalent norms on V ′0 and H
1(Ω)′,
respectively. Besides, according to Poincare´’s inequality (2.1), we see that f → ‖∇f‖,
f → (‖∇f‖2+ |f |2)
1
2 are equivalent norms on V0 and H
1(Ω). We also report the following
standard Hilbert interpolation inequality and elliptic estimates for the Neumann problem
‖f‖ ≤ ‖f‖
1
2
V ′0
‖∇f‖
1
2 , ∀ f ∈ V0, (2.4)
‖∇N f‖Hk(Ω) ≤ C‖f‖Hk−1(Ω), ∀ f ∈ H
k−1(Ω) ∩ L20(Ω), k ∈ N. (2.5)
We also consider the operator A1 := I −∆ with homogeneous Neumann boundary condi-
tion that is an unbounded operator L2(Ω) with domain D(A1) = H2N (Ω). It is well-known
that A1 is a positive, unbounded, self-adjoint operator in L
2(Ω) with a compact inverse
(denoted by N1 := A
−1
1 ), see, e.g., [51, Chapter II, Section 2.2]. Then f → ‖N
1
2
1 f‖ is also
an equivalent norm on H1(Ω)′.
Next, we introduce the classical function spaces for the Navier–Stokes equations (see
e.g., [23,50]). For a vector-valued/tensor-valued Banach space X, we denote Xdiv, X0,div
by the closure of C∞div(Ω) = {f ∈ (C
∞(Ω))d : divf = 0}, C∞0,div(Ω) = {f ∈ (C
∞
0 (Ω))
d :
divf = 0} with respect to theX-norm, respectively. ForX = L2(Ω), we have the notation
L20,div(Ω) = L
2
div(Ω). The space H
1
0,div(Ω) is equipped with the scalar product
(u,v)H10,div
:= (∇u,∇v), ∀u, v ∈H10,div(Ω).
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It is well known that L2(Ω) can be decomposed into L2div(Ω) ⊕ G(Ω), where G(Ω) :=
{f ∈ L2(Ω) : ∃ z ∈ H1(Ω), f = ∇z}. Then for any function f ∈ L2(Ω), there holds the
Helmholtz–Weyl decomposition (see [23, Chapter III]):
f = f0 +∇z, where f0 ∈ L
2
div(Ω), ∇z ∈ G(Ω).
Consequently, we can define the Helmholtz–Leray projection onto the space of divergence-
free functions P : L2(Ω)→ L2div(Ω) such that P (f) = f0.
We now invoke the Stokes operator S :H10,div(Ω) ∩H
2(Ω)→ L2div(Ω) such that
(Su, ζ) = (∇u,∇ζ), ∀ ζ ∈H10,div(Ω),
with domain D(S) = H10,div(Ω) ∩H
2(Ω) (see e.g., [50, Chapter III]). The operator S is
a canonical isomorphism from H10,div(Ω) to H
1
0,div(Ω)
′. Denote its inverse map by S−1 :
H10,div(Ω)
′ →H10,div(Ω). For any f ∈H
1
0,div(Ω)
′, there is a unique u = S−1f ∈H10,div(Ω)
such that
(∇S−1f ,∇ζ) = 〈f , ζ〉
H10,div
, ∀ ζ ∈H10,div(Ω).
Then we can see that ‖∇S−1f‖ = 〈f ,S−1f〉
1
2
H10,div
is an equivalent norm on H10,div(Ω)
′
and there exists the chain rule
〈ft(t),S
−1f(t)〉H10,div
=
1
2
d
dt
‖∇S−1f‖2, a.e. t ∈ (0, T ),
for any f ∈ H1(0, T ;H10,div(Ω)
′). Besides, we recall the following useful result (see e.g., [50,
Chapter III, Theorem 2.2.1] and [30, Appendix B]):
Lemma 2.1. Let d = 2, 3. For any f ∈ L2div(Ω), there exists a unique u ∈ H
1
0,div(Ω) ∩
H2(Ω) and p ∈ H1(Ω) ∩ L20(Ω) such that −∆u +∇p = f a.e. in Ω, that is, u = S
−1f .
Moreover,
‖u‖H2 + ‖∇p‖ ≤ C‖f‖,
‖p‖ ≤ C‖f‖
1
2 ‖∇S−1f‖
1
2 ,
where C is a positive constant that may depend on d, Ω but is independent of f .
2.2 Main results
We make the following hypotheses.
(H1) The viscosity η ∈ C1(R) and satisfies
η∗ ≤ η(r) ≤ η
∗, |η′(r)| ≤ η0, ∀ r ∈ R,
where η∗, η
∗ and η0 are some positive constants.
(H2) The singular potential Ψ belongs to the class of functions C[−1, 1] ∩ C2(−1, 1) and
can be written into the following form
Ψ(r) = Ψ0(r)−
θ0
2
r2,
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such that
lim
r→±1
Ψ ′0(r) = ±∞, and Ψ
′′
0 (r) ≥ θ, ∀ r ∈ (−1, 1),
where θ is a strictly positive constant and θ0 ∈ R. In addition, there exists ǫ0 ∈ (0, 1)
such that Ψ ′′0 is nondecreasing in [1−ǫ0, 1) and nonincreasing in (−1,−1+ǫ0]. Finally,
we make the extension Ψ0(r) = +∞ for any r /∈ [−1, 1].
(H3) The function h ∈ C1(R) ∩ L∞(R) and S ∈ L2(0, T ;L2(Ω)).
(H4) The coefficients A, B, C, χ, α, c0 are prescribed constants and satisfy
A > 0, B > 0, C ∈ R, χ ∈ R, α ≥ 0, c0 ∈ (−1, 1).
Remark 2.1. The logarithmic potential (1.5) fulfills the assumption (H2). As indicated
in [30, Remark 2.1], one can easily extend the linear viscosity function (1.4) to R in such
a way to comply (H1). Indeed, since the singular potential guarantees that the solution
ϕ ∈ [−1, 1], the value of η outside of [−1, 1] is not important and can be chosen in a good
manner as in (H1). Besides, it is possible to consider other physically relevant viscosities
like (e.g., [31])
η(r) =
η1η2
η1(
1−r
2 ) + η2(
1+r
2 )
, or η(r) = η1e
(log(
η1
η2
)( 1−r
2
))
, ∀ r ∈ [−1, 1],
where η1 and η2 are the viscosities of fluid 1 and fluid 2, respectively.
Next, we introduce the definition of weak solution.
Definition 2.1. Let d = 2, 3 and T ∈ (0,+∞). Suppose that the initial data satisfy
v0 ∈ L
2
div(Ω), ϕ0 ∈ H
1(Ω), σ0 ∈ L
2(Ω) with ‖ϕ0‖L∞ ≤ 1 and |ϕ0| < 1. A quadruple
(v, ϕ, µ, σ) satisfying the following properties
v ∈ L∞(0, T ;L2div(Ω)) ∩ L
2(0, T ;H10,div(Ω)) ∩W
1, 4
d (0, T ;H10,div(Ω)
′),
ϕ ∈ L∞(0, T ;H1(Ω)) ∩ L4(0, T ;H2N (Ω)) ∩ L
2(0, T ;W 2,q(Ω)) ∩H1(0, T ;H1(Ω)′),
µ ∈ L2(0, T ;H1(Ω)),
σ ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)) ∩W 1,
4
d (0, T ;H1(Ω)′),
ϕ ∈ L∞(Ω× (0, T )) and |ϕ(x, t)| < 1 a.e. in Ω× (0, T ),
where q ≥ 2 if d = 2 and q ∈ [2, 6] if d = 3, is a weak solution to problem (1.1a)–(1.3) on
[0, T ], if
〈∂tv, ζ〉H10,div
+ ((v · ∇)v, ζ) + (2η(ϕ)Dv,Dζ)
= ((µ + χσ)∇ϕ, ζ), a.e. in (0.T ), (2.6a)
〈∂tϕ, ξ〉H1 + ((v · ∇)ϕ, ξ) = −(∇µ,∇ξ)− α(ϕ− c0, ξ), a.e. in (0.T ), (2.6b)
µ = AΨ ′(ϕ)−B∆ϕ− χσ, a.e. in (0.T ), (2.6c)
〈∂tσ, ξ〉H1 + ((v · ∇)σ, ξ) + (∇σ,∇ξ)
= χ(∇ϕ,∇ξ)− (Ch(ϕ)σ, ξ) + (S, ξ), a.e. in (0.T ), (2.6d)
for all ζ ∈H10,div and ξ ∈ H
1(Ω). Moreover, the initial conditions are fulfilled
v(0) = v0, ϕ(0) = ϕ0,, σ(0) = σ0.
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Remark 2.2. The initial data are attained in the following sense (see e.g., [7]): from
regularity properties of the weak solution and the Sobolev embedding theorem, we have
v ∈ Cw([0, T ];L
2
div(Ω)) if d = 3, v ∈ C([0, T ];L
2
div(Ω)) if d = 2,
ϕ ∈ Cw([0, T ];H
1(Ω)),
σ ∈ Cw([0, T ];L
2(Ω)) if d = 3, σ ∈ C([0, T ];L2(Ω)) if d = 2.
We are now in a position to state the main results of this paper.
Theorem 2.1. (Existence of global weak solutions). Let d = 2, 3, T > 0. Suppose that
the hypotheses (H1)–(H4) are satisfied, then for any initial data satisfying v0 ∈ L
2
div(Ω),
ϕ0 ∈ H
1(Ω), σ0 ∈ L
2(Ω) with ‖ϕ0‖L∞ ≤ 1 and |ϕ0| < 1, the initial boundary value
problem (1.1a)–(1.3) admits at least one global weak solution (v, ϕ, µ, σ) on [0, T ] in the
sense of Definition 2.1.
Theorem 2.2. (Continuous dependence estimate with respect to initial data in 2D). Let
d = 2. Consider two groups of initial data satisfying (v0i, ϕ0i, σ0i) ∈ L
2
div(Ω) ×H
1(Ω) ×
L2(Ω) with ‖ϕ0i‖L∞ ≤ 1, |ϕ0i| < 1, i = 1, 2, and ϕ01, ϕ02 ∈ (−1, 1). The global
weak solutions (v1, ϕ1, σ1), (v2, ϕ2, σ2) to problem (1.1a)–(1.3) on [0, T ] with initial data
(v0i, ϕ0i, σ0i), i = 1, 2 (and the same source term S1 = S2), satisfy the following continuous
dependence estimate:
W (t) ≤ C
(
W (0)
C
)exp (−C ∫ t0 Z(s)ds)
, ∀ t ∈ [0, T ],
where
W (t) =
1
2
‖∇S−1[v1(t)− v2(t)]‖
2 +
1
2
‖ϕ1(t)− ϕ2(t)‖
2
(H1)′ +
1
2
‖σ1(t)− σ2(t)‖
2
(H1)′
+ |ϕ1(t)− ϕ2(t)|,
Z(t) = ‖∇v1(t)‖
2 + ‖∇v2(t)‖
2 + ‖ϕ1(t)‖
2
W 2,3 + ‖ϕ2(t)‖
2
W 2,3
+ ‖ϕ1(t)‖
4
H2 + ‖Ψ
′(ϕ1)‖L1 + ‖Ψ
′(ϕ2)‖L1 + ‖σ2(t)‖
2
H1 + 1,
and C > 0 is a constant depending on the initial data, Ω and coefficients of the system.
Corollary 2.1. (Uniqueness of weak solutions in 2D). Let d = 2. The global weak
solution (v, ϕ, µ, σ) to problem (1.1a)–(1.3) obtained in Theorem 2.1 is unique.
3 Existence of Global Weak Solutions
In this section, we prove Theorem 2.1 on the existence of global weak solutions to
problem (1.1a)–(1.3). The proof relies on a suitable semi-Galerkin scheme. Roughly
speaking, the procedure consists of the following steps: first, given a smooth velocity field
um, we solve the Cahn–Hilliard equation for ϕ and the reaction-diffusion equation for σ
with convection terms; second, using the solutions (ϕm, σm) obtained in the previous step,
we solve a finite dimensional approximation of the Navier–Stokes equation for v with an
external force term (given by ϕm); third, we apply Shauder’s fixed point theorem to find a
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fixed point (vm, ϕm, σm); finally, we derive uniform estimates with respect to m and pass
to the limit as m→∞.
In the subsequent proof, we will use the following modified Gronwall’s lemma derived
in [25, Lemma 3.1].
Lemma 3.1. Let α, β, u and v be real-valued functions defined on [0, T ]. Assume that
α is integrable, β is non-negative and continuous, u is continuous, v is non-negative and
integrable. Suppose u and v satisfy the integral inequality
u(s) +
∫ s
0
v(t) dt ≤ α(s) +
∫ s
0
β(t)u(t)dt, ∀ s ∈ [0, T ],
then
u(s) +
∫ s
0
v(t) dt ≤ α(s) +
∫ s
0
α(t)β(t) exp
(∫ s
t
β(r) dr
)
dt. (3.1)
3.1 Semi-Galerkin Scheme
Let the family {yk(x)}
∞
k=1 be a basis of the Hilbert space H
1
0,div(Ω), which is given by
eigenfunctions of the Stokes problem
(∇yk,∇w) = λk(yk,w), ∀w ∈H
1
0,div(Ω), with ‖yk‖ = 1, (3.2)
where λk is the eigenvalue corresponding to yk. It is well-known that 0 < λ1 < λ2 < ... is an
unbounded monotonically increasing sequence, {yk(x)}
∞
k=1 forms a complete orthonormal
basis in L2div(Ω) and it is also orthogonal in H
1
0,div(Ω). By the elliptic regularity theory,
we have yk(x) ∈ C
∞ for all k ∈ N. For every m ∈ N, we denote the finite-dimensional
subspace of H10,div(Ω) by
Hm := span{y1(x), ...,ym(x)}.
Moreover, we use PHm for the corresponding orthogonal projections from L
2
div(Ω) onto
Hm.
For every m ∈ N and arbitrary T > 0, we consider the following approximate problem:
looking for functions
vm(x, t) :=
m∑
i=1
ami (t)yi(x), (3.3)
and (ϕm, µm, σm) satisfying
(P1)

(∂tv
m,w) + ((vm · ∇)vm,w) + (2η(ϕm)Dvm,Dw)
= ((µm + χσm)∇ϕm,w), a.e. in (0, T ), (3.4)
〈∂tϕ
m, ξ〉H1 + ((v
m · ∇)ϕm, ξ)
= −(∇µm,∇ξ)− α(ϕm − c0, ξ), a.e. in (0, T ), (3.5)
µm = AΨ ′(ϕm)−B∆ϕm − χσm, a.e. in Ω× (0,T), (3.6)
〈∂tσ
m, ξ〉H1 + ((v
m · ∇)σm, ξ) + (∇σm,∇ξ)
= χ(∇ϕm,∇ξ)− (Ch(ϕm)σm, ξ) + (S, ξ), a.e. in (0, T ), (3.7)
vm(0) = PHmv0, ϕ
m(0) = ϕ0,, σ
m(0) = σ0, in Ω, (3.8)
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for all w ∈Hm, ξ ∈ H
1(Ω).
The following proposition yields that the approximate problem (P1) admits a unique
weak solution.
Proposition 3.1. Let d = 2, 3. We assume that the hypotheses (H1)–(H4) are satisfied,
and the initial data satisfy v0 ∈ L
2
div(Ω), ϕ0 ∈ H
1(Ω), σ0 ∈ L
2(Ω) with ‖ϕ0‖L∞ ≤ 1 and
|ϕ0| < 1. For every integer m > 0, there exists a time Tm > 0 depending on v0, ϕ0, σ0,
Ω, m and coefficients of the system such that problem (P1) admits a unique weak solution
(vm, ϕm, µm, σm) on [0, Tm] satisfying
vm ∈ H1(0, Tm;Hm(Ω)),
ϕm ∈ L∞(0, Tm;H
1(Ω)) ∩ L2(0, Tm;H
2
N (Ω)) ∩H
1(0, Tm;H
1(Ω)′),
µm ∈ L2(0, Tm;H
1(Ω)),
σm ∈ L∞(0, Tm;L
2(Ω)) ∩ L2(0, Tm;H
1(Ω)) ∩H1(0, Tm;H
1(Ω)′).
ϕm ∈ L∞(Ω× (0, T )) and |ϕ| < 1 a.e. in Ω× (0, T ).
Remark 3.1. In view of (3.3), the approximate solution vm is indeed smooth in space.
Proof. The proof of Proposition 3.1 consists of several steps.
Step 1. Let T > 0 and M˜ ≥ 2‖v0‖
2+1 to be determined later. Consider an arbitrary
given function
um =
m∑
i=1
ami (t)yi(x) ∈ C([0, T ];Hm),
that satisfies
ami (0) = (v0,yi), sup
t∈[0,T ]
m∑
i=1
|ami (t)|
2 ≤ M˜.
Namely, um(0) = PHmv0 and supt∈[0,T ] ‖u
m(t)‖2 ≤ M˜ . Besides, since um is indeed finite
dimensional, we have the inverse inequality
sup
t∈[0,T ]
‖um(t)‖2L∞ ≤ mM˜ max
1≤i≤m
‖yi‖
2
L∞ ≤ CmM˜ ,
where Cm > 0 is a constant that depends on m.
With the given velocity vector um, we first consider the following auxiliary system:
〈∂tϕ
m, ξ〉H1 + ((u
m · ∇)ϕm, ξ)
= −(∇µm,∇ξ)− α(ϕm − c0, ξ), a.e. in (0, T ), (3.9a)
µm = AΨ ′(ϕm)−B∆ϕm − χσm, a.e. in Ω× (0,T), (3.9b)
〈∂tσ
m, ξ〉H1 + ((u
m · ∇)σm, ξ) + (∇σm,∇ξ)
= χ(∇ϕm,∇ξ)− (Ch(ϕm)σm, ξ) + (S, ξ), a.e. in (0, T ), (3.9c)
ϕm(0) = ϕ0, σ
m(0) = σ0, in Ω, (3.9d)
for all ξ ∈ H1(Ω). Then we have
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Lemma 3.2. Assume that um ∈ C([0, T ];Hm) as described as above. For any initial
data ϕ0 ∈ H
1(Ω), σ0 ∈ L
2(Ω) with ‖ϕ0‖L∞ ≤ 1 and |ϕ0| < 1 given in the statement
of Proposition 3.1, the auxiliary problem (3.9a)–(3.9d) admits a unique weak solution
(ϕm, µm, σm) satisfying
ϕm ∈ Cw([0, T ];H
1(Ω)) ∩ L2(0, T ;H2N (Ω)) ∩H
1(0, T ;H1(Ω)′),
µm ∈ L2(0, T ;H1(Ω)),
σm ∈ C([0, T ];L2(Ω)) ∩ L2(0, T ;H1(Ω)) ∩H1(0, T ;H1(Ω)′),
ϕm ∈ L∞(Ω× (0, T )) and |ϕm| < 1 a.e. in Ω× (0, T ).
The proof of Lemma 3.2 consists of several steps and is postponed to the Appendix.
Next, we introduce the following Banach space
X =
(
L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2N (Ω))
)
×
(
L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω))
)
,
and the mapping
Φm1 : C([0, T ];Hm) → X,
um → (ϕm, σm).
Thanks to Lemma 3.2, the mapping Φm1 is well-defined, and Φ
m
1 (u
m) = (ϕm, σm) is
bounded from C([0, T ];Hm) to X.
We proceed to show that Φm1 is also continuous. To this end, let u
m
1 and u
m
2 ∈
C([0, T ];Hm) be two given vectors with the same initial value as above. Then (ϕ
m
i , σ
m
i ) =
Φm1 (u
m
i ), i = 1, 2 are the two weak solutions to problem (3.9a)–(3.9d) given by Lemma
3.2 (subject to the same initial data (ϕ0, σ0) and source term S), with the corresponding
chemical potentials µmi being given by (3.9b). We denote the differences by
um = um1 − u
m
2 , (ϕ
m, µm, σm) = (ϕm1 − ϕ
m
2 , µ
m
1 − µ
m
2 , σ
m
1 − σ
m
2 ).
Then it holds
〈∂tϕ
m, ξ〉H1 + ((u
m
1 · ∇)ϕ
m, ξ) + ((um · ∇)ϕm2 , ξ)
= −(∇µm,∇ξ)− α(ϕm, ξ), (3.10a)
(µm, ξ) = A(Ψ ′(ϕm1 )− Ψ
′(ϕm2 ), ξ) +B(∇ϕ
m,∇ξ)− (χσm, ξ), (3.10b)
〈∂tσ
m, ξ〉H1 + ((u
m
1 · ∇)σ
m, ξ) + ((um · ∇)σm2 , ξ) + (∇σ
m,∇ξ)
= χ(∇ϕm,∇ξ)− C(h(ϕm1 )σ
m
1 − h(ϕ
m
2 )σ
m
2 , ξ), (3.10c)
ϕm(0) = 0, σm(0) = 0. (3.10d)
After integration by parts, and using the fact divum = 0, (3.10a) can be rewritten as
〈∂tϕ
m, ξ〉(H1)′,H1 − (ϕ
mum1 ,∇ξ)− (ϕ
m
2 u
m,∇ξ) = −(∇µm,∇ξ)− α(ϕm, ξ). (3.11)
From Lemma 3.2, we have the estimates
‖ϕmi (t)‖H1 ≤ C, ‖ϕ
m
i (t)‖L∞ ≤ 1, ∀ t ∈ [0, T ], i = 1, 2.
12
Besides, taking ξ = 1 in (3.9a), we easily get
ϕmi (t) = c0 + e
−αt(ϕ0 − c0), i = 1, 2,
which implies
ϕm(t) = ϕm1 (t)− ϕ
m
2 (t) = 0, ∀ t ∈ [0, T ].
Now choosing the test function ξ = Nϕm in (3.11), we obtain
1
2
d
dt
‖ϕm‖2V ′0
+ α‖ϕm‖V ′0 + (µ
m, ϕm) = I1 + I2, (3.12)
where
I1 = (ϕ
mum1 ,∇Nϕ
m), I2 = (ϕ
m
2 u
m,∇Nϕm).
From the assumption (H2) on Ψ , we deduce that
(µm, ϕm) = A(Ψ ′(ϕm1 )− Ψ
′(ϕm2 ), ϕ
m) +B(∇ϕm,∇ϕm)− (χσm, ϕm)
≥ B‖∇ϕm‖2 − C1‖ϕ
m‖2 −
1
4
‖σm‖2,
where C1 is a constant depending on θ, θ0 and χ. By the definition of N and Young’s
inequality, we have
C1‖ϕ
m‖2 = C1(∇A
−1
0 ϕ
m,∇ϕm) ≤
B
8
‖∇ϕm‖2 +C2‖ϕ
m‖2V ′0
.
Besides, we have the following estimates
I1 ≤ ‖ϕ
m‖L6‖u
m
1 ‖L3‖ϕ
m‖V ′0
≤
B
8
‖∇ϕm‖2 + C‖um1 ‖
2
L3
‖ϕm‖2V ′0
≤
B
8
‖∇ϕm‖2 + C‖ϕm‖2V ′0
,
and
I2 ≤ ‖ϕ
m
2 ‖L6‖u
m‖L3‖ϕ
m‖V ′0 ≤
1
4
‖um‖2 +C‖ϕm‖2V ′0
,
where we have used the inequality ‖um‖L3 ≤ |Ω|
1
3‖um‖L∞ ≤ Cm‖u
m‖, since it is indeed
finite dimensional. Collecting the above estimates, we obtain that
1
2
d
dt
‖ϕm‖2V ′0
+
3
4
B‖∇ϕm‖2 ≤ C‖ϕm‖2V ′0
+
1
4
‖σm‖2 +
1
4
‖um‖2. (3.13)
Next, taking ξ = N1σ
m in (3.10c), we get
1
2
d
dt
‖σm‖2(H1)′ + ‖σ
m‖2
= ‖σm‖2(H1)′ + (u
m
1 σ
m,∇N1σ
m) + (umσm2 ,∇N1σ
m)
+ χ(∇ϕm,∇N1σ
m)− C(h(ϕm1 )σ
m,N1σ
m)− C((h(ϕm1 )− h(ϕ
m
2 ))σ
m
2 ,N1σ
m)
:= ‖σm‖2(H1)′ +
7∑
j=3
Ij, (3.14)
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where
I3 = (u
m
1 σ
m,∇N1σ
m), I4 = (u
mσm2 ,∇N1σ
m),
I5 = χ(∇ϕ
m,∇N1σ
m), I6 = −C(h(ϕ
m
1 )σ
m,N1σ
m),
I7 = −C((h(ϕ
m
1 )− h(ϕ
m
2 ))σ
m
2 ,N1σ
m).
The right-hand side of (3.14) can be estimated as follows:
I3 ≤ C‖u
m
1 ‖L∞‖σ
m‖‖∇N1σ
m‖
≤ C‖um1 ‖‖σ
m‖‖σm‖(H1)′
≤
1
8
‖σm‖2 + C‖σm‖2(H1)′ ,
and similarly,
I4 ≤ C‖σ
m
2 ‖‖u
m‖L∞‖∇N1σ
m‖
≤ C‖um‖‖σm‖(H1)′
≤
1
4
‖um‖2 + C‖σm‖2(H1)′ ,
where we again used the inverse inequality ‖um‖L∞ ≤ Cm‖u
m‖. For I5, we infer from
Young’s inequality that
I5 ≤ |χ|‖∇ϕ
m‖‖∇N1σ
m‖ ≤
B
8
‖∇ϕm‖2 + C‖σm‖2(H1)′ .
Concerning I6, I7, we have
I6 ≤ C‖h(ϕ
m
1 )‖L∞‖σ
m‖‖N1σ
m‖ ≤
1
8
‖σm‖2 + C‖σm‖2(H1)′ ,
and
I7 ≤ C‖N
1
2
1 ((h(ϕ
m
1 )− h(ϕ
m
2 ))σ
m
2 )‖‖N
1
2
1 σ
m‖
≤ C‖(h(ϕm1 )− h(ϕ
m
2 ))σ
m
2 )‖L
6
5
‖σm‖(H1)′
≤ C‖h(ϕm1 )− h(ϕ
m
2 )‖L3‖σ
m
2 ‖‖σ
m‖(H1)′
≤ ‖h′‖L6‖ϕ
m‖L6‖σ
m‖(H1)′
≤
B
8
‖∇ϕm‖2 + C‖σm‖2(H1)′ .
Hence, we infer from the above estimates and (3.14) that
1
2
d
dt
‖σm‖2(H1)′ +
3
4
‖σm‖2 ≤
B
4
‖∇ϕm‖2 + C‖σm‖2(H1)′ +
1
4
‖um‖2. (3.15)
In view of (3.13) and (3.15), we deduce the following inequality
d
dt
(
‖ϕm‖2V ′0
+ ‖σm‖2(H1)′
)
+B‖∇ϕm‖2 + ‖σm‖2
≤ C
(
‖ϕm‖2V ′0
+ ‖σm‖2(H1)′
)
+ ‖um‖2, (3.16)
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where C > 0 is a constant depending on the initial data, Ω, M˜ , m and coefficients of
the system. Integrating (3.16) with respect to time, we infer from Gronwall’s lemma (see
Lemma 3.1) that
‖ϕm(t)‖2V ′0
+ ‖σm(t)‖2(H1)′ +
∫ t
0
(
‖∇ϕm(s)‖2 + ‖σm(s)‖2
)
ds
≤ CteCt sup
s∈[0,t]
‖um(s)‖2, ∀ t ∈ [0, T ]. (3.17)
Therefore, the solution operator Φm1 : C([0, T ];Hm) → X is continuous with respect to
um in a weaker topology for the space X.
Step 2. Once the triple (ϕm, µm, σm) is determined as in Step 1, we turn to look for
functions:
vm =
m∑
i=1
a˜mi (t)yi(x)
that satisfy the following system
〈∂tv
m,w〉
H10,div
+ ((vm · ∇)vm,w) + (2η(ϕm)Dvm,Dw),
= ((µm + χσm)∇ϕm,w), ∀w ∈Hm, (3.18)
subject to the initial condition
vm(0) = PHmv0. (3.19)
Problem (3.18)–(3.19) is equivalent to a system consisting of m nonlinear ordinary dif-
ferential equations for the coefficients {a˜mi }
m
i=1 (by taking w = yi, i = 1, ...,m). Since
w ∈Hm, the external force term reads ((µ
m + χσm)∇ϕm,w) = −(ϕm∇(µm + χσm),w).
It follows from Lemma 3.2 that ϕm∇(µm + χσm) ∈ L2(0, T ;L2(Ω)), thus the right-hand
side of (3.18) belongs to L2(0, T ). Due to the smoothness assumption of η in (H1), then
by the classical theory of ODEs, it is standard to show the existence and uniqueness of
local solutions a˜mi ∈ H
1(0, Tm), i = 1, ...,m to the above ODE system on a certain time
interval [0, Tm] ⊂ [0, T ].
Hence, we obtain a unique local solution vm ∈ H1(0, Tm;Hm) to problem (3.18)–
(3.19). Besides, testing (3.18) with vm, we have
1
2
d
dt
‖vm‖2 +
∫
Ω
2η(ϕm)|Dvm|2 dx
=
∫
Ω
(µm + χσm)∇ϕm · vmdx
= −
∫
Ω
ϕm∇(µm + χσm) · vmdx
≤ ‖ϕm‖L∞(‖∇µ
m‖+ ‖χ∇σm‖)‖vm‖
≤
1
2
‖vm‖2 + ‖∇µm‖2 + χ2‖∇σm‖2. (3.20)
Integrating the above inequality with respect to time, from Lemma 3.1, we deduce that
‖vm(t)‖2 + 4η∗
∫ t
0
‖Dvm(s)‖2 ds
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≤ Cet
[
‖v0‖
2 +
∫ t
0
(
‖∇µm(s)‖2 + ‖∇σm(s)‖2
)
ds
]
, ∀ t ∈ [0, Tm], (3.21)
where the constant C > 0 may depend on χ and η∗. The above estimate enables us to
extend the local solution vm to the whole interval [0, T ] such that
vm ∈ H1(0, T ;Hm). (3.22)
Going back to the equation (3.18) and using the fact ϕm∇(µm + χσm) ∈ L2(0, T ;L2(Ω)),
we also infer that
‖∂tv
m‖L2(0,T ;Hm) ≤ C(T ).
In summary, we have
Lemma 3.3. Given a triple (ϕm, µm, σm) determined by Lemma 3.2, for any initial datum
v0 ∈ L
2
div(Ω) as given in Proposition 3.1, problem (3.18)–(3.19) admits a unique solution
vm ∈ H1(0, T ;Hm).
Thanks to Lemma 3.3, we can define the following mapping determined by the solution
to problem (3.18)–(3.19):
Φm2 : X → H
1(0, Tm;Hm),
(ϕm, σm) → vm.
It is obvious from (3.21), (3.22) that Φm2 is bounded from X to H
1(0, Tm;Hm). Below we
verify its continuity. To this end, let (ϕmi , σ
m
i ) = Φ
m
1 (u
m
i ), u
m
i ∈ C([0, T ];Hm), i = 1, 2,
with corresponding µmi ∈ L
2(0, T,H1(Ω)) satisfying µmi = AΨ
′(ϕmi ) − B∆ϕ
m
i − χσ
m
i ,
i = 1, 2 (i.e., given by Lemma 3.2). Then we set
vmi = Φ
m
2 (ϕ
m
i , σ
m
i ), i = 1, 2,
and denote the differences by
vm = vm1 − v
m
2 , (ϕ
m, σm) = (ϕm1 − ϕ
m
2 , σ
m
1 − σ
m
2 ).
Taking the difference of (3.18) for vmi and testing the resultant by w = v
m, we get
(∂tv
m,vm) + (2η(ϕm1 )Dv
m,Dvm)
= −((vm · ∇)vm1 ,v
m)− ((vm2 · ∇)v
m,vm)− (2(η(ϕm1 )− η(ϕ
m
2 ))Dv
m
2 ,Dv
m)
+
(
(µm1 + χσ
m
1 )∇ϕ
m
1 − (µ
m
2 + χσ
m
2 )∇ϕ
m
2 ,v
m
)
:=
4∑
i=1
Ji, (3.23)
where
J1 = −((v
m · ∇)vm1 ,v
m),
J2 = −((v
m
2 · ∇)v
m,vm),
J3 = −(2(η(ϕ
m
1 )− η(ϕ
m
2 ))Dv
m
2 ,Dv
m),
J4 =
(
(µm1 + χσ
m
1 )∇ϕ
m
1 − (µ
m
2 + χσ
m
2 )∇ϕ
m
2 ,v
m
)
.
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The right-hand side of (3.23) can be estimated as follows:
J1 ≤ C‖∇v
m
1 ‖L∞‖v
m‖2 ≤ C‖vm‖2,
J2 = 0,
J3 ≤ sup
s∈[−1,1]
|2η′(s)|‖ϕm‖‖Dvm2 ‖L∞‖Dv
m‖
≤ C‖ϕm‖‖Dvm‖
≤ ‖vm‖2 + C‖ϕm‖2
≤ ‖vm‖2 + C‖∇ϕm‖2.
Using the identity(
(µmi + χσ
m
i )∇ϕ
m
i ,v
m
)
=
(
(AΨ ′(ϕmi )−B∆ϕ
m
i )∇ϕ
m
i ,v
m
)
=
(
A∇Ψ(ϕmi )−B div(∇ϕ
m
i ⊗∇ϕ
m
i ) +
B
2
∇|∇ϕmi |
2, vm
)
= −B
(
div(∇ϕmi ⊗∇ϕ
m
i ), v
m
)
= B
∫
Ω
(∇ϕmi ⊗∇ϕ
m
i ) : ∇v
mdx, i = 1, 2, (3.24)
we can estimate J4 as follows
J4 = B
∫
Ω
[(∇ϕm1 +∇ϕ
m
2 )⊗∇ϕ
m] : ∇vmdx
≤ B(‖∇ϕm1 ‖+ ‖∇ϕ
m
2 ‖)‖∇ϕ
m‖‖∇vm‖L∞
≤ C‖∇ϕm‖‖vm‖
≤ ‖vm‖2 + C‖∇ϕm‖2.
In the above estimates, we always use the fact that vmi are indeed finite dimensional and
the higher-order norms in space can be controlled by their L2-norm with a constant that
depends on m.
From the boundedness of η and above estimates, we deduce from (3.23) that
1
2
d
dt
‖vm‖2 + 2η∗‖Dv
m‖2 ≤ C‖vm‖2 + C‖∇ϕm‖2. (3.25)
Again from Lemma 3.1, we get (keeping in mind that vm(0) = 0)
‖vm(t)‖2 + 4η∗
∫ t
0
‖Dvm(s)‖2ds ≤ CeCt
∫ t
0
‖∇ϕm(s)‖2 ds, ∀ t ∈ [0, T ]. (3.26)
Therefore, the mapping Φ2 : X → H
1(0, T ;Hm) is continuous with respect to ϕ
m (and
independent of σm indeed) in a weaker topology (i.e., w.r.t. C([0, T ];Hm)).
Step 3. We now define the mapping
Φm := Φm2 ◦ Φ
m
1 : C([0, T ];Hm) → H
1(0, T ;Hm),
um → vm.
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First, the compactness of H1(0, T ;Hm) into C([0, T ];Hm) (recalling that Hm is a finite-
dimensional space) implies that Φm is a compact operator from C([0, T ];Hm) into itself.
Next, we verify the continuity of Φm. Indeed, we see from the estimates (3.17), (3.26) that
sup
t∈[0,T ]
‖vm1 (t)− v
m
2 (t)‖ ≤ CT sup
t∈[0,T ]
‖um1 (t)− u
m
2 (t)‖,
which yields that Φm is a continuous operator from C([0, T ];Hm) into itself.
The estimate (5.13) in the proof of Lemma 3.2 (see Appendix) yields that∫ T
0
(
‖∇µm(t)‖2 + ‖∇σm(t)‖2
)
dt
≤ 2M2
(
1 +M3T
(
sup
t∈[0,T ]
‖um‖2 + 1
)
e
M3T
(
supt∈[0,T ] ‖u
m‖2+1
))
,
where the constant M2 is given by (5.14) and depending on the initial data, coefficients
of the system, Ω, m, S, while the constant M3 may depend on coefficients of the system,
Ω, m. Recalling the estimate (3.21), we then deduce that
sup
t∈[0,T ]
‖vm(t)‖2
≤M4e
T
[(
‖v0‖
2 + 2M2
)
+ 2M2M3T
(
sup
t∈[0,T ]
‖um‖2 + 1
)
e
M3T
(
supt∈[0,T ] ‖u
m‖2+1
)]
.
We note that all the constants Mi, i = 1, 2, 3, 4 are independent of supt∈[0,T ] ‖u
m‖. Thus,
we now choose a sufficiently large constant M˜ satisfying
M˜ ≥ 4M4(‖v0‖
2 + 4M2).
It is easy to check that there exists a sufficiently small Tm > 0 depending on M˜ such that
M4e
Tm
[
‖v0‖
2 + 2M2 + 2M2M3Tm
(
M˜ + 1
)
eM3Tm
(
M˜+1
)]
≤ M˜.
Hence, we can take
Km =
{
um ∈ C([0, Tm];Hm) : sup
t∈[0,Tm]
‖um(t)‖2 ≤ M˜, um(0) = PHmv0
}
,
which is a closed convex set in C([0, Tm];Hm). Then for any u
m ∈ Km, we see from the
above argument that vm = Φm(um) ∈ H1([0, Tm];Hm) ⊂⊂ C([0, Tm];Hm) and it satisfies
sup
t∈[0,Tm]
‖vm(t)‖2 ≤ M˜,
namely, vm ∈ Km. Recall the classical Schauder’s fixed point theorem (see e.g., [27,
Chapter 11, Corollary 11.2]):
Lemma 3.4. Let K be a closed convex set in a Banach space B and let T be a continuous
mapping of K into itself such that the image TK is precompact. Then T has a fixed point
in K.
Hence, we are able to conclude that the mapping Φm defined on the space C([0, Tm];Hm)
has a fixed point vm in the set Km, and the corresponding (ϕ
m, µm, σm) are then deter-
mined by Lemma 3.2. Besides, uniqueness of the solution (vm, ϕm, µm, σm) to problem
(P1) is an easy consequence of the energy method.
The proof of Proposition 3.1 is complete. 
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3.2 Proof of Theorem 2.1
We are in a position to prove our main result Theorem 2.1.
3.2.1 Uniform estimates
First estimate. From Proposition 3.1, we have
‖ϕm(t)‖L∞ ≤ 1, ∀ t ∈ [0, Tm], (3.27)
which implies that
∫
Ω Ψ(ϕ
m(t)) dx is uniformly bounded due to (H2). Besides, in (3.5),
choosing the test function ξ = 1, we obtain
d
dt
(
ϕm − c0
)
+ α
(
ϕm − c0
)
= 0,
so that
ϕm(t) = c0 + e
−αt
(
ϕ0 − c0
)
, ∀ t ∈ [0, Tm]. (3.28)
Since ϕ0, c0 ∈ (−1, 1) and α ≥ 0, we have
|ϕm(t)| < 1, ∀ t ∈ [0, Tm]. (3.29)
Second estimate. Testing (3.4) with vm, (3.5) with µm, (3.6) with ∂tϕ
m, (3.7) with
σm + χ(1− ϕm), adding the resultants together and integrating with respect to time, we
obtain
Em(t) +
∫ t
0
Dm(τ) dτ = Em(0) +
∫ t
0
Rm(τ) dτ, ∀ t ∈ [0, Tm]. (3.30)
where
Em(t) =
1
2
‖vm(t)‖2 +
∫
Ω
AΨ(ϕm(t)) dx+
B
2
‖∇ϕm(t)‖2 +
1
2
‖σm(t)‖2
+
∫
Ω
χσm(t)(1 − ϕm(t)) dx,
Dm(t) =
∫
Ω
2η(ϕm(t))|Dvm(t)|2 dx+ ‖∇µm(t)‖2 + ‖∇(σm(t) + χ(1− ϕm(t))‖2,
Rm(t) =
∫
Ω
[
σm(t) + χ(1− ϕm(t))
][
− Ch(ϕm(t))σm(t) + S(x, t)
]
dx
− α
∫
Ω
(ϕm − c0)µ
m dx.
The initial energy satisfies
Em(0) =
1
2
‖PHmv0‖
2 +
∫
Ω
AΨ(ϕ0) dx+
B
2
‖∇ϕ0‖
2 +
1
2
‖σ0‖
2
+
∫
Ω
χσ0(1− ϕ0) dx
≤ C
(
‖v0‖, ‖ϕ0‖H1 ,
∫
Ω
AΨ(ϕ0) dx, ‖σ0‖, A,B, χ,Ω
)
:= E0, (3.31)
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where the constant E0 is independent of m. In light of the L
∞ estimate (3.27), we deduce
that ∫
Ω
1
2
|σm|2 + χσm(1− ϕm) dx
≥
∫
Ω
(
1
2
|σm|2 − 2|χ||σm|
)
dx
≥
1
4
‖σm‖2 − 4χ2|Ω|. (3.32)
Next, the first term in Rm can be estimated by∫
Ω
[
σm(t) + χ(1− ϕm(t))
][
− Ch(ϕm(t))σm(t) + S(x, t)
]
dx
≤ (‖σm‖+ |χ|+ |χ|‖ϕm‖)(|C|‖h(ϕm)‖L∞‖σ
m‖+ ‖S‖)
≤ C(1 + ‖σm‖2 + ‖S‖2),
where the constant C is independent of m. On the other hand, using the convexity of Ψ0
and (3.27), we can estimate the second term (see [21])
− α
∫
Ω
(ϕm − c0)µ
m dx
= −αB‖∇ϕm‖2 − αA
∫
Ω
Ψ ′(ϕm)(ϕm − c0) dx+ αχ
∫
Ω
σm(ϕm − c0) dx
≤ −
αB
2
‖∇ϕm‖2 − αA
∫
Ω
Ψ0(ϕ
m) dx+ αA
∫
Ω
Ψ0(c0) dx
+ αAθ0
∫
Ω
ϕm(ϕm − c0) dx+ αχ
∫
Ω
σm(ϕm − c0) dx
≤ −αEm(t) + α‖σm‖2 +
α
2
‖vm(t)‖2 + C, (3.33)
where the constant C may depend on α, A, Ψ0, θ0, χ, Ω, but is independent of m. Then
we infer from the above estimates and (3.30) that
Em(t) +
∫ t
0
Dm(s) ds
≤ E0 +C
∫ t
0
Em(s) ds + Ct+ C
∫ t
0
‖S(s)‖2ds, ∀ t ∈ [0, Tm],
where the constant C may depend on χ, A, Ψ , h, Ω, but is independent of m. Thus, from
Lemma 3.1, we obtain
Em(t) +
∫ t
0
Dm(s) ds ≤ CeCt
(
E0 + t+
∫ t
0
‖S(s)‖2ds
)
, ∀ t ∈ [0, Tm].
As a consequence of the above estimate and (3.32), we get the following estimate
‖vm(t)‖2 + ‖∇ϕm(t)‖2 + ‖σm(t)‖2
+
∫ t
0
(
‖Dvm(s)‖2 + ‖∇µm(s)‖2 + ‖∇σm(s)‖2
)
ds
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≤ C, ∀ t ∈ [0, Tm], (3.34)
where the constant C depends on E0, Ω, t, S, η, h and coefficients of the system, but is
independent of m.
Third estimate. Testing (3.7) by ξ = 1, we get
|µm| = |Ω|−1|A(Ψ ′(ϕm), 1) − χ(σm, 1)|
≤ |Ω|−1A‖Ψ ′(ϕm)‖L1 + |Ω|
− 1
2 |χ|‖σm‖. (3.35)
The term ‖Ψ ′(ϕm)‖L1 can be estimated as in [28, Section 3] (using the argument in [47])
such that
‖Ψ ′(ϕm)‖L1 ≤ C ‖∇µ
m‖+ C.
As a consequence, using Poincare´’s inequality and (3.34), (3.35), we obtain
‖µm‖L2(0,Tm;H1(Ω)) ≤ C. (3.36)
Fourth estimate. Testing (3.5) with −∆ϕm, we get
A(Ψ ′′(ϕm)∇ϕm,∇ϕm) +B ‖∆ϕm‖2
= −A(Ψ ′(ϕm),∆ϕm) +B(∆ϕm,∆ϕm)
= (∇µm,∇ϕm) + (χ∇σm,∇ϕm)
≤ C(‖∇µm‖ ‖∇ϕm‖+ ‖∇σm‖ ‖∇ϕm‖)
≤ C(‖∇µm‖+ ‖∇σm‖). (3.37)
Thus, it follows from (H2) and (3.37) that
B ‖∆ϕm‖2 ≤ C(‖∇µm‖+ ‖∇σm‖+ ‖∇ϕm‖2),
which implies
‖∆ϕm‖L4(0,Tm;L2(Ω)) ≤ C.
By standard elliptic estimates for the Neumann problem, we obtain
‖ϕm‖L4(0,Tm;H2(Ω)) ≤ C. (3.38)
From Korn’s inequality (see e.g., [36]), the estimates (3.34), (3.36) and (3.38), we obtain
that
‖vm‖L∞(0,Tm;L2(Ω))∩L2(0,Tm;H1(Ω)) + ‖ϕ
m‖L∞(0,T ;H1(Ω))∩L4(0,T ;H2(Ω))
+ ‖σm‖L∞(0,T ;L2(Ω))∩L2(0,T ;H1(Ω)) + ‖µ
m‖L2(0,T ;H1(Ω)) ≤ C, (3.39)
where the constant C is independent of m. The above uniform estimate also enables us
to extend the local solution (vm, ϕm, µm, σm) from [0, Tm] to the whole interval [0, T ].
Besides, from (3.6), (3.39), we have
‖Ψ ′(ϕm)‖L2(0,T ;L2(Ω)) ≤ C. (3.40)
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Consider the following elliptic problem with singular term{
−∆ϕm + Ψ ′0(ϕ
m) = µm + θ0ϕ
m + χσm, in Ω,
∂nϕ = 0, on ∂Ω.
(3.41)
We infer from [29, Lemma 7.4] (see also [1, 21]) that
‖ϕm‖W 2,q + ‖Ψ
′
0(ϕ
m)‖Lq ≤ C(1 + ‖µ
m‖H1 + ‖ϕ
m‖H1 + ‖σ
m‖H1),
where q ≥ 2 if d = 2 and q ∈ [2, 6] if d = 3. This fact and (3.39) yield that
‖ϕm‖L2(0,T ;W 2,q(Ω)) + ‖Ψ
′(ϕm)‖L2(0,T ;Lq(Ω)) ≤ C. (3.42)
Fifth estimate. Finally, we derive estimates for the time derivatives. As ϕm ∈ L4(0, T ;H2(Ω))
and vm ∈ L∞(0, T ;L2), we infer from the Sobolev embedding theorem that
∫ T
0
‖ϕm(t)vm(t)‖2 dt ≤ ‖vm‖2L∞(0,T ;L2)
∫ T
0
‖ϕm(t)‖2H2 dt ≤ C,
and thus in view of (3.5), it holds
‖∂tϕ
m‖2L2(0,T ;H1(Ω)′) ≤ C. (3.43)
Next, by a similar argument as for [39, (4.15)–(4.18)], we obtain, in two dimensions,
‖∂tσ
m‖L2(0,T ;H1(Ω)′) + ‖(v
m · ∇)σm‖L2(0,T ;H1(Ω)′) ≤ C, (3.44)
‖∂tv
m‖L2(0,T ;H10,div(Ω)′)
+ ‖(vm · ∇)vm‖L2(0,T ;H10,div(Ω)′)
≤ C, (3.45)
and in three dimensions,
‖∂tσ
m‖
L
4
3 (0,T ;H1(Ω)′)
+ ‖(vm · ∇)σm‖
L
4
3 (0,T ;H1(Ω)′)
≤ C, (3.46)
‖∂tv
m‖
L
4
3 (0,T ;H10,div(Ω)
′)
+ ‖(vm · ∇)vm‖
L
4
3 (0,T ;H10,div(Ω)
′)
≤ C, (3.47)
where the constant C is independent of m.
3.2.2 Passage to the limit as m→ +∞
Thanks to the uniform estimates (3.39)–(3.47) that are independent of m, we are
able to apply the compactness argument to conclude that, when letting m → +∞, there
exists a convergent subsequence of the approximate solutions (vm, ϕm, µm, σm), whose
limit denoted by (v, ϕ, µ, σ) is a global weak solution to problem (1.1a)–(1.3). Since this
procedure is standard, we omit the details here.
The proof of Theorem 2.1 is complete. 
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4 Uniqueness of Weak Solutions in Dimension Two
In this section, we prove the continuous dependence result in Theorem 2.2 and the
uniqueness of weak solutions in two dimensions (Corollary 2.1). The main difficulty comes
from the variable viscosity, which can be overcome by using the idea in [30] for the two di-
mensional Cahn–Hilliard–Navier–Stokes system. Additional efforts will be made to handle
the nutrient equation for σ and nonconservation of the mass for ϕ.
Proof of Theorem 2.2. Let (v1, ϕ1, µ1, σ1) and (v2, ϕ2, µ2, σ2) be two weak solutions to
problem (1.1a)–(1.3) given by Theorem 2.1 subject to the initial data (v01, σ01, ϕ01) and
(v02, σ02, ϕ02), respectively. For simplicity, we assume S1 = S2. Denote the differences
(v, ϕ, µ, σ) = (v1 − v2, ϕ1 − ϕ2, µ1 − µ2, σ1 − σ2).
By the definition of weak solutions and the divergence free condition, we see that (also
recall a similar calculation like (3.11), (3.24))
〈∂tv, ζ〉H10,div
− (v1 ⊗ v,∇ζ)− (v ⊗ v2,∇ζ) + (2η(ϕ1)Dv,Dζ)
+ (2(η(ϕ1)− η(ϕ2))Dv2,Dζ)
= (∇ϕ1 ⊗∇ϕ,∇ζ) + (∇ϕ⊗∇ϕ2,∇ζ), (4.1a)
〈∂tϕ, ξ〉H1 − (ϕv1,∇ξ)− (ϕ2v,∇ξ)
= −(∇µ,∇ξ)− α(ϕ, ξ), (4.1b)
µ = AΨ ′(ϕ1)−AΨ
′(ϕ2)−B∆ϕ− χσ, (4.1c)
〈∂tσ, ξ〉H1 − (σv1,∇ξ)− (σ2v,∇ξ) + (∇σ,∇ξ)
= χ(∇ϕ,∇ξ) − C(h(ϕ1)σ1 − h(ϕ2)σ2, ξ), (4.1d)
for all ζ ∈H10,div(Ω)), ξ ∈ H
1(Ω).
First, for the mean value of ϕ, we see that (cf. (3.28))
d
dt
ϕ+ αϕ = 0, and thus ϕ(t) = ϕ0e
−αt, ∀ t ∈ [0, T ]. (4.2)
From the expression of ϕ, we also have
1
2
d
dt
ϕ2 + αϕ2 = 0 and
d
dt
|ϕ|+ α|ϕ| = 0. (4.3)
Taking the test function ξ = N (ϕ− ϕ) in (4.1b), we obtain
1
2
d
dt
‖ϕ− ϕ‖2V ′0
+ (µ,ϕ− ϕ) + α‖ϕ − ϕ‖2V ′0
= I1 + I2, (4.4)
where
I1 = (ϕv1,∇N (ϕ− ϕ)), I2 = (ϕ2v,∇N (ϕ− ϕ)).
From the assumption on Ψ , we have
(µ,ϕ− ϕ) = A(Ψ ′(ϕ1)− Ψ
′(ϕ2), ϕ) −A(Ψ
′(ϕ1)− Ψ
′(ϕ2), ϕ)
+B(∇ϕ,∇ϕ)− (χσ,ϕ − ϕ)
≥ B‖∇ϕ‖2 − (A|θ0 − θ|+ χ
2)‖ϕ‖2 −
1
2
‖σ‖2 − χ2|Ω|ϕ2
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−A(Ψ ′(ϕ1)− Ψ
′(ϕ2), ϕ),
where
(A|θ0 − θ|+ χ
2)‖ϕ‖2
≤ 2(A|θ0 − θ|+ χ
2)‖ϕ− ϕ‖2 + 2(A|θ0 − θ|+ χ
2)|Ω|ϕ2
= 2(A|θ0 − θ|+ χ
2)(∇N (ϕ− ϕ),∇ϕ) + 2(A|θ0 − θ|+ χ
2)|Ω|ϕ2
≤
B
2
‖∇ϕ‖2 + C‖ϕ− ϕ‖2V ′0
+Cϕ2
≤
B
2
‖∇ϕ‖2 + C‖ϕ‖2(H1)′ .
Thus, from (4.3), (4.4) and the equivalent norm on (H1)′, we get
1
2
d
dt
‖ϕ‖2(H1)′ +
B
2
‖∇ϕ‖2 + αϕ2
≤
1
2
‖σ‖2 + C‖ϕ‖2(H1)′ + C
(
‖Ψ ′(ϕ1)‖L1 + ‖Ψ
′(ϕ2)‖L1
)
|ϕ|+ I1 + I2. (4.5)
Next, taking ζ = S−1v in (4.1a), we get (see [30, (3.8)])
1
2
d
dt
‖∇S−1v‖2 + (η(ϕ1)Dv,∇S
−1v) = I3 + I4 + I5, (4.6)
where the right-hand side terms are given by
I3 = −((η(ϕ1)− η(ϕ2))Dv2,∇S
−1v),
I4 = (v1 ⊗ v,∇S
−1v) + (v ⊗ v2,∇S
−1v),
I5 = (∇ϕ1 ⊗∇ϕ,∇S
−1v) + (∇ϕ⊗∇ϕ2,∇S
−1v).
By the property of the Stokes operator, there exists a p ∈ L2(0, T ;H1(Ω)), such that
−∆S−1v+∇p = v, a.e. in Ω×(0, T ) and satisfies (see Lemma 2.1) ‖p‖ ≤ C‖∇S−1v‖
1
2 ‖v‖
1
2 ,
‖p‖H1 ≤ C‖v‖. Then the following observation was made in [30, (3.9),(3.11)]:
(η(ϕ1)Dv,∇S
−1v)
≥ −(v, η′(ϕ1)DS
−1v∇ϕ1) +
η∗
2
‖v‖2 +
1
2
(η′(ϕ1)∇ϕ1 · v, p). (4.7)
It follows from (4.5), (4.6) and (4.7) that
1
2
d
dt
(
‖∇S−1v‖2 + ‖ϕ‖2(H1)′
)
+
η∗
2
‖v‖2 +
B
2
‖∇ϕ‖2
≤
1
2
‖σ‖2 + C‖ϕ‖2(H1)′ + C
(
‖Ψ ′(ϕ1)‖L1 + ‖Ψ
′(ϕ2)‖L1
)
|ϕ|+
7∑
j=1
Ij, (4.8)
where
I6 = (v, η
′(ϕ1)DS
−1v∇ϕ1), I7 = −
1
2
(η′(ϕ1)v · ∇ϕ1, p).
Taking now the test function ξ = N1σ in (4.1d), we get
1
2
d
dt
‖σ‖2(H1)′ + ‖σ‖
2 =
14∑
j=8
Ij , (4.9)
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where
I8 = (σv1,∇N1σ), I9 = (σ2v,∇N1σ),
I10 = (σ,N1σ), I11 = χ(∇ϕ,∇N1σ),
I12 = −C(h(ϕ1)σ,N1σ), I13 = −C((h(ϕ1)− h(ϕ2))σ2,N1σ).
It remains to estimate the reminder terms I1, ..., I13 on the right-hand side. Denote
W (t) := ‖∇S−1v(t)‖2 + ‖ϕ(t)‖2(H1)′ + ‖σ(t)‖
2
(H1)′ + |ϕ(t)|. (4.10)
The terms I1, I2, I4, I5, I6, I7 in (4.8) can be estimated as in [30, Section 3] with minor
modifications such that
I1 = ((ϕ− ϕ)v1,∇N (ϕ− ϕ))
≤
B
20
‖∇ϕ‖2 + C‖v1‖
2
L3
‖ϕ− ϕ‖2V ′0
≤
B
20
‖∇ϕ‖2 + C‖∇v1‖
2‖ϕ‖2(H1)′ ,
I2 ≤
η∗
20
‖v‖2 + C‖ϕ− ϕ‖2V ′0
≤
η∗
20
‖v‖2 + C‖ϕ‖2(H1)′ ,
I4 ≤
η∗
20
‖v‖2 + C(‖∇v1‖
2 + ‖∇v2‖
2)‖∇S−1v‖2,
I5 ≤
B
20
‖∇ϕ‖2 + C(‖∇ϕ1‖
2
L∞ + ‖∇ϕ2‖
2
L∞)‖∇S
−1v‖2
≤
B
20
‖∇ϕ‖2 + C(‖ϕ1‖
2
W 2,3 + ‖ϕ2‖
2
W 2,3)‖∇S
−1v‖2,
I6 ≤
η∗
20
‖v‖2 + C‖∇ϕ1‖
2
L∞‖∇S
−1v‖2
≤
η∗
20
‖v‖2 + C‖ϕ1‖
2
W 2,3‖∇S
−1v‖2,
I7 ≤
η∗
20
‖v‖2 + C‖ϕ1‖
4
H2‖∇S
−1v‖2.
For I3, we recall the following result (see [30, Proposition C.2]):
Lemma 4.1. Let Ω be a bounded domain in R2 with smooth boundary. Assume that
f, h ∈ H1(Ω) and g ∈H1(Ω). Then, there exists a positive constant C such that
‖fg‖ ≤ C‖f‖H1(‖g‖+ ‖h‖)
[
ln
(
e
‖g‖H1 + ‖h‖H1
‖g‖+ ‖h‖
)] 12
.
Then using the assumption (H1) and taking
f = ϕ− ϕ, h = N
1
2 (ϕ− ϕ) +N
1
2
1 σ + |ϕ|
1
2 , g = ∇S−1v
in Lemma 4.1, we can deduce that
I3 ≤ η0‖Dv2‖‖(ϕ − ϕ)∇S
−1v‖+ η0‖Dv2‖‖ϕ∇S
−1v‖
≤ C‖Dv2‖‖ϕ − ϕ‖H1
(
‖∇S−1v‖+ ‖ϕ− ϕ‖V ′0 + ‖σ‖(H1)′ + |Ω|
1
2 |ϕ|
1
2
)
×
ln
e‖∇S−1v‖H1 + ‖N 12 (ϕ− ϕ)‖H1 + ‖N 121 σ‖H1 + |Ω| 12 |ϕ| 12
‖∇S−1v‖+ ‖ϕ− ϕ‖V ′0 + ‖σ‖(H1)′ + |Ω|
1
2 |ϕ|
1
2
 12
25
+ η0|ϕ|‖Dv2‖∇S
−1v‖
≤ C‖Dv2‖‖∇ϕ‖
(
‖∇S−1v‖+ ‖ϕ− ϕ‖V ′0 + ‖σ‖(H1)′ + |Ω|
1
2 |ϕ|
1
2
)
×
(
ln
Ce(‖v‖+ ‖ϕ‖ + ‖σ‖+ 1)
‖∇S−1v‖+ ‖ϕ‖(H1)′ + ‖σ‖(H1)′ + |ϕ|
1
2
) 1
2
+ η0|ϕ|‖Dv2‖‖∇S
−1v‖
≤
B
20
‖∇ϕ‖2 + C‖Dv2‖
2W (t) ln
(
Cˆe
‖v‖2 + ‖ϕ‖2 + ‖σ‖2 + 1
W (t)
)
+ |ϕ|2,
where we used the fact e−
α
2
t ≥ e−αt for t ∈ [0, T ]. We remark that from its definition, the
logarithmic term satisfies
ln
(
Cˆe
‖v‖2 + ‖ϕ‖2 + ‖σ‖2 + 1
W (t)
)
≥ 1,
provided that we choose the constant Cˆ properly large. On the other hand, under this
choice, and thanks to the boundedness of ‖v‖L∞(0,T ;L2(Ω)), ‖ϕ‖L∞(0,T ;L2(Ω)), ‖σ‖L∞(0,T ;L2(Ω))
(cf. Theorem 2.1), it also holds
1 ≤ ln
(
Cˆe
‖v‖2 + ‖ϕ‖2 + ‖σ‖2 + 1
W (t)
)
≤ ln
(
C˜
W (t)
)
= − ln
(
W (t)
C˜
)
, (4.11)
for some constant C˜ > 0.
Next, we estimate the terms I8, ..., I13 in the σ-equation.
I8 ≤ C‖v1‖L4‖σ‖‖∇N1σ‖L4
≤ C‖v1‖
1
2‖∇v1‖
1
2 ‖σ‖‖∇N1σ‖
1
2 ‖∇N1σ‖
1
2
H1
≤
1
8
‖σ‖2 + C‖∇v1‖
2‖σ‖2(H1)′ ,
I9 ≤ C‖σ2‖L4‖v‖‖∇N1σ‖L4
≤ C‖σ2‖
1
2 ‖σ2‖
1
2
H1
‖v‖‖∇N1σ‖
1
2‖∇N1σ‖
1
2
H1
≤
η∗
20
‖v‖2 +
1
8
‖σ‖2L2 + C‖σ2‖
2
H1‖σ‖
2
(H1)′ ,
I10 + I11 + I12
≤ ‖σ‖2(H1)′ + |χ|‖∇ϕ‖‖∇N1σ‖+ |C|‖h(ϕ1)‖L∞‖σ‖
2
(H1)′
≤
B
20
‖∇ϕ‖2 + C‖σ‖2(H1)′ ,
and
I13 = −C
(∫ 1
0
h′(sϕ1 + (1− s)ϕ2) dsϕσ2,N1σ
)
≤ C
∫ 1
0
‖h′(sϕ1 + (1− s)ϕ2)‖L∞ ds‖ϕ‖L4‖σ2‖‖N1σ‖L4
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≤ C‖ϕ− ϕ‖
1
4
V ′0
‖ϕ− ϕ‖
3
4
H1
‖N1σ‖H1 + C‖ϕ‖L4‖N1σ‖H1
≤
B
20
‖∇ϕ‖2 +C‖ϕ− ϕ‖2V ′0
+ C|ϕ|2 + C‖σ‖2(H1)′
≤
B
20
‖∇ϕ‖2 +C‖ϕ‖2(H1)′ +C‖σ‖
2
(H1)′ .
Collecting the above estimates, we deduce from (4.3), (4.8), (4.9) and (4.10) that
d
dt
W (t) +
η∗
2
‖v‖2 +
B
2
‖∇ϕ‖2 + ‖σ‖2 ≤ −C1Z(t)W (t) ln
(
W (t)
C˜
)
, (4.12)
where W (t) is defined in (4.10),
Z(t) = ‖∇v1(t)‖
2 + ‖∇v2(t)‖
2 + ‖ϕ1(t)‖
2
W 2,3 + ‖ϕ2(t)‖
2
W 2,3
+ ‖ϕ1(t)‖
4
H2 + ‖Ψ
′(ϕ1)‖L1 + ‖Ψ
′(ϕ2)‖L1 + ‖σ2(t)‖
2
H1 + 1. (4.13)
and C1, C˜ are constants depending on the initial data, Ω, and the coefficients of the
system.
Recalling that Z(t) ∈ L1(0, T ) for any T > 0 (see Theorem 2.1 and (3.40)), we conclude
from (4.12) that
W (t) ≤ C˜
(
W (0)
C˜
)exp(−C1 ∫ t0 Z(s) ds)
, ∀ t ∈ [0, T ]. (4.14)
The uniqueness of weak solutions to problem (1.1a)–(1.3) is an immediate consequence of
the continuous dependence estimate (4.14).
The proof is complete. 
Remark 4.1. Theorem 2.2 extends the previous results in [28, 30, 45] to a more general
context. The proof of Theorem 2.2 also enables us to obtain the uniqueness of global
weak solutions to problem (1.1a)–(1.3) with unmatched viscosities and a regular polynomial
potential like in [39] (cf. [30, Remark 3.3] for further details).
5 Appendix
In the Appendix, we sketch the proof of Lemma 3.2 for the well-posedness of the auxiliary
problem (3.9a)–(3.9d).
Step 1. The regularized problem. Concerning the singular potential Ψ satisfying
(H2), without loss of generality, we assume that Ψ0(0) = 0. Then we may approximate
the singular part Ψ ′0, e.g., as in [45]:
Ψ ′0,ǫ(r) =

Ψ ′0(−1 + ǫ) + Ψ
′′
0 (−1 + ǫ)(r + 1− ǫ), r < −1 + ǫ,
Ψ ′0(r), |r| ≤ 1− ǫ,
Ψ ′0(1− ǫ) + Ψ
′′
0 (1− ǫ)(r − 1 + ǫ), r > 1− ǫ,
(5.1)
for sufficiently small ǫ ∈ (0, ǫ0) (recall assumption (H2)). Define
Ψ0,ǫ(r) =
∫ r
0
Ψ ′0,ǫ(s) ds, Ψǫ(r) = Ψ0,ǫ(r)−
θ0
2
r2.
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We can verify that Ψ ′′0,ǫ(r) ≥ θ > 0 and Ψ0,ǫ(r) ≥ −L for r ∈ R, where L > 0 is a constant
independent of ǫ. Moreover, it holds Ψ0,ǫ(r) ≤ Ψ0(r) for r ∈ [−1, 1] (see e.g., [18]).
We now introduce the following regularized problem of (3.9a)–(3.9d):
〈∂tϕ
m
ǫ , ξ〉H1 + ((u
m · ∇)ϕmǫ , ξ)
= −(∇µmǫ ,∇ξ)− α(ϕ
m
ǫ − c0, ξ), a.e. in (0, T ), (5.2a)
µmǫ = AΨ
′
ǫ(ϕ
m
ǫ )−B∆ϕ
m
ǫ − χσ
m
ǫ , a.e. in Ω× (0,T), (5.2b)
〈∂tσ
m
ǫ , ξ〉H1 + ((u
m · ∇)σmǫ , ξ) + (∇σ
m
ǫ ,∇ξ)
= χ(∇ϕmǫ ,∇ξ)− (Ch(ϕ
m
ǫ )σ
m
ǫ , ξ) + (S, ξ), a.e. in (0, T ), (5.2c)
ϕmǫ (0) = ϕ0, σ
m
ǫ (0) = σ0, in Ω, (5.2d)
for all ξ ∈ H1(Ω).
Step 2. Uniform estimates. The existence and uniqueness of global weak solutions on
[0, T ] to the regularized problem (5.2a)–(5.2d) can be proved by using a suitable Galerkin
method similar to that in [25]. Below we only derive some uniform estimates with respect
to the parameter ǫ and omit the other details. The process can be made rigorous by the
Galerkin scheme.
First estimate. Testing (5.2a) by 1, we get
d
dt
(ϕmǫ − c0) + α(ϕ
m
ǫ − c0) = 0,
so that
ϕmǫ (t) = c0 + e
−αt(ϕ0 − c0), ∀ t ∈ [0, T ]. (5.3)
Second estimate. Testing (5.2a) by ϕmǫ and (5.2c) by σ
m
ǫ , adding the resultants together,
we get
1
2
d
dt
(
‖ϕmǫ ‖
2 + ‖σmǫ ‖
2
)
+B‖∆ϕmǫ ‖
2 + ‖∇σmǫ ‖
2 + α‖ϕmǫ ‖
2
=
∫
Ω
(
AΨ ′ǫ(ϕ
m
ǫ )∆ϕ
m
ǫ − 2χ∆ϕ
m
ǫ σ
m
ǫ − Ch(ϕ
m
ǫ )|σ
m
ǫ |
2 + Sσmǫ + αc0ϕ
m
ǫ
)
dx. (5.4)
The first term on the right-hand side of (5.4) can be estimated as follows∫
Ω
AΨ ′ǫ(ϕ
m
ǫ )∆ϕ
m
ǫ dx
= A
∫
Ω
(Ψ ′0,ǫ(ϕ
m
ǫ )− θ0ϕ
m
ǫ )∆ϕ
m
ǫ dx
= −A
∫
Ω
Ψ ′′0,ǫ(ϕ
m
ǫ )|∇ϕ
m
ǫ |
2 dx−A
∫
Ω
θ0ϕ
m
ǫ ∆ϕ
m
ǫ dx
≤
B
4
‖∆ϕmǫ ‖
2 +
A2θ20
B
‖ϕmǫ ‖
2.
Next, using (H3) and Young’s inequality, we get∫
Ω
−2χ∆ϕmǫ σ
m
ǫ dx ≤
B
4
‖∆ϕmǫ ‖
2 +
4χ2
B
‖σmǫ ‖
2,
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∫
Ω
(
− Ch(ϕmǫ )|σ
m
ǫ |
2 + Sσmǫ + αc0ϕ
m
ǫ
)
dx ≤ C‖σmǫ ‖
2 +
1
2
‖S‖2 + C.
Hence, from (5.4) we see that
d
dt
(
‖ϕmǫ ‖
2 + ‖σmǫ ‖
2
)
+B‖ϕmǫ ‖
2
H2 + 2‖σ
m
ǫ ‖
2
H1
≤ C
(
‖ϕmǫ ‖
2 + ‖σmǫ ‖
2
)
+ ‖S‖2 + C. (5.5)
Third estimate. Next, testing (5.2a) with µmǫ , (5.2b) with ∂tϕ
m
ǫ , we obtain
d
dt
∫
Ω
(
AΨǫ(ϕ
m
ǫ ) +
B
2
|∇ϕmǫ |
2
)
dx+ ‖∇µmǫ ‖
2
=
∫
Ω
[
χσmǫ ∂tϕ
m
ǫ − (u
m · ∇)ϕmǫ µ
m
ǫ − α(ϕ
m
ǫ − c0)µ
m
ǫ
]
dx. (5.6)
Since ϕmǫ satisfies equation (5.2a), we have
‖∂tϕ
m
ǫ ‖(H1)′ ≤ ‖u
m‖L3‖∇ϕ
m
ǫ ‖+ ‖∇µ
m
ǫ ‖
≤ C‖um‖‖∇ϕmǫ ‖+ ‖∇µ
m
ǫ ‖,
which implies∫
Ω
χσmǫ ∂tϕ
m
ǫ dx ≤ |χ|‖∂tϕ
m
ǫ ‖(H1)′‖σ
m
ǫ ‖H1
≤
1
4
‖∇µmǫ ‖
2 + Cχ2‖um‖2‖∇ϕmǫ ‖
2 + (1 + χ2)‖σmǫ ‖
2
H1 .
Besides, using Poincare´’s inequality and (5.3), we get
−
∫
Ω
(um · ∇)ϕmǫ µ
m
ǫ dx =
∫
Ω
(um · ∇)µmǫ ϕ
m
ǫ dx
≤
1
4
‖∇µmǫ ‖
2 + C‖um‖2
L3
‖ϕmǫ ‖
2
L6
≤
1
4
‖∇µmǫ ‖
2 + C‖um‖2
(
‖∇ϕmǫ ‖
2 + 1
)
.
Then similar to (5.7), we obtain
− α
∫
Ω
(ϕmǫ − c0)µ
m
ǫ dx
= −αB‖∇ϕmǫ ‖
2 − αA
∫
Ω
Ψ ′(ϕmǫ )(ϕ
m
ǫ − c0) dx+ αχ
∫
Ω
σmǫ (ϕ
m
ǫ − c0) dx
≤ −
αB
2
‖∇ϕmǫ ‖
2 − αA
∫
Ω
Ψ0,ǫ(ϕ
m
ǫ ) dx+ αA
∫
Ω
Ψ0,ǫ(c0) dx
+ αAθ0
∫
Ω
ϕmǫ (ϕ
m
ǫ − c0) dx+ αχ
∫
Ω
σmǫ (ϕ
m
ǫ − c0) dx
≤ −α
(
B
2
|∇ϕmǫ |
2 +A
∫
Ω
Ψǫ(ϕ
m
ǫ ) dx
)
+ C(‖ϕmǫ ‖
2 + ‖σmǫ ‖
2) + C
≤ C(‖ϕmǫ ‖
2 + ‖σmǫ ‖
2) + C, (5.7)
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where we use the fact ∫
Ω
Ψǫ(ϕ
m
ǫ ) dx ≥ −L|Ω| −
|θ0|
2
‖ϕmǫ ‖
2.
From the above estimates, we infer from (5.6) that
d
dt
∫
Ω
(
AΨǫ(ϕ
m
ǫ ) +
B
2
|∇ϕmǫ |
2
)
dx+
1
2
‖∇µmǫ ‖
2
≤ C(1 + χ2)‖um‖2
(
‖∇ϕmǫ ‖
2 + 1
)
+ (1 + χ2)‖σmǫ ‖
2
H1
+ C(‖ϕmǫ ‖
2 + ‖σmǫ ‖
2) + C. (5.8)
Fourth estimate. Multiplying (5.5) by (1 + χ2)(1 + A|θ0|) and adding the result with
(5.8), we get
d
dt
∫
Ω
[
AΨǫ(ϕ
m
ǫ ) +
B
2
|∇ϕmǫ |
2 + (1 + χ2)(1 +A|θ0|)
(
|ϕmǫ |
2 + |σmǫ |
2
)]
dx
+
1
2
‖∇µmǫ ‖
2 + (1 + χ2)B‖ϕmǫ ‖
2
H2 + (1 + χ
2)‖σmǫ ‖
2
H1
≤ C(1 + χ2)‖um‖2
(
‖∇ϕmǫ ‖
2 + 1
)
+ C
(
‖ϕmǫ ‖
2 + ‖σmǫ ‖
2 + 1
)
+ (1 + χ2)(1 +A|θ0|)‖S‖
2. (5.9)
Hence, we deduce from (5.9) that
d
dt
Êmǫ (t) +
1
2
‖∇µmǫ ‖
2 +B‖ϕmǫ ‖
2
H2 + ‖σ
m
ǫ ‖
2
H1
≤ C
(
‖um‖2 + 1)Êmǫ (t) + (1 + χ
2)(1 +A|θ0|)‖S‖
2, (5.10)
where
Êmǫ (t) =
∫
Ω
[
AΨǫ(ϕ
m
ǫ ) +
B
2
|∇ϕmǫ |
2 + (1 + χ2)(1 +A|θ0|)
(
|ϕmǫ |
2 + |σmǫ |
2
)]
dx+AL|Ω|
≥
∫
Ω
(B
2
|∇ϕmǫ |
2 + |ϕmǫ |
2 + |σmǫ |
2
)
dx. (5.11)
Besides, the initial datum satisfies
Êmǫ (0) =
∫
Ω
[
AΨǫ(ϕ0) +
B
2
|∇ϕ0|
2 + (1 + χ2)(1 +A|θ0|)
(
|ϕ0|
2 + |σ0|
2
)]
dx+AL|Ω|
≤
∫
Ω
[
AΨ(ϕ0) +
B
2
|∇ϕ0|
2 + (1 + χ2)(1 +A|θ0|)
(
|ϕ0|
2 + |σ0|
2
)]
dx+AL|Ω|
:=M1, (5.12)
where the positive constant M1 depends on the initial data, coefficients of the problem,
Ω, but is independent of the parameter ǫ.
It follows from (5.10), Lemma 3.1 and (5.12) that
Êmǫ (t) +
∫ t
0
(
1
2
‖∇µmǫ (s)‖
2 +B‖ϕmǫ (s)‖
2
H2 + ‖σ
m
ǫ (s)‖
2
H1
)
ds
≤M2
(
1 + Ct
(
sup
t∈[0,T ]
‖um‖2 + 1
)
eCt(supt∈[0,T ] ‖u
m‖2+1)
)
, (5.13)
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for all t ∈ [0, T ], where
M2 =M1 + (1 + χ
2)(1 +A|θ0|)‖S‖
2
L2(0,T ;L2(Ω)). (5.14)
In light of (5.11), (5.13), we obtain
‖ϕmǫ ‖L∞(0,T ;H1(Ω))∩L2(0,T ;H2
N
(Ω)) + ‖σ
m
ǫ ‖L∞(0,T ;L2(Ω))∩L2(0,T ;H1(Ω))
+ ‖∇µmǫ ‖L2(0,T ;L2(Ω)) ≤ CT . (5.15)
Next, testing (5.2b) with 1, we get
|µmǫ | = |Ω|
−1|(Ψ ′ǫ(ϕ
m
ǫ ), 1) − (χσ
m
ǫ , 1)|
≤ |Ω|−1‖Ψ ′ǫ(ϕ
m
ǫ )‖L1 + C‖σ
m
ǫ ‖, (5.16)
and (cf. [28, 45])
‖Ψ ′ǫ(ϕ
m
ǫ )‖L1 ≤ C(1 + ‖∇µ
m
ǫ (s)‖). (5.17)
Using Poincare´’s inequality and (3.34), we obtain
‖µmǫ ‖L2(0,T ;H1(Ω)) ≤ CT . (5.18)
Fifth estimate. Concerning time derivatives, since ϕmǫ ∈ L
2(0, T ;H2N (Ω)) and u
m ∈
L∞(0, T ;L∞(Ω)), similar to [39] we obtain
‖ϕmǫ u
m‖2L2(0,T ;L2(Ω)) ≤ C, (5.19)
which together with (5.2a) yields
‖∂tϕ
m
ǫ ‖
2
L2(0,T ;H1(Ω)′) ≤ C.
Similarly, we also have
‖∂tσ
m
ǫ ‖
2
L2(0,T ;H1(Ω)′) ≤ C.
Step 3. Passage to the limit as ǫ→ 0. The estimates obtained in the previous step are
independent of ǫ (nevertheless, they may depend on m). Then we are able to pass to the
limit as ǫ → 0 to find a convergent subsequence, using a similar compactness argument
like in [45, Section 4]. The limit function denoted by (ϕm, σm) is a global weak solution
to problem (3.9a)–(3.9d). In particular, it satisfies ϕm ∈ L∞(Ω× (0, T )) such that
− 1 < ϕ(x, t) < 1, a.e. in Ω× (0, T ).
Uniqueness of the solution follows from the energy method. We omit the remaining details.
The proof of Lemma 3.2 is complete. 
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