Most classical mechanical systems are based on dynamical variables whose values are real numbers. Energy conservation is then guaranteed if the dynamical equations are phrased in terms of a Hamiltonian function, which then leads to differential equations in the time variable. If these real dynamical variables are instead replaced by integers, and also the time variable is restricted to integers, it appears to be hard to enforce energy conservation unless one can also derive a Hamiltonian formalism for that case. We here show how the Hamiltonian formalism works here, and how it may yield the usual Hamilton equations in the continuum limit. The question was motivated by the author's investigations of special quantum systems that allow for a deterministic interpretation. The 'discrete Hamiltonian formalism' appears to shed new light on these approaches.
Introduction
The existence of a conserved quantity called energy is a central concept in classical mechanics, closely related to Isaac Newton's principle of action = reaction: if the energy of one part of a system changes due to forces acting on it, an opposite change must occur somewhere else. An extremely elegant way to characterize forces where such an action principle is guaranteed is to relate these forces to the Hamiltonian 1 formalism [1] :
-Physical degrees of freedom are labeled as position variables q i (t) and momentum variables p i (t) , where the index i can take any number n of values. The variables depend on one time variable t . Thus, the dynamical variables are
Typically, if we have N particles in a D dimensional space, n = ND . The time variable t will usually not be indicated explicitly.
-A Hamiltonian function H is defined in terms of the variables q i and p i , equal to the total energy of the system:
where we wrote q i and p i as n -dimensional vectors.
-The evolution equations for the system are postulated to be dq i dt =q i = ∂H( q, p ) ∂p i , dp i dt
3)
The dot here stands for differentiation with respect to time t .
In many cases, the Hamiltonian H can be written as the sum of a p -dependent piece T , a q -dependent piece V and a term linear in p : 4) where the functions A( q ) and V ( q ) can be almost any differentiable function of q .
the energy E = H( q, p ) is conserved in time.
A very important property of the Hamilton equations (1.3) is that , by inverting the sign of p , one gets the equations backward in time, or, the system is time-invertible. This is a feature that we notice to exist in the real world. The planetary system, for instance, observes the same equations if we run these backwards in time. Now, we wish to consider a dynamical system in which all dynamical variables consist of integers, for instance pairs of integers Q i and P i , and also the time variable t is always an integer, so that the evolution in time must proceed over integer time steps δt = 1, 2, · · · . One may be interested in an evolution law Q i (t + 1) = f i ( Q(t), P (t) ) and P i (t + 1) = g i ( Q(t), P (t) ) , such that there exists some function H( Q, P ) that is conserved in time. Also, we might desire time-invertibility for this discrete system as well. How should the functions f i and g i be chosen?
One might hope that replacement of the equations (1.3) by difference equations might do the job, but of course that does not work, since the derivation (1.5) would require higher order corrections that do not cancel out. Only if the functions f i and g i are strictly linear in Q and P , one can find a conserved quadratic expression in Q and P , but then, more often than not, this quadratic expression is not bounded below or above, and that cannot serve very well as an expression for energy. Indeed, the reason why one often wishes to consider the conservation of energy is that energy consists only of positive contributions from the various parts of a system, so that if the total energy of a system is bounded, so are all its parts; this ensures stability of a system of equations.
There may be several reasons for being interested in discrete versions of the Hamiltonian formalism. One is that in numerical simulations often rounding errors may occur. These rounding errors might result in the energy not being exactly conserved. The total energy then usually increases, so that a system may run out of control. A discrete Hamiltonian formalism that ensures conservation of an energy that by itself is also an integer, can be handled numerically without rounding errors, so that conservation of energy would be guaranteed. This author, however, has another motivation: his search for theories underpinning quantum mechanics [2] . Since that subject is controversial, and other researchers may have quite different reasons for being interested in the discrete Hamiltonian formalism, we postpone this motivation until the end of the paper, where this possible use of our findings and their implications are briefly discussed. In a separate paper, we plan to report on our work on deterministic interpretations of quantum mechanics with more detail.
2. One-dimensional system: a single Q, P pair Our strategy will always be the same: we first postulate an energy function H( Q, P ) which must be integer valued (usually, we shall indicate integers by capital letters). And then we search for the evolution law that keeps this quantity exactly conserved.
In principle, it seems to be very simple to find such an evolution law: compute the total energy E of the initial state, H( Q(0), P (0) ) = E . Subsequently, search for all other values of ( Q, P ) for which the total energy is the same number. Together, they form a subspace Σ E of the Q, P lattice, which in general may look like a surface. Just consider the set of points in Σ E , make a mapping ( Q, P ) → ( Q ′ , P ′ ) that is one-to-one, inside Σ E . This law will be time-invertible and it will conserve the energy. Just one problem then remains: how do we choose a unique one-to-one mapping?
The answer will be that we do the mapping sequentially: take the series of pairs Q i , P i for every value of the index i and update them for the index i taking the values 1, · · · , n one at the time. This reduces our problem to that of updating a single Q, P pair, such that the energy is conserved. This should be doable. Therefore, let us first consider a single Q, P pair.
There is a risk here: if the integer H tends to be too large, it will often happen that there are no other values of Q and P at all that have the same energy. Then, our system cannot evolve. So, we will find out that some choices of the function H are better than others. We shall see how this happens.
Thus, first consider a single pair, Q and P . These variables form a two-dimensional lattice. Given the energy E , the points on this lattice where the energy H(Q, P ) = E form a subspace Σ E . We need to define a one-to-one mapping of Σ E onto itself.
The case of a completely general integer-valued function H(Q, P ) will still be too difficult for us. But the restricted case
can be handled for fairly generic choices for the functions T (P ), V (Q), A(Q) and B(P ) . The last term here, the product A B , is the lattice generalization of the magnetic term in Eq. (1.4). The function B(P ) does not have to be linear in P if the kinetic term T (P ) deviates from being purely quadratic, being restricted to integer values, while (as will be seen later) the function T 0 (P ) = P 2 itself will often be too steep. Many interesting physical systems, such as most many body systems, will be covered by Eq. (2.1). Often, we shall disregard the last term.
Finding the invertible mapping is now done as follows. First, we extrapolate the functions T, P, A and B to all real values of their variables. Write real numbers q and p as
Then define the continuous functions
and similarly A(q) and B(p) . Now, the spaces Σ E are given by the lines The standard Hamiltonian formalism would now dictate how fast our system runs along one of these contours. We cannot quite follow that prescription here, because at are here the boundaries of the differently colored regions. Points of the lattice on the contours are indicated in the same colors. White points are not on a contour and therefore these are stable rest points. Black spots are on saddle points, having two contours there. These will also be declared to be stationary points. To establish how the contours themselves go through these points, we lift the energy by some infinitesimal amount (see text). The exceptional points are related to local maxima (+) and minima (−) of the functions T and V . t = integer we wish P and Q to take integer values, that is, they have to be at one of the lattice sites. But the speed of the evolution does not affect the fact that energy is conserved. Therefore we modify the speed, by now postulating that at every time step t → t + 1 , the system moves to the next lattice site that is on its contour Σ E .
If there is only one point on the contour, which would be the state at time t , then nothing moves. If there are two points, the system flip-flops, and the orientation of the contour is immaterial. If there are more than two points, the system is postulated to move in the same direction along the contour as in the standard Hamiltonian formalism. In Fig. 1 , we see examples of contours with just one point, and contours with two or more points on them. Only if there is more than one point, the evolution will be non-trivial.
In some cases, there will be some ambiguity. Precisely at the lattice sites, our curves will be non-differentiable because the functions T, C, A, and B are non-differentiable there. To lift the ambiguity, we replace the contours Σ E by Σ E+ε , where ε > 0 is infinitesimally small. This will make the contours unique in most cases, but it may happen that, near a lattice site, now two contours emerge. In that case, these will go in opposite directions, and so they cancel one another out. This cancellation will leave us with acceptable contours only, see Fig. 1 . At the extremal points of the Hamiltonian (white points in the Figure) , as well as in the saddle points (black points), the evolution is declared to stand still, but the continuation of the contours is still prescribed by the ε prescription. All this is necessary to make the evolution law time-invertible. The fact that there are stationary points is not problematic if this description is applied to formulate the law for multi-dimensional systems, see Section 3.
At first sight, it might seem that our discrete Hamiltonian prescription departs quite a bit from Hamilton's equations for continuous systems, but the departure is not greater than what one might expect from discretization. Observe that the odds that a curve in Fig. 1 hits a lattice site are inversely proportional to the gradients of the functions T and P . Therefore, the average distance between two adjacent lattice points on a contour is approximately equal to that gradient. This means that the system will move across the lattice at speeds that, on average, stay close to the gradient of the Hamiltonian.
Indeed this situation resembles the one in the standard Hamilton equations, where the speed at which a state point moves in phase space is also given by the absolute value of the gradient of the Hamiltonian function in that point in phase space. As an exercise, consider the case
where 'int' stands for the integer part, or 'floor' of the subsequent expression. By counting lattice sites, and taking the number of contours within a given contour to be equal to E , one estimates the average number of lattice sites on a given contour to be close to
while the continuum Hamiltonian formalism would tell us that the amount of time needed to traverse the contour would be roughly 6) where C = O(1) . In our estimate, it is not exactly one, but we expect the average value to approach to a universal constant exactly. We note that our estimated expressions only make sense if 1/κ + 1/γ > 1 , so that either κ or γ or both must be smaller than 2. Our discrete Hamilton procedure works best if n(E) in Eq. (2.5) tends to stay greater than one, otherwise the system comes to a standstill.
This example also tells us that there is a practical restriction on the functions T , V , A and B in Eq. (2.1): these functions must be sufficiently smooth; if they vary too wildly, all contours will have only one point on them so that nothing moves. We cannot turn this condition into a rigorous inequality, since no harm is done if a system comes to rest occasionally (in a multi-dimensional system it will be kicked out of such points soon enough). A discrete integer function such as V (Q) is 'smooth' if its discretised derivative in Q does not switch sign too frequently. In many cases, a condition such as
and similar constraints on T, A , and B will suffice.
This completes the 1+1 dimensional case. We found an evolution law that exactly preserves the discrete energy function chosen. The procedure is unique as soon as the energy function can be extended naturally to a continuous function between the lattice sites, as was realized in the case H = T + V + AB in Eq. (2.3). Furthermore we must require that the energy function does not vary too steeply, so that most of the closed contours contain more than one lattice point. This excludes most purely quadratic functions of the integers P and Q , since then, in Eq. (2.5), κ = 2, γ = 2 while λ and 1/2m must be integers.
The multi dimensional case
The 1+1 dimensional case, as described in the previous section, is rather boring, since the motion occurs on contours that all have rather short periods. In higher dimensions, this will be very different. So now, we consider the variables Q i , P i , i = 1, · · · , n . Again, we postulate a Hamiltonian H( Q, P ) that, when P i and Q i are integer, takes integer values only. Again, let us take the case that
To describe an energy conserving evolution law, we simply can apply the procedure described in the previous section n times for each time step. For a unique description however, it is now mandatory that we introduce a cyclic ordering for the values 1, · · · , n that the index i can take. Naturally, we adopt the notation of the values for the index i to whatever ordering might have been chosen:
We do emphasize that the procedure described next depends on this ordering.
Let us denote the operation in one dimension, acting on the variables Q i , P i at one given value for the index i , as U i . Thus, U i maps (P i , Q i ) → (P ′ i , Q ′ i ) using the procedure of Section 2 with the Hamiltonian (3.1), simply keeping all other variables Q j , P j , j = i fixed. By construction, U i has an inverse U −1 i . Now, it is simple to produce a prescription for the evolution U for the entire system, for a single time step δt = 1 :
where we intend to use the physical notation: U 1 acts first, then U 2 , etc., although the opposite order can also be taken. Note, that we have some parity violation: the operators U i and U j will not commute if i = j , and therefore the resulting operator U is not quite the same as the one obtained when the order is reversed.
Time inversion gives:
The product P (parity) T (time inversion) may still be a good symmetry. We believe that, in the real world, this corresponds to CPT symmetry, while P , T , or CP are not respected.
Cellular automata
A cellular automaton [4] is a system consisting of a D -dimensional array of memory cells, each containing a small amount of data. At the beat of a clock, the data in each cell are updated according to a fixed prescription, depending on the contents of its own data and the data in neighboring cells only. As time goes on, information usually expands with a given speed through the entire system in all directions.
One may require that the evolution law of an automaton be time-invertible. This can be achieved by the so-called Margolus rule [5] , where each cell remembers its own data and the data it had one time step earlier. The evolution rule followed by each cell is that it follows an invertible law such as addition or multiplication -let us say it is additionto obtain its contents at time t + 1 by adding a given function of the neighboring cells and itself at time t to its own data at time t − 1 . Such a rule is sufficiently generic to be applicable as a model for many D -dimensional dynamical systems, and it is easy to reverse in time.
However, the Margolus prescription does not easily allow for the construction of a conserved energy concept in the form of a non negative integer number. This implies that, in practice, time-invertible Margolus cellular automata are very unstable; they quickly produce completely pseudo-random configurations. Now, we propose a different class of cellular automata, which is the class of automata that obeys a discrete Hamiltonian principle. We take the quantity that serves the role of the index i in the previous Section, to take the form of a discrete space-like coordinate x , with in addition possibly more than one internal components: i → ( x, k) , with the ordering, as discussed in the previous Section, to be specified shortly. The integer-valued variables Q i , P i of the previous Section are now replaced by integer valued fields Φ k ( x) and P k ( x) , the latter being the canonical momenta of the fields Φ k ( x) . Our Hamiltonian will now be the Hamiltonian of this field system. In principle, this Hamiltonian is constructed and treated the same way as in more conventional field theories in the continuum. We could write for example
where e a are the unit vectors in the direction a , and the factor ̺ ≤ 1/D is necessary in order to reduce the coefficient for the quadratic terms sufficiently so as to get Hamiltonian contours with a sufficient number of points on them. It does imply that the quantized time unit is smaller than the quantized space unit.
We now specify the (cyclic) order at which the numerous variables of the system (the fields Φ k ( x) and their momenta P k ( x) at all positions x and all values of k ) have to be updated: first update all the even sites x and then all odd sites. Our construction, writing the Hamiltonian as a sum over Hamilton densities (4.1) after taking the integer parts ensures that the updating operators U x commute with the updating operators U x ′ as soon as x and x ′ are further apart than nearest neighbors, for instance when they are both on the sub lattice of the even sites or both on the sub lattice of the odd sites. So, while we update all even sites, the result only depends on nearest neighbors. This ensures that information does not travel faster than the speed of light -if we define the speed of light to be equal to the size of the lattice length in space divided by the lattice length in time.
Note that, on the one hand, the model described in Eq. (4.1) is, in a sense, the discrete version of a field theory where the speed of light would be D times lower, since the Hamiltonian was multiplied by ̺ ≤ 1/D . On the other hand, the discretization procedure applied here does not respect Lorentz invariance, so there is no contradiction. Our model was not intended to be a credible model of the real world but just an example of a field theoretical system that can be handled as a toy model. It is an improvement in comparison with the cellular automata we described in earlier publications because models of this sort have an absolutely conserved energy, and are based on a Hamiltonian procedure, just as the continuous models normally considered in physics. More experience in the study of the new models will be needed.
One may well ask why we should want to pay a rather big price for having a conserved energy. The price is big because the explicit calculation of the contours and the identification of the next lattice points on them may be cumbersome numerically. We think that the discrete Hamiltonian formalism will be important. One very suggestive application will be the role it may play in the discussion of quantum systems with underlying determinism. This we briefly explain in the next Section.
Discrete Hamiltonian formalism in a theory of local hidden variables
It is generally believed that theories of local hidden variables are incompatible with known features of quantum mechanics [6] , unless one manages to employ the loophole called "super determinism" [7] , which is the notion that everything that happens in the universe is completely determined by the evolution laws, and that for instance "counterfactual" experiments [8] or measurements are impossible. Even if one can use that loophole, one still hits upon very strange features. For instance when an experimenter observes a photon through a polarization filter, the choice (s)he makes for the angle of the filter was already part of the ontological description of the photon when it was produced, which could have been many years ago in a distant star. Many researchers consider this as an unacceptable feature and without much further ado dismiss such theories. Bell's inequalities [9] do just more of the same, turning the apparent contradiction in a contradiction of numbers.
It may therefore come as a surprise that nevertheless models exist that combine quantum mechanics with classical behavior. We have searched for a model with the following properties: i The model is described by classical equations that locally determine how the system evolves in time.
ii At the same time the physical states span a Hilbert space, in which the evolution law takes the form of Schrödinger's equation,
iii The Hamiltonian H can be written as the integral (or sum) over space of a Hamilton density H( x) , obeying local commutation rules: there is an ε > 0 such that at fixed time t we have
iv The Hamiltonian has a lower bound, which we can put at zero: ψ|H|ψ ≥ 0 .
v The Hamiltonian does not have an upper bound.
This last condition will be important if gravity is coupled to our system. An upper bound of the Hamiltonian would naturally occur in the Planck domain, and although such an upper bound would be large when compared to typical quantum systems studied under earth-like conditions, it would be far too low to understand the gravitational force, which acts on energy/mass density. Curvature of space and time due to sources in the domain of the Planck mass, being a few tens of micrograms, will be insignificant in most cases.
We now have a model that nearly, but not quite, obeys these requirement. Strangely enough, condition iii has to be modified. It is not fulfilled but we do have locality! Our models are of the class described in the previous Section, Eq. (4.1).
The field variables Φ k ( x) and P k ( x) are discrete integers spread over a discrete lattice of coordinates x . We may consider Hilbert space spanned by the states in which all these fields have specified values. In this Hilbert space, the evolution law over one fundamental time step δt , which for simplicity we normalize to 1 rather than 1/D , can be regarded as a unitary operator U = U(δt) . It has eigen values e −iH fract where the real number H fract lies in the interval −π < H fract < π . It is conserved in time.
Also conserved in time is the Hamiltonian in Eq. (4.1). Since this Hamiltonian is built from integers, we call it H int . The total Hamiltonian is now a real number operator, uniquely defined by
This defines our model.
The operator H fract can be calculated from U(δt) as follows. By Fourier transformations, one easily derives that, if −π < ω < π ,
so that
This sum converges nearly everywhere, but it is not quite local, since the evolution operator over n steps in time, also acts over n steps in space. Both H int and H fract are uniquely defined, and since H fract is bound to an interval while H int is bounded from below, also H is bounded from below.
We do note that demanding a large number of low energy states near the vacuum (the absence of a large mass gap) implies that U(n δt) be non-trivial in the H int = 0 sector. This is not the case in the model (4.1); it would probably require a more complicated space of field variables, but in principle there is no reason why such models should not exist also. In fact, the cellular automaton models discussed in Ref. [10] have no manifest conserved H int , so that all their states can be regarded as sitting in the H int = 0 sector of the theory.
Because of the non-locality of Eq. (5.5), the Hamiltonian does not obey the rule iii , but since U(δt) is local, the evolution over integer time steps n δt is local, so the theory can be claimed to obey locality; we simply haven't defined its states at time t when t is not an integer.
If we could claim that in the physically relevant sector of Hilbert space the sum (5.5) converges rapidly, we could argue that the ε defined in condition iii can be kept small. However, the sum does not converge rapidly everywhere in Hilbert space. We are interested in the Hamiltonian as it acts on states very close to the vacuum, in our notation: H int = 0, H fract = α − π , where 0 < α ≪ π . Suppose then that we introduce a cut-off in the sum (5.4) and (5.5) by multiplying the summand with e −n/R , where R is also the range of non-locality of the last significant terms of the sum.
In Eq. (5.4) , the variable w = α − π . The sum with cut-off can be evaluated exactly:
n−1 sin(n ω)e −n/R n = 2 arctan sin ω e 1/R + cosω = −π + 2 arctan cos ω + 1 + 1 / R sin ω = −π + 2 arctan sin α 1 + cos α + 1 / R sin α , (5.6)
where we replaced e 1/R by 1 + 1 / R since R is large and arbitrary.
Writing sin α 1+cos α = tan 1 2 α , we see that the approximation becomes exact in the limit R → ∞ . We are interested in the states close to the vacuum, having a small but positive energy H = α . Then, at finite R , the cut-off at R replaces the Hamiltonian H fract by
and this is only acceptable if
Here, M Pl is the "Planck mass", or whatever the inverse is of the elementary time scale in the model. This cut-off radius R must therefore be chosen to be very large, so that, indeed, the exact quantum description of our local model generates non-locality in the Hamiltonian. One might speculate that it is this non-locality that could explain away the apparent disagreements with what was thought of as "common sense".
A big step forward compared to our earlier discussions of cellular automata as models of quantum physics is that now our expressions contain only convergent sums; previously, we had to truncate divergent expressions while we did not know how convergent or divergent they were. Previously, we had assumed that the "Planck mass" M Pl is so large that, in quantum theories, no domains of higher values for H int than the trivial one are needed. Now that we know, in principle, how to handle the less trivial Sectors H int = 1, 2, · · · ∞ .
As this section is just a summary of our ideas about quantum determinism, we do not pretend that the discussion of this section would be complete; more will appear elsewhere, in due time. Let us emphasize one thing clearly, since 'super determinism' raises much suspicion in general: there is no spooky acausality, or 'retro-causality', of any sort in the classical description of our models.
