Pancreatic cancer is one of the most lethal cancers as morbidity approximates mortality. A method for accurately segmenting the pancreas can assist doctors in the diagnosis and treatment of pancreatic cancer, but huge differences in shape and volume bring difficulties in segmentation. Among the current widely used approaches, the 2D method ignores the spatial information, and the 3D model is limited by high resource consumption and GPU memory occupancy. To address these issues, we propose a bi-directional recurrent UNet based on probability map guidance (PBR-UNet). PBR-UNet includes a feature extraction module for extracting pixel-level probability maps and a bi-directional recurrent module for fine segmentation. The extracted probability map will be used to guide the fine segmentation and bi-directional recurrent module integrates contextual information into the entire network to avoid the loss of spatial information in propagation. By combining the probability map of the adjacent slices with the bi-directional recurrent segmentation of intermediary slice, this paper solves the problem that the 2D network loses three-dimensional information and the 3D model leads to large computational resource consumption. We used Dice similarity coefficients (DSC) to evaluate our approach on NIH pancreatic datasets and eventually achieved a competitive result of 83.35%.
I. INTRODUCTION
In traditional pancreatic cancer surgery, surgeons usually judge the anatomical structure of the human body by experience. However, due to the huge difference in the shape of the pancreas and the vulnerability to the elastic deformation such as breathing and heartbeat, it is much hard to locate the pancreas. Therefore, exploring the automatic segmentation of the pancreas is of great significance for accuracy improvement and risk reduction of computer-assisted diagnosis techniques. Compared with kidney, heart or liver in which segmentation can reach more than 90% accuracy by calculating DSC [1] , [2] , pancreas present the smaller volume fraction and high anatomical variability as [3] and Figure 1 prevents many segmentation methods from achieving high precision [4] , making the model easily disturbed by background tissue and dramatic volume changes. Therefore, the pancreas has always been considered one of the most difficult types of organ segmentation [5] , [6] .
In recent years, with the development of deep learning techniques, more and more researchers began to use natural image semantic segmentation model to operate medical image segmentation tasks. Many excellent semantic segmentation models have been proposed such as FCN [7] , UNet [8] , DeepLab [9] . The structure of Encoder-Decoder is widely used in medical image segmentation, because skip connection has been proved to be helpful to restore the full spatial resolution of network output, making the full convolution method suitable for semantic segmentation [10] , [11] . It turns out that a network with this structure not only increases the final output resolution but also enables accurate positioning. Both contribute to detecting the semantic information of the target organization in the whole slice, which means the difference between the target organization and other organizational features. And more precise functional details than FCN can be obtained through the Encoder.
Most of existing approaches for segmentation with deep learning techniques are based on two-dimensional data, that each slice of an organ is viewed as an object for segmentation. After segmentation for all slices, recombination is performed to generate the segmented three-dimensional organ [5] , [12] , [13] . But in clinical diagnostics, experienced radiologists usually observe and segment the target tissue according to many adjacent slices along the Z axis [14] . The severe problem of this approach is to ignore the contextual information on the Z axis of the organ. All these networks are shallow and ignore the 3D contexts, which limit the high-level feature extraction capabil-Probability Map Guided Bi-directional Recurrent UNet for Pancreas Segmentation ity and restrict the recognition performance [14] .
Also some researchers use 3D models to directly treat all slices of a patient as a segmentation object [15] - [21] , which considers the advantage of the three-dimensional information of the organ. However, this approach relies excessively on computing resources and high requirements for hardware devices [14] , [22] , resulting in high computational cost and GPU memory footprint. High memory footprint limits the depth of the network and the field of view of the filter, which is precisely the two key factors for performance improvement [23] . In [24] , researchers evaluated a complete 3D convolutional architecture and found that it provided a slightly higher result than the previous method, but the cost is significant increase in computational capacity requirements. This method is possible to lower the result due to no direct relation between the head and tail of the pancreas which can be seen from figure 1(a), and no correlation in shape may mislead segmentation results by dramatic shape changes in the pancreas. However, the similarity of adjacent slices is high and the difference of the target tissue in adjacent slices is relatively small, so adjacent slices within a certain range are capable of guiding the segmentation of each slice.
The volume of the pancreas is small so most region of the image is the background, and a single segmentation may cause results biased towards the background. Thus, some researchers begin to employed the cascaded learning strategy [18] , [25] - [28] . The main thought of the method is to locate pancreatic region by rough approximate segmentation at first, then fine segmentation is carried out in the target area. With the rough result acquired from the first step, most of the background interference can be removed, allowing the model to focus on a specific range for segmentation. However, in the first step the model will not only remove background interference but also possibly remove the target tissue. This loss is irreversible. [29] shows two failed examples using the method proposed in [5] . In some cases, the output of DSC is extreme low or even 0. In this complicated situation, positioning result is usually unreliable and unstable due to lack of an effective error correction mechanism. Besides, it is generally difficult to utilize the third dimension of information in fine segmentation, resulting in inaccurate segmentation performance [3] .
After bi-directional long short-term memory (BiLSTM) achieved great success in text analysis, researchers employed it to deal with the medical image segmentation task [30] , [31] . This strategy treats the context information of the pancreas as a sequence, and the context information is given to different nodes in the BiLSTM, which can optimize segmentation results with spatial information. The drawback of this strategy is still the tortuosity of the pancreas shape may lead to wrong guidance. For example, if using the pancreatic head to guide the pancreatic tail, the result will greatly deviate. Moreover, for LSTMs-based models, it is connected as a separate refine module behind the segmentation networks [30] , which has little contribution to the result but makes the entire network larger and more difficult to converge. Therefore, considering the computational resources it consumes, the contribution of the LSTMs-based models is limited.
In this paper, we propose a more efficient network of bi-directional recurrent segmentation based on probability map guidance. The proposed method can improve the efficiency of the utilization of spatial information, thus, it can solve the problem of high demand for hardware equipment when using three-dimensional information. Firstly, we use the standard UNet model to extract the pixel-level probability map in each slice, which represents the probability of each pixel belonging to the pancreatic tissue. This probability map generated just identify the approximate location of pancreatic tissue in each slice and does not guarantee accuracy. Innovatively, we use it as the guidance of fine segmentation. As shown in Figure 1 (a), the adjacent slices have a strong correlation, so we constrain the segmentation of intermediate slices with the position information of adjacent slices for patching and optimizing pixels that were incorrectly segmented in the first step. It makes up for the shortcomings of using a binary map, which describe only the outlines but no details. Then, We use a multi-channel network to integrate intra-slice information and contexts information, which proved to be better than a single-channel network without increasing the computational burden [24] . In the integration process, adjacent slices play key roles in the segmentation results of intermediary slice and mutual effect will be transmitted in all slices. To enable this interaction to propagate through the network and get better results, we add an iterative process of bi-directional recurrent to optimize and update the probability maps in each propagation process. In the bi-directional recurrent segmentation, under the guidance of increasingly accurate contextual information, the burden of searching for the optimal pancreatic region is well-relieved and results can achieve high precision. What's more, this work does not rely on any pre-training model, just relates to the generalization of the model itself.
II. METHODOLOGY
In this paper, we proposed a probability map guided bi-directional recurrent UNet (PBR-UNet) for pancreas segmentation, which is shown in Figure 2 . PBR-UNet aims to combine the probability map of the adjacent slices with the bi-directional recurrent segmentation of intermediary slice to solve the problem that the 2D network loses three-dimensional information and the 3D model leads to large computational resource consumption. PBR-UNet first obtains a rough pixel-level probability map by feature extraction model. The original image is then combined with the probability map of the adjacent slices to form the segmentation guidance. As a result, the context information can be used to limit and guide the segmentation of interlayer slice. Because of the interaction between adjacent slices to form an interlocking structure, we use recurrent in both forward and reverse two directions to propagate context information throughout the entire segmentation process. What's more, we use iterators to optimize the transfer process so that each propagation can update the probability map to make it more accurate. These measures ensure that the final output is obtained through global optimal three-dimensional information guidance. Specific details about PBR-UNet will be introduced in the following sections. The illustrations of PBR-UNet. We use and to represent the probability map and the original image respectively, and are combined into multi-channel data by function . The function represents a 2D network for extracting probability maps. The input of function is 3D scan, and the output is the probability that each pixel belongs to the pancreatic tissue. The function represents the bi-directional recurrent segmentation process in the second part, and the input of is . Correspondingly, the output of is which updates the corresponding parts of −1 , +1 and to increase the accuracy of the guidance. The update process mentioned above is represented by , and it is worth mentioning that these processes are circular and will not end until the threshold is reached.
A. Problem Define and Inference Schemes
Our main task is to segment the pancreas tissue from the 3D scan accurately, and the problem can be defined as follows. Given a patient's three-dimensional scan data ∈ ×ℎ× , where denotes the total number of slices, ℎ and respectively refers to the height and width of the image. Moreover, the ground truth map ̂∈ ×ℎ× is provided. These data are used to train a mapping function Ω to segment the pancreas from the given CT three-dimensional scan. In this process, it is necessary to make the similarity between Ω(P) and ground truth map ̂ as high as possible. The mapping function Ω contains two parts: and . The function denotes the feature extraction model, which get the pixel-level probability map of each slice in the 3D scan; The function denotes the bi-directional recurrent segmentation model. The threshold is the maximum number of cycles, is the threshold of evaluation, pixels with probability value greater than will be considered to belong to the pancreatic tissue. We can use the following equation to explain the above process:
(1)
To make full use of the 3D information of the pancreas, we combine the pixel-level probability map with the original data .
denotes the generated data that synthesized from groups and , simultaneously is used as the input in the next segmentation process . The multi-channel data interact with each other. Because of the interaction, an inter-locking structure is formed in multi-channel data . To introduce the multi-dimensional information into the model, the precise segmentation is designed to contain positive and reverse two directions. When performing forward segmentation, the initial slice just has the information of next slice, but no information of the previous slice, and the case is reversed when this proceeding to the last slice. Therefore, in order to overcome the loss of adjacent slice information at the edge, we designed a bi-directional recurrent segmentation method, which can be expressed as Formula 2, and the detailed procedure will be described in section B and C.
(2)
B. Extraction and Combination of Probability Maps
In this section, we use a 2D UNet network to extract the probability map. The networks with skip connections like UNet have been proven to help restore the full spatial resolution of the network output. As a result, the full convolution method is considered to be extremely suitable for semantic segmentation [10] , [11] . Specifically, the structure with skip connection enables deep and shallow information to be obtained. In this paper, the positional information of the pancreatic tissue and the geometrical shape of the surrounding tissue can be considered as the semantic information, which could be obtained by continuous downsampling. Generally, the target tissues can be roughly distinguished with the obtained The activation function is omitted, and the output layer is 1x1. Then the sigmoid activation function is used to obtain the probability that each pixel belongs to pancreatic tissue. information, so it is often used in classification tasks [23] , [32] , [33] . However, for semantic segmentation, these features are not enough, so skip connection is added to get the shallow information. The high-resolution information is directly passed from the Encoder to the Decoder by skip connection. More features that are precise become available for semantic segmentation. Thus, we trained a full convolutional network with skip connection proposed in [8] , to quickly extract intra-slice features in 3D scan and characterize them with probabilistic values. Fig. 4 . The illustrations of converting volume data to multi-channel data. The initial slice has only the information of the next slice, but no information of the previous slice, and the case is reversed when this proceeding to the last slice, so we copy the initial slice and the last slice as their context information.
Let ∈ ×ℎ× × denote the input training samples, in which c is the number of channels. As shown in Equation 3, ̂, , ,• denotes the ground truth map of the data, and the value is 0 or 1, 1 means the pixel belongs to pancreas tissue and 0 means is opposite.
Without loss of generality, 2D segmentation network along the Z-axis is applied in the probability map extraction model. In this step, an accurate binary segmentation is not necessary, and we just get the probability map of each pixel. As shown in 
After obtaining the probability map , the original data and the probability map are combined into three-channel data through the transformation . The method in [14] is to use three adjacent slices of original data on the Z-axis. Due to uncertainty of prediction, some information would be lost and the efficiency of using context information would be reduced. Here we use pixel-level probability map to replace the upper and lower slices of the three adjacent slices in [14] . Based on this operation, there will be neither absolute threshold caused by mask guidance nor uncertain loss of information. The multi-channel data obtained by the combination is denoted by ∈ ×ℎ× × , and the conversion process can be expressed by Equation 5, 6. It should be noticed that since the initial slice does not have the upper slice, and the last slice does not have the lower slice, we copy the initial and the final slice then add them to . The process of this combination is shown in Figure 4 .
The generated data is subjected to bi-directional recurrent segmentation by 2.5D UNet under the guidance of probability map. The 2.5D network here adopts the same structure as probability map extraction model, and the number of data channels is modified to c, the parameters in the network are not shared so separate training is required.
The overall structure of 2D UNet and 2.5DUNet is shown in Figure 4 . Encoder module and Decoder module are both four layers, and all layers are directly connected. To control the number of feature maps and prevent feature map expansion, we use the base factor ϖ, and each layer performs a multiple conversion based on the base factor ϖ. The UpSampling layer is implemented by deconvolution rather than upsampling. Upsampling can be regarded as the reverse operation of pooling, using nearest neighbor interpolation to zoom in. The method of directly copying the data of rows and columns to expand the size of the feature map may cause abnormal feature distribution [34] , Therefore, we use deconvolution instead of it. The output of the deconvolution is skip-connected with the corresponding shallow feature (Encoder part) and passed through two 3×3 convolutional layers. The details of the 2.5D bi-directional recurrent segmentation will be covered in next section.
C. Bi-directional Recurrent segmentation
A full convolution network with skip connections trained for extracting probability map can capture intra-slice features but is powerless to extract the Z-axis-based contextual information that doctors usually refer. What is more, 3D networks like [16] - [20] , [34] have large GPU computing cost and limited kernel view and network depth [14] . Given that the pancreatic context information is not overall relevant, we propose to use the probability map to represent the context information in a specific range to guide the bi-directional recurrent segmentation. Figure 3 shows the process of how to combine the probability map with the original image. In Equation 7, we can find the generated , −1 and +1 are associated in some channels, which creates a chain-like structure. Just like the principle of transmission, we hope this structure can transfer three-dimensional information in the network to help segmentation. We use the two-way propagation method here, spreading relevant information in two directions. It avoids loss of the corresponding context information due to loss of the propagation process. All of these ensure that the spatial information currently propagating in the network will be fully integrated during the segmentation process. When spatial information spread in chains in the network, an iterative optimizer is added to adjust and optimize spatial information during the transfer process. During the propagation process, the corresponding probability map will be updated at the end of each propagation, making the probability map more accurate. It ensures that the final output is guided by the global optimal three-dimensional information.
We can consider the chain structure mentioned above as a recurrent neural network, just as almost all functions can be regarded as a feedforward network. Any function involving a loop can be regarded as a recurrent neural network [35] . Considering the chain structure mentioned above as a recurrent neural network has the following two advantages [35] : a) The model always has the same input size because it only transfers from one probability distribution state to another; b) We can use the same transfer function of the same parameter on each time step. In this way, we can operate the single model on all synchronization sequences of the recurrent segmentation, no need to set up a separate model that is synchronized with time.
Considering that the recurrent neural network occupies a large number of resources, to reduce the resource consumption of the system, we innovatively combine the above recurrent process with 2.5D UNet and propose a bi-directional recurrent network based on pixel-level probability map guidance. Under the guidance of effective context information within a certain range, the burden of searching for the optimal solution of the pancreatic region in the fine segmentation is well-relieved. We compare our proposed model to the classical equation of the recurrent neural network, and we can regard as the hidden unit ℎ in the recurrent neural network.
(8) In the classic RNN, the hidden unit generally needs to map a sequence of a certain length (⋯ , −2 , −1 , +1 , +2 , ⋯ ) to the unit ℎ , especially in statistical language modeling, it is often necessary to store all the information remaining in the sentence [35] . In the work of this paper, if we map a long sequence into the current unit, it will cause the training delay to introduce noise, so we only take the adjacent slice information as the guide.
In the previous section, we introduced how to use the function to combine the original data and the probability map into three-channel data . To get the binary segmentation of the final output, we first define ℱ[⋅; ] as a bi-directional recurrent 2.5D UNet network guided by probability maps, where θ is used as a variable parameter for thresholding the output probability map , which can be expressed as Equation 7 . The detailed structure of the bi-directional recurrent network based on probability map guidance is shown in Table 1 .
(9) Now we introduce the workflow of the model. The overall algorithm flow is shown in Algorithm 1. First, we define the variables used in it. The maximum number of bi-directional recurrent processes is times, and the value of θ used for thresholding is . Forward: When we get the combined data from the probability map and the original image in the probability map extractor, we use 2.5D UNet to get the new probability map . The difference is that the number of model channels becomes 3. Then we use the function ( , ) to judge whether the new probability map generated by the combination probability map is closer to the fine label. If the improvement result is greater than 0, then we can use the newly generated prob ability map to replace the corresponding part of the three-channel data generated by and I, which can be expressed by the following equation, where , −1 ( ) represents the channel in the data − 1 in , and will also be updated.
Reverse: After the network completes a forward loop, most of the and will be updated, but the one-way loop will only get the following information and lose the information of upper slice, so we reverse the same process again, which completes a loop in the bi-directional recurrent segmentation.
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D. Loss Function
Since the task is to achieve two-class segmentation with class imbalance, we use the same strategy as [20] to use Dice similarity coefficient (DSC) instead of Cross entropy for training and characterizing similarity. We give the ground truth map ̂ and the final output Ω(P), then DSC loss can be defined as follows: (11) It can be seen from the above equation that the value of DSC loss is in the range of [0, 1], where 0 represents the completely failed segmentation, and 1 represents the perfect segmentation.
III. EXPERIMENTS AND RESULTS

A. Dataset and Pre-procession
Following previous work of pancreas segmentation [15] , we used the most authoritative public dataset NIH pancreatic segmentation dataset [6] to evaluate our approach. This dataset contains 82 contrast-enhanced abdominal CT volumes and corresponding fine annotations, the resolution of each CT scan is 512 × 512 × , where ∈ [181, 466] is the number of sampling slices along the long axis of the body. Similar to [3] , the images are cropped to [192, 240] and fed into a probability map extraction stage. This process is represented by C. To assess the robustness of the model, we used 4-fold cross-validation approach in this paper. In our experiment, the dataset is randomly split for training and testing. The data from 62 (approximately 3/4) patients are used for training and the remaining 20 (approximately 1/4) are used for testing. In order to eliminate the effect of randomness, we conduct the operation for 10 times and every time we split the dataset randomly again. As mentioned above, we use the DSC to evaluate the model. To get more comprehensive, we measure the standard deviation, the maximum and minimum values, and calculating the average of all test cases.
The gray value span of initial data is very large, exceeding 2000 gray values. According to prior knowledge, we cut all image intensity values to the range of [-100,200] HU and normalize them to remove the interference from other tissues in the background. The value of the pancreatic region in the ground truth map was changed from 1 to 255. Our model can automatically adjust the input size, so you do not need to modify the input image.
B. Evaluation metrics
We used the Dice score to evaluate pancreatic segmentation performance. Dice per case score (DC) is the score obtained by averaging the scores of each slice, and Dice global score (DG) is to calculate dice score after combining all predictions from a patient into a 3D volume. The calculation method is shown in Formula 10. Jaccard similarity coefficient (Jaccard) is similar to DSC to evaluate accuracy of the segmentation, whose expression is ( , ) = (X ∩ )/(| | + | | − ( ∩ )).
We will also use four metrics to measure the accuracy of the segmentation results, including Root Mean Square Error (RMSE), which is the square root of the ratio of the sum of the observed and true deviations to the number n of observations. The deviation between the value and the true value, the expression is shown in Equation 11 ; the volume overlap error = 1 − ( ∩ ) ( ∪ ) ⁄
; the relative volume difference = ( \ ) ( ) ⁄ ; False negative, = (Y\ )/ ( ∪ ) ; False positive, = (X\ )/ ( ∪ ). The higher the number of Dice and Jaccard, the better the accuracy, and the smaller the remaining evaluation indicators, the better the segmentation result.
(12)
C. Implementation details
In this section, we will further describe the hardware conditions, experimental environment and model details. Our network is based on the Keras framework [36] . In order to prevent the model from entering the local minimum in training that makes it difficult to converge, we pay attention to the loss change in training process. If the loss does not decrease after two epochs, the learning rate lr will change according to the Equation 13-15 and Algorithm 2. If the value of loss on two consecutive epochs is less than the threshold δ (in this case, δ is 0.0001), the learning rate lr will be reduced to the (1 − β) times of the original (in this case, ρ takes 0.9). Output：adjusted lr: ̃; 1: ← 0.0001, ← 2, ← 0.7, ← 1;
2:
Repeat: 3: ← 1;
4:
For j in range of ( , + ):
5:
If |ℓ −1 − ℓ | > :
6:
← 0;
7:
if sign is 1 after for loop, means all loss in 8:
( , + ) have no any drop more than , 9: lr need to be adjusted.
10:
If == 1: We train the probability map extraction network on a NVIDIA GeForce GTX 1080Ti GPU with 11GB memory. The initial learning rate is −5 , the batch_size is 10, the training epoch is 300, and each epoch takes only 105 seconds. In each epoch, 1% of the samples are selected as the validation data to observe if over-fitting occurs. As for the bi-directional recurrent segmentation network, we use the same equipment to train. Because the label marked by the clinician is accurate enough, we used ( −1 , , +1 ) as training data (the specific approach is consistent with that described in section B). The batch_size changed to 1, the number of training changed to 240. Other parameters, such as learning rates and optimization methods, are consistent with the previous.
D. Ablation studies
To prove that our network architecture based on probability map guidance is reasonable, we conducted different ablation experiments. We use Dice score as the criterion unless otherwise specified.
The effectiveness of Probability Graph Guidance. To verify the necessity of probability map guidance, we performed a comparative experiment not using the guidance. The learning rate, batch_size, and other parameters were kept in the comparative experiment. We test the accuracy of the segmentation directly after the probability map guidance is performed and without the guidance. As shown in Figure A , the red part indicates the improved part with the probability map guidance, and the yellow part indicates the result without guidance. The results of the segmentation guided by the probability map is 3%-7% higher than the results directly using UNet segmentation. It demonstrated that the segmentation guided by the probability map can increase the accuracy of the result. The effectiveness of Bidirectional Recurrent. Although the use of probability graph guidance can greatly improve the segmentation results, it cannot ensure that the context information of the whole pancreas is obtained. Inspired by BiLSTM, we added a two-way iterations process. To prove the effectiveness of our two-way recurrent, we show the results of the recurrent segmentation as follows. After more iterations, the boundary of pancreatic tissue is much closer to the ground truth map, which means the iteration process is effective. We use the following figure to show the relationship between the number of iterations and the accuracy. We find that after ten iterations, the results tend to be stable, which represents the model has fully learned the context information of pancreatic tissue, and the accuracy does not increase.
E. Compare to others on NIH pancreas dataset
The result of our segmentation is shown in Table 2 . After 300 periods of training, the average DSC result of our model reached 83.35%, reaching a competitive level. The bi-directional recurrent guided by the probability map increases the average DSC by 2.52%, and with this structure, the worst case is mitigated.
F. Time consumption
Our proposed bi-directional recurrent network based on probability map guidance is a lightweight solution with low computational resource occupation and low time resource overhead. We conducted a comparison of experimental time with other models. We can see that we only need 15 s to test a patient's result, which is much shorter than the models using the refine methods such as CRF and BiLSTM.
IV. DISCUSSION
Pancreas segmentation is of great significance for clinical computer-aided diagnosis. The segmentation results can provide accurate location and contour of the pancreas, which is helpful to the clinical diagnosis process. In this paper, we present a probability map guided segmentation network, which aims to explore contextual information without too much irrelevant information. Our proposed method has achieved a competitive result. The overhead of our network's time resources is very low, which is important in clinical practice, especially when 3D images in large size or multiple slices are increasingly used in clinical applications [14] . We adopted a basic 3D UNet network [19] to verify whether our computing resources can meet all requirements. We experimented on two NVIDIA GeForce GTX 1080Ti GPU with 11GB memory. The network is a four-layer network with symmetrical structure. The size of the input data is 120 × 120 × 120, but we still encountered the error of insufficient memory. By contrast, our network can work well with only one such device under the same parameters. In terms of resource consumption, the use of 3D UNet will make it higher, so our approach is more clinically practical.
To better understand the validity of the model, we also compared individual patients, in which the highest accuracy can be improved 7% for patients. After observing the patient's pancreas slices, we found that there was not a much spatial correlation between the adjacent two layers of the pancreas. To verify the rigor of this method, we carried out two adjacent layers of the pancreas as a guided experiment. Compared with the performance of adjacent layers, we can see that the introduction of the adjacent two layers can increase the intensity of guidance. However, it will also introduce irrelevant interference. It is noteworthy that we found that in some cases the accuracy of certain layers of the pancreas is very low, especially in the head and tail of the pancreas. This is one of the directions we will strive for and we hope to solve the edge effect in segmentation. Due to the edge lacks part of the context information, which often leads to unsatisfactory segmentation results in several layers of experiments.
V. CONCLUSION
We propose a probability map guided bi-directional recurrent network PBR-UNet for pancreas segmentation, which is a new way to get context information and propagate context information to the entire network. It uses a lightweight approach to overcome the drawbacks of consuming excessive resources in 3D networks and ignoring z-axis contextual information in 2D networks. Extensive experiments on the dataset of NIH Pancreas dataset demonstrated the superiority of our proposed PBR-UNet, and finally achieve a competitive result of 83.35%.
