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ABSTRACT 
The aim of this paper is to reduce the eigenvalue problem of a diagonalizable 
matrix to the eigenvalue problem of an equivalent normal matrix. We use for this 
purpose a minimization strategy, which is also applicable for transforming an arbitrary 
nondiagonalizable matrix to an almost normal one. 
1. INTRODUCTION 
The aim of this paper is to reduce the eigenvalue problem of a diagonaliz- 
able matrix to the eigenvalue problem of an equivalent normal matrix. We use 
for this purpose a minimization strategy, which is also applicable for transfor- 
ming an arbitrary nondiagonalizable matrix to an almost normal one. 
2. DEFINITIONS, NOTATION 
We denote by CnXn the set of n X n matrices with complex elements. For 
A E CnXn, aiJ is the jth element in the ith row of A. A* will denote the 
Hermitian transpose of A, i.e., 
conjugate of a@. 
aTj = aji, where aii denotes the complex 
A matrix AEC”~” is called normal when AA* - A*A = 0, and unitary 
when AA* = I, where Z is the identity matrix. We call a matrix A diagonaliz- 
able when there is an invertible matrix V for which VAV- ’ is diagonal. 
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Further we shall use the following notation: 
IIAIIF= C C laij12 ) the Frobenius norm of A, 
i-1 j=l 
E(A) = IIAII: - f h,(A) t2> 
i=l 
where the complex numbers Xi(A) are the eigenvalues of A, 
C(A) = AA* - A*A, 
IlAll = mq/m, the spectral norm of A. 
The symbol i will be used for the complex unit vector and for row indexes of 
matrices. We hope this will not cause any confusion. 
3. PRELIMINARY REMARKS 
It is a well-known fact that for A E Cnx” one has E(A) > 0, and equality 
holds iff A is normal [l]. Thus it would seem natural to generate a sequence of 
similarity transformations 
A,=A, Ak+i=LkAkLkl, k=1,2 ,..., 
such that 
This idea was exploited successfully in several algorithms for the eigenvalue 
problem [2-51. K. Veselic and E. Dollinger have combined normalization with 
diagonalization, and succeeded in proving convergence for the case of real 
matrices, assuming that no three eigenvalues have a common real part. 
In this paper we show that dealing only with normalization, a simpler 
process and more advantageous convergence properties can be obtained. The 
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normal matrix obtained by our procedure can be diagonalized by the Jacobi 
method [6]. 
In our construction we use two types of matrices. One of them has the 
form 
I1 
L’ZL ; ; 1 0 
0 2 0 1 
,o 0 0 0 1 
where z in the $h row and ith column is a complex number, and j > i. 
Matrices of the second type have the form 
i 1 
T 0 
L; = 1 
0 1 
\ 1 
where r in the i th row is a real number, which is not zero. It is trivial that 
and 
(L2j)e1=Li,j 
-z> 
(L’;)-‘=Li 
l/r* 
4. DESCRIPTION OF THE ALGORITHM 
Let A E C”‘” be an arbitrary matrix. The following algorithm gives a 
sequence of similarity transformations by lower triangular matrices L,. 
ALGORITHM 
I. A,: = A, k: = 0, p,: = 5])A]]2,; go to II. 
II. Compute Ck = C(A,). If Ck = 0, stop. Otherwise choose un element c$ 
of Ck with maximal absolute value. 
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If i = j go to IV, else go to III. 
III. Compute 
ICi$ 
I.:=---, 
Pk 
‘p: =a-argc;, 
L,: = L;j; g0 t0 v. 
IV. Compute 
x: = re@. 
L,=L’;. 
Go to V. 
V. Ak+l: = L,A,L,‘, k: = k + 1, pk: = 5(IA,l@; go to II. 
In order to show the correctness of the algorithm, we remark that Ck is 
Hermitian, so CA is real. By the definition of Ck 
$1 
Pk 5’ 
so L’; is invertible. 
It is easy to see from the algorithm that for all k 
(1) 
This equality will play an important role in proving convergence of the 
algorithm. 
5. CONVERGENCE PROPERTIES OF THE ALGORITHM 
For proving convergence theorems we shall use the following known 
results 
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PROPOSITION 1 (P. J. Eberlein [l]). For A E Cnx” 
(3) 
These two inequalities show the relation between two measures of nonnormul- 
ity, E(A) and C(A). The following result of Dollinger shows that (3) can be 
improved when the matrix is diagonalizable. 
PROPOSITION 2 (E. Dollinger [5]). Zf A E CnXn is diagonulizable, then 
(5) 
Note that if A( A) = 0 and A is diagonahzable, then A = cZ, so that A is 
normal. 
PROPOSITION 3. Let B, E C”‘” for s = 0,1,2,. . . , and V, = (I + Bk) 
. . - (I + B,)(Z + B,). Zf C~z’=o\lBkll < co, and I + Z3, is invertible for all s, then 
V, -+ V, where V is an invertible matrix. 
This proposition is a well-known result concerning infinite products [7]. 
The following two lemmas show the variation of the Frobenius norm 
under the similarity transformations determined by matrices L: j and Lt. 
LEMMA 1. Let A E Cnx” be arbitrary, C = C(A), A’ = L: iAL’-:, where z 
is an arbitrary complex number, and j> i. Then 
IlA’ll~ - IlAll~ = zcij+ zcij+ 1~1’ 
i 
c la,]'+ c lais12 
s=l s=l 
s*j s-i 
+Iz(a,, - ajj) - z2ajj12 - aijaii.z2 - -2 -ajiaijz . 
This identity can be proved by elementary calculations. (A real version of 
it can be found in [4].) 
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Using the elementary inequalities (a + b + c)~ ,< 3(a2 + b2 + c2) and 2ab 
6 a2 + b2, it follows from the Lemma that 
]lA’]]; - ]]A]]“F < zcij+ ~c~~+5]]A1);]x~~ (6) 
whenever I z I < 1. 
LEMMA 2. Let A E Cnx”, C = C(A), T > 0, and A’= I?rA(LI)-‘. Then 
+(r-qc,, 1+ 
[ i 
g c JuJ2+ y c I 4 )] us, 2 
It s==i S==i 
This lemma can also be proved by straightforward calculations. It follows 
from this that 
IlA’lli- llAlli< (r - ‘)Cii +(‘- l)Cii ‘+5llAll~$ 1 (7) II 
whenever r > 6. 
Now we are ready to prove the convergence of the algorithm. Let 
A E Cnx” be an arbitrary matrix, and A,, A,, . . . , L,, L,, L,, . . . be the 
matrices constructed by the algorithm. If for some k, C(A,) = 0, then 
obviously A, is normal, and for V = L,- . . L2L,L, we have A, = VAV1. If 
C(A,) * 0 for every k, then the following theorem holds. 
THEOREM 1. 
(a) There is a constant cl > 0 (depending on l]AllF and n) for which 
~(Ak+l)~~(A~)[l-cl~(Ak)l. k=o,l,.... 
(b) There is a constant c, such that 
E(&)< $ k=1,2,... . 
Proof. It is a well-known fact that (a) implies (b) [8], so we need prove 
only (a). To do this let us assume that ]]Ak]lF < ]/Al] for an index k. Let c&be 
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the element of Ck with maximal absolute value (according to the Algorithm). 
We shall prove that 
(9) 
If i * j, then by the Algorithm 
1,“12 
zc$== $= - Izl.lc;l= - ___ 
5llAkll2,~ 
Obviously IzI < 1, so we can apply the inequality (6) for the matrix A,. We 
get 
2lck.l2 IQ2 
llA,+,ll; - lV,cll; =s - ---LL- + ~ 
5lPhll2, 5114112, ’ 
If i = j, then by (1) A 5 < T < $, so we can apply (7). Then 1 +5~~Ak~~2(r - 1)/c: 
* = 0 by the choice of r, so we get 
Thus (9) holds in both cases. Because of the maximality of c: 
Ic$12>/ Ilc(Ak)lI; n2 f 
A k+ i is similar to A,, and therefore 
00) 
(11) 
Now statement (a) is an immediate consequence of (lo), (ll), and (3). n 
This theorem states that for large k, A, is almost normal; hence E( Ak) and 
C( Ak) tend to zero. Our next theorem shows that convergence is necessarily 
slow for nondiagonalizable (defective) matrices. 
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THEOREM 2. If for some c, > 0, (Y > 0 
c3 
E&J< - k2+a' k=1,2,..., (12) 
then the matrices V, = L,+ * . L,L,L, converge to an invertible matrix V, for 
which VAV- 1 is normal. In this case A is diagonalimble. 
Proof. If (12) holds, then CpCO@k) is convergent. It follows from (4) 
and (2) that 
E llckllF and E IIL -III 
k=O k=O 
are convergent too. Every matrix L, is invertible, so we can apply the 
statement of Proposition 3 for the matrices B, = L, - I. We get that V, + V, 
where V is invertible. Clearly A, + VAV-l, and VAV-’ is normal; hence 
E( Ak) + 0. Every normal matrix is diagonalizable, so A is too. n 
This means that in the case of (12) the sequence of matrices A, converges 
to an equivalent normal matrix, and the sequence Vk = L,. . . L,L,L, con- 
verges to an invertible matrix V, for which VAV ’ is normal Our third 
theorem shows that (12) holds for all diagonalizable matrices, and in this case 
the convergence is linear. 
THEOREM 3. 
(a) Zf A is diagonalimble, then there is a constant 0 < q < 1 such that 
@k+l> G Wb’h), k=O,l,... . (13) 
In this case the sequence A, converges to a norm& matrix, and the sequence 
v, = L,. . . L,L, converges to an invertible matrix V, for which VATI is 
nOTI&. 
(b) A is diagonulizabk if and only if both of the sequences Vk and V;’ 
are convergent. 
Proof. (a): (11) and (10) imply 
(14) 
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All of the matrices A, are diagonalizable, so we can apply Proposition 2: 
llC(4)l12 2 ~(4) for some constant c, > 0. (15) 
Now (14) and (15) imply (13). Obviously (12) is a consequence of (13), so the 
convergence of A, and V, is a consequence of Theorem 2. 
(b): If A is diagonalizable, then part (a) of the theorem states that V, and 
VL1 are convergent. If V, + V, V;’ + W, then VW = I, so W = V-l. More- 
over Ak=VkAV;’ +VAV-‘. We have e(Ak)-+O, so e(VAV1)=O, that is, 
VAV-’ is a normal matrix. Every normal matrix is diagonalizable, so A is too. 
n 
6. FINAL REMARKS 
As we have seen, there is a sharp difference in speed of convergence 
between nondiagonalizable and diagonalizable matrices. One can observe a 
similar situation regarding the question of numerical stability. The norm of a 
similarity transformation A-LAC’ can be bounded by IIL\I.I(KIJI, so it 
seems natural to discuss the boundedness of sequences b, = llLkll *.. IILIII. 
IlLoIl and ck = IILo’ll.llL~’ * . . llL;‘ll. It follows from part (b) of Theorem 3 
that in the case of a nondiagonalizable matrix both of these sequences may 
not be bounded, which is a source of numerical instability. On the other hand 
we have shown in Theorem 3 (using Theorem 2) that for a diagonalizable 
matrix CF= 0 I I L, - I I I can be majorized by a convergent geometrical progres- 
sion. This implies, using Proposition 3, that the sequence b, is bounded 
(convergent). Moreover the expression 
shows that 
Pi’ll G 1 +w, - 41 whenever llLk - III < &, 
so the sequence ck is also bounded. This means that the algorithm works in a 
numerically stable way in the case of diagonalizable matrices. 
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