Oil production optimization involves the determination of optimum well controls (e.g., well pressures, injection rates) to maximize an objective function such as cumulative oil production or net present value. In practice, this problem additionally requires the satisfaction of physical and economic constraints. Thus, the overall problem represents a challenging nonlinearly constrained optimization. The cost function and constraints involve calls to a reservoir simulator. Therefore, in many situations gradient information cannot be obtained efficiently. This fact motivates the use of derivative-free (non-invasive, black-box) optimization methods. This work entails a comparative study of a number of these methods applied to the solution of generally constrained production optimization problems. The derivativefree techniques considered include two pattern search methods (generalized pattern search and Hooke-Jeeves direct search) and a genetic algorithm. A gradient-based algorithm, in which derivatives are estimated numerically, is also considered. The performance of the derivative-free algorithms is shown to be quite satisfactory, especially when implemented within a distributed computing environment. In order to address the solution of the generally constrained production optimization problem, different constraint handling techniques are investigated. Penalty functions can be used successfully for this purpose, but they typically involve a tuning process that can be very time consuming. The results indicate that the filter method combined with generalized pattern search suitably addresses this issue while keeping the scheme efficient. We have also explored a parameterless penalty method for genetic algorithms that appears promising when hybridized with pattern search techniques. In total, the results of this study demonstrate the applicability of derivative-free methods for challenging reservoir management problems.
Introduction and problem statement
As a result of economic and population growth, the world total energy demand in 2030 is expected to be approximately 35 percent higher than in 2005, even after accounting for gains in efficiency [1] . Oil and natural gas together provided almost 60 percent of global energy in 2005, and forecasts indicate that these fossil fuels will continue to be significant contributors to global energy for decades to come. For this reason, significant effort in the oil and gas industry is being expended to optimize the performance of existing reservoirs. This has led to a great deal of interest in the idea of efficient closed-loop reservoir management [2] , of which production optimization is a key component.
In the context of reservoir management, production optimization entails maximizing a particular objective function, such as cumulative oil produced or net present value (NPV), or minimizing an objective function such as total water injected, by finding the optimal set of control variables. In this case the control variables correspond to the sequence (in time) of the well rates or well bottom-hole pressures (BHPs). Since the relationship between the reservoir dynamics and the control variables is in general nonlinear, searching for the optimal set of controls is a very challenging task. In addition, the problem must usually be solved subject to operational constraints, such as maximum and minimum BHPs, maximum field water injection rates, maximum water cut (fraction of water in the produced fluid), etc. Thus, the problem is typically a generally constrained optimization.
The production optimization problem can be formally stated as:
where J (u) is the objective function (e.g., −NPV or cumulative water produced), u ∈ R n is the vector of control variables (e.g., sequence of BHPs for each well), and c : R n → R m represents the nonlinear constraints in the problem. Bound and linear constraints are included in the set Ω ⊂ R n . The objective function and constraint variables are usually computed using the output from a reservoir simulator, which renders function evaluations expensive (as discussed below).
In all the production optimization cases presented, the problem involves the maximization of (undiscounted) net present value by adjusting the BHPs of water injection and production wells. Specifically, we seek to minimize
where r o is the price of oil ( $/STB ) , c wp and c wi are the cost of handling produced water and the cost of water injection ( $/STB ) , and q o , q wp and q wi are the cumulative oil production, water production and water injection (STB) obtained from the simulator. Here 'STB' refers to stock tank barrel (1 STB = 0.1590 m 3 ). The reservoir simulator used in all cases is Stanford's general purpose research simulator (GPRS) [3, 4] . In this simulator, the partial differential equations describing the flow of oil, gas and water are discretized using a finite volume procedure. The system evolves in time, so time discretization also enters. In practical applications, simulation models may contain O(10 5 ∼ 10 6 ) grid blocks, though the systems considered here are somewhat smaller. The discrete system of equations is nonlinear and is solved using a Newton-Rhapson procedure. See, e.g., [5] for a general description of the governing equations and numerical treatments.
This production optimization problem can be addressed using various gradient-based optimization approaches, though this is not our emphasis here. Derivative information can be estimated numerically in a straightforward manner, but this computation can be expensive and may lack robustness (e.g., selection of the perturbation size in finite differencing is often problematic). The use of efficient adjoint-based techniques for computing the required gradients greatly reduces the computational effort [6, 7, 8] . However, these procedures require extraction of information from the reservoir simulator during the course of the computations, and therefore are only feasible with full access to, and detailed knowledge of, the simulator source code. Even when such access exists, the effort associated with the development and maintenance of the adjoint code is significant. We note finally that most gradient-based strategies cannot avoid being trapped in local optima.
The goal of this study is to assess a number of derivative-free optimization algorithms. As will be shown, these methods are easy to implement and most of them parallelize very naturally. Many existing derivative-free implementations can readily handle problems with only bound and linear constraints. As stated earlier, the production optimization problem is a generally constrained problem, and it is common to have nonlinear constraints. We investigate here various techniques for dealing with these challenging optimizations.
The paper is structured as follows. In Section 2 all the optimizers considered will be briefly described for unconstrained optimization problems. The extension to nonlinearly constrained cases will be presented in Section 3. The schemes are applied in Section 4 to production optimization cases of reasonable complexity. We conclude the paper with some conclusions and recommendations.
Derivative-free optimization
Derivative-free methods do not require the explicit calculation of gradients and use just the values obtained from function evaluations. These methods can be divided into deterministic (e.g., generalized pattern search) and stochastic methods (e.g., a genetic algorithm). The stochastic component is usually included as a means for dealing with multiple local solutions. Therefore, almost exclusively, deterministic algorithms aim at local optimization. The general performance of derivative-free methods depends strongly on the number of optimization variables considered, and these methods have been applied successfully in situations when this number is less than a few hundred.
In the last decade, gradient-free optimization methods have been applied in a number of areas. These include molecular geometry [9] , aircraft design [10, 11] , hydrodynamics [12, 13] and medicine [14, 15] . Within the oil industry, most of the derivative-free schemes used are of the stochastic type [16, 17, 18] , sometimes hybridized with a deterministic search [19] . Examples of purely deterministic strategies can be found in [20, 21] . It should be noted that none of these studies addressed nonlinear constraint handling.
The derivative-free methods considered in this study are two pattern search schemes, generalized pattern search and Hooke-Jeeves direct search, and a genetic algorithm. In the next section, brief descriptions of these methods for unconstrained optimization are provided. These schemes can be extended without difficulty to deal with bound and linear constraints.
Pattern search methods
Pattern search methods are optimization procedures that evaluate the cost function in a stencil-based fashion. This stencil is sequentially modified as iterations proceed. The recent popularity of these schemes is due in part to the development of mathematically sound convergence theory [22, 23] .
Generalized pattern search
The generalized pattern search (GPS) [24, 25] optimization method is a subset of pattern search algorithms. In essence, GPS relies on polling, and it works as follows. At any particular iteration a stencil is centered at the current solution. The stencil comprises a set of directions such that at least one is a descent direction (this is called a generating set [22] ). If some of the points in the stencil represent an improvement in the cost function, the stencil is moved to one of these new solutions. Otherwise, the stencil size is decreased. The optimization progresses until some stopping criterion is satisfied (typically, a minimum stencil size). In GPS the polling stencil remains the same along iterations, and typically induces a coordinate or compass search. Generalized pattern search can be further generalized by polling in an asymptotically dense set of directions (this set is variable along the iterations). The resulting algorithm is the mesh adaptive direct search (MADS) [26] .
The GPS method parallelizes naturally since, at a particular iteration, the objective function evaluations at the polling points can be accomplished in a distributed fashion. In the absence of multiple processors, the method typically requires around n function evaluations per iteration (where n is the number of optimization variables).
Hooke-Jeeves direct search
The Hooke-Jeeves direct search (HJDS) [27] is another pattern search method that is based on two types of moves: exploratory and pattern. These moves are illustrated in Figure 1 for some optimization iterations in R 2 . The iteration starts with a base point u 0 and a given step size. During the exploratory move, the objective function is evaluated at successive perturbations of the base point in the search (often coordinate) directions. All the directions are polled sequentially and in an opportunistic way. This means that if d 1 ∈ R n is the first search direction, the first function evaluation is at u 0 + d 1 . If this represents an improvement in the cost function, the next point polled will be, assuming n > 1,
where d 2 is the second search direction. Otherwise the point u 0 − d 1 is polled. Upon success at this last point, the search proceeds with u 0 − d 1 + d 2 , and alternatively with u 0 + d 2 . The exploration continues until all search directions have been considered. If after the exploratory step no improvement in the cost function is found, the step size is reduced. Otherwise, a new point u 1 is obtained, but instead of centering another exploratory move in u 1 , the algorithm performs the pattern move, which is an aggressive step that moves further in the underlying successful direction. After the pattern move, the next polling center u 2 is set at u 0 + 2(u 1 − u 0 ). If the exploratory move at u 2 fails to improve upon u 1 , a new polling is performed around u 1 . If this again yields no cost function decrease, the step size is reduced, keeping the polling center at u 1 . Notice the clear serial nature of the algorithm. This makes HJDS a reasonable pattern search option when distributed computing resources are not available. Because of the pattern move, HJDS may also be beneficial in situations where an optimum is far away from the initial guess.
The first stages of pattern search schemes use a relatively large stencil size. This feature can be interpreted as a (rough) global search, and it may provide the algorithm with some robustness against noisy cost functions. Pattern search methods (and genetic algorithms as well) can be accelerated through the use of inexpensive surrogates, which can be highly useful given the large number of objective function evaluations that are typically required.
Genetic algorithms
Genetic algorithms (GAs) are stochastic search techniques that are based on the theory of natural selection. These algorithms perform a global search by first generating a set of possible solutions (a population) and then evaluating the fitness (i.e., objective function) of all the individuals in this population. Individuals are then ranked, after which certain operators (typically selection, crossover and mutation) are applied to generate a new population. The selection operator chooses as parents the individuals with the best objective function values. After selection, the crossover operator combines the parents to produce children (next population of individuals). During mutation, a specific part (e.g., bit or element) of an individual is probabilistically modified. Refer to [28] for a more detailed description of a genetic algorithm.
One of the most important parameters in a GA is the population size. With a proper population size, GAs can explore complex nonsmooth search spaces with multiple local optima and may as a result identify promising regions in the search space. This often requires a large population size and thus a correspondingly high number of function evaluations. However, as in GPS, the simulations corresponding to a population can be readily performed in a distributed manner.
Generally constrained derivative-free optimization
We now describe nonlinear constraint handling techniques that can be combined with the optimization methods presented in Section 2.
Penalty functions
The penalty function method (cf. [29] ) for general optimization constraints involves modifying the objective function with a penalty term that depends on the constraint violation h : R n → R. The original optimization problem in (1) is thus modified as follows: where ρ > 0 is a penalty parameter. It should be noted that the modified optimization problem still has constraints, but they are straightforward to handle.
In this work h (u) = ||c
Normalizing the constraints can be beneficial since they are all weighted equally in the penalty term. In [30] penalties other than the quadratic one have been suggested for pattern search techniques. The optimizations presented in that work are, however, much simpler than those considered here, so the recommendations given might not be applicable to our problems. In future research, it will be useful to explore the performance of different penalty functions for practical optimization problems.
If the penalty parameter is iteratively increased (tending to infinity), the solution of (3) converges to that of the original problem in (1). However, in certain cases, a finite (and fixed) value of the penalty parameter ρ also yields the correct solution (this is the so-called exact penalty [29] ). For exact penalties, the modified cost function is not smooth around the solution [29] , and thus the corresponding optimization problem can be significantly more involved than that in (3) when ρ is not too large. Our approach here is based on selecting a few values of the penalty parameter and solving the associated optimization problems. This can be viewed as a tuning strategy that provides a trade-off between exact and iterative penalties. This approach is somewhat heuristic but it is useful as it allows us to obtain reasonable solutions while avoiding very large numbers of function evaluations.
Filter method
The penalty function approach is easier to implement than other more sophisticated constraint handling techniques (e.g., augmented Lagrangian methods [29] ) and can be used successfully for many applications. However, as discussed above, determination of the penalty parameter can be problematic and/or time consuming. Filter methods [31, 29] provide a somewhat cleaner means of handling general constraints. Using filters, the original problem (1) is viewed as a bi-objective optimization: besides minimizing the cost function J (u), one also seeks to reduce the constraint violation h (u). The concept of dominance, crucial in multi-objective optimization, is defined as follows: the point u 1 ∈ R n dominates u 2 ∈ R n if and only if J (u 1 ) ≤ J (u 2 ) and h (u 1 ) ≤ h (u 2 ). A filter is a set of pairs (h (u) , J (u)), such that no pair dominates another pair. In practice, a maximum allowable constraint violation h max is specified. This is accomplished by introducing the pair (h max , −∞) in the filter. An idealized filter (at iteration k) is shown in Figure 2 .
A filter can be understood as essentially an add-on for an optimization procedure. The intermediate solutions proposed by the optimization algorithm at a given iteration are accepted if they are not dominated by any point in the filter. The filter is updated with all the points evaluated by the optimizer at that iteration. It should be noticed that the optimization search is enriched by considering infeasible points. Filters have been often observed to perform faster than methods that rely only on feasible iterates.
Pattern search optimization techniques have been combined with filters [32] . In the pattern search filter method the polling center at iteration k can be either the feasible or the infeasible point with lowest cost function. The pattern ) and Figure 2 ). When the filter is not updated in a particular iteration (and thus the best feasible point is not improved), the pattern size is decreased. Refer to [32, 33] for more details on pattern search filter methods.
Parameterless penalty function for genetic algorithms
Within the context of genetic algorithms, there are alternatives to penalty functions that handle general constraints through use of approaches borrowed from multi-objective optimization (which is also the case with filters). We have tested here the parameterless penalty method described in [34] . Other approaches, such as that of [35] , could also be considered. The parameterless penalty method for GAs is based on the tournament selection operator. Within tournament selection, two individuals are compared in terms of their cost function, and the one with lowest value is kept for the next generation. The parameterless penalty method modifies the cost function for infeasible individuals within a given population to J max + h (u), where J max is the cost function value corresponding to the worst feasible individual in the population. The constraint violation considered here is again h (u) = ||c + (u)|| 2 2 . The cost function associated to feasible individuals remains as J (u). Thus, when two feasible (infeasible) solutions are compared, the one the with lowest cost function (constraint violation) is selected. A feasible individual always prevails over an infeasible one. In this algorithm, some individuals are optimized based on J (u) and others with respect to h (u), while keeping a trend that favors feasibility. In contrast to filter methods, a slightly infeasible individual with a low cost function can in some cases be discarded (e.g., in a tournament against any feasible solution). 
Oil production optimization cases
The methods described in the preceding sections will be now applied to two realistic (though synthetic) production optimization problems. The first case has 80 optimization variables and only bound constraints, while the second example is a generally constrained production optimization involving 20 optimization variables and 5 general constraints.
Production optimization with bound constraints
The reservoir in this case is represented on a two-dimensional 40 × 40 grid. Eight wells (four injectors and four producers) drive the flow. The wells are arranged in a line drive pattern as shown in Figure 3(a) . This model involves two-phase oil-water flow. The production time frame is 3000 days. The bottom-hole pressure (BHP) of each well is updated every 300 days (10 control intervals). During control intervals, BHP is held constant. The total number of optimization variables in this problem is therefore 80. The main problem parameters are shown in Table 1 . The optimization bounds are indicated by means of the injector and producer BHP range. More details can be found in [36] .
The performance of the various optimization algorithms is compared in Figure 4 , which presents the evolution of the net present value (NPV) as a function of the number of simulations. In the absence of distributed computing the number of simulations is roughly proportional to computing time. A sequential quadratic algorithm (SQP) [29] is also tested, with gradients estimated numerically by second-order finite differencing. The initial guess for SQP, GPS and HJDS is the center of the optimization domain (a BHP value of 7500 psi for all injectors, and 3500 psi for all producers). The associated NPV for this starting point is $31.35 million. (It should be noticed that GA, being a stochastic search scheme, does not require an initial guess.) The results summarized in Table 2 are obtained using different, practically sensible, stopping criteria. Since the methods search distinctly, it is difficult to set common (and meaningful) stopping criteria. Nevertheless, the results in Table 2 , together with those in Figure 4 , offer a broad indication of the potential of the algorithms studied. As a reference, the SQP algorithm with gradients computed through solution of adjoint equations (this implementation is described in [8] ) yields an optimal NPV of $39.14 million in 142 function evaluations. We reiterate, however, that simulator-invasive procedures such as this are not the focus of our study.
It is interesting to note that, without a distributing computing environment, HJDS is significantly more efficient than SQP with numerical derivatives. The solutions obtained (BHP controls) in all algorithms, except the GA, are very similar. In Figure 5 we compare the cumulative production and injection profiles of the base case and the HJDS optimized case. It is evident that the increase in NPV over the base case provided by the optimizer is due to an increase in cumulative oil produced and a decrease in cumulative water produced. A slightly higher amount of water is injected in the optimized solution.
We have also tested APPSPACK [37] , a distributed computing implementation of GPS. For example, using 36 nodes, a solution with NPV comparable to that of HJDS in Table 2 was obtained in around 250 equivalent simulations 1 . We note finally that additional acceleration can be expected in all the methodologies presented by introducing surrogates.
Production optimization with general constraints
The reservoir model used in this case is the same as in Section 4.1, but with different cell dimensions and only four wells (two injectors and two producers; see Figure 3(b) ). The reservoir production time frame is 3650 days, divided into five control periods of 730 days each. Therefore, the total number of optimization variables in this problem is 20. The five derivative-free constraints are maximum total water injection and fluid production rate, minimum total oil production rate, and maximum water cut at each of the two production wells. The production optimization parameters for this case, including the bounds for the general constraints, are given in Table 1 .
In Table 3 we summarize the performance of the methods for this problem. All of the solutions reported in the table are feasible. The SQP implementation considered deals with nonlinear constraints via an active set method [29] , and approximates the required derivatives using second-order finite differencing. In all cases, the penalty parameter ρ was tuned to 10 9 based on results from four complete optimization runs. The number of function evaluations reported for all procedures based on the penalty function does not include these tuning runs. The initial guess for all methods, except the GA, is again the center of the optimization domain (i.e., constant BHP of 8000 psi for all injectors, and 2500 psi for all producers). This base case has an associated NPV of $72.90 million. Larger differences between the NPVs obtained by the various methods are noticed in Table 3 than were observed in Table 2 . This is likely due to the presence of nonlinear constraints in the optimization, which render the results more sensitive to the choice of algorithm and associated stopping criteria. The best solution, in terms of maximum NPV for a feasible solution, was found by GPS with the penalty parameter tuned (NPV value of $92.90 million). The filter combined with GPS is quite promising, however, because it does not require any tuning (we reiterate that the tuning process for the penalty function in very time-demanding optimization problems can be quite expensive). Though the SQP method yields a high NPV, it requires a large number of simulations. The parameterless penalty function for GA can be noticeably accelerated if hybridized with a local optimizer. When combined with GPS and a penalty function, an NPV of $92.70 million is obtained after 5891 function evaluations. This hybrid approach relies, however, on some heuristics (e.g., when to switch from GA to GPS). Further investigation of hybrid procedures will be very useful for delineating practical approaches. We note finally that, within a distributed computing environment, the results in Table 2 can be accelerated according to the number of nodes available.
In this example, the improvement in NPV over the base case is mainly explained by increased oil production. The specification of maximum field water injection and maximum water cut leads to solutions with more efficient use of water than in the bound-constrained scenario.
Conclusions
In this work we have applied non-invasive optimization methodologies, which can handle general constraints, to two oil production optimization problems of practical relevance. The algorithms considered are attractive in complex simulation-based optimization scenarios when derivative information is not directly available. We have identified generalized pattern search and Hooke-Jeeves direct search as suitable procedures for these optimization problems. Based on our findings, Hooke-Jeeves direct search is the recommended approach when distributed computing resources are not available. When general constraints are present, the penalty function method can provide acceptable results, but a potentially expensive tuning process is required. An alternative approach is to use the filter method, which is an addon for most optimization algorithms and does not require tuning. The filter method combined with generalized pattern search was found to provide promising results in our tests. A parameterless penalty method for genetic algorithms was also studied, and when hybridized with generalized pattern search, appears to provide a robust optimization strategy. Further research that formalizes this hybridization is needed. All of the techniques discussed can be significantly improved in terms of efficiency if surrogates for the cost function and constraints are available.
