• Internal water storage is of crucial importance for plants under drought stress, allow-16 ing them to temporarily maintain transpiration higher than root-uptake flow, thus 17 potentially keeping a positive carbon balance. A deep understanding of this adapta-18 tion is key for predicting the fate of ecosystems subjected to climate change-induced 19 droughts of increasing intensity and duration.
creating time lags between the flows in the plant, and granting the plant increased 23 hydraulic safety margin protecting its xylem from embolism. 24 • We parametrize our model against transpiration and sap flow measurements in a 25 semi-arid pine forest during seasonal drought. From the parametrized whole-stand 26 traits, we derive a 3.7-hour time lag between transpiration and sap flow, and that 27 31% of daily transpiration comes directly from the plant's internal water storage, 28 both corroborated by the measurements. 29 change is expected to intensify regional drying in the sub-tropics and in the Amazon, recharge flow Q c . These flows have a Darcy-like (linear) dependence on water potential is proportional to the water potential difference ∆ψ between them, according to
where the proportionality factor is the hydraulic conductance K = 1/R, and R is the 123 resistance to water flow. This equation is analogous to Ohm's law (van den Honert, 1948 ;
The capacitance C (mmol MPa −1 ) of the storage unit describes how strongly the plant tissues hold the water in them, given by
The electrical analogue of a water storage unit is the capacitor. Unlike a water storage 152 unit, however, a capacitor is a two-terminal component, i.e., it has two wires that must be 153 connected to the circuit. One connection is to the point marked as ψ W , while the other 154 is grounded, as shown in Fig. 1b . This wiring of the capacitor means that the potential 155 ψ W is the potential across the capacitor, and it is explicitly reported in relation to the 156 zero potential, in the same way done with the external drivers (see rule 2 above). This
These two fundamental features of the electric analogue -independent potential sources and a grounded capacitor -have been overlooked by previous studies that took 186 the electric approach (Landsberg et al., 1976; Jones, 1978; Milne et al., 1983; Dalton, 187 1995; Phillips et al., 1997; Nobel et al., 1999; Phillips et al., 2004; Zhuang et al., 2014) .
188
Some depict electric analogues with one source only, either a potential (voltage) source 189 or a flow (current) source. In essence, a hidden assumption in these models is that the 190 flow that leaves the plant towards an effective potential difference ∆ψ is the same flow 191 that then enters the plant -a potential difference does not create flow, it only produces 192 a potential step. A single potential difference ∆ψ in effect cancels any possibility of the Fig. 1 , would be the least one could do.
216
The system of equations that describes the dynamics of the minimal model is given by 
and four equations for the other unknowns,
where r = R 1 R 2 + R 1 R c + R 2 R c . In order to know everything about the dynamics of our 225 system, it suffices to solve Eq. (5) for ψ W (t), and substitute the result in Eqs. (6).
226
A convenient way of solving the equations above for arbitrary forcing ψ soil and ψ leaf 227 is provided by System Dynamics. The most important mathematical entity that fully 228 captures the essence of our system, and that is unequivocally able to describe its dynamics, 229 is the transfer matrix G(s),
where b = R 1 + R 2 + Crs, and s in the complex frequency. As a rule, the mathemat-231 ical derivations for the expressions used in this paper can be found in the Supporting 232 Information (SI). For the derivation of G(s) see SI.1. This matrix has five lines, each cor-233 responding to five unknowns (Q 1 , Q 2 , Q c , ψ X , ψ W ), and two columns, each corresponding to a different forcing (ψ soil , ψ leaf ). If, for instance, we would like to know how transpiration matrix element G 21 (s).
237
In the next section we will use the tools of system dynamics, in particular analyzing to the previous values.
255
Although in both cases the step change in ∆ψ is exactly the same (from 3 to 4 MPa), 256 the transient behavior of the flows is different, illustrating our previous assertion that ∆ψ 257 can not be considered the driver of the dynamics, and that soil and water potentials must 258 be treated separately. In the first case, depicted in panels a on the left, the increase in 259 ∆ψ is due to an increase in ψ soil , and ψ leaf is kept constant, while the opposite is true in 260 panels b on the right, where ψ leaf decreases and ψ soil is kept fixed.
261
In case (a), sap flow will discontinuously increase by d 11 , always overshooting the steady 262 state (d 11 > d), while transpiration will increase by d 21 , which is always smaller than d.
263
In case (b) the roles are reversed: the transpiration increases by d 22 , always overshooting The variation in water storage, which is the area between the two curves, is positive 271 (storage recharge) for a positive step in soil potential (panel a), and it is negative (storage 272 depletion) for a negative step in leaf potential (panel b). Although there seems to be a 273 symmetry between the two cases because of the same change in ∆ψ, the volume of water 274 storage depletion/recharge is not the same. In SI.2 we show that the ratio between the 275 recharge volume of case a and the depletion volume of case b is R 2 /R 1 . For the parameter 276 values in Fig. 2 this ratio is 2, meaning that the water storage in this case is twice as 277 sensitive to a step change in soil potential then in leaf potential.
278
The characteristic time scale -relaxation time τ R -under which the system responds 279 to step-like forcing is given by conditions are usually much stronger than fluctuations in soil water, we will focus on the 300 case of fixed ψ soil and a varying leaf water potential, according to
where A is the amplitude of the forcing, ω = 2π/T is the forcing frequency, and T is the 
where ρ is the amplitude of oscillation, and ϕ is the phase. The oscillation in these flows 
where T day is the length of a day, and ρ c [see Eq. (12c) in SI.4A] needs to be computed 363 for ω = 2π/T day .
364
Hydraulic safety margin 365 The buffering effect offered by the internal water storage can play an important role in 366 preventing xylem water potential ψ X from reaching very low values, which are associated 367 with embolism and serious risk of hydraulic failure. Assuming again a periodic forcing on 368 the leaf water potential only, given by Eqs. (9), the solution for ψ X (t) [given by Eq.(6d)] 369 will also respond periodically, oscillating sinusoidally around a mean value ψ mean X with 370 an amplitude A X . Figure 4a shows three realizations of ψ X (t), for three capacitance C 371 values, and a forcing period of 24 hours.
372
As the capacitance increases, the oscillation amplitude decreases. As a consequence 373 of this, the minimal value ψ min X goes up for increasing C, see hollow circles in Fig. 4a .
374
This means that the internal water storage confers the plant a hydraulic safety mar- Figure 5a shows ϕ 1 , ϕ 2 , and ϕ c as functions of the forcing frequency ω. We see that ϕ 2 385 is in the vicinity of π, which means that when ψ leaf is lowest (highest evaporative demand) 386 transpiration Q 2 will be at its highest approximately at the same time. Because ϕ 2 is 387 always slightly higher than π, the transpiration peak will be a bit before the minimum of 388 ψ leaf .
389
Conversely, ϕ 1 is always smaller than π, meaning that sap flow Q 1 will peak after the 390 minimum of ψ leaf . The phase lag ϕ lag = ϕ 2 − ϕ 1 between these two flows means that sap 391 flow Q 1 will always lag behind transpiration Q 2 , delayed by a time lag τ lag , given by
Details on the derivation of the phases and on the time lag are found in SI.6.
393
It is only because the plant has an internal water storage that transpiration can become It is interesting to note that the expression for ϕ lag does not depend on R 2 . An intuitive 399 explanation for this is that Q 1 lags behind Q 2 because of the system constituents below 400 the upper branch in Fig. 1a , namely R 1 , R c , and C. The signal from ψ leaf reaches these 401 constituents exclusively after it has passed the upper branch, through R 2 . Therefore, any 402 further time lag in the Q 1 signal with respect to Q 2 can only be affected by R 1 , R c , C, but 403 not by R 2 . This property will be useful in interpreting the results from the next section, 404 where we evaluate our model. 
Parameterization and model evaluation
In this section we will see how much of the daily dynamics in plant hydraulics our model and in the capacitance due to nonlinear pressure-volume relations in the tissues that hold 507 the water storage. Thanks to that, we were able to fully solve a linear system with the 508 tools of system dynamics. The inclusion of these nonlinearities would have quantitative 509 effects on our predictions, but qualitatively, the phenomena described would be unchanged. (5) and (6) in the main text form a linear and time-invariant system: all the expressions depend linearly on the dynamical variable ψ W and on the inputs ψ soil , ψ leaf , and the coefficients do not depend on time. We can rewrite these equations in vector form (Ogata, 2004) :
The state vector x = [ψ W ] is a 1 × 1 vector in our case, and in general it is of size n × 1, where n is the number of state variables, or the number of first-order differential equations to be solved. The 2 × 1 input vector u = [ψ soil , ψ leaf ] T denotes all the external influences on the system (it is of size r × 1 for r inputs), and the 5 × 1 output vector y = [Q 1 , Q 2 , Q C , ψ X , ψ W ] T includes all information about which we would like to know the dynamics (in general of size m × 1 for m outputs). The output vector can contain any information we wish to know about the system, so in addition to the four unknowns shown in Eq. (6), we added ψ W to the list. The matrices A, B, C, D are respectively called state matrix (size n × n), input matrix (n × r), output matrix (m × n) and direct transmission matrix (m × r), and are given by
where the subscripts indicate the dimension of the matrices, in rows × columns.
The general problem of solving the linear and time-invariant system of Eq. (1) for arbitrary external input u(t) can be accomplished by using the Laplace transform, that converts differential equations with respect to time t into algebraic equations with respect to the complex frequency s. The quantities y we wish to find are thus given by
where Y (s) and U (s) are the Laplace transform of y(t) and u(t), and I is the identity matrix. Substituting the expressions for A, B, C, D into Eq. (2b) yields the transfer matrix G(s):
(3)
Step forcing
Relaxation time scale τ R The characteristic time scale of a given variable (output) i and forcing (input) j is given by the inverse of the value of s, for which the denominator of the transfer matrix element G ij (s) equals zero. In the language of system dynamics, the time scales τ R are the inverse of the poles of the transfer function, which are the same as the eigenvalues of matrix A. All matrix elements of G(s) have the same denominator, namely R 1 + R 2 + Crs [see Eq.
(3)], a polynomial of degree 1. To find τ R we need to solve R 1 + R 2 + Cr/τ R = 0, which gives τ R = Cr/(R 1 + R 2 ). There are no different time scales for transpiration, recharge, sap flow, etc: they all have the exact same τ R .
Size of discontinuous jumps
For t ≥ 0, the flows Q 1 and Q 2 evolve according to
where the first term in the right-hand side is the steady state before the step change, the index j denotes the input that is being changed (j = 1 means ψ soil , j = 2 means ψ leaf ), −(−1) j A accounts for positive/negative step changes, and L −1 is the inverse Laplace transform. Rewriting G ij (for i, j = {1, 2}) in the Bode form
gives the solution
where
Therefore, for t = 0, the flows increase by
Substituting the relevant T ij , we find that the discontinuous jumps in Q 1 and Q 2 read
We know that Q 1 overshoots for changes in ψ soil and Q 2 overshoots for changes in ψ leaf because both T 11 /τ R > 1, T 22 /τ R > 1. Conversely, Q 2 stays below the steady state for changes in ψ soil , and Q 1 stays below the steady state for changes in ψ leaf because
Recharge/depletion ratio
The effect of a step change in ψ soil or ψ leaf on the water storage recharge flow Q step ψ soil C and Q step ψ leaf C is calculated with the transfer matrix elements G 31 = R 2 g and G 32 = R 1 g,
where g = Cs/(R 1 + R 2 + Crs). Because the Laplace transform of a step (Heaviside) function H(t) is simply 1/s, this ratio reads
3 3 Thévenin equivalent
As shown in Fig. 1a , the potential sources ψ soil and ψ leaf are in parallel, and therefore we cannot combine them as ∆ψ = ψ soil − ψ leaf , and assume that ∆ψ is driving the flow. However, there is a way to combine these two sources, by applying Thévenin's theorem (Alexander and Sadiku, 2012) on the part of the circuit enclosed by a dotted rectangle. This conversion treats the left branch with the capacitor as the load of the circuit, thus giving it a special role in the dynamics. All the resistances and potential sources in the dotted rectangle can be substituted by the Thévenin equivalent resistance and potential, given by
and we can now draw the equivalent circuit shown in Fig. 1b .
In the light of this conversion to the Thévenin equivalent circuit, the differential equation (5) in the main text for the dynamics of water storage potential simplifies to
Equation (10b) shows that the soil and leaf water potentials can be combined attributing correct weights to them, and we can say that it is simply ψ th that drives the dynamics.
However, this statement would be true only considering the dynamics of the internal water storage. The conversion to the Thévenin equivalent eliminated from the dynamics important flows that we care about, namely the sap flow Q 1 and transpiration Q 2 . These flows are nowhere to be found in Fig. 1b , limiting the use and insights to be gained by this simplified approach.
The results provided by Phillips et al. (1997) are based on such a simplified diagram, provided that, with the help of Norton's theorem, their diagram showing a current source in parallel with a resistor is converted into the diagram in Fig. 1b (a voltage source in series with a resistor).
The significance of the discussion above is that modeling tree hydraulics with a system even simpler that our minimal model can be done, but necessarily such a model would yield partial information, and with parameters that are a nontrivial combination of parameters representing plant traits. (Ogata, 2004) . For instance, ρ C /A = abs [G 32 (iω)], since ρ C is the third element in the output y, and ψ leaf (the input that varies sinusoidally) is the second element in the input vector u.
The flow amplitudes, normalized by the amplitude of ψ leaf (t), read
Cutoff frequency
The cutoff frequency for ρ C is the frequency for which ρ C decreases by a factor of 1/ √ 2 of its maximal value. This maximal value is
therefore solving ρ C = ρ ∞ C / √ 2 for ω c yields
It is interesting to note that, for our simple system, the cutoff frequency ω c is the inverse of the relaxation time τ R .
Amplitude inequalities
The amplitude of transpiration Q 2 is always greater than that of sap flow Q 1 or recharge Q c :
This can be seen visually in Fig. 3 in the main text: the green curve for ρ 2 is always greater than the blue curve (ρ 1 ) and than the orange curve (ρ C ).
Water storage contribution to transpiration
Recharge Q C averages zero over a day (Q 0 C ), but the amount of water storage that contributes to daily transpiration is what leaves the storage over half a day:
where the time translation corresponding to the phase ϕ C was omitted for the sake of simplicity.
Daily transpiration is given by 2π ω 0 Q 2 dt = 2π ω 0 Q 0 2 + ρ 2 sin(ωt + ϕ 2 ) dt = T day Q 0 2 .
Therefore, the ratio f between daily water storage discharge and total daily transpiration
If we assume that ψ leaf has its daily maximum equal to ψ 0 soil (leaf water potential equalizes with soil water potential), then we have that A = ∆ψ, and the ratio further simplifies to f = 1 π C 2 ω 2 R 2 1 (R 1 + R 2 ) 2 (R 1 + R 2 ) 2 + C 2 ω 2 r 2 (20) Figure 2 shows this fraction f as a function of the capacitance C, for resistance values obtained in the parametrization (values in Fig. 6 ). For the capacitance value in the optimized parameters, we have that the internal water storage represents 31% of total daily transpiration. the daily fraction is 31%.
Hydraulic safety margin
The minimal value assumed by ψ X is given by
where the mean value ψ mean X around which ψ X oscillates can be found by solving Eq. (5) and (6d) in the main text, assuming steady state. The amplitude of oscillation A X is given by A · abs [G 42 (iω)], and A is the amplitude of oscillation in ψ leaf . Equation 21 can be rewritten as
6 Phases ϕ and phase lag
The phases for Q 1 , Q 2 , and Q C are given by
where i = 1, 2, 3 respectively. We have then
In order to calculate the phase lag ϕ lag = ϕ 2 −ϕ 1 , we can use the trigonometric identity
to yield
.
The phase lag between Q 2 and ψ W is similarly achieved:
