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Abstract
We establish the large deviations asymptotic performance (error exponent) of consensus+innovations
distributed detection over random networks with generic (non-Gaussian) sensor observations. At each
time instant, sensors 1) combine theirs with the decision variables of their neighbors (consensus) and
2) assimilate their new observations (innovations). This paper shows for general non-Gaussian distribu-
tions that consensus+innovations distributed detection exhibits a phase transition behavior with respect to
the network degree of connectivity. Above a threshold, distributed is as good as centralized, with the same
optimal asymptotic detection performance, but, below the threshold, distributed detection is suboptimal
with respect to centralized detection. We determine this threshold and quantify the performance loss
below threshold. Finally, we show the dependence of the threshold and performance on the distribution
of the observations: distributed detectors over the same random network, but with different observations’
distributions, for example, Gaussian, Laplace, or quantized, may have different asymptotic performance,
even when the corresponding centralized detectors have the same asymptotic performance.
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2I. INTRODUCTION
Consider a distributed detection scenario where N sensors are connected by a generic network with
intermittently failing links. The sensors perform consensus+innovations distributed detection; in other
words, at each time k, each sensor i updates its local decision variable xi(k) by: 1) sensing and processing
a new measurement to create an intermediate variable; and 2) weight averaging it with its neighbors’
intermediate decision variables. We showed in [1] that, when the sensor observations are Gaussian, the
consensus+innovations distributed detector exhibits a phase transition. When the network connectivity is
above a threshold, then the distributed detector is asymptotically optimal, i.e., asymptotically equivalent
to the optimal centralized detector that collects the observations of all sensors.
This paper establishes the asymptotic performance of distributed detection over random networks for
generic, non-Gaussian sensor observations. We adopt as asymptotic performance measure the exponential
decay rate of the Bayes error probability (error exponent). We show that phase transition behavior emerges
with non-Gaussian observations and demonstrate how the optimality threshold is a function of the log-
moment generating function of the sensors’ observations and of the number of sensors N . This reveals a
very interesting interplay between the distribution of the sensor observations (e.g., Gaussian or Laplace)
and the rate of diffusion (or connectivity) of the network (measured by a parameter | log r| ∈ [0,∞)
defined in Section II): for a network with the same connectivity, a distributed detector with say, Laplace
observations distributions, may match the optimal asymptotic performance of the centralized detector,
while the distributed detector for Gaussian observations may be suboptimal, even though the centralized
detectors for the two distributions, Laplace and Gaussian, have the same optimal asymptotic performance.
For distributed detection, we determine the range on the detection threshold γ for which each sensor
achieves exponentially fast decay of the error probability (strictly positive error exponent), and we find the
optimal γ that maximizes the error exponent. Interestingly, above the critical (phase transition) value for
the network connectivity | log r|, the optimal detector threshold is γ = 0, mimicking the (asymptotically)
optimal threshold for the centralized detector. However, below the critical connectivity, we show by a
numerical example that the optimal distributed detector threshold might be non zero.
Brief review of the literature. Distributed detection has been extensively studied, in the context of
parallel fusion architectures, e.g., [2], [3], [4], [5], [6], [7], [8], consensus-based detection [9], [10], [11],
[12], and, more recently, consensus+innovations distributed inference, see, e.g., [13], [14], [15], [16], [17]
for distributed estimation, and [18], [19], [20], [21], [22], [23], [24] for distributed detection. Different
variants of consensus+innovations distributed detection algorithms have been proposed; we analyze here
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3running consensus, the variant in [20].
Reference [20] considers asymptotic optimality of running consensus, but in a framework that is very
different from ours. Reference [20] studies the asymptotic performance of the distributed detector where
the means of the sensor observations under the two hypothesis become closer and closer (vanishing signal
to noise ratio (SNR)), at the rate of 1/
√
k, where k is the number of observations. For this problem,
there is an asymptotic, non-zero, probability of miss and an asymptotic, non-zero, probability of false
alarm. Under these conditions, running consensus is as efficient as the optimal centralized detector, [25],
as long as the network is connected on average. Here, we assume that the means of the distributions
stay fixed as k grows. We establish, through large deviations, the rate (error exponent) at which the error
probability decays to zero as k goes to infinity. We show that connectedness on average is not sufficient
for running consensus to achieve the optimality of centralized detection; rather, phase change occurs,
with distributed becoming as good as centralized, when the network connectivity, measured by | log r|,
exceeds a certain threshold.
We distinguish this paper from our prior work on the performance analysis of running consensus.
In [26], we studied deterministically time varying networks and Gaussian observations, and in [27], we
considered a different consensus+innovations detector with Gaussian observations and additive commu-
nication noise. Here, we consider random networks, non-Gaussian observations, and noiseless commu-
nications. Reference [1] considers random networks and Gaussian, spatially correlated observations. In
contrast, here the observations are non-Gaussian spatially independent. We proved our results in [1] by
using the quadratic nature of the Gaussian log-moment generating function. For general non-Gaussian
observations, the log-moment generating function is no longer quadratic, and the arguments in [1] no
longer apply; we develop a more general methodology that establishes the optimality threshold in terms
of the log-moment generating function of the log-likelihood ratio. We derive our results from generic
properties of the log-moment generating function like convexity and zero value at the origin. Finally,
while reference [1] and our other prior work considered zero detection threshold γ = 0, here we extend
the results for generic detection thresholds γ. Our analysis reveals that, when | log r| is above its critical
value, the zero detector threshold γ = 0 is (asymptotically) optimal. When | log r| is below the critical
value, we compute the best detector threshold γ = γ?, which may be non-zero in general.
Our analysis shows the impact of the distribution of the sensor observations on the performance of
distributed detection: distributed detectors (with different distributions of the sensors observations) can
have different asymptotic performance, even though the corresponding centralized detectors are equivalent,
as we will illustrate in detail in Section IV.
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4Paper outline. Section II introduces the network and sensor observations models and presents the
consensus+innovations distributed detector. Section III presents and proves our main results on the
asymptotic performance of the distributed detector. For a cleaner exposition, this section proves the results
for (spatially) identically distributed sensor observations. Section IV illustrates our results on several
types of sensor observation distributions, namely, Gaussian, Laplace, and discrete valued distributions,
discussing the impact of these distributions on distributed detection performance. Section V extends our
main results to non-identically distributed sensors’ observations. Finally, Section VI concludes the paper.
Notation. We denote by: Aij the (i, j)-th entry of a matrix A; ai the i-th entry of a vector a; I , 1,
and ei, respectively, the identity matrix, the column vector with unit entries, and the i-th column of I;
J the N ×N ideal consensus matrix J := (1/N)11>; ‖ · ‖l the vector (respectively, matrix) l-norm of
its vector (respectively, matrix) argument; ‖ · ‖ = ‖ · ‖2 the Euclidean (respectively, spectral) norm of
its vector (respectively, matrix) argument; µi(·) the i-th largest eigenvalue; E [·] and P (·) the expected
value and probability operators, respectively; IA the indicator function of the event A; νN the product
measure of N i.i.d. observations drawn from the distribution with measure ν; h′(z) and h′′(z) the first
and the second derivatives of the function h at point z.
II. PROBLEM FORMULATION
This section introduces the sensor observations model, reviews the optimal centralized detector, and
presents the consensus+innovations distributed detector. The section also reviews relevant properties of
the log-moment generating function of a sensor’s log-likelihood ratio that are needed in the sequel.
A. Sensor observations model
We study the binary hypothesis testing problem H1 versus H0. We consider a network of N nodes
where Yi(t) is the observation of sensor i at time t, where i = 1, . . . , N , t = 1, 2, . . .
Assumption 1 The sensors’ observations {Yi(t)} are independent and identically distributed (i.i.d.) both
in time and in space, with distribution ν1 under hypothesis H1 and ν0 under H0:
Yi(t) ∼
{
ν1, H1
ν0, H0
, i = 1, . . . , N, t = 1, 2, . . . (1)
The distributions ν1 and ν0 are mutually absolutely continuous, distinguishable measures. The prior
probabilities pi1 = P(H1) and pi0 = P(H0) = 1− pi1 are in (0, 1).
By spatial independence, the joint distribution of the observations of all sensors
Y (t) := (Y1(t), . . . , YN (t))
> (2)
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5at any time t is νN1 under H1 and ν
N
0 under H0. Our main results in Section III are derived under
Assumption 1. Section V extends them to non-identical (but still independent) sensors’ observations.
B. Centralized detection, log-moment generating function (LMGF), and optimal error exponent
The log-likelihood ratio of sensor i at time t is Li(t) and given by
Li(t) = log
f1 (Yi(t))
f0 (Yi(t))
,
where, fl(·), l = 0, 1, is 1) the probability density function corresponding to νl, when Yi(t) is an
absolutely continuous random variable; or 2) the probability mass function corresponding to νl, when
Yi(t) is discrete valued.
Under Assumption 1, the log-likelihood ratio test for k time observations from all sensors, for a
threshold γ is: 1
D(k) :=
1
Nk
k∑
t=1
N∑
i=1
Li(t)
H1
≷
H0
γ. (3)
Log-moment generating function (LMGF). We introduce the LMGF of Li(t) and its properties that
play a major role in assessing the performance of distributed detection.
Let Λl (l = 0, 1) denote the LMGF for the log-likelihood ratio under hypothesis Hl:
Λl : R −→ (−∞,+∞] , Λl(λ) = logE
[
eλL1(1) |Hl
]
. (4)
In (4), L1(1) replaces Li(t), for arbitrary i = 1, ..., N , and t = 1, 2, ..., due to the spatial and temporal
identically distributed observations, see Assumption 1.
Lemma 1 Consider Assumption 1. For Λ0 and Λ1 in (4) the following holds:
(a) Λ0 is convex;
(b) Λ0(λ) ∈ (−∞, 0), for λ ∈ (0, 1), Λ0(0) = Λ0(1) = 0, and Λ′l(0) = E [L1(1)|Hl], l = 0, 1;
(c) Λ1(λ) satisfies:
Λ1(λ) = Λ0(λ+ 1), for λ ∈ R. (5)
Proof: For a proof of (a) and (b), see [28]. Part (c) follows from the definitions of Λ0 and Λ1,
which we show here for the case when the distributions ν1 and ν0 are absolutely continuous (the proof
1In (3), we re-scale the spatio-temporal sum of the log-likelihood ratios Li(t) by dividing the sum by Nk. Note that we can
do so without loss of generality, as the alternative test without re-scaling is:
∑k
t=1
∑N
i=1 Li(t)
H1
≷
H0
γ′, with γ′ = Nkγ.
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6for discrete distributions is similar):
Λ1(λ) = logE
[
eλL1(1)|H1
]
= log
∫
y∈R
(
f1(y)
f0(y)
)λ
f1(y)dy
= log
∫
y∈R
(
f1(y)
f0(y)
)1+λ
f0(y)dy = Λ0(1 + λ).
We further assume that the LMGF of a sensor’s observation is finite.
Assumption 2 Λ0(λ) < +∞, ∀λ ∈ R.
In the next two remarks, we give two classes of problems when Assumption 2 holds.
Remark I. We consider the signal+noise model:
Yi(t) =
 m+ ni(k), H1ni(k), H0. (6)
Here m 6= 0 is a constant signal and ni(k) is a zero-mean additive noise with density function fn(·)
supported on R; we rewrite fn(·), without loss of generality, as fn(y) = c e−g(y), where c > 0 is
a constant. Then, the Appendix shows that Assumption 2 holds under the following mild technical
condition: either one of (7) or (8) and one of (9) or (10) hold:
lim
y→+∞
g(y)
|y|τ+ = ρ+, for some ρ+, τ+ ∈ (0,+∞) (7)
lim
y→+∞
g(y)
(log(|y|))µ+ = ρ+, for some ρ+ ∈ (0,+∞), µ+ ∈ (1,+∞) (8)
lim
y→−∞
g(y)
|y|τ− = ρ−, for some ρ−, τ− ∈ (−∞, 0) (9)
lim
y→−∞
g(y)
(log(|y|))µ− = ρ−, for some ρ− ∈ (0,−∞), µ− ∈ (1,+∞). (10)
In (8) and (10), we can also allow either (or both) µ+, µ− to equal 1, but then the corresponding ρ is
in (1,∞). Note that fn(·) need not be symmetric, i.e., fn(y) need not be equal to fn(−y). Intuitively,
the tail of the density fn(·) behaves regularly, and g(y) grows either like a polynomial of arbitrary
finite order in y, or slower, like a power yτ , τ ∈ (0, 1), or like a logarithm c(log y)µ. The class of
admissible densities fn(·) includes, e.g., power laws cy−p, p > 1, or the exponential families eθ φ(y)−A(θ),
A(θ) := log
∫ +∞
y=−∞ e
θφ(y)χ(dy), with: 1) the Lebesgue base measure χ; 2) the polynomial, power, or
logarithmic potentials φ(·); and 3) the canonical set of parameters θ ∈ Θ = {θ : A(θ) < +∞}, [29].
Remark II. Assumption 2 is satisfied if Yi(k) has arbitrary (different) distributions under H1 and H0
with the same, compact support; a special case is when Yi(k) is discrete, supported on a finite alphabet.
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detector that will benchmark the performance of the distributed detector. Denote by γl := E [L1(1)|Hl],
l = 0, 1. It can be shown [30] that γ0 < 0 and γ1 > 0. Now, consider the centralized detector in (3) with
constant thresholds γ, for all k, and denote by:
α(k, γ) = P (D(k) ≥ γ|H0) , β(k, γ) = P (D(k) < γ|H1) , : Pe(k, γ) = α(k, γ)pi0 + β(k, γ)pi1, (11)
respectively, the probability of false alarm, probability of miss, and Bayes (average) error probability. In
this paper, we adopt the minimum Bayes error probability criterion, both for the centralized and later
for our distributed detector, and, from now on, we refer to it simply as the error probability. A standard
Theorem (Theorem 3.4.3., [30]) says that, for any choice of γ ∈ (γ0, γ1), the error probability decays
exponentially fast to zero in k. For γ /∈ (γ0, γ1), the error probability does not converge to zero at all.
To see this, assume that H1 is true, and let γ ≥ γ1. Then, by noting that E[D(k)|H1] = γ1, for all k, we
have that β(k, γ) = P(D(k) < γ|H1) ≥ P(D(k) ≤ γ1|H1)→ 12 as k →∞, by the central limit theorem.
Denote by Il(·), l = 0, 1, the Fenchel-Legendre transform [30] of Λl(·):
Il(z) = sup
λ∈R
λz − Λl(λ), z ∈ R. (12)
It can be shown [30] that Il(·) is nonnegative, strictly convex, Il(γl) = 0, for l = 0, 1, and I1(z) =
I0(z)− z, [30]. We now state the result on the centralized detector’s asymptotic performance.
Lemma 2 Let Assumption 1 hold, and consider the family of centralized detectors (3) with constant
threshold γ = γ ∈ (γ0, γ1). Then, the best (maximal) error exponent:
lim
k→∞
−1
k
logPe(k, γ)
is achieved for the zero threshold γ = 0 and equals NCind, where Cind = I0(0).
The quantity Cind is referred to as the Chernoff information of a single sensor observation Yi(t). Lemma
2 says that the centralized detector’ error exponent is N times larger than an individual sensor’s error
exponent. We remark that, even if we allow for time-varying thresholds γk = γ, the error exponent NCind
cannot be improved, i.e., the centralized detector with zero threshold is asymptotically optimal over all
detectors. We will see that, when a certain condition on the network connectivity holds, the distributed
detector is asymptotically optimal, i.e., achieves the best error exponent NCind, and the zero threshold
is again optimal. However, when the network connectivity condition is not met, the distributed detector
is no longer asymptotically optimal, and the optimal threshold may be non zero.
Proof of Lemma 2: Denote by Λ0,N the LMGF for the log-likelihood ratio
∑N
i=1 Li(t) for the
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8observations of all sensors at time t. Then, Λ0,N (λ) = NΛ0(λ), by the i.i.d. in space assumption on the
sensors’ observations. The Lemma now follows by the Chernoff lemma (Corollary 3.4.6, [30]):
lim
k→∞
−1
k
logPe(k, 0) = max
λ∈[0,1]
{−Λ0,N (λ)} = N max
λ∈[0,1]
{−Λ0(λ)} = NI0(0).
C. Distributed detection algorithm
We now consider distributed detection when the sensors cooperate through a randomly varying network.
Specifically, we consider the running consensus distributed detector proposed in [20]. Each node i
maintains its local decision variable xi(k), which is a local estimate of the global optimal decision
variable D(k) in (3). Note that D(k) is not locally available. At each time k, each sensor i updates xi(k)
in two ways: 1) by incorporating its new observation Yi(k) to make an intermediate decision variable
k−1
k xi(k−1)+ 1kLi(k); and 2) by exchanging the intermediate decision variable locally with its neighbors
and computing the weighted average of its own and the neighbors’ intermediate variables.
More precisely, the update of xi(k) is as follows:
xi(k) =
∑
j∈Oi(k)
Wij(k)
(
k − 1
k
xj(k − 1) + 1
k
Lj(k)
)
, k = 1, 2, ... xi(0) = 0. (13)
Here Oi(k) is the (random) neighborhood of sensor i at time k (including i), and Wij(k) are the (random)
averaging weights. The sensor i’s local decision test at time k is:
xi(k)
H1
≷
H0
γ, (14)
i.e., H1 (respectively, H0) is decided when xi(k) ≥ γ (respectively, xi(k) < γ).
Write the consensus+innovations algorithm (13) in vector form. Let x(k) = (x1(k), x2(k), ..., xN (k))>
and L(k) = (L1(k), ..., LN (k))>. Also, collect the averaging weights Wij(k) in the N×N matrix W (k),
where, clearly, Wij(k) = 0 if the sensors i and j do not communicate at time step k. The algorithm (13)
becomes:
x(k) = W (k)
(
k − 1
k
x(k − 1) + 1
k
L(k)
)
, k = 1, 2, ... xi(0) = 0. (15)
Network model. We state the assumption on the random averaging matrices W (k).
Assumptions 3 The averaging matrices W (k) satisfy the following:
(a) The sequence {W (k)}∞k=1 is i.i.d.
(b) W (k) is symmetric and stochastic (row-sums equal 1 and Wij(k) ≥ 0) with probability one, ∀k.
(c) There exists η > 0, such that, for any realization W (k), Wii(k) ≥ η, ∀i, and, Wij(k) ≥ η whenever
Wij(k) > 0, i 6= j.
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9(d) W (k) and Y (t) are mutually independent over all k and t.
Condition (c) is mild and says that: 1) sensor i assigns a non-negligible weight to itself; and 2) when
sensor i receives a message from sensor j, sensor i assigns a non-negligible weight to sensor j.
Define the matrices Φ(k, t) by:
Φ(k, t) := W (k)W (k − 1)...W (t), k ≥ t ≥ 1. (16)
It is easy to verify from (15) that x(k) equals:
x(k) =
1
k
k∑
t=1
Φ(k, t)L(t), k = 1, 2, ... (17)
Choice of threshold γ. We restrict the choice of threshold γ to γ ∈ (γ0, γ1), γ0 < 0, γ1 > 0, where we
recall γl = E[L1(1)|Hl], l = 0, 1. Namely, W (t) is a stochastic matrix, hence W (t)1 = 1, for all t, and
thus Φ(k, t)1 = 1. Also, E[L(t)|Hl] = γl1, for all t, l = 0, 1. Now, by iterating expectation:
E[x(k)|Hl] = E[E[x(k)|Hl,W (1), ...,W (k)]] = E
[
1
k
k∑
t=1
Φ(k, t)E[L(t)|Hl]
]
= γl1, l = 0, 1,
and E[xi(k)|Hl] = γl, for all i, k. Moreover, it can be shown (proof is omitted due to lack of space) that
xi(k) converges in probability to γl under Hl. Now, a similar argument as with the centralized detector
in II-B shows that for γ /∈ (γ0, γ1), the error probability does not converge to zero. We will show that,
for any γ ∈ (γ0, γ1), the error probability converges to 0 exponentially fast, and we find the optimal
γ = γ? that maximizes a certain lower bound on the exponent of the error probability.
Network connectivity. From (17), we can see that the matrices Φ(k, t) should be as close to J as possible
for enhanced detection performance. Namely, the ideal (unrealistic) case when Φ(k, t) ≡ J for all k, t,
corresponds to the scenario where each sensor i is equivalent to the optimal centralized detector. It is
well known that, under certain conditions, the matrices Φ(k, t) converge in probability to J :
P (‖Φ(k, t)− J‖ > )→ 0 as (k − t)→∞,  > 0,
such that P (‖Φ(k, t)− J‖ > ) vanishes exponentially fast in (k−t), i.e., P (‖Φ(k, t)− J‖ > ) ≈ r(k−t),
r ∈ [0, 1]. The quantity r determines the speed of convergence of the matrices Φ(k, t). The closer to
zero r is, the faster consensus is. We refer to | log r| as the network connectivity. We will see that the
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distributed detection performance significantly depends on r. Formally, | log r| = − log r is given by:2
| log r| := lim
(k−t)→∞
− 1
k − t logP (‖Φ(k, t)− J‖ > ) . (18)
For the exact calculation of r, we refer to [31]. Reference [31] shows that, for the commonly used
models of W (k), gossip and link failure (links in the underlying network fail independently, with possibly
mutually different probabilities), r is easily computable, by solving a certain min-cut problem. In general,
r is not easily computable, but all our results (Theorem 5, Corollary 6, Corollary 11) hold when r is
replaced by an upper bound. An upper bound on r is given by µ2
(
E
[
W 2(k)
])
, [31].
The following Lemma easily follows from (18).
Lemma 4 Let Assumption 3 hold. Then, for any δ > 0, there exists a constant C(δ) ∈ (0,∞) (independent
of  ∈ (0, 1)) such that:
P (‖Φ(k, t)− J‖ > ) ≤ C(δ)e−(k−t)(| log r|−δ), for all k ≥ t.
III. MAIN RESULTS: ASYMPTOTIC ANALYSIS AND ERROR EXPONENTS FOR DISTRIBUTED
DETECTION
Subsection III-A states our main results on the asymptotic performance of consensus+innovations
distributed detection; subsection III-B proves these results.
A. Statement of main results
In this section, we analyze the performance of distributed detection in terms of the detection error
exponent, when the number of observations (per sensor), or the size k of the observation interval tends
to +∞. As we will see next, we show that there exists a threshold on the network connectivity | log r|
such that if | log r| is above this threshold, each node in the network achieves asymptotic optimality (i.e.,
the error exponent at each node is the total Chernoff information equal to NCind). When | log r| is below
the threshold, we give a lower bound for the error exponent. Both the threshold and the lower bound are
given solely in terms of the log-moment generating function Λ0 and the number of sensors N . These
findings are summarized in Theorem 5 and Corollary 6 below.
Let αi(k, γ), βi(k, γ), and Pe,i(k, γ) denote the probability of false alarm, the probability of miss, and
the error probability, respectively, of sensor i for the detector (13) and (14), for the threshold equal to γ:
αi(k, γ) = P (xi(k) ≥ γ|H0) , βi(k, γ) = P (xi(k) < γ|H1) , Pe,i(k, γ) = pi0αi(k; γ) + pi1βi(k; γ), (19)
2It can be shown that the limit in (18) exists and that it does not depend on .
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where, we recall, pi1 and pi0 are the prior probabilities.
Theorem 5 Let Assumptions 1-3 hold and consider the family of distributed detectors in (13) and (14)
with γ ∈ (γ0, γ1). Let λsl be the zero of the function:
∆l(λ) := Λl(Nλ)− | log r| −NΛl(λ), l = 0, 1, (20)
and define γ−l , γ
+
l , l = 0, 1 by
γ−0 = Λ
′
0(λ
s
0), γ
+
0 = Λ
′
0(Nλ
s
0) ≥ γ−0 (21)
γ−1 = Λ
′
1(Nλ
s
1), γ
+
1 = Λ
′
1(λ
s
1) ≥ γ−1 . (22)
Then, for every γ ∈ (γ0, γ1), at each sensor i, i = 1, . . . , N , we have:
lim inf
k→∞
−1
k
logαi(k, γ) ≥ B0(γ), lim inf
k→∞
−1
k
log βi(k, γ) ≥ B1(γ), (23)
where
B0(γ) = max
λ∈[0,1]
Nγλ−max{NΛ0(λ),Λ0(Nλ)− | log r|} =

NI0(γ), γ ∈ (γ0, γ−0 ]
NI0(γ
−
0 ) +Nλ
s
0(γ − γ−0 ), γ ∈ (γ−0 , γ+0 )
I0(γ) + | log r|, γ ∈ [γ+0 , γ1)
B1(γ) = max
λ∈[−1,0]
Nγλ−max{NΛ1(λ),Λ1(Nλ)− | log r|} =

I1(γ) + | log r|, γ ∈ (γ0, γ−1 ]
NI1(γ
+
1 ) +Nλ
s
1(γ − γ+1 ), γ ∈ (γ−1 , γ+1 )
NI1(γ), γ ∈ [γ+1 , γ1).
Corollary 6 Let Assumptions 1-3 hold and consider the family of distributed detectors in (13) and (14)
parameterized by detector thresholds γ ∈ (γ0, γ1). Then:
(a)
lim inf
k→∞
−1
k
logPe,i(k, γ) ≥ min{B0(γ), B1(γ)} > 0, (24)
and the lower bound in (24) is maximized for the point γ? ∈ (γ0, γ1)3 at which B0(γ?) = B1(γ?).
(b) Consider λ• = arg minλ∈RΛ0(λ), and let:
thr (Λ0, N) = max{Λ0(Nλ•)−NΛ0(λ•),Λ0(1−N(1− λ•))−NΛ0(λ•)}, (25)
Then, when | log r| ≥ thr(Λ0, N), each sensor i with the detector threshold set to γ = 0, is
asymptotically optimal:
lim
k→∞
−1
k
logPe,i(k, 0) = NCind.
(c) When Λ0(λ) = Λ0(1− λ), for λ ∈ [0, 1] γ? = 0, irrespective of the value of r (even when | log r| <
thr(Λ0, N).)
3As we show in the proof, such a point exists and is unique.
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Figure 1 (left) illustrates the error exponent lower bounds B0(γ) and B1(γ) in Theorem 5, while
Figure 1 (right) illustrates the quantities in (21). ( See the definition of the function Φ0(λ) in (36)
in the proof of Theorem 5.) We consider N = 3 sensors and a discrete distribution of Yi(t) over a
5-point alphabet, with the distribution [.2, .2, .2, .2, .2] under H1, and [0.01, 0.01, 0.01, 0.01, 0.96] under
H0. We set here r = 0.4.
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Fig. 1. Left: Illustration of the error exponent lower bounds B0(γ) and B1(γ) in Theorem 5; Right: Illustration of the function
Φ0(λ) in (36), and the quantities in (21). We consider N = 3 sensors and a discrete distribution of Yi(t) over a 5-point alphabet,
with the distribution [.2, .2, .2, .2, .2] under H1, and [0.01, 0.01, 0.01, 0.01, 0.96] under H0. We set here r = 0.4.
Corollary 6 states that, when the network connectivity | log r| is above a threshold, the distributed de-
tector in (13) and (14) is asymptotically equivalent to the optimal centralized detector. The corresponding
optimal detector threshold is γ = 0. When | log r| is below the threshold, Corollary 6 determines what
value of the error exponent the distributed detector can achieve, for any given γ ∈ (γ0, γ1). Moreover,
Corollary 6 finds the optimal detector threshold γ? for a given r; γ? can be found as the unique zero of
the strictly decreasing function ∆B(γ) := B1(γ)−B0(γ) on γ ∈ (γ0, γ1), see the proof of Corollary 6,
e.g., by bisection on (γ0, γ1).
Remark. When Λ0(λ) = Λ0(1 − λ), for λ ∈ [0, 1], it can be shown that γ0 = −γ1 < 0, and B0(γ) =
B1(−γ), for all γ ∈ (γ0, γ1). This implies that the point γ? at which B0 and B1 are equal is necessarily
zero, and hence the optimal detector threshold γ? = 0, irrespective of the network connectivity | log r|
(even when | log r| < thr(Λ0, N).) This symmetry holds, e.g., for the Gaussian and Laplace distribution
considered in Section IV.
Corollary 6 establishes that there exists a “sufficient” connectivity, say | log r?|, so that further improve-
ment on the connectivity (and further spending of resources, e.g., transmission power) does not lead to
a pay off in terms of detection performance. Hence, Corollary 6 is valuable in the practical design of
a sensor network, as it says how much connectivity (resources) is sufficient to achieve asymptotically
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optimal detection.
Equation (24) says that the distribution of the sensor observations (through LMGF) plays a role in
determining the performance of distributed detection. We illustrate and explain by examples this effect
in Section IV.
B. Proofs of the main results
We first prove Theorem (5).
Proof of Theorem 5: Consider the probability of false alarm αi(k, γ) in (19). We upper bound
αi(k, γ) using the exponential Markov inequality [32] parameterized by ζ ≥ 0:
αi(k, γ) = P (xi(k) ≥ γ |H0) = P
(
eζxi(k) ≥ eζγ |H0
)
≤ E
[
eζxi(k)|H0
]
e−ζγ . (26)
Next, by setting ζ = N k λ, with λ ≥ 0, we obtain:
αi(k, γ) ≤ E
[
eNkλxi(k)|H0
]
e−Nkλγ (27)
= E
[
eNλ
∑k
t=1
∑N
j=1 Φi,j(k,t)Lj(t)|H0
]
e−Nkλγ . (28)
The terms in the sum in the exponent in (28) are conditionally independent, given the realizations of the
averaging matrices W (t), t = 1, . . . , k, Thus, by iterating the expectations, and using the definition of
Λ0 in (4), we compute the expectation in (28) by conditioning first on W (t), t = 1, . . . , k:
E
[
eNλ
∑k
t=1
∑N
j=1 Φi,j(k,t)Lj(t)|H0
]
= E
[
E
[
eNλ
∑k
t=1
∑N
j=1 Φi,j(k,t)Lj(t)|H0,W (1), . . . ,W (k)
]]
= E
[
e
∑k
t=1
∑N
j=1 Λ0(NλΦi,j(k,t))
]
. (29)
Partition of the sample space. We handle the random matrix realizations W (t), t = 1, . . . , k, through
a suitable partition of the underlying probability space. Adapting an argument from [1], partition the
probability space based on the time of the last successful averaging. In more detail, for a fixed k,
introduce the partition Pk of the sample space that consists of the disjoint events As,k, s = 0, 1, ..., k,
given by:
As,k = {‖Φ(k, s)− J‖ ≤  and ‖Φ(k, s+ 1)− J‖ > } ,
for s = 1, ..., k − 1, A0,k = {‖Φ(k, 1) − J‖ > }, and Ak,k = {‖Φ(k, k)− J‖ ≤ }. For simplicity
of notation, we drop the index k in the sequel and denote event As,k by As, s = 0, . . . , k. for  > 0.
Intuitively, the smaller t is, the closer the product Φ(k, t) to J is; if the event As occurred, then the
largest t for which the product Φ(k, t) is still -close to J equals s. We now show that Pk is indeed a
partition. We need the following simple Lemma. The Lemma shows that convergence of Φ(k, s)− J is
monotonic, for any realization of the matrices W (1),W (2), ...,W (k).
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Lemma 7 Let Assumption 3 hold. Then, for any realization of the matrices W (1), ...,W (k):
‖Φ(k, s)− J‖ ≤ ‖Φ(k, t)− J‖, for 1 ≤ s ≤ t ≤ k.
Proof: Since every realization of W (t) is stochastic and symmetric for every t, we have that W (t)1 =
1 and 1>W (t) = 1>, and, so: Φ(k, s)− J = W (k) · · ·W (s)− J = (W (k)− J) · · · (W (s)− J). Now,
using the sub-multiplicative property of the spectral norm, we get
‖Φ(k, s)− J‖ = ‖(W (k)− J) · · · (W (t)− J)(W (t− 1)− J) · · · (W (s)− J)‖
≤ ‖(W (k)− J) · · · (W (t)− J)‖‖(W (t− 1)− J)‖ · · · ‖(W (s)− J)‖.
To prove Lemma 7, it remains to show that ‖W (t) − J‖ ≤ 1, for any realization of W (t). To this
end, fix a realization W of W (t). Consider the eigenvalue decomposition W = QMQ>, where M =
diag(µ1, . . . , µN ) is the matrix of eigenvalues of W , and the columns of Q are the orthonormal eigen-
vectors. As 1√
N
1 is the eigenvector associated with eigenvalue µ1 = 1, we have that W −J = QM ′Q>,
where M = diag(0, µ2, . . . , µN ). Because W is stochastic, we know that 1 = µ1 ≥ µ2 ≥ ... ≥ µN ≥ −1,
and so ‖W − J‖ = max{|µ2|, |µN |} ≤ 1.
To show that Pk is a partition, note first that (at least) one of the events A0, ...,Ak necessarily occurs.
It remains to show that the events As are disjoint. We carry out this by fixing arbitrary s = 1, ..., k, and
showing that, if the event As occurs, then At, t 6= s, does not occur. Suppose that As occurs, i.e., the
realizations W (1), ...,W (k) are such that ‖Φ(k, s)− J‖ ≤  and ‖Φ(k, s+ 1)− J‖ > . Fix any t > s.
Then, event At does not occur, because, by Lemma 7, ‖Φ(k, t)− J‖ ≥ ‖Φ(k, s+ 1)− J‖ > . Now, fix
any t < s. Then, event At does not occur, because, by Lemma 7, ‖Φ(k, t+1)−J‖ ≤ ‖Φ(k, s)−J‖ ≤ .
Thus, for any s = 1, ..., k, if the event As occurs, then At, for t 6= s, does not occur, and hence the
events As are disjoint.
Using the total probability law over Pk, the expectation (29) is computed by:
E
[
e
∑k
t=1
∑N
j=1 Λ0(NλΦi,j(k,t))
]
=
k∑
s=0
E
[
e
∑k
t=1
∑N
j=1 Λ0(NλΦi,j(k,t)) IAs
]
, (30)
where, we recall, IAs is the indicator function of the event As. The following lemma explains how to
use the partition Pk to upper bound the expectation in (30).
Lemma 8 Let Assumptions 1-3 hold. Then:
(a) For any realization of the random matrices W (t), t = 1, 2, ..., k:
N∑
j=1
Λ0 (NλΦi,j(k, t)) ≤ Λ0 (Nλ) , ∀t = 1, . . . , k.
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(b) Further, consider a fixed s in {0, 1, ..., k}. If the event As occurred, then, for i = 1, . . . , N :
Λ0 (NλΦi,j(k, t)) ≤ max
(
Λ0
(
λ− N√Nλ
)
,Λ0
(
λ+ N
√
Nλ
))
,∀t = 1, . . . , s, ∀j = 1, . . . , N.
Proof: To prove part (a) of the Lemma, by convexity of Λ0, the maximum of
∑N
j=1 Λ0(Nλaj)
over the simplex
{
a ∈ RN : ∑Nj=1 aj = 1, aj ≥ 0, j = 1, . . . , N} is achieved at a corner point of the
simplex. The maximum equals: Λ0(Nλ) + (N − 1)Λ0(0) = Λ0(Nλ), where we use the property from
Lemma 1, part (b), that Λ0(0) = 0. Finally, since for any realization of the matrices W (1), . . . ,W (k),
the set of entries {Φi,j(k, t) : j = 1, . . . , N} is a point in the simplex, the claim of part (a) of the Lemma
follows.
To prove part (b) of the Lemma, suppose that event As occurred. Then, by the definition of As,
‖Φ(k, s)− J‖ = ‖W (k) · . . . ·W (s)− J‖ ≤ .
Using the fact that each realization W (t), t = 1, 2, . . ., is doubly stochastic, and using the sub-multiplicative
property of the spectral norm, we have that
‖Φ(k, t)− J‖ = ‖W (k) · . . . ·W (t)− J‖ ≤ ,
for every t ≤ s. Then, by the equivalence of the 1-norm and the spectral norm, it follows that:∣∣∣∣Φi,j(k, t)− 1N
∣∣∣∣ ≤ √N, for t = 1, . . . , s, for all i, j = 1, . . . , N.
Finally, since Λ0 is convex (Lemma 1, part (a)), its maximum in
[
λ− N√Nλ, λ+ N√Nλ
]
is attained
at a boundary point and the claim follows.
We now fix δ ∈ (0, | log r|). Using the results from Lemma 4 and Lemma 8, we next bound the expectation
in (30) as follows:
k∑
s=0
E
[
e
∑k
t=1
∑N
j=1 Λ0(NλΦi,j(k,t)) IAs
]
≤
k∑
s=0
(
esN max(Λ0(λ−N
√
Nλ),Λ0(λ+N
√
Nλ))+(k−s)Λ0(Nλ)
)
×
(
C(δ)e−(k−(s+1))(| log r|−δ)
)
. (31)
To simplify the notation, we introduce the function:
g0 : R2 −→ R, g0(, λ) := max
(
Λ0
(
λ− N
√
Nλ
)
,Λ0
(
λ+ N
√
Nλ
))
. (32)
We need the following property of g0(·, ·).
Lemma 9 Consider g0(·, ·) in (32). Then, for every λ ∈ R, the following holds:
inf
>0
g0(, λ) = Λ0(λ).
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Proof: Since Λ0(·) is convex, for ′ <  and for fixed λ, we have that
g0(, λ) = max
δ∈[−,]
Λ0
(
λ+ δN
√
Nλ
)
≥ max
δ∈[−′,′]
Λ0
(
λ+ δN
√
Nλ
)
= g0(
′, λ).
Thus, for fixed λ, f(·, λ) is non-increasing, and the claim of the Lemma follows.
We proceed by bounding further the right hand side in (31), by rewriting e−(k−(s+1))(| log r|−δ) as 1reδ e
−(k−s)(| log r|−δ):
k∑
s=0
C(δ)
reδ
esNg0(,λ) + (k−s)Λ0(Nλ)− (k−s)(| log r|−δ)
≤ (k + 1) max
s∈{0,...,k}
C(δ)
reδ
e[ sNg0(,λ) + (k−s) (Λ0(Nλ)−(| log r|−δ)) ]
= (k + 1)
C(δ)
reδ
emaxs∈{0,...,k}[ sNg0(,λ) + (k−s)(Λ0(Nλ)−(| log r|−δ)) ]
≤ (k + 1) C(δ)
reδ
ekmaxθ∈[0,1][ θNg0(,λ) + (1−θ)(Λ0(Nλ)−(| log r|−δ))]
= (k + 1)
C(δ)
reδ
ek [ (Ng0(,λ),Λ0(Nλ)−(| log r|−δ)) ]. (33)
The second inequality follows by introducing θ := sk and by enlarging the set for θ from
{
0, 1k , . . . , 1
}
to the continuous interval [0, 1]. Taking the log and dividing by k, from (27) and (33) we get:
1
k
logαi(k, γ) ≤ log(k + 1)
k
+
log C(δ)reδ
k
+ max {Ng0(, λ),Λ0(Nλ)− (| log r| − δ)} −Nγλ.(34)
Taking the lim sup when k → ∞, the first two terms in the right hand side of (34) vanish; further,
changing the sign, we get a bound on the exponent of αi(k) that holds for every  > 0:
lim inf −1
k
logαi(k, γ) ≥ −max {Ng0(, λ), Λ0(Nλ)− (| log r| − δ)}+Nγλ.
By Lemma 9, as → 0, Ng0(, λ) decreases to N Λ0(λ); further, letting δ → 0, we get
lim inf −1
k
logαi(k, γ) ≥ −max {NΛ0(λ), Λ0(Nλ)− | log r|}+Nγλ. (35)
The previous bound on the exponent of the probability of false alarm holds for any λ ≥ 0. To get the
best bound, we maximize the expression on the right hand side of (35) over λ ∈ [0,∞). (We refer to
figure 1 to help illustrate the bounds B0(γ) and B1(γ) for a discrete valued observations Yi(t) over a
5-point alphabet.) To this end, introduce
Φ0(λ) := max {NΛ0(λ), Λ0(Nλ)− | log r|} . (36)
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We show that the best bound equals B0(γ) in (23), i.e.:
B0(γ) = max
λ≥0
Nγλ− Φ0(λ). (37)
From the first order optimality conditions, for a fixed γ, an optimizer λ? = λ?(γ) (if it exists) of the
objective in (37) is a point that satisfies:
Nγ ∈ ∂Φ0(λ?), λ? ≥ 0, (38)
where ∂Φ0(λ) denotes the subdifferential set of Φ0 at λ. We next characterize ∂Φ0(λ), for λ ≥ 0. Recall
the zero λs0 of ∆0(·) from Theorem 5. The subdifferential ∂Φ0(λ) is:
∂Φ0(λ) =

{NΛ′0(λ)}, for λ ∈ [0, λs0)
[NΛ′0(λ), NΛ′0(Nλ)] , for λ = λs0
{NΛ′0(Nλ)}, for λ > λs0.
(39)
We next find B0(γ) for any γ ∈ (γ0, γ1), by finding λ? = λ?(γ) for any γ ∈ (γ0, γ1). Recall γ−0 and
γ+0 from Theorem 5. We separately consider three regions: 1) γ ∈ [γ0, γ−0 ]; 2) γ ∈ (γ−0 , γ+0 ); and 3)
γ ∈ [γ+0 , γ1]. For the first region, recall that Λ′0(0) = γ0, i.e., for γ = γ0, equation (38) holds (only) for
λ? = 0. Also, for γ = γ−0 , we have Λ
′
0(λ
s
0) = γ
−
0 , i.e., equation (38) holds (only) for λ
? = λs0. Because
Λ′0(λ) is continuous and strictly increasing on λ ∈ [0, λs0], it follows that, for any γ ∈ [γ0, γ−0 ] there
exists a solution to (38), it is unique, and lies in [0, λs0]. Now, we calculate B0(γ):
B0(γ) = Nλ
?γ − Φ0(λ?) = Nλ?γ −NΛ0(λ?) (40)
= N(λ?γ − Λ0(λ?)) = N sup
λ≥0
(λγ − Λ0(λ)) = NI0(γ), (41)
where we used the fact that Φ0(λ?) = NΛ0(λ?) (because λ? ≤ λs0), and the definition of the function
I0(·) in (12). We now consider the second region. Fix γ ∈ (γ−0 , γ+0 ). It is trivial to verify, from (39), that
λ? = λs0 is the solution to (38). Thus, we calculate B0(γ) as follows:
B0(γ) = Nλ
s
0γ − Φ0(λs0) = Nλs0γ −NΛ0(λs0) (42)
= Nλs0(γ − γ−0 ) +Nλs0γ−0 −NΛ0(λs0) = Nλs0(γ − γ−0 ) +NI0(γ−0 ), (43)
where we used the fact that λs0γ
−
0 − Λ0(λs0) = supλ≥0 λγ−0 − Λ0(λ) = I0(γ−0 ). The proof for the third
region is analogous to the proof for the first region.
For a proof of the claim on the probability of miss βi(k, γ) = P (xi(k) < γ|H1), we proceed analo-
gously to (26), where instead of ζ ≥ 0, we now use ζ ≤ 0 (and, hence, the proof proceeds with λ ≤ 0).
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Proof of Corollary 6: We first prove part (a). Consider the error probability Pe,i(k, γ) in (19). By
Lemma 1.2.15 in [30], we have that:
lim inf
k→∞
−1
k
logPe,i(k, γ) = min
{
lim inf
k→∞
−1
k
log(αi(k, γ)pi0), lim inf
k→∞
−1
k
log(βi(k, γ)pi1)
}
= min
{
lim inf
k→∞
−1
k
logαi(k, γ), lim inf
k→∞
−1
k
log βi(k, γ)
}
≥ min{B0(γ), B1(γ)},
where last inequality is by Theorem 5. We now show that min{B0(γ), B1(γ)} > 0 for all γ ∈ (γ0, γ1).
First, from the expression for B0(γ) in Theorem 5, for | log r| > 0, we have: B0(γ0) = NI0(γ0) = 0,
and B′0(γ) = NI ′0(γ) > 0 for any γ ∈ (γ0, γ−0 ). As the function B0(·) is convex, we conclude that
B0(γ) > 0, for all γ > γ0. (The same conclusion holds under | log r| = 0, by replacing NI0(γ)
with I0(γ) + | log r| = I0(γ).) Analogously, it can be shown that B1(γ) > 0 for all γ < γ1, and so
min{B0(γ), B1(γ)} > 0, for all γ ∈ (γ0, γ1).
We now calculate maxγ∈(γ0,γ1) min{B0(γ), B1(γ)}. Consider the function ∆B(γ) := B1(γ)−B0(γ).
Using the definition of B0(γ) in Theorem 5, and taking the subdifferential of B0(γ) at any point γ ∈
(γ0, γ1), it is easy to show that B′0(γ) > 0, for any subgradient B′0(γ) ∈ ∂B0(γ), which implies that
B0(·) is strictly increasing on γ ∈ (γ0, γ1). Similarly, it can be shown that B1(·) is strictly decreasing
on γ ∈ (γ0, γ1). Further, using the properties that I0(γ0) = 0 and I1(γ1) = 0, we have ∆B(γ0) =
B1(γ0) > 0, and ∆B(γ1) = −B0(γ1) < 0. By the previous two observations, we have that ∆B(γ) is
strictly decreasing on γ ∈ (γ0, γ1), with ∆B(γ0) > 0 and ∆B(γ1) < 0. Thus, ∆B(·) has a unique zero γ?
in γ ∈ (γ0, γ1). Now, the fact that maxγ∈(γ0,γ1) min{B0(γ), B1(γ)} = B0(γ?) = B1(γ?) holds trivially
because B0(·) is strictly increasing on γ ∈ (γ0, γ1) and B1(·) is strictly decreasing on γ ∈ (γ0, γ1). This
completes the proof of part (a).
We now prove part (b). Suppose that | log r| ≥ thr(Λ0, N). We show that, for γ = 0:
B0(0) = NI0(0), B1(0) = NI1(0) = NI0(0). (44)
(Last equality in (44) holds because I1(0) = (I0(γ) − γ)|γ=0 = I0(0).) Equations (44) mean that
B0(0) = B1(0). Further, 0 ∈ (γ0, γ1), and, from part (a), γ? is unique, and so γ? has to be 0. This shows
that supγ∈(γ0,γ1) min{B0(γ), B1(γ)} = NI0(0) = NCind, and so, by part (a):
lim inf
k→∞
−1
k
logPe,i(k, 0) ≥ NCind. (45)
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On the other hand,
lim sup
k→∞
−1
k
logPe,i(k, 0) ≤ NCind, (46)
because, by the Chernoff lemma [30], for any test (with the corresponding error probability P ′e(k, γ),)
we have that lim supk→∞− 1k logP ′e(k, γ) ≤ NCind. Combining (45) and (46) yields‘
NCind ≤ lim inf
k→∞
−1
k
logPe,i(k, 0) ≤ lim sup
k→∞
−1
k
logPe,i(k, 0) ≤ NCind.
To complete the proof of part (b), it remains to show (44). We prove only equality for B0 as equality
for B1 follows similarly. Because | log r| ≥ thr(Λ0, N), we have, from the definition of Φ0(·) in (36),
that Φ0(λ•) = NΛ0(λ•). Recall that B0(0) = −Φ0(λ?), where λ? is a point for which (38) holds
for γ = 0. However, because ∂Φ0(λ•) = {NΛ′0(λ•)}, and Λ′0(λ•) = 0, it follows that λ? = λ• and
B0(0) = −Φ0(λ•) = −NΛ0(λ•) = NI0(0), which proves (44). Thus, the result in part (b) of the Lemma.
IV. EXAMPLES
This section illustrates our main results for several examples of the distributions of the sensor obser-
vations. Subsection IV-A compares the Gaussian and Laplace distributions, both with a finite number of
sensors N and when N →∞. Subsection IV-B considers discrete distributions with finite support, and, in
more detail, binary distributions. Finally, Subsection IV-C numerically demonstrates that our theoretical
lower bound on the error exponent (24) is tight. Subsection IV-C also shows trhough a symmetric, tractable
example how distributed detection performance depends on the network topology (nodes’ degree and link
occurrence/failure probability.)
A. Gaussian distribution versus Laplace distribution
Gaussian distribution. We now study the detection of a signal in additive Gaussian noise; Yi(t) has
the following density:
fG(y) =

1√
2piσG
e
− (y−mG)
2
2σ2
G , H1
1√
2piσG
e
− y2
2σ2
G , H0.
The LMGF is given by: Λ0,G(λ) = −λ(1−λ)2 m
2
G
σ2G
. The minimum of Λ0,G is achieved at λ• = 12 , and the
per sensor Chernoff information is Cind,G =
m2G
8σ2G
.
Applying Corollary 6, we get the sufficient condition for optimality:
| log r| ≥ Λ0,G
(
N
2
)
−NΛ0,G
(
1
2
)
= N(N − 1)Cind,G. (47)
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Since Λ0(λ) = Λ1(λ), the two conditions from the Corollary here reduce to a single condition in (24).
Now, let the number of sensors N →∞, while keeping the total Chernoff information constant, i.e.,
not dependent on N ; that is, CG := NCind,G = const, Cind,G(N) = CG/N. Intuitively, as N increases,
we deploy more and more sensors over a region (denser deployment), but, on the other hand, the sensors’
quality becomes worse and worse. The increase of N is balanced in such a way that the total information
offered by all sensors stays constant with N . Our goal is to determine how the optimality threshold on
the network connectivity thr(N,Λ0,G) depends on N . We can see from (47) that the optimality threshold
for the distributed detector in the Gaussian case equals:
thr(Λ0,G, N) = (N − 1)CG. (48)
Laplace distribution. We next study the optimality conditions for the sensor observations with Laplace
distribution. The density of Yi(t) is:
fL(y) =
 12bL e
− |y−mL|
bL , H1
1
2bL
e
− |y|
bL , H0.
The LMGF has the following form:
Λ0,L(λ) = log
(
1− λ
1− 2λe
−λmL
bL − λ
1− 2λe
−(1−λ)mL
bL
)
.
Again, the minimum is at λ• = 12 , and the per sensor Chernoff information is
Cind,L =
mL
2bL
− log
(
1 +
mL
2bL
)
.
The optimality condition in (24) becomes:
| log r| ≥ Λ0,L
(
N
2
)
−NΛ0,L
(
1
2
)
(49)
= log
(
2−N
2− 2N e
−N
2
mL
bL − N
2− 2N e
−(1−N
2
)
mL
bL
)
−N log
(
1 +
mL
2bL
)
+N
mL
2bL
.
Gaussian versus Laplace distribution. It is now interesting to compare the Gaussian and the Laplace
case under equal per sensor Chernoff information Cind,L = Cind,G. Figure 2 (left) plots the LMGF for
the Gaussian and Laplace distributions, for N = 10, Cind = Cind,L = Cind,G = 0.0945, bL = 1, mL = 1,
and m2G/σ
2
G = 0.7563 = 8Cind. By (25), the optimality threshold equals
|NΛ0(1/2)|+ |Λ0(N/2)|,
as λ• = 1/2, for both the Gaussian and Laplace distributions. The threshold can be estimated from
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Figure 2 (left): solid lines plot the functions Λ0(Nλ) for the two different distributions, while dashed
lines plot the functions N Λ0(λ). For both solid and dashed lines, the Gaussian distribution corresponds
to the more curved functions. We see that the threshold is larger for the Gaussian case. This means
that, for a certain range r ∈ (rmin, rmax), the distributed detector with Laplace sensors is asymptotically
optimal, while with Gaussian sensors the distributed detector may not be optimal, even though it uses the
same network infrastructure (equal r) and has equal per sensor Chernoff information. (See also Figure 2
(right) for another illustration of this effect.)
We now compare the Gaussian and Laplace distributions when N → ∞, and we keep the Gaussian
total Chernoff information CG constant with N . Let the Laplace distribution parameters vary with N as:
mL = mL(N) =
2
√
2CG√
N
, bL = bL(N) = 1.
We can show that, as N → ∞, the total Chernoff information CL(N) → CG as N → ∞, and so the
Gaussian and the Laplace centralized detectors become equivalent. On the other hand, the threshold for
the Gaussian distributed detector is given by (48) while, for the Laplace detector, using (49) and a Taylor
expansion, we get that the optimality threshold is approximately:
thr(Λ0,L, N) ≈
√
2CGN.
Hence, the required | log r| to achieve the optimal error exponent grows much slower with the Laplace
distribution than with the Gaussian distribution.
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Fig. 2. Left: LMGFs for Gaussian and Laplace distributions with equal per sensor Chernoff informations, for N = 10,
Cind = Cind,L = Cind,G = 0.0945, bL = 1, mL = 1, and m2G/σ
2
G = 0.7563 = 8Cind. Solid lines plot the functions
Λ0(Nλ) for the two distributions, while dashed lines plot the functions NΛ0(λ). For both solid and dashed lines, the Gaussian
distribution corresponds to the more curved functions. The optimality threshold in (25) is given by |NΛ0(1/2)| + |Λ0(N/2)|,
as λ• = 1/2. Right: Lower bound on the error exponent in (24) and Monte Carlo estimate of the error exponent versus | log r|
for the Gaussian and Laplace sensor observations: N = 20, Cind = Cind,L = Cind,G = 0.005, bL = 1, mL = 0.2, and
m2G/σ
2
G = 0.04 = 8Cind.
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B. Discrete distributions
We now consider the case when the support of the sensor observations under both hypothesis is a
finite alphabet {a1, a2, ..., aM}. This case is of practical interest when, for example, the sensing device
has an analog-to-digital converter with a finite range; hence, the observations take only a finite number
of values. Specifically, the distribution of Yi(k), ∀i, ∀k, is given by:
P(Yi(k) = am) =
 qm, H1pm, H0 , m = 1, ...,M. (50)
Then, the LMGF under H0 equals:
Λ0(λ) = log
(
M∑
m=1
qλmp
1−λ
m
)
.
Note that Λ0(λ) is finite on R. Due to concavity of −Λ0(·), the argument of the Chernoff information
λ• (Cind = maxλ∈[0,1]{−Λ0(λ)} = −Λ0(λ•)) can, in general, be efficiently computed numerically, for
example, by the Netwon method (see, e.g., [33], for details on the Newton method.) It can be shown,
defining cm = log
(
qm
pm
)
, that the Newton direction, e.g., [33] equals:
d(λ) = − (Λ′′0(λ))−1 Λ′0(λ) = − 1∑M
m=1 c
2
mpme
λcm∑M
m=1 cmpme
λcm
−
∑M
m=1 cmpme
λcm∑M
m=1 cme
λcm
.
Binary observations. To gain more intuition and obtain analytical results, we consider (50) with M = 2,
i.e., binary sensors, with p2 = 1− p1 = 1− p, q2 = 1− q1 = 1− q. Suppose further that p < q. We can
show that the negative of the per sensor Chernoff information Λ0,bin and the quantity λ• are:
−Cind = Λ0,bin(λ•) = λ• log
(
q
p
)
+ log p+ log
(
1−
log qp
log 1−q1−p
)
λ• =
log p1−p + log
(
log p
q
log 1−q
1−p
)
log
(
1−q
1−p
)
− log
(
q
p
) .
Further, note that:
Λ0,bin(Nλ
•) = log
(
p
(
q
p
)Nλ•
+ (1− p)
(
1− q
1− p
)Nλ•)
≤ log
(
q
p
)Nλ•
= Nλ• log
(
q
p
)
. (51)
Also, we can show similarly that:
Λ0,bin(1−N(1− λ•)) ≤ N(1− λ•) log
(
1− p
1− q
)
. (52)
Combining (51) and (52), and applying Corollary 6 (equation (24)), we get that a sufficient condition for
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asymptotic optimality is:
| log r| ≥ max
N log 1p −N log
1 +
∣∣∣log qp ∣∣∣∣∣∣log 1−q1−p ∣∣∣
 , N log 1
1− q −N log
1 +
∣∣∣log 1−q1−p ∣∣∣∣∣∣log qp ∣∣∣
 .
We further assume a very simplified sufficient condition for optimality:
| log r| ≥ N max {|log p| , |log(1− q)|} . (53)
The expression in (53) is intuitive. Consider, for example, the case p = 1/2, so that the right hand side
in (53) simplifies to: N | log(1 − q)|. Let q vary from 1/2 to 1. Then, as q increases, the per sensor
Chernoff information increases, and the optimal centralized detector has better and better performance
(error exponent.) That is, the centralized detector has a very low error probability after a very short
observation interval k. Hence, for larger q, the distributed detector needs more connectivity to be able to
“catch up” with the performance of the centralized detector. We compare numerically Gaussian and binary
distributed detectors with equal per sensor Chernoff information, for N = 32 sensors, Cind = 5.11 ·10−4,
m2G/σ
2
G = 8Cind, p = 0.1, and q = 0.12. Binary detector requires more connectivity to achieve asymptotic
optimality (r ≈ 0.25), while Gaussian detector requires r ≈ 0.5.
C. Tightness of the error exponent lower bound in (24) and impact of the network topology
Assessment of the tightness of the error exponent lower bound in (24). We note that the result in (24)
is a theoretical lower bound on the error exponent. In particular, the condition | log r| ≥ thr(Λ0, N) is
proved to be a sufficient, but not necessary, condition for asymptotically optimal detection; in other
words, (24) does not exclude the possibility of achieving asymptotic optimality for | log r| smaller than
thr(Λ0, N). In order to assess the tightness of (24) (for both the Gaussian and Laplace distributions,)
we perform Monte Carlo simulations to estimate the actual error exponent and compare it with (24).
We consider N = 20 sensors and fix the sensor observation distributions with the following parameters:
Cind = Cind,L = Cind,G = 0.005, bL = 1, mL = 0.2, and m2G/σ
2
G = 0.04 = 8Cind. We vary r as follows.
We construct a (fixed) geometric graph with N sensors by placing the nodes uniformly at random on
a unit square and connecting the nodes whose distance is less than a radius. Each link is a Bernoulli
random variable, equal to 1 with probability p (link online), and equal to 0 with probability 1− p (link
offline). The link occurrences are independent in time and space. We change r by varying p from 0 to
0.95 in increments of 0.05. We adopt the Metropolis weights: whenever a link {i, j} is online, we set
Wij(k) = 1/(1 + max(di(k), dj(k))), where di(k) is the number od neighbors of node i at time k; when
a link {i, j} is offline, Wij(k) = 0; and Wii(k) = 1 −
∑
j∈OiWij(k), where we recall that Oi is the
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neighborhood of node i. We obtain an estimate of the error probability P̂e,i(k) at sensor i and time k
using 30,000 Monte Carlo runs of (13) per each hypothesis. We then estimate the sensor-wide average
error exponent as:
1
N
N∑
i=1
log P̂e,i(K1)− log P̂e,i(K2)
K2 −K1 ,
with K1 = 40, K2 = 60. That is, we estimate the error exponent as the average slope (across sensors) of
the error probability curve in a semi-log scale. Figure 2 (right) plots both the theoretical lower bound on
the error exponent in (24) and the Monte Carlo estimate of the error exponent versus | log r| for Gaussian
and Laplace distributions. We can see that the bound (24) is tight for both distributions. Hence, the actual
distributed detection performance is very close to the performance predicted by (24). (Of course, above
the optimality threshold, (24) and the actual error exponent coincide and are equal to the total Chernoff
information.) Also, we can see that the theoretical threshold on optimality thr(Λ0, N) and the threshold
value computed from simulation are very close. Finally, the distributed detector with Laplace observations
achieves asymptotic optimality for a smaller value of | log r| (| log r| ≈ 1.2) than the distributed detector
with Gaussian observations (| log r| ≈ 1.6), even though the corresponding centralized detectors are
asymptotically equivalent.
Impact of the network topology. We have seen in the previous two subsections how detection perfor-
mance depends on r. In order to understand how r depends on the network topology, we consider a
symmetric network structure, namely a regular network. For this case, we can express r as an explicit
(closed form) function of the nodes’ degrees and the link occurrence probabilities. (Recall that the smaller
r is, the better the network connectivity.)
Consider a connected regular network with N nodes and degree d ≥ 2. Suppose that each link is a
Bernoulli random variable, equal to 1 with probability p (link online) and 0 with probability 1− p (link
offline,) with spatio-temporally independent link occurrences. Then, it can be shown [31] that r equals:
r = (1− p)d. (54)
This expression is very intuitive. When p increases, i.e., when the links are online more often, the network
(on average) becomes more connected, and hence we expect that the network connectivity | log r| increases
(improves). This is confirmed by (54): when p increases, r becomes smaller and closer to zero. Further,
when d increases, the network becomes more connected, and hence the network speed again improves.
Note also that | log r| = d| log(1− p)| is a linear function of d.
We now recall Corollary 6 to relate distributed detection performance with p and d. For example,
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for a fixed p, the distributed detection optimality condition becomes d > thr(Λ0,N)| log(1−p)| , i.e., distributed
detection is asymptotically optimal when the sensors’ degree is above a threshold. Further, because
d ≤ N , it follows that, for a large value of thr(Λ0, N) and a small p, even networks with a very large
degree (say, d = N ) do not achieve asymptotic optimality. Intuitively, a large thr(Λ0, N) means that
the corresponding centralized detector decreases the error probability so fast in k that, because of the
intermittent link failures, the distributed detector cannot “catch up” with the centralized detector. Finally,
when p = 1, the optimality condition becomes d > 0, i.e., distributed detection is asymptotically optimal
for any d ≥ 2. This is because, when p = 1, the network is always connected, and the distributed detector
asymptotically “catches up” with the arbitrarily fast centralized detector. In fact, it can be shown that
an arbitrarily connected network with no link failures achieves asymptotic optimality for any value of
thr(Λ0, N). (It can be shown that such a network has r = 0, and, consequently, the network connectivity
| log r| is ∞.)
V. NON-IDENTICALLY DISTRIBUTED OBSERVATIONS
We extend Theorem 5 and Corollary 6 to the case of (independent) non-identically distributed obser-
vations. First, we briefly explain the measurement model and define the relevant quantities. As before,
let Yi(t) denote the observation of sensor i at time t, i = 1, . . . , N , t = 1, 2, . . ..
Assumption A The observations of sensor i are i.i.d. in time, with the following distribution:
Yi(t) ∼
 νi,1, H1νi,0, H0 , i = 1, ..., N, t = 1, 2, ...
(Here we assume that νi,1 and νi,0 are mutually absolutely continuous, distinguishable measures, for
i = 1, . . . , N ). Further, the observations of different sensors are independent both in time and in space,
i.e., for i 6= j, Yi(t) and Yj(k) are independent for all t and k.
Under Assumption A, the form of the log-likelihood ratio test remains the same as under Assumption 1:
D(k) :=
1
Nk
k∑
t=1
N∑
i=1
Li(t)
H1
≷
H0
γ,
where the log-likelihood ratio at sensor i, i = 1, ..., N , is now:
Li(t) = log
fi,1(Yi(t))
fi,0(Yi(t))
,
where fi,l, l = 0, 1, is the density (or the probability mass) function associated with νi,l. We now discuss
the choice of detector thresholds γ. Let γl = E
[
1
N
∑N
i=1 Li(t)|Hl
]
=
(∑N
i=1 γi,l
)
/N . We will show
that, if | log r| > 0, any γ ∈ (γ0, γ1) yields an exponentially fast decay of the error probability, at any
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sensor. The condition | log r| > 0 means that the network is connected on average, e.g., [34]; if met, then,
for all i, E[xi(k)|Hl] → γl as k → ∞, l = 0, 1. (Proof is omitted for brevity.) Clearly, under identical
sensors, γi,l = γj,l for any i, j, and hence the range of detector thresholds becomes the one assumed in
Section II-C.
Denote by Λi,0 the LMGF of Li(t) under hypothesis H0:
Λi,0 : R −→ (−∞,+∞] , Λi,0(λ) = logE
[
eλLi(1)|H0
]
.
We assume finiteness of the LMGF’s of all sensors. Assumption 2 is restated explicitly as Assumption B.
Assumption B For i = 1, . . . N , Λi,0(λ) < +∞, ∀λ ∈ R.
The optimal centralized detector, with highest error exponent, is the likelihood ratio test with zero
threshold γ = 0 [30], its error exponent is equal to the Chernoff information of the vector of all sensors
observations, and can be expressed in terms of the LMGF’s as:
Ctot = max
λ∈[0,1]
−
N∑
i=1
Λi,0(λ) = −
N∑
i=1
Λi,0(λ
•).
Here, λ• is the minimizer of
∑N
i=1 Λi,0 over [0, 1]. We are now ready to state our results on the error
exponent of the consensus+innovation detector for the case of non-identically distributed observations.
(We continue to use αi(k, γ), βi(k, γ), and Pe,i(k, γ) to denote the false alarm, miss, and Bayes error
probabilities of distributed detector at sensor i.)
Theorem 10 Let Assumptions A, B and 3 hold, and let, in addition, | log r| > 0. Consider the family of
distributed detectors in (13) and (14) with thresholds γ ∈ (γ0, γ1). Then, at each sensor i:
lim inf
k→∞
−1
k
logαi(k, γ) ≥ B0(γ) > 0, lim inf
k→∞
−1
k
log βi(k, γ) ≥ B1(γ) > 0, (55)
where
B0(γ) = max
λ∈[0,1]
Nλγ −max
{
N∑
i=1
Λi,0(λ), max
i=1,...,N
Λi,0(Nλ)− | log r|
}
(56)
B1(γ) = max
λ∈[−1,0]
Nλγ −max
{
N∑
i=1
Λi,1(λ), max
i=1,...,N
Λi,1(Nλ)− | log r|
}
. (57)
Corollary 11 Let Assumptions A, B and 3 hold, and let, in addition, | log r| > 0. Consider the family of
distributed detectors in (13) and (14) with thresholds γ ∈ (γ0, γ1). Then:
(a) At each sensor i:
lim inf
k→∞
−1
k
logPe,i(k, γ) ≥ min{B0(γ), B1(γ)} > 0, (58)
and the lower bound in (58) is maximized for the point γ? ∈ (γ0, γ1) at which B0(γ?) = B1(γ?).
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(b) Consider λ• = arg minλ∈[0,1]
∑N
i=1 Λi,0(λ), and let:
thr (Λ1,0, . . . ,ΛN,0) = (59)
max
{
max
i=1,...,N
Λi,0(Nλ
•)−
N∑
i=1
Λi,0(λ
•), max
i=1,...,N
Λi,0(1−N(1− λ•))−
N∑
i=1
Λi,0(λ
•)
}
.
Then, when | log r| ≥ thr (Λ1,0, . . . ,ΛN,0), each sensor i with the detector threshold set to γ = 0, is
asymptotically optimal:
lim
k→∞
−1
k
logPe,i(k, 0) = Ctot.
Comparing Theorem 5 with Theorem 10, we can see that, under non-identically distributed observations,
it is no longer possible to analytically characterize the lower bounds on the error exponents, B0(γ) and
B1(γ). However, the objective functions (in the variable λ) in (56) and (57) are concave (by convexity
of the LMGF’s) and the underlying optimization variable λ is a scalar, and, thus, B0(γ) and B1(γ)
can be efficiently found by a one dimensional numerical optimization procedure, e.g., a subgradient
algorithm [35].
Proof of Theorem 10: The proof of Theorem 10 mimics the proof of Theorem 5; we focus only
on the steps that account for different sensors’ LMGF’s. First, expression (29) that upper bounds the
probability of false alarm αi(k, γ) for the case of non-identically distributed observations becomes:
E
[
eNλ
∑k
t=1
∑N
j=1 Φi,j(k,t)Lj(t)|H0
]
= E
[
E
[
eNλ
∑k
t=1
∑N
j=1 Φi,j(k,t)Lj(t)|H0,W (1), . . . ,W (k)
]]
= E
[
e
∑k
t=1
∑N
j=1 Λj,0(NλΦi,j(k,t))
]
.
Next, we bound the sum in the exponent of the previous equation, conditioned on the event As, for a
fixed s in {0, 1 . . . , k}, deriving a counterpart to Lemma 8.
Lemma 12 Let Assumptions A, B, and 3 hold. Then,
(a) For any realization of W (t), t = 1, 2, ..., k:
N∑
j=1
Λj,0 (NλΦi,j(k, t)) ≤ max
j=1,...,N
Λj,0 (Nλ) , ∀t = 1, . . . , k.
(b) Consider a fixed s in {0, 1, ..., k}. If the event As occurred, then, for i = 1, ..., N :
N∑
j=1
Λj,0 (NλΦi,j(k, t)) ≤
N∑
j=1
max
(
Λj,0
(
λ− N
√
Nλ
)
,Λj,0
(
λ+ N
√
Nλ
))
, ∀t = 1, . . . , s.
The remainder of the proof proceeds analogously to the proof of Theorem 5.
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VI. CONCLUSION
We analyzed the large deviations performance (error exponent) of consensus+innovations distributed
detection over random networks. The sensors’ observations have generic (non-Gaussian) distribution,
independent, not necessarily identical over space, and i.i.d. in time. Our results hold assuming that
the log-moment generating functions of each sensor’s log-likelihood ratio are finite. We showed that
the distributed detector exhibits a phase transition behavior with respect to the network connectivity,
measured by | log r|, where r is the (exponential) rate of convergence in probability of the product
W (k)W (k− 1) · · ·W (1) to the consensus matrix J := (1/N)11>. When | log r| is above the threshold,
the distributed detector has the same error exponent as the optimal centralized detector. We further showed
that the optimality threshold depends on the type of the distribution of the sensor observations. Numerical
and analytical studies illustrated this dependence for Gaussian, Laplace, and binary distributions of the
sensors’ observations.
APPENDIX
A. Proof of finiteness of the log-moment generating function under (7)-(10)
We now show that Assumption 2 holds, i.e., that Λ0(·) is finite for any λ ∈ R, if (7) and (9) hold. The
other combinations for finiteness of Λ0(·) when 1) either (7) or (8); and 2) either (9) or (10) hold can
be shown similarly, and, hence, for brevity, we do not consider these cases. Assume m > 0 (the case
m < 0 can be treated analogously), fix λ ∈ R and consider:
Λ0(λ) = log
∫ +∞
y=−∞
e
λ log fn(y−m)
fn(y) fn(y)dy, (60)
where we use the fact that the density under H1 is f1(y) = fn(y −m), i.e., f1(·) is the shifted density
fn(·) (of the noise) under H0. With fn(y) = ce−g(y), (60) is rewritten as:
eΛ0(λ) = c
∫ +∞
y=−∞
eλ[−g(y−m)+g(y)]e−g(y)dy = c
∫ +∞
y=−∞
e
−g(y)
[
1−λ
(
1− g(y−m)
g(y)
)]
dy
= c
∫ 0
y=−∞
e
−g(y)
[
1−λ
(
1− g(y−m)
g(y)
)]
dy + c
∫ +∞
y=0
e
−g(y)
[
1−λ
(
1− g(y−m)
g(y)
)]
dy.
Now, by (7), for any 1 ∈ (0,∞), there exists M1 ∈ (0,∞), so that
((ρ+)− 1) yτ+ ≤ g(y) ≤ ((ρ+) + 1) yτ+ , ∀y ≥M1.
Further, we have that:
((ρ+)− 1) (y −m)τ+ ≤ g(y −m) ≤ ((ρ+) + 1) (y −m)τ+ , ∀y ≥M1 +m. (61)
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Also, for any 2 ∈ (0,∞), there exists M2 ∈ (0,∞), such that:
(1− 2)(y −m)τ+ ≤ yτ+ ≤ (1 + 2)(y −m)τ+ , ∀y ≥M2. (62)
Now, combining (61) and (62), we obtain:
(1− 2)(ρ+)− 1
(ρ+) + 1
≤ g(y −m)
g(y)
≤ (1 + 2)(ρ+) + 1
(ρ+)− 1 , ∀y ≥M3 := max{M1 +m,M2}. (63)
To upper bound the integral
∫ +∞
y=0 e
−g(y)
[
1−λ
(
1− g(y−m)
g(y)
)]
dy, we note that, by (63), we can choose M3
large enough, so that:
∣∣∣1− g(y−m)g(y) ∣∣∣ ≤ 3|λ| , ∀y ≥M3, for arbitrary 3 ∈ (0, 1). Thus, we have:∫ +∞
y=0
e
−g(y)
[
1−λ
(
1− g(y−m)
g(y)
)]
dy =
∫ M3
y=0
e
−g(y)
[
1−λ
(
1− g(y−m)
g(y)
)]
dy +
∫ +∞
y=M3
e
−g(y)
[
1−λ
(
1− g(y−m)
g(y)
)]
dy
≤ M4 +
∫ +∞
y=M3
e
−g(y)
[
1−|λ| 3|λ|
]
dy ≤M4 +
∫ +∞
y=M3
e−(1−3)g(y)dy ≤M4 +M5 <∞.
Finiteness of the integral
∫ 0
y=−∞ e
−g(y)
[
1−λ
(
1− g(y−m)
g(y)
)]
dy, using equation (9), can be proved in an
analogous way. As λ ∈ R is arbitrary, we conclude that Λ0(λ) < +∞, ∀λ ∈ R.
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