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Breast cancer is the one of leading causes of death among the women in many parts of the 
world.  According  to Global Cancer Observatory (GCO) data from WHO (2018) show that 
approximately 58,256 (16,7%) cancer cases were found in Indonesia out of a total of 348,809 
cancer cases. The number of breast cancer patients throughout the world reached 42.1 per 
100,000 population on average death rate of 17 per 100,000 inhabitants.Various ways  have 
been used to find effective methods in the early detection of breast cancer. A prediction of 
breast cancer in early stage is very important in the medical world, which allows them to 
develop strategic programs that will help diagnose and reduce mortality rates from breast 
cancer. Performance enhancement and accuracy of artificial neural networks using particle 
swarm optimization is an effective solution for breast cancer prediction. The accuracy result 
was found 70% for training data and 96.1% for 30% prediction in this study. Previous studies 
only used the backpropagation algorithm to predict breast cancer and the result was 94.17%. 
Compared with previous study, there is an increase of 1.93% in combining  Backpropagation 








Prediction is the act of forecasting what will happen in the 
future. Prediction is central to medicine as preventive and 
therapeutic interventions are prescribed or recommended 
onimplicit or explicit expectations about future health outcomes/ 
The medical model in which interventions are targeted to the 
induividual or to risk groups rather than given to population at 
large is known as Precision medicine [1].Prediction of breast 
cancer is critical in medical world because it allows them to 
develop strategic program that will help to decrease the affected 
[26]. 
Breast cancer is the leading cause of cancer death in women 
around the world. According  to Global Cancer Observatory 
(GCO) data from WHO in 2018 show that approximately 58,256 
(16,7%)cancer cases were found in Indonesia out of a total of 
348,809 cancer cases. The number of breast cancer patients 
throughout the world reached 42.1 per 100,000 population on 
average death rate of 17 per 100,000 inhabitants [16] 
Patricio, et al., (2018) has conducted the study to predict the 
presence of breast cancer based on four parameters namely 
Resistin, Glucose, Age and Body Mass Index (BMI)[24]. By 
using of three methods comparison namely logistic regression, 
random forests, and  support vector machines.It was found that  
the support vector machines method is better than the other 
methods. The sensitivity and specificity  of  the support vector 
machines method were obtained  88%  and  90%, respectively. 
In other hand,  Jaisankar & Victorseelan (2019) have conducted 
studies using a comparison of statistical discriminant analysis 
and artificial neural network model for the prediction of breast 
cancer. The study reveals that higher accuracy is provided by 
Neural Network analysis (94.17%)  than  Discriminant analysis 
(77.6%) in terms of prediction[16]. The study has been 
conducted by Bayrak, Kirci, & Ensari (2019) in early predicting 
of breast cancer using Artificial Neural Network (ANN) and 
Support Vector Method (SVM). The study  reveals that 96 % 
was obtained for accuracy of SVM Method and 95 % for ANN 
Method [7]. 
Artificial Neural Network (ANN) is an information processing 
paradigm that is inspired by the way the biological nervous 
system such as brain process information [25]. ANN combined 
with backpropagation algorithm most commonly used for 
prediction study due to their universal approximation 
capabilities and flexible structure that allow to capture complex 
non liniers behaviours. The limitations of  using 
Backpropagaiton are the existence of temporary, local minima 
resulting from the saturation behaviour of the activation 
function, and the slow rates of convergence [32]. Therefore, 
with the presence of Particle Swarm Optimization (PSO), the 
limitations of backpropagation can be solved. Particle Swarm 
Optimization (PSO) as a determination of the initial weight 
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value on the input attribute (attribute weighting) in predicting a 
decision, thereby speeding up the process of iteration or 
calculation of trainer data. 
Based on the background that has been explained above, The 
problem formulation of this paper is how to find a way for 
improving backpropagation algorithm performance and 
accuracy to obtain more accurate prediction results. Where if 
using the backpropagation dataset will be randomly predicted so 
that the iteration level is relatively slow, the time of the training 
data is long to get the output. Particle swarm optimization is 
used to solve the limitations of Backpropagaiton algorithm  by 
weighting the attributes first with PSO before making a 
prediction of breast cancer using the backpropagation 
algorithm.Therefore, we get faster iteration process and more 
leads to output results. 
The aim of this research was to improving of  artificial neural 
network performance  with  backpropagation algorithm by 
particle swarm optimization model. We plan that combaining 
backpropagation algorithm with Particle Swarm Optimization 
dapat could improve the performance and accuracy in breast 
cancer diagnosis 
METHOD 
Research methodology is the description of tbe specific 
procedures or techniques used to identify, select, process and 
analyze information. This research is started by input the whole 
of dataset. The type of data used in this study is secondary data 
that has been used in previous studies. The data obtained from 
the Uci Repository Machine Learning 
https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Coimbra. 
The data has been used in previous studies for prediction of 
breast cancer. The dataset has 116 medical records with 9 
attributes and 1 classification diveded into 2 healthy and cancer 
categories. The criteria for 9 attributes can be seen in table 1. 
 
Tabel 1 The criteria of dataset attribute 
No Attribute Names Range Attribute 
Information 
1 Age (year) 24  – 89 
year 
Age of the 
patient 






3 Glucose 60 mg – 
201 mg 
Glucose level 
4 Insulin 2 unit – 59 
unit 














the fat cells in 
human body.  























Figure 1 shows the flowchart of this study. The flowchart is 
represents a workflow or process of this research. The research 
began with seeking dataset record of breast cancer patients, the 
next step is data normalization, and atribute weight using 
particle swarm optimization (PSO) modeling. After that 






















Figure 1. Research Flow Chart 
RESULTS AND DISCUSSION 
The initial step in this research is input data. The class for the 
normal state is assigned  the class label 1 and the class with 
abnormal state (breast cancer) is assigned the class label 2. The 
next step is data normalization. The aim is to set the value 
measured  on the uniform scale or range, namely 0-1. After 
finding the similar scale, the next step is attribute weight dataset 
that has been normalized with  particle swarm optimization 
algorithm. The final weight value was obtained as a result. Then, 
the  next step is predict the data obtained by backpropagation 
algorithm. 
This research used 116 medical records data of which the 
number of normal (healthy) patients are predicted around 52 and 
64 patients with breast cancer. The datasets contain 9 attributes 
and one classification of which are devided into 2 category 
namely healthy control and patient with breast cancer  class. 
This method is according to Jaisankar & Victorseelan (2019)  
study that  divided the data become 70% of the data were used 
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for training and 30 percent for testing model. Basedon present 
research, The training is 70% (81 medical record data) of which 
from 116 data are taken 37 data as category of healthy control 
and 44 data as category of patient (breast cancer). For testing 
models are used 30% (35 medical records data) of which 
category of healthy control is 15 and 20 data as patient.The first 
taken is data of 30% and then data of 70%. 
The results of 70 % and 30 % data of accuracy prediction are 
shown in Table 2. 
 
Table 2.  The result data of 70% and 30% accuracy prediction 
No Iteration BestCost Accuracy(%) 
1 100 6.3280e-07 94 
2 200 2.3770e-28 97 
3 300 2.0090e-57 97 
4 400 7.3178e-89 94 
5 500 3.5816e-120 100 
6 600 1.6248e-152 100 
7 700 3.9719e-189 94 
8 800 8.1412e-216 94 
9 900 8.3387e-260 94 
10 1000 2.4456e-291 97 
Average 96.1 
 
Based on Table 2, we can make accuracy percentages plot to 











Figure 2 Graphic Accuracy 
CONCLUSIONS 
Based on the research result was obtained the values of accuracy 
using Particle Swarm Optimization for improving of 
performance and accuracy Artificial Neural Network for breast 
cancer prediction namely  96.1% (30 % predicting data and 70% 
training data). The best of  accuracy value  was obtained at 
iteration of 500 and 600 namely 100% Meanwhile, the mean 
accuracy values is 96.1 %. It shows that there is an increase 
when two of algorithm were combined.This present result is 
better than compared with the result of Jaisankar dan 
Victorseelan (2019) study of which  the result was obtained  
using Artificial Neural Network (ANN) on  Backpropagation 
algorithm namely  94,17%. It shows that there is an increase 




Table 3. Comparison of Accuracy 
Backpropagation 
Combination of  
Backpropagation 
& PSO 
Accuracy = 94,17% Akurasi 96,1% 
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