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Abstract: Information deformation and loss in jet clustering are one of the major limi-
tations for precisely measuring hadronic events at future e−e+ colliders. Because of their
dominance in data, the measurements of such events are crucial for advancing the precision
frontier of Higgs and electroweak physics in the next decades. We show that this difficulty
can be well-addressed by synergizing the event-level information into the data analysis,
with the techniques of deep neutral network. In relation to this, we introduce a CMB-like
observable scheme, where the event-level kinematics is encoded as the Fox-Wolfram (FW)
moments at leading order and multi-spectra at higher orders. Then we develop a series of
jet-level (w/ and w/o the FW moments) and event-level classifiers, and analyze their sen-
sitivity performance comparatively with two-jet and four-jet events. As an application, we
analyze measuring Higgs decay width at e−e+ colliders with the data of 5ab−1@240GeV.
The precision obtained is significantly better than the baseline ones presented in docu-
ments. We expect this strategy to be applied to many other hadronic-event measurements
at future e−e+ colliders, and to open a new angle for evaluating their physics capability.
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1 Introduction
The precision frontier of next decades in Higgs and electroweak (EW) physics is expected
to be defined by next-generation e−e+ colliders. The proposed projects so far mainly
include [1] circular machines such as CEPC and FCC-ee, and linear machines such as ILC
and CLIC. As a Higgs factory, the CEPC and FCC-ee will operate at
√
s = 240GeV with
an integrated luminosity ∼ 5ab−1, in addition to their low-√s runs. About 106 clean Higgs
events will be produced during this period together with ∼ 6×106 ZZ, ∼ 8×107 WW and
∼ 3× 108 qq events. After this phase, the FCC-ee operation is expected to be upgraded to
a mode beyond Higgs factory, with a collection of ∼ 1.7ab−1 data at the tt threshold. The
ILC project aims for ∼ 2ab−1@250GeV run and ∼ 4ab−1@500GeV run. As for the CLIC,
the planned 380GeV run will collect ∼ 1.5ab−1 data. Then the operation will be upgraded
to 1.5 and 3.0 TeV, with a collection of ∼ 2.5ab−1 and ∼ 5ab−1 data, respectively.
So far, a lot of efforts have been made to explore the prospect of measuring Higgs and
EW physics at these e−e+ colliders [2–13]. The primary Higgs and electroweak processes for
the collider low-
√
s runs and their branching ratios are summarized in Table 1. Clearly the
hadronic modes containing (anti-)quarks or/and gluons are dominant and even overwhelm-
ingly dominant over the purely leptonic ones. Because of this, the baseline sensitivities in
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Nq/g 0 2 4 6
e−e+ →WW 11% 44% 45% 0%
e−e+ → ZZ 9% 42% 48% 0%
e−e+ → Zh 3% 32% 55% 11%
e−e+ → ννh 20% 69% 11% 0%
e−e+ → tt¯ 0% 11% 44% 45%
Table 1. Branching ratios of hadronic modes, for the primary Higgs and electroweak processes
in low-
√
s runs of future e−e+ colliders. Here Nq/g = 0, 2, 4 and 6 represents the number of
(anti-)quarks and gluons in their final states. τ decays are defined to be leptonic. W/Z decays are
assumed to be two-body only.
documents for many benchmark precision measurements are based on such hadronic modes,
with jet-level analysis being generally applied. One prominent example is the Higgs decay
width (Γh) in the Standard Model (SM). At low-
√
s e−e+ colliders, its baseline precision
is mainly determined by the measurement of σ(ννhb)
1 (the Vector-Boson-Fusion (VBF)
Higgs production rate with the Higgs decaying into bb), with the mainstream method (i.e.,
Method B defined in Subsec. 4.1). At 240GeV, the CEPC and FCC-ee are expected to
measure this quantity with a precision of 3.2% and 3.1% (see Table 3), respectively. Com-
bined with the measurements of other intermediate quantities which rely on hadronic data
also, this yields a precision of 3.5% for both for the SM Γh measurement [14, 15].
Yet, the precision based on the jet-level analysis is limited for several reasons. First
of all, due to the imperfectness of jet clustering algorithms, some visible particles could be
clustered into a wrong jet. This becomes especially significant if the jet ancestral partons
are collimated, where their hadronizations might badly overlap with each other in space.
This effect will deform the jet kinematics from its truth, and may negatively impact the
reconstruction of the intermediate particles or events with jets 2. In the performance study
of the CEPC detector [16], this problem is termed as “jet confusion”. Secondly, the jet
clustering in essence is an operation of dimensionality reduction in the feature space of the
visible particles. This operation aims reconstructing four momentum of the jet ancestral
particles. But, it removes the dimensions reflecting jet substructure and superstructure,
generically resulting in a loss of kinematic information. The jet substructure manifests
flavor, charge, etc. of the jet ancestral partons and hence is useful in discriminating, e.g.,
quark/gluon jets [17, 18, 18–22]. Jet superstructure is usually formulated if the jet ancestral
partons share the same parent particle, where they tend to be hadronized in a correlated
1In this paper we will take a shorthand notation, using the subscript to denote particle decay mode. For
example, we will use hq,b,W,Z to denote h→ qq, bb,WW ∗, ZZ∗, hWlq,qq to denote h→ WW ∗ → lνqq, qqqq
and hh to denote h → qq, bb, gg, ττ . Additionally, we will use “q” to denote the quarks of the first two
generations and in a general sense, and “q3” and “q5” to denote {u, d, s} and {u, d, s, c, b}, respectively.
2The reconstruction of four momentum of visible particles and their derived quantities such as visible
and recoil masses is not influenced by the said information deformation, if no visible particle is missed
in jet clustering. But, such high-level observables are often insufficient and even irrelevant for a precise
reconstruction of the events. One typical example is the WqWq and ZqZq measurement [16], which will be
discussed in Subsec 3.2.
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Figure 1. An illustration of information deformation and loss in jet clustering. One representative
e−e+ → ZqZq event is projected to the φ− θ plane, without any detector effects. For jet clustering,
the anti-kt algorithm with ∆R = 0.5 is applied in the upper panel and the ee− kt algorithm in the
bottom panel. In both panels, each solid symbol represents a particle visible to the detector, with
its size scaling with energy, its color denoting the relevant jet, and its shape (circle and triangle)
labeling its parent Z boson. The grey symbols in the upper panel represent the particles not
clustered to any jets. We use unfilled symbols, i.e., colored boxes and black circles and triangles,
to represent the jets and their ancestral quarks, respectively.
way [23]. It encodes quantum numbers of the parent particles such as color, spin and CP-
property, and is valuable for their collider search. Thirdly, some visible particles could be
either missed by the detector, due to its limited coverage in space, or not clustered to any
jets, because of their large distance to the jets. These effects can contribute to the said
information deformation and loss also.
To make these problems more explicit, in Fig. 1 we show jet clustering in an e−e+ →
ZqZq event, using two representative algorithms. The first one is anti-kt algorithm [24]
which has been extensively applied for data analysis at Large Hadron Collider (LHC). The
second one is ee − kt algorithm [25] which has a relatively long history and was origi-
nally designed for clean environment at e−e+ colliders such as the Large Electron-Positron
– 3 –
Collider. Unlike the anti-kt, which clusters hard particles first and hence is relatively in-
sensitive to soft radiation and detector noise, the ee− kt gives a priority to soft particles.
This difference allows it to use a priori knowledge on the jet ancestral partons to implement
the jet clustering. Explicitly, with the ee− kt one can request all particles recorded by the
detector in each event to be clustered into jets with a given number. For the e−e+ → ZqZq
event shown in Fig. 1, the anti-kt clustering is implemented with a jet cone of ∆R = 0.5
and the ee − kt clustering is required to generate four jets. The whole event is projected
to the φ − θ plane, with no detector simulation being applied. As is shown, the unfilled
black circle and triangle on the top of the φ − θ plane, which represent two jet ancestral
partons, are relatively collimated. This results in an overlap between the distributions
of solid circles and triangles nearby, i.e., the particles descending from different parent Z
bosons. Although this unfilled black triangle, together with the unfilled black circle and
triangle at the bottom, overlap well with three of the jets at the plane which are denoted by
colored boxes, the unfilled black circle on the top is left not close to the fourth jet (magenta
box) in both panels. This clearly displays a deformation of kinematic information from the
truth for the fourth jet. Indeed, this jet is composed of both solid circles and triangles.
Also, as all visible particles are clustered into jets, the information on their correlation and
distribution is lost. This information can be also partly taken away by the particles which
are not clustered to any jets (denoted by grey symbols), if the anti-kt algorithm is applied.
The limitations of the jet-level analyses naturally raise the question whether the base-
line precisions presented in documents fully reflect the physics potential of future e−e+
colliders. After all, a significant improvement to many of these baseline precisions would
be expected, if the information deformation and loss in jet clustering can be well-addressed.
There are two potential methods to solve or partly solve these two problems. The first one
is to pursue jet-level analysis by properly incorporating subjet-scale or event-level observ-
ables. This method does not solve the problem of information deformation for the jets
directly. But it may mitigate its negative impact by incorporating the event-level message.
Also, the information lost at jet level can be compensated for to certain extent in this
method. The tool of jet-substructure represents such a success which was originally intro-
duced to test QCD [26]. This tool has been extensively applied to searching for boosted
heavy objets at LHC. Additionally, a series of event-level observables have been introduced
for data analysis at colliders since decades before. They fall into two classes roughly. The
first class manifest event shape. One prominent example is thrust
T ≡ max
nT
∑
i∈event |pi · nT |∑
i∈event |pi|
(1.1)
which was introduced in 1970s [27]. Here nT is a unit spacelike vector and defines the thrust
axis, and i runs over all particles in the event. The thrust was subsequently generalized to
many other possibilities [28–32] (for a review, see, e.g., [33, 34]). It is interesting that most
of these event-level observables were originally proposed for the e−e+ and e−h events [33]
rather than the hh ones [34]. Recently, an observable to measure event isotropy was also
proposed [35]. Another class encode the event-level information at different angular scales.
The most famous example is probably Fox-Wolfram (FW) moments [36]. The FW moments
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were introduced in 1970s also, for analyzing the e−e+ collision events. They are defined as
HAB;l =
l∑
m=−l
HAB;l,m =
4pi
2l + 1
∑
i,j
AiBj
s
l∑
m=−l
(Y ml (Ωi)
∗Y ml (Ωj)) =
∑
i,j
AiBj
s
Pl(cos Ωij) .
(1.2)
Here Y ml (Ωi) is spherical harmonics of degree l and order m, Pl(cos Ωij) is Legendre poly-
nomials,
cos Ωij = cos θi cos θj + sin θi sin θj cos(φi − φj) (1.3)
is the cosine of the included angle between the ith and jth particles, and A and B are
infrared-safe kinematic variables such as pT , E, etc. In this summation i and j run over all
visible particles in the event 3. The two classes of observables are both physically intuitive,
but less organized or incomplete in representing the event-level kinematics. Another one
to address the information deformation and loss in jet clustering is to pursue the analysis
in a brute-force way, using the event-level data as input. With this method, the problem
of information deformation at jet level becomes irrelevant, while the kinematic information
at event level could be exploited to the greatest extent. Despite this, both methods are
confronted with a challenge, i.e., how to efficiently synergize the event-level information
into the data analysis, given the complexity of its structure.
The machine learning (ML) techniques based on deep neural network (DNN) bring a
great opportunity to address this challenge, due to their revolutionary capability to mine
data. This tool became popularized in last two decades for hardware development and big
data availability. This motivates us to pursue the study below. Our primary goal is to
• provide an angle to evaluate the physics capability of future e−e+ colliders, which is
different from the ones taken in most relevant literatures and documents, by properly
synergizing the event-level information into the DNN-based data analysis.
We will develop a set of DNN-based binary classifiers using both methods and apply them
to a series of benchmark studies. Yet, implementing the first method in an organized
manner requires the event-level kinematics to be encoded as a complete or approximately
complete set of observables. So, we would also
• construct an observable scheme to systematically represent the event-level informa-
tion in each event.
By incorporating the observables in such a scheme order by order, we would expect the
sensitivity performance of the jet-level classifiers to approach that of the event-level ones
gradually. The information lost at jet level then could be reconstructed based on these
observables. Beyond that, such an information-representing scheme is valuable for seeing
into the event-level kinematics and revealing the underlying physics, a task generically
difficult for the second method.
3To avoid being distracted from the QCD information, one can modify the definition of the FW moments
by excluding the isolated leptons or photons from this summation, as we will do in the analysis of measuring
σ(ZνhWlq ) in Subsec. 4.2.
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The e−e+ colliders stand on a better position, compared to hadron colliders, in this
regard. The e−e+ colliders are characterized with negligible pileups, colorless beam, and
especially isotropy of event four momentum. This is reminiscent of the all-sky Cosmic
Microwave Background (CMB) map, and motivates us to introduce a CMB-like observable
scheme to represent the event-level kinematics. In such a scheme, the event-level informa-
tion is encoded as the FW moments at leading order and multi-spectra at higher orders.
In this paper we will be less ambitious, and test only to what extent the FW moments of
energy can reduce the sensitivity gap between the jet-level and event-level classifiers.
This paper is organized as follows. In Sec. 2 we introduce the CMB-like observable
scheme and the strategies for the DNN-based analyses. Then we develop a series of jet-
level (w/ and w/o the FW moments) and event-level classifiers, and analyze their sensitivity
performance comparatively with two-jet and four-jet events in Sec. 3. Similar strategies are
subsequently applied to the analysis of measuring Γh at 240GeV in Sec. 4. We summarize
our results and take an outlook in Sec. 5.
2 General Strategies
2.1 CMB-like Observable Scheme
Figure 2. Cumulative Mollweide projections of 10000 events: e−e+ → qq (left) and e−e+ → ZνZq
(right), with the brightness of each cell scaling with the total energy (GeV) of the particle hits
received.
In this subsection, we will introduce a CMB-like observable scheme to encode the kine-
matic information in each event. Let us consider first the cumulative Mollweide projection
of two classes of hadron-level events: e−e+ → qq and e−e+ → ZνZq. We make the pro-
jection in the following way: (1) define a Cartesian coordinate system at the collider, with
z-axis being along the beam line; (2) rotate the momentum of the most energetic particle
to be along x-axis which points from the paper to outside; and (3) scale the brightness
of each cell at the projection sphere with the total energy of the particle hits received.
The projections are shown in Fig. 2. Both of them demonstrate anisotropic features. In
the e−e+ → qq projection, there are two bright points centered at {φ sin θ = 0, cos θ = 0}
and {φ sin θ = ±pi, cos θ = 0}, respectively. This reflects that before hadronization the two
ancestral quarks move oppositely due to momentum conservation. Differently, a pupil-like
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structure is formed in the e−e+ → ZνZq projection, with its circumference and radius
being determined by the relative position of these two ancestral quarks and the included
angle between them, respectively. By energy and momentum conservation, the position
contour of the second ancestral quark at the φ sin θ − cos θ plane is given by
1
2
− 1
2
√
1− cos2 θ cos
(
φ sin θ√
1− cos2 θ
)
=
m2Z
E2Z
. (2.1)
It predicts the said included angle at cos θ = 0, i.e., its characteristic value, to be ∼
φ sin θ ∼ pi/2. With hadronization, the position points and contours for these ancestral
quarks are smeared into halos, with their energy density varying spatially.
Mollweide projection at e−e+ colliders All-sky CMB map
Projection sphere Celestial sphere
Equatorial plane Galactic plane
Energy (pT , timing, charge, d0, etc.) projection Temperature (polarization) map
Event-level kinematics Anisotropy
Fox-Wolfram moments Power spectrum (TT , TB, BB, etc.)
Multi-spectra Bispectrum, trispectrum, etc.
... ... ... ...
Table 2. Dictionary between the Mollweide projection at e−e+ colliders and the all-sky CMB map.
These observations are reminiscent of the all-sky CMB map where the message on
the early Universe is encoded as its power spectrum and multi-spectra. Quite generally,
we can build up a dictionary between the Mollweide projection of each e−e+ collision
event and the all-sky CMB map, as is summarized in Table 2. Here the projection sphere
plays a role of the celestial sphere in the all-sky CMB map, with its equatorial plane
mimicking the disc of Milky Way. The projection of collider observables including energy
and momentum, timing, tracker parameters such as charge, impact parameter d0, etc.,
can be mapped to the all-sky map of the CMB temperature and polarization. Naturally,
the event-level kinematics is manifested as the anisotropy of the projection. The relevant
information thus can be encoded as the FW moments at leading order and multi-spectra at
higher orders, an analogue to the CMB power spectrum and its bispectrum, trispectrum,
etc. 4 Despite these correspondences, it is noteworthy that there exist some important
differences between the Mollweide projection at e−e+ colliders and the all-sky CMB map.
First, to high accuracy, the CMB temperature fluctuation is a Gaussian random field,
with non-Gaussian effects being expected to be tiny. In contrast, the Mollweide projection
of each event at e−e+ colliders is physically non-Gaussian. Its multi-spectra thus may
contain significant information beyond the FW moments on the event-level kinematics 5.
4To ensure their infrared-safety, for some observables in this CMB-like scheme such as the charge FW
moments and multi-spectra, one needs to properly weight the contribution of each particle using, e.g.,
energy or momentum (as was done for defining jet charge in [37]).
5Recall, a Gaussian random field is completely determined by its two-point correlator. All of its higher-
order correlators can be expressed in term of the two-point correlator according to Wick’s theorem.
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Second, the CMB power spectrum is measured in the universe where we live and hence one
realization of all the possible CMBs is recorded only. This limits its measurement precision
at large angular scale, causing the notorious “cosmic variance” problem. Differently, the
collider data sample is typically of large size. The variance of their mean over samples are
suppressed for the FW moments at all multipoles, according to the central limit theorem.
2.2 Machine Learning with Event-level Kinematics
In this paper we will apply to our study the two methods to address the information
deformation and loss in jet clustering, in a comparative way. Explicitly, we will develop
five types of DNN-based binary classifiers in each analysis:
• J1 classifier: jet-level, without FW moments and track information;
• J2 classifier: jet-level, with HEE;l≤50 (FW moments of energy with l ≤ 50) and
without track information;
• J3 classifier: jet-level, with HEE;l≤50 and track information;
• E1 classifier: event-level, without track information;
• E2 classifier: event-level, with track information.
Among these, J1 will serve as a reference classifier. J2, J3 and E1, E2 classifiers are
based on the first and second methods, respectively. We will test the effectiveness of E1
classifier by comparing its performance with J1’s. By expectation, E1 classifier should
perform better than J1. J2 classifier will tell us to what extent HEE;l≤50, as part of the
leading-order observables in the CMB-like observable scheme, can reduce the performance
gap between J1 and E1 classifiers and compensate for the information lost at jet level 6.
The track information will be incorporated at last in J3 and E2 classifiers.
The event-level classifiers are somewhat related to the end-to-end ones proposed in [38,
39]. Yet, instead of using the raw detector response as input for improving particle recon-
struction [38, 39], we are more dedicated to addressing the information deformation and
loss in jet clustering. Hence we will use the reconstructed particles as input for the analy-
ses. Several difficulties arise in this setup. If the feature space is defined with the momenta
of the visible particles in each event, its dimension is not fixed, due to the fluctuation of
the particle number. Also, the dimension of the feature space is generically high for the
hadronic events and hard to sort. These complexities could be addressed in several ways
with the ML techniques. The first one is to image the events and then apply the ML
techniques of image recognition, such as Convolutional Neural Network (CNN) [17, 40, 41],
for their classification. In this case, the pixel intensity in each image represents the total
contribution of the visible particles hitting this pixel to some kinematic variables such as E.
The dimension of the input parameters is thus determined not by the particle number, but
by the pixel number. Similar techniques of image recognition have been applied to tagging
6The information carried by the jets and the FW moments could overlap to some extent. If all observables
in this CMB-like scheme are incorporated, we would expect that the jet information become irrelevant.
– 8 –
light jets [20], boosted W boson [42] and top quark [43], selecting events [17, 39, 44, 45],
mitigating pileups at the LHC [46], etc. For its directviewing and effectiveness, we will
take this method below. The second method is based on Recurrent Neural Network [47] or
its variants such as Recursive Neural Network (RecNN) [21]. These ML models take inputs
from each particle sequentially, yielding a hidden state with fixed dimension. Hence they
can deal well with the particle number fluctuation in the events. The third method takes
the event-level information as a graph where the graph nodes and edges represent some
kind of property of particles and their correlation with each other (e.g, ∆Rij and θij). The
hidden state of each node gets updated based on its own properties and the properties of
its adjacent edges/nodes. The applications of the graph-based models including the Graph
Neural Network and its many variants can be found in [48–52] (for a review, see [53]).
Explicitly, we implement all DNNs used in our study in PyTorch [54]. We first define
three modules of fully-connected neural network (FCN), using jets, FW moments and track
observables as their inputs, respectively. Each of them is comprised of 5 hidden layers, with
[16, 128, 128, 128, 16] neurons and activation function of ReLU. These modules are then
properly connected to construct J1, J2 and J3 classifiers. For the event-level classifiers,
image recognition is based on ResNet-50 CNN [55]. E1 classifier first passes the event
images to the convolution part of a ResNet-50 network, and then flattens the convolution
output to be the input layer of its FCN part. E2 classifier is defined as a FCN with the
output neurons of E1 and the track module being its input. The CNN input is taken
from a 50× 50 evenly gridded θ − φ plane where energy intensity is defined at each pixel.
The assumed image pixel is consistent with the multipole range of l ≤ 50 for the FW
moments incorporated in J2 and J3 classifiers. As a comparison, the proposed CEPC
detector template has a granularity (φ− η) of 300× 360 (150× 180) in the central region
of ECAL (HCAL) [56], and the IDEA detector design of FCC-ee has a dual readout, with
the granularity (φ − η) of the ECAL/HCAL being 240 × 300 [57]. Both of them are finer
than the image pixel assumed above. This leaves some space for the simulation setups
to absorb the uncertainties arising from the detector granularity which could be achieved.
The ResNet-50 network is trained for 50 epochs with a batch size of 512 and a learning
rate of 0.0001, using the loss function of binary cross entropy. Adam optimizer [58] is used
for gradient descending of loss function. All FCNs are trained for 300 epochs with a batch
size of 512 and learning rate of 0.001.
The size of the samples for training and testing each classifier is set to 105 + 105 and
5× 104, respectively, in Sec. 3. In Sec. 4, we set it to 3× 105 + 3× 105 and the real event
number for 5ab−1 data. For the backgrounds, the training samples are defined based on
their real budget after preselection. These samples are simulated with Madgraph5 [59] and
parton shower with Pythia8 [60]. For the jet-level classifiers, the visible particles in each
event are clustered into jets with ee − kT algorithm [25], using FastJet [61]. We assume
the detector to be perfect in Sec. 3 and use the built-in CEPC-detector [62] and FCC-ee-
IDEA templates [57] in DELPHES3 [63] for the Γh analysis in Sec. 4. In the Γh analysis,
we also simulate the detector effects on track observables by smearing the displacement
of all secondary vertices by 5 µm, i.e., the typical impact parameter resolution for such
detectors [64, 65].
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3 Benchmark Study
In this section, we will analyze two benchmark scenarios, with each of their events contain-
ing two (Subsec. 3.1) and four (Subsec. 3.2) jets, respectively.
3.1 Two-Jet Events
In the two-jet benchmark study, we will develop binary classifiers to distinguish between
the four classes of Zh Higgs events at
√
s = 240 GeV, including:
• e−e+ → Zνhb → ννbb;
• e−e+ → Zνhg → ννgg;
• e−e+ → Zνhq3 → ννq3q3 ;
• e−e+ → ZνhWqq → ννWqW ∗q → ννqqqq.
These four classes of events share the same production mechanism, but are differentiated
by the number of jet ancestral partons and their color, electric charge, flavor, etc. At
(two) jet level, these events benefit very little from the reconstructed jet kinematics (e.g.,
four momentum) except b tagging for their mutual distinguishing. A large portion of the
information on jet ancestral partons, manifested by parton showing, get lost because of
jet clustering. We would expect J2, J3, E1, E2 classifiers to be able to utilize such lost
information to various extents.
Figure 3. Cumulative Mollweide projections of 10000 events: Zνhb (upper-left), Zνhg (upper-
right), ZνhWqq (bottom-left) and Zνhq3 (bottom-right), with the brightness of each cell scaling
with the total energy (GeV) of the particle hits received.
We present the cumulative Mollweide projections of the four classes of Zh events in
Fig. 3. In the Zνhb, Zνhq3 and Zνhg projections, we see a pupil-like structure again. But,
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compared to that of the ZνZq projection in Fig. 2, the size of these pupils appears bigger.
This is because the parent particle of the two jet ancestral partons for the Zh events (Higgs
boson) is heavier than that of the ZνZq events (Z boson), which makes its two descendant
partons less collimated. Analytically, the included angle between these two jet ancestral
partons is determined by the formula in Eq.(2.1), but with the factor
m2Z
E2Z
being replaced
with
m2h
E2h
. The pupil-like structure becomes vague in the ZνhWqq projection. In this case,
there exist multiple ways to define the said included angle, depending on how the four
ancestral quarks are paired. This effect significantly smears such a structure.
Figure 4. FW spectra of 〈HEE;l〉 (left) and event distributions w.r.t. HEE;2 (right) for the two-jet
samples.
Figure 5. FW spectra of 〈HEE;l〉 for a system of two partons with equal energy and varied included
angle Ω. The orange lines at 〈HEE;l〉 = 0.5 represent the contribution from particle self-correlation
to each FW moment.
As a manifestation of the event-level kinematics, the FW spectra of 〈HEE;l〉 and the
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event distributions w.r.t. HEE;2 for the two-jet samples are presented in Fig. 4. Here and
below, 〈HEE;l〉 represents an average of HEE;l over each sample. The 〈HEE;l〉 spectra are
reminiscent of the CMB power spectrum. Similar to the latter, they are characterized by a
series of “acoustic peaks and valleys” containing rich physical information. To demonstrate
this, we plot in Fig. 5 the FW spectra for a system of two jet ancestral partons with equal
energy and varied included angle. These spectra are expected to encode the four momenta
of these two partons or approximately the jets that they initiate. In comparison, the FW
spectra in Fig. 4 encode not only the four momenta of the jet ancestral partons but also
their quantum numbers and even their parent particles’. The physical effects resulting
from these quantum numbers (e.g., QCD radiation due to color charge) will deform the
FW spectra of the jet ancestral partons. Such a deformation represents the information
invisible at jet level usually. Below are a series of comments on these FW spectra.
• The FW moments with odd l are zero for parity-even events, because of Pl(−x) =
(−1)lPl(x), as happens to the two-parton system with Ω = pi in Fig. 5. In this system,
the two-parton correlation contributes to each FW moment
1
2
(
1 + Pl(cos Ω = −1)
)
=
1
2
(
1 + (−1)l
)
, (3.1)
yielding a zigzag oscillation in the spectrum along the orange line.
• For 0 < Ω < pi, the FW oscillation becomes less periodic w.r.t. the multipole l.
Its amplitude gradually decreases as l increases, due to a suppression caused by
Legendre polynomials at high l. As Ω decreases, the enhanced collinearity between
the two partons gradually raises the FW spectrum at large angular scales (except
HEE;0), pushing its first acoustic peak to the high-l end. The FW spectrum becomes
a straight line with 〈HEE;l〉 ≡ 1 in the limit of Ω = 0. Combining these effects yields
various oscillation patterns for the FW spectrum. Interestingly, the FW moments
at low l only are able to determine the nature of Ω qualitatively. For example, the
〈HEE;1≤l≤4〉 moments for the Zνhg,b,q3 events in Fig. 4 define a peak at l = 2 in
their respective spectrum. This matches with the pattern of the two-parton system
at Ω = 34pi in Fig. 5 approximately, and also consists with the indication of the
cumulative Mollweide projections in Fig. 3 on the included angle between the two jet
ancestral partons in these events. This method will be often used for the discussions
below.
• QCD radiation and hadronization will deform and smear the parton-level FW spec-
trum. To understand this better, one can split the FW moments into self- and
inter-correlation parts, i.e.,
HEE;l = H
self
EE;l +H
inter
EE;l . (3.2)
The two terms in Eq. (3.1) represent such a splitting also, but at parton level instead.
The self-correlation of visible particles makes a universal contribution
HselfEE;l =
∑
i
E2i
s
(3.3)
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to all-l FW moments in each event. Its magnitude is an anti-measure of the democracy
of allocating visible energy among these particles, and is irrelevant to their spatial
distribution inside the detector. With more particles (e.g., because of stronger QCD
radiation) and fairer energy allocation, this contribution will be reduced. In Fig. 5,
the orange lines represent such a contribution from two jet ancestral partons. If the
parton showing is turned on, these orange lines will be shifted downward. This effect
results in damped tails for the FW spectra in Fig. 4, and ensures the FW moments
to be infrared-safe.
• The inter-correlation of visible particles makes an l-dependent contribution
H interEE;l =
i 6=j∑
i,j
EiEj
s
Pl(cos Ωij) (3.4)
to the FW moments in each event. H interEE;l is sensitive to the spatial distribution
of these particles inside the detector (except at l = 0 since P0(cos Ωij) ≡ 1) and
determines the oscillation pattern of the FW spectrum. If these particles are highly
collimated, the inter-correlation between any two of them tends to be positive, due to
Pl(cos(Ωij → 0))→ 1. The FW moments at large angular scales will gain more from
this since Pl(cos Ωij) converges to one faster for the low-l modes as Ωij approaches
zero. Similar argument can be applied to explain why in Fig. 5 decreasing the included
angle between the two partons will raise the FW spectrum at low l end and push its
first acoustic peak to high l. The FW oscillation pattern thus can serve as a probe
to the collimation of visible particles and jet ancestral partons in each event.
Figure 6. Distributions of two-jet events w.r.t. number of visible particles in each event (left)
and included angle between its two jet ancestral partons (right). For the ZνhWqq events, the two
partons are from the W boson with a larger mass. The solid curves are generated by fitting.
• The FW spectrum picturizes the summation of the self- and inter-correlations of
visible particles (or jet ancestral partons at leading order) at different angular scales.
At l = 0, the FW moment is given by HEE;0 =
(
∑
i Ei)
2
s . It represents the squared
share of the visible energy among the total in each event. As is shown in Fig. 4, the
Zνhb events tend to have more missing energy, compared to the other ones. This
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can be explained by leptonic decays of bottom quarks. At l = 1, the FW moment
is given by HEE;1 =
|∑i ~pi|2
s (assuming all visible particles to be massless), with ~pi
being the particle three-momentum. HEE;1 hence can serve as a measure of apparent
momentum violation for the events at e−e+ colliders. A combination of HEE;0 and
HEE;1 determines the visible and recoil mass of each event completely
7. For the two-
parton system in Fig. 5, the HEE;1 values show that its momentum is equal to zero at
Ω = pi and maximized at Ω = 0. As was discussed above, the democracy effect arising
from the self-correlation of visible particles in each event and the collimation effect
caused by their inter-correlation determine the profile of its FW spectrum. The FW
spectra in Fig. 4 clearly demonstrate this. For example, the Zνhg FW spectrum has
the most-suppressed damping tail. This is mainly due to the stronger QCD radiation
of gluons compared to those of quarks. As is shown in the left panel of Fig. 6, it
results in more visible particles in each Zνhg event than the others. Another example
is the ZνhWqq spectrum. Each ZνhWqq event contains four jet ancestral quarks, in
comparison to two of the Zνhg,b,q3 events. The inter-correlation at parton level thus
becomes more involved since it represents a collective effect of all possible parton
pairings. The paired partons could either share or not share the same parent particle.
For the ZνhWqq events, the story is even worse. The ancestral partons are produced
via two W bosons with different kinematics. To make the picture clear, we show
the distributions of two-jet events w.r.t. the included angle between their two jet
ancestral partons in the right panel of Fig. 6. For the ZνhWqq events, the two partons
are from the W boson with a larger mass. These two partons tend to be harder,
compared to the other two, and hence represent the leading-order contribution to
H interEE;l at parton level. From this plot, one can see the distribution of the ZνhWqq
events is much broader than the others. This is consistent with the observation in
Fig. 3 that there is no clear pupil-like structure for the ZνhWqq cumulative Mollweide
projection. More than that, different from the ZνhWq,g,b parton pairs most of which
have an included angle ≥ 3pi4 , a large portion of the ZνhWqq parton pairs have one
≤ 3pi4 . This explains why at l = 3 there is a convex in the ZνhWqq spectrum, and a
concave instead for the others.
• The two-jet events of each sample define a distribution w.r.t. HEE;l, with the ones at
l = 2 being shown in the right panel of Fig. 4. This reminds us that, unlike the CMB
power spectrum, the 〈HEE;l〉 spectrum is free from big sample variance, because of
the large size of collider data. These distributions also manifest the order of the
heights of the first acoustic peaks in the 〈HEE;l〉 spectra, as is shown in the left panel
of this figure. Notably, the 〈HEE;l〉 spectra do not fully reflect the discrimination
power of the FW moments. This power also relies on the event-distribution profiles
of the given data samples at each multipole.
7As a comparison, the CMB power spectrum for temperature fluctuation is physically less interesting
for l < 2. At l = 0 the moment is zero by definition. At l = 1 the moment is dominated by the Doppler
effect caused by the motion of the solar system w.r.t. the last scattering surface, which makes inseparable
the cosmological dipole caused by large-scale perturbations.
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Figure 7. Normalized distributions of track (including vertex) observables for the two-jet events.
Here the tracks in each event are sorted ascendingly with the impact parameter d0. The d0 threshold
is set to be 0.5 mm. The vertex energy fraction is defined w.r.t. the total track energy.
Another class of kinematic information is from the tracks of charged particles. As is
well-known, the heavy-flavor quarks such as bottom tend to decay as a displaced vertex
away from the primary one. This provides an important sign for recognizing such heavy-
flavor particles. Fig. 7 displays the normalized distributions of a set of track observables
for the two-jet events. Here the tracks are defined at truth level with no detector smear-
ing. These observables have been used for the DNN-based jet classification in [66]. As
is expected, the Zνhb events demonstrate highly distinguishable track features from the
other ones, especially from the Zνhq3 events. These features are shared to some extent by
the Zνhg and ZνhWqq events. This is largely because some heavy-flavor quarks including
charm quarks can be generated from gluon splitting and hadronic W decay.
The Receiver Operating Characteristic (ROC) curves and their Area under the Curve
(AUC) for the binary classifiers to distinguish the four classes of two-jet events are presented
in Fig. 8 8. In this figure, the blue and purple curves describe the performance of J1 and
E1 classifiers respectively. With the ML techniques of image recognition, the event-level
classifiers are expected to be able to utilize the kinematic information at different angular
scales to the greatest extent, upon the detector and image resolutions. Indeed, E1 classifiers
yield an AUC universally bigger than that of J1 ones. The light-blue curves in this figure
show the performance of J2 classifiers. They indicate that the FW moments of HEE;l≤50
compensate for a large portion of the information lost at jet level. The AUC of J2 classifier
8Since we are showing the acceptance of one class of events against another one in each panel of Fig. 8,
the “AUC” in the terminology of this paper is not really “Area under the Curve”. Instead it represents the
area above the ROC curve.
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Figure 8. ROC curves and their AUC for the binary classifiers to distinguish between the four
classes of two-jet events.
becomes even comparable to that of E1 for the acceptance of the Zνhb against the ZνhWqq .
It is also encouraging to see that the Zνhb events can be tagged at 50% level, with a faking
rate about 1% or even below for the other three classes of events, in the case with no track
information being applied yet. Despite these, the AUC gap between J1 and E1 classifiers
is not fully addressed by HEE;l≤50 in most cases. This may imply that the FW moments
not included here or/and the multi-spectra are important for completely compensating for
the information lost at jet level. We will leave the relevant exploration to a future work.
At last, the green and red curves display the performance of J3 and E2 classifiers. Not
surprisingly, the incorporation of track information yields a remarkable improvement to
both jet-level and event-level classifiers in distinguishing the Zνhb events from the others.
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3.2 Four-Jet Events
In the four-jet benchmark study, we will develop binary classifiers to distinguish between
the four classes of di-gauge-boson events at
√
s = 240 GeV, including:
• e−e+ → ZqZq → qqqq;
• e−e+ → ZqZb → qqbb;
• e−e+ → ZbZb → bbbb;
• e−e+ →WqWq → qqqq.
Among these, the first three classes of events share the same production mechanism, but
are differentiated by the flavor of their jet ancestral partons. Other than track information,
J2, J3, E1 and E2 classifiers are expected to utilize the flavor-related kinematics invisible
at jet level, for their classification. The last class of events have different intermediate
gauge bosons from those of the others. The distinguishment between them may benefit
a lot from mitigating the information deformation of the jet-based Wq/Zq reconstruction.
This is especially important for distinguishing between the WqWq and ZqZq events, given
its significance in probing anomalous triple-gauge couplings at e−e+ colliders.
Figure 9. Distributions of the reconstructed WqWq and ZqZq events at the m12−m34 plane (left)
and w.r.t. (m12 +m34)/2 (right), with a perfect detector.
Actually, the WqWq and ZqZq have been applied to illustrate the problem of informa-
tion deformation in jet clustering at CEPC [16]. In this study, these events were recon-
structed by minimizing the quantity
χ2 =
(mab −mW/Z)2 + (mcd −mW/Z)2
σ2B
. (3.5)
Here {ab, cd} runs over all possible jet pairings among the four, with {12, 34} representing
the optimal one, and σB denotes standard deviation of the jet-pair invariant mass. In Fig. 9
we show the distributions of the reconstructed WqWq and ZqZq events at the m12 −m34
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plane and w.r.t. (m12 + m34)/2, with a perfect detector. Mainly due to the information
deformation of jets, a good portion of these events are not well-reconstructed. This results
in a separation of 50% between these two distributions. With a condition of mass equality
|m12 −m34| < 10GeV [16] being applied, this separation increases to 78%, at the cost of
losing 35% WqWq and 39% ZqZq events. These results are consistent with the observations
made in [16].
Figure 10. Cumulative Mollweide projections of 10000 events: WqWq (upper-left), ZbZb (upper-
right), ZqZq (bottom-left) and ZqZb (bottom-right), with the brightness of each cell scaling with
the total energy (GeV) of the particle hits received.
Figure 11. FW spectra of 〈HEE;l〉 (left) and event distributions w.r.t. HEE;2 (right) for the
four-jet samples.
We present the cumulative Mollweide projections of these four classes of four-jet events
in Fig. 10. All of them display a pupil-like structure clearly. For these events, each of them
contains two intermediate gauge bosons moving oppositely. The ZqZq event is somewhat
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Figure 12. Distributions of the largest (Ω1) and the second largest (Ω2) included angles between
the paired jet ancestral partons, for the WqWq and ZqZq events. Here one of the paired partons
is required to be the most energetic one among the four, and another one to be from a different
parent particle.
like a double copy of Zq in the ZνZq event, which explains why the pupil size demonstrated
in Fig. 10 is comparable to that of the ZνZq projection in Fig. 2. The WqWq event
has two more-boosted intermediate gauge bosons, due ot mW < mZ . Its cumulative
Mollweide projection thus has a smaller pupil stucture, with its radius being smaller than
pi
2 at cos θ = 0. Also for the same reason, one has a bigger chance to find parton pairs with
an included angle close to pi in the WqWq event, compared to the Zq,bZq,b events. Most
of them arise from pairing partons from different parent particles. Indeed, in the WqWq
cumulative Mollweide projection, the region outside the pupil is spilt to two: the dark one
in the middle and the bright one close to the edge. We make this more explicit in Fig. 12.
Fig. 11 displays the FW spectra of 〈HEE;l〉 and event distributions w.r.t. HEE;2 for the
four-jet samples. As was discussed above, the FW oscillation pattern largely represents
a collection of inter-correlations between all possible paired jet ancestral partons. Since
the WqWq events have a bigger chance to be found to have a parton pair with an obtuse
included angle, it is not strange that the peaks in its FW spectrum are sharper than those
in the Zq,bZq,b FW spectra in Fig. 11.
The ROC curves and their AUC for the classifiers to distinguish between the four
classes of four-jet events are presented in Fig. 13. Similar to the two-jet case, E1 classifiers
perform universally better than J1 ones. But, by incorporating the FW moments HEE;l≤50,
J2 classifiers greatly reduce the AUC gap between them in most cases. With the track
information, J3 and E2 classifiers further improve the AUC values of J2 and E1 ones. The
extent is positively correlated with the difference of the bottom-quark number between the
given two classes of events. Among these, the classifiers of the ZbZb against the others are
especially informative. As is expected, its J1 classifiers perform best against the WqWq
and worst against the ZqZb. Thus a space is created for the FW moments (or event-level
information) and the track observables to play a role in the latter case. Indeed, the ZbZb
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Figure 13. ROC curves and their AUC for the binary classifiers to distinguish between the four
classes of four-jet events.
classifiers against the ZqZb gain the most from them among all constructions in Fig. 13,
resulting in a great improvement of the AUC from 0.66 to 0.93 with J3 and E2.
At last, let us take a look at the classification between the WqWq and ZqZq events.
We show the response of these two classes of events to J1, J2, J3, E1 and E2 classifiers in
Fig. 14. These classifiers all improve the event tagging accuracy to some extent, compared
to the original analysis discussed above. But, E1 and E2 have a better performance than
the others. They yield a separation of 70% and 73% respectively (J1: 53%; J2: 56%; J3:
59%), without losing any events, in comparison to the original 50%.
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Figure 14. Response of the WqWq and ZqZq events to J1, J2, J3, E1 and E2 classifiers.
4 Application: Higgs Decay Width (Γh)
In this section we will apply the binary classifiers to measuring the SM Γh, one of the
most important tasks at future e−e+ colliders, with the data of 5ab−1@240GeV. Upon the
strategy taken, this measurement may involve analyzing the events with two, four, and six
jets. In this study, only the first two cases are relevant.
4.1 Γh Measurement at e
−e+ Colliders
There exist multiple ways to measure the SM Γh at e
−e+ colliders. Here are several
representative ones.
• Method A. Γh is measured using the relation
Γh =
Γ(h→ ZZ∗)
BR(h→ ZZ∗) ∝
[σ(Zh)]
BR(h→ ZZ∗) =
[σ(Zh)]2
[σ(ZhZ)]
. (4.1)
One needs to measure the quantities in the square brackets first for determining Γh.
This method requires analyzing the Zh data only, and hence is more straightforward
compared to other strategies. Its major drawback is that the σ(ZhZ) signal rate is
small, while its irreducible backgrounds are relatively large.
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• Method B. Γh is measured using the relation
Γh =
Γ(h→WW ∗)
BR(h→WW ∗) ∝
σ(ννh)
BR(h→WW ∗) =
[σ(ννhb)][σ(Zh)]
2
[σ(Zhb)][σ(ZhW )]
. (4.2)
This method utilizes the large signal rates of σ(Zhb) and σ(ZhW ), and hence largely
avoids the drawback of method A.
• Method C. Γh is measured using the relation [67]
Γh =
Γ(h→WW ∗)
BR(h→WW ∗) ∝
σ(ννh)
BR(h→WW ∗) =
[σ(ννhb)]
2[σ(Zh)]2
[σ(ννhW )][σ(Zhb)]2
. (4.3)
This method is similar to Method B, except that σ(ZhW ), one of the key intermediate
quantities to measure, is replaced with σ(ννhW ). This method mainly benefits from
the enhancement of the σ(ννh) rate, as
√
s increases.
These three methods totally involve six intermediate quantities to measure:
σ(Zh), σ(ZhZ), σ(ννhb), σ(Zhb), σ(ZhW ) and σ(ννhW ) . (4.4)
With some of them, one can measure Γh with a fourth method, i.e.,
• Method D. Γh is measured using the relation
Γh =
Γ(h→WW ∗)
BR(h→WW ∗) ∝
σ(ννh)
BR(h→WW ∗) =
[σ(ννhW )][σ(Zh)]
2
[σ(ZhW )]2
. (4.5)
This method shares the advantage of Method C, mainly benefitting from the en-
hancement of the σ(ννh) rate at high
√
s.
With the relevant intermediate quantities being measured, one can calculate the precision
of measuring ΓH , using the formula of Gaussian statistics
δΓh
Γh
=
√√√√∑
i
(
niδOi
Oi
)2
. (4.6)
Here Oi represents the intermediate quantities to measure in Eq. (4.1 - 4.3, 4.5), δOi its
absolute precision, and ni its power.
The expected precisions of measuring Oi and Γh in a variety of low-
√
s operation
scenarios at future e−e+ colliders are summarized in Table 3 and Table 4, respectively.
Most of these analyses were pursued with a cut-based strategy. Method B provides a
better precision of measuring Γh, compared to the other methods. Yet, to reduce the
complication that the Higgs events with different decay modes may serve as backgrounds
mutually, one can instead measure the hadronic Higgs events inclusively. This idea can be
also applied to Method C. We term these inclusive methods as
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Measurements (%) CEPC240(250) [14, 64] FCC240 [15] FCC365 [15] CILC350 [68] ILC250 [67, 69–71]
σ(Zh) 0.5 (0.5) 0.5 0.9 1.6 2.8
σ(Zhb) 0.27 (0.26) 0.3 0.5 0.86 1.2
σ(Zhc) 3.3 (3.1) 2.2 3.5 14 8.3
σ(Zhg) 1.3 (1.2) 1.9 6.5 6.1 7.0
σ(ZhW ) 1.0 (0.9) 1.2 2.6 5.1 6.4
σ(ZhZ) 5.1 (4.9) 4.4 12 - 19
σ(ννhb) 3.2 (2.9) 3.1 0.9 1.9 10.5
σ(ννhc) - - 10 26 -
σ(ννhW ) - - 3.0 - -
Table 3. Expected precisions of measuring Oi at e−e+ colliders. The CEPC240 precisions are
extrapolated from the CEPC250 ones (inside the parentheses) [14, 64]. The ILC250 results are
based on its previous baseline luminosity (250 fb−1).
Γh (%) CEPC240(250) [14, 64] FCC240 [15] FCC240+365 [15] CLIC350 [68] ILC250 [67, 69, 70]
Method A 5.1 (5.0) 4.5∗ 4.2∗ - 20∗
Method B 3.5 (3.2) 3.5∗ 1.7∗ 6.7 13
Method C - - 3.4∗ - -
Combined 2.8 (2.7) 2.7 1.3 6.7 11
Table 4. Expected precisions of measuring the SM Γh at e
−e+ colliders. The CEPC240 precisions
are extrapolated from the CEPC250 ones (inside the parentheses) [14, 64]. The numbers marked
with “∗” are derived from Table 3, using Eq. (4.6).
• Method B′. Γh is measured using the relation
Γh =
Γ(h→WW ∗)
BR(h→WW ∗) ∝
σ(ννh)
BR(h→WW ∗) =
[σ(ννhh)][σ(Zh)]
2
[σ(Zhh)][σ(ZhW )]
. (4.7)
Here hh denotes the inclusive two-body Higgs decays h→ bb, cc, gg, ττ . h→ VqV ∗q is
excluded from hh, to avoid a correlation between the measurements of σ(Zhh) and
σ(ZhW ).
• Method C′. Γh is measured using the relation
Γh =
Γ(h→WW ∗)
BR(h→WW ∗) ∝
σ(ννh)
BR(h→WW ∗) =
[σ(ννhh)]
2[σ(Zh)]2
[σ(ννhW )][σ(Zhh)]2
. (4.8)
Then Γh can be determined using either of Method A, B
′, C′ and D and Eq. (4.6), with
the new set of intermediate quantities
σ(Zh), σ(ZhZ), σ(ννhh), σ(Zhh), σ(ZhW ) and σ(ννhW ) (4.9)
being measured.
We will take Method B′ in this study. Among the four intermediate quantities, σ(Zh)
can be measured with a precision of sub-percent level. σ(Zhh) is expected to be well-
measured also, given the dominance of σ(Zhb) in its signal rate. As is shown in Table 3,
the precision for the σ(Zhb) measurement is high. So we would expect the limitations
for precisely measuring Γh to mainly arise from the σ(ZhW ) and σ(ννhh) measurements.
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Signal Backgrounds
ZνhWlq WlWq ZlZq5 Zνhτ
8.57× 103 2.41× 105 1.04× 103 3.22× 103
ZνhWqq ZνZq5 q5q5(γ) γγ → q5q5 WqWq/Zq5Zq5
1.65× 104 5.61× 104 4.01× 104 4.41× 102 1.42× 104
Zνhb Zνhc Zνhg ZνhZq5q5
8.78× 104 4.71× 103 1.41× 104 2.10× 103
Table 5. Numbers of the signal and main background events after preselection, for measuring
σ(ZνhWlq ) and σ(ZνhWqq ). We use Pythia8 to simulate the impact of initial state radiation and
beamstrahlung for the q5q5 production. The τ decays of the W/Z bosons are also incorporated in
the ZνhWlq analysis, with l = e, µ and τ .
Below we will focus on these two difficult cases. We will assume that all parameters
relevant to their analyses have been precisely measured, and will not consider the impact
of systematic errors.
4.2 Measuring σ(Zh)BR(h→WW ∗)
At CEPC, the measurement of σ(ZhW ) was simulated with four decay modes of Z bo-
son [14]: e−e+, µ−µ+, νν and qq. A combination of these yields a precision of 0.9% (see
Table 3). The most important contribution arises from the two processes of ZνhWlq and
ZνhWqq which give a combined precision of 1.5%. Below we will develop binary classifiers
for their measurements.
To improve the training efficiency of these classifiers, we apply a set of preselection
cuts. For the σ(ZνhWlq) analysis, we pass the events with one isolated lepton (either
e−/e+ or µ−/µ+; pT > 10GeV), and require the visible particles in each event including
this lepton to have an invariant mass ∈ [35, 125]GeV, a recoil mass ∈ [100, 200]GeV, and a
vector sum of transverse momentum ∈ [10, 75]GeV. The WlWq events are then dominant
in the backgrounds 9. The visible particles are subsequently clustered into two jets for the
J1-, J2- and J3-based analyses. For the σ(ZνhWqq) analysis, we veto the events with any
isolated leptons and require the visible particles in each event to have an invariant mass
∈ [100, 150]GeV, a recoil mass ∈ [75, 150]GeV, and a vector sum of transverse momen-
tum ∈ [20, 80]GeV. Different from the ZνhWlq case, both non-Higgs events such as ZνZq5
and q5q5(γ) and Higgs events including Zνhb contribute to the backgrounds significantly.
The visible particles are subsequently clustered into four jets for the jet-level analyses.
The numbers of the signal and main background events after preselection, for measuring
σ(ZνhWlq) and σ(ZνhWqq), are summarized in Table 5.
The FW spectra of 〈HEE;l〉 for the ZνhWlq and ZνhWqq , and their respective back-
grounds are presented in the upper panels of Fig. 15. In both cases, the signal and back-
ground events have close 〈HEE;0〉 and 〈HEE;1〉 values. This is not very surprising since
9By requiring one hard isolated lepton, we notice that the single-W eνeWq rate is greatly suppressed
compared to the ZνhWlq one. So we will not include these events in this analysis.
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Figure 15. FW spectra of 〈HEE;l〉 (upper) and event distributions w.r.t. HEE;3 (bottom) for the
ZνhWlq (left) and ZνhWqq (right), and their respective background samples. In the left panels, the
contributions from the isolated lepton have been excluded.
these events are all preselected from the phase space in favor of the signal. Despite this,
these 〈HEE;l〉 spectra demonstrate a series of characteristic features which may assist dis-
tinguishing between the signal and backgrounds. Some of them have been discussed in
Subsec. 3.1. In the upper-left panel, the signal and background spectra are characterized
by a peak and a valley, respectively, at l = 2. This indicates that the included angle be-
tween the two jet ancestral quarks of WlWq is not far from
pi
2 (see Fig. 5), while the one of
ZνhWlq is much wider. In the upper-right panel, the convex-concave structure of the FW
spectra at l = 3 indicates that the two jet ancestral partons for the Higgs backgrounds
tend to have a wider included angle, compared with that of the two descendant partons of
the W boson with a larger mass in the signal events, and the non-Higgs backgrounds favor
a narrower one. The former comparison has been discussed before. The latter can be also
understood. For the ZνZq5 events, without preselection this angle will be reduced to
pi
2 ,
while for the q5q5(γ) events, most of the jet ancestral quarks are produced at Z pole with
the Z boson being boosted by initial state radiation.
As was discussed in Subsec. 3.1, the discrimination power of the FW moments also
relies on the distribution profiles of the signal and background events at each multipole.
We present the ones w.r.t. HEE;3 for the ZνhWlq and ZνhWqq analyses in the bottom panels
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of Fig. 15 for illustration. In both cases, the relevant FW moments demonstrate certain
capability to distinguish between the signal and backgrounds. In the bottom-left panel,
the signal distribution has a sharp peak at low HEE;4, in comparison to a shape curved
down for the background one. In the bottom-right panel the non-Higgs background events
tend to have a bigger HEE;3 value for their relatively small included angle between the two
jet ancestral partons.
Figure 16. ROC curves and their AUC for the binary classifiers to distinguish the ZνhWlq (left)
and ZνhWqq (right), from their respective background events.
Fig. 16 displays the ROC curves and their AUC for the binary classifiers to distinguish
the ZνhWlq and ZνhWqq from their respective backgrounds (the event response to these
classifiers are shown in Fig. 21 in Appendix A). In both analyses, E1 classifiers yield an
AUC bigger than that of J1 ones. Yet, by incorporating the FW moments HEE;l≤50, J2
classifiers reduce the AUC gap between them to some extent. The track observables are
applied for J3 and E2 classifiers then. Compared to σ(ZνhWlq), these observables improve
the σ(ZνhWqq) measurement more, yielding a J3 AUC comparable to E2 one. In this case,
the track information is useful in rejecting the Zνhb events, the dominant Higgs background.
The precisions of measuring σ(ZνhWlq) and σ(ZνhWqq) with these classifiers are sum-
marized in Table 7. Not surprisingly, J3 classifiers yield a precision worse than that of
E2 in the former analysis, but a precision comparable to that of E2 in the latter case. A
combination of both allows the σ(ZhW ) to be measured with a precision of 0.9%. As a
comparison, the CEPC baseline precision is 1.5%, which is achieved based on a cut-based
analysis of the same channels, with the data of 5.6ab−1@250GeV [14].
4.3 Measuring σ(ννh)BR(h→ hadrons)
In Method B, σ(ννhb) is a crucial intermediate quantity to measure. As is shown in
Table 3, the precision for its measurement is 3.2 (2.9)% and 3.1%, at CEPC240(250) and
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FCC240, respectively. This comprises the main bottleneck for improving the precision of
measuring Γh. In Method B
′, σ(ννhb) is replaced with an inclusive quantity σ(ννhh), for
reducing unnecessary complexity in the analysis. This also brings a gain of ∼ 22% in the
signal rate after event preselection. Notably, both methods suffer a subtlety caused by the
interference between the signal of ννhb,h and its irreducible background Zνhb,h. To apply
Eq. (4.2) and Eq. (4.5), one needs to properly simulate this effect in the analysis. Yet, this
was not explicitly implemented in literatures [14, 15, 68, 72]. For the method comparison,
we will tolerate this uncertainty below by simply neglecting it. We do not expect that such
a treatment will qualitatively change the conclusions reached in this paper.
Signal ννhb ννhc ννhg ννhτ
1.51× 104 1.24× 104 6.43× 102 1.92× 103 1.50× 102
Higgs backgrounds Zνhb Zνhc Zνhg Zνhτ
1.39× 105 9.47× 104 5.08× 103 1.52× 104 1.06× 103
ZνhVq5q5
ννhVq5q5
2.01× 104 2.51× 103
Non-Higgs backgrounds q5q5(γ)/γγ → q5q5 WqWq Zq5Zq5 ZνZq5
1.40× 105 6.79× 104/2.81× 103 1.26× 104 6.61× 102 5.61× 104
Table 6. Numbers of the signal and main background events after preselection, for measuring
σ(ννhh).
For training the classifiers efficiently, we preselect the events by requiring their visible
particles to have total energy ∈ [105, 155]GeV, invariant mass ∈ [100, 135]GeV, recoil mass
∈ [65, 135]GeV, a vector sum of pT > 10GeV and pz < 60GeV, and vetoing the events
with any isolated leptons. The visible particles in each event are subsequently clustered
into two jets for the J1-, J2- and J3-based analyses. The numbers of the signal and main
background events after preselection are summarized in Table 6. Both Higgs events such
as Zνhh and non-Higgs events such as ZνZq5 and q5q5(γ) contribute to the backgrounds
significantly.
Fig. 17 displays the 〈HEE;l〉 spectra and the event distributions w.r.t. HEE;3 for the
ννhh and its background samples. Partly for preselection, these 〈HEE;l〉 spectra are close
to each other. But, as was stressed, the discrimination power of the FW moments also
relies on the distribution profiles of the signal and background events at each multipole.
For illustrating this, we show the event distributions w.r.t. the invariant and recoil masses
of visible particles in Fig. 18. These two observables are determined by HEE;0 and HEE;1
completely, as was discussed in Subsec. 3.1, with the formulae given by
Minv =
√
s(HEE;0 −HEE;1); Mrec =
√
s+M2inv − 2s
√
HEE;0 . (4.10)
Both Minv and Mrec (especially Minv) demonstrate certain discrimination power in Fig. 18.
In the left panel, the non-Higgs backgrounds tend to have a smaller Minv, compared to the
others, since ZνZq5 and q5q5(γ) are produced or mainly produced at Z pole. In the right
panel, as is expected, the Higgs background events are accumulated near Z pole.
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Figure 17. FW spectra of 〈HEE;l〉 (left) and event distributions w.r.t. HEE;3 (right) for the ννhh
and its background samples.
Figure 18. Event distributions w.r.t. Minv (left) and Mrec (right), defined in Eq. (4.10), for the
ννhh and its background samples.
Beyond this, the 〈HEE;l〉 spectra in Fig. 17 demonstrates a series of distinguishable fine
structures. One example is related to the FW moments at l = 2 and 3. The 〈HEE;l〉 peaks
at l = 2 indicates that the ννhh and its backgrounds all favor an included angle bigger than
pi
2 for their jet ancestral particles. But, the ordering of the relevant samples w.r.t. 〈HEE;3〉
(see both panels in Fig. 17 implies that the signal prefers the widest such angle while the
non-Higgs backgrounds the smallest one. The kinematic information carried by these fine
structures are not picked up by the main observables used for measuring σ(Zνhb), in the
traditional cut-based analysis with Method B (see, e.g., [14]). These observables include
Minv, Mrec and the polar angle of Higgs boson
10. The analyses of measuring σ(Zνhh)
thus may benefit a lot from such deformed or lost information at jet level and the overall
information synergization.
10By definition the FW moments of HEE;l are not sensitive to event orientation in space, and hence are
expected to be independent of the polar angle of Higgs boson. The information carried by the latter could
be picked up by HEE;l,m, i.e., the FW moments at order m, in this CMB-like observable scheme. But, its
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Figure 19. ROC curves and their AUC for the binary classifiers to distinguish the ννhh from its
background events.
Fig. 19 displays the ROC curves and their AUC for the binary classifiers to distinguish
the ννhh from its backgrounds (the event response to these classifiers are shown in Fig. 21 in
Appendix A). As is expected, E1 classifier demonstrates a better performance than that of
J1. By including the FW moments HEE;l≤50, J2 classifier yields a significant improvement
to the AUC, i.e., from 0.72 to 0.84. But, there is still an AUC gap between J2 and E1
classifiers. This gap could be filled up by the FW moments or/and multi-spectra which
are not included in these jet-level analyses.
The precisions of measuring σ(ννhh) with these classifiers are summarized in Table 7.
With the FW moments HEE;l≤50, the jet-level precision is improved from 2.8% (J1) to
1.8% (J2) and 1.9% (J3). The best precisions of 1.4% and 1.3% are achieved with the two
event-level classifiers, i.e., E1 and E2, respectively. These results indicate that, compared
to the gain in the signal rate by replacing σ(ννhb) (Method B) with σ(ννhh) (Method
B′), this measurement benefits more from synergizing the event-level information into the
DNN-based analysis. A significant improvement to the precision is thus expected if these
classifiers are applied to the exclusive measurement of σ(ννhb).
4.4 Robustness against Detector Resolution
The precisions of measuring Γh with Method B
′, by applying J1, J2, J3, E1 and E2 classifiers
to the data of 5ab−1@240GeV, are summarized in Table 7. J1 classifiers yield a precision
of 3.2%. It is improved to 2.3% by J2 and 1.9% by E1, with the event-level information
being incorporated. The track observables only have a slight impact for the measurements.
The best outcome of 1.9% improves the baseline precisions with Method B, i.e., 3.5% at
both CEPC240 and FCC240, by a factor about 1.8.
exploration is beyond the scope of this paper.
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Precision (%) J1 J2 J3 E1 E2
σ(ZνhWlq) 1.7 (1.6) 1.4 (1.6) 1.5 (1.6) 1.5 (1.4) 1.5 (1.4)
σ(ZνhWqq) 1.6 (1.6) 1.2 (1.2) 1.1 (1.1) 1.1 (1.1) 1.1 (1.1)
σ(ννhh) 2.8 (2.7) 1.8 (1.7) 1.9 (1.8) 1.4 (1.4) 1.3 (1.3)
Γh 3.2
+0.9
−0.3 (3.1) 2.3
+0.7
−0.2 (2.2) 2.3
+0.7
−0.2 (2.3) 1.9
+0.5
−0.1 (1.9) 1.9
+0.4
−0.1 (1.9)
Table 7. Precisions of measuring Γh with Method B
′, by applying J1, J2, J3, E1 and E2 classifiers
to the data of 5ab−1@240GeV. For their analysis, a precision of 0.5% for σ(Zh) and 0.3% for σ(Zhh)
are assumed. The numbers in the parentheses represent the performance of these classifiers on the
FCC-ee-IDEA-template data. The superscripts and subscripts for the numbers in last row denote
the maximal changes of precision due to the variance of ε from 1.0 to 2.0 and 0.1, respectively.
Figure 20. Precisions of measuring Γh versus detector energy/momentum resolution. ε = 1.0
corresponds to the baseline resolution defined by the CEPC detector template [62]. The purple
and orange stars represent the precisions expected to be achieved with 5.6ab−1 data at CEPC240,
using Method B and A+B, respectively [14, 64]. The colored crosses denote the precisions yielded
by applying J1, J2, J3, E1 and E2 classifiers to the FCC-ee-IDEA-template data at 240GeV. For
the convenience of comparison, we place them at ε = 1.0.
In these analyses, the detector effects are simulated with the CEPC detector tem-
plate [62]. Such a specific choice naturally raises the question whether the classifiers de-
veloped are robust against the detector resolutions, including both energy/momentum and
angular ones. To get some ideas about this, we take the following test. We first scale
the energy/momentum resolution of track, ECAL, HCAL, electrons and muons, defined in
DELPHES3 [63], by a factor ε, then reprocess the data by varying its value from 0.1 to
2, and at last apply the classifiers developed at ε = 1 for their testing. The precision of
measuring Γh versus ε is presented in Table 7 and Fig. 20. As one can see, the event-level
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classifiers are slightly more robust against the variation of ε than the jet-level ones. For
J1, J2 and J3 classifiers, the precision is improved by 8.7% ∼ 9.4% as ε decreases from its
baseline value to 0.1, and degraded by 28% ∼ 30% as ε increases to 2. As a comparison,
the precision is improved by 5.3% and degraded by 21% ∼ 26% in these two cases for E1
and E2 classifiers. But, no matter for which classifier, the conclusion reached on its perfor-
mance has not been qualitatively changed. Additionally, in this study we incorporate the
FW moments HEE;l≤50 for J2 and J3 classifiers and image each event at a 50× 50 gridded
θ−φ plane in the E1- and E2-based analyses. Both setups are not fully synchronized with
the baseline resolutions of the detector. The slightly worsening of detector granularity or
angular resolution thus could be absorbed by this uncertainty-tolerant space. A combi-
nation of these justifies the robustness of these classifiers against the detector resolutions.
Beyond this, we test the robustness of these classifiers also by simulating the testing data
with the IDEA template [57]. This FCC-ee detector benchmark differentiates itself from
the CEPC one mainly by their calorimeter resolutions. The IDEA has an ECAL resolution
of 0.11
√
E and an HCAL resolution of 0.30
√
E at leading order, in comparison to 0.20
√
E
and 0.60
√
E of the CEPC detector template, respectvely. Also, the IDEA calorimeter gran-
ularity is higher than that of the CEPC HCAL and slightly lower than that of the CEPC
ECAL. The remaining performance of these two templates are more or less comparable.
The precisions yielded by applying J1, J2, J3, E1 and E2 classifiers to the IDEA data are
presented in Table 7 and Fig. 20 also. Compared to the CEPC outcomes, they are better,
but by no more than 5%, for the Γh measurements.
It is noteworthy that these discussions never mean that better detector resolutions do
not help much in improving the precision of measuring Γh. Recall, the detector granularity
determines the highest multipoles of the FW moments which can be effectively applied in
building J2 and J3 classifiers, and the largest pixels which can be legally used for construct-
ing E1 and E2 ones. Also, the classifiers should be trained using the data reprocessed at
the new resolution benchmark. But, exploring this is beyond the scope of this study.
Despite these tests, one uncertainty arising from the modeling of parton hadronization
could impact the performance of the constructed classifiers (especially E1 and E2). It is
known that the shower evolution is not simulated well in the cases such as gluon splitting
to heavy flavors, fragmentation functions as z → 1, etc. But, similar to J1, J2 and J3,
which rely on infrared- and collinear-safe quantities, E1 and E2 classifiers are based on
the images which by definition are infrared- and collinear-safe also. The finite resolution
and particle identity irrelevance of these event images grant them some level of immunity
to hadronization details. Additionally, the impact of this uncertainty for the image-based
classifiers have been studied in the context of jet classification [20, 42], by comparing
the classifier performance with the data simulated by different event generators (Pythia,
Herwig, Sherpa). One conclusion is that the light-quarks jets are less subject to this
uncertainty compared with gluon jets [20]. This might be also a sign of small impact of
this uncertainty for the Γh analysis, where only quark jets are relevant. At last, we would
bring it to the attention that the plenty of clean hadronic events produced at future e−e+
colliders may allow precisely matching data and simulation, and hence yield a suppression
to this uncertainty.
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5 Summary and Discussion
The e−e+ colliders, because of their clean QCD environment and absence of pileups, play
a leading role in advancing the precision frontier in particle physics. One such machine
of next generation is expected to push the precisions of measuring Higgs and electroweak
physics up to an unprecedented level. Yet, due to the dominance of the hadronic events
in data, many of their baseline precisions presented in documents involve analyzing the
kinematics of jets and hence are limited by the information deformation and loss in jet
clustering. We showed that this difficulty can be well-addressed by synergizing the event-
level information into the DNN-based data analysis. In relation to this, we introduced
a CMB-like observable scheme, where the event-level kinematics is encoded as the FW
moments at leading order and multi-spectra at higher orders. Then we developed a series
of jet-level (w/ and w/o the FW moments) and event-level binary classifiers, and analyzed
their sensitivity performance comparatively with two-jet and four-jet events. The general
conclusion is: the event-level classifiers perform better compared to the jet-level ones; but,
incorporating the FW moments into the jet-level classifiers can significantly reduce the
performance gap between them. As an application of such classifiers, we analyzed the
precision of measuring the SM Γh at e
−e+ colliders with the data of 5ab−1@240GeV. The
precisions obtained turned out to be significantly better than the baseline ones.
Yet, this is just an initial effort. We can immediately see several directions for future
explorations. First of all, we showed that with the classifiers developed we are able to
measure Γh with a precision of 1.9% (Method B
′, E2 classifiers), improving the baseline
ones (Method B) by a factor about 1.8. One natural question is if this precision can be
pushed to sub percent level in a similar collider operation scenario. After all, the precision
of measuring Γh is one of the most important indices to measure the physics capability
of a future Higgs factory. This could be possible. As was discussed in Sec. 4, σ(ZhW )
is one of the main intermediate quantities to determine the precision of measuring Γh in
both Method B and B′. In the CEPC analysis, the decay modes of Z → qq, l+l−, νν are
combined for the σ(ZhW ) measurement [14]. But, we exclusively focused on the Z → νν
mode in this study. A more complete analysis is necessary and important. Beyond that,
the SM Γh can be determined with four different methods at e
−e+ colliders, with the set
of six intermediate quantities in Eq. (4.9) being measured. One may consider properly
combining these methods, to yield an overall precision.
Secondly, this effort opens a new angle to evaluate the physics capability of the future
e−e+ colliders. We expect the developed strategies to be applied to many other hadronic
measurements. Such measurements include Higgs couplings and CP properties, electroweak
precision parameters, flavor physics, top physics, QCD parameters, etc. These applications
can be even extended to new physics searches via high-
√
s e−e+ collisions. To fully evaluate
the collider capability, one needs to pursue a comprehensive study on these aspects.
Thirdly, we expect that with the CMB-like observable scheme the kinematic informa-
tion lost at jet level can be systematically reconstructed. Here we tested only to what
extent the FW moments of energy, as part of the leading-order CMB-like observables, can
compensate for that. We have observed that the incorporation of these FW moments can
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greatly reduce the sensitivity gap between the jet-level and event-level classifiers in a general
context, but can not eliminate completely. It is thus interesting to explore if the existing
gap can be filled up by the FW moments not included in this study and the multi-spectra.
Taking a step further, we can leave the jet information out, and study comparatively the
classifier based on the CMB-like observables only and the one with the techniques of im-
age recognition. This will allow us to test the completeness of this CMB-like observable
scheme, and dissect the underlying physics of the event-level kinematics.
Last but not least, although the CMB-like observable scheme was introduced for an-
alyzing the data at e−e+ colliders, its application can be extended to, e.g., ep colliders,
LHC and even future hadron colliders. But, the FW-moments and multi-spectra could be
strongly smeared at such machines because of anisotropy of event four momentum, con-
tamination of pileups, etc. If these problems can be well addressed, we would expect the
CMB-like observable scheme to be a powerful tool as well in these collider scenarios. We
will leave this study and the others to a future work.
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A Event Response to Γh Classifiers
Figure 21. Response of the ZνhWlq (left), ZνhWqq (middle) and ννhh (right) and their respective
background events, to the binary classifiers.
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