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Abstract
In number theory, Waring’s problem (1770) asks whether for each natural number
k exists an associated positive integer s(k) such that every natural number is the
sum of at most s natural numbers to the power of k. The statement was proved by
Hilbert in 1909.
We present an overview of Hilbert-Waring theorem. First, we introduce the mo-
dern notation and find several lower and upper bounds using elementary methods.
Next, we offer a proof of the theorem based on Schnirelmann’s density. Finally, we
summarize the current state of the problem.
Resumen
En teor´ıa de nu´meros, el problema de Waring (1770) cuestiona si para cada
nu´mero natural k existe un entero positivo asociado s(k) tal que todo nu´mero
natural es la suma de s(k) o menos potencias k-e´simas naturales. Hilbert demostro´ la
veracidad del enunciado en 1909.
El presente trabajo ofrece un estudio del teorema de Hilbert-Waring. Introduci-
mos la notacio´n moderna y encontramos algunas cotas al problema mediante me´to-
dos elementales. Despue´s, ofrecemos una demostracio´n del teorema basada en la
densidad de Schnirelmann. Finalizamos la memoria revisando el estado actual del
problema.
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1. Introduccio´n
1.1. El problema histo´rico
En el an˜o 1770, en sus Meditationes Algebraicae, el matema´tico Edward Waring
introduce el siguiente resultado:
Todo entero positivo es la suma de cuatro cuadrados, nueve cubos, diecinueve
potencias cuartas, y as´ı sucesivamente.
De esta manera, Waring propone la existencia de un nu´mero, s(k), tal que cual-
quier entero positivo es la suma de s(k) potencias k-e´simas. Aun as´ı, no ofrece
ninguna demostracio´n del resultado, y hubo que esperar hasta 1909 para que Hil-
bert aportara la primera prueba de la existencia de s(k), conformando el teorema
de Hilbert-Waring.
El problema, y sus decenas de variantes, se han convertido en un cla´sico dentro de
la teor´ıa de nu´meros, no solo por demostrar la existencia de s(k), sino por calcular
tambie´n su valor exacto. En este trabajo, fieles a la propuesta original de Waring,
estudiaremos el siguiente problema:
Problema 1.1 (de Waring). Sea k un entero positivo. Buscamos saber si existe un
nu´mero s(k) tal que, para todo n > 0, la ecuacio´n
n = xk1 + x
k
2 + · · ·+ xks(k) xi > 0 (1.1)
es resoluble siempre con enteros, xi.
1.2. Los nu´meros g(k) y G(k)
Definicio´n 1.2. Denotamos con g(k) al entero s(k) ma´s pequen˜o que hace resoluble
la ecuacio´n (1.1) para cualquier n.
Segu´n el enunciado original de Waring, tendr´ıamos g(2) = 4, g(3) = 9, g(4) = 19
y, en general, g(k) <∞, como acabaremos demostrando en esta memoria.
Existe otro nu´mero muy u´til a la hora de estudiar el problema:
Definicio´n 1.3. Denotamos con G(k) al entero s(k) ma´s pequen˜o que hace resoluble
la ecuacio´n (1.1) para cualquier n suficientemente grande.
Pongamos de ejemplo el caso k = 3. Hoy sabemos que todo natural se puede
expresar como suma de g(3) = 9 cubos o menos. Pero solo hay dos nu´meros que
precisan tantos cubos: el 23 = 2 · 23 + 7 · 13 y el 239 = 2 · 43 + 4 · 33 + 3 · 13. El resto
de naturales se puede escribir como suma de ocho cubos o menos. Adema´s, solo 15
nu´meros necesitan ochos cubos en su descomposicio´n, siendo el mayor de ellos el
454. Es decir, cualquier entero por encima de 455 se puede escribir como suma de
siete cubos.
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Ve´ase, entonces, que g(k) no es siempre el nu´mero ma´s representativo del pro-
blema. En ciertas ocasiones conviene resolver el problema para la mayor´ıa de los
nu´meros, admitiendo algunas excepciones finitas.
Cabe destacar, adema´s, que G(k) 6 g(k) para cualquier valor de k.
1.3. Cotas inferiores del problema
Los me´todos para calcular el valor de g(k) y G(k) se han basado, desde el primer
momento, en acotaciones con mayor o menor grado de precisio´n. Acotar superior-
mente el valor g(k) resolver´ıa directamente nuestro problema, pero esta resulta ser
una tarea sumamente complicada, que debe ser estudiada por separado para cada
valor de k. Las cotas inferiores, por otro lado, s´ı que pueden estudiarse para valores
gene´ricos de k.
Teorema 1.4. Si [x] representa la parte entera de x, entonces
g(k) > 2k +
[(
3
2
)k]
− 2.
Demostracio´n. Sea q =
[(
3
2
)k]
y sea n = 2kq − 1. Observamos que n < 3k, lo que
implica que n solo podra´ escribirse como suma de potencias 1k y 2k. La descompo-
sicio´n con menos te´rminos sera´
n = (q − 1)2k + (2k − 1)1k,
que requiere 2k + q − 2 potencias k-e´simas. En conclusio´n, g(k) > 2k + q − 2. 
A partir de este resultado, podemos dar algunas cotas inferiores de g(k):
g(2) > 4 g(3) > 9 g(4) > 19 g(5) > 37.
El ra´pido crecimiento de g(k), como sugiere la demostracio´n, se debe a la dificultad
de escribir los nu´meros pequen˜os como suma de potencias k-e´simas.
Teorema 1.5. Si k > 2, se cumple G(k) > k + 1.
Demostracio´n. Sea A(N) el nu´mero de enteros positivos menores que N que se
pueden expresar como
xk1 + x
k
2 + · · ·+ xkk, xi > 0. (1.2)
Suponemos que los enteros xi esta´n ordenados de tal manera que
0 6 x1 6 · · · 6 xk 6
[
N
1
k
]
.
Observamos que A(N) no puede exceder el nu´mero de soluciones de este conjunto
de desigualdades, es decir,
A(N) 6
[N1/k]∑
xk=0
xk∑
xk−1=0
xk−1∑
xk−2=0
· · ·
x2∑
x1=0
1,
2
y un me´todo inductivo permite calcular el valor de los sumatorios, B(N).
B(N) =
1
k!
k∏
n=1
(
[N1/k] + n
)
.
Para grandes valores de N , se cumple
B(N) ∼ N
k!
<
2
3
N,
lo que termina por concluir que A(N) < 2
3
N . Este resultado muestra que, para
valores grandes de N , los A(N) nu´meros involucrados en la ecuacio´n (1.2) no pueden
incluir todos los enteros menores que N . Por tanto,
G(k) > k + 1.

Podemos mejorar esta u´ltima acotacio´n para ciertos valores de k, empleando un
ana´lisis de los residuos modulares.
Teorema 1.6. Si m > 2, entonces G(2m) > 2m+2.
Demostracio´n. Sea k = 2m. Para m > 2 tendremos 2m > m+ 2.
Si x es par, entonces satisface
x2
m ≡ 0 (mo´d 2m+2).
Si x es impar, entonces satisface
x2
m
= (1 + 2n)2
m ≡ 1 + 2m+1n+ 2m+1(2m − 1)n2 ≡ 1− 2m+1n(n+ 1)
≡ 1 (mo´d 2m+2).
En cualquier caso, x2
m ≡ 0 o 1 (mo´d 2m+2), lo que implica que los nu´meros de
la forma x ≡ −1 (mo´d 2m+2) necesitan un mı´nimo de 2m+2 − 1 potencias k-e´simas
para ser escritos. Pero todav´ıa podemos mejorar la cota.
Supongamos m = 2. En este caso obtenemos x4 ≡ 0 o 1 (mo´d 16), de lo que
se deduce que los nu´meros de la forma 16n+ 15 requieren al menos 15 bicuadrados
para ser escritos. Adema´s, si 16n es la suma de 15 bicuadrados o menos, cada uno
de ellos debe ser mu´ltiplo de 16. As´ı pues,
16n =
15∑
i=1
x4i =
15∑
i=1
(2yi)
4 =⇒ n =
15∑
i=1
y4i .
En s´ıntesis, si 16n es suma de 15 o menos bicuadrados, n tambie´n lo sera´. Puesto
que 31 no se puede escribir como suma de 15 o menos potencias cuartas, los nu´meros
de la forma 16q · 31 tampoco podra´n, para cualquier q.
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Supongamos m > 2. Consideremos n un nu´mero impar y supongamos que
2m+2n es la suma de 22
m−1 o menos potencias k-e´simas. Cada una de estas potencias
debe ser par, debido a los residuos x2
m ≡ 0 o 1 (mo´d 2m+2), y, en consecuencia, cada
una tambie´n sera´ divisible por 2k. Se deduce entonces que 2k−m−2 | n, as´ı que n es
par, en contradiccio´n con nuestra suposicio´n inicial.
Por lo tanto, G(k) > 2m+2.

Teorema 1.7. Para m > 2, G(3 · 2m) > 2m+2.
Demostracio´n. A partir del teorema anterior, advirtiendo que
G(3 · 2m) > G(2m) > 2m+2.

Teorema 1.8. Si p > 2 y m > 0, entonces G (pm(p− 1)) > pm+1.
Demostracio´n. Sea k = pm(p − 1). Bajo las condiciones del enunciado, tendremos
m+ 1 6 3m < k. Adema´s, si p | x,
xk ≡ 0 (mo´d pm+1).
Y si p6 |x,
xk = xp
m(p−1) ≡ 1 (mo´d pm+1),
segu´n el teorema de Euler-Fermat. Supongamos que pm+1n, con p 6 |n, es la suma
de pm+1 − 1 potencias k-e´simas o menos. Entonces cada una de ellas deber´ıa ser
divisible por pm+1, y entonces por pk. As´ı pues, pk | pm+1n, lo que es imposible. Se
concluye que G(k) > pm+1. 
Teorema 1.9. Si p > 2 y m > 0, entonces G
(
1
2
pm(p− 1)) > 1
2
(pm+1 − 1).
Demostracio´n. Se satisface k = 1
2
pm(p−1) > pm > m+1, excepto en el caso trivial
p = 3, m = 0 y k = 1. Adema´s, si p | x,
xk ≡ 0 (mo´d pm+1).
Y, si p6 |x, entonces
x2k ≡ 1 (mo´d pm+1)
por el teorema de Euler-Fermat. En este caso, pm+1 | (x2k − 1), es decir,
pm+1 | (xk − 1)(xk + 1).
Dado que p > 2, p no puede dividir xk − 1 y xk + 1 a la vez, y solo uno de estos
sera´ divisible por pm+1. Se deduce que
xk ≡ −1, 0, o 1 (mo´d pm+1)
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para cualquier valor de x, lo que implica que los nu´meros de la forma
pm+1n± 1
2
(pm+1 − 1)
requieren al menos 1
2
(pm+1 − 1) potencias k-e´simas para ser escritos.

A modo de conclusio´n, resumimos las cotas inferiores de G(k) en el siguiente
teorema.
Teorema 1.10. G(k) tiene las siguientes cotas inferiores:
i. 2m+2, si k es 2m o 3 · 2m con m > 2.
ii. pm+1, si k = pm(p− 1) con p > 2.
iii. 1
2
(pm+1 − 1), si k = 1
2
pm(p− 1) con p > 2.
iv. k + 1, en cualquier caso.
Estas son las mejores cotas inferiores conocidas para G(k). Puede comprobarse
que ninguna de ellas excede 4k, as´ı que las cotas de G(k) son mucho ma´s pequen˜as
que las cotas de g(k), para valores grandes de k. Esto se debe, como ya hab´ıamos re-
marcado, a la dificultad de representar nu´meros pequen˜os como potencias k-e´simas.
Esta dificultad puede obviarse a la hora de calcular G(k), lo que reduce significati-
vamente la cota.
Cerramos la seccio´n con un ejemplo ilustrativo del teorema 1.10. En ocasiones
podemos expresar k de maneras distintas dentro del teorema. Por ejemplo,
6 = 31(3− 1) = 71 − 1 = 1
2
(13− 1),
lo que nos deja con las cotas
32 = 9, 71 = 7,
1
2
(13− 1) = 6, 6 + 1 = 7.
De todas ellas, la ma´s fuerte es la primera, aunque presenta un valor muy por debajo
del esperado para g(6).
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2. Casos particulares del problema
2.1. El teorema de los cuatro cuadrados
Nuestra primera aproximacio´n al problema de Waring sera´ estudiar el caso k = 2.
Los antecedentes se remontan a 1770, an˜o en que Lagrange demuestra el teorema
de los cuatro cuadrados. En esta memoria ampliaremos el resultado de Lagrange,
hasta demostrar que
g(2) = G(2) = 4.
En primer lugar, introducimos el teorema que da nombre a la seccio´n.
Teorema 2.1 (Lagrange). Todo nu´mero natural es suma de cuatro cuadrados.
La demostracio´n que ofrecemos aqu´ı consta de dos partes. Para la primera, basta
advertir que:
Teorema 2.2. El producto de dos nu´meros expresables como suma de cuatro cua-
drados es, tambie´n, expresable como suma de cuatro cuadrados.
Demostracio´n. A partir de la identidad de los cuatro cuadrados de Euler,
(x21 + x
2
2 + x
2
3 + x
2
4)(y
2
1 + y
2
2 + y
2
3 + y
4
4)
= (x1y1 + x2y2 + x3y3 + x4y4)
2 + (x1y2 − x2y1 + x3y4 − x4y3)2
+ (x1y3 − x3y1 + x4y2 − x2y4)2 + (x1y4 − x4y1 + x2y3 − x3y2)2.

Con este resultado, la demostracio´n de teorema de Lagrange se reduce a de-
mostrar que todos los nu´meros primos admiten una descomposicio´n como suma de
cuatro cuadrados. Para ello, introducimos algunos lemas.
Lema 2.3. Sea p un primo impar. Los nu´meros 12, 22, 32, ...,
(
1
2
(p− 1))2 son
todos incongruentes mo´dulo p.
Demostracio´n. Si se cumpliera a2 ≡ b2 (mo´d p), tendr´ıamos a ≡ b (mo´d p) o bien
a ≡ −b (mo´d p). Los nu´meros del enunciado no pueden cumplir ninguna de estas
relaciones. 
Lema 2.4. Sea p un primo impar. Existen enteros x e y tales que 1+x2+y2 = mp,
con 0 < m < p.
Demostracio´n. En virtud del lema 2.3, los conjuntos A =
{
x2 | 0 6 x 6 1
2
(p− 1)} y
B =
{−1− y2 | 0 6 y 6 1
2
(p− 1)} esta´n formados, cada uno, por 1
2
(p+1) elementos
incongruentes entre s´ı. Puesto que solo hay p restos distintos (mo´d p), existira´ una
pareja de elementos, a ∈ A y b ∈ B, congruente mo´dulo p. Es decir, existen x e y
que cumplen:
x2 ≡ −1− y2 (mo´d p) ⇐⇒ x2 + y2 + 1 = mp.
Adema´s, 0 < 1 + x2 + y2 < 1 + 2(1
2
p)2 < p2, lo que prueba que 0 < m < p. 
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Teorema 2.5. Todo nu´mero primo es la suma de cuatro cuadrados.
Demostracio´n. Puesto que 2 = 12 + 12 + 02 + 02, consideraremos p > 2.
Del lema 2.4 se deduce que existe un mu´ltiplo de p tal que
mp = x21 + x
2
2 + x
2
3 + x
2
4, (2.1)
con 0 < m < p y x1, x2, x3, x4 no todos divisibles por p. Procedemos a demostrar
que el m ma´s pequen˜o que cumple esta propiedad es m = 1.
Sea m0p el mu´ltiplo de p ma´s pequen˜o que satisface (2.1). Si m0 = 1, la demos-
tracio´n esta´ acabada. Consideramos 1 < m0 < p.
Si m0 es par, entonces x1+x2+x3+x4 es par. Esto da lugar a tres posibilidades:
que todos los xi sean pares, que todos los xi sean impares o que haya dos pares y
dos impares. En este u´ltimo caso, podemos suponer que x1 y x2 son pares y que
x3 y x4 son impares, sin pe´rdida de generalidad. Y en cualquiera de los tres casos,
x1 + x2, x1 − x2, x3 + x4 y x3 − x4 son todos pares.
Si tomamos(
x1 + x2
2
)2
+
(
x1 − x2
2
)2
+
(
x3 + x4
2
)2
+
(
x3 − x4
2
)2
=
1
2
m0p,
podemos comprobar que 1
2
m0p se puede escribir como suma de cuatro cuadrados,
no todos divisibles divisibles por p (ya que x1, x2, x3 y x4 no son todos divisibles
por p). Como esto contradice nuestra definicio´n de m0, se deduce que m0 debe ser
impar.
Observamos que x1, x2, x3 y x4 no son todos divisibles por m0, pues esto impli-
car´ıa
m20 | m0p =⇒ m0 | p,
lo que es absurdo. As´ı que m0 es impar, y al menos 3.
Podemos elegir, adema´s, b1, b2, b3 y b4 de tal manera que los enteros
yi = xi − bim0 (i = 1, 2, 3, 4)
satisfagan
|yi| < 1
2
m0, y
2
1 + y
2
2 + y
2
3 + y
2
4 > 0.
En ese caso,
0 < y21 + y
2
2 + y
2
3 + y
2
4 < 4
(
1
2
m0
)2
= m20,
y, por la definicio´n de los yi,
y21 + y
2
2 + y
2
3 + y
2
4 ≡ 0 (mo´d m0).
Tenemos entonces que:
x21 + x
2
2 + x
2
3 + x
2
4 = m0p (0 < m0 < p),
y21 + y
2
2 + y
2
3 + y
2
4 = m1m0 (0 < m1 < m0).
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Al multiplicar estas u´ltimas expresiones entre s´ı, con la fo´rmula introducida en
la proposicio´n 2.2, llegamos a m20m1p = z
2
1 + z
2
2 + z
2
3 + z
2
4 . No obstante,
z1 =
∑
xiyi =
∑
xi(xi − bim0) ≡
∑
x2i ≡ 0 (mo´d m0),
y un razonamiento similar permite afirmar que z2, z3 y z4 son todos divisibles por
m0. Si escribimos zi = m0ti, con i = 1, 2, 3, 4, llegamos a
m1p = t
2
1 + t
2
2 + t
2
3 + t
2
4.
Este resultado contradice la definicio´n de m0, ya que m1 < m0. En conclusio´n, la
u´nica posibilidad es m0 = 1. 
Teorema 2.6. Se tiene g(2) = G(2) = 4.
Demostracio´n. El teorema de Lagrange queda probado con los teoremas 2.2 y 2.5.
Podemos afirmar entonces que todo nu´mero natural se puede escribir como la suma
de cuatro cuadrados o menos, G(2) 6 g(2) 6 4.
Por otro lado,
(2m)2 ≡ 0 (mo´d 4), (2m+ 1)2 ≡ 1 (mo´d 8),
lo que nos deja con x2 ≡ 0, 1, o 4 (mo´d 8). De aqu´ı se deduce que la ecuacio´n
x2 + y2 + z2 ≡ 7 (mo´d 8) no tiene soluciones enteras, o lo que es lo mismo, los
nu´meros de la forma 8m+7 no se pueden representar como suma de tres cuadrados.
En ese caso,
G(2) = g(2) = 4.

En referencia al problema de Waring, los valores de g(2) y G(2) siempre han sido
los ma´s estudiados y conocidos. Se han aportado demostraciones muy variadas de
su valor, algunas basadas en el me´todo del descenso infinito, otras en la norma de
los cuaterniones.
Se podr´ıa completar el resultado de Lagrange con el teorema de Legendre (1798),
que identifica los nu´meros que se pueden escribir como suma de solo tres cuadrados.
Y aunque queda fuera del objetivo de este trabajo, s´ı que ofrece una idea de la
atencio´n que ha recibido el caso k = 2 a lo largo de la historia.
Cabe destacar, adema´s, que el valor de g(2) coincide con la cota inferior del
teorema 1.4. Como veremos, este es un comportamiento habitual: el valor de g(k)
coincide con su cota mı´nima.
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Cuaterniones, otro enfoque al teorema de Lagrange
El resultado de los cuatro cuadrados de Lagrange, expuesto en la seccio´n anterior,
podr´ıa calificarse de puramente aritme´tico. No obstante, la suma de cuadrados es
un elemento recurrente en muchas ramas de la matema´tica, desde el teorema de
Pita´goras hasta la norma de un nu´mero complejo. Por eso no es de extran˜ar que,
aprovechando la estructura de la norma de los cuaterniones, una extensio´n de los
nu´meros complejos, podamos dar demostracio´n al teorema de Lagrange desde un
planteamiento radicalmente distinto.
Definicio´n 2.7. Se denominan cuaterniones los nu´meros de la forma
α = a0 + a1i+ a2j + a3k,
donde a0, a1, a2, a3 son nu´meros reales (las coordenadas de α) y i, j, k son ele-
mentos caracter´ısticos del sistema que satisfacen
i2 = j2 = k2 = ijk = −1.
A la hora de operar con cuaterniones, se dice que dos de ellos son iguales si sus
coordenadas son iguales. Por otro lado, la suma de cuaterniones mantiene las reglas
del a´lgebra habitual, es decir,
α + β = (a0 + a1i+ a2j + a3k) + (b0 + b1i+ b2j + b3k)
= (a0 + b0) + (a1 + b1)i+ (a2 + b2)j + (a3 + b3)k.
En cuanto al producto de cuaterniones, podemos decir que es asociativo y distri-
butivo, pero generalmente no conmutativo. A partir de la definicio´n 2.7 se establecen
las siguientes expresiones,
jk = i = −kj, ki = j = −ik, ij = k = −ji.
Por tanto, en general,
αβ = (a0 + a1i+ a2j + a3k)(b0 + b1i+ b2j + b3k)
= c0 + c1i+ c2j + c3k,
donde 
c0 = a0b0 − a1b1 − a2b2 − a3b3,
c1 = a0b1 + a1b0 + a2b3 − a3b2,
c2 = a0b2 − a1b3 + a2b0 + a3b1,
c3 = a0b3 + a1b2 − a2b1 + a3b0.
Quedan establecidas, por tanto, las expresiones de la suma y el producto de
cuaterniones. Por u´ltimo, cabe destacar el resultado particular
(a0 + a1i+ a2j + a3k)(a0 − a1i− a2j − a3k) = a20 + a21 + a22 + a23,
que utilizaremos posteriormente para definir la norma de un cuaternio´n. En ella se
puede observar la estructura cuadra´tica que impulsa esta demostracio´n.
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Definicio´n 2.8. Decimos que un cuaternio´n α es entero si todas sus coordenadas
son enteros o todas sus coordenadas son mu´ltiplos enteros impares de 1
2
(se dice
entonces que tiene coordenadas semienteras).
Puesto que ahora nos centramos en el estudio de los cuaterniones enteros, de
aqu´ı en adelante utilizaremos cuaternio´n o entero para referirnos a cuaternio´n en-
tero. Para evitar la ambigu¨edad, usaremos letras griegas para denotar los cuater-
niones, salvo que a1 = a2 = a3 = 0 y, entonces, α = a0.
Definicio´n 2.9. El cuaternio´n α¯ = a0 − a1i− a2j − a3k se denomina el conjugado
de α = a0 + a1i+ a2j + a3k.
Definicio´n 2.10. Se define la norma de un cuaternio´n α, N(α), como
N(α) = αα¯ = a20 + a
2
1 + a
2
2 + a
2
3.
Diremos que un cuaternio´n entero es par o impar segu´n si N(α) es par o impar.
Es fa´cil comprobar que la norma de un cuaternio´n entero es un nu´mero entero,
lo que da sentido a la definicio´n. Adema´s, segu´n las reglas de la multiplicacio´n de
cuaterniones, se puede deducir que
αβ = β¯α¯,
y, entonces,
N(αβ) = αβ · αβ = αββ¯α¯ = α ·N(β) · α¯ = αα¯ ·N(β) = N(α)N(β)
Definicio´n 2.11. Cuando α 6= 0 definimos el inverso de α como
α−1 =
α¯
N(α)
.
Se cumple entonces que αα−1 = α−1α = 1. Si tanto α como α−1 son enteros, se
dice que α es una unidad, y escribiremos α = ε.
Dado que εε−1 = 1, tendremos que N(ε)N(ε−1) = 1 y, por tanto, N(ε) = 1.
Por otro lado, si α es entero y N(α) = 1, entonces α−1 = α¯ es tambie´n entero,
as´ı que α es una unidad. Es decir, podr´ıamos haber definido una unidad de manera
equivalente como un cuaternio´n entero con norma 1.
Tomemos ahora una unidad, ε, con N(ε) = a20 + a
2
1 + a
2
2 + a
2
3 = 1. Si cada an,
con n = 0, 1, 2, 3, es un entero, se deduce que uno de los a2n debe ser 1 y el resto
de ellos 0. Si cada an es un semientero, se deduce que cada a
2
n debe ser
1
4
. Esto nos
deja con 24 posibles unidades:
±1, ± i, ± j, ± k, 1
2
(±1± i± j ± k).
Si escribimos
ρ =
1
2
(1 + i+ j + k),
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entonces cualquier cuaternio´n entero se puede expresar como
α = b0ρ+ b1i+ b2j + b3k,
donde b0, b1, b2 y b3 son enteros; y cualquier cuaternio´n escrito de esta forma es
entero. Adema´s, es fa´cil ver que la suma de dos cuaterniones enteros es entero y, a
partir de las expresiones para el producto de cuaterniones, podemos establecer que
ρ2 =
1
2
(−1 + i+ j + k) = ρ− 1,
ρi =
1
2
(−1 + i+ j − k) = −ρ+ i+ j,
iρ =
1
2
(−1 + i− j + k) = −ρ+ i+ k,
con expresiones similares de ρj, jρ, etce´tera. Como todos estos productos son ente-
ros, podemos concluir que el producto de dos cuaterniones enteros es entero.
Definicio´n 2.12. Si ε es una unidad, entonces αε se denomina asociado de α.
Se deduce ra´pidamente que los asociados de un cuaternio´n tienen la misma norma
que el original. Adema´s, si α es entero, sus asociados tambie´n lo sera´n.
Definicio´n 2.13. Sea γ = αβ. Se dice entonces que α es un divisor de γ por la
izquierda y que β es un divisor por la derecha. Si α = a0 o bien β = b0, entonces
αβ = βα y la distincio´n de izquierda o derecha es innecesaria.
Una vez visto que el producto de cuaterniones enteros es entero, y aclarados los
conceptos de unidad y divisor, estamos en condiciones de establecer un algoritmo
de divisio´n de cuaterniones. Sera´n necesarios un par de resultados previos.
Teorema 2.14. Si α es un cuaternio´n entero, entonces al menos uno de sus aso-
ciados tiene coordenadas enteras. Si α es impar, entonces al menos uno de sus
asociados tiene coordenadas no enteras.
Demostracio´n. Si las coordenadas de α no son enteras, podemos escoger los signos
adecuadamente para que
α = (b0 + b1i+ b2j + b3k) +
1
2
(±1± i± j ± k) = β + γ,
donde b0, b1, b2 y b3 son pares. Cualquier asociado de β tiene coordenadas enteras y
γγ¯, un asociado de γ, es 1. Concluimos que αγ¯, un asociado de α, tiene coordenadas
enteras.
Si α es impar y tiene coordenadas enteras, entonces
α = (b0 + b1i+ b2j + b3k) + (c0 + c1i+ c2j + c3k) = β + γ,
donde b0, b1, b2 y b3 son pares y cada c0, c1, c2, c3 es 0 o 1. Como N(α) es impar,
entonces o solo un ci es 1, o hay tres ci que son 1. Cualquier asociado de β tiene
coordenadas enteras, as´ı que basta comprobar que cada uno de los cuaterniones
1, i, j, k, 1 + i+ j, 1 + i+ k, 1 + j + k, i+ j + k
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tiene un asociado con coordenadas no enteras. Esto se puede verificar de manera
sencilla. Por ejemplo, si γ = i, entonces ρi no tiene coordenadas enteras. Y la
demostracio´n es ana´loga para j y k. Si γ = 1 + i+ j, entonces
γ = 1 + j + k = (1 + i+ j + k)− i = λ+ µ,
y, entonces,
λε = λ · 1
2
(1− i− j − k) = 2
y las coordenadas de µε no son enteras. La demostracio´n es ana´loga para los dema´s
cuaterniones propuestos. 
Teorema 2.15. Si κ es un cuaternio´n entero, y m un entero positivo, entonces
existe un cuaternio´n entero λ tal que
N(κ−mλ) < m2
Demostracio´n. El caso m = 1 es trivial y podemos suponer m > 1. Escribimos
κ = a0ρ+ a1i+ a2j + a3k, λ = b0ρ+ b1i+ b2j + b3k,
donde an y bn, con n = 0, 1, 2, 3, son enteros. Las coordenadas de κ−mλ son
1
2
(a0 −mb0), 1
2
(a0 + 2b1 −m(b0 + 2b1)) ,
1
2
(a0 + 2a2 −m(b0 + 2b2)) , 1
2
(a0 + 2a3 −m(b0 + 2b3)) .
Podemos escoger b0, b1, b2 y b3 sucesivamente para que estas coordenadas no excedan
1
4
m, 1
2
m, 1
2
m y 1
2
m. En ese caso,
N(κ−mλ) 6 1
16
m2 + 3 · 1
4
m2 < m2

Teorema 2.16. Si α y β son cuaterniones enteros, y β 6= 0, entonces existen
cuaterniones enteros λ y γ tales que
α = λβ + γ, N(γ) < N(β).
Demostracio´n. Tomamos κ = αβ¯ y m = ββ¯ = N(β), y determinamos λ segu´n el
teorema 2.15. Entonces tenemos que
(α− λβ)β¯ = κ− λm = κ−mλ,
y, tomando la norma,
N(α− λβ)N(β¯) = N(κ−mλ) < m2.
En conclusio´n,
N(γ) = N(α− λβ) < m = N(β).

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El siguiente paso lo´gico en el desarrollo de una teor´ıa de divisibilidad sera´ de-
mostrar la existencia y unicidad del ma´ximo comu´n divisor entre dos cuaterniones.
Este resultado podra´ utilizarse posteriormente para construir un algoritmo de Eu-
clides, en virtud del teorema 2.16. No obstante, hay que matizar que, al carecer de
estructura conmutativa, se impone la necesidad de distinguir entre ma´ximo comu´n
divisor por la derecha o por la izquierda.
Definicio´n 2.17. Decimos que dos cuaterniones α y β tienen un ma´ximo comu´n
divisor por la derecha δ si (i) δ es un divisor por la derecha de α, y (ii) todo divisor
por la derecha de α y β es divisor por la derecha de δ.
Definicio´n 2.18. Un conjunto de cuaterniones enteros S, con al menos un ele-
mento distinto de 0, se denomina ideal por la derecha si satisface:
1. Si α ∈ S y β ∈ S, entonces α± β ∈ S,
2. Si α ∈ S, entonces λα ∈ S para cualquier cuaternio´n λ.
Definicio´n 2.19. Sea δ un cuaternio´n entero. El conjunto S = (λδ), formado por
todos los mu´ltiplos por la izquierda de δ por cuaterniones enteros λ, es un ideal
derecho. Se denomina ideal principal por la derecha.
Teorema 2.20. Todo ideal por la derecha es un ideal principal por la derecha.
Demostracio´n. De todos los elementos no nulos de S tomamos uno que tenga la
norma mı´nima, δ. Si γ ∈ S y N(γ) < N(δ), entonces γ = 0.
Si α ∈ S, entonces α − λδ ∈ S, para cualquier cuaternio´n entero λ, por la
definio´n de ideal por la derecha. Por el teorema 2.16, podemos escoger λ tal que
N(γ) = N(α − λδ) < N(δ). En ese caso, γ = 0 y α = λδ, y S resulta ser el ideal
principal por la derecha (λδ). 
Teorema 2.21. Dos cuaterniones enteros α y β, no ambos nulos, tienen un ma´ximo
comu´n divisor por la derecha δ, que es u´nico excepto por un factor unitario por la
izquierda. Adema´s, podemos expresarlo como
δ = µα + νβ, (2.2)
donde µ y ν son cuaterniones enteros.
Demostracio´n. El conjunto S de todos los cuaterniones de la forma µα+ νβ es un
ideal por la derecha que, por el teorema 2.20, es un ideal principal por la derecha
formado por todos los mu´ltiplos λδ de un cierto δ. Dado que δ ∈ S, entonces δ se
puede escribir de la forma (2.2). Adema´s, como S incluye a α y β, δ es un divisor
por la derecha comu´n a α y β; y cada divisor comu´n a α y β es un divisor por la
derecha de cada miembro de S, y tambie´n de δ. As´ı pues, δ es el ma´ximo comu´n
divisor por la derecha de α y β.
Finalmente, si δ y δ′ satisfacen las condiciones del enunciado, entonces δ′ = λδ
y δ = λ′δ′, donde λ y λ′ son cuaterniones enteros. En ese caso, δ = λλ′δ, as´ı que
λλ′ = 1 y λ y λ′ son unidades. 
13
Si resultara que el ma´ximo comu´n divisor por la derecha δ es una unidad, ε,
entonces cada ma´ximo comu´n divisor por la derecha de α y β ser´ıa una unidad. En
ese caso,
µ′α + ν ′β = ε,
para algu´n µ′ y ν ′; y
(ε−1µ′)α + (ε−1ν ′)β = 1,
as´ı que
µα + νβ = 1 (2.3)
para algunos cuaterniones enteros µ y ν. En ese caso, escribir´ıamos
(α, β)d = 1. (2.4)
Todos los resultados anteriores podr´ıan desarrollarse de manera ana´loga para
obtener una teor´ıa similar con el ma´ximo comu´n divisor por la izquierda. Dicha
teor´ıa no es estrictamente necesaria para nuestro objetivo.
Si α y β tienen un divisor comu´n por la derecha δ, no una unidad, entonces
N(α) y N(β) tienen un divisor comu´n N(δ) > 1. Hay un caso importante donde el
rec´ıproco tambie´n es cierto.
Teorema 2.22. Si α es un cuaternio´n entero y β = m un entero positivo, una
condicio´n necesaria y suficiente para que (α, β)d = 1 es que (N(α), N(β)) = 1, o
equivalentemente, que (N(α),m) = 1.
Demostracio´n. Si tenemos (α, β)d = 1, entonces la forma (2.3) es cierta para algu´n
µ y ν. As´ı pues,
N(µα) = N(1− νβ) = (1−mν)(1−mν¯),
N(µ)N(α) = 1−mν −mν¯ + n2N(ν),
y N(α,m) divide cada te´rmino de la ecuacio´n salvo al 1. As´ı pues, (N(α),m) = 1.
Como N(β) = m2, las dos formas de la condicio´n del enunciado son equivalentes.

Definicio´n 2.23. Un cuaternio´n entero pi, que no sea una unidad, es primo si sus
u´nicos divisores son las unidades y sus asociados. Es decir, si pi = αβ, entonces o
α o β es una unidad.
A partir de esta definicio´n podemos observar que todos los asociados de un
cuaternio´n primo son primos. Y si pi = αβ, entonces N(pi) = N(α)N(β), lo que
implica que pi es primo si N(pi) es un nu´mero primo. El rec´ıproco de esta afirmacio´n
tambie´n es cierto, aunque la demostracio´n es un poco ma´s elaborada. Necesitamos,
primero, un resultado previo.
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Teorema 2.24. Un nu´mero primo no puede ser un cuaternio´n primo.
Demostracio´n. Puesto que
2 = (1 + i)(1− i),
tenemos que 2 no es un cuaternio´n primo. Podemos suponer, entonces, p impar.
Por el lema 2.4, existen enteros r y s tales que
0 < r < p, 0 < s < p, 1 + r2 + s2 ≡ 0 (mo´d p).
Si consideramos α = 1 + sj − rk, entonces
N(α) = 1 + r2 + s2 ≡ 0 (mo´d p),
y se tiene (N(α), p) > 1. Se deduce, por el teorema 2.22, que α y p tienen un divisor
comu´n por la derecha, δ, que no es una unidad. Si
α = δ1δ, p = δ2δ,
entonces δ2 no es una unidad. Si lo fuera, δ ser´ıa un asociado de p, y en ese caso p
dividir´ıa todas las coordenadas de
α = δ1δ = δ1δ
−1
2 p,
y, en particular, dividir´ıa a 1. As´ı pues, p = δ2δ, donde ni δ, ni δ2 son unidades,
as´ı que p no es primo. 
Teorema 2.25. Un cuaternio´n entero pi es primo si y solo si N(pi) es un nu´mero
primo.
Demostracio´n. Como ya hemos comentado, si pi = αβ, entoncesN(pi) = N(α)N(β),
lo que implica que pi es primo si N(pi) es un nu´mero primo.
Supongamos ahora que pi es primo y p un nu´mero primo divisor de N(pi). Por el
teorema 2.22, pi y p tienen un divisor comu´n por la derecha, pi′, que no es una unidad.
Como pi es primo, pi′ es un asociado de pi, y N(pi′) = N(pi). Adema´s, p = λpi′, donde
λ es entero; y p2 = N(λ)N(pi′) = N(λ)N(pi), as´ı que N(λ) es o bien 1, o bien p. Si
ocurriera N(λ) = 1, p ser´ıa un asociado de pi′ y pi, y tambie´n un cuaternio´n primo,
lo que resulta imposible. As´ı que N(pi) = p, un nu´mero primo. 
Aqu´ı finaliza nuestro estudio de la factorizacio´n de cuaterniones. Con estos re-
sultados es sencillo demostrar el teorema de Lagrange. La clave, como observamos
en el teorema 2.2, resid´ıa en demostrar que todo nu´mero primo se puede escribir
como suma de cuatro cuadrados. Gracias a los cuaterniones, sabemos que si p es un
nu´mero primo, entonces p = λpi, donde N(λ) = N(pi) = p. Si pi tiene coordenadas
enteras a0, a1, a2 y a3, entonces
p = N(pi) = a20 + a
2
1 + a
2
2 + a
2
3.
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Si pi no tuviera coordenadas enteras, entonces, por el teorema 2.14, existe un aso-
ciado pi′ de pi que tiene coordenadas enteras. Se llega a la misma conclusio´n que
antes, pues
p = N(pi) = N(pi′).
Podr´ıamos continuar desarrollando esta seccio´n hasta obtener un estudio com-
pleto de la factorizacio´n de cuaterniones. Estos resultados conducen, por ejemplo, a
calcular cua´ntas maneras distintas hay de representar un entero positivo como suma
de cuatro cuadrados. Tambie´n existen algunos ejemplos ma´s inmediatos, como el
siguiente.
Teorema 2.26. Si p es un primo impar, entonces 4p es la suma de cuatro cuadrados
de enteros impares.
Demostracio´n. Tomamos p un primo impar, y escogemos un asociado pi′ de pi cuyas
coordenadas sean semienteros. Un asociado con estas caracter´ısticas existe, en virtud
del teorema 2.14. Entonces
p = N(pi) = N(pi′) =
(
b0 +
1
2
)2
+
(
b1 +
1
2
)2
+
(
b2 +
1
2
)2
+
(
b3 +
1
2
)2
,
con b0, b1, b2 y b3 enteros, y
4p = (2b0 + 1)
2 + (2b1 + 1)
2 + (2b2 + 1)
2 + (2b3 + 1)
2.

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2.2. El teorema de los nueve cubos
La existencia de G(3) y g(3) es ma´s complicada de probar debido, principalmente,
a que un cubo tambie´n puede ser negativo, hipo´tesis que no contempla el problema
original de Waring. Por ello, los me´todos elementales de acotacio´n no ofrecen tan
buenos resultados como los de la suma cuadrados. Presentamos, a continuacio´n,
algunos resultados.
Teorema 2.27. Se cumple G(3) 6 13.
Demostracio´n. Denotamos por Cs un nu´mero que es la suma de s cubos no nega-
tivos. Consideramos z ≡ 1 (mo´d 6) y el intervalo
Iz =
{
n ∈ N | φ(z) = 11z9 + (z3 + 1)3 + 125z3 6 n 6 14z9 = ψ(z)} . (2.5)
Para valores de z suficientemente grandes, se tiene que φ(z + 6) < ψ(z), as´ı que
los intervalos Iz se acaban solapando y todo n suficientemente grande pertenece a
algu´n Iz.
El siguiente paso es demostrar que todo n ∈ Iz se puede expresar como
n = N + 8z9 + 6mz3 , con N = C5 y 0 < m < z
6.
Para ello, definimos r, s y N como:
n ≡ 6r (mo´d z3) (1 6 r 6 z3),
n ≡ s+ 4 (mo´d 6) (0 6 s 6 5),
N = (r + 1)3 + (r − 1)3 + 2(z3 − r)3 + (sz)3.
De esta manera, N = C5 y
0 < N < (z3 + 1)3 + 3z9 + 125z3 = φ(z)− 8z9 6 n− 8z9,
as´ı que
8z9 < n−N < 14z9. (2.6)
Ahora, podemos observar que
N ≡ (r + 1)3 + (r − 1)3 − 2r3 = 6r ≡ n ≡ n− 8z9 (mo´d z3),
y dado que x3 ≡ x (mo´d 6) para todo x, tambie´n se cumple
N ≡ (r + 1) + (r − 1) + 2(z3 − r) + sz = 2z3 + sz
≡ (2 + s)z ≡ 2 + s ≡ n− 2
≡ n− 8 ≡ n− 8z9 (mo´d 6).
A partir de estas expresiones se deduce que n−N − 8z9 es mu´ltiplo de 6z3, lo que
permite escribir cualquier n ∈ Iz segu´n la expresio´n
n = N + 8z9 + 6mz3,
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con N = C5 y 0 < m < z
6, desigualdad que se desprende de (2.6). Adema´s, gracias
al teorema de Lagrange, podemos escribir m = x21 + x
2
2 + x
2
3 + x
2
4, con 0 6 xi < z3,
as´ı que
n = N + 8z9 + 6z3(x21 + x
2
2 + x
2
3 + x
2
4) = N +
4∑
i=1
[
(z3 + xi)
3 + (z3 − xi)3
]
= C5 + C8 = C13.

La existencia de g(3) se deduce como corolario del teorema anterior. En s´ıntesis,
la demostracio´n consiste acotar los nu´meros que no pertenecen a ninguno de los
intervalos Iz.
Corolario 2.28. Si n > 1025, entonces n = C13.
Demostracio´n. Comprobamos que los intervalos Iz definidos en (2.5) se solapan si
z > 373. Para ello, basta comprobar la veracidad de
φ(z + 6) 6 ψ(z) ⇐⇒ 11t9 + (t3 + 1)3 + 125t3 6 14(t− 6)9
⇐⇒ 14
(
1− 6
t
)9
> 12 + 3
t3
+
128
t6
+
1
t9
cuando t > 379. Se puede simplificar la expresio´n aplicando la desigualdad de
Bernoulli,
(1− α)m > 1−mα, con 0 < α < 1.
As´ı pues, si t > 6,
14
(
1− 54
t
)
> 12 + 3
t3
+
128
t6
+
1
t9
⇐⇒ 2(t− 7 · 54) > 3
t2
+
128
t5
+
1
t8
,
expresio´n que es claramente cierta si t > 7 · 54 + 1 = 379.
En conclusio´n, los intervalos Iz se solapan de z = 373 en adelante, y cualquier
n > 14 · 3739 pertenece a alguno de ellos. Esta cota de n es menor que 1025. 
El camino para acotar g(3) de manera eficiente termina por esclarecer el com-
portamiento de los enteros menores de 1025. En realidad, la existencia de g(3) ya
esta´ probada, pues todos los menores de 1025 se pueden escribir como la suma reite-
rada de 13, lo que arroja un resultado finito para g(3). Podemos, aun as´ı, mejorar
bastante la cota.
Lema 2.29. Los nu´meros menores que 40000 son suma de nueve cubos. En la
notacio´n habitual,
n = C9 (1 6 n 6 239), n = C8 (240 6 n 6 40000).
Demostracio´n. Evidencia computacional. De los nu´meros menores que 40000, solo
23 y 239 requieren nueve cubos. El resto solo necesita ocho. 
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Teorema 2.30. Se tiene g(3) 6 13.
Demostracio´n. Si consideramos N > 1 y m =
[
N
1
3
]
, entonces
N −m3 =
(
N
1
3
)3
−m3 6 3N 23
(
N
1
3 −m
)
< 3N
2
3 .
Tomamos ahora 240 6 n 6 1025, y escribimos n = 240 +N , con 0 6 N < 1025. En
ese caso,
N = m3 +N1, m =
[
N
1
3
]
, 0 6 N1 < 3N
2
3 ,
N1 = m
3
1 +N2, m1 =
[
N
1
3
1
]
, 0 6 N2 6 3N
2
3
1 ,
... ... ...
N4 = m
3
4 +N5, m4 =
[
N
1
3
4
]
, 0 6 N5 < 3N
2
3
4 .
Con esta descomposicio´n,
n = 240 +N = 240 +N5 +m
3 +m31 +m
3
2 +m
3
3 +m
3
4. (2.7)
Adema´s, se da la siguiente cadena de desigualdades.
0 6 N5 6 3N
2
3
4 6 3
(
3N
2
3
3
) 2
3 6 · · · < 3 · 3 23 · 3( 23)
2
· 3( 23)
3
· 3( 23)
4
·N( 23)
5
= 27
(
N
27
)( 23)5
< 27
(
1025
27
)( 23)5
< 35000.
As´ı pues, 240 6 240 + N5 < 35240 < 40000, lo que prueba que 240 + N5 es C8.
Esto, junto a la ecuacio´n (2.7), demuestra que todos los enteros positivos son suma
de trece cubos. 
El valor real de g(3) es 9, resultado que aporto´ Wieferich en 1909. La prueba
es ma´s complicada y precisa del teorema de Legendre, que establece cua´ndo un
nu´mero es representable como suma de tres cuadrados. En nuestra demostracio´n
utilizamos el teorema de los cuatro cuadrados, lo que nos da una cota ma´s imprecisa.
Destacamos, finalmente, que el valor de g(3) coincide con la cota proporcionada en
el teorema 1.4.
El valor de G(3) sigue siendo un problema abierto. En 1909, Landau estable-
cio´ que G(3) 6 8, resultado que completo´ Dickson en 1939, probando que los u´nicos
enteros que requieren nueve cubos son el 23 y el 239. Ma´s tarde se extendio´ el
resultado, demostrando que solo quince enteros necesitan ocho cubos en su descom-
posicio´n: 15, 22, 50, 114, 167, 175, 186, 212, 231, 238, 303, 364, 420, 428, y 454. A
d´ıa de hoy, el nu´mero ma´s grande que requiere siete cubos es 8042, pero se trata de
una evidencia computacional.
Los ca´lculos por ordenador apuntan hacia G(3) = 4 o G(3) = 5. A nivel teo´rico,
de G(3) solo tenemos una acotacio´n:
4 6 G(3) 6 7.
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2.3. Sumas de potencias ma´s grandes
La generalizacio´n del problema de Waring es muy complicada. La demostracio´n
de la existencia de g(k) y G(k) requiere un ana´lisis profundo, y el valor exacto de
G(k) solo se conoce para 2 y 4.
En este cap´ıtulo, daremos algunas acotaciones tradicionales. La mayor´ıa de ellas
ofrecen cotas poco precisas, pero mantienen su intere´s como demostraciones de
existencia.
Teorema 2.31. Existe g(4), y no sobrepasa 50.
Demostracio´n. Denotamos por Bs a un nu´mero que se puede escribir como suma
de s bicuadrados. A partir de la identidad
6(a2 + b2 + c2 + d2)2 = (a+ b)4 + (a− b)4 + (c+ d)4 + (c− d)4
+ (a+ c)4 + (a− c)4 + (b+ d)4 + (b− d)4
+ (a+ d)4 + (a− d)4 + (b+ c)4 + (b− c)4,
podemos observar que 6(a2 + b2 + c2 + d2)2 = B12. Aplicando el teorema de los
cuatro cuadrados de Lagrange, llegamos a que
6x2 = B12,
para cualquier x natural.
Ahora bien, podemos escribir cualquier entero positivo de la forma
n = 6N + r, con N > 0 y r = 0, 1, 2, 3, 4, o 5.
A partir del teorema de los cuatro cuadrados, cualquier n positivo se puede escribir
como
n = 6(x21 + x
2
2 + x
2
3 + x
2
4) + r.
As´ı pues,
n = B12 +B12 +B12 +B12 + r = B48 + r = B53,
ya que r se puede expresar como mucho con cinco 14 sumados, lo que implica que
g(4) existe y vale, como mucho, 53.
Se puede mejorar este resultado observando que cualquier n > 81 se puede
expresar como
n = 6N + t, con N > 0 y t = 0, 1, 2, 81, 16, o 17.
Estos valores de t mantienen las congruencias habituales mo´dulo 6, pero como
1 = 14, 2 = 14 + 14, 81 = 34, 16 = 24, 17 = 24 + 14,
se concluye que t = B2, lo que nos deja con n = B48 + B2 = B50 para cualquier
n > 81.
Se puede comprobar que n = B19 para cualquier n 6 80. De hecho, el u´nico
nu´mero que precisa 19 bicuadrados es 79 = 4 · 24 + 15 · 14. 
20
Cabe destacar que la acotacio´n de g(4) emplea los resultados conocidos para
g(2). Un ana´lisis similar permite deducir la existencia de g(6) y g(8) a partir de las
cotas para g(3) y g(4).
Teorema 2.32. g(6) existe, y no excede 2451.
Demostracio´n. El resultado se desprende de la identidad
60(a21 + a
2
2 + a
2
3 + a
2
4)
3 =
∑
i>j>k
(ai ± aj ± ak)6 + 2
∑
i>j
(ai ± aj)6 + 36
∑
i
a6i ,
donde la parte derecha contiene 16 + 2 · 12 + 36 · 4 = 184 potencias sextas. Puesto
que todo n es de la forma
n = 60N + r, con N > 0 y r = 0, 1, ..., 59,
y dado que
60N = 60
g(3)∑
i=1
X3i = 60
g(3)∑
i=1
(a2i + b
2
i + c
2
i + d
2
i )
3,
podemos deducir que todo nu´mero de la forma 60N es la suma de 184g(3) potencias
sextas. En ese caso, un n cualquiera es la suma de
184g(3) + r 6 184g(3) + 59
potencias sextas, lo que nos deja con
g(6) 6 184g(3)c+ 59 6 2451
segu´n la cota de g(3) encontrada en el cap´ıtulo anterior, g(3) 6 13. 
Teorema 2.33. g(8) existe, y no excede 42273.
Demostracio´n. En la identidad
(a21 + a
2
2 + a
2
3 + a
2
4)
4 = 6
∑
(a1 ± a2 ± a3 ± a4)8 +
∑
i>j>k
(2ai ± aj ± ak)8
+ 60
∑
i>j
(ai ± aj)8 + 6
∑
i
(2ai)
8,
la parte derecha contiene 6 ·8+48+60 ·12+6 ·4 = 840 potencias octavas. El mismo
razonamiento de antes permite decir que cualquier nu´mero de la forma 5040N es
suma de 840g(4) potencias octavas. Y puesto que cualquier nu´mero menor que 5039
es suma de, como mucho, 273 potencias octavas de 1 y 2 (de hecho, el nu´mero que
ma´s necesita es 4863 = 18 · 28 + 255 · 18), entonces
g(8) 6 840g(4) + 273 6 42273,
segu´n las cotas encontradas para g(4). 
Los valores encontrados en este cap´ıtulo distan de los valores reales para cada
g(k). Hoy sabemos que g(4) = 19, g(6) = 73 y g(8) = 279.
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2.4. Antecedentes para la generalizacio´n
Los me´todos aqu´ı recogidos dan idea de la dificultad para generalizar el problema
de Waring. El estudio de cada caso se ha realizado atendiendo siempre a propieda-
des de residuos modulares e identidades que relacionan sumas de potencias. No se
desprende ninguna generalizacio´n a partir de estas demostraciones.
La existencia de g(k) fue demostrada finalmente por Hilbert en 1909, da´ndole un
enfoque radicalmente distinto al de los me´todos elementales. Hasta ese momento,
otros ya hab´ıan demostrado la existencia de g(k) para los casos k = 2, 3, 4, 5, 6, 7, 8
y 10, aunque solo se conoc´ıa el valor exacto para k = 2 y 3. En la u´ltima seccio´n
del trabajo daremos un repaso histo´rico a las contribuciones del problema, haciendo
hincapie´ en su estado actual.
La demostracio´n que ofreceremos del teorema de Hilbert-Waring, no obstante,
sigue las l´ıneas generales de la proporcionada por Linnik [4] en 1943, con algunas
simplificaciones.
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3. El teorema de Hilbert-Waring
3.1. Densidad de Schnirelmann
Introducimos, como primera aproximacio´n a la demostracio´n del teorema, el
concepto de densidad de Schnirelmann, una herramienta sencilla pero cargada de
potencial. Como su nombre indica, la densidad mide co´mo de densa es una secuencia
de enteros, y ofrece resultados concluyentes en diversos teoremas de la teor´ıa de
nu´meros.
Definicio´n 3.1. Sea U un conjunto de enteros no negativos (y distintos). Denota-
mos por A(n) al nu´mero de enteros positivos en U que no exceden n; es decir
A(n) =
∑
16a6n
1, con a ∈ U .
Supongamos que existe un nu´mero positivo α tal que A(n) > αn para cada entero
positivo n. Decimos entonces que U tiene densidad positiva. El mayor α con esta
propiedad se denomina densidad de U .
Esta es la conocida como densidad de Schnirelmann. Como A(n) 6 n, se deduce
que α 6 1. Adema´s, si α = 1, entonces A(n) = n para todo n, as´ı que U debe
incluir todos los enteros positivos. Sintetizamos esta informacio´n en la siguiente
observacio´n.
Observacio´n 3.2. La densidad de un conjunto cumple α 6 1. En el caso α = 1, el
conjunto incluye todos los enteros positivos.
Podemos observar que la densidad es muy sensible a los nu´meros pequen˜os del
conjunto. Es fa´cil comprobar que si 1 /∈ U , entonces α = 0. Y si 2 /∈ U , entonces
α 6 1/2. Un ana´lisis ma´s completo concluye que las densidades de los conjuntos
de los nu´meros pares e impares son, respectivamente, 1/2 y 0, un resultado poco
intuitivo.
Introducimos ahora los s´ımbolos B, b, B(n), β, y C, c, C(n), γ. Todos ellos
con definiciones ana´logas a U , a, A(n) y α. Con ellos podemos definir la suma de
conjuntos y su densidad asociada.
Definicio´n 3.3. El conjunto de enteros de la forma a+ b (a ∈ U y b ∈ B) se llama
suma de U y B, y se denota como C. Podemos escribir C = U + B.
Teorema 3.4. Sea C = U + B y consideremos 0 ∈ U . Entonces γ > α + β − αβ.
Demostracio´n. Como β > 0, tendremos que 1 ∈ B. Distinguimos tres tipos de
nu´meros positivos en C, todos ellos diferentes y acotados por n:
(i) En B escribimos b1 = 1, b2, ..., bB(n), nu´meros colocados en orden creciente.
Como 0 ∈ U , se deduce que b1, b2, ..., bB(n) son miembros de C. Aqu´ı tenemos B(n)
componentes de C.
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(ii) Para cada v en 1 6 v 6 B(n)− 1, los nu´meros de la forma a+ bv, con a ∈ U
y 1 6 a 6 bv+1 − bv − 1, son enteros positivos y distintos en C, ninguno de ellos
excediendo n. De hecho,
a+ bv 6 (bv+1 − bv − 1) + bv = bv+1 − 1 6 bB(n) − 1 6 n− 1
y, tambie´n,
a+ bv > 1 + bv,
as´ı que
1 + bv 6 a+ bv 6 bv+1 − 1.
Se observa que los dos tipos de nu´meros en (i) y en (ii) son distintos entre s´ı. Para
cada v fijo (1 6 v 6 B(n)− 1), hay A(bv+1 − bv − 1) nu´meros a+ bv en C.
(iii) Para a ∈ U y 1 6 a 6 n− bB(n), los nu´meros a+ bB(n) son enteros positivos
y distintos que no exceden n en el conjunto C. Como a+ bB(n) > 1 + bB(n), podemos
ver que los nu´meros de este u´ltimo tipo son diferentes a los de (i) y (ii), y que hay
A(n− bB(n)) nu´meros de este tipo.
De los resultados encontrados en los apartados anteriores:
C(n) > B(n) +
B(n)−1∑
v=1
A(bv+1 − bv − 1) + A(n− bB(n))
> B(n) +
B(n)−1∑
v=1
α(bv+1 − bv − 1) + α(n− bB(n))
= B(n) + α
[
bB(n) − b1 − (B(n)− 1) + n− bB(n)
]
= B(n) + α [n−B(n)] > (1− α)βn+ αn
= n(α + β − αβ).
As´ı pues,
C(n)
n
> α + β − αβ, γ > α + β − αβ.

Este teorema no recoge el mejor resultado de este tipo. Mann [26] demostro´ en
1942 que γ > mı´n(1, α+ β), utilizando argumentos ma´s complicados. Para nuestro
objetivo, basta considerar el resultado aqu´ı presentado.
Corolario 3.5. Sea Uk = U+ · · ·+U la suma de k conjuntos U . Sea αk la densidad
de Uk. Entonces
αk > 1− (1− α)k.
Demostracio´n. Procedemos por induccio´n.
Para k = 1, obtenemos α1 = α.
Para k > 1, a partir de Uk = U + Uk−1 y con la hipo´tesis de induccio´n, tenemos
αk−1 > 1− (1− α)k−1.
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Gracias al teorema 3.4, podemos deducir que
αk > α + αk−1 − ααk−1 = α + (1− α)αk−1
> α + (1− α) (1− (1− α)k−1)
= 1− (1− α)k.

Teorema 3.6. Sean U y B, con densidades α y β, tales que α + β > 1. Si 0 ∈ U ,
entonces C = U +B tiene densidad γ = 1, es decir, el conjunto suma contiene todos
los enteros positivos.
Demostracio´n. Supongamos que γ < 1 y que existe algu´n entero positivo m /∈ C.
Sea n el menor de esos enteros. Como β > 0, deducimos que 1 ∈ B; y como 0 ∈ U ,
deducimos que 1 ∈ C. As´ı que n > 2. Adema´s, dado 0 ∈ U , tendremos que n /∈ B.
Consideremos los siguientes enteros positivos, a y n− b, ninguno de ellos mayor
que n− 1:
a, 1 6 a 6 n− 1, a ∈ U ,
n− b, 1 6 b 6 n− 1, b ∈ B.
Cada a es diferente de n − b, porque a = n − b implicar´ıa n = a + b ∈ C. Y como
ninguna de estas familias excede n − 1, habra´ como mucho n − 1 nu´meros entre
ambas.
Por otro lado, la cantidad de nu´meros a y n− b es A(n− 1) +B(n− 1). A partir
de las relaciones
A(n− 1) > α(n− 1),
B(n− 1) = B(n) > βn > β(n− 1),
llegamos a
A(n− 1) +B(n− 1) > α(n− 1) + β(n− 1) = (α + β)(n− 1) > n− 1.
Esto contradice que la cantidad de nu´meros a y n−b no excede n−1, lo que prueba
el teorema.

Teorema 3.7. Sea U un conjunto con densidad α < 1. Sea
s0 = 2
[
log(2)
− log(1− α)
]
+ 2.
Si 0 ∈ U , entonces cualquier entero positivo es la suma de s0 nu´meros de U . Y si
0 /∈ U , cualquier entero positivo es la suma de, como mucho, s0 nu´meros de U .
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Demostracio´n. Supongamos 0 ∈ U y consideremos Uk = U + · · · + U la suma de k
conjuntos U . Denotamos por αk la densidad de Uk. Por el lema 3.5, sabemos que
αk > 1− (1− α)k.
Observamos ahora que
s0
2
=
[
log(2)
− log(1− α)
]
+ 1 >
log(2)
− log(1− α) ,
as´ı que
(1− α)s0/2 6 (1− α) log(2)− log(1−α) = e log(2)− log(1−α) log(1−α) = 1
2
.
En ese caso,
αs0/2 > 1− (1− α)s0/2 > 1−
1
2
=
1
2
.
Puesto que 0 ∈ Us0/2, el conjunto Us0 = Us0/2+Us0/2 debe, por el teorema 3.6, incluir
todos los enteros positivos. Es decir, cualquier entero es suma de s0 elementos de
U .
La segunda parte del teorema se deduce fa´cilmente de la primera, insertando el
0 artificialmente en U .

Teorema 3.8. Sea U∗ una coleccio´n de enteros no negativos, pudie´ndose repetir
elementos. Sea U el subconjunto ma´s grande de U∗ sin repetir elementos. Sea r(a)
la multiplicidad de un elemento a ∈ U . Suponemos que
1
n
( ∑
16a6n
r(a)
)2
∑
16a6n
r2(a)
> α′ > 0
para todo n > 1. Entonces U tiene densidad positiva α > α′.
Demostracio´n. A partir de la desigualdad de Bunyakovsky-Schwarz, tenemos( ∑
16a6n
r(a)
)2
6
∑
16a6n
r2(a)
∑
16a6n
12 = A(n)
∑
16a6n
r2(a).
Puesto que
A(n)
n
> 1
n
( ∑
16a6n
r(a)
)2
∑
16a6n
r2(a)
> α′ > 0,
el teorema queda probado. 
Estos dos u´ltimos teoremas dan las claves para la demostracio´n del teorema de
Hilbert-Waring. En primer lugar, el teorema 3.7 muestra que, dado un conjunto U
con densidad positiva, podemos escribir cualquier nu´mero natural como una suma
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no infinita de elementos del conjunto U . La u´nica limitacio´n que impone es que la
coleccio´n U no repita elementos.
En segundo lugar, el teorema 3.8 plantea co´mo trabajar con colecciones de enteros
que permiten la repeticio´n de elementos, U∗. Para ello, da condiciones suficientes
para que el conjunto de los enteros sin repeticio´n, U , tenga densidad positiva.
3.2. Demostracio´n del teorema de Hilbert-Waring
Con los teoremas obtenidos para la densidad de un conjunto, podemos encarar
la demostracio´n del teorema de Hilbert-Waring. En lo que resta de seccio´n, las
letras c, c1, c2, etc., denotara´n constantes positivas que dependen solo de k. Las
constantes que aparezcan en el s´ımbolo O dependera´n tambie´n de k. El objetivo
sera´ demostrar:
Teorema 3.9 (Hilbert). Para cada entero positivo k existe un entero positivo c tal
que todos los enteros positivos son la suma de, como mucho, c potencias k-e´simas.
La demostracio´n se realizara´ de forma escalonada, dando primero una idea ge-
neral de la misma.
Definimos U∗t como la coleccio´n de enteros no negativos xk1 + · · · + xkt , donde
cada uno de los xi toma todos los valores enteros no negativos. Denotamos por Ut
el conjunto ma´s grande formado por elementos distintos de U∗t . Sea, adema´s,
c1 = c1(k) =
1
2
8k−1.
El objetivo principal sera´ demostrar que Uc1 tiene densidad positiva. Este re-
sultado, junto con el teorema 3.7, demostrar´ıa directamente el teorema de Hilbert.
Puesto que la coleccio´n U∗c1 permite la multiplicidad de sus elementos, tendremos
que emplear el teorema 3.8. Es decir, Uc1 tendra´ densidad positiva si, para todo n,
se cumple
1
n
( ∑
16a6n
r(a)
)2
∑
16a6n
r2(a)
> α′ > 0, (3.1)
donde r(a) denota la multiplicidad del elemento a en U∗c1 . Dada la naturaleza de los
conjuntos escogidos, r(a) sera´ el nu´mero de soluciones a
xk1 + · · ·+ xkc1 = a, xi > 0.
Procedemos, por tanto, a acotar cada una de las partes de la desigualdad (3.1).
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Teorema 3.10. Si n > 1, entonces∑
16a6n
r(a) > c2(k)nc1/k.
Demostracio´n. Podemos asumir n > c1. Entonces∑
16a6n
r(a) = −1 +
∑
06a6n
∑
xk1+···+xkc1=a
xi>0
1
> −1 +
∑
06x16(n/c1)1/k
· · ·
∑
06xc16(n/c1)1/k
1
>
(
n
c1
)c1/k
− 1 > c3(k)nc1/k.

La dificultad la encontramos al acotar el denominador de la desigualdad (3.1).
Necesitamos algunos teoremas previos.
Lema 3.11. Sean X, Y > 1, sea n un entero y sea q(n) el nu´mero de soluciones
enteras a
x1y1 + x2y2 = n (|xm| 6 X, |ym| 6 Y, m = 1, 2). (3.2)
Entonces
q(n) 6

27X3/2Y 3/2, si n = 0,
60XY
∑
d|n
1
d
, si n 6= 0.
Demostracio´n. En primer lugar, consideremos n = 0. Entonces los valores tomados
por x1, x2 y y1 no pueden exceder 2X + 1, 2X + 1 y 2Y + 1. Cuando x1, x2 y y1
esta´n especificados, y2 solo puede tomar un valor. As´ı pues
q(0) 6 (2X + 1)2(2Y + 1) 6 (3X)2(3Y ) = 27X2Y.
Similarmente, q(0) 6 27XY 2. Entonces
q(0) 6 mı´n(27X2Y, 27XY 2) 6
√
27X2Y · 27XY 2 = 27X3/2Y 3/2.
Consideremos ahora n 6= 0. Podemos asumir sin pe´rdida de generalidad que
X 6 Y . Sea q1(n) el nu´mero soluciones enteras a
x1y1 + x2y2 = n ((x1, x2) = 1, |x2| 6 |x1| 6 X, |ym| 6 Y, m = 1, 2)
Claramente x1 6= 0, porque de lo contrario x2 = 0, dando n = 0, en contradiccio´n
con nuestra hipo´tesis. Ahora, para un conjunto fijo de x1, x2, con (x1, x2) = 1 y
|x2| 6 |x1| 6 X, denotamos por q2(n;x1, x2) el nu´mero de soluciones enteras en y1,
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y2 a la ecuacio´n anterior. Se trata de un sistema resoluble, y si y
′
1, y
′
2 es un conjunto
de soluciones, entonces todas las soluciones del sistema vienen dadas por
y1 = y
′
1 + tx2, y2 = y
′
2 − tx1, t ∈ Z.
Esto es consecuencia de que x1y1 + x2y2 = n y x1y
′
1 + x2y
′
2 = n, lo que hace que
x1(y1 − y′1) + x2(y2 − y′2) = 0. Como (x1, x2) = 1, se cumplira´ x1|(y1 − y′1), es decir,
y1 = y
′
1 + tx2. De la ecuacio´n inicial se despeja y2 = y
′
2 − tx1.
Entonces
|t| =
∣∣∣∣y′2 − y2x1
∣∣∣∣ 6 Y + Y|x1| = 2Y|x1| ,
y el nu´mero de valores que toma t no excede
2 · 2Y|x1| + 1 6
4Y +X
|x1| 6
5Y
|x1| .
Esto es,
q2(n;x1, x2) 6
5Y
|x1| .
Por tanto,
q1(n) 6
∑
16|x1|6X
∑
|x2|6|x1|
5Y
|x1| 6 5Y
∑
16|x1|6X
2|x1|+ 1
|x1|
6 5Y · 3 · 2X = 30XY.
Observamos que, con la condicio´n an˜adida (x1, x2) = 1, el nu´mero de soluciones a
la ecuacio´n (3.2) no excede 2 · 30XY = 60XY.
Ahora, consideremos (x1, x2) = d 6= 1, donde d|n. En ese caso, x′1 = x1/d y
x′2 = x2/d, lo que permite modificar el sistema hasta llegar a uno similar al ya
estudiado,
x′1y1 + x
′
2y2 =
n
d
(
(x′1, x
′
2) = 1, |xm| 6
X
d
, |ym| 6 Y, m = 1, 2)
)
.
Observamos que el nu´mero de soluciones de este sistema no excede 60X
d
Y . En
conclusio´n,
q(n) 6 60XY
∑
d|n
1
d
.

Teorema 3.12. Sea k > 2 y P > 1, y sea f(x) una funcio´n polino´mica de grado k
con coeficientes enteros:
f(x) = akx
k + ak−1xk−1 + · · ·+ a1x+ a0,
ak = O(1), ak−1 = O(P ), ..., a1 = O(P k−1), a0 = O(P k)
Entonces ∫ 1
0
∣∣∣∣∣
P∑
x=0
e2piif(x)α
∣∣∣∣∣
8k−1
dα = O(P 8
k−1−k). (3.3)
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Demostracio´n. Cuando k = 2, la parte izquierda de la expresio´n (3.3) es el nu´mero
de soluciones enteras a
f(x1) + f(x2)− f(y1)− f(y2) = f(x3) + f(x4)− f(y3)− f(y4)
(f(x) = a2x
2 + a1x+ a0, a2 = O(1), a2 = O(P ), a0 = O(P
2)),
0 6 xm, ym 6 P, 1 6 m 6 4 (3.4)
Esto se deduce a partir de la identidad
∣∣∣∣∣
P∑
x=0
e2piif(x)α
∣∣∣∣∣
8
=

√√√√( P∑
x=0
e2piif(x)α
)(
P∑
x=0
e−2piif(x)α
)8
=
(
P∑
x=0
e2piif(x)α
)4( P∑
x=0
e−2piif(x)α
)4
,
donde un te´rmino gene´rico del sumatorio sera´
e2piiα(f(x1)+f(x2)+f(x3)+f(x4)−f(y1)−f(y2)−f(y3)−f(y4))
con 0 6 xm, ym 6 P . Puesto que, para cualquier entero q,∫ 1
0
e2piiqαdα =
{
1, si q = 0,
0, si q 6= 0,
concluimos que la integral suma 1 cada vez que se anula el exponente del te´rmino
gene´rico.
Sea xi − yi = zi, a2(xi + yi) + a1 = wi (1 6 i 6 4). Este cambio de variables
muestra que el nu´mero de soluciones de (3.4) no excede el nu´mero de soluciones
enteras a
z1w1 + z2w2 = z3w3 + z4w4 (zi = O(P ), wi = O(P ), 1 6 i 6 4). (3.5)
Denotamos por q(n) al nu´mero de soluciones enteras de
z1w1 + z2w2 = n, (3.6)
con zi = O(P ), wi = O(P ), i = 1, 2, y donde las constantes implicadas en el s´ımbolo
O son las mismas que en (3.5). Entonces, el nu´mero de soluciones a la ecuacio´n (3.5)
sera´ ∑
|n|6c4P 2
q2(n),
donde c4 es una constante positiva que solo depende de k. Este resultado se deduce
de sumar el nu´mero de soluciones de cada sistema (3.6), donde |n| recorre todos los
valores posibles entre 0 y c4P
2, dado que zi = O(P ) y wi = O(P ), con i = 1, 2.
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En virtud del lema 3.11,
∑
|n|6c4P 2
q2(n) = O(P 6) +O
 ∑
16n6c4P 2
P 2∑
d|n
1
d
2
= O(P 6) +O
(
P 4
∑
16d1,d26c4P 2
1
d1d2
∑
d1d2
(d1,d2)
∣∣∣n
16n6c4P 2
1
)
= O(P 6) +O
(
P 4
∞∑
d1=1
∞∑
d2=1
P 2
(d1d2)3/2
)
= O(P 6).
Este resultado demuestra el caso k = 2, donde la convergencia del sumatorio se
puede comprobar sencillamente por el criterio de la integral.
Supongamos k > 3 y procedamos por induccio´n. Asumimos que el teorema es
cierto para k − 1. Observamos que∣∣∣∣∣
P∑
x=0
e2piif(x)α
∣∣∣∣∣
2
=
P∑
x=0
e−2piif(x)α
∑
−x6h6P−x
e2piif(x+h)α
=
∗∑
0<|h|6P
∗ P∑
x=0
e2piihϕ(x,h)α + P,
donde los sumatorios con el asterisco se extienden solo sobre los enteros que incluya
su intervalo de definicio´n, y donde ϕ(x, h) = 1
h
(f(x + h) − f(x)), con h 6= 0. Al
tomar ϕ(x, h) como un polinomio en la variable x, deducimos que ϕ(x, h) es un
polinomio de grado k − 1 que satisface las condiciones del teorema. Si escribimos
ah =
∗ P∑
x=0
e2piihϕ(x,h)α,
tenemos, entonces,∣∣∣∣∣
P∑
x=0
e2piif(x)α
∣∣∣∣∣
2·8k−2
6 28k−2 ma´x

∣∣∣∣∣∣
∗∑
0<|h|6P
ah
∣∣∣∣∣∣
8k−2
, P 8
k−2
 ,
de acuerdo con la expresio´n del binomio de Newton. Si tuvie´ramos∣∣∣∣∣∣
∗∑
0<|h|6P
ah
∣∣∣∣∣∣ 6 P,
entonces obtendr´ıamos el resultado que buscamos y el teorema quedar´ıa probado.
Si no se diera este caso, la desigualdad de Bunyakovsky-Schwarz permitir´ıa escribir
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la siguiente cadena de desigualdades, al aplicarla repetidamente sobre el sumatorio
de las |ah|:
2−8
k−2
∣∣∣∣∣
P∑
x=0
e2piif(x)α
∣∣∣∣∣
2·8k−2
6
∣∣∣∣∣∣
∗∑
0<|h|6P
ah
∣∣∣∣∣∣
8k−2
6
 ∗∑
0<|h|6P
1 ·
∗∑
0<|h|6P
|ah|2
23(k−2)−1
6

 ∗∑
0<|h|6P
1
22−1 ∗∑
0<|h|6P
|ah|22

23(k−2)−2
6 · · ·
6

 ∗∑
0<|h|6P
1
23(k−1)−1−1 ∗∑
0<|h|6P
|ah|23(k−2)−1

2
6 (3P )8k−2−1
∗∑
0<|h|6P
|ah|8k−2 .
(3.7)
Con este resultado, concluimos que
2−8
k−2
∣∣∣∣∣
P∑
x=0
e2piif(x)α
∣∣∣∣∣
2·8k−2
6 O
P 8k−2−1 ∗∑
0<|h|6P
∣∣∣∣∣
∗ P∑
x=0
e2piihϕ(x,h)α
∣∣∣∣∣
8k−2
 . (3.8)
Solo queda por acotar cada uno de los |ah|. Para ello, sea∣∣∣∣∣
∗ P∑
x=0
e2piihϕ(x,h)α
∣∣∣∣∣
8k−2
=
∑
n
A(n)e2piihnα. (3.9)
Para 0 6 x 6 P , deducimos que
n = O
(
ma´x
06x6P
|ϕ(x, h)|
)
= O(P k−1).
De la expresio´n (3.9) y la hipo´tesis de induccio´n, tenemos
|A(n)| =
∣∣∣∣∣∣
∫ 1
0
∣∣∣∣∣
∗ P∑
x=0
e2piiϕ(x,h)β
∣∣∣∣∣
8k−2
e−2piinβdβ
∣∣∣∣∣∣
6
∫ 1
0
∣∣∣∣∣
P∑
x=0
e2piiϕ(x,h)β
∣∣∣∣∣
8k−2
dβ = O(P 8
k−2−(k−1)).
Si ahora elevamos a la cuarta potencia el resultado de (3.8), y despue´s integramos
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la expresio´n respecto a α, entre 0 y 1, concluimos que
∫ 1
0
∣∣∣∣∣
P∑
x=0
e2piif(x)α
∣∣∣∣∣
8k−1
dα = O
P 4·8k−2−4 ∫ 1
0
( ∗∑
0<|h|6P
∣∣∣∣∣
∗ P∑
x=0
e2piihϕ(x,h)α
∣∣∣∣∣
8k−2)4
dα

= O
(
P 4·8
k−2−4 ∑
n1h1+n2h2=n3h3+n4h4
0<|hi|6P
ni=O(P
k−1)
i=1,2,3,4
A(n1)A(n2)A(n3)A(n4)
)
= O
(
P 4·8
k−2−4P 4·8
k−2−4(k−1) ∑
n1h1+n2h2=n3h3+n4h4
0<|hi|6P
ni=O(P
k−1)
i=1,2,3,4
1
)
= O(P 4·8
k−2−4P 4·8
k−2−4(k−1)P 3k) = O(P 8
k−1−k),
donde la u´ltima igualdad surge de un razonamiento ana´logo al ofrecido al resolver
el sistema (3.5). Este resultado completa la prueba del teorema. 
Ya estamos en condiciones de acotar el denominador de la desigualdad (3.1).
Teorema 3.13. Si k > 2 y n > 1, entonces∑
16a6n
r2(a) 6 c6(k)n2c1/k−1.
Demostracio´n. Del teorema 3.12 sabemos que, si k > 2 y P > 1, entonces
∫ 1
0
∣∣∣∣∣
P∑
x=0
e2piix
kα
∣∣∣∣∣
2c1
dα 6 c5(k)P 2c1−k,
donde, recordamos, c1 =
1
2
8k−1.
Tomamos P =
[
n1/k
]
para que, con n grande, c1P
k > n. Tenemos en cuenta que,
para cualquier entero q, ∫ 1
0
e2piiqαdα =
{
1, si q = 0,
0, si q 6= 0.
Definimos
Q(a) =
∑
xk1+···+xkc1=a
06xi6P
16i6c1
1.
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As´ı pues, ∑
16a6n
r2(a) 6
∑
06a6c1Pk
Q(a)2
=
∫ 1
0
∣∣∣∣∣∣
∑
06a6c1Pk
e2piiaαQ(a)
∣∣∣∣∣∣
2
dα
=
∫ 1
0
∣∣∣∣∣∣
P∑
x1=0
· · ·
P∑
xc1=0
e2pii(x
k
1+···+xkc1 )α
∣∣∣∣∣∣
2
dα
=
∫ 1
0
∣∣∣∣∣
P∑
x=0
e2piix
kα
∣∣∣∣∣
2c1
dα 6 c5(k)P 2c1−k
6 c6(k)n2c1/k−1.

Una vez acotados los dos te´rminos de la desigualdad (3.1), podemos demostrar
que nuestro conjunto inicial tiene densidad positiva.
Teorema 3.14. Si k > 2, entonces Uc1 tiene densidad positiva.
Demostracio´n. A partir de las cotas encontradas en los teoremas 3.10 y 3.13 obser-
vamos que
1
n
( ∑
16a6n
r(a)
)2
∑
16a6n
r2(a)
> 1
n
(
c2(k)n
c1/k
)2
c6(k)n2c1/k−1
= c7(k) > 0
Por el teorema 3.8, queda visto que Uc1 tiene densidad positiva. 
Concluye as´ı la demostracio´n del teorema de Hilbert-Waring, segu´n lo expuesto
al principio del cap´ıtulo.
En s´ıntesis, hemos comprobado que el conjunto Uc1 , formado por todos los enteros
de la forma xk1+ · · ·+xkc1 , donde cada uno de los xi toma todos los valores enteros no
negativos, tiene densidad positiva. Este resultado, junto con el teorema 3.7, muestra
que existe un natural s(k) tal que Us(k) tiene densidad 1. En otras palabras, existe
un natural s(k) tal que cualquier entero no negativo es suma de s(k) potencias
k-e´simas.
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4. Recorrido histo´rico y estado actual
Desde el momento de su publicacio´n, en 1770, el problema de Waring ha sido
objeto de una minuciosa investigacio´n matema´tica. No todo el desarrollo se ha cen-
trado en el enunciado original de Waring, sino que, con el tiempo, se han propuesto
y estudiado decenas de variantes distintas del problema. En la actualidad, todas
ellas se engloban dentro de una categor´ıa propia en la teor´ıa de nu´meros.
4.1. Me´todos elementales
El primer aporte se lo debemos a Lagrange [3] y su teorema de los cuatro cua-
drados, publicado en 1770. Como ya hemos comentado, el caso k = 2 ha recibido
mucha atencio´n a lo largo de la historia, y es el que ma´s resultados ha conseguido.
Podr´ıamos destacar, en ese aspecto, el teorema de Fermat, que establece que´ primos
son expresables como suma de dos cuadrados, de 1640. Y tambie´n el teorema de
Legendre [7], de 1798, que completaba el resultado de Lagrange dando condiciones
necesarias y suficientes para escribir un nu´mero como suma de tres cuadrados.
Ma´s intere´s tiene el caso k = 3, dado que au´n sigue parcialmente abierto. El pri-
mer aporte lo realizo´ Maillet [6] en 1895, demostrando que cualquier entero positivo
se puede representar como suma de 21 cubos. No es una cota muy acertada, pero
sento´ las bases para desmenuzar el problema de los cubos: la identidad
(r + x)3 + (r − x)3 = 2r3 + 6rx2.
Esta expresio´n permite reformular el problema, pasando de representar un entero
como la suma de cubos a representar otro entero asociado como suma de cuadrados.
Guiado por esta idea, Wieferich [8] consiguio´ demostrar que g(3) = 9 en 1909. El
esquema de la demostracio´n es similar a nuestro teorema 2.30: la parte puramente
teo´rica solo demostraba que los enteros superiores a 2,25 · 109 pod´ıan escribirse
como suma de nueve cubos, y hubo que comprobar computacionalmente el resto,
con ayuda de algunas simplificaciones.
El resultado de Wierferich sugiere la acotacio´n natural G(3) 6 9. Landau [9], en
1911, mejoro´ el resultado hasta G(3) 6 8 y Baer [10], en 1913, preciso´ que todo
entero mayor de 14,1 · 2336 ' 2,26 · 1015 es la suma de ocho cubos. Por u´ltimo,
Dickson [11], en 1939, concluyo´ que todos los enteros positivos, a excepcio´n del 23
y el 239, son suma de ocho cubos.
Linnik [12], en 1943, consiguio´ reducir la cota hasta G(3) 6 7; y McCurley [13],
en 1984, preciso´ que todo entero mayor de exp(exp(13,94)) se puede escribir como
suma de siete cubos. Samir Seisik [14] termino´ de completar el problema en 2016,
concluyendo que los u´nicos nu´meros que necesitan ma´s de siete cubos para ser
representados son:
15, 22, 23, 50, 114, 167, 175, 186, 212,
231, 238, 239, 303, 364, 420, 428, 454.
Este resultado se presento´ en los Barcelona Mathematical Days de 2017.
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Poco ma´s se puede decir del caso k = 3. La evidencia computacional muestra
que 8042 es el nu´mero ma´s grande que requiere siete cubos para ser escrito, y los
ordenadores apuntan hacia G(3) = 4 o 5. Como Jacobi [15], en 1851, demostro´ que
los enteros congruentes con 4 o 5 (mo´d 9) no se pueden representar con tres cubos,
la acotacio´n ma´s actualizada es
4 6 G(3) 6 7.
4.2. El me´todo del c´ırculo y potencias superiores
La concepcio´n del problema de Waring cambio´ radicalmente entre 1920 y 1928 a
ra´ız de unos art´ıculos publicados por Hardy y Littlewood [16] bajo el t´ıtulo gene´ri-
co Some problems of partitio numerorum. En ellos, desarrollaban un nuevo me´todo
anal´ıtico, conocido en la actualidad como me´todo del c´ırculo, que ha ofrecido resul-
tados tan contundentes como:
1. La demostracio´n del problema de Waring, junto con estimaciones de las can-
tidades g(k) y G(k).
2. La demostracio´n del teorema de Vinogradov, que afirma que todo nu´mero
impar suficientemente grande es suma de tres primos.
3. La prueba de que casi todo nu´mero par (en el sentido de densidad) es suma
de dos primos.
Hardy y Littlewood aportaron cotas superiores de G(k) para todo k. La primera
de ellas fue G(k) 6 (k − 2)2k−1 + 5, y la segunda un poco ma´s complicada que es
asinto´tica a k2k−2 para k grandes. En particular, probaron que
G(4) 6 19, G(5) 6 41, G(6) 6 87, G(7) 6 193, G(8) 6 425. (4.1)
Su me´todo no dio ningu´n resultado para G(3), pero probaron que casi todos los
nu´meros, en el sentido de densidad, son sumas de 5 cubos.
En lo que concierne a g(k), los mejores resultados hasta 1933, para valores pe-
quen˜os de k pequen˜os, eran
g(4) 6 37, g(5) 6 58, g(6) 6 478, g(7) 6 3806, g(8) 6 31353, (4.2)
encontrados, respectivamente, por Wieferich, Baer, Baer, Wieferich y Kempner me-
diante me´todos elementales [3]. Un an˜o despue´s, R. D. James tuvo e´xito al demostrar
que
g(6) 6 183, g(7) 6 322, g(8) 6 595, (4.3)
y tambie´n encontro´ cotas para g(9) y g(10).
El trabajo posterior de Vinogradov [17], a partir de 1924, hizo posible obtener
resultados ma´s satisfactorios, gracias a la modificacio´n del me´todo del c´ırculo. Entre
otros logros, mejoro´ las cotas existentes para valores de k grandes:
G(k) 6 6k log k + (4 + log 216)k. (4.4)
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Puede deducirse de la cota anterior que G(k) es, como mucho, del orden de k log k,
lo que arroja cierta informacio´n sobre el comportamiento asinto´tico de G(k).
Poco ma´s tarde, la prueba de Vinogradov fue simplificada por Heilbronn [18],
quien probo´ que
G(k) 6 6k log k +
(
4 + log
(
3 +
2
k
))
k + 3. (4.5)
Esta acotacio´n es mejor que la obtenida en (4.1) para k > 6. En 1947, Vinogradov
[19] mejoro´ el resultado a
G(k) 6 k(3 log k + 11), (4.6)
y Tong [20], en 1957, y Cheng [21], en 1958, remplazaron el 11 de la cota por 9 y
5.2, respectivamente.
En 1959, Vinogradov [22] demostro´ que
G(k) 6 k(2 log k + 4 log log k + 2 log log log k + 13) (4.7)
para k mayores de 170 000.
Llegados a este punto, podr´ıamos distinguir dos a´reas de estudio diferenciadas en
el problema de Waring. En primer lugar, determinar el comportamiento asinto´tico
de G(k), o lo que es lo mismo, estudiar su comportamiento para valores grandes de
k. En segundo lugar, mejorar las cotas ya existentes para valores pequen˜os de k.
Dado que el primer punto ha sido revisado en las l´ıneas anteriores, dedicaremos las
siguientes a resumir las cotas para potencias bajas.
4.3. Cotas actuales
Los u´nicos valores conocidos de G(k) son
G(2) = 4, G(4) = 16. (4.8)
Del primero, esta memoria ofrece un par de demostraciones. En cuanto al segundo,
podr´ıamos atribu´ırselo a Davenport [23], quien demostro´ que G(4) 6 16. Este re-
sultado, junto con nuestro teorema 1.6, termina por determinar el valor exacto de
G(4).
Para el resto de potencias k-e´simas, solo se conoce una acotacio´n, siendo las
mejores, en la actualidad,
G(3) 6 7, G(5) 6 17, G(6) 6 24, G(7) 6 33, G(8) 6 42.
En cuanto a g(k), a lo largo del siglo XX se ha podido construir una solucio´n
bastante completa para determinar su valor. Consideramos [x] como la parte entera
de x, y definimos {x} = x− [x]. Si k > 6, entonces
g(k) = 2k +
[(
3
2
)k]
− 2.
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Este resultado se basa en la hipo´tesis
2k
{(
3
2
)k}
+
[(
3
2
)k]
6 2k, (4.9)
que au´n no ha podido ser demostrada. Si la hipo´tesis resultara ser falsa, entonces
g(k) = 2k +
[(
3
2
)k]
+
[(
4
3
)k]
− θ,
donde θ es 2 o 3 dependiendo de si [(4/3)k][(3/2)k] + [(4/3)k] + [(3/2)k] iguala o
excede 2k.
La condicio´n (4.9) se conoce cierta para k 6 471 600 000 [24], y Mahler [25]
demostro´ que solo existe un nu´mero finito de valores que no la satisfacen. Adema´s,
encaja con la cota inferior que encontramos en el teorema 1.4. Ella constituye el
u´ltimo eslabo´n del problema de Waring, del que podr´ıamos decir que esta´ pra´ctica-
mente solucionado.
k g(k) G(k)
2 4 4
3 9 6 7
4 19 16
5 37 6 17
6 73 6 24
7 143 6 33
8 279 6 42
9 548 6 51
10 1079 6 59
Tabla 1: Valores conocidos de g(k) y G(k) para k pequen˜os.
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5. Conclusiones
En la presente memoria hemos ofrecido un ana´lisis exhaustivo de los principales
resultados relativos al teorema de Hilbert-Waring y, asimismo, hemos dado un repa-
so a la trayectoria histo´rica del problema. Tras dos siglos y medio de investigacio´n
matema´tica, podemos considerarlo pra´cticamente cerrado.
Nuestro estudio se ha centrado en dos aspectos fundamentales. En primer lugar,
hemos introducido la notacio´n moderna del problema y hemos empleado me´todos
elementales para encontrar diversas cotas superiores e inferiores. Cabe destacar que,
segu´n aumentaba el exponente k, las acotaciones elementales se tornaban ma´s im-
precisas, aun manteniendo su intere´s como demostraciones de existencia. Como he-
mos remarcado, los resultados obtenidos con estos me´todos no pueden generalizarse,
pues se sustentan en propiedades espec´ıficas de residuos modulares e identidades
que involucran sumas de potencias k-e´simas.
En segundo lugar, hemos demostrado la veracidad del enunciado del problema
de Waring a partir de la densidad de Schnirelmann. Para ello, hemos simplificado
la prueba que ofrecio´ Linnik [4, 5] en 1943. Esta demostracio´n mantiene su intere´s
en calidad de existencia, pues no desprende, de manera directa, ninguna expresio´n
para estimar la cantidad de potencias k-e´simas necesarias para resolver el problema.
Finalmente, hemos ofrecido, sin demostrar, las acotaciones ma´s actuales del pro-
blema de Waring. Hemos mostrado que los nu´meros g(k) se conocen para todo valor
de k, a falta de matizar la veracidad de la desigualdad (4.9), que se ha comprobado
cierta para k < 471 000 000. Por otro lado, de G(k) solo se conoce el valor exacto
para G(2) = 4 y G(4) = 16, estando el resto de casos acotados con mayor o menor
grado de precisio´n. De hecho, uno de los u´ltimos aportes a la cota de G(3) data
del an˜o 2016, lo que muestra que el problema de Waring sigue siendo un elemento
activo de la investigacio´n matema´tica.
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