Abstract. Local and global well-posedness results are established for the initial value problem associated to the 1D Zakharov-Rubenchik system. We show that our results are sharp in some situations by proving Ill-posedness results otherwise. The global results allow us to study the norm growth of solutions corresponding to the Schrödinger equation term. We use ideas recently introduced to study the classical Zakharov systems.
Introduction
In this paper we will deal with issues concerning well-posedness for the initial value problem (IVP) associated to the Zakharov-Rubenchik system, that is,
x B = γ(u − 1 2 ν ρ + q |B| 2 )B, x, t ∈ R, θ ∂ t ρ + ∂ x (u − ν ρ) = −γ∂ x (|B| 2 ), θ ∂ t u + ∂ x (β ρ − ν u) = 1 2 γ∂ x (|B| 2 ), where B is a complex function, ρ and u are real functions, θ = 0,γ, ω, real numbers, β > 0, β −ν 2 = 0, and q = γ +ν(γν −1)/2(β −ν 2 ). This system is the 1D version of the most general system deduced by Zakharov and Rubenchik [16] to describe the interaction of spectrally narrow high-frequency wave packets of small amplitude with low-frequency acoustic type oscillations. It has the following form where ψ is a complex function denoting the complex amplitude of the high-frequency carrywave, ρ, ϕ are real functions denoting the density fluctuation and the hydrodynamic potential respectively. α, β, q ∈ R, and ∆ ⊥ = ∂ 2 x + ∂ 2 y . Concerning well-posedness for the IVP associated to (1.1), Oliveira [12] proved local and global well-posedness for data in H 2 (R) × H 1 (R) × H 1 (R). He also studied the existence and orbital stability of solitary wave solutions for (1.1). The method used in [12] to establish local well-posedness follows the ideas of Tsutsumi and Ozawa [13] to treat the classical Zakharov systems, (1.3) i∂ t u + ∆u = u N, x ∈ R n , t ∈ R, n ≥ 1, ∂ 2 t N − ∆N = ∆(|u| 2 ).
For system (1.2), Ponce and Saut [14] proved that the Cauchy problem is locally well-posed in H s (R n ), s > n/2, in space dimension n = 2, 3. There are several open questions regarding this system such as global existence of solutions.
In the last few year progress has been made to understand the behavior of solutions for the Zakharov system (1.3). Here we will apply and extend some of the new techniques introduced to study system (1.3) to obtain the results we will describe next.
The first issue we investigate is related to the local well-posedness theory. Before stating our results in this direction, we make the following change of variables: Setting (1.4) ρ = ψ 1 + ψ 2 , and u = β (ψ 1 − ψ 2 )
we write system (1.1) as (1.5)
Observe that if (B, ψ 1 , ψ 2 ) is a solution of (1.5) with initial data (B 0 , ψ 10 , ψ 20 ), then (B λ , ψ λ 1 , ψ λ 2 ) = (λ B, λ 2 ψ 1 , λ 2 ψ 2 ) is also a solution of (1.5) with data (λ B 0 , λ 2 ψ 10 , λ 2 ψ 20 ). Hence a scaling argument suggests local well-posedness for the IVP (1.5) for data in H k (R) × H s (R) × H l (R) for k > −1/2, s, l ≥ −3/2.
The local well-posedness theory for (1.5) is as follows: (BB x − B x B)dx.
(1.10) (see [12] ) assuming ω > 0 and β − ν 2 > 0 we can deduced the global existence of solutions for data in the space H 1 (R)×L 2 (R)×L 2 (R) (see Proposition 3.1 below). In particular, this result implies the stability of solitary wave solutions proved in [12] for data in the energy space.
To prove the local result we will follow the scheme used by Ginibre, Tsutsumi and Velo [9] to establish well-posedness for the IVP associated to the Zakharov system (1.3). They used Bourgain and Kenig, Ponce and Vega arguments. Since system (1.5) also contains a cubic term of the function B we need to have good trilinear estimates in addition to bilinear estimates already used in [9] .
Since solutions of system (1.5) satisfy that the L 2 -norm of B is invariant ((1.8)), a natural question regarding global well-posedness arises. Can we extend B to any time? The answer is positive. Moreover, Theorem 1.2. The Zakharov-Rubenchik system (1.5) is globally well-posed for initial data
where 0 ≤ k = l + 
In [7] global well-posedness for (1.3) is only presented in the extremal point (0, −1/2, −3/2).
To prove Theorem 1.2 we will use the arguments of Colliander, Holmer and Tzirakis in [7] recently put forward to construct global solutions for the 1D Zakharov system (1.3) in a similar situation. This is based in the conservation property (1.7) and the local theory.
Notice that we can write the system (1.5) in its integral equivalent form
The idea of the proof is to perform an iteration scheme. We describe the iteration process next only considering the extremal case (0, −1/2, −1/2). One of the key observation is that the interaction of the functions ψ 1 and ψ 2 in the second and third equations are only with the function B. In other words, we can rewrite (1.11) as
where ψ 1 (t) and ψ 1 (t) are as in (1.11) . So one will try to control the growth of the L 2 -norm of B using the conserved quantity (1.7) and controlling the growths of ψ 1 and ψ 2 in the corresponding H l -norms. The iteration scheme is as follows given the time of local wellposedness T 1 we denote B(T 1 ) = B 1 , ψ 1 (T 1 ) = ψ 11 and ψ 1 (T 1 ) = ψ 21 . Find T 2 via the local result and then iterate the local theory until time T j + T j−1 + · · · + T 1 . These T j may shrink due to the growth of B j L 2 and ψ kj H −1/2 , k = 1, 2. To iterate we have to remake the local theory and then use some spaces with less regularity to perform the iteration. Since
The reduction of T j is then only forced through the growth of
Here we may have two situations:
We will restrict to discuss possibility (1). On [T j , T j+1 ] we write ψ 1 and ψ 2 in terms of ψ 10 , ψ 20 and B (1.13)
As t moves from t = T j to t = T j+1 , the first terms in both equations in (1.13) stay same size in the H l -norm. Any growth in H k -norm as t evolves thus arises from the second terms. But these terms are intuitively controlled by the conserved size of B in the L 2 -norm. Also these terms should be small if [T j , T j+1 ] is small since it takes a while for B to contribute to size growth of ψ 1 and ψ 2 . Indeed, the following estimates hold,
(1.14)
We then iterate the local well-posedness norm with uniform steps of size
We thus extend the solution past T j to [T j , T j +m∆T ] without doubling the size of ψ kj H −1/2 , k = 1, 2. A simple computation reveals
If 1 − α + ǫα ≥ 0, we obtain global well-posedness by iterating the whole process. We notice that the factor ǫ in (1.14) can be obtained via a new local theory where the parameters b, c in the X s,b and W l,c ± space are not necessarily greater than 1/2. But we still can show that (1.7) holds.
The next issue that we are concerned is the study the growth of the H s -norm for solutions of (1.5), corresponding to data in H s (R) for noninteger values of s. The presence of the conserved quantities (1.7)-(1.10) and the local existence theory allow us to obtain upper "polynomial" bounds, for the H s -norm of these solutions.
Energy type estimates were previously used to show that, for solutions of the IVP associated to the nonlinear Schrödinger equation, the H s -norm of these solutions have an exponential bound, i.e., (1.18) sup
This can be deduced right away from the local existence theory since
Bourgain [4] proved polynomial bounds for certain Hamiltonian PDE's, including the nonlinear Schrödinger equation and the generalized KdV in the periodic setting. He observed that a slight improvement of (1.19) (1.20) sup
implies the polynomial bound u(t) H s ≤ c |t| 1/δ . Staffilani [15] showed polynomial bounds for the nonlinear Schrödinger and the generalized on the line. In [8] Colliander and Staffilani established polynomial bounds for solutions of the 1D Zakharov system (1.3). Following their arguments we prove the following: Proposition 1.1. For initial data B 0 , ψ 10 , ψ 20 ∈ S, the global solution of (1.5) satisfies
Finally, we would like to know whether the local well-posedness results obtained here are sharp. In this direction, we should present some ill-posedness results for the IVP associated to (1.5). Our results are inspired for those recently obtained by Holmer [10] for the 1D Zakharov system (1.3).
Our first result guarantees that the local result in Theorem 1.1 are the best possible when
To do this we use the notion introduced by Christ, Colliander and Tao [6] called norm-inflation. More precisely, we have the next theorem.
The second result is weaker than the previous one. It only affirms that a local result cannot be obtained by Picard iteration. This was first proved by Bourgain for the Korteweg-de Vries equation and Nonlinear Schrödinger [3] . Several improvements have been obtained for other models. In our case, we show that the best local result suggested for the scaling argument cannot be attained. Theorem 1.4. For any k ∈ R, l, s with min{l, s} < −1/2 and T > 0, the map data-tosolution associated to the Zakharov-Rubenchik system (1.
Finally, we show ill-posedness for data in
, k = 0 and min{l, s} < −3/2, this assures that below the indices suggested by the scaling argument the IVP is in fact ill-posed. Results in this direction were introduced first by Birnir, Kenig, Ponce, Svanstedt, and Vega [1] , and generalizations by Christ, Colliander and Tao [6] . The result reads as follows. 
but they become separated by time T (in the Schrödinger variable):
This paper is organized as follows: in Section 2, we will deal with the local and global theory for system (1.5). In Section 3, the growth rate of the H s -norm will be established. Finally, we will show the sharpness of some of the by establishing some ill-posedness results in Section 4.
Well-posedness of Zakharov-Rubenchik system
This section is devoted to the proof of the following results Theorem 1.1 Theorem 1.2. We split the proof of these theorems into two steps: firstly, we verify that the linear and multilinear estimates obtained by Ginibre, Tsutsumi and Velo [9] directly implies that the Zakharov-Rubenchik system (1.1) is locally well-posed (Theorem 1.1); secondly, we modify this local well-posedness result and apply the conservation of the L 2 -mass of B (along the lines of a recent work [7] of Colliander, Holmer and Tzirakis) to derive the Theorem 1.2.
2.1. Local well-posedness. We start with the linear and multilinear estimates derived in [9] for the Zakharov and Benney systems. Let U (t) = e it∆ be the free Schrödinger linear group and W ± (t) = e ±t∂x be the free linear group of the transport equations.
In the sequel, we use the following norms:
, where x := 1 + |x|. Let κ be a smooth bump function so that κ(t) = 1 for |t| ≤ 1 and κ(t) = 0 for |t| ≥ 2. Define κ T (t) := κ(t/T ). In this setting, Ginibre, Tsutsutmi and Velo [9] proved the following linear and multilinear estimates for the Zakharov and Benney systems:
In the sequel, we define U * R F (t,
Next, we recall the following multilinear estimates derived by Bourgain [2] and Ginibre, Tsutsumi and Velo [9] :
Lemma 2.3 (Multilinear estimates). It holds
• for any k ≥ 0 and 1/2 < b < 5/8,
Combining these lemmas, it is a standard matter to show the local well-posedness result of Theorem 1.1:
Proof of Theorem 1.1. We already know that it suffices to consider the equation (1.5). The integral formulation of (1.
Fix 0 < T < 1 and define
Our task is reduced to find a fixed point B = Λ T (B) of Λ T . Applying the linear and multilinear estimates of Lemmas 2.1, 2.2 and 2.3, we get
This implies that Λ T is a contraction of a large ball of X k,1/2+ when T is sufficiently small (depending only on u 0 H k , ψ 10 H l , ψ 20 H s ). In particular, (1.5) is locally well-posed for some time interval
2.2. Global well-posedness. Following the lines of Colliander, Holmer and Tzirakis [7] , we begin with some refinements of the linear and multilinear estimates of Lemmas 2.1, 2.2 and 2.3: Lemma 2.4 (Linear estimates). For 0 < T ≤ 1, t ∈ R and 0 ≤ b, b 1 ≤ 1/2, it holds:
Proof. See Lemma 2.1 of [7] .
Proof. See Lemma 2.3 of [7] .
Lemma 2.6 (Multilinear estimates). It holds
• a) for any k ≥ 0 and 3/8 < c < 1/2,
Proof. From Lemma 2.3, we already know that a) holds. Furthermore, from lemma 3.1 of Colliander, Holmer and Tzirakis [7] , it holds
Also, the triangular inequality implies ξ r ≤ ξ r ′ ξ 1 r−r ′ + ξ r ′ ξ 2 r−r ′ , where r ≥ r ′ and ξ = ξ 1 + ξ 2 . Denoting by J s u(ξ) := ξ s u(ξ) and putting together these facts, we obtain Next, we recall that the L 2 mass of B is a conserved quantity, i.e.,
Now, we combine the previous lemmas and remarks to conclude the proof of Theorem 1.2:
Proof of Theorem 1.2. Firstly, we treat system (1.5) for initial data (B 0 , ψ 10 , ψ 20 ) in the space
We seek a fixed point (B,
(with b = c = 3/8 + ε, b 1 = c 1 = 1/4 + ε) using the Lemmas 2.4, 2.5, 2.6, so that
Thus, for any 0 < T < 1 such that
we obtain sufficient conditions for the application of a standard contraction argument yielding a unique fixed point (B,
2 ) using the Lemmas 2.4, 2.5, 2.6 and (2.5) to prove that
. By the conservation of the L 2 norm of B (see (1.7)) says that the norm B(t) L 2 = B 0 L 2 is unchanged during the evolution. Therefore, it remains only to deal with the possible growth of ψ 10 H −1/2 and ψ 20 H −1/2 . Assume that, after some iteration, we attain a time t such that either
In the sequel, the time position t will be the initial time t = 0, so that either
We have two possibilities:
• a)
it follows that (2.4) is automatically satisfied and we may choose (2.6)
T ∼ min{ ψ 10
in the (local) iteration scheme (by (2.3) ). Because
a simple application of the Lemmas 2.4, 2.5 and (2.5) yields
These estimates show that we can carry out m iterations on time intervals of size (2.6) before the quantities ψ 1 (t) H −1/2 and ψ 2 (t) H −1/2 doubles, where
Observe that, by (2.6) and (2.7), the amount of time that we advanced (after these m iterations) is
This proves the global well-posedness result in the case a) and it shows that
• b) min{ 
we get a local-in-time solution (B, ψ 1 , ψ 2 ) of (2.2) on the time interval T satisfying
(2.10)
Note that (2.9) is fulfilled because
by hypothesis). Hence, there exists a solution of the Zakharov-Rubenchik system on a time interval [0, T ] of size (2.11)
T ∼ ψ 10
Again, using the Lemmas 2.4, 2.5 and (2.10), it follows that
Thus, we can perform m iterations of this scheme before the quantity ψ 1 (t) H −1/2 doubles, where
On the other hand, during these m iterations, either ψ 2 (t)
2 L 2 at some stage 1 < j < m: -in the first situation, it is clear that this iteration scheme allows us to produce a solution of the Zakharov-Rubenchik system on the time interval [0, mT ] with
by (2.11) and (2.12);
-in the second situation, we observe that (B(jT ), ψ 1 (jT ), ψ 2 (jT )) fits the assumptions of the previous case a). Therefore, we are able to conclude (in any situation) the global well-posedness result in the case b) and the estimate 
Once the case k = 0 and l = −1/2 of Theorem 1.2 is proved, we can deal with (1.5) for initial data (B 0 , ψ 10 ,
by the Lemmas 2.4, 2.5, 2.6. On the other hand, since 0 ≤ k = l + 1 2 , we know that (B 0 , ψ 10 , ψ 20 ) ∈ L 2 × H −1/2 × H −1/2 and the corresponding solution (B, ψ 1 , ψ 2 ) satisfy the a priori estimates (2.13) and (2.14) (besides the upper bound
. Thus, using these facts into (2.15), we get uniform estimates for
This completes the proof.
Polynomial growth of higher Sobolev norms
The goal of this section is the study of certain upper bounds for the higher Sobolev norms of the solutions (B, ψ 1 , ψ 2 ) of the Zakharov-Rubenchik system (1.5). The strategy adopted here follows the lines of Colliander and Staffilani [8] . In particular, we construct global-intime solutions of (1.5) for initial data (B 0 , ψ 10 , ψ 20 ) ∈ H 1 × L 2 × L 2 and we show that the Sobolev norm B H s of the Schrödinger part B of Zakharov-Rubenchik system satisfy certain polynomial upper bounds for all s ≫ 1. More precisely, we prove the following result: 
Furthermore, if B 0 , ψ 10 , ψ 20 ∈ S, where S is the Schwartz class, then this global solution (B, ψ 1 , ψ 2 ) satisfy
Remark 3.1. Since we can write
it is not hard to infer regularity bounds (in H s−1 ) for ψ 1 and ψ 2 from the estimate (3.1).
In the sequel, we subdivide this section into two parts: the first subsection is dedicated to the global well-posedness statement of Theorem 3.1 and the second subsection contains the proof of the estimate (3.1).
Global well-posedness in H
Using the conservation laws I 1 (t), I 2 (t), I 3 (t) and I 4 (t) in (1.7)-(1.10) the following a priori estimate can be established. 
Proof. It follows using the conserved quantities (see Lemma 3.3 of [12] ) and (1.4).
On the other hand, the local well-posedness result of Theorem 1.1 ensures the existence of a local-in-time solution (B,
for some α > 0. Combining this fact with Lemma 3.1, we obtain the following result:
Polynomial upper bounds for B(t) H s .
In view of the Proposition 3.1 above, the proof of Theorem 3.1 is complete once we show the following result:
Proposition 3.2. For initial data B 0 , ψ 10 , ψ 20 ∈ S, the global solution of (1.5) satisfy
Proof. We begin by noticing that it suffices to bound B(t) H s for t ∈ [0, T ] (with T defined by (3.2)). Since B(t) L 2 = B 0 L 2 for all t, it remains only to compute A s B(t) L 2 , where
To avoid technical issues involving fractional derivatives, we assume s = 2m a large even integer (m ≫ 1). Denoting by ., . the usual L 2 inner product, we obtain
This reduces matters to the computation of the term
Because the Schrödinger part B of the Zakharov-Rubenchik system (1.1) satisfies
we conclude that
where
Consider the term I 1 . Since −∆ = A 2 , we get from integration by parts that the integrand of I 1 is a real number, so that I 1 = 0. On the other hand, the term I 2 involves the expression
. This expression can be expanded using the Leibnitz rule. The term with the highest derivative on B is W ± (ψ 10 , ψ 20 )A s B, but it does not contribute for the computation of I 2 since W ± (ψ 10 , ψ 20 ) is a real-valued function so that the corresponding integrand is a real number. Thus, I 2 becomes a sum of terms of the form:
Multiplying by a smooth localized-in-time cutoff function κ T supported on the interval [0, T ] and using Hölder inequality, we can estimate each of these terms by
1 Here we are omitting the irrelevant constants since our task is to show a polynomial upper bound for
Applying the Bourgain-Strichartz estimate f L 4 xt f X 0,3/8+ and the local well-posedness result B X m,b B 0 H m (for b = 1/2+ and m ≥ 0), we obtain that I 2 can be estimated by a sum of terms of the form
Similarly, I 4 is a sum of terms of the form:
Since the integrand of I 4 (s, 0, 0) and I 4 (0, 0, s), we have I 4 (s, 0, 0) = I 4 (0, 0, s) = 0. On the other hand, the bilinear estimates provided by Lemmas 3.3, 3.4 and 3.7 of [15] give the estimate
. Hence, from the local well-posedness theory, we deduce that
Denoting by j 2 = max{s 0 , s 1 , s 2 }, j 0 = min{s 0 , s 1 , s 2 } and j 1 ∈ {s 0 , s 1 , s 2 } − {j 0 , j 2 } and using again the Lemmas 3.3 and 3.4 of [15] (plus the local well-posedness theory), we obtain
Therefore, summing up the bounds for the terms I 4 (s 0 , s 1 , s 2 ) and interpolating B 0 H e s between H 1 and H s , we see that
Finally, it remains to deal with I 3 . Using the Leibnitz rule, we can write as a sum of terms of the form
where s 0 + s 1 + s 2 = s. Note that the integrand of I 3 (0, 0, s) is real so that I 3 (0, 0, s) = 0. Now we treat the terms I 3 (s 0 , s 1 , s 2 ) with s 0 + s 1 + s 2 = s and s 2 ≤ s − 1. By Cauchy-Schwarz inequality we get
Using the bilinear estimate of Lemma 2.3 (with l = 0, k = 1/4), the identity L 2 xt = W 0,0 ± , Bourgain's refinement of Strichartz estimate [2] and the local well-posedness theory, it follows that
By interpolation, we infer that
Combining the estimates (3.4), (3.5) and (3.4) with the fact I 1 = 0, we obtain that
This ends the proof of Proposition 3.2.
Ill-posedness of the Zakharov-Rubenchik
In this section we establish Theorems 1.3-1.5. They are concerned with the lack of smoothness of the Zakharov-Rubenchik evolution for initial data (B 0 , ψ 10 , ψ 20 ) ∈ H k ×H l ×H s when (k, l, s) stays outside the local well-posedness region established in Theorem 1.1.
4.1.
Proof of Theorem 1.3. In the sequel, we follow closely the "norm-inflation" scheme for the Zakharov system discussed in [10] . In particular, since the evolutions of the Zakharov system and the Zakharov-Rubenchik system are somewhat similar 2 , we will just point out certain modifications of the arguments of section 3 of [10] in order to get the result of Theorem 1.3.
Let 0 < k < 1, l > 2k − 1 2 . Firstly, we suppose also that l is near 2k − . Under these assumptions, we fix
Recall that the solution (B N , ψ 1,N , ψ 2,N ) of the Zakharov-Rubenchik system with initial data (f N , 0, 0) satisfies
During the section 3 of [10] , Holmer proved 2 ) for N t −1 (see estimate (3.7) of [10] ). On the other hand, the linear and multilinear estimates of Lemma 2.3 can be used in the same manner as Holmer [10] (p.10, 11) to give us that
2 . Combining these estimates and reasoning as Holmer [10] (p.11, 12) lead us to
for N t −1 . Therefore, we showed the first part of Theorem 1.3 under the assumptions 0 < k < 1, l > 2k − 1 2 and l near 2k − 1 2 (in the sense above). Finally, the general case, i.e., either 0 < k < 1, l > 2k − 1 2 or k < 0, l > −1/2 can be reduced to this previous particular case by decreasing l and increasing k appropriately (since F H q ′ ≤ F H q whenever q ′ ≤ q).
Analogously, when dealing with the second part of Theorem 1.3, it suffices to replace l by For sake of simplicity, we assume that k ∈ R and l < −1/2 (since the case s < −1/2 is similar). We take N a large integer and we put B 0 (ξ) :=
(ξ) and ψ 20 ≡ 0. Let γ ∈ R be a parameter and denote by F (B 0 , ψ 10 , ψ 20 ) = (B(t), ψ 1 (t), ψ 2 (t)) the data-to-solution map of the ZakharovRubenchik system. Assume that F is C 2 at the origin (0, 0, 0) and consider the path G(γ) = (γB 0 , γψ 10 , γψ 20 ) = (γB 0 , γψ 10 , 0).
Note that the solution (B,
Taking derivative with respect to γ leads us to
Combining the estimates (4.1) and (4.2), we get a contradiction for N sufficiently large (since l < −1/2). This ends the proof of Theorem 1.4.
4.3.
Proof of Theorem 1.5. The idea is to find a suitable class of initial data so that the Schrödinger variables of the Zakharov-Rubenchik evolution eventually exhibit completely different phases.
For the sake of simplicity, we will normalize the constants depending on ω, k, β, ν, q, θ from the system (1.5) so that the ZR system becomes (4.3)
Also, up to exchange the roles of ψ + and ψ − in the arguments below, it suffices to prove the Theorem 1.5 in the case k = 0 and l < −3/2.
Next, we fix four parameters L ≫ 1, 0 < µ ≪ 1, 0 < c < 1 and 0 < Θ ≪ 1. Consider the following modified ZR system:
then it holds
On the other hand, using the energy method for B, we get
Note that,
Now, following the calculations of Holmer [10] (p.16), it is not hard to see that
Also,
Combining these estimates, we obtain
Using our assumptions on T 0 , L and Θ, we see that
H k . This fact combined with the Gronwall inequality and a continuity argument allows us to conclude that
This completes the proof of the proposition.
Denote by A the solution of the small-dispersion limit (i.e., µ = 0) of (4.4): Using the Proposition 4.1, we get
Furthermore, we can rewrite
In particular,
Putting these facts together and using Gronwall inequality, we conclude
This ends the proof of the proposition.
Define B(x, t) := LΘe −ic 2 t e icx B(Lµ(x − ct), L 2 t),
where ( B, ψ ± ) is a solution of (4.4). It is quite straightforward to check that (B, ψ ± ) solves the Zakharov-Rubenchik system (4.3) with initial data B(x, 0) = LΘe icx B 0 (Lµx), ψ ± (x, 0) = L 2 ψ ±0 (Lµx).
for all t, we get
Also, if ψ +0 (ξ) = 0 for |ξ| ≤ 1 and µL ≥ 1, we see At this point, we are ready to complete the proof of Theorem 1.5. We fix M ≫ 1 and 0 < µ ≪ 1 to be chosen later and we put T = | log µ| · M −2 ,
Observe that e iT (L 2 2 −L 2 1 ) = i and L 2 /L 1 = π 2| log µ| + 1 → 1 (uniformly on M ). Take Θ 2 = µ · M −1 . Fix B 0 a Schwartz function such that B 0 (x) = 1 for |x| ≤ 1, and ψ +0 (x) = cos(3x) sin(x)/x and ψ −0 (x) = 0.
Next we consider B 1 and B 2 solutions of (4.4) with parameters L 1 and L 2 (resp.) and same initial data B 0 , ψ ±0 . From the previous discussion, for j = 1, 2,
On the other hand, using the definition of Θ,
Since L 2 /L 1 → 1 uniformly on M and
for all t, we can select µ = µ(δ) > 0 sufficiently small so that
Using the proposition 4.2, it follows that 1 ) = i). Since T = | log µ|·M −2 ≤ | log µ|·µ 10 → 0 as µ → 0, the proof of the Theorem 1.5 is complete.
