We show that the independence relation de ning a trace monoid M admits a transitive orientation if and only if the characteristic series of a lexicographic cross section of M satis es an equation of the form Det(Id ? X) = 1, where X is a matrix representing the minimum nite automaton recognizing and Id is the identity matrix. This implies that, if the independence relation of a trace monoid M admits a transitive orientation, then any unambiguous lifting of the M obius function of M is the determinant of a matrix de ned by the smallest acceptor of the corresponding cross section.
Introduction
The famous M obius inversion formula on integer functions has been extended in various ways. This work deals with its extension to trace monoids which are obtained by taking the quotient of the free monoids by a congruence de ned by some commutations of the generators. Those were introduced in the late sixties in 3] in order to give a completely combinatorial proof of Mac Mahon's Master theorem (cf. 9], Chapter XI). They were studied further as a possible model of parallelism by interpreting generators of the monoid as actions and their commutation as independence of actions, cf. 10]. A theory of trace languages has been then developped which extends the classical properties of formal languages. Nowadays, it has grown to a vast autonomous eld of research providing rich conjectures and open problems 7] .
Let us illustrate the importance of the M obius function in the theory of traces with an example taken from an enumeration problem. Intuitively, if M is a trace monoid, its M obius function M is the (Cauchy) inverse of the characteristic function M of M in the monoid algebra over the ring of integers Z. It just happens that the M obius function is a polynomial whose monomials can be identi ed with the cliques of the graph of commutations. Now, if we consider the enumerative image of M obtained by mapping all indeterminates over one unique indeterminate z, we obtain a rational function f M (z) over the variable z. The coe cient t n 2 Z associated with the power z n in its Taylor development is the number of traces of a length n in M . Then, from the equality M = ( M ) ?1 we can derive an explicit expression for f M (z) which allows to give exact and asymptotic expressions for t n or an estimate of the average number of pre xes of a trace of length n, quantities which are related to the complexity of algorithms for the recognition of rational trace languages 2].
Since a trace monoid M is de ned as the image of a free monoid in the canonical morphism, a general technique used in di erent contexts when solving some problem on trace monoids is to \lift" its properties in the free monoid, to solve the problem in the free monoid, and then to map it back into the trace monoid. The present work is in the vein of 5] where it was settled the following natural question concerning the lifting of the equality ( M ) ?1 = M : choose for each monomial (i.e., each trace) occurring in M a representative in the free monoid (i.e., lift it) and consider the formal inverse in of the polynomial thus obtained; can we de ne some way of selecting the monomials so that this inverse be the characteristic function of a cross-section of M in ? The answer is yes if and only if the relations of commutations of the trace monoid can be transitively oriented. This was further re ned in 6].
Here we present an interpretation of the lifting of the M obius function which gives another characterization of the trace monoids whose independence relation admits a transitive orientation.
In order to state our result more precisely, some speci c remarks are necessary. First we recall that, given a nite alphabet and an independence relation I , the corresponding trace monoid M is the quotient of the free monoid by the congruence I generated by the equations ab = ba such that (a; b) 2 I. Second, it is customary to represent any nite automaton with a matrix whose rows and columns are indexed by the states Q of the automaton and whose entry in position (p; q) 2 Q Q consists of all the letters that take p to q (cf. 8]). We say that such a matrix is a minimal acceptor matrix of a language L if it represents the smallest nite automaton recognizing L. For a matrix of this kind, with entries in a noncommutative ring, a natural notion of determinant can be given as a sum of terms obtained by choosing in the order one entry for each column so that every row is taken exactly once. Now, given an independence relation I over a nite alphabet and a linear ordering < over , consider the cross section L given by the set of all maximal representatives in each class of the congruence I . We prove that the restriction of < to the pairs in I 
We are concerned with properties of the ring ZhhM ii of all formal power series over the monoid M with integer coe cients, i.e., of all mappings of M into the ring of integers. Given a power series and an element t of M , we denote by (t) the coe cient of the monomial t in . We can write = X t2M (t)t:
The addition and multiplication of two arbitrary power series 1 ; 2 2 ZhhM ii are respectively de ned by
for all t 2 M . The support of a power series 2 ZhhM ii is the subset consisting of all the elements t 2 M such that (t) 6 = 0. The subring ZhM i of polynomials is the subset of all series having nite support.
We recall that the M obius function of a trace monoid M is de ned as the formal power series M such that
(?1) n if t = a 1 a 2 a n ; where all a i 2 are di erent and (a i ; a j ) 2 I holds for all i 6 = j; 0 otherwise. (we adopt the usual convention that a 1 a 2 a n = 1 whenever n = 0). More precisely, consider the canonical morphism : Zhh ii ?! ZhhM ii. Let 
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In this work we show another characterization of the independence alphabets that admit a transitive orientation. This result also proves that any unambiguous M obius function is the determinant of a matrix (Id ? X), where X is a minimal acceptor matrix of the support of the series = ?1 and Id is the identity matrix.
In order to present this result we give some further de nitions. Given a total order relation < on , the restriction of < to I is the relation < I such that, for every a; b 2 , Equation (2) also shows that L is regular and hence we can consider the smallest nite automaton recognizing L. Given a linear order over the set of its states we can represent the automaton by a matrix X 2 Zh i n n such that each entry X i;j is the characteristic polynomial of the set of letters a that take state i to state j. For brevity, we say that X is a minimal acceptor matrix of the language L. Such a matrix is de ned over a ring of polynomials in noncommutative variables and here we consider the following notion of 
3 From transitivity to the M obius function
In this section we prove the result in one direction. We show that, if an independence alphabet h ; Ii admits a transitive orientation < I , then the unambiguous M obius function corresponding to < I is the polynomial = Det(Id ? X), where X is a minimal acceptor matrix of the lexicographic cross section L de ned by < I . We note that here the language L is the support of the series = ?1 5].
The proof is based on the properties of the minimum nite automaton recognizing the language L; in particular the states of the automaton are represented by disjoint subsets of which can be ordered by extending the given orientation. We rst observe that, since < I is transitive, Equation (2) In this case the orientation < I is transitive and the equivalence classes of , considered in the order, are fa; bg, fcg, fd; eg, ffg. Moreover, the lexicographic cross section de ned by < I is given by L = ? fac; ad; af; bc; bd; bf; cd; cf; df; ef g : If we order the set of states Q according to , the nite automaton A can be represented by the matrix X 2 Zh i n n such that each entry X ij is given by X ij = fb 2 j i b = j g = fb 2 j j 8a 2 i :(a < I b)g:
A key property of this matrix is that X ij j for all i; j = 1; 2; : : :; n.
Example: in the previous example, we have 1 = fa; bg, 2 = fcg, 3 Observe that under the diagonal each entry contains all symbols in the corresponding state. This is actually a general property that is used in the proof of the following result.
Proposition 2 Let h ; Ii be an independence alphabet that admits a transitive orientation < I . Then the unambiguous M obius function corresponding to < I is given by = Det(Id ? X); (6) where X is the matrix de ned above and Id is the identity matrix of size n.
Proof. We recall that the determinant of a matrix Y is de ned as 
where ij is the Kronecker symbol. Observe that each product Q n i=1 ( (i)i ? X (i)i ) is the sum of monomials of the form
where J = fi 1 ; i 2 ; : : : ; i k g is a subset of f1; 2; : : : ; ng and the permutation is the identity on the complement J c of J and hence a permutation on J. Then, for a given subset J = fi 1 ; i 2 ; : : : ; i k g f1; 2; : : : ; ng, we can group the monomials in the right hand side of (7) This claim shows that, for each a j 2 , ir a j = is a j and hence the rows i r and i s of the matrix X J; are equal proving that the determinant is zero. Moreover, if all letters of commute then, by equation (5) Proof. If < I is transitive we know from the previous section that Equation (3) holds and this proves that L is local. On the other hand, assume that < I is not transitive. Then, for some a; b; c 2 , we have a < I b < I c while :a < I c. Hence, the words u = cbaca and v = cacba represent the same trace. Moreover, since < I is the restriction of a linear order on , we cannot have c < I a and hence (a; c) = 2 I. This means that u is the largest string in u] and hence it belongs to L while v does not. However u and v have the same factors of length 2 and this proves that L is not local. 
