This paper develops two new methods for conducting formal statistical inference in nonlinear dynamic economic models. The two methods require very little analytical tractability, relying instead on numerical simulation of the model's dynamic behaviour. Although one of the estimators is asymptotically more efficient than the other, a Monte Carlo study shows that, for a specific application, the less efficient estimator has smaller mean squared error in samples of the size typically encountered in macroeconomics. The estimator with superior small sample performance is used to estimate the parameters of a real business cycle model using observed US time-series data.
INTRODUCTION
This paper develops and implements two new methods for estimating the parameters of fully specified structural dynamic economic models, such as, for example, nonlinear stochastic equilibrium models of the business cycle. These models are typically difficult to estimate using standard methods because of analytically intractable likelihood functions and/or the presence of unobservable variables. A key feature of the two methods developed in this paper is that no analytical tractability is required: one need only be able to simulate numerically the behaviour of the structural model for different values of the structural parameters. This feature of the two methods obviates the need either for an analytically tractable likelihood function or for analytical expressions of population moments as functions of structural parameters. Moreover, these methods circumvent the problem of unobserved or poorly measured time series by allowing one to focus on the marginal distribution of well-measured, observed time series. This paper first develops the asymptotic properties of the two methods. It shows that both methods yield consistent and asymptotically normal estimates of the true structural parameters. In addition, both methods produce test statistics that can be used to evaluate the goodness-of-fit of the structural model. Next, this paper uses Monte Carlo methods to compare the small-sample performance of the two estimators in a specific application involving the estimation of the parameters of a real business cycle model. Although one of the methods is asymptotically more efficient than the other, the Monte Carlo study shows that, in samples of the size typically encountered in macroeconomics, the mean squared error of the more efficient estimator is larger than that of the less efficient estimator. Finally, this paper uses the Under the null hypothesis, there exists a unique set of structural parameters 1o such that the observed process x and the simulated process y(13o) are drawn from the same distribution.
Assumption 2 formalizes the null hypothesis. 
Definition of the SQML Estimator
To implement the SQML approach, the investigator must choose a conditional density function f(ys(1), ... ys-p,(); 0) characterized by an n x 1 vector of parameters 08 0, where o is a compact subset of Rn. This density function specifies the density of ys(1) conditional on p lags ys-l(13), .. .ys_p(83). In general, the conditional density function f is misspecified in the sense that the true conditional density of ys(1) given ys-(13), ..., y-p(1) does not belong to the set of conditional densities f(ys(O8), ...,y,s-p(3); 0): 0 E 0). It is assumed that n > k, i.e. the dimensionality of the space of econometric, or 'shallow', parameters 0 is at least as large as the dimensionality of the space of structural, or 'deep', parameters 8.
Subject to the regularity conditions described below, the investigator is free, in principle, to choose any conditional density function f. From the viewpoint of asymptotic efficiency, it is desirable to choose a conditional density function f which, given the proper choice of 0, can provide a 'close' approximation to the true but unknown density of ys(13) conditional on Ys-1(), ..., ys-p(). From the viewpoint of computational ease, it is desirable to choose a conditional density function f for which quasi-maximum likelihood estimates of 0, given a data set lys(1)) ss=-(p -), can be computed relatively easily. For the Monte Carlo study in Section 4 and the empirical application in Section 5, the conditional density function f corresponds to a vector autoregression (VAR) with i.i.d. normal errors. In this case, the vector of econometric parameters 0 consists of the coefficients on lagged endogenous variables as well as the elements S65 of the error covariance matrix. Although the structural model that is estimated in Sections 4 and 5 is non-linear, the laws of motion implied by this model can be well approximated by linear laws of motion such as those provided by a VAR. Moreover, estimates of the VAR parameters can be computed easily using ordinary least squares.
Given a simulated time series [ys(y()J =-s(-1i, let
Ls([ys(13)); 0) -log f(ys(3), ...,ys-p(3); 0)
s=l be the quasi-log-likelihood function (conditional on yo(P),...,yl-p(P)) associated with the conditional density function f. Ls is not the true conditional log-likelihood because f is, in general, misspecified. For a given 3, maximizing the quasi-log-likelihood function with respect to 0 induces a mapping from structural parameters 3 to econometric parameters 0. Formally, define s _ arg max Ls([Ys(O3); 0)
eO Under a set of regularity conditions discussed in Section 2.3, it can be shown that Os converges in probability (as S grows large) to a vector of 'pseudo' true values 0p. In general, it is not possible to find a closed-form expression for 0o in terms of the structural parameters 0. Using simulation methods, however, one can obtain an arbitrarily accurate estimate Os of 0s by choosing the simulation sample size S suitably. To emphasize the functional dependence of both 0s and 0o on the structural parameters 3, define hs ( We can now define the SQML estimator of the true structural parameter vector 3o. It is assumed that, for each 0, the investigator generates a simulated time series Ys(3)I S= -(p-1) of length S+p.2 By construction, {ys(3P) is independent of {xtj for all 3. In addition, it is assumed that S = rT, there r > 0 is a fixed constant. Thus as the observed sample size T tends to infinity, the simulated sample size S also tends to infinity. Simulation error can be controlled by a suitable choice of r. Note that the structural model places a set of restrictions across the parameters 0 of the VAR(2). In particular, under the null hypothesis, the n-dimensional vector 0 can be expressed (via the function h ()) in terms of the k-dimensional vector (, where n > k. In effect, the SQML estimator maximizes the quasi-likelihood function subject to the constraints that the structural model places across the parameters of the quasi-likelihood function. Since these constraints do not, in general, possess closed-form expressions, the constraints are approximated by means of simulation using equation (2). For the case n > k, the model imposes n -k overidentifying restrictions on the parameters of the quasi-likelihood function. As discussed in Section 2.4, these overidentifying restrictions can form the basis of tests of the goodness-of-fit of the structural model.
Asymptotic Properties of the SQML Estimator
In order to characterize the asymptotic behaviour of the SQML estimator AT, it is necessary, first, to characterize the asymptotic behaviour of OT and §s, and, second, to place some structure on the mapping from structural parameters ( to econometric parameters 0 defined by equation (2). Throughout Assumptions 3-10, the E operator means to compute the mathematical expectation with respect to the appropriate stationary density Hi (for observed data) or Gf (for simulated data). (1) hs(3) is twice continuously differentiable in / for 1 E N(fo).
(2) h(3) is continuously differentiable in 3 for 3 E N(3o) and J(3o) = Vh(0o) has full-column rank k.
Given a simulated sample size S, Assumption 9(1) requires that, for all (, the same seed be used for the (pseudo) random number generator that is used to generate the simulated series [ys(13). Since the random errors used to create [ys(13)) are held fixed and since the observed 
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sample is (of course) also fixed, the optimization problem (5) that defines the SQML estimator is a well-defined deterministic problem. Finally, Assumption 10 gathers together an additional set of regularity conditions required for the proofs of Propositions 1, 2, 3, and 5.
Assumption 10 Let 13T} be any sequence of random vectors converging in probability to 1o. Recall that S = T, where T > 0 is a fixed constant.
(1) There exists an open neighbourhood N(1o) of 1o such that T-'LT(txt); As) converges in probability to E log f(xt, ..., t-p; 08) uniformly in a E N(3o). (2) plimT-.o T-1 VoLTr(xtl; hs(T3)) = E V0 log f(xt, ...,t-p; h(3o)). It is easy to see that if the information matrix equality A (0o) + B(Oo) = 0 holds, then the matrix A defined in Proposition 2 is idempotent with rank n -k. In this case, the n -k nonzero eigenvalues of A are all equal to 1, so that QT converges in distribution to X2(n -k). If the information matrix equality does not hold, then the non-zero eigenvalues of A can be estimated by computing the non-zero eigenvalues of a consistent estimate of A (see the end of Section 2.3 for further details). Accurate estimates of critical values corresponding to the distribution of EIL-k X,ci can then be easily computed by means of simulation.
EXTENDED METHOD OF SIMULATED MOMENTS
This section develops an alternative approach to estimating the true structural parameters go. This approach can be viewed as a generalization of the estimation strategy (which we will refer to as 'method of simulated moments', or MSM) developed by Lee and Ingram (1991) and Duffie and Singleton (1988) for the estimation of structural time-series models. The 'extended method of simulated moments', or EMSM, approach estimates f0 by minimizing the 'distance' between OT and 0s, where this distance is measured by forming a quadratic form in the vector OT-0s. 10 
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of functions of, respectively, the observed and simulated data, the EMSM approach is not a special case of the MSM approach. " Let (WT) be a sequence of n x n positive definite 'weighting' matrices that converges in probability to a non-stochastic positive definite matrix W. In practice, WT can depend on the observed sample (xt). As for the SQML estimator, the simulated sample size S= rT, where r > 0 is a fixed constant. 
T-Xoo
T112 (T-/ 0o) -) N(0, (1 + T-1)K( o)-J(o)' WK2(0o) WJ(fo)K(3o)-1) (15) where K(fo) = J(fo)' WJ(lo), Q((0o)-= A (o) -B(0o)A(0o)-1, A(0o) is defined by equation (6), B(0o) by equation (7), and J(fo) by Assumption 9.
Definition 2 defines a class of estimators indexed by the (asymptotic) weighting matrix W. By choosing W appropriately, one can select the 'best' member of this class in the sense that the asymptotic covariance matrix of any other estimator in the class exceeds the asymptotic covariance matrix of the 'best' estimator by a positive semi-definite matrix. Using standard arguments (see, for example, the proof of Proposition 4), it can be shown that the optimal (asymptotic) weighting matrix W* = Q((0o)-. Note that the optimal weighting matrix is the inverse of the asymptotic covariance matrix of T1/2(T -0o). The data-dependent matrix 
WT AT(#T)BT(T) -AT(T)
Clearly, if the quasi-log-likelihood function is correctly specified in the sense that the information matrix equality A (0o) + B(0o) = 0 holds, then the asymptotic covariance matrices of T1/2(OT -f-o) and T1/2(iT -fo) are both equal to -(1 + -1 )(J(fo)' A (0o)J(i3o)) 1. In this case, therefore, the SQML and optimal EMSM estimators have equal asymptotic efficiency. Now suppose that n = k, i.e. the true structural parameter vector fo is exactly identified, but the information matrix equality does not hold. Since n = k, the Jacobian matrix J(fo) is square and, by Assumption 9(2), is invertible. It is easy to see that, in this case, the asymptotic Proposition 4 compares the efficiency of the SQML estimator and the optimal EMSM estimator in the case where n > k and the information matrix equality is violated. This proposition states that the difference between the asymptotic covariance matrix of the SQML estimator and the asymptotic covariance matrix of the optimal EMSM estimator is positive semi-definite if k < n < 2k and is positive definite if n > 2k.
Proposition 4 Fix a quasi-log-likelihood function LT({xt}; 0) and suppose that n > k and A (0o) + B(0o) O. Let V1 be the asymptotic covariance matrix of T/2( T -j30) and let V2 be the asymptotic covariance matrix of T1/2(T-f/o), whereT ris the SQML estimator of /o and jT is the optimal EMSM estimator of 3o. Then V1 -V2 is positive definite if n > 2k and is positive semi-definite (with rank n -k) if k < n < 2k.
Proposition 5 states that if an estimate of the optimal weighting matrix is used to define the EMSM estimator, then the minimized value of the criterion function (13), normalized by the factor T (1 + r-1)-1, can be used as a test of the n -k overidentifying restrictions.
Proposition 5 Suppose n > k. Define the statistic ZTr T(1 + -1)-(OT-hs(I))' W^T(T-hs(OT))
where OT is defined by equation (4), AT is the optimal EMSM estimator, WT is defined by equation (16), and the function hs is defined by equation (2). Under Assumptions 1-7, 9, and 10, ZT converges in distribution to X2(n -k).
A MONTE CARLO STUDY
This section uses the SQML and EMSM estimation strategies to estimate the parameters of a real business cycle model using repeated samples drawn from the data-generating process associated with the real business cycle model. The goal of this Monte Carlo study is to compare the performance of the two estimators in a realistic application using 'observed' samples of the size typically encountered in macroeconomics.
Recall that the optimal EMSM estimator requires that an estimate WT of the optimal weighting matrix W* be computed (using observed data) prior to estimation. Generally, estimates of W* do not perform well in small samples. The difficulty of estimating W* suggests that the EMSM estimator may not perform as well as the SQML estimator in small samples, despite the fact that the EMSM estimator is asymptotically more efficient than the SQML estimator. Moreover, for structural models such as the real business cycle model described below, the loss of efficiency associated with the SQML estimator is likely to be small even in large samples, since, for this class of models, one can generally find a quasi-likelihood function that provides a good approximation to the true but unknown likelihood function. 
where ct is period t consumption, it is period t investment, kt is the period t capital stock, Xt is the period t 'technology' shock, and zt is the period t shock to the productivity of new investment goods. 12 The For empirically plausible values of pi, Ua, P2, and a,, however, the probability of a negative realization for either X, or Zt is essentially zero. 13The estimation methods developed in this paper do not require that the decision rule be linear. For the structural model studied here, however, linear decision rules are both highly accurate and easy to compute using the 'doubling' algorithm described in McGrattan (1990). Table I . These parameters were selected by estimating the parameters of the real business cycle using observed US time series, with the quasi-log-likelihood function defined in terms of the conditional density f given by equation (25). Section 5, to which the reader is referred for further details, estimates the parameters of the real business cycle model using a conditional density f with an additional lag. As mentioned previously, the parameters p2, ff,, and ' are considered known in the Monte Carlo study, while the remaining six parameters are regarded as unknown.
Implementing the optimal EMSM estimator requires the choice of an estimator for the optimal weighting matrix W*=A(0o)B(Oo)-lA (o). Table II summarizes the results of the Monte Carlo study. The EMSM estimator failed to converge for two of the 1000 'observed' time series. These two draws were discarded, leaving a sample of size 998 for both the SQML estimator and the EMSM estimator. 1-129 (for a,) . Although the improvement of the SQML estimates over the EMSM estimates in terms of mean squared error is modest, the SQML estimates nonetheless do have greater precision in the 'mean squared error' sense) in observed samples of size 150. 15 Table III are used to generate the simulated data. Table IV tabulates two sets of estimated VAR(2) parameters, one set for the observed data and one set for the simulated data (given the estimated structural parameters in Table III ). The vector of differences between the 'observed' and 'simulated' VAR(2) parameters is a key component of the statistic QT that is used to test the goodness-of-fit of the real business cycle model. For this estimation problem, QT = 119 4. Since four (=n -k = 13 -9) overidentifying restrictions are imposed in estimating the structural parameters, the matrix A defined in Proposition 2 has four non-zero eigenvalues. The estimated eigenvalues of A (i.e. the eigenvalues of a consistent estimate of A) are: 3-908, 3-438, 1 914, and 1 398. As discussed following Proposition 2, these estimated eigenvalues can be used to obtain an estimated p-value corresponding to the computed value of QT. In particular, the distribution of z -i4= Xic2, where X, i = 1,2,3,4, are the estimated eigenvalues of A and ci -i.i.d.N(O, 1),   i= 1,2, 3, 4, is approximated by generating 150,000 
As discussed in Section 2.3, AT(OT) -T-1 V2LT({Xt; OT) consistently estimates A (0o). B(Oo

AN EMPIRICAL APPLICATION OF SQML
This section uses the SQML estimation strategy to estimate and test the real business cycle model described by equations (20)-(24) in Section 4. The conditional density function e which underlies the quasi-log-likelihood function is chosen to be a bivariate vector autoregression with two lags for the vector xt = [log wt log it]', where log wt is the detrended log of output
