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UNICITE´ TRAJECTORIELLE DES E´QUATIONS DIFFE´RENTIELLES
STOCHASTIQUES AVEC TEMPS LOCAL ET TEMPS DE SE´JOUR
AU BORD
R. BELFADLI AND Y. OUKNINE
Abstract. Nous e´tudions l’unicite´ trajectorielle des solutions d’une classe d’e´quations
diffe´rentielles stochastiques avec temps local et temps de se´jour au bord. Nous util-
isons le proble`me des martingales associe´ pour montrer qu’il y a unicite´ en loi, puis
nous e´tablissons que le supremum de deux solutions est encore une solution.
1. Introduction
Nous nous inte´ressons dans ce papier a` l’e´tude de l’unicite´ trajectorielle des solutions
d’e´quations diffe´rentielles stochastiques (EDSs) avec temps local et temps de se´jour au
bord. Plus pre´cisement, on conside`re sur un espace probabilise´ (Ω,F ,P) les EDSs du
type: 

Xt = x+
∫ t
0
1{Xs 6=0}dBs +
∫ t
0
α(s)dL0s(X)∫ t
0
1{Xs=0}ds =
∫ t
0
ρ(hs)dL
0
s(X),
(1.1)
ou` dans cette e´quation B de´signe un mouvement brownien line´aire issu de 0, L0t (X) est
le temps local au point ze´ro de la semimartingale inconnue X , α(·) est une fonction
bore´lienne positive, ρ(·) est une fonction lipschitzienne strictement positive sur [0, 1] et
la fonction inconnue ht est de´finie par ht := Px(Xt = 0).
Dans cette e´quation, il ya en fait deux inconnues: le processus ale´atoire a` valeurs re´elles
(Xt, t > 0) et la fonction ht.
Lorsque la fonction α(·) est une constante infe´rieur a` 1/2, (1.1) se re´duit a` une EDS
introduite par S. Weinryb dans [10]. Elle posse´de, dans ce cas, une unique solution
trajectorielle obtenue comme le “processus non line´aire” associe´ a` un syste`me de par-
ticules en inte´raction dont le temps de se´jours de chacune de´pend du nombre moyen de
particules au bord par l’intermidiaire d’une fonction de´croissante ρ (voir, [10] pour plus
de de´tails). Indiquons e´galement qu’on retrouve ces EDSs dans S. Watanabe [8] lors de
l’e´tude de quelques exemples explicites d’EDSs.
Le type d’EDSs (1.1), que nous conside´rons ici, est le´ge`rement plus ge´ne´ral que celui
conside´re´ par S. Weinryb dans [10]. Notre objectif est de montrer l’unicite´ trajectorielle
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des solutions a` ces EDSs. Pour cela, nous allons utiliser de fac¸on essentielle une tech-
nique introduite par A. Y. Veretennikov [7] et utilise´e par E. Perkins [5], J. F. Le Gall
[1] et S. Weinryb ([9], [10]), qui consiste a` de´montrer l’unicite´ en loi pour ces solutions,
et que le supremum de deux solutions est encore une solution.
Nous proce´dons donc comme suit: Dans la Section 2, on formule le proble`me des mar-
tingales associe´ au syste`me (1.1), puis on montre l’unicite´ de la solution a` ce proble`me.
Ensuite, dans la Section 3, nous utilisons le temps local pour montrer que le maximum
et le minimum de deux solutions sont encore des solutions.
2. Formulation du proble`me martingale non line´aire associe´
Sur l’espace canonique C(R) on s’inte´resse aux solutions Px du proble`me de martin-
gale P(x):
(i) pour toute fonction f ∈ C2(R∗) ∩ C(R) posse´dant des de´rive´es a` droites et a`
gauche en 0, borne´e ainsi que ses de´rive´es
f(Xt)− f(X0)− 1
2
∫ t
0
f ′′(Xs)1{Xs 6=0}ds−
∫ t
0
[f ′(0+)α(s) +
f ′(0+)− f ′(0−)
2
]dL0s(X)
est une martingale. Ici, L0t (X) de´signe le temps local au sens de Tanaka de la
semimartingale X ;
(ii) Px(X0 = x) = 1 et
∫ t
0
1{Xs=0}ds =
∫ t
0
ρ(hs)dL
0
s(X).
Unicite´ faible de la solution Px de P(x):
Nous montrerons tout d’abord que la loi µt(x, dy) := Px(Xt ∈ dy) est absolument con-
tinue par rapport a` la mesure de Lebesgue dy sur R∗.
Lemme 2.1. Pour tout t > 0, on a
lim
ǫ→0
∫ t
0
µt(x,Aǫ)
2ǫ
ds =
∫ t
0
1− α(s)
ρ(hs)
h(s) ds, (2.1)
ou` Aǫ :=] − ǫ, ǫ[\{0} et h(t) := Px(Xt = 0). En particulier, µt(x, dy) est absolument
continue par rapport a` la mesure de Lebesgue sur R∗ et sa densite´ de Radon-Nikodym
pt(x, y) ve´rifie
pt(x, 0
+) + pt(x, 0
−)
2
=
1− α(t)
ρ(ht)
h(t) (2.2)
De´monstration du Lemme 2.1. D’apre´s le point (i), on a pour toute fonction f re´gulie`re
E
(∫ t
0
f ′′(Xs)1{Xs 6=0}ds
)
= E
(∫ t
0
f ′′(Xs)d〈X,X〉s
)
ce qui implique d〈X,X〉s = 1{Xs 6=0}ds, et par conse´quent
1
2
(L0t + L
0−
t ) = lim
ǫ→0
1
2ǫ
∫ t
0
1{06|Xs|6ǫ}d〈X,X〉s = lim
ǫ→0
1
2ǫ
∫ t
0
1{0<|Xs|6ǫ}ds. (2.3)
D’autre part,
1
2
(L0t − L0
−
t ) =
∫ t
0
1{Xs=0}dVs,
3ou` Vt =
∫ t
0
α(s)dL0s(X) de´signe la partie a` variation finie de la semimartingale X . Ce
qui donne L0
−
t =
∫ t
0
(1− 2α(s))dL0s. Et par suite, compte tenu du point (ii), on obtient:
1
2
(L0t + L
0−
t ) =
∫ t
0
(1− α(s))dL0s =
∫ t
0
1− α(s)
ρ(hs)
1{Xs=0}ds. (2.4)
D’ou`, l’e´galite´ (2.1) s’obtient en prenant l’espe´rance des seconds membres des deux
e´quations (2.3) et (2.4).
Lemme 2.2. La fonction h(t) := Px(Xt = 0) satisfait l’e´quation inte´gro-diffe´rentielle
1− α(t)
ρ(ht)
h(t) =
1√
2πt
e−
x
2
2t +
1
2
√
2π
∫ t
0
h(t− s)− h(t)
s3/2
ds− h(t)√
2πt
(2.5)
De´monstration du Lemme 2.2. Posons, pour t > 0 et λ ∈ R,
f(λ, t) = Ex(e
iλXt1{Xt 6=0})
Par application de la formule d’Itoˆ et en tenant compte que la partie a` variation finie
V du processus X est donne´e par dVt = α(t)dL
0
t (X) =
α(t)
ρ(hs)
1{Xt=0}dt, on a:
f(λ, t) + h(t) = eiλx + iλ Ex
(∫ t
0
eiλXs
α(s)
ρ(hs)
1{Xs=0}ds
)
− λ
2
2
∫ t
0
f(λ, s)ds
Soit encore,
f(λ, t) + h(t) = eiλx +
∫ t
0
[
iλ
ρ(hs)
α(s) +
λ2
2
]
h(s)ds− λ
2
2
∫ t
0
(f(λ, s) + h(s))ds
En conside´rant la fonction h comme connue dans cette e´quation et apre´s re´solution, on
obtient:
f(λ, t) + h(t) = e−
λ
2
2
t
[
eiλx − λ2
2
∫ t
0
ds e
λ
2
2
s
∫ s
0
du
(
iλ
ρ(hs)
α(u) + λ
2
2
)
h(u)
]
+
∫ t
0
dsh(s)
(
iλ
ρ(hs)
α(s) + λ
2
2
)
Soit, apre´s une inte´gration par partie,
f(λ, t) = e−
λ
2
2
t
[
eiλx +
∫ t
0
ds e
λ
2
2
sh(s)
(
iλ
ρ(hs)
α(s) +
λ2
2
)]
− h(t). (2.6)
D’autre part, f(λ, t) est la transforme´e de Fourier de la fonction pt(x, y) et donc il
s’ensuit par la formule d’inversion que
pt(x, 0
+) + pt(x, 0
−)
2
=
1
2π
∫
f(λ, t)dλ
En injectant (2.6) dans cette formule et en tenant compte de (2.2), on obtient (2.5).
Proposition 2.3. Lorsque la fonction α(t) 6 1/2, il ya unicite´ faible de la solution Px
de P(x).
Preuve de la Proposition 2.3. Observant tout d’abord que, puisque α(·) est borne´e et
que la fonction g(t, x) := 1−α(t)
ρ(x)
x de´finissant le second membre de (2.5) est lipshitzienne
en x, l’argument de S. Weinryb [10] s’adapte bien et on a l’unicite´ de la solution de
l’e´quation inte´gro-diffe´rentielle (2.5). On en de´duit alors, de l’expression (2.6), que la
fonction f(λ, t) est uniquement de´termine´e. Autrement dit, on a l’unicite´ de la loi de
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Xt sous Px pour chaque t > 0. Puis on passe a` tout le processus en utilisant le caracte`re
markovien de X .
3. Unicite´ trajectorielle des solutions de (1.1)
Theorem 3.1. Si la fonction α(t) 6 1
2
, alors il ya unicite´ trajectorille des solutions de
(1.1).
Preuve du the´ore`me. D’apre´s la premie`re partie, il ya unicite´ en loi des solutions
de (1.1). Il suffit alors de de´montrer que le supremum de deux solutions est encore une
solution.
Si X1 et X2 sont deux solutions de (1.1), associe´es au meˆme brownien B, alors en
e´crivant X1t ∨ X2t = (X1t − X2t )+ + X2t et par application de la formule d’Itoˆ-Tanaka,
on a
d(X1 ∨X2)t = 1{X1
t
∨X2
t
6=0}dBt + α(t)
(
1{X2
t
<0}dL
0
t (X
1) + 1{X1
t
60}dL
0
t (X
2)
)
+
1
2
dL0t (∆X), (3.1)
ou` L0t (∆X) de´signe le temps local de la semimartingale ∆X = X
1 −X2.
De plus,
1{X1
t
∨X2
t
=0}dt = ρ(hs)
(
1{X2
t
<0}dL
0
t (X
1) + 1{X1
t
60}dL
0
t (X
2)
)
. (3.2)
Ce qui montre alors que le supremum (X1t ∨X2t , t > 0) est e´galement solution de (1.1)
graˆce au re´sultat de la Proposition 3.2 ci-dessous et par suite l’unicite´ trajectorielle pour
l’e´quation (1.1).
Proposition 3.2. Pour tout t > 0, on a
L0t (∆X) = 0 et dL
0
t (X
1 ∨X2) = 1{X2
t
<0}dL
0
t (X
1) + 1{X1
t
60}dL
0
t (X
2). (3.3)
Pour la preuve de cette proposition, nous avons besoin de deux lemmes.
Introduisons, pour 0 < α < 1
2
et i = 1, 2, les processus (Zα,it := X
i − 2αX i+t , t > 0) et
(∆Zαt := Z
α,1
t − Zα,2t , t > 0).
Lemme 3.3. (ı) La mesure dL0t (X
1 − X2) est absolument continu par rapport a`
la mesure de Lebesgue et a` support inclu dans l’ensemble {t, X1t = X2t = 0};
(ıı) Il existe une fonction mesurable positive ϕ telle que, pour tout t > 0
L0t (∆Z
α) =
∫ t
0
(1− 2αϕ(s))dL0s(∆X) (3.4)
(ııı) Si ϕ est la fonction de´finie en (ıı), alors on a pour tout t > 0
L0t (X
1 ∨X2) =
∫ t
0
1{X1s60}dL
0
s(X
2) +
∫ t
0
1{X2s<0}dL
0
s(X
1) +
∫ t
0
ϕ(s)dL0s(∆X) (3.5)
Remarque 3.4. De l’expression (3.5), on en de´duit que∫ t
0
ϕ(s)dL0s(∆X) =
1
2α
[L0t (∆X)− L0t (∆Zα)]
est inde´pendant de α.
5Preuve du Lemme 3.3. (ı) L’absolu continuite´ re´sulte de l’estimation
L0t (∆X) 6
∫ t
0
(
1{X1s=0} + 1{X2s=0}
) ds
ρ(hs)
, ∀t > 0.
Cette ine´galite´ est une conse´quence imme´diate de L0t (∆X) 6 L
0
t (X
1) + L0t (X
2) et du
fait que X1 et X2 sont solutions de (1.1). Pour montrer que le support de dL0t (∆X) est
inclu dans {t, X1t = X2t = 0}, il suffit de remarquer que
∫ t
0
|X1s |dL0s(∆X) = 0.
(ıı) Par application du lemme 1 de [2], on a L0t (∆Z
α) 6 L0t (∆X). Il en re´sulte
que dL0t (∆Z
α) est absolumlent continue par rapport a` dL0t (∆X) et par suite on a la
repre´sentation (3.4).
(ııı) D’apre´s [6] (voir aussi [4]), on sait que
L0t (X
1 ∨X2) =
∫ t
0
1{X1s60}dL
0
s(X
2) + L0t (X
1+ −X2+)
il suffit donc de montrer que
L0t (X
1+ −X2+) =
∫ t
0
1{X2s<0}dL
0
s(X
1) +
∫ t
0
ϕ(s)dL0s(∆X)
ou` encore, compte tenu de (3.4), que
L0t (X
1+ −X2+) =
∫ t
0
1{X2s<0}dL
0
s(X
1) +
1
2α
[L0t (∆X)− L0t (∆Zα)]. (3.6)
En utilisant l’e´galite´
2α(X1+t −X2+t )+ = (∆Xt)+ − (∆Zαt )+
on a, d’une part, par la formule d’Itoˆ-Tanaka
2α d(X1+t −X2+t )+ = 2α1{X1+
t
>X2+
t
}d(X
1+
t −X2+t ) + α dL0t (X1+t −X2+t ) (3.7)
et d’autre part,
2α d(X1+t −X2+t )+ = 1{∆Xt>0}d(∆Xt)− 1{∆Zαt >0}d(∆Zαt ) +
1
2
d(L0t (∆X)− L0t (∆Zα))
or ∆Xt∆Z
α
t > 0, il vient
2α d(X1+t −X2+t )+ = 2α 1{∆Xt>0}d(X1+t −X2+t ) +
1
2
d(L0t (∆X)− L0t (∆Zα)). (3.8)
Ce qui conduit, par (3.7), a`
dL0t (X
1+
t −X2+t ) = 2
(
1{X1
t
>X2
t
} − 1{X1+
t
>X2+
t
}
)
d(X1+t −X2+t )
+
1
2α
d(L0t (∆X)− L0t (∆Zα)). (3.9)
Par ailleurs, en appliquant la formule d’Itoˆ-Tanaka, on montre aise´ment que
2
(
1{X1
t
>X2
t
} − 1{X1+
t
>X2+
t
}
)
d(X1+t −X2+t ) = 1{X2t<0}dL0t (X1) (3.10)
et donc (3.6) s’obtient en reportant (3.10) dans (3.9). Ceci comple`te la preuve du
Lemme 3.3.
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Lemme 3.5. (ı) Pour tout t > 0, on a∫ t
0
ϕ(s)dL0s(∆X) = 0 (3.11)
(ıı) Posons: h1,2(t) = Px(X
1
t ∨X2t = 0) et h1,2(t) = Px(X1t ∧X2t = 0). Alors
h1,2 et h1,2 satisfont aux e´quations suivantes:
1− α(t)
ρ(ht)
h1,2(t)+Eψ
′(t) =
1√
2πt
e−
x
2
2t +
1
2
√
2π
∫ t
0
h1,2(t− s)− h1,2(t)
s3/2
ds−h1,2(t)√
2πt
(3.12)
1− α(t)
ρ(ht)
h1,2(t)+Eψ
′(t) =
1√
2πt
e−
x
2
2t +
1
2
√
2π
∫ t
0
h1,2(t− s)− h1,2(t)
s3/2
ds−h1,2(t)√
2πt
(3.13)
Ici, la fonction ψ est de´finie par ψ(t) = −1
2
L0t (∆X) et ψ
′ de´signe sa de´rive´e de
Radon-Nikodym par rapport a` la mesure de Lebesgue.
Preuve du Lemme 3.5. (ı) Puisque
d〈∆Zα,∆Zα〉t =
[
1{X1
t
6=0} − 1{X2
t
6=0} − 2α(1{X1
t
>0} − 1{X2
t
>0})
]2
dt
on a
L0t (∆Z
α) = lim
ǫ→0
1
2ǫ
∫ t
0
1{06∆Xs−2α∆Zαs 6ǫ}
[
1{X1s 6=0} − 1{X2s 6=0} − 2α(1{X1s>0} − 1{X2s>0})
]2
ds
En de´veloppant le carre´, il vient
L0t (∆Z
α) = lim
ǫ→0
[
I1ǫ (t) + I
2
ǫ (t) + I
3
ǫ (t)
]
, (3.14)
ou`
I1ǫ (t) =
1
ǫ
∫ t
0
1{06∆Xs−2α∆Zαs 6ǫ}
[
1{X2s=0} − 1{X1s=0}
]2
ds;
I2ǫ (t) = 4α
21
ǫ
∫ t
0
1{06∆Xs−2α∆Zαs 6ǫ}
[
1{X1s>0} − 1{X2s>0}
]2
ds;
et
I3ǫ (t) = −4α
1
ǫ
∫ t
0
1{06∆Xs−2α∆Zαs 6ǫ}
(
1{X1s 6=0} − 1{X2s 6=0}
)(
1{X1s>0} − 1{X2s>0}
)
ds.
Un calcul e´le´mentaire nous donne
lim
ǫ→0
I1ǫ (t) = lim
ǫ→0
1
ǫ
[∫ t
0
(
1{X2s=0, 0<(1−2α)X1s6ǫ} + 1{X1s=0, −ǫ6X2s<0}
)
ds
]
= lim
ǫ→0
[
1
1− 2α
1
ǫ
∫ t
0
1{X2s=0, 0<X1s6ǫ}ds+
1
ǫ
∫ t
0
1{X1s=0, −ǫ6X2s<0}ds
]
=
2α
1− 2α limǫ→0
1
ǫ
∫ t
0
1{X2s=0, 0<X1s6ǫ}ds+ limǫ→0
1
ǫ
∫ t
0
(
1{X2s=0, 0<X1s6ǫ} + 1{X1s=0, −ǫ6X2s<0}
)
ds
=
2α
1− 2α limǫ→0
1
ǫ
∫ t
0
1{X2s=0, 0<X1s6ǫ}ds+ limǫ→0
1
ǫ
∫ t
0
1{06∆Xs6ǫ}
[
1{X1s 6=0} − 1{X2s 6=0}
]2
ds
et comme d〈∆X,∆X〉t =
[
1{X1
t
6=0} − 1{X2
t
6=0}
]2
dt, on en de´duit
7lim
ǫ→0
I1ǫ (t) =
2α
1− 2α limǫ→0
1
ǫ
∫ t
0
1{X2s=0, 0<X1s6ǫ}ds+ L
0
t (∆X). (3.15)
De meˆme
lim
ǫ→0
I2ǫ (t) = 4α
2 lim
ǫ→0
1
ǫ
∫ t
0
1{06(1−2α)X1s−X2s6ǫ,X1s>0,X2s60}ds (3.16)
et
lim
ǫ→0
I3ǫ (t) = −4α lim
ǫ→0
1
ǫ
∫ t
0
1{0<(1−2α)X1s6ǫ,X2s=0}ds (3.17)
D’ou`, en combinant (3.14), (3.15), (3.16) et (3.17), on a∫ t
0
ϕ(s)dL0s(∆X) =
1
2α
[L0t (∆X)− L0t (∆Zα)]
=
−1
1− 2α limǫ→0
(
1
ǫ
∫ t
0
1{X2s=0, 0<X1s6ǫ}ds
)
− 2α lim
ǫ→0
(
1
ǫ
∫ t
0
1{06(1−2α)X1s−X2s6ǫ,X1s>0,X2s60}ds
)
+ 2 lim
ǫ→0
(
1
ǫ
∫ t
0
1{0<X1s , 0<(1−2α)X1s6ǫ,X2s=0}ds
)
ce qui fournit, en faisant tendre α vers zero∫ t
0
ϕ(s)dL0s(∆X) = lim
ǫ→0
1
ǫ
∫ t
0
1{X2s=0, 0<X1s6ǫ}ds
par ailleurs, on a
lim
ǫ→0
1
ǫ
∫ t
0
1{X2s=0, 0<X1s6ǫ}ds = (1− 2α) limǫ→0
1
ǫ
∫ t
0
1{0<X1s , X2s=0, 06(1−2α)X1s6ǫ}ds,
qui tend vers zero quand α→ 1
2
. D’ou`∫ t
0
ϕ(s)dL0s(∆X) = 0.
(ıı) Pour de´te´rminer l’e´quation satisfaite par h1,2, nous allons re´utiliser les calcules
entrepris pour l’e´quation (2.5), mais cette fois pour le processus X1 ∨X2. En effet, on
a d’une part,
L0t (X
1 ∨X2) =
∫ t
0
1{X1s60}dL
0
s(X
2) +
∫ t
0
1{X2s<0}dL
0
s(X
1)
=
∫ t
0
1{X1s∨X2s=0}
ds
ρ(hs)
.
8 R. BELFADLI AND Y. OUKNINE
et en utilisant le point (ı) du lemme 3.3, on a
L0t (X
1 ∨X2)− L0−t (X1 ∨X2)
2
=
∫ t
0
1{X1s∨X2s=0}α(s)
[
1{X1s60}dL
0
s(X
2)
+
1
2
1{X2s<0}dL
0
s(X
1)
]
+
1
2
∫ t
0
1{X1s∨X2s=0}dL
0
s(∆X)
=
∫ t
0
α(s)
(
1{X1s60}dL
0
s(X
2) + 1{X2s<0}dL
0
s(X
1)
)
+
1
2
L0t (∆X)
D’ou`, en tenant compte que X1 et X2 sont solutions de (1.1), on obtient
L0t (X
1 ∨X2) + L0−t (X1 ∨X2)
2
= L0t (X
1 ∨X2)− L
0
t (X
1 ∨X2)− L0−t (X1 ∨X2)
2
=
∫ t
0
1− α(s)
ρ(hs)
1{X1s∨X2s=0}ds−
1
2
L0t (∆X). (3.18)
D’autre part, on montre facilement, comme dans la premie`re partie, que la loi
Px(X
1
t ∨X2t ∈ dy) est absolument continue par rapport a` la mesure de Lebesgue sur R∗
et que sa densite´ pt(x, y) ve´rifie
pt(x, 0
+) + pt(x, 0
−)
2
=
1
2
d
dt
Ex[L
0
t (X
1 ∨X2) + L0−t (X1 ∨X2)]
=
1
2π
∫
f(λ, t)dλ,
ou` f(λ, t) = Ex(e
iλX1
t
∨X2
t 1{X1
t
∨X2
t
6=0}). Et donc par (3.18), on obtient
1− α(t)
ρ(ht)
h1,2(t) + Exψ
′(t) =
1
2π
∫
f(λ, t)dλ (3.19)
Par ailleurs, graˆce a` (3.1), (3.2) et a` la formule d’Itoˆ on obtient
f(λ, t) + h1,2(t) = e
iλx − λ
2
2
∫ t
0
(f(λ, s) + h1,2(s))ds+
∫ t
0
[
iλ
ρ(hs)
α(s) +
λ2
2
]
h1,2(s)ds
+
iλ
2
Ex[L
0
t (∆X)]
ce qui donne
f(λ, t) = e−
λ
2
2
t
[
eiλx + u(t)
]− h1,2(t), (3.20)
avec
u(t) =
∫ t
0
ds e
λ
2
2
s
[
iλ
ρ(hs)
α(s)h1,2(s) +
λ2
2
h1,2(s)− iλψ′(s)
]
.
Et par suite, en utilisant le the´ore`me de Fubini et le fait que la fonction
λ 7→ iλ
ρ(ht−s)
e
λ
2
2
sα(t− s)h1,2(t− s)− iλψ′(s)
9est impaire, on a
1
2π
∫
f(λ, t)dλ =
e−
x
2
2t√
2πt
+
1
2π
∫
dλ
[∫ t
0
dse−
λ
2
2
(t−s)
(
iλ
ρ(hs)
α(s)h1,2(s) +
λ2
2
h1,2(s)
−iλψ′(s)
)
− h1,2(t)
]
=
e−
x
2
2t√
2πt
+
1
2π
∫
dλ
[∫ t
0
dse−
λ
2
2
(t−s)λ
2
2
h1,2(s)− h1,2(t)
]
=
1√
2πt
e−
x
2
2t +
1
2
√
2π
∫ t
0
h1,2(t− s)− h1,2(t)
s3/2
ds− h1,2(t)√
2πt
,
ce qui joint a` (3.19) prouve (3.12).
Cherchons maintenant l’e´quation satisfaite par h1,2. Pour cela, e´crivons h1,2(t) =
Px(Y
1
t ∨ Y 2t = 0), avec Y i = −X i, et observons que puisque
L0t (X
i) = L0−t (−X i) et L0t (−X i)− L0−t (−X i) = 2
∫ t
0
α(s)dL0s(X
i)
alors
dL0t (X
i) =
1
1− 2α(s)dL
0
t (Y
i)
ce qui implique que les Y i, i = 1, 2, satisfont aux e´quations

dY it = 1{Y it 6=0}dβt + α˜(t)dL
0
t (Y
i)∫ t
0
1{Y is=0}ds =
∫ t
0
̺(s)dL0s(Y
i),
(3.21)
avec α˜(t) = − α(t)
1−2α(t)
, ̺(t) = ρ(ht)
1−2α(t)
et β = −B. Pour conclure a` la de´monstrations, il
suffit alors de remarquer que
L0t (Y
1 ∨ Y 2) + L0−t (Y 1 ∨ Y 2)
2
=
∫ t
0
1− α˜(s)
̺(s)
1{Y 1s ∨Y 2s =0}ds−
1
2
L0t (X
2 −X1)
=
∫ t
0
1− α(s)
ρ(hs)
1{Y 1s ∨Y 2s =0}ds−
1
2
L0t (X
2 −X1).
et que L0t (X
2−X1) = L0−t (∆X) = L0t (∆X) puisque la partie a` variation finie deX1−X2
ne charge pas l’ensemble {t, X1t = X2t }.
Preuve de la Proposition 3.2. L’expression du temps local L0t (X
1 ∨X2) re´sult directe-
ment de (3.5) et (3.11). Montrons maintenant que L0t (∆X) = 0.
Observons que, pour tout t > 0,
2h(t) = h1,2(t) + h1,2(t).
On en de´duit alors, en combinant (3.12) et (3.13), que h est solution de
1− α(t)
ρ(ht)
h(t) + Eψ′(t) =
1√
2πt
e−
x
2
2t +
1
2
√
2π
∫ t
0
h(t− s)− h(t)
s3/2
ds− h(t)√
2πt
(3.22)
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ce qui entraˆıne, graˆce a` (2.5), que
0 = Eψ′(t) = −1
2
d
dt
EL0t (∆X)
et donc, L0t (∆X) = 0. Ce qui ache`ve la de´monstration.
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