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Abstract. In the context of large cardinals, the classical diamond principle
✸κ is easily strengthened in natural ways. When κ is a measurable cardinal,
for example, one might ask that a ✸κ sequence anticipate every subset of κ
not merely on a stationary set, but on a set of normal measure one. This
is equivalent to the existence of a function ℓ
... κ → Vκ such that for any
A ∈ H(κ+) there is an embedding j : V → M having critical point κ with
j(ℓ)(κ) = A. This and the similar principles formulated for many other large
cardinal notions, including weakly compact, indescribable, unfoldable, Ram-
sey, strongly unfoldable and strongly compact cardinals, are best conceived
as an expression of the Laver function concept from supercompact cardi-
nals for these weaker large cardinal notions. The resulting Laver diamond
principles ❭
⋆
κ
can hold or fail in a variety of interesting ways.
The classical diamond principle ✸κ, for an infinite cardinal κ, is a gem of
modern infinite combinatorics; its reflections have illuminated the path of in-
numerable combinatorial constructions and unify an infinite amount of com-
binatorial information into a single, transparent statement. When κ exhibits
any of a variety of large cardinal properties, however, the principle can be
easily strengthened in natural ways, and in this article I introduce and survey
the resulting class of strengthened principles, which I call the Laver diamond
principles.
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mond, Laver function, fast function, diamond sequence. My research has been supported
by grants from the PSC-CUNY Research Foundation and the NSF. I would like to thank
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The classical diamond principle ✸κ asserts that there is a function d
...κ→
Vκ such that for any set A ⊆ κ the set B = {α ∈ dom(d) | d(α) = A ∩ α }
is stationary. Succinctly, the function d anticipates every set A ⊆ κ on a
stationary set. The strong diamond principles I have in mind effectively ask
for much more than the stationarity of B. For example, if κ is a measurable
cardinal, then we might naturally ask that the set B has normal measure
one. If it does, and j : V → M is the corresponding ultrapower embedding
by this normal measure, then a simple ultrapower calculation verifies that
j(d)(κ) = A. Thus, the function d becomes a kind of Laver function for
measurability, a function for which the value of j(d)(κ) can be arbitrarily
prescribed. And since (as I will show) a measurable cardinal can but need
not have such a Laver function, I view the existence of such a function as
a new large cardinal combinatorial principle generalizing ✸κ. Specifically, I
define the Laver diamond principle ❭
meas
κ to assert that there is a function
ℓ
... κ → Vκ such that every set A ∈ H(κ
+) has an embedding j : V → M
with j(ℓ)(κ) = A. Similar principles asserting the existence of an appropriate
Laver function can be formulated for many other large cardinal contexts.
The Laver function concept was first introduced by Richard Laver in his
celebrated paper [Lav78], where he proved that every supercompact cardinal
κ has a function ℓ
... κ → Vκ (now known as a Laver function) such that for
any set A and any θ ≥ |tc(A)|, there is a θ-supercompactness embedding
j : V → M such that j(ℓ)(κ) = A. Thus, in the supercompactness context,
a Laver function can anticipate any set at all, with an embedding as high
in the supercompactness hierarchy as desired. Various authors have gener-
alized the Laver function concept to other large cardinal contexts, for which
corresponding functions can be proved to exist. Gitik and Shelah [GS89], for
example, proved that every strong cardinal has a kind of Laver function, and
Corazza [Cor99] showed the same for extendible cardinals (in the context of
a general Laver function analysis). Since these accounts have required that a
Laver function anticipate every set A in the universe, thereby implying that
κ is a strong cardinal, the analysis has been mostly contained in the upper
part of the large cardinal hierarchy. In [Ham00] I relaxed this requirement
to a class of sets A appropriate for strongly compact embeddings (namely,
the sets A which appear in strongly compact ultrapowers), and was able to
force the existence of a strongly compact Laver function for any strongly
compact cardinal. In that article, I developed a general framework for ana-
lyzing generic Laver functions. Lower down in the large cardinal hierarchy,
Shelah and Va¨a¨na¨nen [SV] have considered independently a statement that
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is equivalent to the Laver diamond for weakly compact cardinals. So the time
may be ripe to consider the full spectrum of the Laver function concept.
The possibility that there might not be Laver functions for certain large
cardinals leads one naturally to view the existence of a Laver function as a
combinatorial principle of its own. This principle has been particularly inter-
esting for the smaller large cardinals, such as weakly compact, indescribable,
unfoldable or measurable cardinals, where it can hold or fail in a variety of
ways.
Throughout this article, I use the three-dot notation f
... A→ B to mean
that f is a partial function from A to B, that is, that f is a function for
which dom(f) ⊆ A and ran(f) ⊆ B. I denote by f "X the image of X under
f , that is, the set { f(a) | a ∈ X }. In several arguments below, I recursively
build a partial function ℓ
...κ→ Vκ by first supposing ℓ ↾ γ is defined, and then
defining ℓ(γ) or throwing γ out of dom(ℓ). Since the final function ℓ is only a
partial function, this formalization is somewhat loose, but I hope the reader
can see that I am actually recursively building the (total) map γ 7→ ℓ ↾ γ,
and thereby avoid confusion. I use the term ≤κ-distributive forcing to refer to
forcing notions that add no new sequences over the ground model of length
less than or equal to κ.
1 The Laver diamond principles ❭κ
Let me now define the Laver diamond principles. The basic idea is that for
each large cardinal notion ⋆ and cardinal κ exhibiting it, the principle ❭
⋆
κ
asserts that there is a function ℓ ... κ → Vκ such that for every (appropriate)
set A, there is an (appropriate) embedding j such that j(ℓ)(κ) = A. What is
appropriate is determined by the large cardinal notion under consideration.
The ❭κ symbol was chosen for its vague resemblances both to ✸κ and to the
letter L, and it should be pronounced as “the Laver diamond principle” at κ.
I have mentioned already the principle ❭
meas
κ in the case of a measurable
cardinal κ, which is a very natural case. A cardinal κ ismeasurable if and only
if there is a transitive classM and an elementary embedding j : V →M with
critical point κ. For any such embedding, the modelsM and V must agree on
H(κ+), but not necessarily on larger sets. This suggests an appropriate class
of sets and embeddings, and the Laver diamond principle ❭
meas
κ accordingly
asserts that there is a partial function ℓ
... κ → Vκ such that for any set
A ∈ H(κ+) there is an elementary embedding j : V →M with critical point
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κ such that j(ℓ)(κ) = A. If there is such an embedding, then it is easy to
see that the ultrapower by the induced normal measure also has this feature,
and so one can assume without loss of generality that j is the ultrapower by
a normal measure.
Let me consider the remaining large cardinal notions roughly in the order
of their consistency strength, beginning with the weakly compact cardinals.
A cardinal κ is weakly compact if for every transitive structure M of size κ
with κ ∈ M there is an elementary embedding j : M → N into another
transitive structure N with critical point κ. (It suffices to consider only the
structures M that are nice in the sense that M satisfies some fragment of set
theory and M<κ ⊆ M as well.) The Laver diamond principle ❭
wc
κ for weak
compactness is the assertion that there is a function ℓ
... κ→ Vκ such that for
any set A ∈ H(κ+) and any transitive structure M of size κ with A, ℓ ∈ M ,
there is a transitive set N and an elementary embedding j : M → N with
critical point κ such that j(ℓ)(κ) = A.
By [Hau91], a cardinal κ is Πmn -indescribable if for any nice structure M
of size κ there is a transitive set N and an elementary embedding j :M → N
with critical point κ such that N is Σmn -correct, that is, (Vκ+m)
N ≺n Vκ+m
and M |Vκ+m−2| ⊆M (meaning M<κ ⊆ M when m = 1). The principle ❭
Πm
n
-ind
κ
is the assertion that there is a function ℓ
... κ → Vκ such that for any set
A ∈ Vκ+m and any nice structure M with ℓ ∈ M , there is a transitive set N
and an elementary embedding j :M → N with critical point κ such that N
is Σmn -correct and j(ℓ)(κ) = A.
A cardinal κ is unfoldable if it is θ-unfoldable for every ordinal θ, that is,
if for every nice structure M of size κ there is a transitive structure N and
an elementary embedding j : M → N such that j(κ) > θ. The principle ❭
unf
κ
is the assertion that there is a function ℓ
... κ → Vκ such that for any ordinal
θ, any set A ∈ H(κ+) and any transitive set M of size κ with M<κ ⊆M and
ℓ, A ∈M , there is a θ-unfoldability embedding j :M → N with j(ℓ)(κ) = A.
The principle ❭
θ-unf
κ is the assertion that there is a Laver function that works for
θ-unfoldability embeddings. A function ℓ
... κ→ Vκ is an ordinal anticipating
Laver function for θ-unfoldability if for any α < θ and whenever M is a
nice structure containing ℓ, there is a θ-unfoldability embedding j :M → N
such that j(ℓ)(κ) = α (that is, we require ℓ to anticipate ordinals, but not
necessarily other sets). Combining the two ideas, it would be natural to
inquire about a function ℓ that anticipates every set in Lθ(P (κ)).
A cardinal κ is strongly unfoldable if it is strongly θ-unfoldable for every
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ordinal θ, that is, if for every nice structure M there is a transitive structure
N and an elementary embedding j :M → N with Vθ ⊆ N . The principle ❭
sunf
κ
is the assertion that there is a function ℓ
... κ→ Vκ such that for any cardinal
θ, any set A ∈ H(θ+) and any transitive set M of size κ with M<κ ⊆ M
and ℓ ∈ M , there is a strong θ-unfoldability embedding j : M → N with
j(ℓ)(κ) = A. One obtains the principle ❭
θ-sunf
κ by fixing θ.
For Ramsey cardinals, I use an embedding characterization mentioned to
me by Philip Welch [Wel02]. Specifically, a cardinal κ is a Ramsey cardinal
if and only if for any set B ⊆ κ there is a nice, iterable, weakly amenable
structure 〈M,F 〉 containing B; that is, there is a structure 〈M,F 〉 such that
M is a transitive set of size κ, M |= zfc−, M<κ ⊆ M , κ,B ∈ M , and F is
an iterable weakly amenable M-normal measure, meaning that F ∩D ∈ M
for any D ∈ H(κ+)M , F is closed under diagonal intersections of κ-sequences
in M , and all iterations of the ultrapower of M by F are well-founded. The
principle ❭
Ramsey
κ is the assertion that there is a function ℓ
... κ→ Vκ such that
for any set A ∈ H(κ+) and any B ⊆ κ there is such a structure 〈M,F 〉 as
above with ℓ, A ∈ M also, and the ultrapower of M by F has j(ℓ)(κ) = A.
Using the notion of iterable extender embeddings, one could define a notion
of ordinal anticipating Laver functions for Ramsey cardinals, by insisting that
the function ℓ anticipate all ordinals via such embeddings.
A cardinal κ is strong if it is θ-strong for every ordinal θ, that is, if there
is a transitive class M and an embedding j : V → M with critical point κ
such that Vθ ⊆M . The standard analysis of such embeddings (e.g. [Kan97])
shows that if there is such an embedding, then there is one that is that is the
ultrapower by an extender, a certain directed system of ultrafilters, and so
the notion of strongness is a first-order concept in set theory. The principle
❭
strong
κ is the assertion that there is a function ℓ
... κ → Vκ such that for any
θ and any A ∈ Vθ there is a θ-strongness embedding j : V → M such that
j(ℓ)(κ) = A. The local principle ❭
θ-strong
κ makes the same assertion when θ is
fixed.
A cardinal κ is superstrong (with target λ) when it is the critical point of
an embedding j : V → M such that j(κ) = λ and Vλ ⊆ M . The principle
❭
superstrong
κ (with target λ) is the assertion that there is a function ℓ
... κ → Vκ
such that for any A ∈ Vλ there is a superstrong embedding j : V → M with
target λ such that j(ℓ)(κ) = A.
A cardinal κ is strongly compact if it is θ-strongly compact for every
cardinal θ, that is, if there is a transitive class M and an embedding j : V →
M such that M has the θ-cover property, that is, for every set X ⊆ M of
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size at most θ there is a set Y ∈ M with X ⊆ Y and |Y |M < j(κ). This
property follows if j is an ultrapower embedding by a measure on some set
and there is a set s ⊆ j(κ) in M of size less than j(κ) there with j " θ ⊆ s. It
is easy to verify that the measure induced by such a set s is a fine measure
on Pκθ (in the nontrivial case that θ ≥ κ), and conversely, the ultrapower
by any fine measure on Pκθ gives rise to such an embedding. In general,
one can’t expect agreement between M and V beyond H(κ+), but j(κ) must
be above θ. The principle ❭
str compact
κ is the assertion that there is a function
ℓ
... κ → Vκ such that for any cardinal θ and any set A ∈ H(κ
+), there is a
θ-strong compactness embedding j : V → M with j(ℓ)(κ) = A. The local
principle ❭
θ-strong
κ makes this assertion when θ is fixed. An ordinal anticipating
Laver function must anticipate all ordinals α < θ (but not necessarily other
sets).
A cardinal κ is supercompact if it is θ-supercompact for every cardinal θ,
that is, if there is a transitive class M and an embedding j : V → M with
critical point κ such that Mθ ⊆ M and j(κ) > θ. In particular, j " θ ∈ M .
It is easy to see that the measure induced by j " θ is a normal fine measure
on Pκθ, and conversely, the ultrapower by any normal fine measure on Pκθ
gives rise to a θ-supercompactness embedding. Because Mθ ⊆ M , it follows
that M and V agree on H(θ+). The principle ❭
sc
κ is the assertion that there
is a function ℓ
... κ → Vκ such that for any θ and any A ∈ H(θ
+) there is a
θ-supercompactness embedding j : V → M such that j(ℓ)(κ) = A. The local
principle ❭
θ-sc
κ makes this assertion for fixed θ.
A cardinal κ is extendible if for every ordinal α > κ there is an ordinal β
and an embedding j : Vα → Vβ with critical point κ. The principle ❭
ext
κ is the
assertion that there is a function ℓ ... κ → Vκ such that for every set A and
any ordinal α > κ there is an embedding j : Vα → Vβ such that j(ℓ)(κ) = A.
A cardinal κ is almost huge with target λ (or almost λ-huge) if there is
an embedding j : V → M with critical point κ such that λ = j(κ) and
M<λ ⊆ M . The cardinal κ is super almost huge if it is almost huge with
arbitrarily large targets λ. The principle ❭
λ-ahuge
κ is the assertion that there is
a function ℓ
... κ → Vκ such that for any A ∈ Vλ there is an almost hugeness
embedding j : V → M with target λ such that j(ℓ)(κ) = A. The principle
❭
super ahuge
κ makes this assertion about ℓ for arbitrarily large targets λ. By
increasing the degree of closure to Mλ ⊆ M , one obtains the notion of κ
being huge with target λ, the notion of κ being superhuge, and the principles
❭
λ-huge
κ and ❭
superhuge
κ . By increasing the degree of closure toM
jn(κ) ⊆ M , where
n ∈ ω, one obtains the notions of n-huge with target λ and super n-huge,
6
with the corresponding Laver diamond principles ❭
λ n-huge
κ and ❭
super n-huge
κ .
I trust that the reader will be able to extend the definition of the Laver
diamond principle to any large cardinal context that has a natural class of
embeddings j and a natural class of sets A to be anticipated.
2 Automatic instances of the Laver diamond
principles ❭κ
Certain instances of the Laver diamond principle are provable in zfc. Let
us begin with Laver’s [Lav78] celebrated result.
Theorem 1 (Laver) If κ is supercompact, then ❭
sc
κ.
Proof: I sketch the proof of [Lav78], constructing the function ℓ by transfi-
nite recursion. If ℓ ↾ γ has been defined, then let λ be least such that there is
some set a ∈ H(λ+) which is not anticipated by any λ-supercompactness em-
bedding j : V → M with critical point γ, that is, such that j(ℓ ↾ γ)(γ) 6= a
for all such j. If there is such a λ, then let ℓ(γ) = a for some such a.
A simple reflection argument shows that λ must be below the next strong
cardinal if it exists at all. I claim that ℓ is a supercompactness Laver func-
tion. If not, there is some least θ and some a ∈ H(θ+) which is not antic-
ipated by ℓ. Fix any 2θ
<κ
-supercompactness embedding j : V → M . Note
that M and V have the same fine normal measures on Pκθ and the ultra-
power embeddings by these measures in V or M will agree on ℓ. Thus,
the model M agrees that θ is least such that some a ∈ H(θ+) is not an-
ticipated by ℓ = j(ℓ) ↾ κ, and so j(ℓ)(κ) = a for some such a. Let now
j0 be the θ-supercompactness factor embedding induced by j. Specifically,
V
j ✲ M
❩
❩
❩
❩
❩
❩⑦
j0
✻
k
M0
let X = { j(f)(j " θ) | f ∈ V } and observe that X ≺ M by the Tarski-
Vaught criterion. Let π : X ∼= M0 be the Mostowski collapse of X , and
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since ran(j) ⊆ X , let j0 = π ◦ j. This produces the commutative diagram,
where k is the inverse of π. Applying π to the definition of X yields that
M0 = { j0(f)(j0 " θ) | f ∈ V }. It follows that j0 is the ultrapower of V
by the normal fine measure µ0 = {A ⊆ Pκθ | j0 " θ ∈ j0(A) }; the mapping
j0(f)(j0 " θ) 7→ [f ]µ0 is an isomorphism of M0 to Ult(V, µ0). Thus, the set a
is anticipated by a normal fine measure on Pκθ after all, a contradiction.
I invite the reader to compare the proof just given to the usual proof of
✸ in L; at each stage γ, one defines ℓ(γ) to be a least counterexample, if any
exists. At the top, then, there can be no counterexample at κ, because any
value of j(ℓ)(κ) in a larger embedding will betray itself in the induced factor
embedding.
Because the definition of ℓ in the previous theorem was local—the value
of ℓ(γ) depended essentially only on ℓ ↾ γ—the proof actually establishes a
universal kind of Laver function. Specifically, let me define ❭
sc
to be assertion
that there is a (possibly proper) class function ℓ
...ord→ V , called a universal
Laver function, such that whenever κ is a supercompact cardinal, then ℓ ↾ κ
witnesses ❭
sc
κ. And there are analogous universal forms of the other Laver
diamond principles, such as ❭
wc
, ❭
unf
, ❭
meas
, and so on (but unlike ❭
sc
, these
are not generally theorems of zfc). Such a universal Laver function weaves
together a single coherent sequence from the possible Laver functions at each
of the various cardinals under consideration. Such a weaving together of
the Laver functions seems non-trivial especially at compound limits of the
cardinals, such as supercompact limits of supercompact cardinals, since one
must in a sense hope that the function constructed up to that stage works
at that stage. Nevertheless, since in the proof of Theorem 1 the definition
of ℓ(γ) did not depend on κ, the final length of the Laver function, we do
indeed obtain a universal function (and this is observed also in [KM]):
Theorem 2 (Assuming AC for classes) The principle ❭
sc
holds. That is,
there is a universal Laver function ℓ
...ord→ V such that ℓ ↾ κ is a ❭
sc
κ Laver
function for any supercompact cardinal κ.
One uses the principle of AC for classes to obtain a well-ordering ✁ of V in the
case that there are a proper class of supercompact cardinals. This hypothesis
is harmless; it is conservative over zfc for purely first order statements,
since one can force it over any model of set theory without adding sets.
Furthermore, if there are a proper class of supercompact cardinals, then this
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assumption is necessary, because the range of ℓ will necessarily include all
sets, and from ℓ one can define a well-ordering of V .
One cannot expect to obtain a universal Laver function by simply pasting
together Laver functions for smaller cardinals, in view of the following.
Observation 3 If κ is the least supercompact limit of supercompact cardi-
nals, then there is a function ℓ
...κ→ Vκ such that ℓ ↾ δ is a ❭
sc
δ Laver function
for every supercompact cardinal δ < κ, but ℓ is not a ❭
sc
κ Laver function.
Proof: Let ℓ¯ be a ❭
sc
κ Laver function for κ, as constructed in Theorems 1 or
2, and define ℓ
... κ → Vκ by ℓ(γ) = ℓ¯(γ) unless γ is a limit of supercompact
cardinals, in which case let ℓ(γ) = 17. I claim that if δ < κ is a supercompact
cardinal, then ℓ ↾ δ is a ❭
sc
δ Laver function, because δ is not a limit of
supercompact cardinals (κ being the least such supercompact cardinal), and
so the change from ℓ¯ does not affect j(ℓ¯)(δ) = j(ℓ)(δ) for any embedding
j : V → M with critical point δ. That is, ℓ¯ and ℓ agree on all the points that
are relevant to any supercompact cardinal δ < κ, because such a δ will never
be a limit of supercompact cardinals. But at the top, if j : V → M is any
embedding having critical point κ, then necessarily j(ℓ)(κ) = 17, and so ℓ is
definitely not a ❭
sc
κ function.
Similarly, one should not expect to prove in general that if ℓ is a ❭
sc
κ Laver
function for a supercompact cardinal κ, then ℓ ↾ γ is a ❭
meas
γ Laver function for
every measurable cardinal γ < κ, because in witnessing ❭
sc
κ one only needs
to consider supercompactness embeddings j : V → M of very high Mitchell
rank, and so in particular they all have the feature that κ is a measurable
cardinal of very high Mitchell rank in M . The function ℓ, therefore, needs to
be defined only on such cardinals. In particular, if we trivialize the values of
ℓ elsewhere, then ℓ will still witness ❭
sc
κ, but if γ < κ is measurable with low
Mitchell rank, then for any embedding j : V → M with critical point γ, the
value of j(ℓ)(γ) will be trivial. So ℓ ↾ γ will not be a ❭
meas
γ Laver function.
Similar observations apply to the partially supercompact cardinals below κ.
One can, of course, show that if ℓ is a ❭
sc
κ Laver function (or much less,
merely a ❭
o(κ)≥1
κ Laver function), then nevertheless ℓ ↾ γ will witness ❭
meas
γ for
many γ < κ. An easy reflection argument shows that this is true on a set of
normal measure one. Conversely, if γ is a measurable cardinal with nontrivial
Mitchell rank and ❭
meas
γ holds for all γ < κ, then ❭
meas
κ also holds, since it holds
in M for some embedding j : V → M in which κ is measurable, and it is
absolute from M to V .
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The question of whether restrictions of a given Laver function witness
lesser Laver diamond principles below arises again below in Theorem 8, where
I show how to produce universal Laver functions that simultaneously witness
the Laver diamond for several different large cardinal notions.
The proof of Theorem 1 can be refined into the supercompactness hier-
archy. In order to get a Laver function for θ-supercompactness embeddings,
we didn’t need to know that κ was fully supercompact, but rather only that
it was 2θ
<κ
-supercompact. Thus, Laver’s argument establishes:
Corollary 4 If κ is 2θ
<κ
-supercompact, then ❭
θ-sc
κ holds.
And this reasoning shows that the construction of a universal Laver function
ℓ
...ord→ V for ❭
sc
in Theorem 2 actually serves as a Laver function for many
partially supercompact cardinals. Specifically, if κ is 2θ
<κ
-supercompact,
then the argument shows that ℓ ↾ κ (or more properly, ℓ ∩ κ × Vκ, because
the range should be in Vκ) will be a ❭
θ-sc
κ Laver function.
It is natural to inquire whether the hypothesis of Corollary 4 can be re-
duced to the assumption only that κ is θ-supercompact, in an attempt to
match the large cardinal strength of the conclusion with that of the hypoth-
esis.
Question 5 If κ is θ-supercompact and κ < θ, must ❭
θ-sc
κ hold?
I conjecture a negative answer (meaning that I expect that a negative answer
is relatively consistent). In the case θ = κ this is already known, because κ is
κ-supercompact if and only if κ is measurable and ❭
κ-sc
κ is the same as ❭
meas
κ , so
Theorem 50 shows that κ can be κ-supercompact even when ❭
κ-sc
κ fails. But
the question is open at higher levels of supercompactness, largely because (1)
we have no inner model theory for such cardinals, where one might expect
❭
θ-sc
κ to fail, and (2) we have not been able to force ¬❭
θ-sc
κ while preserving
the θ-supercompactness of κ. Despite my conjecture that we will eventually
build a model of ¬❭
θ-sc
κ (probably by forcing), Corollary 42 does show that in
terms of consistency strength, the hypothesis of Corollary 4 can be reduced,
for whenever κ is θ-supercompact, then ❭
θ-sc
κ is forceable. The argument of
Theorem 51 shows the connection between Question 5 and the question of
the number of normal fine measures on Pκθ that a θ-supercompact cardinal
κ can or must have.
Perhaps Corollary 4 reveals the reason why Laver functions can be proved
to exist for supercompact cardinals: it is simply because supercompactness
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comes in a hierarchy for which the existence of Laver functions at each level
is implied by the higher levels. The same phenomenon will occur in Theorem
6 below with strong cardinals, and in Theorem 11 with superhuge cardinals.
But it does not occur with weakly compact, indescribable, unfoldable and
measurable cardinals.
Let me turn now to the case of strong cardinals.
Theorem 6 (Gitik-Shelah [GS89]) If κ is a strong cardinal, then ❭
strong
κ .
Proof: This is similar to Theorem 1. Suppose we have defined ℓ up to γ,
and we want to define ℓ(γ). Let λ be least such that there is some a ∈ Vλ
such that no λ-strongness embedding j : V → M with critical point γ has
j(ℓ)(γ) = a. Define ℓ(γ) = a for some such a. We claim that ℓ is a ❭
strong
κ Laver
function. If not, then let θ be least such that some a ∈ Vθ is not anticipated
by ℓ. Fix any (θ + 1)-strongness embedding j : V → M with critical point
κ. Since M and V have the same Vθ+1, they have the same extenders for
θ-strongness embeddings, and so M agrees that θ is least such that there is
some a that is not anticipated by ℓ = j(ℓ) ↾ κ. Thus, j(ℓ)(κ) = a for some
such a. Let j0 be the induced factor embedding induced by the θ-strongness
extender.
V
j ✲ M
❩
❩
❩
❩
❩
❩⑦
j0
✻
k
M0
Since the critical point of k is at least θ, it follows as earlier that j0(ℓ)(κ) =
a. Thus, the set a is anticipated by a θ-strongness embedding after all, a
contradiction.
This theorem also admits universal and local forms, as we obtained above
in the case of supercompact cardinals.
Corollary 7
1. (Assuming AC for classes) There is a universal ❭
strong
Laver function.
2. If κ is (θ+1)-strong, then ❭
θ-strong
κ holds. Indeed, the restriction to κ of
the ❭
strong
Laver function constructed in Theorem 6 witnesses ❭
θ-strong
κ .
11
In many cases one can combine the various constructions to produce a single
universal Laver function ℓ...ord→ V that simultaneously witnesses the Laver
Diamond for many different large cardinal notions. Let me give the first hint
of this in the following theorem.
Theorem 8 (Assuming AC for classes) There is a function ℓ
... ord → V
which simultaneously witnesses ❭
sc
and ❭
strong
. In addition, if κ is strong and
2θ
<κ
-supercompact, where κ ≤ θ, then ℓ ↾ κ is a ❭
θ-sc
κ Laver function. And if
κ is θ + 1-strong, then ℓ ∩ κ× Vκ is a ❭
θ-strong
κ Laver function.
Proof: The point is that the domains of the ❭
sc
and ❭
strong
Laver functions
constructed in Theorems 1 and 6 need not interfere with each other, and so
one can simply take the union of the two functions.
Lemma 8.1 The restriction of any ❭
sc
Laver function to the class of non-
supercompact strong cardinals still witnesses ❭
sc
.
Proof: Suppose that ℓ witnesses ❭
sc
, and let ℓ∗ be the restriction of ℓ to
the non-supercompact strong cardinals. I claim by induction that ℓ∗ ↾ κ
witnesses ❭
sc
κ for any supercompact cardinal. If κ is supercompact, then for
any θ ≥ 2κ and any A ∈ H(θ+) there is a θ-supercompactness embedding
j : V → M such that j(ℓ)(κ) = A. First, I observe that since θ ≥ 2κ, the
induced extender j ↾ P (κ) is in M , and consequently κ is superstrong with
target j(κ) in M . Since j(κ) is supercompact in M , it follows that κ is a
strong cardinal inM . Next, if κ is not supercompact inM , then j(ℓ∗)(κ) = A,
and we are done. Otherwise, κ is supercompact in M , and by the induction
hypothesis j(ℓ∗) ↾ κ = ℓ∗ ↾ κ witnesses ❭
sc
κ in M . Up to θ-supercompactness,
this is absolute to V , since any θ-supercompactness measure in M is a θ-
supercompactness measure in V , and the operation of such measures on P (κ)
in M is the same as in V . Thus, there is a θ-supercompactness embedding
j0 : V → M0 such that j(ℓ
∗)(κ) = A, as desired.
Lemma 8.2 The restriction of any ❭
strong
Laver function to the class of non-
strong measurable cardinals still witnesses ❭
strong
.
Proof: I argue similarly here. Suppose that ℓ witnesses ❭
strong
, and let ℓ∗ be
the restriction of ℓ to the non-strong measurable cardinals. If κ is strong and
A ∈ Vθ, where κ+2 ≤ θ, then there is a θ-strongness embedding j : V →M
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such that j(ℓ)(κ) = A. Since κ+2 ≤ θ, it follows that κ is measurable in M .
If κ is not strong in M , then j(ℓ∗)(κ) = A, and we are done. Otherwise, κ is
strong in M , and so by induction we know that j(ℓ∗) ↾ κ = ℓ∗ ↾ κ witnesses
❭
strong
κ in M . So there is a θ-strongness extender in M with ℓ
∗ anticipating
A. Since Vθ ⊆M , this extender may be applied in V to obtain θ-strongness
embedding j0 : V → M0 with j0(ℓ
∗)(κ) = A, as desired.
Combining these two facts, one simply takes the union of the two func-
tions constructed in Theorem 2 and Corollary 7, restricted as in the lemmas,
and this produces a function ℓ witnessing both ❭
strong
and ❭
sc
. Since every
supercompact cardinal is a limit of strong cardinals, it follows that every
supercompact cardinal is closed under any ❭
strong
Laver function, in the sense
that ℓ"κ ⊆ Vκ. Similarly, if ℓ is the ❭
sc
Laver function constructed in Theorem
2, then we already mentioned that ℓ(γ) is below the next strong cardinal; so
every strong cardinal is closed under the resulting ❭
sc
Laver function. Thus,
every supercompact or strong cardinal is closed under the union of the two
functions.
Let me now prove the more local facts in the latter part of the theorem.
If κ is strong and 2θ
<κ
-supercompact, then for any witnessing embedding
j : V →M , it follows as above that κ is superstrong in M with target j(κ),
which is strong in M , so κ is strong in M . Thus, with these embeddings,
we are evaluating the ❭
sc
Laver function at κ in M , rather than the ❭
strong
function, which is not defined on strong cardinals, and so the union function
will witness ❭
θ-sc
κ , just as in Corollary 4. Finally, if κ is θ + 1-strong, then ℓ
might not be closed under κ, since some smaller ℓ(γ) could jump over κ, as
a result of the supercompactness Laver function. Nevertheless, the function
ℓ ∩ κ× Vκ will witness ❭
θ-strong
κ just as in Corollary 7.
The two lemmas can easily be strengthened to limit the domain even
further: for example, any ❭
sc
Laver function can be restricted to the class
of non-supercompact strong cardinals κ that are at least 22
κ
-supercompact,
and any ❭
strong
Laver function can be restricted to the class of non-strong
cardinals κ that are at least (2κ
+
+17)-strong. These strengthenings, however,
have consequences for witnessing the Laver diamond for weaker amounts of
partial supercompactness (the last part of Theorem 8), so one needs to trade
off these two notions, or else add in another Laver function that works with
the weaker cardinals.
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The next theorem shows that this simultaneous Laver function idea can
be pushed quite a long way.
Theorem 9 If the principles ❭
meas
and ❭
wc
hold, then there is a single class
function ℓ
... ord → V simultaneously witnessing ❭
sc
, ❭
strong
, ❭
meas
and ❭
wc
.
Proof: The idea is that the two lemmas below show that the domains of the
❭
meas
and ❭
wc
Laver functions need interfere neither with each other nor with
the ❭
sc
and ❭
strong
Laver functions.
Lemma 9.1 The restriction of any ❭
meas
Laver function to the class of non-
measurable weakly compact cardinals still witnesses ❭
meas
.
Proof: Suppose that ℓ is a universal ❭
meas
Laver function, and let ℓ∗ be
the restriction of ℓ to the class of non-measurable weakly compact cardinals.
I will argue that ℓ∗ still witnesses ❭
meas
. Suppose, accordingly, that κ is a
measurable cardinal and A ∈ H(κ+), and that ℓ∗ ↾ δ witnesses ❭
meas
δ for any
measurable cardinal δ < κ. Since ℓ witnesses ❭
meas
, there is an embedding
j : V → M with critical point κ and j(ℓ)(κ) = A. Certainly κ is weakly
compact in M . If κ is not measurable in M , then also j(ℓ∗)(κ) = A, and we
are done. Otherwise, κ is measurable in M , and since κ < j(κ), we know
by (applying j to) the induction hypothesis that j(ℓ∗) ↾ κ witnesses ❭
meas
κ in
M . But j(ℓ∗) ↾ κ = ℓ∗ ↾ κ, and the witness of ❭
meas
κ is absolute from M to V ,
since they share the same P (κ). So in any case, we’re done.
Lemma 9.2 The restriction of any ❭
wc
Laver function to the class of non-
weakly compact cardinals still witnesses ❭
meas
.
Proof: Suppose that ℓ witnesses ❭
wc
, and let ℓ∗ be the restriction of ℓ to the
class of non-weakly compact cardinals. If κ is any weakly compact cardinal,
I claim that ℓ∗ ↾ κ witnesses ❭
wc
κ. To see this, fix any nice structure M
and A ∈ H(κ+). Let M¯ be a larger nice structure, such that M ∈ M¯
and M¯ |= |M | = κ. Since ℓ witnesses ❭
wc
, there is j : M¯ → N¯ such that
j(ℓ ↾ κ)(κ) = A. If κ is not weakly compact in N¯ , then j(ℓ∗ ↾ κ)(κ) = A
also, and by restricting to the embedding j ↾ M : M → j(M), we are done.
Otherwise, κ is weakly compact in N¯ , and so by induction we know that
j(ℓ∗) ↾ κ = ℓ∗ ↾ κ witnesses ❭
wc
κ in N¯ . In particular, inside N¯ there is an
embedding j0 :M → N0 with j(ℓ
∗ ↾ κ)(κ) = A, and the lemma is proved.
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One now simply takes the union of the corresponding Laver functions, and
obtains a single Laver function simultaneously witnessing the corresponding
Laver diamond principles. So the theorem is proved.
One can incorporate partially supercompact and partially strong cardi-
nals into the previous argument, and the lemmas generalize to unfoldable,
strongly unfoldable and Ramsey cardinals, and so on. The point is that by
paying careful attention to the domain of the Laver functions, one can ef-
fectively combine them into a single function that simultaneously witnesses
many Laver diamond principles at once. The goal is to construct a single
function ℓ
...ord→ V that simultaneously witnesses as many of the diamond
principles as possible.
Like Lemmas 8.1 and 8.2, the results of Lemmas 9.1 and 9.2 apply only to
the universal forms of the Laver diamond principles ❭
meas
and ❭
wc
, rather than
to assertions of the Laver diamond at a particular cardinal. In particular, one
cannot hope to prove that every ❭
wc
κ Laver function can be restricted to the
non-weakly compact cardinals and still witness ❭
wc
κ, because by Observation
18 and the subsequent remarks, any ❭
meas
κ Laver function also witness ❭
wc
, and
such functions concentrate on the weakly compact cardinals. Similarly, one
cannot expect to prove that every ❭
meas
κ Laver function can be restricted to the
non-measurable cardinals, because in Theorem 15 below, the domain of the
❭
meas
κ Laver function can be taken to consist entirely of measurable cardinals.
Question 10 If ❭
meas
κ holds, is there a ❭
meas
κ Laver function defined only on
non-measurable cardinals? If ❭
wc
κ holds, is there a ❭
wc
κ Laver function defined
only on non-weakly compact cardinals?
If the notation ❭
meas
κ (D) means that there is a ❭
meas
κ Laver function with domain
D, then the question asks whether ❭
meas
κ is equivalent to ❭
meas
κ (N) and whether
❭
wc
is equivalent to ❭
wc
(M), where N and M are the set of non-measurable
cardinals and the set of non-weakly compact cardinals below κ, respectively.
One has versions of this question for a great many large cardinals.
The reflective construction of Theorems 1 and 6 applies to a great many
other large cardinal notions. For example, Paul Corazza proved the following:
Theorem 11 (Corazza [Cor99, Prop 4.5, Thm 5.3, 5.4])
1. If κ is extendible, then ❭
ext
κ.
2. If κ is slightly more than super almost huge, then ❭
super ahuge
κ .
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Let me now turn to much smaller cardinals. It turns out that one can also
carry out the reflective construction down low.
Theorem 12 If κ is a measurable cardinal, then ❭
wc
κ holds.
Proof: Suppose that κ is a measurable cardinal, and that ℓ has been defined
up to stage γ, with ℓ " γ ⊆ Vγ . If there is some transitive set M of size γ and
a set A ∈ H(γ+)M with ℓ, γ ∈M such that no weak compactness embedding
j : M → N has j(ℓ)(γ) = A, then let ℓ(γ) = A for some such A; otherwise,
if there is no such problematic pair, then let ℓ(γ) be anything in Vκ that
you fancy. I claim that ℓ witnesses ❭
wc
κ. If not, there is some M of size κ
and set A ∈ H(κ+)M with ℓ, κ, A ∈ M but no embedding j : M → N with
j(ℓ)(κ) = A. Fix any ultrapower embedding j : V → M¯ by a normal measure
on κ. Since M¯ and V have the same H(κ+), they agree that there is such
a problematic pair 〈M,A〉. Thus, j(ℓ)(κ) = A for some such problematic
pair in M¯ . Now consider the mapping j ↾ M : M → j(M). This object has
hereditary size κ, and so it is in M¯ . Also, it clearly has j(ℓ)(κ) = A. Thus,
it shows that the pair 〈M,A〉 is not a problem after all, a contradiction.
The previous argument can be strengthened to the following.
Theorem 13 If κ is a measurable cardinal, then ❭
unf
κ holds.
Proof: The construction will produce an ordinal anticipating Laver function.
If ℓ has been defined up to stage γ, let λ be least, if any, such that for
some a = α < λ or a = A ∈ H(γ+) and some transitive set N of size γ
with ℓ ↾ γ ∈ N , there is no λ-unfoldability embedding j : N → M having
j(ℓ)(γ) = a. Let ℓ(γ) = a for some such N and a. Necessarily λ < κ, if
it exists, since if every α < κ is possible, then for any θ fix any embedding
j¯ : V → M¯ with critical point κ and j¯(κ) > θ (simply iterate a normal
measure on κ), and conclude that in M¯ any α < θ and any A ∈ H(γ+) is
possible with N (contradicting the assumption that a bad λ exists). This
defines ℓ
... κ→ Vκ.
Suppose towards a contradiction that this is not an unfoldability Laver
function, so that there is some least θ with some a = α < θ or a = A ∈ H(κ+)
and a structure N of size κ with ℓ ∈ N such that there is no θ-unfoldability
embedding j : N → M with j(ℓ)(κ) = a. Fix an embedding j¯ : V → M¯
with critical point κ and j¯(κ) > θ. Since P (κ) ⊆ M¯ , it follows that M¯
agrees that there is such a structure N having no θ-unfoldability embedding
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for which ℓ anticipates some α < θ or A ∈ H(κ+). Since M¯ may have
fewer unfoldability embeddings than V , we know j(ℓ)(κ) = a for some such
choice of N and a < θ′ or a ∈ H(κ+), where θ′ ≤ θ and there is no θ′-
unfoldability embedding on N for which ℓ anticipates a. Consider the map
j = j¯ ↾ N , so that j : N → j¯(N). Note that j(ℓ)(κ) = j¯(ℓ)(κ) = a and
j(κ) = j¯(κ) > θ ≥ θ′. Thus, j is a θ-unfoldability embedding on N for
which ℓ anticipates a. Furthermore, I claim that j ∈ M¯ . To see this, code
the structure N with a relation E on κ, so that 〈N,∈〉 ∼= 〈κ,E〉. Thus,
〈j¯(N),∈〉 ∼= 〈j¯(κ), j¯(E)〉. Furthermore, if x ∈ N is represented by η < κ
with respect to E, then j(x) = j¯(x) is represented by j¯(η) = η with respect
to j¯(E). That is, j(x) = y if and only if x has the same code below κ with
respect to E that y has with respect to j¯(E). Thus, in the model M¯ we can
reconstruct the embedding j : N → j¯(N) using E and j¯(E). Thus, in M¯
there is a θ′-unfoldability embedding on N for which ℓ anticipates a after all,
a contradiction.
One might want to improve this theorem to show that if κ is unfoldable,
then ❭
unf
κ holds, by arguing in a similar manner; perhaps one would hope to use
a big unfoldability embedding j¯ : N¯ → M¯ in the place of j¯ : V → M¯ above.
This strategy, however, seems to break down because the model N used in M¯
to define j(ℓ)(κ) may not be in N¯ , and therefore we won’t be able to use the
trick with E and j¯(E) to know that the restricted embedding j ↾ N is in M¯ .
What this idea does establish is that a weakened form of the Laver diamond
holds for any weakly compact or unfoldable cardinal (see Theorem 19 below
and the subsequent remarks). In a forthcoming article, Mirna Dzamonja and
I will show that ❭
unf
κ can fail for an unfoldable cardinal κ, by showing that
✸κ(Reg) can fail for such cardinals (extending Kai Hauser’s [Hau92] result
from Πmn -indescribable cardinals up to strongly unfoldable cardinals).
One can improve Theorem 13 by strengthening the conclusion still further:
Theorem 14 If κ is a measurable cardinal, then ❭
Ramsey
κ holds.
Proof: Suppose that κ is a measurable cardinal. Fix a well ordering ✁ of
Vκ in order type κ. I will define ℓ
... κ → Vκ recursively. Suppose that ℓ ↾ γ
has been defined. Let 〈a, b〉 be the ✁-least pair, if any, such that b ⊆ γ and
there is no nice, iterable weakly amenable structure 〈M,F 〉 of size γ with
ℓ ↾ γ, b ∈ M and a ∈ H(κ+) ∩M such that the corresponding ultrapower
map has j(ℓ ↾ γ)(γ) = a. Let ℓ(γ) = a, if such a pair exists.
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I claim that ℓ witnesses ❭
Ramsey
κ . If not, there is some set B ⊆ κ and
some A ∈ H(κ+) having no nice, iterable weakly amenable structure 〈M,F 〉
containing B, A and ℓ, whose ultrapower has j(ℓ)(κ) = A. Let µ be any
normal measure on κ, and consider the corresponding ultrapower embedding
j : V → M0. Since M
κ
0 ⊆ M0, it follows that M0 and V have the same
structures of size κ, the same normal measures on such structures, and M0
agrees with V about whether such structures are iterable. In particular,
the structure M0 agrees with V that the pair 〈A,B〉 has no such structure
anticipating A via j(ℓ) ↾ κ = ℓ. Assume without loss of generality this
pair 〈A,B〉 is least with respect to j(✁) with this property. It follows that
j(ℓ)(κ) = A. For some suitably large θ, choose any X ≺ Vθ of size κ with
X<κ ⊆ X and ℓ, A,B, µ ∈ X . If M is the Mostowski collapse of X , then
it follows that F = µ ∩M ∈ M and 〈M,F 〉 is an iterable weakly amenable
structure of size κ with ℓ, A,B ∈ M and M<κ ⊆ M (iterable because F is
countably closed). Furthermore, since the ultrapower ofX by µ has j(ℓ)(κ) =
A, it follows by the Mostowski collapse that the ultrapower j0 of M by F
has j0(ℓ)(κ) = A, as desired.
Let me now move on to automatic instances of ❭
meas
κ . A cardinal κ
is defined to be µ-measurable (see [Mit79]) when there is an embedding
j : V → M with critical point κ such that the induced normal measure
µ = {X ⊆ κ | κ ∈ j(X) } is in M . Let me refer to such an embedding as
self-reflective. Please note that a self-reflective embedding j cannot be the
ultrapower by a normal measure, since by [Jec78, Lemma 28.9b] no measure
is in its own ultrapower. But any κ + 2-strong embedding j : V → M , for
example, is self-reflective, since if Vκ+2 ⊆M , then M contains the same nor-
mal measures on κ as V does, including the induced normal measure for j.
Consequently, if κ is κ+ 2-strong, then it is µ-measurable.
Theorem 15 If κ is µ-measurable, then ❭
meas
κ holds.
Proof: Define ℓ as usual by transfinite recursion. Let ℓ(γ) be some A ∈
H(γ+) such that no ultrapower embedding j : V → M with critical point
γ has j(ℓ)(γ) = A, if any such A exists. I claim that ℓ is a ❭
meas
κ Laver
function. If not, there is a set A ∈ H(κ+) such that no ultrapower embedding
j : V → M has j(ℓ)(κ) = A. Using the hypothesis that κ is µ-measurable,
fix an embedding j : V → M with critical point κ such that the induced
normal measure µ0 = {X ⊆ κ | κ ∈ j(X) } is in M . Since the measures on
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κ in M are all also measures in V , it follows that M agrees that there is
a set A ∈ H(κ+) which is not anticipated by ℓ = j(ℓ) ↾ κ with respect to
any ultrapower on κ. Thus, j(ℓ)(κ) = A for some such set A. Let j0 be the
induced factor embedding by µ0, yielding the commutative diagram
V
j ✲ M
❩
❩
❩
❩
❩
❩⑦
j0
✻
k
M0
where k has critical point above κ. It follows that j0(ℓ)(κ) = A, and so the
set A is anticipated by ℓ via the ultrapower by µ0. Since M has µ0 and
computes j0(ℓ) the same as V does, we see that A is not a counterexample
after all, a contradiction.
The key idea driving all the constructions of Laver functions up to now
is that at each stage ℓ(γ) is a minimal counterexample for the function ℓ ↾ γ,
and we have a larger embedding j : V →M such that enough of the induced
embedding j0 : V → M0, for whatever kind of ❭
⋆
κ is under discussion, is in
M so that it can compute j0(ℓ)(κ) accurately. It follows that j(ℓ)(κ) cannot
be a counterexample, because any value j(ℓ)(κ) = A will betray itself in the
factored embedding j0(ℓ)(κ) = A. Thus, there can be no counterexample,
and the function ℓ will be a Laver function.
Using this idea, we can reduce the hypotheses on the local versions of
supercompactness and strongness above. Specifically, define that an ele-
mentary embedding j : V → M is self-reflective for θ supercompactness
if and only if j " θ ∈ M and the induced θ-supercompactness measure
µ = {X ⊆ Pκθ | j " θ ∈ j(X) } is in M . (This is true, for example, if j is a
2θ
<κ
-supercompactness embedding.) Similarly, the embedding j : V → M
is self-reflective for θ-strongness if Vθ ⊆ M and the induced θ-strongness
extender E = { 〈X, s〉 | X ⊆ Vκ & s ∈ j(X) ∩ i
<ω
θ } is in M .
Theorem 16 If κ is θ-supercompact and has an embedding that is self-
reflective for θ-supercompactness, then ❭
θ-sc
κ . If it has an embedding that is
self-reflective for θ-strongness, then ❭
θ-strong
κ .
It will follow from Theorem 42 that the converses of Theorems 15 and 16
needn’t hold, since the consistency strength of the Laver diamond is no
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greater than the existence of the corresponding large cardinal, whereas self-
reflective embeddings have a strictly greater consistency strength, since they
imply the existence of such large cardinals below the given cardinal. For
example, the least measurable cardinal can never have a self-reflective em-
bedding, but it can have ❭
meas
κ .
It turns out that weakly compact cardinals can always exhibit a kind
of self-reflectivity in their embeddings (Lemma 17.1 below), and this can
be used to prove a weakened form of the Laver diamond for every weakly
compact cardinal. The resulting function ℓ still anticipates every set A ∈
H(κ+), but one has somewhat less freedom to choose the domain of the
embedding. Specifically, while ❭
wc
κ makes an assertion with the quantifier
structure ∃ℓ ∀A ∀M ∃j (j(ℓ)(κ) = A), the following theorem establishes that
every weakly compact cardinal exhibits at least ∃ℓ ∀A ∃M ∃j (j(ℓ)(κ) = A).
Theorem 17 If κ is a weakly compact cardinal, then for any set B ⊆ κ
there is a function ℓ
... κ → Vκ such that for any set A ∈ H(κ
+) there is a
nice structure M with B, ℓ ∈ M and an embedding j : M → N such that
j(ℓ)(κ) = A.
Proof: The first step is to prove that weakly compact cardinals exhibit a
kind of self-reflectivity.
Lemma 17.1 (Hauser) A cardinal κ is weakly compact if and only if for
any transitive structure M of size κ with M<κ ⊆ M , there is an embedding
j :M → N into a transitive set N , with critical point κ, such that M and j
are elements of N .
Proof: By insisting that M and j are in N , we have strengthened the usual
embedding characterization of weakly compact cardinals, so I need only prove
the forward direction. Suppose that κ is weakly compact, and that M is a
transitive structure of size κ withM<κ ⊆M . Let M¯ be a transitive structure
of size κ with M ∈ M¯ and M¯ |= |M | = κ. There is therefore some relation E
on κ such that 〈M,∈〉 ∼= 〈κ,E〉. This isomorphism is unique, since it is the
Mostowski collapse of κ under E. Fix an embedding j : M¯ → N¯ with critical
point κ, and let j0 = j ↾ M and N = j(M), so that j0 : M → N . Since
E = j(E) ∩ κ× κ, it follows that E ∈ N¯ , and consequently also M ∈ N¯ . Of
course, j(E) ∈ N¯ as well. Furthermore, if a ∈M is coded by α with respect
to E, then j(a) is coded by α (= j(α)) with respect to j(E). Therefore,
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we can reconstruct j0 from E and j(E) in N¯ : simply map the set coded by
any α < κ with respect to E to the set coded by α with respect to j(E).
Thus, j0 ∈ N¯ . Finally, since M
<κ ⊆ M , and this is true in M , we know that
N¯ |= j(M)<j(κ) ⊆ j(M). In particular, N = j(M) has the same structures of
size κ as N¯ , and so M ∈ N . This implies in addition that M ⊆ N and since
j0 : M → N , we actually know that j0 ⊆ N , considered as a set of ordered
pairs. Since this embedding has size κ (the size of its domain), it follows that
j0 ∈ N . So we have j0 :M → N with j0 ∈ N , as desired.
Please note that ∪ ran(j0) is constructible from j0 in N . Therefore, the
embedding j0 cannot be cofinal in N . Nevertheless, the embedding j0 :M →
∪ ran(j0) into the truncated target is in N , and fully elementary.
To prove the theorem, I define ℓ recursively as before. Fix B ⊆ κ and
suppose that ℓ ↾ γ is defined. Let ℓ(γ) be any set A ∈ H(γ+) such that
there is no transitive structure M of size γ with ℓ ↾ γ and B ∩ γ in M and
an embedding j : M → N with critical point γ such that j(ℓ ↾ γ)(γ) = A,
if any such set A exists. I claim that this function ℓ
... κ → Vκ satisfies the
conclusion of the theorem. If not, there is some A ∈ H(κ+) not having any
structure and embedding that anticipates it. Fix any structureM containing
B, A and ℓ, and by the Lemma fix an embedding j :M → N with M and j
in N . Since N is transitive and ℓ, A ∈ N , it also can have no structure and
embedding j0 : M0 → N0 with B ∈ M0 and j0(ℓ)(κ) = A, since there is no
such structure and embedding in V . Therefore, κ is in the domain of j(ℓ).
Let A′ = j(ℓ)(κ). By the definition of ℓ, this means that in N there is no
structure M0 containing j(B) ∩ κ (= B) and j(ℓ) ↾ κ (= ℓ) and embedding
j0 : M0 → N0 with j0(ℓ)(κ) = A
′. But j : M → ∪ ran(j) is exactly such an
embedding in N , a contradiction.
The point of the set B in the theorem is to ensure, by insisting B ∈ M ,
that the structure M has a certain minimal amount of desired information.
But actually, since the set B can be coded directly into the function ℓ, and
then from ℓ ∈M one may deduce B ∈M as well, the version of the theorem
without B easily implies the version with B stated above.
The degree of control over M provided by the theorem is not sufficient
to carry out the usual proof of ✸κ(Reg) as a consequence, because in that
argument one fixes a set A ⊆ κ and a club C on which ℓ does not anticipate it,
and then gets a contradiction if C ∈M because j(ℓ)(κ) = A = j(A)∩ κ and
κ ∈ j(C). This argument would not work if you had to fix the club C before
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knowing ℓ or A. Indeed, it is known that ✸κ(Reg) can fail at weakly compact,
indescribable, unfoldable and strongly unfoldable cardinals (see Theorem 56
below and the subsequent remarks), whereas the above theorem establishes
the weak Laver diamond at every weakly compact cardinal.
A class version of this argument establishes that there is a class function
ℓ
...ord→ V such that for any weakly compact cardinal κ and any A ∈ H(κ+)
there is a structure M with ℓ ↾ κ ∈ M and an embedding j : M → N with
j(ℓ ↾ κ)(κ) = A. Furthermore, this construction works with unfoldable,
indescribable and strongly unfoldable cardinals just as easily (including the
analogue of Lemma 17.1 for those cardinal notions), and one can obtain the
analogous weakening of the Laver diamond for these cardinals.
Next, I point out an obvious connections between stronger and weaker
diamond principles.
Observation 18 If ∗1 and ∗2 are two large cardinal notions and ∗1 is at least
as strong as ∗2 in the sense that every ∗1 embedding is also a ∗2 embedding,
and the class of sets to be anticipated by a ∗1 Laver function includes all
the sets that must be anticipated by a ∗2 Laver function, then every ∗1 Laver
function is also a ∗2 Laver function.
Because of this, we know that every ❭
sc
κ Laver function, for example, is a
❭
strong
κ Laver function, every ❭
iθ-sc
κ Laver function is a ❭
θ-strong
κ Laver function,
and so on. One can also show that every ❭
meas
κ Laver function is a ❭
unf
κ Laver
function, by iterating an appropriate normal measure on κ, so as to send
j(κ) above any desired θ.
Let me now consider some seemingly weaker forms of the Laver diamond,
analogous to the classical ✸−, where one has a small collection of sets at
each stage rather than a single set. The fact is that these apparently weaker
forms are fully equivalent to the Laver diamond principle.
Theorem 19 The following are equivalent.
1. ❭
wc
κ.
2. There is a function L
... κ → Vκ such that |L(γ)| ≤ γ for all γ ∈
dom(L), and for any set A ∈ H(κ+) and any nice structure M of size
κ containing L and A, there is an embedding j : M → N , having
critical point κ, with A ∈ j(L)(κ).
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3. There is a family L of at most κ many functions from κ to Vκ such that
for any set A ∈ H(κ+) and any nice structure M of size κ containing
A and L, there is an embedding j : M → N , having critical point κ,
such that j(ℓ)(κ) = A for some ℓ ∈ L.
Proof: This argument adapts the classical proof that ✸− is equivalent to
✸ (see, for example, [Kun80, Theorem 7.14]). Clearly statement 1 implies
statement 2. Let me argue that statement 2 implies statement 3. Fix L
as in statement 2, and for each γ ∈ dom(L), fix an enumeration of L(γ) in
order type at most γ. Let ℓβ(γ) be the β
th element of L(γ), if it exists, and
L = { ℓβ | β < κ }. I claim that this family of functions witnesses statement
3. To see this, suppose that A ∈ H(κ+) and M is a nice structure of size κ
containing A and L. It follows that L ∈M as well, and the orderings of each
L(γ) are constructible in M from L. Consequently, by statement 2, there is
an embedding j : M → N with A ∈ j(L)(κ). Thus, A is the βth element of
j(L)(κ) for some β < κ, and therefore A = j(ℓβ)(κ), as desired.
Let me now prove that statement 3 implies statement 1. Suppose that
L = { ℓβ | β < κ } is a family of functions witnessing statement 3. Define the
function ℓ∗β(γ) = x if ℓβ(γ) is an γ-sequence whose β
th element is x. I claim
that one of the functions ℓ∗β is a Laver function witnessing ❭
wc
κ. If not, then
for each β < κ there is a set Aβ and a structure Mβ having no embedding
j :Mβ → N for which j(ℓ
∗
β)(κ) = Aβ. Let A = 〈Aβ | β < κ〉 and choose some
nice structureM containing A, L and all the structures Mβ . By statement 3,
there is an embedding j : M → N with j(ℓβ)(κ) = A for some β < κ. Since
A is a κ-sequence whose βth element is Aβ, this means that j(ℓ
∗
β)(κ) = Aβ .
By restricting the embedding j to Mβ, we conclude that Aβ and Mβ were
anticipated by ℓ∗β after all, a contradiction.
Theorem 20 The weak forms of ❭
wc
κ, ❭
Πm
n
-ind
κ , ❭
unf
κ , ❭
sunf
κ , ❭
Ramsey
κ , ❭
meas
κ , ❭
strong
κ ,
❭
superstrong
κ and ❭
sc
κ, analogous to those stated in Theorem 19, namely, where
L(γ) is a collection of γ many sets to be anticipated or alternatively, where
there are κ many proto-Laver functions ℓ such that any set A is anticipated
by at least one of them, are equivalent to the full versions of the principles,
respectively.
Proof: The argument of Theorem 19 generalizes easily to the other large
cardinals. What is needed is that the class of sets A to be guessed must be
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closed under κ-sequences (or at least closed under codes for such sequences),
so that the counterexamples Aβ for ℓ
∗
β can be combined into the sequence
A = 〈Aβ | β < κ〉. Then, for each of the large cardinal embedding types, if
j(ℓβ)(κ) = A, one directly concludes j(ℓ
∗
β)(κ) = Aβ, contradicting the choice
of Aβ.
If one allows L(γ) to guess more than γ many sets, the resulting weak
Laver principle can become trivial. For example, the function L(γ) = H(γ+)
clearly allows one to capture any set A ∈ H(κ+). When the gch fails, one
might consider guessing with sets of size γ+ or more, and the exact strength
of such a principle is not clear.
Let me conclude this section by mentioning a stronger form of the Laver
diamond principle, essentially appearing in [Ham00]. Let ❭κ be the principle
that asserts that there is a function ℓ ...κ→ Vκ such that for any (appropriate)
embedding j : V → M and any set A ∈ Mj(κ), there is another embedding
h : V → M (the same M) with h(ℓ)(κ) = A and h ↾ ord = j ↾ ord. The
class of appropriate embeddings j is determined by whatever large cardinal
context one has at hand, leading to principles ❭
meas
κ and so on. This principle
makes sense in a variety of large cardinal contexts, as well as for set-sized
embeddings j :M → N . The results of [Ham00], mentioned in Theorems 38
and 39 below, implicitly concern the possibility of forcing such a principle.
3 Laver functions in L and L-like models
For the most part, large cardinals in the constructible universe L have Laver
functions there. Let me begin with the weakly compact cardinals. I am
indebted to James Cummings and Ernest Schimmerling for the following
observation, arising in an email exchange about these notions. An equivalent
result appeared meanwhile, independently, in [SV].
Theorem 21 If V = L, then ❭
wc
κ holds for every weakly compact cardinal κ.
Indeed, ❭
wc
holds: there is a universal Laver function ℓ
... ord → L such that
ℓ ↾ κ is a weak compactness Laver function for any weakly compact cardinal
κ.
Proof: Again, we define ℓ by transfinite recursion. To define ℓ(γ), let
〈Mγ, Aγ〉 be the L-least pair, if any, such that Mγ is a transitive set of size γ
containing γ, Aγ and ℓ ↾ γ and such that Aγ ∈ H(γ
+) is not anticipated by
24
ℓ ↾ γ for any weak compactness embedding j : Mγ → N with critical point
γ. That is, j(ℓ ↾ γ)(γ) 6= Aγ for all such embeddings j. Define ℓ(γ) = Aγ .
I claim now that ℓ is a weak compactness Laver function. If not, there is
some L-least pair 〈M,A〉 with κ,A, ℓ ∈ M such that no weak compactness
embedding j :M → N has j(ℓ)(κ) = A. Fix a transitive set M¯ of size κ with
M ∈ M¯ , such that M¯ agrees that 〈M,A〉 is the L-least such pair. (To do
this, simply take an M¯ that has embeddings h :M ′ → N ′ with h(ℓ)(κ) = A′
for all L-smaller pairs 〈M ′, A′〉, of which there are only κ many.) Now let
j : M¯ → N¯ be any weak compactness embedding on M¯ . Since P (κ)M¯ ⊆ N¯ ,
it follows that N¯ also has all those embeddings h : M ′ → N ′, and so N¯
agrees that 〈M,A〉 is the least such for which there is no embedding. Thus,
j(ℓ)(κ) = A. Since the restricted embedding j ↾ M : M → j(M) still has
j(ℓ)(κ) = A, this contradicts the choice of the pair 〈M,A〉. So ℓ witnesses
❭
wc
κ.
For the second sentence of the theorem, simply note that the definition
of ℓ(γ) did not depend on κ. So the Laver functions I constructed for the
various weakly compact cardinals all cohere into a universal Laver function.
Theorem 22 If V = L, then ❭
unf
κ holds for every unfoldable cardinal κ, and
there is a universal ❭
unf
Laver function. Indeed, these are ordinal-anticipating
Laver functions, and they witness ❭
sunf
as well.
Proof: We follow the construction of Theorem 21. If ℓ is defined up to γ, let
〈M, θ, a〉 be the least triple, if any, such that M is a transitive set of size γ
with ℓ ↾ γ ∈M , the set a is in Lθ, and there is no θ-unfoldability embedding
h : M → N such that h(ℓ)(γ) = a. Define ℓ(γ) = a. A simple reflection
argument shows that θ is below the next strongly unfoldable cardinal (which,
in L, is the same as the next unfoldable cardinal). I claim that for any un-
foldable cardinal κ the resulting function ℓ ... κ→ Vκ is a ❭
unf
κ Laver function,
anticipating every element of Lθ, for any ordinal θ, with a θ-unfoldability
embedding. If not, there is some least triple 〈M, θ, a〉 forming a counterex-
ample. Fix any transitive M¯ of size κ with M ∈ M¯ , and select λ > θ such
that all the witnessing embeddings for earlier triples 〈M ′, θ′, a′〉 appear before
λ in the canonical ordering of the universe. Since κ is unfoldable, there is an
embedding j : M¯ → N¯ with critical point κ and j(κ) > λ. By the choice of
λ, we know that 〈M, θ, a〉 ∈ N¯ , and furthermore, the structure N¯ knows that
no earlier triple is a counterexample. Thus, since the triple 〈M, θ, a〉 remains
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a counterexample in N¯ , it follows that j(ℓ)(κ) = a. Let h = j ↾ M , so that
h : M → j(M). Since h(κ) = j(κ) > λ ≥ θ and h(ℓ)(κ) = j(ℓ)(κ) = a, we
know that h is a θ-unfoldability embedding on M for which ℓ anticipates a,
contradicting our choice of 〈M, θ, a〉.
The final claim of the theorem is proved with the observation that the
notions of strong unfoldability and unfoldability coincide in L, because in-
cluding Vθ into the target of an embedding amounts to including Liθ , which
amounts to the target simply including the ordinals up to iθ. Since the
Laver functions we just constructed anticipate every element of Liθ with
iθ-unfoldability embeddings, they will witness ❭
sunf
.
These results generalize out of the constructible universe. The key idea
at play is that there is a definable well-ordering of L that is absolute to the
various models in which it is consulted. So let me define that a well order
✁ of the universe is absolutely definable by the formula ϕ if ϕ defines ✁ and
any transitive (set) model M in which ϕ defines a well order agrees with V
on whether a ✁ b, for any two objects a, b ∈ M . The canonical order of L,
for example, is absolutely definable by a✁ b↔ (V = L and a is constructed
before b), since any two transitive models of V = L agree on the order in
which elements of L are constructed. The restriction to set models makes the
notion transparently first order, but it can be omitted, since whenever N is a
proper class in which ϕ defines a well order, then we obtain absoluteness to N
by applying the absoluteness to sufficiently reflective set-sized substructures
M ≺n N . The theorems below can therefore be viewed as theorem schemes,
ranging over the possible definitions of ✁.
Theorem 23 Suppose that ✁ is an absolutely definable well-ordering of the
universe. Then there is a universal ❭
wc
Laver function. If the definition of ✁
uses a parameter, then the universal ❭
wc
function works for weakly compact
cardinals above the parameter.
Proof: Let us try to proceed just as in Theorem 21. Suppose that ✁ is an
absolutely definable well-order of V (defined with parameter z) and that ℓ
has been defined up to γ. Let 〈Mγ, Aγ〉 be the ✁-least pair, if any, such that
Mγ is a transitive set of size γ with γ, Aγ, ℓ ↾ γ ∈Mγ and Aγ ∈ H(γ
+) is not
anticipated by ℓ ↾ γ for any weak compactness embedding j :Mγ → N with
critical point γ. Define ℓ(γ) = Aγ . Once again, I claim that ℓ is a universal
❭
wc
Laver function. If not, there is some weakly compact cardinal κ (with
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the parameter z in Vκ) and a ✁-least pair 〈M,A〉 with κ,A, ℓ ∈M such that
no weak compactness embedding j : M → N has j(ℓ ↾ κ)(κ) = A. Fix a
transitive set M¯ of size κ with M ∈ M¯ , such that M¯ agrees that 〈M,A〉
is the ✁-least counterexample (this can be done by collapsing a suitable
elementary substructure of some large Vθ). Thus, M¯ has the embeddings for
all the ✁-earlier pairs, witnessing that they are anticipated by ℓ ↾ κ. Since
these embeddings are coded by subsets of size κ, it follows that they are
also in N¯ . Since the pair 〈M,A〉 remains a counterexample in N¯ , and by
the absoluteness of ✁ the predecessors of this object in N¯ are among the
actual predecessors in V , for all of which N¯ has the witnessing embeddings,
it follows that N¯ also agrees that 〈M,A〉 is the least pair for which there
is no embedding. Thus, j(ℓ ↾ κ)(κ) = A. Since the restricted embedding
j ↾ M : M → j(M) still has j(ℓ ↾ κ)(κ) = A, this contradicts the choice of
the pair 〈M,A〉. So ℓ ↾ κ witnesses ❭
wc
κ, and the proof is complete.
The argument also generalizes in the case of strongly unfoldable cardinals.
Theorem 24 Suppose that ✁ is an absolutely definable well-ordering of the
universe. Then there is a universal ❭
sunf
Laver function. If the definition
uses a parameter, then the universal ❭
sunf
Laver function works for strongly
unfoldable cardinals above the parameter.
Proof: We follow Theorem 22. Suppose that ✁ is an absolutely definable
well-ordering of the universe (with parameter z) and that ℓ has been defined
up to γ. Let 〈Mγ, θγ , Aγ〉 be the ✁-least triple, if any, such that Mγ is a
transitive set of size γ with ℓ ↾ γ ∈ Mγ and Aγ ∈ H(θ
+
γ ) and there is no
θγ-strong unfoldability embedding h :Mγ → N such that h(ℓ)(γ) = Aγ . Let
ℓ(γ) = Aγ. If κ is a strongly unfoldable cardinal and the parameter z is in
Vκ, then I claim that ℓ
∗ = ℓ ↾ κ is a ❭
sunf
κ Laver function. If not, there is some
least triple 〈M, θ, A〉 forming a counterexample. Fix any transitive M¯ of size
κ with M ∈ M¯ , and select λ > θ such that all the witnessing embeddings for
earlier triples 〈M ′, θ′, A′〉 appear in H(λ+). Since κ is strongly unfoldable,
there is an embedding j : M¯ → N¯ , with critical point κ, such that j(κ) > λ
and H(λ+) ⊆ N¯ . By the choice of λ, we know that 〈M, θ, A〉 ∈ N¯ , and
furthermore, N¯ agrees with V on ✁ ↾ H(θ+). Since all the embeddings for
the earlier triples appear in N¯ , this model therefore knows that no earlier
triple is a counterexample, and since 〈M, θ, A〉 remains a counterexample in
N¯ , it follows that j(ℓ)(κ) = A. Let h = j ↾M , so that h :M → j(M). Since
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h(κ) = j(κ) > λ ≥ θ and h(ℓ)(κ) = j(ℓ)(κ) = A, we know that h is a θ-
unfoldability embedding on M for which ℓ anticipates A. Furthermore, since
M and M¯ agree on H(κ), it follows that N¯ and j(M) agree on H(j(κ)), so
in particular H(θ+) ⊆ j(M); thus, h is a θ-strong unfoldability embedding.
So there is a θ-unfoldability embedding on M for which ℓ anticipates A after
all, a contradiction.
This result can be improved by relaxing the hypotheses on the order
somewhat. It is not necessary that ✁ is absolute to all transitive models in
which the definition defines a well-order, but rather, the order only needs to
agree on H(θ+) for models that have the correct H(θ+). For example, if the
order✁ were defined locally, in the sense that a✁b↔ H(θ+) |= ϕ(a, b), where
θ = max{|tc(a)|, |tc(b)|}, then this would be the case. More generally, let
me define that a definable well-order ✁ is locally absolute if for any cardinal
θ, any transitive (set) model with the correct H(θ+) in which the definition
defines a well-order agrees on ✁ ↾ H(θ+).
Theorem 25 Suppose that ✁ is a definable well-ordering of the universe
that is locally absolute. Then there is a universal ❭
sunf
Laver function. If the
definition uses a parameter, then the universal ❭
sunf
Laver function works for
strongly unfoldable cardinals above the parameter.
Proof: A careful scrutiny will reveal that this is all that is used in the proof
of Theorem 24.
One shouldn’t take away from the results in this section the expectation
that Laver functions always exist in canonical inner models for large cardi-
nals. For example, Theorem 50 will show that ❭
meas
κ fails in L[µ], the canonical
inner model of a measurable cardinal. The Laver diamond ❭
θ-strong
κ similarly
fails in the canonical model for a θ-strong cardinal κ (e.g. (κ+3)-strong but
not (κ + 4)-strong), but in the canonical model for a fully strong cardinal,
❭
strong
holds of course by Corollary 7, since strong cardinals always have Laver
functions.
Let me now consider the ordinal-anticipating Laver functions. Recall that
these are the functions which are required to anticipate only the ordinals (up
to some bound δ), with no assumption that they anticipate other kinds of
sets; thus, they may not be Laver diamond functions at all. For example, in
the case of measurability a function f
...κ→ Vκ (or more to the point, f
...κ→ κ;
but I want to allow the possibility that f is a full Laver diamond function) is
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an ordinal anticipating Laver function up to δ if for every ordinal α < δ there
is an embedding j : V → M with critical point κ such that j(f)(κ) = α.
Natural choices for δ would include 2κ, κ+, κ, or even ord itself, and it is
not entirely clear yet how all these hypotheses are related. There are natural
analogues of this concept for the other large cardinal notions.
Question 26 If there is an ordinal-anticipating Laver function, does the cor-
responding Laver diamond principle hold? For example, if κ is measurable
and there is a function anticipating all ordinals up to 2κ, then does ❭
meas
κ
hold? If κ is unfoldable and there is an ordinal anticipating Laver function
for unfoldability embeddings, must ❭
unf
κ hold?
One has such questions for any of the Laver diamond principles. If there is
a sufficiently absolute well ordering of the universe, then the theorems below
provide an affirmative answer. Later, in section 4, I will prove that when one
forces to add an ordinal-anticipating function, a full set-anticipating Laver
function can be constructed from it. Proving an outright implication would
clarify matters.
Theorem 27 Suppose that ✁ is a definable well ordering of the universe that
is locally absolute. If κ is a measurable cardinal and has a ordinal anticipating
Laver function, anticipating all ordinals up to the order type of H(κ+) with
respect to ✁, then ❭
meas
κ holds.
Proof: I will actually need only that ✁ is a definable well ordering of the
universe (using parameters in Vκ), whose ordering of H(κ
+) is absolute to
models with the correct H(κ+). Suppose that f
... κ → κ anticipates all
ordinals up to the order type δ that H(κ+) forms as a subset of the field of
✁. To define the full Laver function, simply let ℓ(γ) be the f(γ)th element of
H(γ+) in the ✁ order. To see that this works, consider any set A ∈ H(κ+).
This set is the αth element of H(κ+) with respect to the order ✁ for some
α < δ. Let j : V → M be any embedding with critical point κ such that
j(f)(κ) = α. Since M and V have the same H(κ+) and j(✁) is defined
in M by the same formula as ✁ in V , it follows by the local absoluteness
hypothesis on ✁ that the j(✁) order on H(κ+) is the same as the ✁ order in
V . Thus, j(ℓ)(κ) = A, as desired.
I do not know at the moment whether the definable well ordering hy-
pothesis can be omitted. It would be very interesting to have a model with
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a function that could anticipate any ordinal, but no set anticipating Laver
function. Theorem 27 clearly generalizes to the Laver diamond principles in
many other large cardinal contexts.
There is also a kind of converse question. If κ is a measurable cardinal, for
example, then there are embeddings sending κ arbitrarily high in the ordinals,
and so it is conceivable that there could be a function anticipating all ordinals.
This idea should be tempered by the realization that embeddings arising as
iterations of a normal measure never help you anticipate more ordinals, since
all iterations agree on j(f)(κ) with the original one-step ultrapower. But the
question remains:
Question 28 If ❭
meas
κ holds, is there an ordinal anticipating Laver function
f
... κ→ κ for measurability that anticipates all ordinals?
One might alternatively like to assume only that there is a function antici-
pating all ordinals up to some δ, and ask whether this bound can be freely
removed. Of course, by reflection there is some bound δ making an affirma-
tive answer, but what we really would like to know is whether the question
is true for some natural choices of δ, such as 2κ.
Observation 29 A particular function might anticipate all ordinals α < 2κ,
but not all ordinals.
Proof: Suppose that f anticipates all α < 2κ, and let f ∗ be the restriction
of f to the set of γ for which f(γ) < 2γ. For any α < 2κ there is j : V →M
with j(f)(κ) = α, and since M agrees that α < 2κ, it follows that κ is in
the domain of j(f ∗), and so j(f ∗)(κ) = j(f)(κ) = α. Thus, f ∗ anticipates
every α < 2κ. But f ∗ cannot anticipate all ordinals, because if there is an
embedding j : V → M with j(f ∗)(κ) = β, then by the definition of f ∗, we
know that β < (2κ)M , and this bound must be less than (2κ)+.
This cutting-off phenomenon occurs with larger (definable) bounds just as
well, but it doesn’t seem to get to the heart of the question of whether there
could be other functions that do anticipate all ordinals. What one wants to
know is whether there could be a function that anticipates all ordinals up to
2κ, when no function anticipates all ordinals.
For strongly unfoldable cardinals, it seems natural to ask the following
question.
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Question 30 If κ is strongly unfoldable and ❭
unf
κ , with ordinal anticipating
Laver functions, then must ❭
sunf
κ hold?
If V = L, then the answer is trivially yes, because ❭
unf
κ and ❭
sunf
κ are equivalent
in L (and both hold there). In the general case, one might hope to start with
an ordinal-anticipating ❭
unf
κ Laver function ℓ
... κ→ κ and construct from it a
function ℓ∗
... κ → Vκ by defining ℓ
∗(γ) to be the ℓ(γ)th element of Vκ, using
some well-order ✁ of Vκ. The difficulty with this approach, however, is that
when using it one needs to control both j(ℓ)(κ) and j(✁) in order to ensure
that j(ℓ∗)(κ) is as desired. Of course, if there is a locally absolute definable
well-ordering of the universe, then one can simply use that order, and the
idea will work. But by Theorem 25 we already know ❭
sunf
in this case directly,
without needing to assume an ordinal-anticipating ❭
unf
κ function. Can one get
by without the definable well-ordering of the universe?
4 Forcing the Laver diamond principles ❭κ
For a great variety of large cardinals—weakly compact, indescribable, unfold-
able, strongly unfoldable, Ramsey and measurable cardinals, for example—
one can force the existence of a Laver function. And unlike the classical
results and the results of the previous section, where we used a greater large
cardinal property to deduce the existence of a Laver function for a lesser
large cardinal property, these forcing arguments generally allow one to add
a Laver function without sacrificing any degree of large cardinal strength.
Therefore, in most cases the principle ❭
⋆
κ is equiconsistent with the large
cardinal property ∗ itself.
For each of the large cardinal notions, the forcing to add a Laver function
is the same: Woodin’s fast function forcing. (Later, I will show how to force
the Laver diamond principle via Silver forcing and even via κ-c.c. forcing.)
Please consult [Ham00] for a careful introduction to fast function forcing;
here, I will quickly develop the basic facts. Suppose κ is an inaccessible
cardinal. Conditions in the fast function forcing partial order Fκ are partial
functions p
...κ→ κ such that |p| < κ and if γ ∈ dom(p), then γ is inaccessible,
p"γ ⊆ γ and |p ↾ γ| < γ. We order the conditions by reverse inclusion. If p is
a condition in Fκ for which p(γ) = α, then p naturally splits into two pieces,
p = p0 ∪ p1, where p0 = p ↾ γ and p1 = p ↾ [γ, κ). Since p " γ ⊆ γ, it follows
that p0 is in the fast function forcing partial order Fγ at γ. By splitting
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every stronger condition q at γ in the same way, namely q 7→ q0 ∪ q1, one
concludes that the forcing Fκ ↾ p below the condition p is isomorphic to
(Fγ ↾ p0)× (Fγ,κ ↾ p1), where Fγ,κ is the set of conditions in Fκ with domain
in the interval [γ, κ). By taking the unions of conditions, one can see that Fγ,κ
is ≤γ-directed closed. In particular, if p = {〈γ, α〉} is the condition consisting
of a function with one element in its domain, then Fκ ↾ p ∼= Fγ × Fγ,κ ↾ p.
Let me first prove the basic theorem in the easiest case, that of a measur-
able cardinal. After this, I will explain how to adapt the proof to the other
large cardinal notions.
Theorem 31 If κ is measurable, then there is a forcing extension preserving
this in which ❭
meas
κ holds.
Proof: This is essentially [Ham00, Theorem 2.3 ]. Suppose that κ is mea-
surable in V . Without loss of generality, by forcing if necessary, I may
assume that 2κ = κ+, since this can be forced without adding subsets to κ,
and therefore without destroying the measurability of κ. Let f
... κ → κ be
V -generic for the fast function forcing poset Fκ. I claim that κ is measur-
able in V [f ] and f is an ordinal anticipating Laver function there. To see
this, fix any normal ultrapower j : V → M and any α < j(κ). Consider
the condition p = {〈κ, α〉} in the poset j(Fκ). Below this condition, the
forcing j(Fκ) factors as Fκ × Fκ,j(κ) ↾ p. Observe that Fκ,j(κ) has size j(κ)
in M , and therefore has at most j(2κ) many open dense sets in M . But
|j(2κ)|V ≤ |{h : κ → 2κ | h ∈ V }|V = (2κ)κ = κ+ in V , so we may enu-
merate these dense sets in V in a κ+ sequence 〈Dα | α < κ
+〉. And since
Mκ ⊆M , every initial segment of this enumeration is inM . By diagonalizing
this sequence, we may construct in V a descending sequence of conditions
〈pα | α < κ
+〉 below p such that pα ∈ Dα. At successor stages, simply meet
the next dense set; at limit stages, the union of the previous conditions is
in M because Mκ ⊆ M , and then one can meet the dense set below this
condition. Thus, the function ftail = ∪αpα is in V , but is M-generic for the
forcing Fκ,j(κ) below p. Thus, by reversing the isomorphism, the function
f ∪ ftail is M-generic for the forcing j(Fκ). Since j fixes every element of
Fκ, it follows that j lifts to j : V [f ] → M [j(f)], where j(f) = f ∪ ftail and
j(τf) = j(τ)j(f) for any Fκ-name τ . Since κ remains the critical point of this
lifted embedding, we may conclude that κ is measurable in V [f ]; and since
j(f)(κ) = ftail(κ) = p(κ) = α, we see that f anticipated α.
It remains to check that there is an actual set-anticipating Laver function
in V [f ]. Fix any enumeration of Vκ in order type κ: ~a = 〈aα | α < κ〉. Define
32
ℓ(γ) = (af(γ))f↾γ , provided that this makes sense, i.e., provided that γ is in
the domain of f , that f ↾ γ is V -generic for Fγ, and that af(γ) is an Fγ-name.
I claim that ℓ is a ❭
meas
κ Laver function. To see this, fix any set A ∈ H(κ
+).
This set has an Fκ-name A˙ in V , and we may assume A˙ ∈ H(κ
+)V . Fix
any normal ultrapower embedding j : V → M in V . Since Mκ ⊆ M in
V , it follows that A˙ ∈ M , and consequently A˙ appears in the enumeration
j(~a) of Mj(κ) in M . So A˙ = j(~a)(α) for some particular α. By the lifting
argument given previously, we may lift the embedding j : V → M to an
embedding j : V [f ] → M [j(f)] for which j(f)(κ) = α. For this embedding,
therefore, j(ℓ)(κ) is obtained by taking the αth element in the sequence j(~a),
that is, A˙, and interpreting it with the generic object j(f) ↾ κ = f . Thus,
j(ℓ)(κ) = (A˙)f = A, as desired.
A modified version of this forcing will guarantee that the fast function
f has a uniform nature, so that for every measurable cardinal γ < κ, the
restriction f ↾ γ is generic for the forcing up to γ. More generally, I will
propose a modified class version of fast function forcing that will produce a
universal ❭
meas
Laver function that works with every measurable cardinal. In
addition, by applying Theorem 38 to embeddings arising from the iteration
of a normal measure, one can see that the fast function f is able to anticipate
any ordinal at all; that is, for any ordinal α there is an embedding j : V [f ]→
M [j(f)] with critical point κ such that j(f)(κ) = α.
Theorem 32 There is a (class) forcing extension, preserving all measurable
cardinals (and creating no new measurable cardinals) in which there is a
universal ❭
meas
Laver function.
Proof: The basic strategy is first to add a class fast function, whose re-
striction to any measurable cardinal will be an ordinal anticipating Laver
function, and then from this function to build as before a set-anticipating
Laver function. We may assume without loss of generality, by forcing if
necessary, that the gch holds, since it is known how to force this while pre-
serving all measurable cardinals (and the results on gap forcing in [Ham01a]
guarantee that this forcing creates no new measurable cardinals). By further
class forcing, if necessary, we may assume ac for classes (this forcing adds
no new sets at all). Consider now a modified class forcing version F∗ of fast
function forcing: conditions are partial (set) functions p
... ord → ord such
that (1) every γ ∈ dom(p) is inaccessible, with p " γ ⊆ γ and |p ↾ γ| < γ,
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(2) if δ is inaccessible and p " δ ⊆ δ, then |p ↾ δ| < δ, and (3) if κ is any
measurable cardinal, then p"κ ⊆ κ and |p ↾ κ| < κ. The last modification, in
effect, slows the functions down; they cannot jump over the next measurable
cardinal. The conditions are ordered by reverse inclusion. It is not difficult
to see that for any measurable cardinal κ, the forcing F∗ factors as F∗κ×F
∗
κ,∞,
where F∗κ is the set of conditions in F
∗ with domain (and range) in κ, and
F∗κ,∞ is those with domain in [κ,∞). With the modified forcing F
∗, there is
no need to factor only below a condition, since no condition can hop over κ.
Suppose now that f ∗
...ord→ ord is V -generic for the forcing F∗. I claim
that f ∗ is a universal ordinal anticipating Laver function. To see this, suppose
that κ is a measurable cardinal and consider the restriction f = f ∗ ↾ κ. It is
easy to see that f is V -generic for the forcing F∗κ, and the remaining forcing
F ∗κ,∞ is highly closed, definitely adding no new κ sequences over V [f ]. In
particular, if f ∗
tail
= f ∗κ,∞ = f
∗ ↾ [κ,∞), then κ remains measurable in V [f ∗
tail
].
I will now argue that f is an ordinal anticipating Laver function in V [f ∗].
For this, we proceed just as in Theorem 31: fix any ultrapower embedding
j : V [f ∗
tail
] → M [j(f ∗
tail
)] by a normal measure in V , and consider the forcing
j(F∗κ), which factors as F
∗
κ× F
∗
κ,j(κ), below the condition p = {〈κ, α〉}. Below
this condition in F∗κ,j(κ), build in V by diagonalization an M-generic filter
ftail, and lift the embedding to j : V [f
∗
tail
][f ]→M [j(f ∗
tail
)][j(f)], where j(f) =
f ∪ ftail. Since ftail included p, it follows that j(f)(κ) = ftail(κ) = p(κ) = α,
as desired.
Next, I produce from f ∗ a universal set anticipating Laver function. Using
ac for classes, fix any class well-ordering of the universe V in order type
ord. It is a simple exercise to produce from this an order ✁ for which the
objects of Vκ appear as the first κ many elements of the order, whenever κ
is an inaccessible cardinal. Next, as in Theorem 31, we construct the Laver
function by defining ℓ(γ) to be (af(γ))f∗↾γ , where aβ is the β
th object in the
well order ✁, provided that af(γ) is a F
∗
γ-name. I claim that ℓ
...ord→ V [f ∗]
is a universal Laver function. To see this, suppose that κ is any measurable
cardinal and A ∈ H(κ+)V [f
∗]. Since the forcing above κ is highly closed, we
know that actually A ∈ H(κ+)V [f
∗↾κ], and so A has a F∗κ-name A˙ in H(κ
+)V ,
that is, A = A˙f . Fix any normal ultrapower j : V → M in V . As in Theorem
31, the name A˙ is the βth object of the well order j(✁) for some β < j(κ), and
the argument of the previous paragraph explains how to lift this embedding
to j : V [f ∗] → M [j(f ∗)] such that j(f)(κ) = β, that is, j(f ∗)(κ) = β. From
this, it follows that j(ℓ)(κ) = (A˙)j(f∗)↾κ = A˙f = A, as desired. So ℓ is a
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universal ❭
meas
Laver function.
Finally, I complete the argument by pointing out the Gap Forcing Theo-
rem of [Ham01a] shows that this forcing creates no new measurable cardinals,
since the GCH forcing followed by F∗ admits a very low gap.
These proofs adapt easily to the case of a weakly compact cardinal.
Theorem 33 If κ is a weakly compact cardinal, then there is a forcing exten-
sion in which ❭
wc
κ holds. Indeed, there is a class forcing extension, preserving
all weakly compact cardinals, in which there is a universal ❭
wc
Laver function.
Proof: The first part of this theorem is essentially [Ham00, Theorem 2.4].
To handle only one weakly compact cardinal, we simply perform Woodin’s
fast function forcing Fκ as in Theorem 31. In particular, there is no need
for the gch in this argument, since it is considerably easier to lift the small
weakly compact embeddings than full class embeddings on V . Suppose that
f
... κ → κ is a fast function. I claim that for any nice structure M in
V and any canonical weakly compact embedding j : M → N , so that N
is a transitive structure of size κ and N<κ ⊆ N in V , there is a lift of
the embedding to j : M [f ] → N [j(f)]. This is because the forcing Fκ is
definable from κ in M , and the forcing j(Fκ) factors below the condition
p = {〈κ, α〉} as Fκ × Fκ,j(κ), for any α < j(κ). Since there are only κ many
dense sets in N (all of N has size κ), and the forcing Fκ,j(κ) is ≤κ-closed,
the diagonalization argument of Theorem 31 easily produces an N -generic
filter ftail ⊆ Fκ,j(κ) below p. And since f is V -generic for Fκ, it is surely also
N [ftail]-generic, so f ∪ ftail is N -generic for j(Fκ) below p. The embedding
therefore lifts to j : M [f ] → N [j(f)] where j(f) = f ∪ ftail. In particular,
j(f)(κ) = ftail(κ) = p(κ) = α. This almost shows that f is an ordinal
anticipating weakly compact Laver function, except that so far we have only
considered structures of the form M [f ], where M is a nice structure in V . If
M ′ is any nice structure of size κ in V [f ], then M ′ has an Fκ name M˙
′ in V
of size κ. And this name M˙ ′ can be placed inside a nice structure M of size
κ in V . Thus, since M˙ ′ and f are both in M [f ], it follows that M ′ = M˙ ′f
is in M [f ]. If j : M [f ] → N [j(f)] was the embedding I constructed above,
then the restriction j ↾ M ′ : M ′ → j(M ′) provides a witnessing embedding
for M ′. In particular, if f ∈ M ′, then this restriction also has j(f)(κ) = α,
so f is an ordinal anticipating weakly compact Laver function in V [f ]. One
now constructs the set anticipating Laver function ℓ just as before: fix a
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well ordering ✁ of Vκ such that Vγ is enumerated in order type γ for any
inaccessible cardinal γ, and let ℓ(γ) be (af(γ))f↾γ , where aβ is the β
th element
in the order, provided that af(γ) is indeed a Fγ name. If A ∈ H(κ
+)V [f ], then
A = A˙f for some name A˙ ∈ H(κ
+)V . Suppose that M is a nice structure
of size κ in V such that f , A˙ and ✁ are in M , and fix any weakly compact
embedding j : M → N in V . The object A˙ is in N , and therefore is the βth
element in the order there. The lifting argument above allows us to lift the
embedding to j : M [f ] → N [j(f)] such that j(f)(κ) = β. It follows that
j(ℓ ↾ κ)(κ) = A˙j(f)↾κ = A˙f = A, as required. So ℓ is a ❭
wc
κ Laver function in
V [f ].
The universal result is obtained as in Theorem 32 by slowing down the fast
function forcing so as to respect every weakly compact cardinal. Specifically,
in the weakly compact context we must ensure that every weakly compact
cardinal has a chance to be in the domain of the function. Let F∗ consist of
the conditions p
... ord → ord such that, as before, (1) every γ ∈ dom(p) is
an inaccessible cardinal with p " γ ⊆ γ and |p ↾ γ| < γ, (2) if δ is inaccessible
and p " δ ⊆ δ, then |p ↾ δ| < δ, and additionally (3) whenever γ is a weakly
compact cardinal, then p " γ ⊆ γ and |p ↾ γ| < γ. Every weakly compact
cardinal will be closed under the resulting generic function f ∗
... ord→ ord,
and it is easy to show as above that f ∗ is a universal ordinal anticipating
weakly compact Laver function. The corresponding function ℓ will be a
universal ❭
wc
function in V [f ∗].
Theorem 34 If κ is an unfoldable cardinal, then there is a forcing extension
in which ❭
unf
κ holds. Indeed, there is a class forcing extension, preserving all
unfoldable cardinals, in which there is a universal ❭
unf
Laver function.
Proof: This argument follows the standard lifting technique for unfoldability
embeddings, given in [Ham01b], an adaptation of Woodin’s factor technique
for strongness embeddings to the much smaller domains.
Suppose that κ is unfoldable and f ... κ → κ is V -generic for Woodin’s
fast function forcing Fκ. Fix any θ and any ground model canonical (θ+ 1)-
unfoldability embedding j : M → N , where M is a nice structure of size
κ in V . That is, j(κ) > θ, N<κ ⊆ N and N = { j(h)(β0, β1, . . . , βn) |
h ∈ M & κ ≤ β0 ≤ · · · ≤ βn ≤ θ }. Fix any α < j(κ), and let X =
{ j(h)(κ, α, θ) | h ∈M } be the hull of the pair 〈κ, θ〉 in N . By verifying
the Tarski-Vaught criterion, one deduces that X ≺ N . Below the condition
36
p = {〈κ, α〉, 〈κ′, θ〉}, where κ′ is the next inaccessible in N above κ and α,
the forcing j(Fκ) factors as Fκ×(Fκ,j(κ) ↾ p), and Fκ,j(κ) ↾ p is ≤θ-closed in N ,
and hence also in X . Since X has size κ, it has only κ many dense sets for
Fκ,j(κ), and so we may by diagonalization construct an X-generic filter f
0
tail
⊆
Fκ,j(κ) ∩ X by simply lining up the dense sets in a κ-sequence and meeting
them one-by-one. I claim that the filter ftail generated by f
0
tail in Fκ,j(κ) is fully
N -generic. To see this, suppose thatD ∈ N is an open dense subset of Fκ,j(κ).
By our assumption on the embedding j, we know that D = j( ~D)(β0, . . . , βn)
for some function ~D ∈M and ordinals κ ≤ β0 ≤ · · · ≤ βn ≤ θ. Let D¯ be the
intersection of all j( ~D)(α0, . . . , αn), over κ ≤ α0 ≤ · · · ≤ αn ≤ θ, such that
this is an open dense subset of Fκ,j(κ). Since D¯ is definable from j( ~D), κ and
θ, it follows that D¯ is in X . Furthermore, since Fκ,j(κ) is ≤θ-closed below p,
and there are at most θ many open dense sets in this intersection, it follows
that D¯ remains open and dense in Fκ,j(κ) below p. Thus, since it is in X ,
the filter f 0tail meets D¯, and consequently ftail meets it as well. Finally, since
D¯ ⊆ D, we conclude that ftail meets D, as desired. So ftail is N -generic, and
we may lift the embedding to j : M [f ] → N [j(f)], where j(f) = f ∪ ftail.
Since j(f)(κ) = ftail(κ) = p(κ) = α, we know that f is an ordinal anticipating
Laver function in V [f ]. From this function, one builds the ❭
unf
κ Laver function
ℓ as in Theorem 33.
The universal version of this theorem is proved just as in Theorem 33.
Here, we modify the fast function forcing to include only those conditions
p with |p ↾ κ| < κ and p " δ ⊆ δ for any unfoldable cardinal δ, thereby
producing the modified forcing F∗. If f ∗ is V -generic for F∗, then f = f ∗ ↾ κ
is V -generic for F∗κ for any unfoldable cardinal κ. One then argues that this
is an ordinal anticipating unfoldability Laver function at κ in V [f ]. From
this function, one builds the set anticipating ❭
unf
Laver function ℓ as before.
The remainder of the forcing F∗κ,∞ is ≤-closed, and therefore creates no new
transitive structures of size κ, so f and ℓ retain these properties in V [f ∗],
and the proof is complete.
A similar argument works in the case of Πmn -indescribability embeddings,
to obtain the following.
Theorem 35 If κ is Πmn -indescribable, then there is a forcing extension
where ❭
Πm
n
-ind
κ holds. Indeed, there is a class forcing extension, preserving
all Πmn -indescribable cardinals, in which there is a universal ❭
Πm
n
-ind
Laver
function.
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And the construction works for strongly unfoldable cardinals as well.
Theorem 36 If κ is strongly unfoldable, then there is a forcing extension
in which ❭
sunf
κ holds.
Proof: I will adapt the unfoldability argument of Theorem 34 to the case of
strong unfoldability. Suppose in that argument that κ is strongly unfoldable,
and that we have added the fast function f
...κ→ κ. Suppose in that argument
that the ground model embedding j :M → N is not merely a θ-unfoldability
embedding, but a θ-strong unfoldability embedding, so that we know in ad-
dition that Vθ ⊆ N and N = { j(h)(β0, . . . , βn) | h ∈ M & κ ≤ β0 ≤ · · · ≤
βn ≤ iθ } (one needs iθ here in order to capture all of Vθ). The argument
of Theorem 34 shows how to lift the embedding to j : V [f ] → M [j(f)],
such that j(f)(κ) = α, where α is any desired ordinal below j(κ). In that
argument, the lifted embedding is a θ-unfoldability embedding. I claim that
since we began here with a θ-strong unfoldability embedding, this lift is ac-
tually a θ-strong unfoldability embedding. This is because from Vθ ⊆ N it
follows that (V [f ])θ ⊆ N [f ] ⊆ N [j(f)]. And since M [f ] and M
′ have the
same Vκ, it follows that N [j(f)] and j(M
′) have agree up to rank j(θ), so
(V [f ])θ ⊆ j(M
′) as well. Thus, the restriction j ↾ M ′ : M ′ → j(M ′) is also
a θ-strong unfoldability embedding on M ′, for which j(f)(κ) = α. Now,
from the ordinal anticipating Laver function f one can easily build a set
anticipating Laver function as before, so the proof is complete.
One naturally wonders whether the universal form ❭
sunf
is forceable, while
preserving all strongly unfoldable cardinals. By following the previous ar-
gument, using the modified universal fast function forcing F∗ consisting of
conditions p ∈ F that satisfy |p ↾ κ| < κ and p " κ ⊆ κ for any strongly
unfoldable cardinal κ, one can see that the universal function f ∗ obtained
will almost be an ordinal anticipating strong unfoldability Laver function.
For any strongly unfoldable cardinal κ, any ordinal θ and any α up to the
next inaccessible cluster point of dom(f ∗) above κ, the ground model canon-
ical θ-strong unfoldability embeddings will lift to j : M [f ] → N [j(f)] with
j(f)(κ) = α, such that (V [f ∗])θ ⊆ N [j(f)]. The problem arises when α is too
large, so that in the forcing in N between κ and θ we cannot use f ∗ ↾ (κ, θ),
because the master condition p = {〈κ, α〉} jumps too high. Thus, although
we will be able to lift the embedding, it will not include enough of f ∗ to be a
θ-strong unfoldability embedding. What is needed is to simultaneously force
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some indestructibility for strong unfoldability, as in the argument of Theorem
44, so that this generic object can be recovered. Such kind of indestructibility
arguments for strong unfoldability will be the focus of a forthcoming paper.
Theorem 37 If κ is a Ramsey cardinal, then there is a forcing extension
preserving this in which ❭
Ramsey
κ holds. Indeed, there is a class forcing exten-
sion, preserving all Ramsey cardinals, in which there is a universal ❭
Ramsey
Laver function.
Proof: Let me first handle just one Ramsey cardinal κ. Let f
... κ → κ be
a V -generic fast function, and fix a well ordering ✁ of Vκ in order type κ in
V . Let ℓ(γ) be τf↾γ , where τ is the f(γ)
th element of Vκ with respect to ✁,
provided that this object is in fact an Fγ-name. I claim that ℓ is a ❭
Ramsey
κ
Laver function in V [f ]. Fix any nice structureM of size κ in V [f ] with ℓ ∈M
and any A ∈ H(κ+)M . The set A has a name A˙ of size κ in V . The structure
M also has a name M˙ of size κ in V , and we may find a nice structure M0
of size κ in V with A˙, M˙ and ✁ in M0. Since κ is a Ramsey cardinal in V ,
there is a weakly amenable M0-normal measure F in V such that 〈M0, F 〉 is
iterable. Let j : M0 → M1 be the ultrapower of M0 by F . It is easy to see
that A˙ is in M1, and so it is the β
th object with respect to j(✁). Below the
condition 〈κ, β〉, the forcing j(F) factors as F× Ftail, where Ftail is ≤κ-closed
in M1. Since M
<κ
1 ⊆M1 and there are at most κ many dense subsets of Ftail
in M1, we may diagonalize to construct in V an M1 generic object ftail, and
lift the embedding to j : M0[f ] → M1[j(f)], with j(f)(κ) = β. It follows
that j(ℓ)(κ) = A˙f = A, so the function ℓ anticipates A, as desired. The
lifted embedding remains iterable, because the filter induced by the lift is
<κ-closed in V [f ], as M [f ] is <κ-closed in V [f ].
One obtains the universal form as before, by performing a modified class
forcing F, consisting of fast function forcing conditions p such that if κ is a
Ramsey cardinal, then p"κ ⊆ Vκ and |p ↾ κ| < κ. For any particular Ramsey
cardinal κ, this forcing factors as Fκ×Fκ,∞. The cardinal κ remains Ramsey
in V Fκ,∞ , because this is ≤κ-directed closed forcing, and the argument of
the previous paragraph shows that subsequent forcing with Fκ produces the
❭
Ramsey
κ Laver function. Finally, the arguments of [Ham01a] show that no new
Ramsey cardinals are created.
Let me now turn to the larger large cardinals. The fact is that fast
function forcing produces Laver functions in a very general way. To support
of this view, I will make use of the following two results from previous work.
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Fast Function Flexibility Theorem 38 ([Ham00, Theorem 1.11]) Sup-
pose that f ... κ → κ is a fast function added generically over V and that
j : V [f ] → M [j(f)] is an embedding (either internal or external to V [f ])
with critical point κ. Then for any α < j(κ) there is another embedding
j∗ : V [f ]→M [j∗(f)] such that:
1. j∗(f)(κ) = α,
2. j∗ ↾ V = j ↾ V ,
3. M [j∗(f)] ⊆M [j(f)], and
4. If α is less than the next inaccessible cluster point of dom(j(f)) beyond
κ, then M [j∗(f)] = M [j(f)]. In this case, if j is the ultrapower by
a standard measure η concentrating on a set in V , then j∗ is the ul-
trapower by a standard measure η∗ concentrating on the same set, and
moreover η ∩ V = η∗ ∩ V and [id]η = [id]η∗ .
A measure is standard if the critical point κ of the corresponding ultrapower
embedding j : V [f ] → M [j(f)] is definable in M [j(f)] from s = [id]µ and
parameters in ran(j ↾ V ). Thus, any normal measure on κ is standard (since
in this case s = κ), as is any supercompactness measure (since in this case κ
is the least element not in s = j " θ). Also, [Ham00, Lemma 2.7] shows that
in the types of forcing extensions of this paper, every strong compactness
measure is isomorphic to a standard strong compactness measure.
Generalized Laver Function Theorem 39 ([Ham00, Theorem 2.2]) Af-
ter fast function forcing V [f ], there is a function ℓ
...κ→ (V [f ])κ with the prop-
erty that for any embedding j : V [f ]→M [j(f)] with critical point κ (whether
internal or external) and for any z ∈ H(λ+)M [j(f)], where λ = j(f)(κ), there
is another embedding j∗ : V [f ]→M [j(f)] such that:
1. j∗(ℓ)(κ) = z,
2. M [j∗(f)] = M [j(f)],
3. j∗ ↾ V = j ↾ V , and
4. If j is the ultrapower by a standard measure η concentrating on a set
in V , then j∗ is the ultrapower by a standard measure η∗ concentrating
on the same set and moreover η∗ ∩ V = η ∩ V and [id]η∗ = [id]η.
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The function ℓ is defined from f in the same way as in Theorem 31. The
point now is that this general theory of fast function forcing allows one to
deduce ❭
⋆
κ in a great variety of cases. All one really needs to know is that
fast function forcing preserves the large cardinal in question, so that there are
embeddings j : V → M as in Theorem 38, and then Theorem 39 essentially
says that ❭
⋆
κ holds, provided that one can deduce that j
∗ is the appropriate
type of embedding (or has an appropriate factor).
Corollary 40 If κ is strongly compact, there is a forcing extension in which
❭
str compact
κ holds.
Proof: Theorem 1.7 of [Ham00] show that fast function forcing preserves
every strongly compact cardinal κ. Let ℓ be the function of Theorem 39. By
[Ham00, Theorem 1.12], there is for any θ a θ-strong compactness embedding
j : V [f ] → M [j(f)] for which j(f)(κ) > θ. For any z ∈ H(θ+)V [f ], now, we
may now apply Theorem 39 to produce an embedding j∗ : V [f ]→ M [j∗(f)]
for which j∗(ℓ)(κ) = z. If θ = θ<κ, then Theorem 2.6 of [Ham00] shows that
the embedding j∗ can be chosen to be a θ-strong compactness embedding.
So ℓ witnesses ❭
str compact
κ in V [f ].
Corollary 41 If κ is 2θ
<κ
-strongly compact, then there is a forcing extension
in which ❭
θ-str compact
κ holds.
Proof: This is the amount of strong compactness that is used in the previous
argument.
Corollary 42 If κ is θ-supercompact, then there is a forcing extension where
❭
θ-sc
κ holds.
Proof: Suppose κ is θ-supercompact. Since this implies that κ is also θ<κ-
supercompact, we may replace θ with θ<κ if necessary and assume θ<κ = θ.
Now, by forcing if necessary, we may assume 2θ = θ+, since the forcing to
accomplish this adds no subsets of Pκθ. Next, Theorem 1.10 of [Ham00]
shows that fast function forcing preserves the θ supercompactness of κ, so
there are embeddings j : V [f ] → M [j(f)] as in Theorem 38. Necessarily,
by the proof of [Ham00, Theorem 1.13], the next inaccessible cluster point
of dom(j(f)) beyond κ is at least θ. Thus, by Theorem 38 we may find
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an embedding for which j(f)(κ) > θ. Finally, Theorem 39 implies that the
function ℓ witnesses ❭
θ-sc
κ in V [f ], as desired.
This theorem shows that the consistency strength of ❭
θ-sc
is not greater
than κ being θ-supercompact. Consequently, the hypothesis of Corollary 4
is not optimal in terms of consistency strength. It is open whether every
θ-supercompact cardinal κ has a ❭
θ-sc
κ Laver function, at least when κ < θ.
When κ = θ, the outright implication is ruled out by Theorem 50.
Corollary 43 If κ is a θ-strong cardinal and θ is either a successor ordinal
or has cofinality at least κ, then there is a forcing extension in which ❭
θ-strong
holds.
Proof: The standard reverse Easton iteration arguments establish that one
may force 2κ = κ+ while preserving the θ-strongness of κ. After this, [Ham00,
Theorem 1.6] shows that fast function forcing preserves the θ-strongness of
κ and provides a ordinal-anticipating Laver function. A full set-anticipating
❭
θ-strong
κ Laver function can be constructed as in Theorem 4 above.
One does not expect fast function forcing up to the cardinal in question by
itself to produce Laver functions for superstrong, extendible, almost huge or
huge embeddings, since these embeddings have Vj(κ) ⊆ M , and consequently
the function j(f) would have to include fully V -generic portions above κ, but
there are no such objects in V [f ]. Rather, for these kind of embeddings, one
expects to force above κ. This introduces problems when one wants the fast
function to anticipate an ordinal larger than the value selected above κ in V ,
and to overcome this difficulty one must also force a kind of indestructibility
that allows for this intermediate forcing to be recovered. As a sample of this
kind of argument, let me consider the case of superstrong cardinals.
Theorem 44 If κ is superstrong, then this is preserved to a forcing extension
in which ❭
superstrong
κ holds.
Proof: Suppose that κ is superstrong, with embedding j : V → M , so that
Vj(κ) ⊆ M and M = { j(h)(s) | h : [κ]
<ω → V & s ∈ [j(κ)]<ω }. Suppose
that f
... κ → κ is V -generic for fast function forcing Fκ. Factor j(Fκ) as
Fκ×Fκ,j(κ) below some condition p = {〈κ, α〉}, and let fκ,j(κ) be V [f ]-generic,
so that j lifts to j : V [f ] → M [j(f)]. Since Fκ,j(κ) is ≤κ-closed in V , it is
≤κ-distributive in V [f ], and so the extender embedding lifts further to j :
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V [f ][fκ,j(κ)] → M [j(f)][j(fκ,j(κ))]. Let Pκ be the reverse Easton κ-iteration
that at stage γ ∈ dom(f) forces with the lottery sum of all posets Q ∈
H(f(γ)+) that are ≤γ-distributive. The forcing j(Pκ) factors as Pκ ∗ Pκ,j(κ),
where we opt for trivial forcing in the stage κ lottery. Let Gκ ∗ Gκ,j(κ) be
V [f ][fκ,j(κ)]-generic for this forcing. Once again, the embedding lifts fully
to j : V [f ][fκ,j(κ)][Gκ][Gκ,j(κ)] → M [j(f)][j(fκ,j(κ))][j(Gκ)][j(Gκ,j(κ))]. Since
Vj(κ) ⊆ M and all the generic objects f , fκ,j(κ), Gκ and Gκ,j(κ) are present on
the M-side of the final embedding, this embedding witnesses that κ remains
superstrong in V [f ][fκ,j(κ)][Gκ][Gκ,j(κ)].
It remains to check that ❭
superstrong
κ holds there. First let me check that f is
an ordinal anticipating Laver function there. Certainly we may simply change
the value of j(f)(κ) to be any value less than α without much change in the
argument. The difficulty comes when we want to hit some β that is much big-
ger than α. Suppose β < j(κ). Let δ be the first element of dom fκ,j(κ) with
β < δ. Reconsider the embedding j : V →M , but this time lift it to an em-
bedding j∗ : V [f ][fκ,j(κ)]→ M [j
∗(f)][j∗(fκ,j(κ))] where j
∗(f)(κ) = β, so that
j∗(f) = f ∪fδ,j(κ). That is, since j
∗(f)(κ) jumps up to β, we simply omit the
part of fκ,j(κ) between κ and δ. Now, in the j(Pκ) forcing, instead of opting
for trivial forcing at stage κ, we reinsert the missing forcing by opting for the
forcing Fκ,δ∗Pκ,δ, for which we have the appropriate generic objects. To sum-
marize, these maneuvers effectively reorganize the entire forcing j(Fκ)∗j(Pκ)
as (Fκ × Fδ,j(κ)) ∗ Pκ ∗ (Fˇκ,δ ∗ Pκ,δ) ∗ Pδ,j(κ). The embedding lifts as above to
j∗ : V [f ][fκ,j(κ)][Gκ][Gκ,j(κ)] → M [j
∗(f)][j∗(fκ,j(κ))][j
∗(Gκ)][j
∗(Gκ,j(κ))]. Be-
cause the reorganized forcing reinserts all the required generic objects on
the j side, this embedding is superstrong in V [f ][fκ,j(κ)][Gκ][Gκ,j(κ)]. Fur-
thermore, it has j∗(f)(κ) = β, so f is an ordinal anticipating superstrong
Laver function. One may now construct a set anticipating Laver function
from f , as in Theorem 31, and so ❭
superstrong
κ holds in V [f ][fκ,j(κ)][Gκ][Gκ,j(κ)],
as desired.
Let me conclude this section by showing a few alternative approaches to
forcing the Laver diamond. The first of these uses ordinary Silver forcing to
add the set anticipating function directly, without need to consider ordinal
anticipating functions.
Alternative Proof of Theorem 31: Suppose that κ is a measurable car-
dinal and 2κ = κ+. Let P = Pκ ∗Qκ be the ordinary Silver iteration of length
κ+ 1, that is, the (κ + 1)-iteration which at every inaccessible stage γ adds
a Cohen set to γ. This stage γ forcing is isomorphic to the forcing which
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adds, by initial segments, a function fγ : γ → V [Gγ ]γ. Suppose that G ∗ f is
V -generic for Pκ ∗ Qκ, where f : κ → V [G]κ. I claim that f is a ❭
meas
κ Laver
function in V [G][f ]. To see this, suppose that A ∈ H(κ+)V [G][f ]. The set A
must have a name A˙ ∈ V such that A = A˙G∗f and A˙ ∈ H(κ
+). Fix any
normal ultrapower embedding j : V →M . Consider the forcing j(P), which
factors in M as Pκ ∗Qκ ∗Ptail ∗ j(Qκ), where Ptail is ≤κ-closed in M
Pκ∗Qκ. The
filter corresponding to G ∗ f is V -generic and hence M-generic for the first
κ+1 many stages of this iteration. The forcing Ptail in M [G][f ] is ≤κ-closed,
and so by diagonalization we may construct in V [G][f ] an M [G][f ]-generic
filter Gtail ⊆ Ptail and lift the embedding to j : V [G] → M [j(G)], where
j(G) = G ∗ f ∗ Gtail. Since A˙ ∈ M , it follows that A ∈ M [j(G)]. Thus,
the function f ∗ = f ∪ {〈κ,A〉} is a condition in j(Qκ). And since this forc-
ing is ≤κ-closed, we may again diagonalize below the (master) condition f ∗
to produce an M [j(G)]-generic filter j(f) and lift the embedding fully to
j : V [G][f ] → M [j(G)][j(f)]. By construction, j(f)(κ) = A, as desired. So
the function f is a ❭
meas
κ Laver function.
One can easily adapt this forcing to obtain the universal ❭
meas
Laver dia-
mond by simply continuing the iteration to class length. This adds a generic
function ℓ whose restriction to any measurable cardinal κ is a ❭
meas
κ Laver
function. The technique adapts as well to the case of weak compactness,
unfoldability and so on.
Silver forcing is not forcing-equivalent to Woodin’s fast function forcing
(so the second technique I introduced above is truly different), because Silver
forcing admits a gap between any two stages of forcing, whereas Woodin’s
fast function forcing has no gaps (see [Ham01a]). In particular, for any γ
above the least inaccessible cardinal, Silver forcing adds no new subsets to
γ all of whose initial segments are in the ground model (called fresh sets
in [Ham01a]); but fast function forcing adds many such sets, at any stage
γ ∈ dom(f) which is the next inaccessible cluster point dom(f) above any
desired ordinal.
Finally, let me point out that in fact one can force ❭
meas
κ with κ-c.c. forcing:
A Third Proof of Theorem 31, with the κ-Chain-Condition: It is
even possible to force ❭
meas
κ with κ-c.c. forcing, if one knows 2
κ = κ+ initially.
Suppose that κ is measurable and 2κ = κ+. Let P be the κ-iteration that
forces with add(γ+, 1) at every inaccessible cardinal stage γ < κ, and suppose
that G ⊆ P is V -generic. If j : V → M is the elementary embedding by
a normal ultrapower on κ in V , then j(P) factors as P ∗ Ptail, where Ptail
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is ≤κ-closed in M [G]. Thus, by the usual diagonalization argument, one
constructs a generic filter Gtail ⊆ Ptail in V [G] and lifts the embedding to
j : V [G]→M [j(G)], where j(G) = G ∗Gtail.
To see that ❭
meas
κ holds in V [G], let me extract an encoded Laver function
ℓ from the generic object G. For any inaccessible cardinal γ < κ, the generic
object G added a generic set G(γ) ⊆ γ+ at stage γ. The first γ many bits of
G(γ) code an element aγ of H(γ
+)V [Gγ ]; let ℓ(γ) = aγ . I claim that ℓ
...κ→ Vκ
is a ❭
meas
κ Laver function. To see this, fix any set A ∈ H(κ
+)V [G] and any
embedding j : V →M by a normal measure on κ in V . Since A has a name
in H(κ+)V ⊆M , it is in H(κ+)M [G], and so in the diagonalization argument
above, we may work below a condition in Ptail such that the first κ many bits
of the forcing at stage κ code the set A. The lifted embedding j : V [G] →
M [j(G)], therefore, has the property that j(ℓ)(κ) = A, as desired.
This idea works also with the weakly compact cardinals, unfoldable car-
dinals and so on. For the larger cardinals, such as θ-supercompact cardinals,
one wants to allow the stage κ generic to code much larger sets than merely
elements of H(κ+). In order to accomplish this, simply let the forcing at
stage γ add a subset to the next strong cardinal, say, or some other cardinals
which is guaranteed to be large enough for whatever coding is at hand.
5 Indestructibility of the Laver diamond
principles ❭κ
In this section, I will prove that the various Laver diamond principles are
absolute to a variety of mild forcing extensions, such as small forcing or
highly distributive forcing.
Theorem 45 The Laver diamond principles ❭
wc
κ, ❭
unf
κ , ❭
Πm
n
-ind
κ , ❭
sunf
κ , ❭
Ramsey
κ ,
❭
meas
κ , ❭
strong
κ and ❭
sc
κ are each indestructible by small forcing, that is, by forcing
of size less than κ.
Proof: Fix a Laver function ℓ
... κ→ Vκ witnessing the relevant ❭
⋆
κ property
in V , and suppose that g ⊆ P is V -generic for small forcing P ∈ Vκ. Define
ℓ∗(α) = ℓ(α)g, provided that this makes sense, that is, that ℓ(α) is a P-name.
We claim that ℓ∗ witnesses in each case the ❭
⋆
κ property in V [g].
To see this, fix any appropriate X that is to be guessed (e.g. for ❭
meas
κ , we
should take X ∈ H(κ+)V [g]). Let X˙ ∈ V be a name for X such that X˙g = X
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and X˙ has the smallest possible hereditary size for such a name. Because the
forcing is small, the set X˙ is in each case an appropriate set to be guessed by
ℓ. For example, if X ∈ H(κ+), then a name X˙ can also be found in H(κ+).
Let us now consider the cases of ❭
meas
κ , ❭
strong
κ , ❭
sc
κ (the latter two are trivial
cases, because the large cardinal is preserved by small forcing and the Laver
diamond principle holds automatically for every strong or supercompact car-
dinal). Using these principles in V , fix an appropriate embedding j : V →M
with j(ℓ)(κ) = X˙. Standard arguments show how to lift the embedding j
through the small forcing to obtain an embedding j : V [g] → M [j(g)] with
j(g) = g (one simply defines j(τg) = j(τ)g, and verifies that this remains
elementary). Furthermore, it is well known that this lift remains a normal
ultrapower, a strongness extender embedding, or a supercompactness em-
bedding in V [g], respectively, if j had this property in V . Thus, the lifted
embedding has the appropriate type in V [g], and by the definition of ℓ∗ we
may observe j(ℓ∗)(κ) = j(ℓ)(κ)g = X˙g = X , as desired. So ℓ
∗ is a Laver
function in V [g].
We now turn to the principles below a measurable cardinal, namely, ❭
wc
κ,
❭
unf
κ , ❭
Πm
n
-ind
κ , ❭
sunf
κ and ❭
Ramsey
κ , which follow essentially the same argument,
with a small complication. Fix any transitive set M of size κ in V [g], with
M<κ ⊆ M there and κ,X, ℓ∗ ∈ M . The set M has a name M˙ of size κ,
and in V we may find a transitive set M¯ of size κ with M¯<κ ⊆ M¯ in V and
κ, M˙, X˙, ℓ ∈ M¯ . For each principle, let j : M¯ → N¯ be an embedding of
the appropriate type with j(ℓ)(κ) = X˙ . The standard arguments once again
allow us to lift the embedding to j : M¯ [g]→ N¯ [j(g)] with j(g) = g. And once
again, this lifted embedding has the appropriate type in V [G]. Furthermore,
we again know that j(ℓ∗)(κ) = j(ℓ)(κ)g = X˙g = X . Finally, we observe that
the restricted embedding j ↾ M : M → j(M) also has the appropriate type
and has j(ℓ∗)(κ) = X , so ℓ∗ witnesses that the corresponding Laver diamond
principle holds in V [g].
The argument clearly generalizes to most all of the other Laver diamond
principles; one only needs to be able to lift the corresponding embeddings to
any small forcing extension, a feature that all the large cardinal embeddings
exhibit.
Not only is the Laver diamond indestructible by small forcing, but small
forcing cannot create new instances of it.
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Theorem 46 Suppose that V [g] is a forcing extension of V by forcing of
size less than κ. Then the Laver diamond principle ❭
⋆
κ (in the case of weak
compactness, unfoldability, Πmn -indescribability, strong unfoldability, Ram-
seyness, measurability, superstrongness, strong compactness and supercom-
pactness, respectively) holds in the extension V [g] if and only if it holds in
the ground model V .
Proof: The converse implication is exactly the content of the previous the-
orem. For the forward direction, suppose that ℓ
... κ→ Vκ is a Laver function
for the relevant large cardinal notion in V [g], where g ⊆ P is V -generic for
forcing P with δ = |P| < κ. The function ℓ has a P-name ℓ˙ in the ground
model, forced by 1lP to have these properties in the extension. For each p ∈ P
let ℓp(α) = x if and only if p  ℓ˙(αˇ) = xˇ.
I claim that the family of functions { ℓp | p ∈ P } witnesses the weak Laver
diamond principle in V , in the sense of Theorems 19 and 20. Fix any set
A ∈ V to be guessed by the Laver function. Since ℓ really is a Laver function
in V [g], there is an embedding j in V [g] with j(ℓ)(κ) = A. Since j(ℓ˙) is a j(P)-
name for j(ℓ), there must be some condition in j(p) ∈ j(P) = j " P forcing
j(ℓ˙) = Aˇ. Thus, by j of the definition of ℓp, this means that j(ℓp)(κ) = A.
Finally, since the restriction of j to V is an embedding in V by the Levy-
Solovay Theorem, we may conclude that any set A is anticipated by one of
the functions ℓp in V . Thus, the weak Laver diamond principle holds in V ,
and so by Theorem 20, the full Laver diamond principle holds there.
The forward direction of the previous theorem generalizes to the case of
forcing that is β-c.c. for some β < κ. The reason is that if ℓ˙ is a P-name for
a Laver function in the extension, then one can define ℓ¯(γ), for γ > β, to be
the set of all x such that [[ ℓ˙(γˇ) = xˇ ]] 6= 0. This will be a weak Laver function
in the sense of Theorem 20.
Let me now consider an opposite extreme of small forcing, namely, ≤κ-
distributive forcing, that is, forcing that does not add any new κ-sequences
over the ground model.
Theorem 47 ❭
wc
κ is indestructible by ≤ κ-distributive forcing, as is its nega-
tion.
Proof: I will show more, that the very same function witnesses ❭
wc
κ in both
models. Let me consider the weakly compact case first. Suppose that ℓ is
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a ❭
wc
κ Laver function, and that G ⊆ P is V -generic for the ≤ κ-distributive
forcing P. I claim that ℓ remains a ❭
wc
κ Laver function in V [G]. This is
because, by the distributivity of P, every set A ∈ H(κ+)V [G] and every nice
structure M of size κ in V [G] is in the ground model V . Thus, there is an
embedding j : M → N there with j(ℓ)(κ) = A. Since this embedding still
exists in V [G], the function ℓ witnesses ❭
wc
κ in V [G].
Conversely, suppose that ℓ witnesses ❭
wc
κ in V [G]. It is easy to see that
(Vκ)
V [G] = Vκ, and so ℓ is a partial function from κ to Vκ, a set in the ground
model. It follows by distributivity that ℓ is already in the ground model.
Now, given any set A ∈ H(κ+) and nice structure M of size κ, there is an
embedding j : M → N in V [G] with j(ℓ)(κ) = A. We may assume, by
the usual factor arguments, that |N | = κ. By distributivity, both the set N
and the embedding j are in the ground model. So ℓ witnesses ❭
wc
κ in V , as
desired.
Theorem 48 The principles ❭
wc
κ, ❭
unf
κ , ❭
Πm
n
-ind
κ , ❭
Ramsey
κ , ❭
meas
κ are each indestruc-
tible by ≤ κ-distributive forcing.
Proof: Again I will show the stronger result that the same Laver function
serves as a witness in the extension. To represent the smaller large cardinal
cases, let me consider only ❭
unf
κ . Suppose that ℓ witnesses ❭
unf
κ in V . Fix any
ordinal α and any nice structure M of size κ in V [G], a ≤ κ-distributive
forcing extension. Since M must be in V , there is an embedding j :M → N
in V with j(ℓ)(κ) = α. This embedding also serves as a witness in V [G], and
so ℓ witnesses ❭
unf
κ in V [G].
For the larger large cardinals, suppose that ℓ witnesses ❭
meas
κ in V . If
A ∈ H(κ+) in V [G], then by distributivity A ∈ V , so there is an embedding
j : V → M with j(ℓ)(κ) = A. We may assume that j is the ultrapower
by a normal measure in V , so that M = { j(f)(κ) | f : κ→ V & f ∈ V }.
From this, it follows that j "G generates anM-generic filter for j(P). This is
because every open dense set D ∈ M for j(P) has the form j( ~D)(κ), where
~D = 〈Dα | α < κ〉 is a list of κ many open dense subsets of P in V . Let
D¯ = ∩αDα. By distributivity, this remains open and dense. Further, since
D¯ ⊆ Dα for all α < κ, it follows that j(D¯) ⊆ D. And since G meets
D¯, it follows that j " G meets j(D¯), and hence also D. Therefore j " G
is M-generic for j(P), as I claimed. Using this, one lifts the embedding to
j : V [G] → M [j(G)], where j(G) is the filter generated by j " G. Since
j(ℓ)(κ) = A still, this embedding witnesses ❭
meas
κ in V [G].
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One cannot expect to prove 48 in the case of large cardinal properties that
are not themselves indestructible by ≤κ-distributive forcing. For example, in
the case of partial strongness or superstrongness, while one can easily lift
an extender embedding j : V → M through ≤κ-distributive forcing G ⊆ Q,
since j " G generates a unique M-generic filter on j(Q), the resulting lift
embedding j : V [G]→M [j(G)] may not have G ∈ M [j(G)], and therefore it
may not exhibit the required strength in V [G]. Indeed, it is possible to have a
strong cardinal κ whose strongness is destroyed by the forcing to add a Cohen
subset to κ+. Thus, one should not expect ❭
θ-strong
κ or ❭
superstrong
κ to be preserved
by ≤κ-distributive forcing. Similarly, results of [Ham98] show how easy it is
to arrange that the κ+-supercompactness of a cardinal κ be destroyed after
forcing to add a subset of κ+, or many other common (definable) forcing
notions. So ❭
θ-sc
κ is not in general indestructible by ≤κ-distributive forcing.
Furthermore, one cannot hope to prove the kind of converse to 48 as we did
for 47, on account of the following.
Theorem 49 It is relatively consistent that ❭
meas
κ holds in a ≤κ-distributive
forcing extension, but not in the ground model. Indeed, the forcing add(κ+, 1)
can create a new instance of ❭
meas
κ .
Proof: I will build the model by forcing. Suppose in V that κ is measurable,
that 2κ > κ+ and that ℓ is a ❭
meas
κ Laver function.
1 Let Pκ+1 be the (κ + 1)-
stage forcing iteration, which at cardinal stages γ ≤ κ, forces 2γ = γ+ via
add(γ+, 1), and suppose that Gκ+1 ⊆ Pκ+1 is V -generic. Factor the forcing
at stage κ as Pκ ∗Qκ, with Gκ+1 = Gκ ∗ g. The model V¯ = V [Gκ], with its
≤κ-distributive forcing extension V¯ [g] = V [Gκ][g], has the desired properties.
First, I claim that ❭
meas
κ holds in V¯ [g]. To see this, suppose that j : V →M
is any ultrapower embedding by a normal measure on κ in V . The forcing
j(Pκ) factors as j(Pκ) = Pκ ∗ Qκ ∗ Ptail, and so we may form the partial
extension M [Gκ][g], a model in which the forcing Ptail is ≤κ-closed. Thus,
by diagonalization in V [Gκ][g], using the fact that 2
κ = κ+ there, we may
construct an M [Gκ][g]-generic filter Gtail ⊆ Ptail, and lift the embedding to
j : V [Gκ] → M [j(Gκ)], where j(G) = Gκ ∗ g ∗ Gtail. Since the stage κ
forcing is ≤κ-distributive, it follows as in Theorem 48 that j " g generates
a M [j(Gκ)]-generic filter for j(Qκ), and so we may fully lift the embedding
to j : V [Gκ][g] → M [j(Gκ)][j(g)]. So κ is measurable in V¯ [g] = V [Gκ][g].
1The consistency strength of this hypothesis is greater than the existence of a measur-
able cardinal (see [Kun80]).
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Furthermore, since the stage κ forcing is ≤κ-distributive, any object A ∈
H(κ+) in V [Gκ][g] has a Pκ-name A˙ ∈ H(κ
+)V , and we could have arranged
that j(ℓ)(κ) = A˙. Thus, the function ℓ¯(α) = ℓ(α)Gα (provided that ℓ(α)
is a Pα-name) has the property that j(ℓ¯)(κ) = A. Thus, ℓ¯ witnesses ❭
meas
κ
in V¯ [g] = V [Gκ][g]. (One can alternatively argue that a Laver function is
directly coded in Gκ, as in the third proof of Theorem 4, and avoid using
❭
meas
κ in the ground model.)
Let me now argue that ❭
meas
κ fails in V¯ . In fact, κ is not even measurable
in V¯ , because the gch holds for all cardinals γ < κ in V¯ , but not at κ itself.
In summary, ❭
meas
κ fails in V¯ , because κ is not even measurable there, but it
holds in the ≤κ-distributive extension V¯ [g], as desired.
The Laver function of the previous example was not actually added by
the forcing Qκ, and indeed, the ≤κ-distributive forcing in question adds no
functions on κ at all; rather, what is happening is that over V¯ the forcing
is adding the measures witnessing that the function is a Laver function.
Thus, we have the interesting situation where a function ℓ which is not a
Laver function for κ in the ground model V¯ becomes a Laver function in the
forcing extension V¯ [g]. What the theorem shows is that ❭
meas
κ can be turned
on by ≤κ-distributive forcing, largely because the measurability of κ itself can
be turned on by such forcing. A more satisfying example might be a model
in which κ is measurable and ❭
meas
κ fails, but ❭
meas
κ holds in a ≤κ-distributive
forcing extension.
6 Failures of the Laver diamond principle ❭κ
Since the previous sections establish that the Laver diamond principle ❭
⋆
κ
holds in a great variety of cases—it is nearly always forceable and often
an outright consequence of the large cardinal property ⋆ itself or a slightly
stronger property—one might be tempted to expect the Laver diamond prin-
ciple for every large cardinal. In particular, one might expect that it should
be difficult to make the principle fail. But this expectation should be tem-
pered somewhat in light of the following result, which is especially striking
in comparison with the results of Section 3.
Theorem 50 In the canonical inner model L[µ] for a measurable cardinal
κ, the Laver diamond ❭
meas
κ fails.
Proof: Consider the inner model L[µ], in which µ is a normal measure on κ.
It is well known that every elementary embedding definable in this model is
an iteration of µ. Since all such embeddings act coherently on subsets of κ,
simply stretching them taller and taller, there is for each function ℓ
... κ→ Vκ
only one possible value in L[µ] for j(ℓ)(κ), namely, jµ(ℓ)(κ). So no function
anticipates more than one set.
This theorem could alternatively be deduced from the following theorem,
since it is well-known that there is only one normal measure on κ in L[µ].
Theorem 51 If there are fewer than 2κ many normal measures on κ, then
❭
meas
κ fails.
Proof: The point is that if ❭
meas
κ holds and ℓ is a ❭
meas
κ function, then j(ℓ)(κ)
can take on any value in H(κ+), which has size 2κ. Since each of these values
requires a different normal measure, there must be at least 2κ many normal
measures.
Since all the methods we used in Section 4 to force the existence of a ❭
meas
κ
Laver function produce models having 22
κ
many normal measures on κ, one
is left to wonder:
Question 52 Does ❭
meas
κ imply that there are 2
2κ many normal measures on
κ, the maximal conceivable number?
Probably not, and such an answer might arise from a suitable inner model
theory. Indeed, after Theorem 50, one wonders which of the Laver diamond
principles hold in the various canonical inner models for large cardinals. Of
course, in the models where one has unique measures or extenders, then the
corresponding Laver diamond principle will fail; but what of the others?
Question 53 Which of the canonical inner models for the various kinds of
large cardinals satisfy the corresponding Laver diamond principle?
Apart from the inner models, one would like to know what is possible to
obtain by forcing.
Question 54 If κ is a measurable cardinal, can one force ❭
meas
κ to fail while
preserving the measurability of κ?
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If proper class forcing is allowed, then an affirmative answer to the question
is provided by Friedman’s theorem [Fri89] that if κ is measurable, then there
is a class forcing extension preserving this which satisfies V = L[µ][x] where
x ⊆ ω. In any such model, there is at most one normal measure on κ, and so
❭
meas
κ will fail there. One really hopes for a less destructive method of forcing,
however, for an answer to this question, in particular, one which has a chance
to preserve large cardinals above κ. Question 54 generalizes to the following
question:
Question 55 If κ is a θ-supercompact cardinal, can one force ¬❭
θ-sc
κ while
preserving the θ-supercompactness of κ? Indeed, when κ < θ, is it relatively
consistent at all that κ is θ-supercompact but ❭
θ-sc
κ fails?
After Question 5, I conjectured that this should be possible. One could
accomplish this by solving another long outstanding problem: is it relatively
consistent that κ is θ-supercompact, κ < θ, but there are relatively few (for
example, fewer than 2θ) normal fine measures on Pκθ? If so, then ❭
θ-sc
κ would
fail, for the same reason as in Theorem 51 above.
Next, I would like to point out that it is relatively consistent that κ is
weakly compact and yet ❭
wc
κ fails.
Theorem 56 If κ is weakly compact, then there is a forcing extension pre-
serving this where ❭
wc
κ fails. Indeed, the same result holds in the case of
Πmn -indescribable cardinals.
Proof: This is an immediate consequence of Kai Hauser’s [Hau92] result that
one can force ¬✸κ(Reg), while preserving the weak compactness or even the
Πmn -indescribability of κ.
In a forthcoming article, Mirna Dzamonja and I have extended Hauser’s
result to the case of strongly unfoldable cardinals, meaning that the Laver
diamond ❭
sunf
κ can fail for such cardinals as well.
Let me close with the most urgent (or perhaps merely the most embar-
rassing) question of all.
Question 57 Is ❭
wc
κ equivalent to ✸κ(Reg) when κ is weakly compact? Or
for that matter, is it equivalent to ✸κ?
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Of course, I conjecture that they are not equivalent, but no proof is forth-
coming. Theorem 50 separates ❭
meas
κ from ✸κ(Reg) in the case of measurable
cardinals, because it shows how ❭
meas
κ can fail when κ is measurable, whereas
✸κ(Reg) must hold whenever κ is measurable. But we have no such result
for the smaller large cardinals, including weakly compact, unfoldable, Πmn -
indescribable, strongly unfoldable and Ramsey cardinals. At the moment,
the only method of forcing failures of the Laver diamond principle is to force
¬✸κ(Reg). Separating the notions will be a topic for further research.
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