Abstract. We consider a two-player, zero-sum di erential game governed by an abstract nonlinear di erential equation of accretive type in an in nite dimensional space. We prove that the value function of the game is the unique viscosity solution of the corresponding Hamilton-Jacobi-Isaacs equation in the sense of Crandall-Lions 12]. We also discuss some properties of this notion of solution.
Introduction
In this paper we study di erential games for in nite-dimensional dynamical systems of the form ( x 0 (s) + Ax(s) 3 f(x(s); y(s); z(s)) for 0 s t;
x(0) = x 0 ; where A is a nonlinear, possibly multivalued maximal monotone operator in a Hilbert space H. We are mainly interested in determining the precise relationship between value functions and the corresponding Hamilton-Jacobi-Isaacs equations. We chose to present an in nite horizon problem, that is, to any trajectory of the system we associate the payo The nite horizon case can be dealt with similarly. Over the last decade substantial progress in the theory of Hamilton-Jacobi equations in in nite-dimensional spaces has been made due to the introduction of the notion of viscosity solution. Whenever the function u is regular enough, the derivative Du is understood in the 1991 Mathematics Subject Classi cation: 49L20, 49L25, 90D25.
A besides maximal monotonicity has been introduced by Tataru 28] and later re ned by Crandall and Lions 12] and Tataru 29] . Here we will follow Crandall-Lions's approach 12]. For results on viscosity solutions of second order equations with unbounded terms we refer the reader to Ishii 21] Value functions of control problems and di erential games, as in the nite-dimensional case, play an important role in proving existence of solutions as an alternative to Perron's method, see , 9], and 11], 13] for linear bounded and unbounded operators, respectively. In the case of nonlinear, unbounded operators, the question whether value functions of di erential games solve the Isaacs equation had been studied by Tataru 28 ], see 29] for an equivalent simpli ed notion of solution and also 30] and 31] for related results. Following some of Tataru's ideas, Crandall and Lions 12] de ned viscosity solutions in a di erent way, and their approach seems simpler and more elegant. These notions are equivalent in the sense that solutions in Tataru's sense 29] are always solutions in Crandall-Lions' sense 12], as we show in Section 6, and the reverse implication holds whenever the equation under consideration has a unique solution. In 12] Crandall and Lions prove existence of viscosity solutions by Perron's method and the role of value functions in their context was never explored. We do so here. The main ideas of the proof, which is somewhat technical due to the generality of the systems, are along the lines of 28] and 29]. We however revisit, simplify and correct an error in Tataru's presentation, relax some of his assumptions (for example, we allow non separable Banach spaces as sets of controls and unbounded vector elds), and adapt his method to the de nition in 12]. We believe that our e ort makes this, still not fully explored, side of the theory cleaner and more accessible to readers not familiar with the whole development of the theory.
We point out that our proof that the value function is a viscosity solution still requires a-priori knowledge that comparison principle can be applied to the equation. However, this is only needed to eliminate error terms that appear in the computations and to present the de nition of solution in a more elegant fashion, the reader can compare the De nition 1.3 and the lemmas in Section 5 below. As for equations for which comparison is not satis ed it is probably necessary to relax somewhat the concept of solution. We do not enter into such technical details here and instead refer the reader to and 23] for recent developments on this issue of the theory.
We want to recall that the theory of di erential games for nite-dimensional systems started with the work of Isaacs, see 18] and the references therein, where the rst notion of value is introduced and, under the assumption that the value function is smooth and the payo of the game has saddle points, the connection between the value and the Hamilton-Jacobi equation is proved. Many other authors proposed de nitions of value, see Fleming 16] The line of our presentation is as follows. In Section 1 we discuss the assumptions and de nitions and state our main result. In Section 2 we deal with the Dynamic Programming Principle and the regularity of the value function. In Sections 3 and 4 we discuss the main technical tools, namely the existence of strategies in the nonseparable case and some integral formulas for test functions along the trajectories of the system. As a consequence we obtain the equivalence of equations under translations of the operator A, which is not clear from the very de nition of solution. We conclude the proof of the main result in Section 5. Section 6 is concerned with the equivalence of various notions of solutions. We show that classical solutions and viscosity solutions in the sense of Tataru are viscosity solutions in the sense of Crandall-Lions.
Assumptions, viscosity solutions and main result
In the following H is a xed real Hilbert space and A a maximal monotone operator in H. We chose to restrict our presentation to the Hilbert space framework for notational convenience only, as all the results presented herein extend to the case of H being a Banach space, uniformly convex along with its dual H , see Tataru 28] , 29] and . By S(t) we will denote the strongly continuous semigroup of contractions on D(A) generated by ?A, where D(A) H is the domain of A. We also consider two Banach spaces U; V (not necessarily separable) and two sets Y U and Z V:
We remark that our results are also valid when U and V are separable metric spaces. The only di erence is in the proof of Proposition 3.2 below establishing existence of appropriate strategies. See e.g. Ishii 19 ] for a proof in a separable metric space setting. kf(x 1 ; y; z)k C(1 + kx 1 k); jh(x 1 ; y; z)j C; kf(x 1 ; y; z) ? f(x 2 ; y; z)k Ckx 1 ? x 2 k; jh(x 1 ; y; z) ? h(x 2 ; y; z)j ! (kx 1 ? x 2 k) ; (1) where ! is a modulus, i.e. !: 0; +1) ! 0; +1) is continuous, nondecreasing, !(0+) = 0.
For t 2 0; +1] we de ne the sets of admissible controls as P t = fy: 0; t] ! Y strongly measurableg; Q t = fz: 0; t] ! Z strongly measurableg; also Q = Q 1 , P = P 1 and for x 0 2 D(A), y 2 P t and z 2 Q t , denote by x( ) = x( ; x 0 ; y; z) the mild solution of the state equation ( x 0 (s) + Ax(s) 3 f(x(s); y(s); z(s)) for 0 s t;
x(0) = x 0 : (2) See e.g. Appendix in Ishii 20] for the solvability of (2) . For x 0 2 D(A), y 2 P and z 2 Q, with the trajectory x( ) = x( ; x 0 ; y; z) of (2) 
The lower value function of this problem can be de ned accordingly by considering the set of strategies for the minimizing player and corresponding results can be proved by similar arguments.
As usual in di erential games theory, the value function U is expected to solve the 
We now explain how to interpret solutions of (5). As observed in 28], for ' 2 C 1 (H) it is natural to interpret the unbounded term hAx; D'i in terms of the derivatives of ' along De nition 2. We will say that = ' + 2 C 1 (H) + Lip(H) is a subtest (supertest, respectively) function, if '(Px) '(x) and (P x) (x) for x 2 H; (7) ('(P x) '(x) and (P x) (x) for x 2 H; respectively:) (8) As explained in 12], the restrictions on in (7) and (8) (7) and (8) 
A continuous function u de ned on D(A) is a solution of (5) if u is both a subsolution and a supersolution of (5).
Under our assumptions, existence and uniqueness of solutions of (5) was already proved in 12]. Our goal is to prove a representation formula for the solution by means of the di erential game associated to the equation. The main result of this paper is the following. 5
in the class BUC(D(A)), the space of all bounded and uniformly continuous functions on D(A).
Dynamic Programming Principle and regularity of U
In the following C will indicate various positive constants, not necessarily equal. >From its very de nition it is rather easy to prove that the value function U de ned in (4) which can be made arbitrarily small, uniformly in y and z, by rst choosing T large and then kx 1 ? x 2 k small, and then the uniform continuity of U follows easily.
In the following we denote ? t = f : Q t ! P t nonanticipating strategyg;
and in particular with the notation above ? = ? 1 .
As usual, the value function U satis es the following Dynamic Programming Principle. therefore by Gronwall Lemma kx( ;x; y; z)k is bounded uniformly forx and t bounded, and for all y( ); z( ). Then it follows that there are constants C R;T 0 such that kx(t;x; y; z) ? S(t)xk C R;T t for all kxk R; t 2 0; T]: (2) Of course, if the vector eld f is bounded, the previous estimate is uniform in T; R. 
Proof. Let ! U denote a modulus of continuity for U. 
which completes the proof since T depends only on U.
Existence of strategies
We now start developing some tools which will become important in the proof of our main result. In this section we deal with the problem of existence of strategies satisfying prescribed inequalities. In Lemma 3.1 and Proposition 3.2 below we take t nite, but the case t = +1 can be handled by the same arguments. Remark. 3 9 Under the assumptions of Lemma 1, if moreover we know that G( ; z) is concave for all z 2 Z, then we can nd a continuous map : Z ! Y such that G( (z); z) < 0 for all z. This can be argued as follows. We can nd a locally nite open covering of Z, fZ g 2 , such that for any 2 there is y 2 Y satisfying G(y ; z) < 0 for all z 2 Z . Next we consider a partition of unity associated to this covering, P = 1, 0 1, spt( ) Z , and de ne (z) = P 2 (z)y . We then conclude by concavity. This procedure clearly provides a much easier proof of Proposition 2, now being enough to set z](t) = (z(t)). The strategy constructed in this way has moreover some extra regularity, not required by the de nition of value function, and this may be helpful in some instances for the applications.
Tataru's lemma
In this section we study the function D ?
A for a subtest function , which was introduced in De nition 1. The main result of this section, Proposition 4.6, is essentially contained in Tataru 
Now we x ; ; ; and all piecewise-S approximations will refer to these data. Put T = sup ft > 0: there exists a piecewise-S approximation z( ) de ned on 0; t)g : (12) Obviously T is well de ned by the motivation argument.
Proposition 5. Let T be given by (12) . Then for every > 0 we have T = +1.
Proof. Assume by contradiction that 0 < T < +1. We will then prove that there exists a piecewise-S approximation z with the properties in De nition 4 which is de ned in 0; T).
This will lead to a contradiction by repeating the argument as in (3), (7) and (8)starting at T, (T ), therefore extending the piecewise-S approximation to an open interval strictly containing 0; T).
By de nition of T, there exist piecewise-S approximations n : 0; t n ) ! D(A) with increasing t n satisfying t n > T ? 1 n , and corresponding c n;k ; d n;k ), k 1. We may assume that if d n;k = t n then
We construct z by patching n 's together.
There exists k 1 such that d 1;k 1 > T ? 1 (10) and (11) (14) where the second inequality follows from 
Taking lim inf as y !x in (19) gives
which along with Proposition 2 implies (13).
One consequence of Proposition 6 is the following equivalence of equations in the in nitedimensional setting which is not immediately clear from the de nition of viscosity solutions as in Section 1. 
Proof. We start observing that if u is a subsolution of (20) then (13) Of course the previous statement can be made more general and holds for any class of equations for which existence and uniqueness of viscosity solutions hold, not just those of the form (5) .
We now proceed to show how one can integrate the inequality (13) 
Choose a sequence D(A) 3 x n !x and rst assume that v 2 W 1;1 (0; t; H). Let x n ( ) denote the mild solution of x 0 n + Ax n 3 v in (0; t), x n (0) = x n . Note that x n ( ) is Lipschitz on 0; t] and then (25) where we used Proposition 6. Integrating (25) from 0 to t and using (24) Using this in (26) and letting n ! 1 proves (23) 
Proof. By (1) and (2), we can determine C R , R 0, such that kf(x(t;x; y; z); y; z)k C R for all t 2 0; 1], kxk R and all controls y( ), z( ). Suppose that U ? has a local maximum atx 2 D(A), kxk R. We may assume that U(x) = (x). First we will show that
We can assume that is Lipschitz. From Lemma 2 and (2) where we put Cx to emphasize the dependence onx, and rearranging the terms Note that by (2) kx(s;x; y; z)?xk Cxs+kS(s)x?xk ! 0 as s # 0; uniformly in (y; z) 2 P Q: (3) For every y 2 P t denote x( ) = x( ;x; y; z ). Then from (1) (4) Multiplying (4) 
>From (5), (2), (2), the de nition of C R at the beginning of this proof and 
Since U ? has a local maximum atx and U(x) = (x), we then get e ?t (x(t)) ? (x) e ?t U(x(t)) ? U(x) for su ciently small t. Using this in (6) from the Dynamic Programming Principle, hence a contradiction as t # 0.
Next we show that the value function U is almost a supersolution of (5) . This part will also use the results in Section 3. Similarly as in the proof of Lemma 1 (but using a supertest version of Corollary 9, which follows from Corollary 9 by replacing by ? ) this leads to contradiction.
We can nally conclude the proof of our main result by showing how to eliminate \error terms" C R L( ) in (1) and (8) , and thus proving that the value function is indeed a viscosity solution. Unfortunately we will use a global comparison theorem to deduce the local fact that the value function satis es the equation, but this is done only to present the de nition of viscosity solution in a more elegant fashion. To this end, the reader can compare (1) and (8) with (3) and (7) (1) and (8) . In 9] the reader can also nd how to adapt proofs of lemmas 1 and 2 to obtain existence of solutions of (5), so that Perron's method can be avoided.
On other notions of solutions
In this section we remark on the relationship between various notions of solutions. We show that viscosity solutions in the sense of Tataru 28] 
The inequality (5) 
