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Abstract
We review the results pertaining to the space of monopole-clusters,
Mk,l, which was first proposed by Roger Bielawski. In particular,
it has a pseudo-hyperka¨hler metric which approximates the metric
of the moduli space of SU(2)-monopoles on R3 with exponential
accuracy. We define actions of the groups R3, T 2 and SO(3) on
Mk,l, and show that they are all isometry groups. In the case
(k, l) = (1, 2), we express the monopole-clusters in terms of elliptic
functions, and verify that they approach the true monopoles with
rate inversely proportional to the separation distance between the
clusters. For some S˜O(2) ⊂ SO(3), the subgroups of S˜O(2) × T 2
that admit a fixed point in the asymptotic region of M1,2 will be
classified; their fixed point sets will be parametrized in terms of
real coordinates and hence are manifolds. Finally, we compute the
induced metric on an axially symmetric manifold in such family of
manifolds, and show that it is asymptotically flat.
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Chapter 1
Introduction
Generally speaking, magnetic monopole is the concept of a hypothetical par-
ticle in physics that admits an isolated point source of magnetic charge. In
mathematics, the BPS-monopoles are solutions of the Bogomolny equations:
the latter is a non-linear system of partial differential equations and they de-
scribe static monopoles in R3. In addition, BPS-monopoles depend on a Lie
group, called the gauge group. This thesis will only be concerned with static
monopoles in R3 with the non-abelian gauge group SU(2), hence the word
“monopole” should always be understood to refer to this particular type, un-
less otherwise stated.
Physicists began to study a more general type of monopoles in the early
half of the 1970s and made discoveries of some special solutions. Then in the
1980s, mathematicians stepped in and made significant contributions to the
theory of monopoles. In particular, it turned out to be useful to study the
metric on certain moduli space of static monopoles Mk, as it was suggested
by Manton [36] that the geodesic motions of these static monopoles were good
approximations of the monopole dynamics when traveling with low velocity.
This suggestion certainly requires analytical justification. Fortunately it was
later proved rigorously by Stuart in [42]. However, the monopole metric is
very complicated, and in general will be difficult to study directly on the
whole moduli space. A proposition in [2] says the following:
Proposition 1.1. For any sequence {mi}∞i=1 of Mk, there exists a subsequence
{mij}∞j=1, a partition k =
∑n
l=1 kl with n, kl ∈ Z+, and a sequence of points
{xlij}j∈N in R3 for each l = 1, . . . , n such that
(i) if mli denotes the point mi ∈ Mk translated by xli, then the sequence
{mlij}∞j=1 converges weakly to a kl-monopole ml with centre at the origin;
(ii) as j →∞ the distances between any pair of points xlj , xl
′
j tend to infinity
and the direction of the line xljx
l′
j converges to a fixed direction.
The proposition suggests the idea that, when restricted to various asymp-
totic regions of the moduli space, the metric should be “close” to a product of
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monopole metrics with lower charges. Supposing this is true, then the descrip-
tion using product-metric is valid only when monopole-clusters are infinitely
far apart, since there are interactions in the finite region, for example, the rela-
tive electric charges generated by the motion of clusters. Gibbons and Manton
[17] studied the moduli space of dyons on R3: they are particles with both
magnetic charge and electric charge. They found a metric on this space, now
called Gibbons-Manton metric, and conjectured that this metric is exponen-
tially close to the monopole metric in the asymptotic region where monopoles
break down into charge 1 monopoles. In the above notation, this corresponds
to the case where kl = 1 for all l. Bielawski proved the conjecture [9], and
went on to study the asymptotic region where monopoles break down into
two monopole-clusters, i.e. the n = 2 case. To do this, he defined the space
Mk,l, where the numbers k and l correspond to the charges of the clusters. By
equipping Mk,l with the right metric, Bielawski proved that such metric also
approximates the monopole metric exponentially when the monopole-clusters
become widely separated. Note that the above proposition does not assert
anything in regard to the existence of any given partition of the monopole
charges, though it seems to have been suggested by Taubes’ analytic results
in [43].
This thesis focuses primarily on the study of M1,2, which should contribute
to the understanding of the moduli space of charge 3 monopoles: Proposi-
tion (1.1) says that these monopoles break down into either three charge 1
monopoles, or into a charge 1 and a charge 2 monopoles. Our original moti-
vation was to first gain a good understanding of M1,2, in the hope to extend
some of the results to the situation where there is a single charge 2 monopole
with an arbitrary number of charge 1 monopoles.
There are a total of five chapters. This chapter will begin with a review
of the relevant results in the literature about SU(2)-monopoles on R3; the
notions and notations will be set in a way that can readily be adapted for the
theory of monopole-clusters.
The definition of Mk,l, the space of monopole-clusters, and the relevant
existing results, will be given in the next chapter. In particular, we show that
there is a bijection between the generic elements between Mk,l and Nk,l/G0,
where the latter is a moduli space of solutions to Nahm’s equations. There
are statements given in [7] which are incorrect, we have mended them and
completed the proofs where appropriate. Moreover, some of the results will
be extended.
In Chapter 3, we show that there are natural actions of R3, T 2 and SO(3)
on Mk,l, and that they are isometry groups with respect to the monopole-
cluster metric. In addition, there are also natural actions of the same groups
on Nk,l/G0; we show such group actions on the two spaces are essentially
equivalent.
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We begin Chapter 4 by showing that the general elements of M1,2 can
be described in terms of elliptic functions, thereby that the monopole-clusters
exhibit asymptotic behaviour when clusters become widely separated. Besides,
for certain S˜O(2) ⊂ SO(3), we classify the subgroups of S˜O(2)×T 2 that admit
a fixed point in the asymptotic region of M1,2; their fixed point sets will be
parametrized in terms of real coordinates.
In the final chapter, the induced metric on the fixed point set of certain
SO(2)-subgroup in S˜O(2)× T 2 will be computed, and expressed explicitly in
terms of real local coordinates. Moreover, we show that such metric shown is
asymptotically flat.
1.1 Yang-Mills-Higgs Theory
Let R3 be the three dimensional Euclidean space equipped with the standard
Euclidean metric on its tangent bundle TR3. It can be made oriented by
decreeing that the 3-form η = dx1 ∧ dx2 ∧ dx3 gives the positive orientation,
hence η becomes a volume form. Denote by 〈 ·, · 〉 the induced metric on∧p T ∗R3. The Hodge star operator with respect to the volume form η is the
linear map ∗ : Γ(∧p T ∗R3)→ Γ(∧(3−p) T ∗R3) defined by
α ∧ (∗β) = 〈α, β〉 η.
Let SU(2) be the special unitary group, and su(2), its Lie algebra. Since su(2)
is semi-simple, it has a nondegenerate symmetric bilinear form, namely, the
Killing form. This form, together with the Hodge star operator, defines a
norm on Γ
(∧p T ∗R3 ⊗ su(2)): if α is a su(2)-valued p-form, then its norm is
defined to be |α|2 := −12tr α ∧ (∗α).
Consider the space A consisting of elements of the form (A,Φ), where A
is a smooth section of T ∗R3⊗ su(2) and Φ : R3 → su(2) is a smooth map. Let
V be a rank two hermitian bundle on R3, then Φ may be viewed as a section
of End(V ), called a Higgs field ; A is a connection form on V , acting on Φ via
the exterior covariant derivative DA:
(DAΦ)i :=
∂Φ
∂xi
+ ad(Ai)(Φ) for i = 1, 2, 3, (1.1)
where ad : su(2)→ End (su(2)) is the adjoint representation of su(2). Denot-
ing the curvature of A by FA. Then the Yang-Mill-Higgs energy functional,
given by
U(A,Φ) = 1
2
∫
R3
|FA|2 + |DAΦ|2, (1.2)
is a functional defined on A. It is natural to seek for the critical points: any
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such points must satisfy the variational equations
DA ∗ FA = − ∗ [Φ, DAΦ],
∗ (DA ∗ (DAΦ)) = 0.
(1.3)
Taubes’ analytic results [43] show that finiteness of energy implies that
|Φ| → c ∈ R (1.4)
as |x| → ∞. Note that if c 6= 0, then by rescaling we may assume c = 1. We
are now ready to give the definition of monopoles:
Definition 1.2. Any pair (A,Φ) ∈ A satisfying (1.4) with c = 1 and
DAΦ = ∗FA
is called an SU(2)-monopole on R3.
The equation in the above definition is called the Bogomolny equations; it
is plural since it gives rise to a system of partial differential equations. Any
solution to the Bogomolny equations is a critical point of the energy functional,
i.e. the solution satisfies the above variational equations.
It turns out that condition (1.4) with c = 1 alone, is actually equivalent to
the following seemingly stronger condition [23]:
|Φ| = 1− k
2r
+O(r−2),
∂|Φ|
∂Ω
= O(r−2),
|DAΦ| = O(r−2),
(1.5)
where k ∈ Z; the angular derivative ∂∂Ω is defined by
∂|Φ|
∂Ω
=
((
∂|Φ|
∂θ
)2
+ sin2 θ
(
∂|Φ|
∂φ
)2)1/2
,
for (r, θ, φ) the spherical coordinates. Suppose (A,Φ) ∈ A satisfies the condi-
tions in (1.5), then the number k is called the magnetic charge of (A,Φ). It
can be shown that degree of the map
Φ/|Φ| : S2R → S2 ⊂ su(2), (1.6)
where S2R is the sphere with a large radius R, coincides with the magnetic
charge. In addition, if A′ is the set of elements in A that satisfy the conditions
in (1.5), then A′ can be partitioned into the disjoint union⊔
k∈Z
A′k,
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indexed by the magnetic charge. The charge k monopoles are the absolute
minima to (1.2) within the class A′k, having energy 4pi|k|. There are criti-
cal points in A′k that are non-minimizing, and they were first discovered by
Taubes [43]. Except mathematical conventions, there is no significant differ-
ence between the study of monopoles with positive charges and with negative
charges, hence from now on we shall restrict our attention to the former case,
and assume that k > 0.
Let Bk ⊂ A′k denote the set of monopoles of charge k. Suppose g : R3 →
SU(2) is a smooth function, then its action on the complex bundle V induces
an action on A as follows:
A 7→ gAg−1 − dgg−1,
Φ 7→ gΦg−1.
(1.7)
Let G be the set of all such g. The SU(2)-group gives rise to a group structure
to G; it is called a gauge group and its elements are called gauge transforma-
tions. It is readily shown that, for each k, the gauge group G descends to
an action on Bk, i.e. the gauge transformations preserve both the Bogomolny
equations and the charges of the monopoles. Recall that A is a connection
form, hence its definition depends on a particular choice of trivialization of V .
Since monopole is a physical quantity, its description is physically meaningful
only if it is independent of the choice of coordinates systems. As an action of
gauge transformation is equivalent to a change of trivialization, it is therefore
natural to identify monopoles that differ by elements in G:
Definition 1.3. The moduli space M ′k of monopoles of charge k is defined to
be the quotient Bk/G.
1.1.1 Existence of Monopoles
So far, the existence of monopoles has not been discussed. By imposing spheri-
cal symmetry, the solutions may be written down explicitly and are necessarily
of charge 1; they were first discovered by Bogomolny, Parasad and Sommer-
field. For higher charges, it was Taubes who gave the first rigorous proof about
their existence: roughly speaking, k-monopoles were constructed by “gluing”
together the charge 1 monopoles. Hence, one would incline to envisage that
a monopole is comprised of k individual particles on R3, giving a total of 3k
parameters. However, Taubes showed that M ′k forms a smooth noncompact
manifold of dimension 4k − 1: yielding an extra k − 1 parameters. Unfor-
tunately, his proof does not provide a method to producing solutions to the
Bogomolny equations. Nonetheless, it was Ward [45] who first found the exact
solution for the case k = 2, which involves elliptic functions.
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1.1.2 The Moduli Space of Framed Monopoles Mk
Instead of tackling directly the (4k − 1)-dimensional space M ′k, it turns out
to be more convenient to consider its circle bundle, denoted Mk. One way
to define this is as follows. Let ∗ ∈ S2 be a direction in R3. First of all, we
assume ∗ is the x1-direction. Then up to gauge transformations, any monopole
is gauge equivalent to the pair (A,Φ) such that
Φ(x1, x2, x3)→
(
i 0
0 −i
)
as x1 →∞. (1.8)
Let σ be the matrix in the limit above. If G˜ is the subgroup of G whose
elements tend to a diagonal matrix as x1 → ∞, it can be seen that M ′k/G is
isomorphic to the set of k-monopoles satisfying (1.8) modulo G˜. We define
Mk(∗) to be the set of k-monopoles satisfying (1.8) modulo G0, where G0 is
the set of elements in G˜ such that g → Id as x1 → ∞. As the centralizer of
σ is isomorphic to U(1)/±, i.e. a circle, it is easily seen that Mk(∗) is indeed
an S1-bundle of M ′k. Although we have assumed ∗ to be the x1-direction, the
same construction can be carried out equally well for other directions, all the
spaces obtained are diffeomorphic to each other.
Definition 1.4. The moduli space of charge k framed monopoles, Mk, is de-
fined to be Mk(∗), up to diffeomorphisms.
Observe that the formulation of Mk(∗) above breaks the symmetry; there
is actually a more sophisticated way to define Mk, which does not rely on a
particular choice of direction, see [2]. The resulting space of this definition
will also be diffeomorphic to Mk(∗) for any ∗ ∈ S2. We shall often say that
Mk itself is the moduli space of monopoles, since it is mathematically more
tractable and has richer properties.
1.1.3 Metric of Mk
There is the L2-inner product on A: for any (a,Ψ) ∈ A, it is given by
h((a,Ψ), (a,Ψ)) =
∫
R3
|a|2 + |Ψ|2. (1.9)
Observe that h is preserved by G. For c = (A,Φ), we let [c] denote the G-
equivalence class of c. It is known that:
Proposition 1.5. [2] The moduli space Mk is a 4k-dimensional smooth man-
ifold. Its tangent space at [c] = [(A,Φ)] can be identified with the space T[c] of
L2-integrable solutions (a,Ψ) in A, satisfying
∗DAa−DAΨ + [Φ, a] = 0,
∗DA ∗ a+ [Φ,Ψ] = 0.
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The first equation is the linearization of the Bogomolny equations, whereas
the second equation is equivalent to the L2-orthogonality condition for (a,Ψ)
to the G-orbit of (A,Φ). As R3 is noncompact, a priori it is not obvious that
T[c] is non-empty. Taubes [44] showed that T[c] is 4k-dimensional, then Atiyah
and Hitchin went on to apply this result to monopoles, yielding the above
proposition.
The moduli space Mk has a natural Riemannian metric, namely, by taking
the L2-inner product on each tangent space T[c]. Such metric was shown to be
complete [2], which is physically (and mathematically) a desirable property: as
geodesics in the moduli space approximate the monopole motion, complete-
ness ensures that monopoles do not disappear in finite time. T[c] admits a
quaternionic structure in the following way: writing a = αdx1 + βdx2 + γdx3,
then any element (a,Ψ) ∈ T[c] can be identified with
Ψ⊗ Id+ α⊗ I + β ⊗ J + γ ⊗K
in su(2)⊗H, where {Id, I, J,K} is the usual basis of H. The basis elements act
by right-multiplications, each of which preserves the equations in Proposition
(1.5), hence T[c] is indeed an H-module. It is then readily seen that I, J and
K are almost complex structures on Mk, i.e. they are automorphisms of TMk
which square to −Id. Moreover, they all preserve the metric.
Before proceeding further, we shall recall some important notions from
complex geometry. Suppose (X, g) is a Riemannian manifold with an almost
complex structure J which preserves g, then there is an associated 2-form on
X defined by ωJ( · , · ) = g( J · , · ). If ω is closed and J is integrable, then X is
called a Ka¨hler manifold and ω is called a Ka¨hler form. If X possesses three
almost complex structures I, J and K, satisfying the quaternionic relations,
then X, in fact, has a whole sphere worth of almost complex structures: for
every unit vector (x1, x2, x3) in R3,
(x1I + x2J + x3K)
2 = −Id.
X is said to be hypercomplex if I, J and K are integrable. Furthermore, if
(X, g) is Ka¨hler with respect to the complex structures I, J and K, and all of
which preserve the metric, then it is called a hyperka¨hler. Its holonomy group
is a subgroup of Sp(k), so such manifold must have vanishing Ricci curvature.
There is the following lemma in [2]:
Lemma 1.6. Suppose (X, g) is a Riemannian manifold such that it admits
almost complex structures I, J and K that preserve g and satisfy the quater-
nionic relations. Then the metric is hyperka¨hler if and only if the associated
forms ωI , ωJ , ωK are closed.
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One direction is trivial, the content lies in the converse statement. As
a consequence of Lemma (1.6), Atiyah and Hitchin showed that Mk is hy-
perka¨hler by proving that the three associated 2-forms are closed.
As Mk is a circle bundle of M
′
k, it has a natural action of S
1 given by
the group of constant diagonal gauge transformations. Any isometry group
G on R3 induces an action on A by means of pullback: if f : R3 → R3 is an
isometry, then the action is given by
(A,Φ) 7→ (f∗A, f∗Φ). (1.10)
In general, G may not preserve the Bogomolny equations, namely, any group
that contains an orientation-reversing element. However, if all the elements
in G are orientation-preserving, then the group does descend to an action on
Mk. It is well-known that the only orientation-preserving isometres on R3 are
either translations or rotations. Hence Mk admits an action of R3 and SO(3).
It can be checked that all these actions on Mk are isometric with respect to
the hyperka¨hler metric. Note that when the SO(3)-group acts on Mk, the
complex structures of Mk get rotated simultaneously.
In general, it will be difficult to compute the metric directly; knowing the
symmetries of Mk may help to determine the form of the metric. It is known
[2] that Mk admits a decomposition as the isometric product
Mk = R3 × (S1 ×M0k )/Zk, (1.11)
where the space M0k is a simply-connected, connected, irreducible hyperka¨hler
manifold of dimension 4k − 4, called the space of strongly centred monopoles
[25]. Decomposition (1.11) tells us that the topologically nontrivial informa-
tion lies in M0k . For k = 1, the moduli space M1 is R3 × S1 and has a flat
metric, which is not too complicated. The first non-trivial case is k = 2: it has
been shown [28] that M02 is diffeomorphic to TRP2/Z2. As any four dimen-
sional manifold is hyperka¨hler if and only if it is anti-self-dual Einstein, hence
M02 is an anti-self-dual Einstein manifold. In addition, the metric is SO(3)-
invariant. It turns out that these two facts alone is sufficient to determine the
form of the metric:
ds2 = f(r)2dr2 + a(r)2σ21 + b(r)
2σ22 + c(r)
2σ23, (1.12)
where f2 = (abc)2, σ1, σ2, σ3 are the invariant one-forms of SO(3) and r is a
separation parameter of the monopoles. Atiyah and Hitchin [2] computed the
values of the coefficients explicitly for the metric on M02 , which is commonly
referred to as the Atiyah-Hitchin manifold.
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1.2 Nahm’s Equations
Rather than dealing with the moduli space directly, Nahm took a different
approach: in his paper [37], he suggests that solutions to the Bogomolny equa-
tions can be constructed from solutions to some non-linear ordinary differential
equations, called the Nahm’s Equations. The method he used is an adaptation
of the ADHM construction, which was originally invented by Atiyah, Drinfeld,
Hitchin and Manin in [3] to construct instantons using methods of linear alge-
bra. While Nahm solved half of the story, the other half was due to Hitchin: in
[23] he showed that, for any given charge, there is a bijective correspondence
between solutions to Nahm’s equations and monopoles. We shall now review
Nahm’s approach.
Let I ⊂ R be an interval and Ak(I) be the space of quadruples T :=
(T0, T1, T2, T3), where Ti : I → u(k), i = 0, 1, 2, 3, are analytic functions on I.
The Nahm’s equations is the system of ordinary differential equations given
by
dT1
dt
+ [T0, T1] + [T2, T3] = 0,
dT2
dt
+ [T0, T2] + [T3, T1] = 0,
dT3
dt
+ [T0, T3] + [T1, T2] = 0.
(1.13)
Suppose g : I → U(k) is an analytic function. Then g acts on Ak(I) in the
following way:
T0 7→ gT0g−1 − dg
dt
g−1,
Ti 7→ gTig−1, i = 1, 2, 3.
(1.14)
It can be checked that this map preserves the solutions to (1.13). Let us denote
the set of all such g by G. It is a gauge group: the group structure is induced
by U(k).
Definition 1.7. The space Nk is defined to be the set of T = (T0, T1, T2, T3)
in Ak((0, 1]) satisfying the following conditions:
(a) T is a solution to Nahm’s equations.
(b) T0 is analytic on [0, 1] and Ti, i = 1, 2, 3, are analytic on (0, 1].
(c) For each t ∈ (0, 1], any of the Ti satisfies Ti(t)∗ = −Ti(t) .
(d) Ti are symmetric at t = 1 for i = 0, 1, 2, 3.
(e) Ti, i = 1, 2, 3, have simple pole at t = 0, and their residues ri define a
standard k-dimensional irreducible representation of su(2).
We shall now explain what we meant by a standard representation of su(2).
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Let σ
(n)
i , i = 1, 2, 3, be given by
σ
(n)
1 = diag
(
(n− 1)i
2
, . . . ,−(n− 1)i
2
)
,
σ
(n)
2 =
√
n− 1
2

0 −1 0
1 0
. . .
. . .
. . . −1
0 1 0
 ,
σ
(n)
3 = −
√
n− 1
2

0 i 0
i 0
. . .
. . .
. . . i
0 i 0
 .
(1.15)
In particular, the matrices
σ
(2)
1 =
1
2
(
i 0
0 −i
)
, σ
(2)
2 =
1
2
(
0 −1
1 0
)
, σ
(2)
3 =
1
2
(
0 −i
−i 0
)
form a basis of su(2). Then the residues r1, r2, r3 are said to define a standard
k-dimensional irreducible representation of su(2) if ri = σ
(k)
i for all i = 1, 2, 3;
the linear representation is given by
3∑
i=1
xiσ
(2)
i 7→
3∑
i=1
xiσ
(2)
i , x1, x2, x3 ∈ R.
Let
G0 = { g ∈ G | g(0) = Id, g(1) ∈ O(k,R) } . (1.16)
Then G0 is a gauge group of Nk. It is the quotient Nk/G0 that is important:
Proposition 1.8. There is a one-to-one correspondence between Mk and
Nk/G0.
Suppose T is an element of Nk. We shall linearize Nahm’s equations about
the point T . Consider the set of Y = (Y0, Y1, Y2, Y3) ∈ Ak((0, 1]) that satisfy
T + Y +O(2) ∈ Nk
for all sufficiently small  > 0. As solutions in Nk have fixed residues at t = 0,
it can be seen that Yi must be analytic on [0, 1], and satisfy the linearization
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of Nahm’s equations:
dY1
dt
+ [T0, Y1] + [Y0, T1] + [T2, Y3] + [Y2, T3] = 0
dY2
dt
+ [T0, Y2] + [Y0, T2] + [T3, Y1] + [Y3, T1] = 0
dY3
dt
+ [T0, Y3] + [Y0, T3] + [T1, Y2] + [Y1, T2] = 0.
(1.17)
Moreover, they are symmetric at t = 1. There is an L2-inner product on Nk
given by
h(Y, Y ) = −1
2
3∑
i=0
∫ 1
0
tr Y 2i dt. (1.18)
This is well-defined as the Yi are analytic on the compact set [0, 1].
Let [T ] denote the G0-orbit of T . To define T[T ](Nk/G0), we need to com-
pute the infinitesimal gauge transformations of G0 about T . Suppose g ∈ G0
is any element that is sufficiently close to the identity element of G0, then for
some small  > 0, g can be written as Id+ Ψ +O(2), where Ψ is in the Lie
algebra of G0. If g · T belongs to Nk for all sufficiently small , it implies that(
−dΨ
dt
+ [Ψ, T0], [Ψ, T1], [Ψ, T2], [Ψ, T3]
)
(1.19)
is a solution to (1.17). These are the infinitesimal gauge transformations gen-
erated by G0. Formally, assuming Nk/G0 is a smooth manifold, then its tangent
vectors are the variations that are “orthogonal” to these infinitesimal gauge
transformations. Consider the set of variations of Nk that are L
2-orthogonal
to the infinitesimal gauge transformations: the orthogonality condition turns
out to be equivalent to
dY0
dt
+ [T0, Y0] + [T1, Y1] + [T2, Y2] + [T3, Y3] = 0. (1.20)
It is known in [38] that
Proposition 1.9. The moduli space Nk/G0 is a smooth manifold. For any
T ∈ Nk, the tangent space of Nk/G0 at [T ] can be identified with the set of
Y = (Y0, Y1, Y2, Y3) ∈ Ak([0, 1]) that are symmetric at t = 1 and satisfy
dY1
dt
+ [T0, Y1] + [Y0, T1] + [T2, Y3] + [Y2, T3] = 0
dY2
dt
+ [T0, Y2] + [Y0, T2] + [T3, Y1] + [Y3, T1] = 0
dY3
dt
+ [T0, Y3] + [Y0, T3] + [T1, Y2] + [Y1, T2] = 0
dY0
dt
+ [T0, Y0] + [T1, Y1] + [T2, Y2] + [T3, Y3] = 0.
Hence, we can define a Riemannian metric on Nk/G0 by taking the L2-inner
product on each tangent space. There are three almost complex structures of
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Nk/G0 defined by
I(Y0, Y1, Y2, Y3) = (−Y1, Y0,−Y3, Y2)
J(Y0, Y1, Y2, Y3) = (−Y2, Y3, Y0,−Y1)
K(Y0, Y1, Y2, Y3) = (−Y3,−Y2, Y1, Y0).
(1.21)
Clearly they all preserve the metric. In fact, all these almost complex struc-
tures are integrable and their associated forms are closed, hence Nk/G0 is a
hyperka¨hler manifold by Lemma (1.6). Nakajima [38] proved that the corre-
spondence in Proposition (1.8) between Mk and Nk/G0 is in fact an isometry.
1.3 Hyperka¨hler Quotient Construction
The existence of hyperka¨hler structure on the moduli space Mk and Nk/G0
can be seen from an infinite-dimensional version of the hyperka¨hler quotient
construction in [24], which we shall review here.
Suppose G is a compact Lie group which acts freely and isometrically on
a finite-dimensional hypera¨hler manifold M4n and preserves the Ka¨hler forms
ω1, ω2, ω3. If X is a vector field generated by this action, then we have
0 = LXωi = d(iXωi) i = 1, 2, 3,
where LX and iX are the Lie derivative and interior product along X respec-
tively. Suppose G is a Hamiltonian action on the symplectic manifold (M,ωi)
for each i, then (1.3) implies that there are Hamiltonian functions µXi such
that
dµXi = iXωi.
Note that each µi is defined up to addition of a constant on each connected
component of M . A moment map for the Hamiltonian action of G on the
symplectic manifold (M,ωi) is an equivariant map
µi : M → g∗
defined by
〈µi(m), ξ〉 = µXi (m),
where m ∈ M , ξ ∈ g is the element which generates X. The existence of µi,
particularly the property of equivariance, is ensured by the compactness of G
[19].
The three moment maps can be combined into a single function:
µ : M → g∗ ⊗ R3.
Consider the set µ−1(0) =
⋂3
i=1 µ
−1
i (0): it is a submanifold of M with dimen-
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sion 4n− 3 dim G. Since µi are equivariant, the group G also acts on µ−1(0);
the quotient µ−1(0)/G, called the hyperka¨hler quotient of M by the group G,
is a manifold of dimension 4n−4 dim G, possessing a hyperka¨hler metric [24].
In the monopole case, both Mk and Nk/G0 are formally a hyperka¨hler quotient
of an infinite-dimensional hyperka¨hler manifold, where the group is the gauge
group and the moment map is given by the defining functions of either the
Bogomolny equations, or the Nahm’s equations.
1.4 Anti-Self-Duality Equations
The correspondence between solutions to the Bogomolny equations and so-
lutions to Nahm’s equations should be viewed as an analogue to the Fourier
transform and it occurs as a general phenomenon, which we shall give a brief
review here.
Let G be a compact, connected semi-simple Lie group. Suppose A is a
connection form on a principal G-bundle over R4. Let FA be the curvature of
A. Then A is called an anti-self-dual connection, or instanton, if it satisfies
∗FA = −FA, (1.22)
where ∗ denotes the Hodge star-operator on R4. The equation above is called
the anti-self-duality equations. Suppose Λ is a subgroup of the translation
group of R4. Then, roughly speaking, the Nahm’s transform is a one-to-
one correspondence between Λ-invariant instantons on R4 and Λ∗-invariant
instantons on (R4)∗, where Λ∗ is the dual subgroup of Λ, i.e. the group of real
linear functionals of Λ. Various subgroups have been considered, for a survey
on this, see [33]. We shall only mention the Nahm’s transform for certain
subgroups isomorphic to R or Z, which are most relevant to us.
Let us write
A = A0dx0 +A1dx1 +A2dx2 +A3dx3.
First suppose that Λ = R with generators belong to the x0-direction. This
means that A is invariant under the action given by
(x0, x1, x2, x3) 7→ (x0 + c, x1, x2, x3)
for any c ∈ R. If A satisfies the anti-self-duality equations, then one may check
that
(A1dx1 +A2dx2 +A3dx3, A0)
is a solution to the Bogomolny equations.
Using the Euclidean metric on R4, we have the identifications (R4)∗ ' R4
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and Λ∗ ' R3, thereby the latter group is generated by
(x0, x1, x2, x3) 7→ (x0, x1 + c1, x2 + c2, x3 + c3),
where c1, c2, c3 ∈ R. Suppose A is an instanton over R4 which is invariant un-
der Λ∗, then the anti-self-duality equation implies that A = (A0, A1, A2, A3)
satisfies the Nahm’s equations. This illustrates the correspondence in propo-
sition (1.8).
In the case Λ = Z, the Λ-invariant instantons are called calorons, and their
transform are periodic solutions to Nahm’s equations. The Nahm’s transform
between calorons and Nahm data has been proved: Nye and Singer did most of
the work on the proof in [39][40], Charbonneau and Hurtubise [10] completed
it using complex geometry.
1.5 Spectral Point of View
By the work of Hitchin [21], any monopole can be associated to a holomorphic
bundle on TP1, which was then used to introduce an algebraic curve in TP1;
it turns out that this curve actually determines the bundle and yields back
the original monopole up to gauge equivalence. That means, in principle,
questions about monopoles can be tackled by the study of algebraic geometry.
We shall give an outline of the construction of these objects.
1.5.1 Preliminary
Let us begin by reviewing some basic notions of complex geometry. Let X be
a complex manifold. Consider the exponential sheaf sequence
0→ Z→ O exp→ O∗ → 0,
where Z is the sheaf of locally constant functions on X with integer values;
O is the sheaf of holomorphic functions on X; O∗ is the multiplicative sheaf
of non-zero holomorphic functions on X. The above sheaf sequence induces a
long exact sequence on the cohomology groups:
· · · → H1(X,O) exp→ H1(X,O∗) δ→ H2(X,Z)→ · · · . (1.23)
We say that E is a holomorphic line bundle of X if it is a locally free sheaf of
O∗-modules of rank 1, i.e. E is an invertible sheaf. The group H1(X,O∗) is
called the Picard group of X. It may be identified with the group of isomor-
phism classes of holomorphic line bundles on X, where the group operation is
given by tensor product, and the inverse operation, by taking the dual. The
connecting homomorphism δ sends the Picard group to H2(X,Z), called the
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first Chern class of X. If X is a compact connected Riemann surface, then
H2(X,Z) ' Z.
In which case, the degree of a holomorphic line bundle E on X is the integer
δ(E). The space of isomorphism classes of degree zero line bundles of X is
called the Jacobian of X, which we denote by J(X). Note that the notion of
degree zero line bundle still makes sense for general complex manifolds.
Let us continue with the assumption that X is a complex manifold, but not
necessarily compact. Denote byM∗ the multiplicative sheaf of non-zero mero-
morphic functions on X that are not identically zero. Consider the following
exact sheaf sequence:
0→ O∗ i→M∗ j→M∗/O∗ → 0.
It induces the long exact sequence
· · · → H0(X,M∗) j∗→ H0(X,M∗/O∗) δ′→ H1(X,O∗)→ · · · . (1.24)
Each element D in H0(X,M∗/O∗) is called a Cartier divisor on X; it can be
described by {(Ui, fi)}, where {Ui} is an open cover of X, fi ∈ H0(Ui,M∗)
which satisfy
fi/fj ∈ O∗(Ui ∩ Uj). (1.25)
Let D = {(Ui, fi)}, D′ = {(U ′j , fj)} be any divisors on X. H0(X,M∗/O∗) has
a structure of an abelian group:
D +D′ = {(Ui ∩ U ′j , fif ′j)},
−D = {(Ui, f−1i )}.
A divisor D is called principal if D = j∗(f) for some meromorphic function
f 6≡ 0 on X, whereby we write D = (f). D and D′ are said to be linearly
equivalent if D−D′ is a principal divisor. D is called effective if all the fi are
holomorphic; in which case, one may associate to D the subset of X given by
the zero-set of the fi, and is usually denoted by the same symbol.
The connecting homomorphism δ′ in (1.24) sends linear equivalence classes
of divisors to line bundles: let [D] denotes δ′(D), then it is called the associated
line bundle of the divisor D, and its transition functions are given by gij =
fi/fj over Ui ∩ Uj . One may check that δ′ is well-defined.
Let {Ui} be any open cover of X, and E be a holomorphic line bundle over
X with transition functions gij over Ui∩Uj . Suppose f is a global meromorphic
section of E. Using a fixed local trivializations of E, f can be determined by
{(Ui, fi)}, where fi are some meromorphic functions on Ui satisfying (1.25),
i.e. it is a Cartier divisor. Thus one can define the principal divisor of f to be
the divisor {(Ui, fi)}, and we denote it by (f).
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For any divisor D, let us write E[D] = E⊗[D]. The bundle E is isomorphic
to [D] if and only if there exists a global meromorphic section f of E such
that D = (f). Let s0 be a holomorphic section of [D]. It follows that
f 7→ f ⊗ s0
gives a one-to-one correspondence between the space of meromorphic sections
of E such that (f) + D is effective, and H0(X,E[D]). We shall often make
use of this identification implicitly. Finally, the linear system of E, denoted
|E|, is the set of linear equivalence classes of effective divisors such that their
associated line bundle is E.
1.5.2 Line Bundles on P1 and TP1
Now we consider the complex projective line P1. One way to define this is by
gluing two complex planes in a certain way: if we take two copies U, U˜ of the
complex plane and let ζ, ζ˜ be the standard complex coordinates of them, then
P1 is obtained by taking the disjoint union of U, U˜ , identifying points over
U ∩ U˜ by the equation
ζ˜ = 1/ζ. (1.26)
Naturally, (U, ζ), (U˜ , ζ˜) are charts of P1 and (1.26) is the transition function
between these charts, showing that P1 is a complex manifold. As P1 ' S2, the
antipodal map of S2 induces the anti-holomorphic involution τ : P1 → P1: in
local coordinates it is given by τ(ζ) = −1/ζ¯. The map τ is a real structure of
P1; in general, for any complex manifold X, any anti-holomorphic involution
of X is called a real structure.
Let TP1 denote the holomorphic tangent bundle of P1, and pi : TP1 →
P1 be the standard projection map. Analogous to P1, the tangent bundle
can be viewed as the disjoint union of two copies of C2, with points over
pi−1(U) ∩ pi−1(U˜) being identified by the equations
ζ˜ = 1/ζ, η˜ = −η/ζ2. (1.27)
The real structure τ above lifts to one on TP1: if we denote it by the same
symbol τ , then τ : TP1 → TP1 is locally defined by
τ(ζ, η) = (−1/ζ¯,−η¯/ζ¯2). (1.28)
The holomorphic vector bundles over P1 have been classified: for any rank k
holomorphic vector bundle over P1, the Birkhoff-Grothendieck theorem says
that it must be isomorphic to
O(n1)⊕ · · · ⊕ O(nk) (1.29)
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for some n1, . . . , nk ∈ Z, where O(ni) are holomorphic line bundles of degree
ni, and the ni are unique up to permutations. O(n) can be characterized as
follows: it admits local trivializations (U, χ), (U˜ , χ˜) such that they satisfy
χ˜ = ζnχ (1.30)
over U ∩ U˜ . We say that the bundle O(n) is given by the transition function
ζn from U to U˜ . We may deduce that the group H1(P1,O∗) is generated by
O(n), and
O(m)⊗O(n) ' O(m+ n),
O(n)∗ ' O(−n),
for any m,n ∈ Z. If we pullback the bundle O(2) by pi, it is not hard to see
that TP1 ' pi∗O(2).
Consider the set of degree zero line bundles of TP1. From the long exact
sequence (1.23), such bundles are given by the image of H1(TP1,O) under the
exponential map:
Proposition 1.10. H1(TP1,O) is generated by the cocycles [ηi/ζj ] for i > 0,
0 < j < 2i. The corresponding line bundles have transition function exp(ηi/ζj)
from pi−1(U) to pi−1(U˜).
We shall be particularly interested in the case where i = j = 1: for any
t ∈ R, the bundle Lt has local trivializations χ and χ˜ over pi−1(U) and pi−1(U˜)
respectively, such that they are related by
χ˜ = exp(−tη/ζ)χ (1.31)
on the overlap. We shall often write L1 as L, and Lt ⊗ pi∗O(n), as Lt(n).
Suppose F is a holomorphic line bundle over TP1, let J be the correspond-
ing complex structure. As a real bundle, F is just a rank 2 real vector bundle.
Let us write F for F with the opposite complex structure, i.e. −J . Sup-
pose τ lifts to an anti-holomorphic isomorphism σ on F , that is, the following
commutative diagram holds:
F
σ−−−−→ τ∗F
p
y yp
TP1 τ−−−−→ TP1
, (1.32)
where p is the projection map from F onto TP1. σ induces the natural anti-
linear isomorphism
σ : H0(TP1, F )→ H0(TP1, τ∗F ) (1.33)
defined by σ(s) := σ ◦ s ◦ τ . For the holomorphic bundles pi∗O(n) or Lt, there
does exist an anti-holomorphic isomorphism σ; it is unique up to a holomorphic
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function of TP1. One may check that
τ∗ (pi∗O(n)) = pi∗O(n), τ∗Lt = L−t. (1.34)
1.5.3 Holomorphic Vector Bundle
Twistor theory, first proposed by Penrose [41], suggests to consider the space
of oriented geodesics on X, where X is any Riemannian manifold. In the
case of monopole, the manifold is taken to be R3, so that oriented geodesics
are just oriented lines. The space T of oriented geodesics has the following
parametrization: {
(u,v) ∈ S2 × R3∣∣ 〈u,v〉 = 0} . (1.35)
From this it is not hard to see that T is diffeomorphic to the tangent bundle
of S2. Moreover, from [21], T can be given a complex structure so that it
becomes biholomorphic to the holomorphic tangent bundle TP1. It can be
seen that the real structure τ : TP1 → TP1 given before induces the natural
involution on T that reverses the orientation of the geodesics.
Let E be a rank 2 complex vector bundle on R3. To each pair (A,Φ) ∈ A,
we associate to it a vector bundle on TP1, with fibres given by
E˜z = {s ∈ Γ(γz, E)|((DA)u − iΦ)s = 0}, (1.36)
where γz is the oriented geodesic in R3 corresponding to z ∈ T and u is the
unit tangent vector along γz. This bundle is holomorphic if (A,Φ) satisfies the
Bogomolny equations. In addition, if (A,Φ) satisfies the boundary condition
(1.5), then there are two distinguished holomorphic subbundles L+, L− of E˜,
whose fibre at z ∈ T are given by
L±z = {s ∈ E˜z | s(t)→ 0 as t→ ±∞}. (1.37)
Thus, if (A,Φ) is a monopole, then there is a curve S ⊂ T associated to it by
S = {z ∈ T |L+z = L−z }. (1.38)
In other words, S is a family of oriented lines in R3 such that over each line,
there is a solution to the differential operator (DA)u−iΦ which decays in both
directions. We refer to S as spectral curve of the monopole (A,Φ) for now,
though there are other conditions that this curve must satisfy, as we shall see
later. Note that S is preserved by the real structure τ .
1.5.4 Spectral Curve of Monopoles
Suppose (A,Φ) is a monopole of charge k with spectral curve S. Then Hitchin
[21] showed that L+ ' L1(−k) and L− ' L−1(−k) over S. For the condition
L+ = L− to hold, it is necessary to have L2 ' O, which imposes a constraint
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on S. Moreover, the same condition corresponds to the vanishing of ψ below:
L− ⊂ E˜ ψ→ E˜/L+ ' (L+)∗.
Since Hom(L−, (L+)∗) is isomorphic to O(2k), the curve S is given by the
zero-set of the holomorphic section ψ ∈ H0(TP1, pi∗O(2k)). Equivalently we
have S = (ψ) and pi∗O(2k) ' [(ψ)], thus we may describe S as a divisor in the
linear system |pi∗O(2k)|.
The following proposition can be deduced from [21]:
Proposition 1.11. Every section s ∈ H0(TP1, pi∗O(2n)) may be written
uniquely in the form
s = a0η
n + a1η
n−1 + . . .+ an,
where ai ∈ pi∗(H0(P1,O(2i))), η ∈ H0(TP1, pi∗O(2)) is the tautological section.
Here the tautological section means the following: under the identification
TP1 ' O(2), η is the natural section of pi∗TP1 defined by η(z) = z for all
z ∈ TP1. Using the coordinates (ζ, η) over pi−1(U), S is locally described by
the polynomial
P (ζ, η) = ηk + a1(ζ)η
k−1 + . . .+ ak(ζ) = 0,
where ai(ζ) are polynomials of degree 2i in ζ. From this description, it can
be seen that S is compact and connected. Moreover, Proposition (1.10) and
(1.12) together imply that the arithmetic genus of S, i.e. the dimension of
H1(S,O), is (k − 1)2.
Proposition 1.12. [1] If S is a divisor of the linear system |pi∗O(2n)|, then
the map
H1(TP1,O)→ H1(S,O)
induced by the natural inclusion S ↪→ TP1 is surjective.
We shall show that the reality condition of S can be translated into a
constraint on P (ζ, η). Recall that the real structure τ on TP1 can be lifted
to an anti-holomorphic isomorphism σ on pi∗O(m). One may check that this
map must satisfy σ2 = (−1)mId, so σ is a real structure precisely when m
is even. Suppose ψ is a section of pi∗O(2k) which gives rise to the divisor S.
Then S is said to be real if the section given by σ(ψ) = σ ◦ ψ ◦ τ also gives
rise to the divisor S: it is equivalent to the condition
(−ζ)2k(P ◦ τ)(ζ, η) = P (ζ, η).
Recall that, for any t ∈ R, the real structure τ can be lifted to an antiholo-
morphic isomorphism σ : Lt → L−t. Since the line bundle L2 is trivial over
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the spectral curve, there exists a global trivialization of L2, which we denote
by ν. Consider the line bundle L(k−1): if σ now denotes an anti-holomorphic
isomorphism σ : L1(k − 1)→ L−1(k − 1) which lifts τ , then we define
σ′ : L1(k − 1)→ L1(k − 1) (1.39)
by σ′(s) = νσ(s). Note that (σ′)2(s) = (−1)k−1νσ(ν)s, where the quantity
νσ(ν) is a holomorphic section of the trivial bundle over S. As S is compact
and connected, νσ(ν) must be a non-zero complex number; in fact, it is a
real number. By normalizing it so that it takes values ±1, any σ′ given by
(1.39) defines a real structure on L1(k − 1) if and only if νσ(ν) = (−1)k−1.
We say that L(k − 1) over S is real if there exists ν such that the associated
σ′ is a real structure. Note that any such ν is unique up to a multiplicative
unit complex number, so σ′ must be the same and the notion is well-defined.
Deducing from the fact that any such spectral curve corresponds to a unique
gauge equivalence class of a (non-framed) monopole, we have:
Proposition 1.13. [23] There is a one-to-one correspondence between the
moduli space of framed monopoles Mk and the space of pairs (S, ν), where
S ⊂ TP1 is a compact real curve in the linear system |pi∗O(2k)| satisfying that
following conditions:
(i) S has no multiple component.
(ii) L2 is trivial and L1(k − 1) is real over S.
(iii) H0(S,Lt(k − 2)) = 0 for all t ∈ (0, 2).
ν is a global holomorphic section of L2 over S such that νσ(ν) = (−1)k−1.
Condition (iii) is the condition on the curves which ensures that the cor-
responding monopoles are non-singular. Any compact real curve that satisfies
the conditions (i) to (iii) in the above proposition is therefore called the spectral
curve of a monopole.
1.6 Flow of Line Bundles
As a consequence of Propositions (1.8) and (1.13), we see that any pair (S, ν)
determines a unique gauge equivalence class of solutions to Nahm’s equations.
We shall demonstrate that there is a correspondence between solutions to
Nahm’s equations and curves with flow of line bundles over them, which follows
from the general theory of Lax equations given in [1].
Let S be a smooth curve given by a divisor in the linear system |pi∗O(2k)|,
then it has genus g = (k − 1)2. Denote by J(S)g−1 the set of isomorphism
classes of line bundles of degree g−1 over S. There is an isomorphism between
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the Jacobian J(S) and J(S)g−1: the map is given by
E 7→ E ⊗ pi∗O(k − 2).
Let KS be the canonical bundle of S. By the adjunction formula [18], it is easy
to check that KS ' pi∗O(2k − 4). Let Θ, called the theta divisor of S, denote
the set of line bundles in J(S)g−1 that has at least a non-zero section. Any
E in the theta divisor that satisfies E2 ' KS is called a theta-characteristic.
Observe that, from Proposition (1.12), every element in J(S) is given by the
restriction of a degree zero line bundle over TP1.
A matrix M ∈ gl(n,C) is called regular if it has a cyclic vector, i.e. there
exists a vector v ∈ Cn such that v,Mv, . . . ,Mn−1v span Cn. There are other
useful characterizations:
Lemma 1.14. The following conditions are equivalent:
(a) M is a regular matrix.
(b) The characteristic polynomial of M is equal to its minimal polynomial.
(c) The geometric multiplicity of each of its eigenvalue is 1, i.e. dim ker(λ−
M) = 1 for every eigenvalue λ of M .
(d) M is similar to a companion matrix, i.e.
0 · · · 0 b1
1 0
...
. . .
...
0 1 bn
 . (1.40)
Let (T0, T1, T2, T3) be any solution to Nahm’s equations over an interval.
Putting
β(ζ, t) = (T2(t) + iT3(t)) + 2iT1(t)ζ + (T2(t)− iT3(t))ζ2,
α(ζ, t) = (T0(t) + iT1(t)) + (T2(t)− iT3(t))ζ,
(1.41)
then α(ζ, t), β(ζ, t) satisfy the Lax equation
dβ(ζ)
dt
= [β(ζ), α(ζ)]. (1.42)
As a consequence of the Lax equation, regularity of β(ζ, ·) at one point implies
regularity at any other points:
Lemma 1.15. Suppose α, β : [a, b] → gl(k) are continuously differentiable
functions satisfying the Lax equation. If β is regular at some point t0 ∈ [a, b],
then it is regular at every t ∈ [a, b].
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Proof. Let g : [a, b]→ GL(k,C) be the unique solution to
dg
dt
+ αg = 0
with g(t0) = Id. If v is a cyclic vector for β(t0), then for any t ∈ [a, b], gv is a
cyclic vector for β(t).
The following result comes from [4]:
Proposition 1.16. Let S be a divisor in |pi∗O(2k)|. There is a one-to-one
correspondence between the set of (S,Lt), where S has no multiple components
and Lt is a flow of degree g − 1 + k line bundles satisfying Lt ⊗ pi∗O(−1) ∈
J(S)g−1 \ Θ for t ∈ (0, 2), and solutions (T0, T1, T2, T3) to Nahm’s equations
over (0, 2) such that β(ζ) is regular for all ζ ∈ C.
Proof. In what follows, we write Lt(−1) = Lt ⊗ pi∗O(−1). Let t ∈ (0, 2). For
any point a ∈ P1, there is an exact sequence over S given by
0→ Lt(−1)→ Lt → Lt|S∩TaP1 → 0.
In general, suppose Y is a complex algebraic curve and E is a holomorphic
line bundle on X. The Riemann-Roch theorem states that
dimH0(Y,E)− dimH1(Y,E) = deg E − g + 1, (1.43)
where g is the arithmetic genus of Y . Since it is known that the degree
of Lt(−1) over S is g − 1, and that H0(S,Lt(−1)) = 0, the Riemann-Roch
theorem yields H1(S,Lt(−1)) = 0. If we let Vt = H0(S,Lt), then the long
exact sequence of cohomology implies that
Vt ' H0(S ∩ TaP1,Lt). (1.44)
For a generic a ∈ P1, S intersects with TaP1 at k distinct points, so V may
be viewed as a rank k vector bundle over (0, 2). Let (U, ζ), (U˜ , ζ˜) be standard
affine charts of P1 such that U contains a. We define the section β(a, ·) of the
bundle End(V )→ (0, 2) via the following commutative diagram:
Vt −−−−→ H0(S ∩ TaP1,Lt)
β(a,t)
y y×η
Vt −−−−→ H0(S ∩ TaP1,Lt)
(1.45)
where the horizontal arrows denote the restriction map. Suppose s ∈ H0(S ∩
TaP1,Lt). Let pi : TP1 → P1 be the usual projection map. If (ζ0, η0) represents
a point in S ∩TaP1 with multiplicity m over pi−1(U), then s(ζ0, η0) is given by
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the truncated power series:
m−1∑
j=0
αj(η − η0)j .
From the above commutative diagram, it can be seen that the eigenvalues
of β(a, t) are the points in S ∩ TaP1. Moreover, since S has no multiple
components, Vt must be a line bundle and hence dim ker (η − β(a, t)) ≤ 1.
According to [23], using the chart (U, ζ), β(t, ·) may be expressed as a quadratic
polynomial in ζ:
β(t, ζ) = A0(t)−A1(t)ζ −A2(t)ζ2. (1.46)
To represent Ai(t) as matrices, one needs to trivialize the bundle V . Since the
base space is 1-dimensional, up to an overall change of basis, this is equivalent
to giving a connection to V . Hitchin in [23] constructed a connection ∇ on
V : if s is an element in Vt = H
0(S,Lt) such that, over S ∩ pi−1(U) (resp.
S ∩ pi−1(U˜)), it is represented by the function f (resp. f˜), then the covariant
derivative of s is defined by
∇ts =

∂f
dt + (
1
2A1 + ζA2)s
∣∣
S∩pi−1(U) over S ∩ pi−1(U)
∂f˜
dt − (ζ˜A0 + 12A1)s
∣∣∣
S∩pi−1(U˜)
over S ∩ pi−1(U˜). (1.47)
With respect to a covariant basis, Ai(t) are each represented by a flow of
(k × k)-matrices Ai(t). Let
β(ζ, t) = A0(t) +A1(t)ζ +A2(t)ζ
2,
α(ζ, t) = A1(t)/2 +A2(t)ζ.
Over S, we know that (η − β(t, ζ))s = 0 for all s ∈ Vt. If s is covariant
constant, we have (
dβ(ζ)
dt
+ [β(ζ), α(ζ)]
)
s = 0.
Since this is true for all covariant constant s, (α(ζ), β(ζ)) must satisfy the Lax
equation. As a is generic, the equation is true for all ζ. By writing Ai as
A0 = T2 + iT3, A1 = 2iT1, A2 = T2 − iT3,
one obtains the solution T = (0, T1, T2, T3) to Nahm’s equations on (0, 2).
Conversely, suppose we have a solution T = (T0, T1, T2, T3) to Nahm’s
equations over (0, 2), where Ti are all (k×k) matrices. For ζ ∈ C, we construct
α(ζ, t), β(ζ, t) as in (1.41), then they satisfies the Lax equation. Note that
β(ζ, t) is isospectral : one may check that, as a consequence of Lax equation,
d
dttr (β(ζ)
n) is zero for all n ≥ 0, then since the coefficients of the characteristic
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polynomial of β(ζ, t) depend on tr (βn) algebraically, the expression
det (η − β(ζ, t)) = 0 (1.48)
is independent of t. Let S be the curve in C2 defined by this equation, then by
viewing such C2 as the chart neighbourhood pi−1(U) of TP1, we may extend S
uniquely to a compact curve in TP1, which is again denoted by S. Note that
S may be viewed as a divisor in |pi∗O(2k)|.
For each t ∈ (0, 2), we define the sheaf Lt over TP1 via the exact sequence
0→ pi∗O(−2)⊕k η−β(ζ,t)→ O⊕k → Lt → 0. (1.49)
Then Lt is supported over S. If ker (η−β(ζ, t)) is everywhere one dimensional
over S, then Lt has degree g − 1 + k. Moreover, it is a line bundle when S is
smooth. Multiplying the exact sequence above by pi∗O(−1), we consider the
associated long sequence
0→ H0(TP1, pi∗O(−1)⊕k)→ H0(S,Lt(−1))
→ H1(TP1, pi∗O(−3)⊕k) η−β(ζ,t)→ H1(TP1, pi∗O(−1)⊕k)→ 0.
Since H0(TP1, pi∗O(−1)⊕k) = 0 and the map η − β(ζ, t) is injective on the
cohomology groups, Lt(−1) ∈ J(S)g−1 \Θ. It remains to show that S has no
multiple components: suppose not, Lt would have rank greater than 1 at any
point on the multiple components, thenH0(S∩TaP1,Lt) would contain a direct
sum of at least two copies of a vector subspace, implying that dim ker (η −
β(a, t)) > 1, a contradiction.
Proposition 1.17. [6] Under the correspondence in Proposition (1.16), L1(−1)
is a theta-characteristic if and only if Ti(1), i = 0, 1, 2, 3, are symmetric.
Let S ∈ |pi∗O(2k)| be the spectral curve of a monopole. It is known that
Lt = Lt(k − 1), (1.50)
where t ∈ (0, 2), is the correct flow which corresponds to Nahm data for
monopoles. Since L2 ' O over S, we have
(L1(−1))2 ' (L1(k − 2))2 ' pi∗O(2k − 4) ' KS ,
i.e. L1(−1) is a theta-characteristic. By the above Proposition (1.17), the
corresponding solution to Nahm’s equations are symmetric at t = 1, which is
consistent with the definition of Nahm data for monopoles. Moreover, there
is a hermitian form on Vt = H
0(S,Lt)) given as follows. For any s, s′ ∈ Vt,
denote by
σ : Lt → L−t
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the anti-holomorphic isomorphism which lifts the real structure τ of TP1. The
quantity sσ(s) is a section of pi∗O(2k − 2) over S.
Lemma 1.18. [31] Let S be a divisor in the linear system |pi∗O(n)|. Then the
restriction map
H0(TP1, pi∗O(j))→ H0(S, pi∗O(j))
is a surjection.
This Lemma, together with Proposition (1.11), implies that sσ(s) admits
the unique expression
a0η
k−1 + a1ηk−2 + . . .+ ak.
In particular, the coefficient a0 is a constant. The hermitian form is defined
by
〈s, s′〉t = a0. (1.51)
The connection∇ given in (1.47) is compatible with this hermitian form. From
the proof of Proposition (1.16), the flow of line bundles Lt gives rise to the
endomorphisms Ai(t), i = 1, 2, 3, of Vt. From [23], the endomorphisms that
arises from (1.50) have a pole at t = 0 (and t = 2) with residues defining an
irreducible representation of su(2), which actually implies that the hermitian
form constructed in (1.51) is positive-definite. If the endomorphisms Ai(t)
are trivialized by a covariant basis which is unitary, then the corresponding
solutions to Nahm’s equations are skew-hermitian (cf. Definition (1.7)).
1.7 Rational Maps
Analogous to his work on anti-self-duality equations on compact 4-manifolds,
Donaldson proposed to interpret solutions to Nahm’s equations as complex
object: analogous to the isomorphism
(x0, x1, x2, x3) 7→ (x0 + ix1, x2 + ix3)
which identifies R4 ∼= C2, for any T = (T0, T1, T2, T3) ∈ Ak((0, 1]), we set
α = T0 + iT1, β = T2 + iT3. (1.52)
Conversely, for any analytic functions α, β : (0, 1] → gl(k,C), we can de-
compose them as in (1.52) to find Ti. Hence we shall identify T with (α, β)
implicitly; it is easy to see that T satisfies Nahm’s equations if and only if
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(α, β) satisfies the following:
dβ
dt
+ [β, α] = 0, (1.53)
d
dt
(α+ α∗) + [α, α∗] + [β, β∗] = 0. (1.54)
These equations are called the complex equation and the real equation respec-
tively. Recall that there is a gauge group G acting on Ak((0, 1]): under the
identification above, the action is given by
α 7→ gαg−1 − dg
dt
g−1,
β 7→ gβg−1.
(1.55)
Observe that both (1.53) and (1.54) are preserved by G.
Lemma 1.19. The space Nk can be identified with the set of (α, β) ∈ Ak((0, 1])
that satisfies the following conditions:
(a) α, β are gl(k,C)-valued analytic functions on (0, 1].
(b) They are solutions to both the complex and real equation.
(c) α, β are symmetric at t = 1.
(d) α, β have a simple pole at t = 0, with residue a, b given by
a = diag
(
−(n− 1)
2
, . . . ,
(n− 1)
2
)
, b =
√
n− 1

0
1
. . .
. . .
. . .
1 0
 .
Definition 1.20. The space Nk is defined to be the set of solutions (α, β) ∈
Ak((0, 1]) to the complex equation that satisfy the conditions (a) and (d) in
Lemma (1.19), and that each β (but not necessarily α) is symmetric at t = 1.
Let GC0 be the complexification of the gauge group G0: it is given by
GC0 = { g ∈ Cω ([0, 1], GL(k,C)) | g(0) = Id, g(1) ∈ O(k,C)} . (1.56)
Note that although the action of GC0 preserves the complex equation, it does
not in general preserve the real equation. Let us consider the quotient Nk/GC0 .
Observe that the GC0 -orbits are similar to complex vector bundles in the sense
that they are locally flat: for each (α, β), there is always a gauge transfor-
mation g such that g · (α, β) = (0, gβg−1), the complex equation then implies
that β0 = gβg
−1 is constant. This is only a local classification: the nontrivial
part to classifying globally comes from the pole at t = 0. A suitable analysis
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on this has been carried out by Donaldson in [15], there he showed that the
GC0 -orbit of every element in Nk contains a unique G0-orbit of an element in
Nk. In other words, he proved that:
Proposition 1.21. There is a one-to-one correspondence between Nk/G0 and
Nk/GC0 .
Definition 1.22. Vk is defined to be the set of elements (B,w) ∈ GL(k,C)×
Ck such that B is a symmetric matrix and w is a cyclic vector for B.
Vk admits an O(k,C)-action given by
(B,w) 7→ (ABA−1, Aw).
Suppose (α, β) ∈ Nk. Let u be the unique solution to
du
dt
+ αu = 0
such that t−(k−1)/2u(t)→ 0 as t→ 0. Then Donaldson proved that there is a
one-to-one correspondence between Nk/GC0 and Vk/O(k,C): the map is given
by
(α, β) 7→ (β(1), u(1)). (1.57)
Moreover:
Proposition 1.23. The map defined by
(B,w) 7→ wT (z −B)−1w
induces a one-to-one correspondence between Vk/O(k,C) and Ratk(P1).
Ratk(P1), the space of based rational maps of degree k, consists of elements
of the form ∑k−1
i=0 aiz
i
zk +
∑k−1
i=0 biz
i
, ai, bi ∈ C,
where the numerator and denominator of each rational map have no common
factor; the latter condition is equivalent to the nonvanishing of the resultant :∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a0 a1 · · · ak−1
a0 a1 · · · ak−1
. . .
. . . · · · . . .
a0 a1 · · · ak−1
b0 b1 · · · bk−1 bk
b0 b1 · · · bk−1 bk
. . .
. . . · · · . . . . . .
b0 b1 · · · bk−1 bk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
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As Ratk(P1) is an open subset in C2k, it is a complex manifold. This shows
that, via the correspondences above, the moduli space Nk/G0 is a complex
manifold. Actually, the fact that Mk admits a complex structure was first
realized in this way.
By varying the complex structures, we may deduce the following:
Corollary 1.24. For each a ∈ P1, there is a one-to-one correspondence be-
tween an Mk and Ratk(P1).
Recall that any framed monopole is uniquely determined by their spectral
data (S, ν): S is a curve in TP1 and ν is a holomorphic section of the bundle
L2 over S. Then rational maps can be given directly via its spectral data:
Proposition 1.25. [29] Given a ∈ P1, let (U, ζ) be an affine chart about a, so
that ζ(a) = 0. For any p(z)/q(z) ∈ Ratk(P1), under the correspondence given
in Corollary (1.24), the corresponding pair (S, ν) characterizes the rational
map in the following way:
q(z) = P (0, z),
p(z) = f(0, z) (mod q(z)),
where the vanishing of P (ζ, η) represents S over pi−1(U), and f is the holo-
morphic function which represents ν over S ∩ pi−1(U).
Remark that the rational maps can also be constructed directly from
framed monopoles [2]. There is actually an alternative approach to the ra-
tional map construction, which was first suggested by Atiyah but worked out
by Jarvis [32], and the idea is as follows. From Proposition (1.25), it can be
seen that Donaldson’s rational map depends on a choice of complex structure,
which corresponds to a direction in R3. To define Jarvis’s rational map, some
choice also needs to be made: one requires to pick a point in R3, serving as
some kind of origin. Clearly, both approaches break the natural symmetry
of the space of solutions. It is neither known how Donaldson’s rational map
changes if the direction is varied, nor the Jarvis’s rational map when the ori-
gin gets shifted; the relationship between the two approaches is also unknown.
Here, we shall only be concerned with Donaldson’s approach, since the rational
map construction for monopole-clusters may be viewed as its generalization,
as we shall see in the next chapter.
1.8 Twistor Space
As mentioned earlier, any hyperka¨hler manifold M has a 2-sphere of complex
structures. The idea of twistor theory in our setting is that the metric infor-
mation of M can be encoded into the holomorphic structure of some complex
manifold Z, hence in principal, by finding the right holomorphic data of Z,
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one should be able to not only recover the metric information, but given in
terms of simpler descriptions. The relevant details will be reviewed in this
section.
Suppose M is a hyperka¨hler manifold of real dimension 4k. Let I, J and
K denote the standard complex structures of M satisfying the quaternionic
relations; let I0 be the complex structure of P1. We shall identify P1 with the
unit 2-sphere S2 implicitly.
Definition 1.26. The twistor space Z of a hyperka¨hler manifold M is the
complex manifold
Z = M × P1,
where its complex structure is given as follows: restricting to the tangent space
of Z at (m, (a, b, c)), the (almost) complex structure is given by IZ = (aI +
bJ + cK, I0) .
A priori, IZ may not be integrable, but it is shown in [24] that this does
give Z a structure of complex manifold with 2k+1 complex dimensions. Let p :
Z → P1 be the projection map onto P1, it is clear that the map is holomorphic.
In addition, each fibre p−1(a, b, c) may be viewed as the complex manifold M
with respect to the complex structure aI + bJ + cK. To each m ∈M , we can
associate a twistor line Pm: it is the unique holomorphic section of p : Z → P1
with image {m} × P1. Let us consider the normal bundle of the twistor lines
in TZ. In the differential geometric viewpoint, Z is just the product space, so
the normal bundle of Pm is just the trivial bundle TmM × S2. However, as a
holomorphic bundle, it is not trivial: it is holomorphically equivalent to
p∗O(1)⊕2k.
Let TF denote the vertical bundle of the projection p. In other words, it is
defined by
TF = ker
(
dp : TZ → TP1) .
Let ω1, ω2 and ω3 be the Ka¨hler forms of M corresponding to the complex
structures I, J and K respectively. There is a holomorphic section Ω of the
bundle Λ2T ∗F ⊗ p∗O(2): if (U, ζ), (U˜ , ζ˜) are affine charts of P1, then
Ω =
ω ⊗
d
dζ over p
−1(U)
ω˜ ⊗ d
dζ˜
over p−1(U˜)
is given by
ω(ζ) = (ω2 + iω3) + 2iω1ζ − (ω2 − iω3)ζ2,
ω˜(ζ˜) = (ω2 − iω3)− 2iω1ζ˜ − (ω2 + iω3)ζ˜2.
In the above we have made the identification O(2) ' TP1 implicitly. Note
that for each a ∈ P1, Ω|p−1(a) may be viewed as a complex symplectic form on
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the fibre p−1(a) ' (M, Ia).
There is a real structure on Z: it is given by
τ : (m, (a, b, c)) 7→ (m,−(a, b, c)).
Observe that τ is compatible with the above holomorphic objects in the fol-
lowing sense:
(a) τ is a lift of the antipodal map of S2.
(b) The twistor lines Pm and their holomorphic normal bundle NPm are
preserved by τ , i.e.
τ(Pm) = Pm, τ∗(NPm) = NPm.
(c) Let σ : p∗O(2)→ p∗O(2) be a lift of the antipodal map of P1. If
Ξ : Λ2T ∗F ⊗ p∗O(2)→ Λ2T ∗F ⊗ p∗O(2)
is defined by Ξ = τ∗ ⊗ σ, then we have
Ξ ◦ Ω ◦ τ = Ω.
The converse is also true:
Theorem 1.27. [24] Suppose Z is a complex manifold of (2k + 1) complex
dimensions with the following properties:
(i) Z is the total space of a holomorphic fibre bundle p : Z → P1;
(ii) There is a family of holomophic sections of Z, each with normal bundle
isomorphic to p∗O(1)⊕2k;
(iii) There exists a holomorphic section of
∧2 T ∗F ⊗ O(2) such that it is a
complex symplectic form on each fibre;
(iv) There exists a real structure τ on Z compatible with (i), (ii) and (iii),
and which induces the antipodal map on P1.
Then the parameter space of real sections is a 4k-dimensional hyperka¨hler
manifold such that Z is its twistor space.
Let Zk be the twistor space of Mk. The right holomorphic data for Zk have
been constructed in [2]; we shall review particularly the holomorphic symplec-
tic form since its formula is similar to the description of the hyperka¨hler metric
for Mk,l.
Recall from Donaldson’s theorem that, for each a ∈ P1, there is a bi-
holomorphism between Mk and Ratk(P1) with respect to the corresponding
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complex structure, thus fibres of Zk may be identified with Ratk(P1). Let
p(z)/q(z) be any element in Ratk(P1). Suppose the roots of q(z), denoted by
β1, . . . , βk, are distinct, then βi, p(βi), i = 1, . . . , k, are local complex coordi-
nates of Ratk(P1). Over such region, let
ω =
k∑
i=1
dp(βi) ∧ dβi
p(βi)
.
Clearly ω is a closed 2-form. It can be shown that ω extends everywhere
over Ratk(P1) and is non-degenerate, hence is a symplectic form. The formula
(1.8) gives rise to the holomorphic symplectic form Ω for Zk as follows. Let
(S, ν) ∈ Mk, then for each a ∈ U , the rational map p(z)/q(z) corresponding
to (S, ν) is given, according to Proposition (1.25), by P (ζ0, z) = q(z) and
f(ζ0, z) = p(z) (mod q(z)). Suppose P (ζ0, z) have distinct roots βi(ζ0), i =
1, . . . , k. If we view {βi(ζ0), f(ζ0, βi(ζ0))}ki=1 as complex coordinates of p−1(a),
then by letting ζ = ζ0 to vary,
(β1(ζ), . . . , βk(ζ), f(ζ, β1(ζ)), . . . , f(ζ, βk(ζ)), ζ)
becomes a system of local coordinates for Zk; the holomophic symplectic form
for Zk is given by
ω(ζ) =
k∑
i=1
df(ζ, βi(ζ)) ∧ dβi(ζ)
f(ζ, βi(ζ))
(1.58)
over p−1(U). In the next chapter, we shall appeal to Theorem (1.27) to acquire
the hyperka¨hler structure for Mk,l.
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Chapter 2
Monopole-Clusters
As mentioned at the beginning of Chapter 1, there are asymptotic regions
in the monopole moduli space where monopoles decompose into ones with
lower charges. In this chapter, we shall review the theory pertaining to the
space of monopole-clusters Mk,l, which was proposed by Bielawski in [7]. The
motivation for studying this is that there is an asymptotic region in Mk,l cor-
responding to the region in Mk+l where monopoles breakdown into a charge k
and a charge l monopole, such that the monopole-cluster metric approximates
the monopole metric with exponential accuracy as the monopoles separate.
2.1 Basic Settings
The definition of Mk,l is rather technical; it will be necessary to begin with
some definitions.
2.1.1 Hermitian Form
Recall that pi : TP1 → P1 is the natural projection map, τ : TP1 → TP1 is the
usual lift of the antipodal map on P1, and Ls(n) denotes the tensor product
Ls ⊗ pi∗O(n).
Let (S−, S+) ∈ |pi∗O(2k)| × |pi∗O(2l)| be a pair of compact, real curves in
TP1. Due to the real structure, the intersection of the curves has the following
splitting:
S− ∩ S+ = D ∪ τ(D),
where D is some collection of points in TP1. Generically, the number of points
in S−∩S+ is 2kl counting with multiplicity, in which case there are 2kl choices
of D. Suppose there exists an effective divisor D on S+ such that the equality
S− ∩ S+ = D + τ(D) holds as divisors on S+. For each t ∈ R, let
Lt = Lt(k + l − 1)[−D] (2.1)
over S+. We shall construct a hermitian form on the vector space V +t =
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H0(S+,Lt). Fixing t and suppose u, v ∈ V +t . The real structure τ gets lifted
to σ : Lt → τ∗Lt, thereby induces the anti-linear map
σ : H0(S+,Lt)→ H0(S+, τ∗Lt) (2.2)
defined by σ(v) = σ ◦ v ◦ τ . Then uσ(v) is a section of the bundle
Lt ⊗ τ∗Lt ' pi∗O(2k + 2l − 2)[−D − τ(D)]
over S+. By identifying uσ(v) as a section of pi∗O(2k+ 2l− 2) over S+ which
vanishes along S− ∩ S+, Lemma (1.18) implies that uσ(v) can be extended
over TP1. As S− ∩S+ can be viewed as a divisor on S− or S+ cut out by the
opposite curve, according to [31], there exists a ∈ H0(TP1, pi∗O(2k − 2)) and
b ∈ H0(TP1, pi∗O(2l − 2)) such that
uσ(v) = ah+ + bh−,
where h−, h+ are the unique sections whose principal divisor are S−, S+;
uniqueness follows from the fact that they are locally represented by monic
polynomial. Clearly, we have
uσ(v) = bh−
over S+. By Proposition (1.11), b can be decomposed uniquely as b0η
l−1 +
· · ·+ bl−1(ζ). The hermitian form on V +t is defined by
〈u, v〉t := b0. (2.3)
Suppose there is an effective divisor on S− which is also set theoretically equal
to D above, and is denoted by the same symbol. If the equality S− ∩ S+ =
D+ τ(D) holds as divisors on S−, then the bundle Lt and the hermitian form
on V −t = H0(S−,Lt) can be defined in a similar way.
2.1.2 Real Line Bundles
Let S−, S+ be a pair of curves given as above. Suppose the bundle L2[τ(D)−D]
is holomorphically trivial over S+, then there exists a global meromorphic
section ν+ of L2 over S+ such that (ν+) = D − τ(D). It is known that τ can
be lifted to an anti-holomophic isomorphism σ : L2 → τ∗L−2, thereby gives
rise to the map
σ′ : H0(S+,L1)→ H0(S+,L1) (2.4)
defined by σ′(a) = ν+σ(a). Observe that
(σ′)2(a) = ν+σ(ν+)(−1)k+l−1a.
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Since S+ is compact, the quantity ν+σ(ν+) is a scalar; when it is equal to
(−1)k+l−1, we say that the bundle L1 over S+ is real. Note that the definition
is independent of the choice of ν+, hence is well-defined (cf. Chapter 1).
Similarly, we say that τ∗L−1 = L(k + l − 1)[−τ(D)] is real if there is
a meromorphic section ν− on L2 whose associated divisor is τ(D) − D and
satisfies ν−σ(ν−) = (−1)k+l−1.
2.2 The Space of Monopole-Clusters Mk,l
Definition 2.1. Σk,l is defined to be the set of pairs of compact, real curves
(S−, S+) ∈ |pi∗O(2k)| × |pi∗O(2l)| such that there exists an effective divisor on
S− and S+, both of which are denoted by the same symbol D, satisfying the
following conditions:
(i) D + τ(D) = S− ∩ S+ as divisors on S− and S+.
(ii) L2[D − τ(D)] ' O and τ∗L−1 is real on S−;
L2[τ(D)−D] ' O and L1 is real on S+.
(iii) H0(S−, τ∗(L−t(−1))) = 0 for t ∈ (0, 2), and also for t = 0 if k ≤ l;
H0(S+,Lt(−1)) = 0 for t ∈ (0, 2), and also for t = 0 if k ≥ l.
(iv) The hermitian form 〈· , ·〉t is positive-definite on both H0(S−, τ∗L−t) and
H0(S+,Lt) for t ∈ (0, 2).
Suppose (S−, S+) ∈ Σk,l and let ν± ∈ H0(S±, L2). We can now give the
definition of our central object:
Definition 2.2. The quadruple
(S−, ν−, S+, ν+)
is said to be a Monopole-Cluster of charge (k, l) if it satisfies the following
properties:
(i) (S−, S+) ∈ Σk,l.
(ii) ν−σ(ν−) = (−1)k+l−1 and ν+σ(ν+) = (−1)k+l−1.
We denote the space of monopole-clusters of charge (k, l) by Mk,l.
Condition (ii) implies that ν−, ν+ are defined up to a unit complex number,
so Mk,l should be thought of as a T
2-bundle over Σk,l. Note that our definition
of Mk,l is somewhat different to the one given in [7], there it requires the
condition ν±σ(ν±) = 1, which is incorrect: for example, it is easy to check
that on M1,1, one always gets ν
±σ(ν±) = −1.
Intuitively, each quadruple (S−, ν−, S+, ν+) should be viewed as follows:
the pair (S−, ν−) (resp. (S+, ν+)) corresponds to a framed-monopole with
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charge k (resp. l) respectively. These monopole-clusters are closer to be-
come actual monopoles when they are widely separated. We shall make this
statement more precise in the last section of this chapter.
2.2.1 The Moduli Space of Nahm Data Nk,l/G0
As in Chapter 1, we write T = (T0, T1, T2, T3) for elements in Ak(I).
Definition 2.3. Fk,l is defined to be the set of elements
(T−, T+) ∈ Ak([−1, 0))×Al((0, 1])
that satisfy the following conditions:
(a) T− (resp. T+) is a solution to Nahm’s equations on [−1, 0) (resp. (0, 1]).
(b) T−i (t)
∗ = −T−i (t) for t ∈ [−1, 0) and T+i (t)∗ = −T+i (t) for t ∈ (0, 1].
(c) For k ≤ l, the limits limt→0− T−i (t), i = 0, 1, 2, 3, limt→0+ T+0 (t) exist
and are finite. In addition, T+j has the following expansion near t = 0:
T+j (t) =
(
Xj +O(t) O
(
t(l−k−1)/2
)
O
(
t(l−k−1)/2
)
rj/t+O(t)
)
, (2.5)
where Xj ∈ su(k), rj ∈ su(l − k). The residues rj define the standard
irreducible (l − k)-dimensional representation of su(2) (cf. Chapter 1).
In the case k ≥ l, the condition is the same except that the signs ± are
interchanged.
(d) (Patching condition) If k < l (resp. k > l), then limt→0− T−j (t) = Xj
(resp. limt→0+ T+j (t) = Xj) for j = 1, 2, 3.
For k = l, letting α± = T±0 + iT
±
1 , β± = T
±
2 + iT
±
3 , then there exists
column vectors U,W ∈ Ck such that
lim
t→0+
β+(t)− lim
t→0−
β−(t) = −UW T ,
lim
t→0+
(α+(t) + α+(t)
∗)− lim
t→0−
(α−(t) + α−(t)∗) = −UU¯T + W¯W T .
Define the group G to be the set of elements g = (g−, g+), where g− :
[−1, 0] → U(k), g+ : [0, 1] → U(l) are analytic functions such that if k ≤ l
(resp. k ≥ l), then the upper k× k (resp. l× l) diagonal block of g+(0) (resp.
g−(0)) is equal to g−(0) (resp. g+(0)), and its lower diagonal block is the
identity. Moreover, near t = 0, the off-diagonal blocks of g+ (resp. g−) have
derivatives O(t(k+l−1)/2). G acts on Ak([−1, 0))×Al((0, 1]) in a natural way:
T±0 7→ g±T±0 g−1± −
dg±
dt
g−1± ,
T±i 7→ g±T±i g−1± , i = 1, 2, 3.
(2.6)
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It can be seen that the action of G preserves the conditions in Definition (2.3),
hence is a gauge group of Fk,l.
Definition 2.4. The space Nk,l is defined to be the set of elements (T
−, T+) ∈
Fk,l such that T±i (±1) are symmetric for all i = 0, 1, 2, 3.
The relevant gauge group for Nk,l is given by
G0 = { g ∈ G | g−(−1) ∈ O(k,R), g+(1) ∈ O(l,R) } . (2.7)
It is clear that such group acts on Nk,l.
Recall that, to each Nahm data (α, β) ∈ Nk, one can associate a curve in
the linear system |pi∗O(2k)|. In the same way, we can find a pair of curves
(S−, S+) ∈ |pi∗O(2k)| × |pi∗O(2l)| to each element ((α−, β−), (α+, β+)) ∈ Nk,l.
Suppose they satisfy the following conditions:
(i) S− and S+ have no common components.
(ii) S− and S+ have no multiple components.
(2.8)
Any element in Mk,l or Nk,l is said to be generic if their associated curves
satisfy (2.8).
Proposition 2.5. [7] There is a one-to-one correspondence between the generic
elements in Mk,l and the space of G0-orbit of generic elements in Nk,l.
Proof. The model argument is given in [31], so we shall only apply it appro-
priately. Suppose (S−, ν−, S+, ν+) ∈ Σk,l, we shall consider the flow of line
bundles
Lt = Lt(k + l − 1)[−D] (2.9)
over the spectral curves. Since Lt satisfies Lt(−1) ∈ J(S+)g−1\Θ for t ∈ (0, 2),
by Proposition (1.16), it gives rise to a solution T+ to Nahm’s equations over
(0, 2). Similarly, the flow Lt over S− yields a solution T− to Nahm’s equations
over (−2, 0). Let V ± = H0(S±,Lt). There is a canonical connection ∇ on V ±
constructed as in (1.47), them T±i are simply the matrix representation of some
endomorphisms on V ± with respect to a covariant constant basis. By defini-
tion, there is a hermitian metric on V ± which the connection is compatible
with. Thus, using a covariant constant basis that is unitary, the corresponding
T±i must be skew-hermitian. Recall that the sections ν
± determine the real
structure on L±1, which are also compatible with the connection.
If k = l, then [31] implies that the boundary condition is always satisfied.
In particular, using unitary covariant constant bases of V ± that are real at
t = ±1, the solutions to Nahm’s equations are symmetric at t = ±1. Hence
(T−, T+) ∈ Nk,l.
If k < l, then the T+i , have a pole at t = 0 for i = 1, 2, 3; it is shown
in [31] that the patching condition at t = 0 and the hermitian structure are
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compatible, that is, the block decomposition (2.5) can be obtained in some
unitary basis. We can, as for the case with k = l, use some appropriate
covariant constant basis for V ± to obtain T± that are skew-hermitian and are
symmetric at t = ±1. However, the resultant solutions may then not satisfy
the boundary condition. The remedy is by a change to some appropriate
local unitary gauge around t = 0, then T+i will again have the correct block
decomposition around t = 0 for each i = 1, 2, 3. This yields a unique point in
Nk,l/G0 since any two such gauge differ by an element in G0.
Conversely, suppose (T−, T+) ∈ Nk,l is a generic element. Proposition
(1.16) says that there is a curve S+ with a flow of line bundles L+t which
satisfies L+t (−1) ∈ J(S+)g−1 \ Θ for (0, 2). Similarly, there is a flow of line
bundles L−t which satisfies L−t (−1) ∈ J(S−)g−1 \Θ for (−2, 0). The patching
condition of T±i at t = 0 implies that L±t are both holomorphically equivalent
to (2.9), for some effect divisors D = D± on S±, satisfying S− ∩ S+ = D± +
τ(D±) as divisors along S∓. Let us denote both divisors by the same symbolD.
The hermitian structure of T±i implies that S
± are real and that the hermitian
form constructed on V ±t = H0(S±,Lt), given by (2.3), is positive-definite.
Let us consider T+i (1): since they are symmetric, Proposition (1.17) implies
that L1(−1) is a theta-characteristic, i.e. (L1(−1))2 ' KS+ . So we have
L2(2k + 2l − 4)[−2D] ' (L1(−1))2 ' KS ' pi∗O(2l − 4),
and L2(2k)[−2D] ' O over S+. The isomorphism pi∗O(2k) ' [D+τ(D)] then
yields L2[τ(D) − D] ' O over the same curve. Suppose ν+ is a section of
this bundle, then it is shown in [31] that, up to normalizations, the value of
ν+σ(ν+) always has sign (−1)k+l−1, implying that L1 is real. By the same
argument, the symmetricity of T−i (−1) implies L2[D − τ(D)] is trivial and
that L−1 is real over S−.
Since the constructions above come from Proposition (1.16), they are mu-
tual inverses of each other. Hence there is a one-to-one correspondence be-
tween Σk,l and spectral curves that arise fromNk,l. The choice of isomorphisms
L2[τ(D) − D] ' O over S+ and L2[D − τ(D)] ' O over S− give rise to the
correspondence between Mk,l and Nk,l/G0.
Hence the generic elements in Nk,l are said to be the Nahm data for clus-
ters. Although it has been claimed in [7] that there is a full bijection between
Mk,l and Nk,l/G0, it is not obvious from the proof therein.
Remark that Nk,l/G0 is isomorphic to the moduli space of SU(2)-calorons
of charge (k, l). Since the latter space can be given a parametrization [11], the
existence of calorons implies the existence of clusters via the above proposition.
As moduli space of solutions to Nahm’s equations can be seen formally
as a hyperka¨hler quotient of some flat hyperka¨hler manifold, it is expected
that Nk,l/G0 also has a hyperka¨hler structure, given by the L2-metric with the
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usual hypercomplex structure. Indeed, it is known [5] that the moduli space
Fk,l/Gc, where
Gc = { g ∈ G | g−(−1) = g+(1) = Id } ,
is a finite-dimensional hyperka¨hler manifold. Then Nk,l/G0 is the hyperka¨hler
quotient of Fk,l/Gc by the group G0/Gc ' O(k,R) × O(l,R). Despite the
correspondence given in Proposition (2.5), the hyperka¨hler structure of Mk,l
that gives rise to the asymptotic monopole metric is a different one, according
to [7]; we shall see later that such hyperka¨hler structure is nonetheless defined
in terms of the natural one on Nk,l/G0 via twistor theory.
2.3 Rational Map Descriptions
Recall that for monopoles, the space Nk can be identified with solutions to
dβ
dt
+ [β, α] = 0 (complex equation),
d
dt
(α+ α∗) + [α, α∗] + [β, β∗] = 0 (real equation).
Then Nk/G0 in one-to-one correspondence with Nk/GC0 , where Nk is the set
of solutions to the complex equation. Similarly, one could identify Nk,l with
solutions to the complex and real equations, then defined the analogous space
Nk,l in the hope to show that Nk,l/GC0 ' Nk,l/G0. However, such proposition
has only been proved partially. Now, let us go through the details.
For any (T−, T+) ∈ Nk,l, let
α± = T±0 + iT
±
1 , β± = T
±
2 + iT
±
3 , (2.10)
and we write (α, β) for (α−, β−, α+, β+). Then
Lemma 2.6. Nk,l is in one-to-one correspondence with the space of (α, β)
satisfying the following conditions:
(a) α−, β− are GL(k,C)-valued analytic functions on [−1, 0); α+, β+ are
GL(l,C)-valued analytic functions on (0, 1].
(b) (α−, β−), (α+, β+) are solutions to both the complex and real equation.
(c) α−, β− are symmetric at t = −1; α+, β+ are symmetric at t = 1.
(d) For k ≤ l, the limits limt→0− α−(t) and limt→0− β−(t) exist and are
finite. In addition, α+, β+ have the following expansion near t = 0:
α+(t) =
(
Y +O(t) O
(
t(l−k−1)/2
)
O
(
t(l−k−1)/2
)
a/t+O(t)
)
,
β+(t) =
(
X +O(t) O
(
t(l−k−1)/2
)
O
(
t(l−k−1)/2
)
b/t+O(t)
)
,
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where X,Y ∈ gl(k), a, b ∈ gl(l − k). If k < l, then a, b are given by
a = diag
(
−(l − k − 1)
2
, . . . ,
(l − k − 1)
2
)
,
b =
√
l − k − 1

0
1
. . .
. . .
. . .
1 0
 .
(e) (Patching condition) If k < l, then
lim
t→0−
β−(t) = X,
lim
t→0−
α−(t) + α−(t)∗ = Y + Y ∗.
If k = l, then there exists column vectors U,W ∈ Ck such that
lim
t→0+
β+(t)− lim
t→0−
β−(t) = −UW T ,
lim
t→0+
(α+(t) + α+(t)
∗)− lim
t→0−
(α−(t) + α−(t)∗) = −UU¯T + W¯W T .
The conditions for the case k > l is the same as k < l except that the signs ±
are interchanged.
Remark that the above identification involved choosing a particular com-
plex structure, given by the choice (2.10). As we know, space of solutions
to Nahm’s equations has complex structures parametrized by the 2-sphere,
Lemma (2.6) works just as well for other choice of complex structure.
Any element g ∈ G0 acts on (α, β) ∈ Nk,l by
α± 7→ g±α±g−1± −
dg±
dt
g−1± ,
β± 7→ g±β±g−1± .
(2.11)
Hence Nk,l/G0 can be identified with the space of G0-orbit of elements (α, β)
satisfying the conditions in Lemma (2.6).
Definition 2.7. Let Nk,l be the set of (α, β) satisfying the conditions (a), (c)
and (d) in Lemma (2.6). In addition, (α−, β−), (α+, β+) are solutions to the
complex equation, and β−, β+ (but not necessarily α−, α+ ) satisfy the patching
condition in (e). We denote the set of elements in Nk,l (resp. Nk,l) that with
β±(±1) regular by N rk,l (resp. N rk,l).
It is clear that the complexification of G0, denoted by GC0 , defines a group
action on both Nk,l and N rk,l. Then the following result is analogous to Propo-
sition (1.21) in Chapter 1:
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Proposition 2.8. [7] There is a one-to-one correspondence between N rk,l/G0
and N rk,l/GC0 .
2.3.1 Normal Form
Henceforth, we shall assume k < l implicitly unless otherwise stated since this
is mainly the case that we shall have to deal with. Let (α, β) ∈ Nk,l, and
(U, ζ), (U˜ , ζ˜) be affine charts of P1. Viewing ζ as a general element in C, we
construct
β±(ζ) = β± + (α± + α∗±)ζ − β∗±ζ2,
α±(ζ) = α± − β∗±ζ,
(2.12)
as before. They satisfy the Lax’s equation
dβ±(ζ)
dt
= [β±(ζ), α±(ζ)].
Suppose ζ is fixed, then the elements g ∈ GC0 act on (α(ζ), β(ζ)) by
α±(ζ) 7→ g±α±(ζ)g−1± −
dg±
dt
g−1± ,
β±(ζ) 7→ g±β±(ζ)g−1± .
(2.13)
Note that such an action is not in general equivalent to constructing (α(ζ), β(ζ))
from g · (α, β). The following can be deduced from [30]:
Proposition 2.9. (Normal form) Let (α, β) ∈ Nk,l and α(ζ), β(ζ) are con-
structed as in (2.12). Then for each ζ, (α+(ζ), β+(ζ)) is locally GC0 -equivalent
to the following form near t = 0:
α+(ζ, t) =
1
t

0 0
a1 −cζ
0 a2
. . .
. . . −cζ
al−k

,
β+(ζ, t) =

β−(ζ, 0) +O(t) 0 t(l−k−1)/2g(ζ)
t(l−k−1)/2f(ζ) a1ζ/t −cζ2/t 0 · · · t(l−k−1)e0(ζ)
c/t a2ζ/t
. . . t(l−k−2)e1(ζ)
0 0
. . .
. . .
...
... −cζ2/t+ tel−k−2(ζ)
0 c/t al−kζ/t+ el−k−1(ζ)

,
where ei ∈ C, f(ζ) = (f1(ζ), . . . , fk(ζ)), g(ζ)T = (g1(ζ), . . . , gk(ζ)) are row
vectors in Ck, c =
√
l − k − 1 and an = −c2/2 + n− 1.
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Proof. Let us consider the equation
dw
dt
+ α+(ζ)w = 0. (2.14)
Following [31], there is a unique solution w1(ζ, t) to the above equation with
lim
t→0+
(t−(l−k−1)/2w1(ζ, t)− Ek+1) = 0,
where E1, . . . , El are the standard basis of Cl. For each 1 ≤ i ≤ l − k, we set
wi(ζ, t) = β
i−1
+ (ζ, t)w1(ζ, t).
Then each wi(ζ, t) is the unique solution to (2.14) with
lim
t→0+
(t(i−1)−(l−k−1)/2wi(ζ, t)− b(ζ)i−1Ek+1) = 0.
Moreover, there are solutions u1(ζ, t), . . . , uk(ζ, t) whose last k components
vanish at t = 0 to order (k + 1)/2, and which are linearly independent at
t = 0. If we let Q be a gauge transformation such that Q−1+ is locally of the
form (
u1(ζ, t), . . . , uk(ζ, t), t
−(l−k−1)/2w1(ζ, t), . . . , t(l−k−1)/2wl−k(ζ, t)
)
near t = 0, then in this gauge, β+(ζ) is locally of the form
β+(ζ, t) =

β−(ζ, 0) +O(t) 0 t(l−k−1)/2g
t(l−k−1)/2f 0 . . . 0 t(l−k−1)e0
1 t(l−k−2)e1
0
. . .
...
1 el−k−1

.
If R is a gauge transformation such that R+ is equal to Q
−1
+ (0) in a neighbour-
hood of t = 0, then RQ belongs to GC0 and gauges α+, β+ into the required
forms near t = 0.
2.3.2 Intersection Points
The spectral curves S± of any element in Nk,l are given by the equations
det(η − β±(ζ)) = 0 over the chart neighbourhood pi−1(U) of TP1. We shall
characterize the intersection points of these curves in terms of the following:
Definition 2.10. For any (α, β) ∈ Nk,l, we say that β−(ζ) and β+(ζ) have
a common eigenvector with common eigenvalue η at t = 0 if there exists a
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column vector v ∈ Ck such that
(η − β−(ζ, 0))v = 0, lim
t→0+
(η − β+(ζ, 0))
(
v
0
)
= 0.
Similar, β−(ζ, 0) and β+(ζ, 0) are said to have a common eigen-covector with
common eigenvalue η if there exists a row vector v ∈ Ck such that
v(η − β−(ζ)) = 0, lim
t→0+
(
v 0
)
(η − β+(ζ, 0)) = 0.
Note that the above definition extends the one given in [7]. Then:
Lemma 2.11. Let (α, β) ∈ Nk,l. Suppose for a fixed ζ, (α(ζ), β(ζ)) is in the
normal form given by Proposition (2.9) near t = 0, then (ζ, η) ∈ pi−1(U) cor-
responds to an intersection point of S−, S+ if and only if one of the following
conditions holds:
(a) There exists a common eigenvector v− of β−(ζ) and β+(ζ) at t = 0 with
eigenvalue η such that fv− = 0.
(b) There exists a common eigen-covector v− of β−(ζ) and β+(ζ) at t = 0
with eigenvalue η such that v−g = 0.
Proof. Let us first suppose that we are in the generic case where β−(ζ), β+(ζ)
are regular.
If (a) or (b) holds, then for some sufficiently small t, both η−β±(ζ, 0) have
corank at least 1 so det(η − β±(ζ, t)) = 0, i.e. (ζ, η) corresponds to a point in
S− ∩ S+ over pi−1(U). Conversely, let us expand det(η − β+(ζ)):
det(η − β+(ζ)) = det(η − β−(ζ))× p(η)− f(η − β−(ζ, 0))adjg,
where p(η) is some polynomial. If (ζ, η) is a point such that det(η−β±(ζ, t)) =
0, then
f(η − β−(ζ, 0))adjg = 0.
We claim that one of f(η − β−(ζ, 0))adj or (η − β−(ζ, 0))adjg must be zero.
As β−(ζ) is regular, η − β−(ζ) must have corank one, which implies that
(η − β−(ζ, 0))adj has rank one and may be written as uwT for some u,w ∈
Ck \ {0}. From here it is clear that fu or wT g must be zero.
Suppose f(η − β−(ζ, 0))adj = 0, then det(η − β−(ζ)) = 0 implies that
there exists an eigenvector v ∈ Ck of β−(ζ, 0) with eigenvalue η. Since (η −
β−(ζ, 0))adj has rank one and
(η − β−(ζ))(η − β−(ζ))adj = det(η − β−(ζ)) = 0,
w is nonzero implies (η − β−(ζ))u = 0, so u = λv for some λ ∈ C \ {0} and
hence fv must be zero. By the same argument, (η− β−(ζ, 0))adjg = 0 implies
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condition (b).
As the lemma is true for generic intersections, by varying continuously, the
result holds also for non-generic curves .
Lemma 2.12. Suppose (ζ, η) ∈ C2, ζ 6= 0, corresponds to an intersection
point of S−, S+ in pi−1(U), then it satisfies condition (a) if and only if
(−1/ζ¯,−η¯/ζ¯2) satisfies condition (b) in the above lemma.
Proof. Suppose v− is an eigenvector of β−(ζ, 0) with eigenvalue η and f(ζ)v− =
0. Since
β−(ζ)∗ = −ζ¯2β−(−1/ζ¯),
by taking the conjugate transpose of β−(ζ, 0)v− = ηv− and re-arranging yields
v∗−β−(−1/ζ¯, 0) = (−η¯/ζ¯2)v∗−.
In other words, v∗− is an eigen-covector of β−(−1/ζ¯, 0). It remains to show
that v∗−g(−1/ζ¯) = 0. Observe that g(−1/ζ¯) = (−1/ζ¯2)f(ζ)∗, so
v∗−g(−1/ζ¯) = v∗−(−1/ζ¯2)f(ζ)∗ = (−1/ζ¯2) (f(ζ)v−)∗ = 0.
The converse is similar.
2.3.3 Construction of Rational Maps
Suppose S−, S+ are spectral curves arising from Nahm data in Nk,l. Let D
(resp. D′) denote the set of points in TP1 that corresponds to (ζ, η) ∈ C2
satisfying condition (b) (resp. (a)). Then Lemma (2.11) implies that, set
theoretically,
S− ∩ S+ = D ∪D′.
Moreover, Lemma (2.12) yields τ(D) = D′. Recall that (U, ζ) is the standard
affine chart of P1, then
Definition 2.13. The space N rrk,l consists of elements in N rk,l such that
0 /∈ ζ (pi(τ(D))) .
Equivalently, N rrk,l is the subset such that the condition (a) in Lemma (2.11)
fails whenever ζ = 0.
Proposition 2.14. [7] There is a one-to-one correspondence between N rrk,l/GC0
and Ratk
(
P1
)×Ratl (P1).
Note that the proof in [7] only defined a map from N rrk,l/GC0 to Ratk
(
P1
)×
Ratl
(
P1
)
, we shall complete it by showing that such map is well-defined and
that it is indeed a bijection.
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Proof. Any element (α, β) ∈ N rrk,l can be extended by symmetry: there exists
a gauge in GC0 so that the resulting α± are symmetric at t = ±1. Then (α, β)
can be extended to (−2, 0) ∪ (0, 2) by
α±(±2− t) = α±(t)T , β±(±2− t) = β±(t)T . (2.15)
We denote the image of such construction by N˜ rrk,l. The corresponding gauge
group G˜C0 consists of the set of elements in GC0 that are extended by
g±(±2− t)T = g±(t)−1. (2.16)
It is not hard to see that N rrk,l/GC0 ' N˜ rrk,l/G˜C0 . It is more convenient to get rid
of the pole of β+: we define the space B˜rrk,l just as for N˜ rrk,l except that β+ now
has no pole at t = 0 and the patching condition is replaced by
β+(0) =

β−(0) 0 g
f 0 . . . 0 e0
1 e1
0
. . .
...
1 el−k−1

. (2.17)
Lemma 2.15. There is a one-to-one correspondence between N˜ rrk,l/G˜C0 and
B˜rrk,l/G˜C.
Proof of Lemma (2.15). Assuming (α, β) ∈ N˜ rrk,l have the normal form near
t = 0. Let ρ(t) be a smooth function for t ∈ (0, 1) such that ρ(t) = t in a
neighbourhood of t = 0 and ρ(t) = 1 in a neighbourhood of t = 1. Let Q be
the singular gauge transformation defined by Q− ≡ Id and
Q+(t) = diag
(
1, . . . , 1, c−1ρ(t)−(l−k−1)/2, . . . , c−1ρ(t)(l−k−1)/2
)
for t ∈ (0, 1], extending to (0, 2) by Q+(2− t) = Q+(t)T . Then the correspon-
dence is given by (α, β) 7→ Q · (α, β). It is well-defined since if g ∈ G˜C0 , then
QgQ−1 ∈ G˜C0 . Such map is easily seen to be a bijection.
Proposition 2.16. [7] Let B is a companion matrix and u ∈ Ck be a row-
vector. There exists an invertible matrix Y that centralizes B with uY −1 =
(0, . . . , 0, 1) if and only if uv 6= 0 for any eigenvector v of B. If Y exists, then
it is unique.
Let (α, β) ∈ B˜rrk,l. It is known that is g ∈ G˜C which gauges β−(0) into
a companion matrix. From Proposition (2.16), one may deduce that there
is X ∈ G˜C0 that makes β+(0) into the form (2.17) with β−(0) a companion
matrix and f = (0, . . . , 0, 1). The same proposition tells us that X is unique
up to gauge transformations g ∈ G˜C0 with g±(0) = Id. By finding the unique
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solution h to the equations
((hX) · α)± = 0
with h±(0) = Id, we define F : B˜rrk,l/G˜C0 → gl(k,C)2 × gl(l,C)2 by
(α, β) 7→ ((X · β)−(0), h−(−2), (X · β)+(0), h+(2)). (2.18)
Let K be the set of elements (B−, h−, B+, h+) ∈ gl(k,C)2× gl(l,C)2 such that
(i) B− is a companion matrix; B+ is a matrix of the form (2.17) with f =
(0, . . . , 0, 1) and the upper diagonal block equals B−;
(ii) Both h− and h+ are symmetric;
(iii) The equations h−BT−h
−1
− = B− and h+BT+h
−1
+ = B+ are satisfied.
Proposition 2.17. F is a well-defined bijection onto K.
Proof of Proposition (2.17). F is well-defined: since (i) and (iii) are clear, we
shall only check condition (ii). Suppose h is a solution to
dh
dt
= hα. (2.19)
on [0, 1]. Because of the symmetry condition α(2− t) = α(t)T , h˜ defined by
h˜(t) = A
(
h(2− t)T )−1
is a solution to (2.19) on [1, 2] for any constant matrix A. If A = h(1)h(1)T ,
then h˜(1) = h(1). By uniqueness of solutions to ordinary differential equations,
h ≡ h˜ on [1, 2]. In particular, h(2) = h˜(2) = h(1)h(1)T , hence it is symmetric.
To see surjectivity, let (B−, h−, B+, h+) ∈ K. Since h+ is a complex sym-
metric matrix, we can write h+ = C+C
T
+ for some C+ ∈ GL(l,C) (Corol-
lary (4.4.6) in [26]). Let P+ : [0, 1] → GL(l,C) be a smooth function with
P+(0) = Id and equals to C
−1
+ in a neighbourhood of t = 1. Extending
P+ by symmetry and let (α+, β+) = P+ · (0, B+). Condition (iii) implies
β+(1) = C
−1
+ B+C+ is symmetric. Similarly, we can define P− and the cor-
responding solution (α−, β−) to the complex equation on [−2, 0]. We have
found (α, β) with β±(0) = B± and the unique P = (P−, P+) with P± = Id,
P±(2) = h± such that P · (α, β) = 0, hence F (α, β) = (B−, h−, B+, h+).
For injectivity, suppose there are (α1, β1), (α2, β2) ∈ B˜rrk,l such that
F (α1, β1) = F (α2, β2).
This means we have
h1 · (X1 · α1) = h2 · (X2 · α2) = 0,
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with (h1)± (±2) = (h2)± (±2) and (β1)± (0) = (β2)± (0). It is sufficient to
show that h−11 h2 ∈ G˜C0 since this would then imply (α1, β1) and (α2, β2) differ
only by an element in G˜C0 . We only need to check that
(
h−11 h2
)
± (±1) are
orthogonal. Indeed, write (hj)+ (2) = (hj)+ (1) (hj)+ (1)
T for j = 1, 2. Then
it follows directly from the equality (h1)+ (2) = (h2)+ (2) that
(
h−11 h2
)
+
(1) is
orthogonal. The same argument implies that
(
h−11 h2
)
− (−1) is also orthogonal.
In the above proof, we have used the following fact: for any complex symmetric
matrix h ∈ GL(n,C), there exists C ∈ GL(n,C) such that h = CCT .
Proposition 2.18. Let (B−, h−, B+, h+) ∈ K. By writing h± = C±CT± for
some C±, the map G : K → Vk/O(k,C)× Vl/O(l,C) given by
(B−, h−, B+, h+) 7→
(
C−1− B−C−, C
−1
− E1, C
−1
+ B+C+, C
−1
+ E1
)
is well-defined and is a bijection.
Recall that the space Vn consists of pairs (B,w) ∈ gl(n,C)×Cn such that
B is symmetric and w is a cyclic vector for B; it admits an O(n,C)-action
defined by
(B,w) 7→ (gBg−1, gw).
Proof of Proposition (2.18). We first check that G is well-defined. Suppose
h± = C±CT± = C˜±C˜T±, we must show that
(C−1± B±C±, C
−1
± E1), (C˜
−1
± B±C˜±, C˜
−1
± E1)
are orthogonally equivalent. It suffices to show that C−1± C˜± ∈ O(l,C), but
this is straightforward.
For surjectivity, suppose (M−, w−,M+, w+) ∈ Vk × Vl. Consider first the
pair (M−, w−). Let g−1− = (w−,M−w−, . . . ,M
k−1
− w−). Then B− := g−M−g
−1
−
is a companion matrix. Since S− is symmetric, this implies h−BT−h
−1
− = B−,
where h− = g−gT−. It is clear that we have (g
−1
− B−g−, g
−1
− E1) = (M−, w−).
Let us now consider (M+, w+). Let g
−1
+ = (w+,M+w+, . . . ,M
l−1
+ w+), then
g+M+g
−1
+ is a companion matrix. There is the following lemma:
Lemma 2.19. [7] Let P+ be a matrix of the form (2.17) whose upper diagonal
block P− is a companion matrix and f = (0, . . . , 0, 1). Then there exists an
invertible matrix, which depends only on P−, conjugates P+ into a companion
matrix.
By the lemma above, there exists an invertible matrix A, which depends
only on B−, such that it conjugates g+M+g−1+ into the matrix of the form
(2.17) with upper diagonal block equals B− and f = (0, . . . , 0, 1). Let B+ :=
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(Ag+)M+(Ag+)
−1. Symmetricity of M+ implies that
Ag+(Ag+)
TBT+
(
Ag+(Ag+)
T
)−1
= B+.
Let h+ = Ag+(Ag+)
T . It is clear that (Ag+)
−1B+(Ag+) = M+. More-
over, by the construction of A (see [7]) it satisfies AE1 = E1. It follows that
(Ag+)
−1E1 = w+. Therefore we haveG(B−, h−, B+, h+) = (M−, w−,M+, w+),
showing that G is surjective.
Suppose
G(B−, h−, B+, h+) = G(B˜−, h˜−, B˜+, h˜+).
We shall first show that (B−, h−) = (B˜−, h˜−). By definition, there exists
U− ∈ O(k,C) such that U−1−
(
C−1− B−C−
)
U− =
(
C˜−1− B˜−C˜−
)
. Since any
companion matrix is unique in its conjugacy class, we have B− = B˜−. In
addition, we have (C−U−)−1E1 = C˜−1− E1. This implies
C˜−1− =
(
C˜−1− E1,
(
C˜−1− B˜−C˜−
)
C˜−1− E1, . . . ,
(
C˜−1− B˜−C˜−
)k−1
C˜−1− E1
)
= (C−U−)−1
(
E1, B−E1, . . . , Bk−1− E1
)
= (C−U−)−1 .
It is now easy to see that h− = C−CT− = C˜−C˜T− = h˜−.
Similarly, there is U+ ∈ O(l,C) such that
U−1+
(
C−1+ B+C+
)
U+ =
(
C˜−1+ B˜+C˜+
)
.
Since B+, B˜+ are not companion matrix, we cannot use the same argument
to conclude that they are equal. Instead, we consider their characteristic
functions:
det(η −B+) = det(η −B−)
(
ηl−k − el−kηl−k−1 − · · · − e1
)
− (0, . . . , 0, 1)(η −B−)adjg
and respectively the tilde version for B˜+. Since B− = B˜− and the second
summand is a polynomial of degree k − 1, by comparing the coefficients of
the two characteristic functions with degree ≥ k, it obtain ej = e˜j for all
1 ≤ j ≤ l − k. Thus, in the above expansion, the first summand of det(η −
B+), det(η − B˜+) are the same. For the second summand, observe that
(0, . . . , 0, 1)(η −B−)adj = (0, . . . , 0, 1)(η − B˜−)adj =
(
1, η, . . . , ηk
)
.
Thus det(η −B+) = det(η − B˜+) yields g = g˜, thereby B+ = B˜+.
The argument for h+ = h˜+ is similar: let A be the invertible matrix from
the above lemma conjugating B+ into a companion matrix A
−1B+A, then
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proceed as before with (AC+U+)
−1E1 = (AC˜+)−1E1. At the end, one obtains
(AC+U+)
−1 = (AC˜+)−1. This implies h+ = C+CT+ = C˜+C˜T+ = h˜+. Therefore
we have (B−, h−, B+, h+) = (B˜−, h˜−, B˜+, h˜+) and hence G is injective.
Finally, by Proposition (1.23), we know that there is the bijection between
Vn/O(n,C) and the space of rational maps Ratn(P1). This, together with the
correspondences given above, shows that there is a bijection between N rrk,l/GC0
and Ratk(P1)×Ratl(P1).
Since there is a one-to-one correspondence between the set of generic ele-
ments in Mk,l, and in Nk,l, by varying the complex structures, we deduce the
following:
Corollary 2.20. For each a ∈ P1, there is a one-to-one correspondence be-
tween an open dense subset of Mk,l and an open subset of Ratk(P1)×Ratl(P1).
2.4 Construction of Meromorphic Sections
Let us review the construction of the rational maps from the proof of Propo-
sition (2.14). As usual, we let (U, ζ), (U˜ , ζ˜) be affine charts of P1. If (α, β) ∈
N rrk,l, then there exists a unique (singular) gauge transformation h which takes
α± to zero, β+ to the form
0 · · · 0 c0 g0
1 c1 0 g1
. . .
...
...
0 1 ck−1 gk−1
0 · · · 0 1 0 · · · 0 e0
1 e1
0
. . .
...
0 1 el−k−1

and β− to the upper diagonal block of this matrix. Then the rational maps
(R−, R+) ∈ Ratk(P1)×Ratl(P1)
are given by
R±(η) =
(
h±(±1)−1E1
)T
(η − β±(±1))−1
(
h±(±1)−1E1
)
, (2.20)
where E1 = (1, 0, . . . , 0)
T . Note that (α, β) is the special case of (α±(ζ), β±(ζ)),
with ζ = 0. If (α, β) ∈ Nk,l is generic, then the above construction also go
48
through for (α±(ζ), β±(ζ)) in the same manner; we shall proceed by first
rephrasing it in a more elementary way.
Recall that α+, β+ have simple pole at t = 0, let us denote their residue
by a, b. The triple {a, b, b∗} defines an irreducible representation of sl(2,C).
For any fixed ζ, α+(ζ), β+(ζ) also have simple pole at t = 0, whose residue are
denoted by a(ζ), b(ζ). Let e = Ek+1. Observe that e is a lowest weight vector
of a, i.e. ae = −12(l − k − 1)e. In fact, e also belongs to the −12(l − k − 1)-
eigenspace of a(ζ):
a(ζ)e = (a− b∗ζ)e
= ae− ζb∗e
= −1
2
(l − k − 1)e,
where the last equality holds since b∗e = 0. Let us consider the equation
dw
dt
+ α+(ζ)w = 0. (2.21)
It has a unique solution w(ζ, t) satisfying
w(ζ, t)t−(l−k−1)/2 → e (2.22)
as t→ 0. Existence of the gauge transformation h above implies that the same
equation has the unique solution u+(ζ, t) with
P−(β+(ζ))u+(ζ) = w(ζ), (2.23)
where P−(z) = det(z − β−(ζ)). Then the rational map R+(η) is given by
u+(ζ, 1)
T (η − β+(ζ, 1))−1u+(ζ, 1). (2.24)
Let v+(ζ) = limt→0 u+(ζ, t). The limit is a column vector in Cl with vanishing
last (l − k)-entries, so that it is of the form (v−(ζ)T , 0, . . . , 0)T . Let u−(ζ, t)
be the unique solution to
dw
dt
+ α−(ζ)w = 0 (2.25)
with u−(ζ, 0) = v−(ζ). Then the rational map R−(η) is given by
u−(ζ,−1)T (η − β−(ζ,−1))−1u−(ζ,−1). (2.26)
As α±(ζ), β±(ζ) are constructed over U , there are analogues on U˜ given by
β˜±(ζ˜) = β∗± − (α± + α∗±)ζ˜ − β±ζ˜2
α˜±(ζ˜) = −α∗± − β±ζ˜.
(2.27)
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One may check that α˜(ζ˜), β˜(ζ˜) also satisfy the complex equation. Moreover,
they are related to α(ζ), β(ζ) by
β˜±(ζ˜) = −β±(ζ)/ζ2
α˜±(ζ˜) = α±(ζ)− β±(ζ)/ζ.
(2.28)
Let a˜(ζ˜), b˜(ζ˜) be the residue of α˜+(ζ˜), β˜+(ζ˜) at t = 0, and
e˜ =
1
(l − k − 1)!b
l−k−1e. (2.29)
Since e˜ is an eigenvector of a with eigenvalue (l − k − 1)/2, we have
a˜(ζ˜)e˜ = (−a∗ − bζ˜)e˜
= −ae− ζ˜be˜
= −1
2
(l − k − 1)e˜,
i.e. e˜ is in the −(l − k − 1)/2-eigenspace of a˜(ζ˜). There is a unique solution
w˜(ζ˜, t) to the equation
dw
dt
+ α˜+(ζ˜)w = 0, (2.30)
such that w˜(ζ˜, t)t−(l−k−1)/2 → e˜ as t→ 0. Let u˜+(ζ˜, t) be the unique solution
to the same equation such that
p˜−(β˜+(ζ˜))u˜+(ζ˜) = w˜(ζ˜), (2.31)
where p˜−(z) = det(z − β˜−(ζ˜)). Let
v˜+(ζ˜) = lim
t→0
u˜+(ζ˜, t) = (v˜−(ζ)T , 0, . . . , 0)T , (2.32)
and u˜−(ζ˜, t) be the unique solution to
du
dt
+ α˜−(ζ˜)u = 0 (2.33)
satisfying u˜(ζ˜, 0) = v˜−(ζ˜). The corresponding rational maps
(R˜−, R˜+) ∈ Ratk(P1)×Ratl(P1)
are defined by
R˜±(η˜) = u˜±(ζ˜,±1)T (η˜ − β˜±(ζ˜,±1))−1u˜±(ζ˜,±1). (2.34)
Now let ζ to vary. We shall prove the following result:
Proposition 2.21. Suppose (α, β) ∈ Nk,l is a generic element. Then the
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functions f+, f˜+ given by
f+(ζ, η) = u+(ζ, 1)
T (η − β+(ζ, 1))adju+(ζ, 1),
f˜+(ζ˜, η˜) = u˜+(ζ˜, 1)
T (η˜ − β˜+(ζ˜, 1))adju˜+(ζ˜, 1),
define a section on L2(−2k) over S+.
Proof. We shall first establish the relationship between w(ζ, t) and w˜(ζ˜, t):
Lemma 2.22. Over U ∩ U˜ , we have
w˜(ζ˜, t) = exp(tβ+(ζ, t)/ζ)ζ
(l−k−1)w(ζ, t).
Proof of Lemma (2.22). Let us first observe the following:
[a(ζ), b(ζ)n] = nb(ζ)n,
and
[a, exp (b/ζ)] =
∞∑
n=0
1
n!ζn
[a, bn]
=
b
ζ
∞∑
n=1
(b/ζ)n−1
(n− 1)!
= (b/ζ) exp (b/ζ) .
From these we deduce that
a˜(ζ˜) exp(b(ζ)/ζ)e = −(k + l − 1)
2
exp(b(ζ)/ζ)e, (2.35)
i.e. e˜ must be proportional to exp(b(ζ)/ζ)e. Note that b(ζ)l−k = 0, thus
exp(b(ζ)/ζ)e =
l−k−1∑
n=0
ζ−n
n!
b(ζ)ne
=
ζ−(l−k−1)
(l − k − 1)!b
l−k−1e
= ζ−(l−k−1)e˜.
This means the quantity
exp(tβ+(ζ, t)/ζ)ζ
(l−k−1)w(ζ, t)
satisfies the same boundary condition as w˜(ζ˜, t). Moreover, as a consequence
of the identity
[α+(ζ), β+(ζ)
n] = − d
dt
(β+(ζ)
n) , (2.36)
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one obtains(
d
dt
+ α+(ζ, t)
)
exp(tβ+(ζ, t)/ζ)ζ
(l−k−1)w(ζ, t)
= (β+(ζ, t)/ζ) exp(tβ+(ζ, t)/ζ)ζ
(l−k−1)w(ζ, t).
Thus (
d
dt
+ α˜+(ζ˜, t)
)
exp(tβ+(ζ, t)/ζ)ζ
(l−k−1)w(ζ, t) = 0.
As w˜(ζ˜, t) satisfies the same equation, the result follows from uniqueness.
Recall that
w˜(ζ˜) = P˜−(β˜+(ζ˜))u˜+(ζ˜),
w(ζ) = P−(β+(ζ))u+(ζ).
Since P˜−(η˜) = ζ−2kP−(η), we obtain
P−(β+(ζ))ξ(ζ, ·) = 0,
where ξ(ζ, t) = u˜+(ζ˜)−ζ(l+k−1) exp(tb(ζ)/ζ)u+(ζ). As it is the unique solution
to (2.21) satisfying t−(l−k−1)P−(β+(ζ))ξ(ζ, t) → 0, hence by uniqueness, ξ
must be zero. Therefore
u˜+(ζ˜, t) = ζ
(l+k−1) exp(tβ+(ζ, t)/ζ)u+(ζ, t). (2.37)
Let us consider f˜+:
f˜+(ζ˜, η˜) = u˜+(ζ˜, 1)
T (η˜ − β˜+(ζ˜, 1))adju+(ζ˜, 1)
= ζ2(l+k−1)u+(ζ, 1)T exp(β+(ζ, 1)T /ζ)
(
(β+(ζ, 1)− η)/ζ2
)
adj
× exp(β+(ζ, 1)/ζ)u+(ζ, 1).
On S+, we have
(η − β+(ζ))(η − β+(ζ))adj = det(η − β+(ζ)) = 0. (2.38)
Furthermore, bearing in mind that β+(ζ) is symmetric at t = 1,
f˜+(ζ˜, η˜) = ζ2(l+k−1)u+(ζ, 1)T exp(2η/ζ)
(
(β+(ζ, 1)− η)/ζ2
)
adj
u+(ζ, 1)
= ζ2k exp(2η/ζ)u+(ζ, 1)
T (η − β+(ζ, 1))adj u+(ζ, 1)
= ζ2ke2η/ζf+(ζ, η).
Therefore f˜+, f+ define a section of L2(−2k) over S+.
Proposition 2.23. Suppose (α, β) ∈ Nk,l is a generic element. Then the
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functions f−, f˜− given by
f−(ζ, η) = u−(ζ,−1)T (η − β−(ζ,−1))adju−(ζ,−1),
f˜−(ζ˜, η˜) = u˜−(ζ˜,−1)T (η˜ − β˜−(ζ˜,−1))adju˜−(ζ˜,−1),
define a section on L−2(−2l) over S−.
Proof. From (2.37), one gets v˜+(ζ˜) = ζ
(l+k−1) exp(b(ζ)/ζ)v+(ζ) by letting
t→ 0. Hence
v˜−(ζ˜) = ζ(l+k−1)v−(ζ).
If u−(ζ, t), u˜−(ζ˜, t) are the unique solutions such that
u−(ζ, t)→ v−(ζ),
u˜−(ζ˜, t)→ v˜−(ζ˜),
they must then satisfy
u˜−(ζ˜, t) = Cζ(l+k−1) exp(tβ−(ζ, t)/ζ)u−(ζ, t).
Following the same line of argument as before yields
f˜−(ζ˜) = ζ2le−2η/ζf−(ζ),
i.e. they define a section of L−2(−2l) over S−.
Proposition 2.24. Let (α, β) ∈ Nk,l be a generic element. Suppose (α(ζ), β(ζ))
satisfies condition (a) in Lemma (2.11) at (ζ0, η0) ∈ C2. If the multiplicity of
the eigenvalue η0 of β−(ζ0) and β+(ζ0) are respectively m− and m+, then
u−(ζ) and u+(ζ) have a pole at ζ0 with order at most m−m+.
Proof. Suppose β+(ζ, t) is already of the normal form near t = 0:(
β−(ζ, 0) +O(t) t(l−k−1)/2G(ζ)
t(l−k−1)/2F (ζ) R(ζ, t)
)
,
where the off-diagonal blocks F (ζ), G(ζ) are of the form
F (ζ) =
 f(ζ)
 , g(ζ) =
 g(ζ)
 .
We need to expand P−(β+(t)); observe that, for each 0 ≤ m ≤ k, we have
β+(ζ, t)
m =
(
β−(ζ, 0)m +B(ζ, t)F (ζ)
t(l−k−1)/2
∑m−1
j=0 Cj(ζ, t)F (ζ)β−(ζ, 0)
j
)
, (2.39)
where B(ζ, · ), Cj(ζ, · ) are some matrices which possibly have a pole at t = 0.
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Then P−(β+(t)) is equal to B˜(ζ, t)F (ζ)
t(l−k−1)/2
(
F (ζ)(β−(ζ, 0))adj +
∑k−2
j=0 C˜j(ζ, t)F (ζ)β−(ζ, 0)
j
)  .
Suppose u+ is the solution to the differential equation
dw
dt
+ α+(ζ)w = 0 (2.40)
with
t−(l−k−1)/2P−(β+(ζ))u+(ζ)→ Ek+1.
Let us first suppose that β−(ζ0, 0) has distinct eigenvalues, so that it has k
linearly independent eigenvectors vi(ζ0). Since β−(ζ, 0) depends on ζ holo-
morphically, there exists a neighbourhood N(ζ0) of ζ0 such that it also has
k linearly independent eigenvectors vi(ζ) over N(ζ0). These eigenvectors can
be chosen so that they vary smoothly in ζ. In fact, they can be chosen to be
holomorphic: we shall show that there are smooth functions fj so that fjvj
are holomorphic.
First observe that, if vj(ζ) is an eigenvector of β−(ζ, 0) with eigenvalue
ηj(ζ), then ∂ζ¯vj is also an eigenvector of β−(ζ, 0) with the same eigenvalue.
Since eigenvalues are distinct, ∂ζ¯vj must be proportional to vj and there is a
smooth function gj on a neighbourhood of ζ such that ∂ζ¯vj = gjvj . Then
∂(fjvj)
∂ζ¯
=
∂fj
∂ζ¯
vj + fj
∂vj
∂ζ¯
=
(
∂fj
∂ζ¯
+ fjgj
)
vj = 0.
As vj is non-zero, this implies
∂hj
∂ζ¯
= −gj ,
where fj = exphj . By the ∂¯-Poincare´ lemma, on a sufficiently small neigh-
bourhood Nj(ζ0), there exists a solution hj to this equation. Thus for each j,
fjvj is holomorphic on some Nj(ζ0).
Let N(ζ0) be contained in each Nj(ζ0) and satisfy N(ζ0)∩pi(τ(D)) = {ζ0}.
For any fixed ζ ∈ N(ζ0) \ {ζ0}, since u+(ζ, 0) = (v−(ζ)T , 0, . . . , 0)T , we can
write
v−(ζ) =
k∑
j=1
aj(ζ)vj(ζ) (2.41)
for some aj(ζ) ∈ C, j = 1, . . . , k. Let vˆj(ζ, t) be the solution to (2.40) with the
boundary condition vˆj(ζ, 0) = (vj(ζ)
T , 0, . . . , 0)T . Note that these solutions
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are constant near t = 0; uniqueness implies
u+(ζ, t) =
k∑
j=1
aj(ζ)vˆj(ζ, 0)
for all t sufficiently close to zero.
Consider t−(l−k−1)/2P−(β+(ζ))vˆi(ζ) for t sufficiently small: it is equal to t−(l−k−1)/2B˜(ζ, t)F (ζ)vi(ζ)(∏
j 6=i ηj(ζ)
)
F (ζ)vi(ζ) +
∑k−2
j=0 C˜j(ζ, t)ηi(ζ)
jF (ζ)vi(ζ)
 .
Thus t−(l−k−1)/2P−(β+(ζ, t))u+(ζ, t) is given by t−(l−k−1)/2B˜(ζ, t)∑ki=1 ai(ζ)F (ζ)vi(ζ)∑k
i=1 ai(ζ)
(∏
j 6=i ηj
)
F (ζ)vi(ζ) +
∑k−2
j=0 C˜j(ζ, t)
∑k
i=1 ai(ζ)η
j
iF (ζ)vi(ζ)
 .
We need to find ai(ζ) so that the above has limit Ek+1; observe that the
(k + 1)-th entry is due to the first summand of the lower block alone, hence
we must solve for ai(ζ) in the following system of equations:
(fv1)(ζ) · · · (fvk)(ζ)
η1(ζ)(fv1)(ζ) · · · ηk(ζ)(fvk)(ζ)
...
η1(ζ)
k−2(fv1)(ζ) · · · ηk(ζ)k−2(fvk)(ζ)(∏
j 6=1 η1(ζ)
)
(fv1)(ζ) · · ·
(∏
j 6=k ηk(ζ)
)
(fvk)(ζ)


a1(ζ)
a2(ζ)
...
ak(ζ)
 =

0
...
0
1

Since ηi(ζ) are distinct, the system has a unique solution given by
ai(ζ) =
(−1)k
(fvi)(ζ)
∏
j 6=i(ηi(ζ)− ηj(ζ))
, i = 1, . . . , k. (2.42)
By assumption, (fvi)(ζ) → 0 as ζ → ζ0 for some i, hence we see that u+(ζ)
has a pole at ζ0. It remains to show that this pole is at most a simple pole.
By the implicit function theorem, the graph (ζ, ηi(ζ)) locally parametrizes S
−
in a sufficiently small neighbourhood of ζ0. Then
det(ηi(ζ)− β+(ζ)) = (1, 0, . . . , 0)F (ζ)(ηi(ζ)− β−(ζ, 0))adjG(ζ)(0, . . . , 0, 1)T
= f(ζ)(ηi(ζ)− β−(ζ, 0))adjG(0, . . . , 0, 1)T
= (f(ζ)vi(ζ))
(
w(ζ)TG(ζ)(0, . . . , 0, 1)T
)
.
Since the left-hand-side vanishes to order 1 as ζ → ζ0, f(ζ)vi(ζ) cannot vanish
to order greater than 1, therefore we have the result. As u−(ζ) is determined
by v−(ζ), one can deduce that u−(ζ) also has a simple pole at ζ0.
In the other extreme, if ζ0 is a point such that all eigenvalues of β−(ζ0, 0)
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coincide and equal to η(ζ0). Since β−(ζ0, 0) is regular, there exists k linearly
independent vectors vi(ζ0) ∈ Ck \ {0} such that
(β−(ζ0, 0)− η(ζ0))v1(ζ0) = 0,
(β−(ζ0, 0)− η(ζ0))vi(ζ0) = vi−1(ζ0), i = 2, . . . , k,
(2.43)
i.e. v1 is an eigenvector and vi, i = 2, . . . , k, are generalized eigenvectors of
β−(ζ0, 0). For ζ sufficiently close to ζ0, β−(ζ, 0) has eigenvalues ηi(ζ) with
vectors vi(ζ) ∈ Ck \ {0} satisfying
(β−(ζ, 0)− η1(ζ))v1(ζ) = 0,
(β−(ζ, 0)− ηi(ζ))vi(ζ) = vi−1(ζ), i = 2, . . . , k,
(2.44)
where η1(ζ0) = η(ζ0). As in the previous case, vi(ζ) may be chosen so that
they vary holomorphically with respect to ζ. Moreover, let v−(ζ), vˆ(ζ) be
defined as before. We need to consider
t−(l−k−1)/2P−(β+(ζ))u+(ζ)
for t sufficiently small: this is equivalent to solving the equations

(fv1)(ζ) (fv2)(ζ) · · · (fvk)(ζ)
0 (fv1)(ζ) · · · (fvk−1)(ζ)
...
. . .
...
0 · · · 0 (fv1)(ζ)
+B(ζ)


a1(ζ)
a2(ζ)
...
ak(ζ)
 =

0
...
0
1
 ,
(2.45)
where B(ζ) is some singular matrix with the top row zero. The ai(ζ) are found
to be of the form
ai(ζ) =
ci(ζ)
(fv1)(ζ)i
, i = 1, . . . , k, (2.46)
where ci(ζ) are constants which depend on the eigenvalues ηj(ζ) and (fvj)(ζ)
algebraically. Since v1 is the eigenvector of β−(ζ, 0), by assumption, (fv1) has
a zero at ζ0. Suppose the order of such zero is m, then we see that u+(ζ) has
a pole of order at most km. We shall show that m is at most equal to the
multiplicity of the eigenvalue η1(ζ0) of β+(ζ0). Indeed, as
det(η1(ζ)− β+(ζ)) = (f(ζ)v1(ζ))
(
w(ζ)TG(ζ)(0, . . . , 0, 1)T
)
,
we see that the left-hand-side vanishes to order of the multiplicity of the eigen-
value η1(ζ0) of β+(ζ0), m say, as ζ → ζ0. Hence f(ζ)v1(ζ) vanishes to order
at most m.
For the general case, suppose β−(ζ, 0) has eigenvalues ηi(ζ0) with algebraic
multiplicities ki, i = 1, . . . , n, where
∑n
i=1 ki = k. In a neighbourhood of ζ0, for
each i we can find linearly independent vectors vij(ζ) satisfying the analogous
56
condition to (2.44). Then we need to solve for the coefficients bij in
v−(ζ) =
n∑
i=1
ki∑
j=1
bij(ζ)vij(ζ),
so that t−(l−k−1)/2P−(β+(ζ))u+(ζ)→ Ek+1. As in the previous two cases, this
is equivalent to solving a system of equations. Moreover, the solution can be
given in terms of the solution obtained before: if aij(ζ) is the solution to (2.45)
with k, vj and aj replaced by ki, vij(ζ) and aij(ζ) respectively, then for each
i = 1, . . . , n, we have
bij(ζ) =
(−1)naij(ζ)∏
l 6=i(ηi(ζ)− ηl(ζ))
, j = 1, . . . , ki. (2.47)
We deduce as in the previous case that v−(ζ) has a pole of order kim, where
m is the multiplicity of the eigenvalue ηi(ζ0) of β+(ζ).
From Proposition (2.23) we know that f−, f˜− define a section of L−2(−2l)
over S−, then the above proposition implies that such section is meromorphic
with poles occurring only along τ(D), and have 2 times the multiplicity. Let
us denote the principal divisor of such section by ∆. Since L−2(−2l) ' [∆] ,
by considering the degree of the bundles, ∆ must have degree −2kl, implying
that the section cannot have any zero. Hence we write ∆ = −2τ(D). By
the same argument, f+, f˜+ define a meromorphic section of L2(−2k) over S+,
with its principal divisor also written as −2τ(D) so that L2(−2k) ' [−2τ(D)].
Note that since S+ (resp. S−) is defined by a holomorphic section of pi∗O(2l)
(resp. pi∗O(2k)), it has zeros along D ∪ τ(D) over S− (resp. S+), hence on
either curve, we denote the principal divisor of such section by D+ τ(D). Let
κ± = P±f±,
κ˜± = P˜±f˜±,
(2.48)
then κ+, κ˜+ (resp. κ−, κ˜−) give rise to a section %+ (resp. %+) of the line
bundle L2[τ(D)−D]∣∣
S+
(resp. L−2[τ(D)−D]∣∣
S−). Furthermore, if we put
ν− = σ(%−), ν+ = %+, (2.49)
then after rescaling ν± by some positive real numbers if necessary, we have
(S−, ν−, S+, ν+) ∈ Mk,l. Note that it was claimed in [7] that f±, f˜± them-
selves define meromorphic section of L±2[τ(D)−D]∣∣
S± , which is not quite
correct.
Corollary 2.25. Given a ∈ P1, let (U, ζ) be an affine chart about a, so that
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ζ(a) = 0. For any(
p−(z)
q−(z)
,
p+(z)
q+(z)
)
∈ Ratk(P1)×Ratl(P1), (2.50)
under the correspondence given in Corollary (2.20), the corresponding monopole-
cluster (S−, ν−, S+, ν+) ∈ Mk,l characterizes the rational maps in the follow-
ing way:
q±(z) = P±(0, z),
p+(z) = f
+(0, z)/P−(0, z) (mod q+(z)),
p−(z) = (τ∗f˜−)(0, z)/P+(0, z) (mod q−(z)),
where the vanishing of P±(ζ, η) represent S± over pi−1(U), and f± (resp.
f˜±) are the holomorphic functions that represent ν± over S± ∩ pi−1(U) (resp.
S± ∩ pi−1(U˜)).
2.5 Hyperka¨hler Structure of Mk,l
We shall only outline the principle behind the construction of the hyperka¨hler
structure on Mk,l, the details of which are given in [7]. As mentioned before,
Nk,l has a natural hyperka¨hler structure, hence admitting a twistor space
Z(Nk,l) with p : Z(Nk,l) → P1 its holomorphic projection. The twistor space
has a natural real structure τ lifting the antipodal map on P1. Each quadruple
(S−, %−, S+, %+), where (S−, S+) ∈ Σk,l and %± are section of L±2[τ(D)−D],
is a real section of this twistor space, and its normal bundle is isomorphic to
p∗O(1)⊕2(k+l). There is a natural holomorphic symplectic form on Z(Nk,l): a
holomorphic section of Λ2TF⊗p∗O(2), where TF = ker(dp : TZ(Nk,l)→ TP1).
According to [7], there is an involutive fibre map
T : Z(Nk,l)→ Z(Nk,l) (2.51)
which gives rise to the new real structure τ ′ = T ◦ τ ◦ T . Then Mk,l becomes
the parameter space of real sections of the twistor space with respect to τ ′.
Changing an appropriate parameter of the holomorphic symplectic form, one
obtains a new holomorphic symplectic form Ω which is compatible with τ ′.
More explicitly, let us identify TP1 ' O(2) and write
Ω = ω ⊗ d
dζ
(2.52)
over p−1(U), using an affine chart (U, ζ) on P1. Then ω is locally given by
ω(ζ) =
(
k∑
i=1
df−(ζ, η−i )
ν−(ζ, η−i )
∧ dη−i +
l∑
i=1
df+(ζ, η+i )
ν+(ζ, η+i )
∧ dη+i
)
, (2.53)
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where η±i are the roots of P±(ζ, η) and f
± are the local representative functions
of ν± over pi−1(U). One obtains a (pseudo)-hyperka¨hler metric on Mk,l by an
application of Theorem (1.27).
Definition 2.26. The (pseudo)-hyperka¨hler metric on Mk,l is characterized
as follows. For each a ∈ P1, let (U, ζ) be an affine chart of P1 around a, so
that ζ(a) = 0. If I is the complex structure that corresponds to a, then the
Ka¨hler form ωI of the metric with respect to I is given by
ωI =
d
dζ
ω
∣∣∣∣
ζ=0
.
2.6 Relations to Monopoles
We shall review some of the most important results about the relationship be-
tween monopoles and monopole-clusters, including a description of the asymp-
totic region ofMk,l where the monopole-cluster metric approximates the monopole
metric at large separation. What follows is true for any general charge (k, l).
Let dE be the metric on the fibres of TP1 induced by the Riemannian
round metric of diameter pi on P1 ' S2. Let S, S′ ∈ |pi∗O(2n)|, then we define
a distance on |pi∗O(2n)| by
d(S, S′) = max
ζ∈P1
{
dE(S ∩ pi−1(ζ), S′ ∩ pi−1(ζ))
}
.
Next, let us take a pair of compact, real curves (S−, S+) ∈ |pi∗O(2k)| ×
|pi∗O(2l)|, and (U, ζ) is an affine chart of P1. Recall that S− may be expressed
as the vanishing of
a0η
n + a1η
n−1 + . . .+ an,
where ai ∈ pi∗(H0(P1,O(2i))) and η ∈ H0(TP1, pi∗O(2)) is the tautological
section. Then the centre c− of S− is given by c− = a1. The centre c+ of S+
is defined similarly. Over U , c± can be written as
c±(ζ) = z± + 2x±ζ − z¯±ζ2.
We associate the curves C(S±) ⊂ TP1 to S±: over pi−1(U), they are given by
(η + c±(ζ))k = 0. (2.54)
Let
R = R(S−, S+) =
√
(x− − x+)2 + |z− − z+|2 (2.55)
be the distance between S±; a12, a21 are the intersection points of c±, given
over U by
ζ(a12) =
x− − x+ +R
z¯− − z¯+ , ζ(a21) =
x− − x+ −R
z¯− − z¯+ . (2.56)
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Definition 2.27. For each K > 0, the space Σk,l(K) is defined to be the set
of elements (S−, S+) ∈ Σk,l satisfying the following conditions:
(i) d (S±, C(S±)) ≤ K.
(ii) Suppose d (pi(S− ∩ S+),min{a12, a21}) ≤ 1, then the divisor D can be
chosen so that d(pi(D), a21) ≤ 1.
Proposition 2.28. [7] Let {(S−n , S+n )}n∈N be a sequence in Σk,l(K). For each
n ∈ Z+, let Pn±(ζ, η) be the defining polynomial of S±n over pi−1(U), and c±n are
the corresponding centre of the curves. Suppose Rn = Rn(S
−
n , S
+
n ) tends to
infinity as n→∞, then the sequence of centred curves defined by the equations
Pn±(ζ, η − c±n (ζ)) = 0 over pi−1(U), has a convergent subsequence such that its
limit is (S−∞, S+∞), where S−∞ and S+∞ are spectral curves corresponding to
monopole of charge k and l respectively.
The proposition says that, up to framing, there is an asymptotic region
where clusters of charge (k, l) converge to a pair of monopoles with correspond-
ing charges. It is known that for each a ∈ P1, there is a region Mak,l(K) ⊂Mk,l
(which shall be defined below) such that the map
Mak,l(K) ↪→ Nk,l/G0
is asymptotically close to being an isometry with rate O(1/R). These facts
together suggests that over Mak,l(K), the monopole-cluster metric is O(1/R)-
close to the product metric on
Mk ×Ml ' Ratk(P1)×Ratl(P1).
However, a proof has yet to be given.
Recall that for each a ∈ P1, there is a bijection between an open dense
subset of Mk,l and an open dense subset of Ratk(P1)×Ratl(P1). For any pair
of rational maps, let us write it in the form (2.50). Moreover, let β−1 , . . . , β
−
k
(resp. β−1 , . . . , β
−
l ) be the roots of q−(z) (resp. q+(z)). Then
Definition 2.29. Let a ∈ P1 and K > 0. Mak,l(K) is defined to be the subset
of Mk,l such that, under the correspondence given in Corollary (2.20), rational
maps satisfy the following conditions:
(i) |β−i − β+j | ≥ 1 for all 1 ≤ i ≤ k, 1 ≤ j ≤ l.
(ii) |β−i − β−j | ≤ 2K for 1 ≤ i, j ≤ k;
|β+i − β+j | ≤ 2K for 1 ≤ i, j ≤ l.
(iii)
∣∣∣log |p−(β−i )| − log |p−(β−j )|∣∣∣ ≤ 2K for 1 ≤ i, j ≤ k;∣∣∣log |p+(β+i )| − log |p+(β+j )|∣∣∣ ≤ 2K for 1 ≤ i, j ≤ l.
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From now on, we shall often identify the spaces in the correspondence given
by Corollary (2.20) whenever appropriate. Then, Mak,l(K) may be viewed as
the space of pairs of rational maps such that each of its elements is within a
fixed distance from the pointsexp
(∑k
i=1 log |p−(β−i )|/k
)
(z −∑ki=1 β−i /k)k ,
exp
(∑l
i=1 log |p+(β+i )|/l
)
(z −∑li=1 β+i /l)l
 . (2.57)
If ρ : Mk,l → Σk,l is the natural projection, then it can be seen that ρ(Mak,l(K)) ⊂
Σk,l(K).
For each a ∈ P1, there is the map
Φa :
{
(S−, ν−, S+, ν+) ∈Mak,l
∣∣ a /∈ pi(S− ∩ S+)}→Mk+l
given by (
p−(z)
q−(z)
,
p+(z)
q+(z)
)
7→ P (z)
Q(z)
, (2.58)
where Q(z) = q−(z)q+(z), and P (z) is the unique polynomial of degree k+l−1
such that P (z) ≡ p±(z) (mod q±(z)). The condition a /∈ pi(S− ∩ S+) implies
q−(z), q+(z) are coprime, ensuring that Φa is well-defined. Moreover, the map
is holomorphic for the complex structure corresponding to a, and it preserves
the corresponding symplectic form. For m ∈Mak,l, we let
Ra(m) = min
{
|β−i − β+j |
∣∣∣ 1 ≤ i ≤ k, 1 ≤ j ≤ l} . (2.59)
Also, denote the (pseudo)-hyperka¨hler metrics on Mk+l and Mk,l by gM and
gC respectively. We can now state the main theorem:
Theorem 2.30. Let a ∈ P1. For each K > 0, there exists positive constants
R0, α, C such that, over the region where elements m ∈ Mak,l(K) satisfy the
conditions
(i) Ra(m) ≥ R0
(ii) d (a,min{a12, a21}) ≥ 1/2,
we have
‖Φ∗agM − gC‖ ≤ Ce−αR.
As we might expect, gC may not be everywhere positive-definite over Mk,l.
The theorem tells us that, when the monopole-clusters are sufficiently far apart
within the asymptotic region described therein, gC must become positive-
definite and is exponentially close to gM .
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Chapter 3
Isometries of Mk,l
In this chapter, we shall define actions of R3, T 2 and SO(3) on both Mk,l and
Nk,l/G. Then, those actions on Mk,l are shown to be isometries with respect
to the monopole-cluster metric. Lastly, we show that the actions of the two
spaces are essentially equivalent.
3.1 Group Actions on Nk,l/G0
Let us begin by considering the following actions on Nk,l/G:
(a) R3-action: for any (x1, x2, x3) ∈ R3,
T±0 7→ T±0
T±k 7→ T±k + ixjId, j = 1, 2, 3.
(3.1)
(b) T 2-action: for any (θ−, θ+) ∈ (R/2piiZ)2 ' T 2, let p(θ−,θ+) be the gauge
transformation in G given by
p(θ−,θ+)±(t) = e
±iθ±tId. (3.2)
Then p(θ−,θ+) acts on Nk,l/G0 by gauge transformation.
It is easy to see that the above actions preserve all the conditions for Nahm
data in Nk,l. Because the actions commute with G0, they indeed act on Nk,l/G.
There is an SO(3)-action on Nk,l/G0, but before we can give the definition,
it is necessary to recall some facts. Suppose l ≥ k. For any (T−, T+) ∈ Nk,l,
the T+j have the following expansion near t = 0:(
T−j (0) +O(t) O(t
(l−k−1)/2)
O(t(l−k−1)/2) σ(l−k)j /t+O(1)
)
, j = 1, 2, 3,
where σ
(n)
j are matrices given by (1.15) in Chapter 1. Let ρ∗ : su(2)→ gl(Cl−k)
be the standard (l− k)-dimensional irreducible representation of su(2). Since
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SU(2) is simply-connected, there is a unique Lie group representation ρ :
SU(2)→ GL(Cl−k) whose differential is ρ∗. Let V ∈ SU(2). First note that
ρ∗(V XV −1) = ρ(V )ρ∗(X)ρ(V )−1
holds for any X ∈ su(2). Moreover, V descends to an element A = (aij) in
SO(3) via
Ad(V −1)σ(2)i =
3∑
j=1
aijσ
(2)
j , i = 1, 2, 3. (3.3)
Then we see that
ρ(U)
 3∑
j=1
aijσ
(l−k)
j
 ρ(U)−1 = σ(l−k)i (3.4)
is true for each i. We are now ready to define the SO(3)-action on Nk,l/G0.
(c) SO(3)-action: suppose l ≥ k. For any A = (aij), let V ∈ SU(2) be an
element in the preimage of A under (3.3). Then the action is defined by
T±0 7→ gV±T±0 (gV±)−1 −
dgV±
dt
(gV±)
−1,
T±i 7→ gV±
 3∑
j=1
aijT
±
j
 (gV±)−1 i = 1, 2, 3, (3.5)
where gV is a unitary-valued gauge transformation in G satisfying gV− ≡
Id, gV+(1) = Id and g
V
+(0) = Id⊕ ρ(V ).
For l < k, the action is defined in an analogous manner, with the role of
± interchanged.
Note that for any (aij) ∈ SO(3), although the map defined by
T±0 7→ T±0 ,
T±i 7→
3∑
j=1
aijT
±
j i = 1, 2, 3,
preserves (T−, T+) as solutions to Nahm’s equations, it does not in general
preserve the boundary conditions of the Nahm data, and this is the reason
that the action needs the coupling gauge transformation gV in (3.5). Note
that the SO(3)-action does not depend on the choice of V in the preimage;
for such action to be well-defined, it remains to check that for each gV and
g ∈ G0, there exists a g′ ∈ G0 such that
g′gV = gV g.
But this is easy since it is not hard to see that gV g(gV )−1 ∈ G0.
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3.2 Group Actions on Mk,l
We shall show that there are actions of SO(3) and R3 on the monopole-cluster
space Mk,l, which are defined in terms of some lifts of their natural action on
R3. In addition, there is a T 2-action which acts on the fibres of Mk,l → Σk,l.
As monopole-clusters are comprised of curves and sections, we shall first need
to know how these groups act on such data before we can define actions on
Mk,l.
In Chapter 1, we gave a local definition for the spaces P1, TP1, and the line
bundles O(n), Lt, namely, they are given either by local charts or local trivial-
izations. As the action of SO(3) moves the chart neighbourhoods, the original
charts may no longer be valid after the action, hence it is more convenient to
have also a global definition.
The Riemann sphere P1 can be viewed as the space of all complex lines
in C2 through the origin. By equipping it with homogeneous coordinates, the
elements in P1 are represented by equivalence classes of the form [Z0 : Z1],
where Z0, Z1 are not both zero. The equivalence relation is given by
[Z0 : Z1] ∼ [λZ0 : λZ1], λ ∈ C∗.
P1 is covered by the charts (U, ζ), (U˜ , ζ˜), where
U = P1 \ {[0 : 1]}, U˜ = P1 \ {[1 : 0]},
and
ζ : U → C, ζ([Z0 : Z1]) = Z1/Z0,
ζ˜ : U˜ → C, ζ˜([Z0 : Z1]) = Z0/Z1.
On the overlap, the coordinate functions are related by ζ˜ = 1/ζ.
Let TP1 be the holomorphic tangent bundle of P1 and pi : TP1 → P1 be the
natural projection map. As TP1 is trivialized by the coordinate vector fields
d
dζ ,
d
dζ˜
on the open sets pi−1(U), pi−1(U˜), any point z ∈ pi−1(U) can be written
as
η(z)
d
dζ
∣∣∣∣
pi(z)
,
where η : pi−1(U) → C is a holomorphic function such that its restriction to
each fibre is a complex linear isomorphism. In other words, TP1 can be given
coordinates (ζ, η) over pi−1(U). Similarly, there are also coordinates (ζ˜, η˜)
on pi−1(U˜) such that, they are relate to (ζ, η) by (ζ˜, η˜) =
(
1/ζ,−η/ζ2) over
pi−1(U) ∩ pi−1(U˜).
We shall now give a global definition to the bundle O(n). Let P1 × C2
be the trivial rank two complex bundle on P1. The tautological bundle of
P1, O(−1), is the subbundle of the trivial bundle whose fibre at each point
64
[Z0, Z1] ∈ P1 is the complex line{
(αZ0, αZ1) ∈ C2
∣∣α ∈ C} . (3.6)
There are natural local trivializations χ, χ˜ of O(−1) given by
χ([Z0, Z1]) = ([Z0, Z1], (1, Z1/Z0)) over U,
χ˜([Z0, Z1]) = ([Z0, Z1], (Z0/Z1, 1)) over U˜ .
(3.7)
Clearly they are holomorphic and are related by
χ˜ = ζ−1 χ on U ∩ U˜ ,
i.e. the transition function ofO(−1) is given by ζ−1. For any n ∈ Z, the bundle
O(n) is a tensor power of either O(−1) or its dual (O(−1))∗ ' O(1). Hence
we have also an explicit description of the local holomorphic trivializations of
O(n), namely, by taking a tensor product of χ (resp. χ˜) or with its dual. Then
it is not hard to see that O(n) has transition function ζn.
We shall now describe the line bundle Lt more explicitly. Recall from
Chapter 1 that, the space T of oriented geodesics in R3 is biholomorphic to
TP1. Viewing T as an embedded subspace of S2 × R3 given by (1.35), we
define p : S2 × R3 → T by
p(u,x) = (u,x− 〈u,x〉u). (3.8)
Let p1 (resp. p2) denote the first (resp. second) projection map of S
2 × R3.
For any point z ∈ T ,
γz := p
−1(z) ⊂ {p1(z)} × R3 (3.9)
is viewed as the corresponding oriented line in R3. For any t ∈ R, Lt is defined
to be the vector bundle on T with fibre
Ltz :=
{
r ∈ C∞(p2(γz),C)
∣∣∣∣ drds + tr = 0
}
, (3.10)
where r = 〈p1(z),x〉, x is the affine parameter on γz. Clearly, any point r
which belongs to the fibre Ltz is of the form r(s) = ce
−ts for some constant
c ∈ C, this implies r is determined by c and hence Lt is a complex line bundle.
We now show that Lt is in fact a holomorphic line bundle.
Consider the function lˆ : S2 × R3 → C defined by
lˆ(u,x) = e−t〈u,x〉. (3.11)
As lˆ|γz defines a solution to the differential equation over p2(γz), it belongs to
Ltz. Thus by restricting lˆ to each γz, it induces a global smooth section l of
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Lt: if iz : p2(γz) ↪→ γz is the natural embedding, then l(z) is given by
l(z) := lˆ ◦ iz. (3.12)
Moreover, the section is non-vanishing, thus l trivializes Lt as a smooth trivial
bundle R2 × TS2. From [21], Lt admits a holomorphic structure with local
holomorphic trivializations χ, χ˜ defined by
χ(ζ, η) = exp
(
tηζ¯
(1 + |ζ|2)
)
l := fl over pi−1(U),
χ˜(ζ˜, η˜) = exp
(
tη˜
¯˜
ζ
(1 + |ζ˜|2)
)
l := f˜ l over pi−1(U˜).
(3.13)
On the intersection pi−1(U) ∩ pi−1(U˜), the trivializations are related by
χ˜ = exp (−tη/ζ)χ.
3.2.1 SO(3)-Actions
We shall show that there are actions of SO(3) on both O(n) and Lt, and that
are both holomorphic. First consider the natural SO(3)-action on P1 ' S2:
let
g =
[
a b
−b¯ a¯
]
be an element in SU(2)/± ' SO(3), then it acts on P1 by
Rg : [Z0 : Z1] 7→ [−b¯Z1 + a¯Z0 : aZ1 + bZ0]. (3.14)
The open sets U , U˜ get mapped to
Rg(U) = P1 \ {[−b¯ : a]}, Rg(U˜) = P1 \ {[a¯ : b]},
under Rg, which have coordinates ζg , ζ˜g defined by
ζg([Z0 : Z1]) := ζ ◦Rg−1 =
a¯Z1 − bZ0
b¯Z1 + aZ0
,
ζ˜g([Z0 : Z1]) := ζ˜ ◦Rg−1 =
b¯Z1 + aZ0
a¯Z1 − bZ0 .
(3.15)
It is not hard to see that
ζg =
a¯ζ − b
b¯ζ + a
on U ∩Rg(U),
ζ˜g =
aζ˜ + b¯
−bζ + a¯ on U˜ ∩Rg(U˜).
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We now define the SO(3)-action on TP1: for any g ∈ SO(3), the action
Rg : TP1 → TP1 simply given by its differential:
η(z)
d
dζ
∣∣∣∣
pi(z)
7→ η(Rg(z)) d
dζg
∣∣∣∣
pi(Rg(z))
. (3.16)
If we identify TP1 with T , then Rg : T → T is induced by the natural rotation:
viewing SO(3) as the group of rotations on R3, then Rg is given by
(u,v) 7→ (g(u), g(v)). (3.17)
We claim that the SO(3)-action on P1 lifts to a holomorphic action on O(n);
it is sufficient to consider only the case n = −1. Any point r ∈ O(−1) is of
the form
([Z0, Z1], c(Z0, Z1)), c ∈ C,
then the action Sg : O(−1)→ O(−1) is defined to be the map which sends r
to (
Rg([Z0, Z1]), c(−b¯Z1 + a¯Z0, aZ1 + bZ0)
)
. (3.18)
Clearly Sg is a lift of Rg and is holomorphic. Let V be any open subset of P1,
then Sg acts on section ν of O(−1) by
νg = Sg ◦ ν ◦Rg−1 . (3.19)
In particular, we have
χg = Sg ◦ χ ◦Rg−1 =
Γ00χ on Rg(U) ∩ UΓ01χ˜ on Rg(U) ∩ U˜ ,
χ˜g = Sg ◦ χ˜ ◦Rg−1 =
Γ10χ on Rg(U˜) ∩ UΓ11χ˜ on Rg(U˜) ∩ U˜ ,
where χ, χ˜ are the trivializations of O(−1) given by (3.7), and
Γ00 = (b¯ζ + a)
−1, Γ01 = (b¯+ aζ˜)−1,
Γ10 = (a¯ζ − b)−1, Γ11 = (a¯− bζ˜)−1.
(3.20)
In other words, the action on χ, χ˜ is determined by the functions Γij . But
because such functions are all holomorphic, the map Sg : O(−1) → O(−1)
must be holomorphic. We may now deduce that, as O(n) is a tensor product
of O(−1) or of its dual, there is also a holomorphic action on O(n), denoted
by the same symbol Sg.
We now show that the SO(3)-action on TP1 may be lifted to a holomorphic
action on Lt. Recall that q : Lt → TP1 is the natural projection map and l is
the global smooth trivialization of Lt given in (3.12). For any g ∈ SO(3), the
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action Sg : L
t → Lt is defined by
r 7→ r ◦ g−1∣∣
p2(γRg(z))
, (3.21)
where z = q(r). It can be seen that Sg is a lift of Rg : TP1 → TP1.
Lemma 3.1. The section l of Lt is SO(3)-invariant.
Proof. For any g ∈ SO(3), its action on l is given by lg := Sg ◦ l ◦ Rg−1 ; we
wish to show that lg = l. If lg is evaluated at z ∈ T , we have
lg(z) =
(
Sg ◦ l ◦Rg−1
)
(z)
= Sg(l(Rg−1(z)))
= l(Rg−1(z)) ◦ g−1
∣∣
p2(γz)
=
(
lˆ ◦ iRg−1 (z)
)
◦ g−1∣∣
p2(γz)
.
Then for any v ∈ p2(γz),
(lg(z)) (v) =
(
lˆ ◦ iRg−1 (z)
)
◦ g−1(v)
= lˆ
(
p1(Rg−1(z)), g
−1(v)
)
= lˆ
(
g−1(p1(z)), g−1(v)
)
= e−t〈g
−1(p1(z)),g−1(v)〉
= e−t〈p1(z),v〉
=
(
lˆ ◦ iz
)
(p1(z),v)
= (l(z)) (v),
which implies that lg(z) = l(z). Since this is true for all z ∈ T , the result
follows.
Recall that there are holomorphic trivializations χ, χ˜ given by (3.13). Ap-
plying the SO(3)-action to χ, χ˜, we see that
χg := Sg ◦ χ ◦Rg−1 =
h00χ on Rg(pi−1(U)) ∩ Uh01χ˜ on Rg(pi−1(U)) ∩ U˜ ,
χ˜g := Sg ◦ χ˜ ◦Rg−1 =
h10χ on Rg(pi−1(U˜)) ∩ Uh11χ˜ on Rg(pi−1(U˜)) ∩ U˜ ,
where
h00 =
(
f ◦Rg−1
)
/f, h01 =
(
f ◦Rg−1
)
/f˜ ,
h10 =
(
f˜ ◦Rg−1
)
/f, h11 =
(
f˜ ◦Rg−1
)
/f˜ .
(3.22)
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In terms of local coordinates, they are computed to be
h00 = exp
( −tb¯η
(b¯ζ + a)
)
, h10 = exp
( −ta¯η
(a¯ζ − b)
)
,
h01 = exp
( −taη˜
(b¯+ aζ˜)
)
, h11 = exp
(
tbη˜
(a¯− bζ˜)
)
.
(3.23)
Clearly all the hij are holomorphic, hence the SO(3)-action on L
t is holomor-
phic.
The SO(3)-action on O(n) lifts to an action on the pullback bundle pi∗O(n)
over TP1. In particular, this induces an action on |pi∗O(2k)|. We shall see in
the final section of this chapter that the SO(3)-action on Nk,l induces the
same SO(3)-action on the linear system |pi∗O(2k)|. Granting this, we deduce
that the SO(3)-action on Σk,l given by
(S−, S+) 7→ (Rg(S−), Rg(S+))
is well-defined. We can now give our SO(3)-action on Mk,l:
Definition 3.2. For any g ∈ SO(3), let Rg : TP1 → TP1 and Sg : L2 → L2
be the maps given above. Then the SO(3)-action ψg on Mk,l is defined by
(S−, ν−, S+, ν+) 7→ (Rg(S−), ν−g , Rg(S+), ν+g ),
where ν±g = Sg ◦ ν± ◦Rg−1.
For ψg to be well-defined, it remains to check that the conditions ν
±σ (ν±) =
(−1)k+l−1 are preserved, where σ : L2 → L−2 is the anti-holomorphic isomor-
phism that lifts the real structure τ on TP1. Noting that the SO(3)-action on
Lt commutes with σ, we have
ν±g σ
(
ν±g
)
=
(
Sg ◦ ν± ◦Rg−1
) (
σ ◦ (Sg ◦ ν± ◦Rg−1) ◦ τ)
=
(
Sg ◦ ν± ◦Rg−1
) (
Sg ◦
(
σ ◦ ν± ◦ τ) ◦Rg−1)
= Sg ◦
(
ν±σ
(
ν±
)) ◦Rg−1
=
(
ν±σ
(
ν±
))
g
= (−1)k+l−1.
3.2.2 R3-Actions
We first show that there is a holomorphic R3-action on TP1. For any x =
(x1, x2, x3) ∈ R3, let Tx : R3 → R3 be the natural translation v 7→ v + x. The
map on S2 × R3, defined by Id× Tx, will also be denoted by Tx. There is an
R3-action on T : for any x ∈ R3, there is the map Rx : T → T given by
(u,v) 7→ (u,v + x− 〈u,x〉u). (3.24)
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If we identify T ' TP1, the action is given locally by
(ζ, η) 7→ (ζ, η + ξ(ζ)) on pi−1(U),
(ζ˜, η˜) 7→ (ζ˜, η˜ + ξ˜(ζ˜)) on pi−1(U˜),
where
ξ(ζ) : = i[(x2 + ix3) + 2ix1ζ + (x2 − ix3)ζ2],
ξ˜(ζ˜) : = −i[(x2 − ix3) + 2ix1ζ˜ + (x2 + ix3)ζ˜2].
(3.25)
Since ξ, ξ˜ are both holomorphic, the R3-action on TP1 must be holomorphic.
Next, we define an R3-action on Lt and show that it is holomorphic. Recall
that q : Lt → T is the projection map. For any x = (x1, x2, x3) ∈ R3, there is
the map Sx : L
t → Lt defined by
r 7→ r ◦ T−x|p2(γRg(z)) . (3.26)
It can be seen that Sx is a lift of Rx. Let us consider the R3-action on l, the
global smooth trivialization of Lt given in (3.12).
Lemma 3.3. For any x ∈ R3, the R3-action of Lt acts on l by
l 7→ et〈p1(·),x〉l.
Proof. First let us write lx = Sx ◦ l ◦R−x. Then for z ∈ T ,
lx(z) = (Sx ◦ l ◦R−x) (z)
= Sx(l(R−x(z)))
= l(R−x(z)) ◦ T−x|p2(γz)
=
(
lˆ ◦ iR−x(z)
)
◦ T−x|p2(γz) .
If v ∈ p2(γz), we have
(lx(z)) (v) =
(
lˆ ◦ iR−x(z)
)
(T−x(v))
= lˆ(p1(z), T−x(v))
= e−t〈p1(z),T−x(v)〉
= e−t〈p1(z),v−x〉
= et〈p1(z),x〉e−t〈p1(z),v〉
= et〈p1(z),x〉 (l(z)) (v).
Since this is true for any v ∈ p2(γz) and z ∈ TP1, the result follows.
Recall that there are holomorphic trivializations χ, χ˜ given by (3.13). Ap-
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plying the R3-action to χ, χ˜ yields
χx := Sx ◦ χ ◦R−x = hχ on pi−1(U),
χ˜x := Sx ◦ χ˜ ◦R−x = h˜χ˜ on pi−1(U˜),
where
h = et〈p1( · ),x〉(f ◦R−x)/f,
h˜ = et〈p1( · ),x〉(f˜ ◦R−x)/f˜ .
(3.27)
We now show that h, h˜ are holomorphic. Let z ∈ TP1 and suppose p1(z) ∈ U .
Using a stereographic projection on P1 ' S2 ⊂ R3, we may write
p1(z) =
(
1− |ζ|2
1 + |ζ|2 ,
2={ζ}
1 + |ζ|2 ,−
2<{ζ}
1 + |ζ|2
)
.
Then it is readily checked that
h(ζ) = exp {t[x1 − (x3 + ix2)ζ]} , (3.28)
where x ∈ R3. By the same procedures, one finds
h˜(ζ˜) = exp
{
t[−x1 + (−x3 + ix2)ζ˜]
}
. (3.29)
Clearly both h, h˜ are holomorphic functions. Therefore our R3-action on Lt
is holomorphic.
The R3-action on TP1 ' O(2) lifts to an action on the pullback bundle
pi∗O(2) over TP1. In particular, this induces an action on |pi∗O(2k)|. As for the
SO(3)-action, the actions of R3 on Nk,l and the linear system |pi∗O(2k)| will
be shown equivalent in the last section. Thus, we deduce that the R3-action
on Σk,l given by (
S−, S+
) 7→ (Rx(S−), Rx(S+))
is well-defined.
Definition 3.4. For any x ∈ R3, let Rx : TP1 → TP1 and Sx : L2 → L2 be
the maps given above. Then the R3-action ψx on Mk,l is defined by
(S−, ν−, S+, ν+) 7→ (Rx(S−), ν−x , Rx(S+), ν+x ),
where ν±x = Sx ◦ ν± ◦R−x.
The above action is well-defined since, from the commutativity of Sx and
σ, the conditions ν±σ (ν±) = (−1)k+l−1 are preserved.
3.2.3 T 2-Actions
The action of T 2 on Mk,l is much easier to define:
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Definition 3.5. For any (θ−, θ+) ∈ T 2, the T 2-action ψ(θ−,θ+) on Mk,l is
given by
(S−, ν−, S+, ν+) 7→ (S−, e−2iθ−ν−, S+, e−2iθ+ν+).
Note that ψ(θ−,θ+) is well-defined since the conditions ν
±σ (ν±) = (−1)k+l−1
are preserved: (
e−iθjν±
)
σ
(
e−iθjν±
)
= e−iθje−iθjν±σ
(
ν±
)
= ν±σ
(
ν±
)
= (−1)k+l−1.
3.3 Isometries of Mk,l
In this section, we shall show that the R3, T 2 and SO(3)-actions on Mk,l are
all isometries with respect to the monopole-cluster metric, given in Chapter
2.
Let us first review how the metric on Mk,l is defined. Recall that the
twistor space Zk,l of Mk,l, as a real manifold, is just the product Mk,l × P1.
Let p : Zk,l → P1 be the map given by the second projection, then Zk,l has
a natural complex structure which arises from the hyperka¨hler structure of
Mk,l, such that p becomes a holomorphic map. From Chapter 2, there is a
holomorphic section Ω of the bundle
∧2 T ∗F ⊗ p∗O(2) over Zk,l, where
TF = Ker{dp : TZk,l → TP1}.
Using affine charts (U, ζ), (U˜ , ζ˜) of P1, ddζ ,
d
dζ˜
may be viewed as local trivial-
izations of O(2) under the identification O(2) ' TP1. Let (m,u) ∈ Zk,l, where
m = (S−, ν−, S+, ν+). S± are given by the vanishing of the polynomials
P± = P±(ζ, η) over pi−1(U), whereas ν± are represented by the meromor-
phic functions f± = f±(ζ, η) over S± ∩ pi−1(U). The roots of P±(ζ, η) are
denoted by η±i (ζ) and we let ν
±
i (ζ) = f
±(ζ, η±i (ζ)) for i = 1, . . . , k±, where
(k−, k+) = (k, l). Then Ω is given by
Ω =
Ω− + Ω+ on p−1(U)Ω˜− + Ω˜+ on p−1(U˜) ,
where Ω±, Ω˜± are of the form
Ω±(ζ) :=
k±∑
i=1
d log ν±i (ζ) ∧ dη±i (ζ)⊗
d
dζ
,
Ω˜±(ζ˜) :=
k±∑
i=1
d log ν˜±i (ζ˜) ∧ dη˜±i (ζ˜)⊗
d
dζ˜
.
(3.30)
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The metric information is encoded in Ω: if a ∈ U such that ζ(a) = 0, then
the Ka¨hler form of the monopole-cluster metric with respect to the complex
structure associated to a is given by the linear term of the power series expan-
sion of Ω− + Ω+ around ζ = 0. We shall show that the actions of SO(3), R3
and T 2 on Mk,l can be lifted to actions on
∧2 T ∗F ⊗ p∗O(2) that preserve the
holomorphic symplectic form Ω. This turns out to be sufficient for proving
that the actions on Mk,l are isometries.
Let us give a more global interpretation for the data η±i , ν
±
i . Define
S±(m) = S±,
ν±(m) = ν±,
Σ±(m) = ν±(S±).
(3.31)
As before, we let q : L2 → TP1 be the projection map; χ, χ˜ are the local
holomorphic trivializations of L2 given by (3.13), whose duals are denoted by
ϑ, ϑ˜. Then by definition, ϑ, ϑ˜ are local holomorphic trivializations of L−2.
If (m,u) ∈ Zk,l with u ∈ U , then observe that there are bijections between
S±(m)∩ TuP1 and {η±1 (m,u), . . . , η±k±(m,u)}, where η is the tautological sec-
tion. Thus, for any s ∈ Σ±(m) ∩ (pi ◦ q)−1(u), there is a z ∈ S± ∩ TuP1 such
that s = ν±(z). In addition,
ϑ(s) = ϑ(ν±(z)) = ϑ((f±χ)(z)) = f±(z) = ν±i (m,u)
for some i. As both η±i and ν
±
i depend on (m,u), we have shown the following:
η±i (m,u) ∈ η
(
S±(m) ∩ TuP1
)
,
ν±i (m,u) ∈ ϑ
(
Σ±(m) ∩ (pi ◦ q)−1(u)) . (3.32)
In the case where η±i are distinct, the functions η
±
i , ν
±
i may be considered as
local coordinate functions of the twistor space Zk,l; these functions depend
on u ∈ P1 and are holomorphic with respect to the complex structure corre-
sponding to u, which is most easily seen from the rational map construction.
3.3.1 SO(3)-Actions on Holomorphic Symplectic Form
For any g ∈ SO(3), the map defined by
Ξg := ψg ×Rg (3.33)
acts naturally on the twistor space. We claim that Ξg lifts to an action on∧2 T ∗F ⊗ p∗O(2). Indeed, it is clear that the dual of the differential of Ξg
induces an action on
∧2 T ∗F . For the action on p∗O(2), first recall that the
bundle is defined to be
p∗O(2) = { (u, v) ∈ Zk,l ×O(2) | p(u) = q(v) } ,
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where q : O(2) → P1 is the natural projection. As Ξg : Zk,l → Zk,l and
Sg : O(2)→ O(2) are lifts of the rotational map Rg on P1 and TP1 respectively,
it is not hard to see that the action on p∗O(2) given by
(u, v) 7→ (Ξg(u), Sg(v)) (3.34)
is well-defined. Hence the SO(3)-action on
∧2 T ∗F ⊗ p∗O(2) is defined by the
tensor product of the above actions, which will be denoted by Υ.
Proposition 3.6.
Ωg := Υg ◦ Ω ◦ Ξg−1 = Ω.
Proof. By linearity, it is sufficient to show that
Ω±g := Υg ◦ Ω± ◦ Ξg−1 = Ω±,
Ω˜±g := Υg ◦ Ω˜± ◦ Ξg−1 = Ω˜±,
(3.35)
for each n = 1, 2. We shall only demonstrate this for the first case, as the
other case is completely analogous. Let us expand Ω±g :
Ω±g = Υg ◦ Ω± ◦ Ξg−1
= Ξ∗g−1
 k±∑
i=1
d log ν±i ∧ dη±i
⊗ (Υg ◦ ( d
dζ
)
◦ Ξg−1
)
=
k±∑
i=1
Ξ∗g−1
(
d log ν±i
) ∧ Ξ∗g−1 (dη±i )⊗ ddζg
=
k±∑
i=1
d log Ξ∗g−1ν
±
i ∧ dΞ∗g−1η±i ⊗
d
dζg
.
Let us consider the quantities Ξ∗g−1η
±
i and Ξ
∗
g−1ν
±
i . First, for any (m,u) ∈
p−1(U), we have (
Ξ∗g−1η
±
i
)
(m,u) =
(
η±i ◦ Ξg−1
)
(m,u)
= η±i (ψg−1m,Rg−1u).
But
η±i (ψg−1m,Rg−1u) ∈ η
(
S±(ψg−1(m)) ∩ TRg−1 (u)P
1
)
= η
(
Rg−1(S
±(m)) ∩Rg−1
(
TuP1
))
= η
(
Rg−1
(
S±(m) ∩ TuP1
))
= (η ◦Rg−1)
(
S±(m) ∩ TuP1
)
= ηg
(
S±(m) ∩ TuP1
)
,
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which implies
Ξ∗g−1η
±
i =
(
η±g
)
σ±(i) , (3.36)
where σ± are some permutations of the set {1, . . . , k±}. Next, we consider
Ξ∗g−1ν
±
i : for (m,u) ∈ p−1(U), we have(
Ξ∗g−1ν
±
i
)
(m,u) = ν±i
(
ψg−1m,Rg−1u
)
(3.37)
for each i. As g ∈ SO(3) acts on L2 by Sg : L2 → L2, it induces an action on
its dual by
S∗g : s 7→ s ◦ Sg−1 . (3.38)
Let ϑg := S
∗
g ◦ ϑ ◦ Rg−1 . It is clear that ϑg is the dual of χg. Note that the
right-hand-side of (3.37) is equal to
(
ν±g
)
σ±(i) (m,u):
ν±i
(
ψg−1m,Rg−1u
) ∈ ϑ|pi−1(Rg−1 (u)) (Σ±(ψg−1(m)) ∩ (pi ◦ q)−1(Rg−1(u)))
= ϑ|Rg−1 (pi−1(u))
(
Sg−1
(
Σ±(m)
) ∩ Sg−1 ((pi ◦ q)−1(u)))
= ϑ|Rg−1 (pi−1(u))
(
Sg−1
(
Σ±(m) ∩ (pi ◦ q)−1(u)))
=
(
ϑ|Rg−1 (pi−1(u)) ◦ Sg−1
) (
Σ±(m) ∩ (pi ◦ q)−1(u))
=
(
S∗g−1 ◦ ϑ
)∣∣∣
Rg−1 (pi−1(u))
(
Σ±(m) ∩ (pi ◦ q)−1(u))
=
(
S∗g−1 ◦ ϑ ◦Rg−1
)∣∣∣
pi−1(u)
(
Σ±(m) ∩ (pi ◦ q)−1(u))
= ϑg|pi−1(u)
(
Σ±(m) ∩ (pi ◦ q)−1(u)) ,
where the first equality follows from
Σ±(ψg−1(m)) =
(
ν±
(
ψg−1(m)
)) (
S±
(
ψg−1(m)
))
=
(
ν±(m)
)
g−1
(
Rg−1
(
S±(m)
))
=
(
Sg−1 ◦
(
ν±(m)
) ◦Rg) (Rg−1 (S±(m)))
= Sg−1
((
ν±(m)
) (
S±(m)
))
= Sg−1
(
Σ±(m)
)
.
Therefore
Ξ∗g−1ν
±
i =
(
ν±g
)
σ±(i) . (3.39)
Putting (3.36) and (3.39) into Ω±g we obtain
Ω±g =
k±∑
i=1
d log
(
ν±g
)
i
∧ d (η±g )i ⊗ ddζg . (3.40)
It remains to express Ω±g in terms of the coordinates ζ, ν
±
j , η
±
j (resp. ζ˜, ν˜
±
j , η˜
±
j )
over p−1(Rg(U))∩p−1(U) (resp. p−1(Rg(U))∩p−1(U˜)). We shall only do this
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for the former case, as the other case follows from the same argument.
Recall that χ, χg are related by
χg = h00χ
over Rg(pi
−1(U)) ∩ pi−1(U), where h00 is some holomorphic function. Their
duals ϑ, ϑg then satisfy
ϑg = h
−1
00 ϑ.
It follows that for each i,
(
ν±g
)
i
=
(
h−100
)
i
ν±i (3.41)
holds over p−1(Rg(U)) ∩ p−1(U), where
(
h−100
)
i
= h00(z)
−1 for some z ∈ S± ∩
pi−1(U). Similarly, ηg and η are related by
ηg = Γ00η
over Rg(pi
−1(U)) ∩ pi−1(U), where Γ00 is some holomorphic function. Then
over the same region we have
(
η±g
)
i
= (Γ00)i η
±
i , (3.42)
where (Γ00)i = Γ00(z) for some z ∈ S± ∩ pi−1(U). In local coordinates, h00
and Γ00 are given by
h00(ζ, η) = exp
( −2b¯η
b¯ζ + a
)
, Γ00(ζ) =
1
(b¯ζ + a)2
,
which yield
(
ν±g
)
i
= exp
(
2b¯η±σ(i)
b¯ζ + a
)
ν±σ(i),
(
η±g
)
i
=
η±σ(i)
(b¯ζ + a)2
. (3.43)
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Substituting into Ω±g , we have
Ω±g =
k±∑
i=1
d log
(
ν±g
)
i
∧ d (η±g )i ⊗ ddζg
=
k±∑
i=1
d log
(
exp
(
2b¯η±i
b¯ζ0 + a
)
ν±i
)
∧ d
(
η±i
(b¯ζ + a)2
)
⊗
(
(b¯ζ + a)2
d
dζ
)
=
k±∑
i=1
(
d log ν±i +
2b¯
(b¯ζ + a)
dη±i
)
∧ dη±i ⊗
d
dζ
=
k±∑
i=1
d log ν±i ∧ dη±i ⊗
d
dζ
= Ω±.
A similar argument shows that Ω˜±g = Ω˜±, and the proof is complete.
3.3.2 R3-Actions on Holomorphic Symplectic Form
There is a natural R3-action on Zk,l, namely, for any x ∈ R3, the action is
given by
Ξx := ψx × Id. (3.44)
Ξx lifts to an action on the bundle
∧2 T ∗F ⊗ p∗O(2), which is given by the
tensor product with the dual of the differential of Ξx on the first factor and
the identity map on the second factor. We denote such action by Υx.
Proposition 3.7.
Ωx := Υx ◦ Ω ◦ Ξ−x = Ω.
Proof. Again, it is sufficient to show that
Ω±x := Υx ◦ Ω± ◦ Ξ−x = Ω±,
Ω˜±x := Υx ◦ Ω˜± ◦ Ξ−x = Ω˜±.
(3.45)
Since the proof is similar to the one for the SO(3)-case, we shall omit the
details. By expanding Ω±x , it is easy to see that
Ω±x =
k±∑
i=1
d log Ξ∗−xν
±
i ∧ dΞ∗−xη±i ⊗
d
dζ
.
One finds
Ξ∗−xν
±
i = (νx)
±
σ±(i),
Ξ∗−xη
±
i = (ηx)
±
σ±(i),
(3.46)
for each i, where σ± is a permutation of the set {1, . . . , k±}. Putting these
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into Ω±x yields
Ω±x =
k±∑
i=1
d log(νx)
±
i ∧ d(ηx)±i ⊗
d
dζ
.
It remains to express Ω±x in terms of the coordinates ζ, ν
±
j , η
±
j (and ζ˜, ν˜
±
j , η˜
±
j );
we shall do this only for the first case. Recall that χ, χx are related by
χx = hχ,
where h is some holomorphic function. Their duals ϑ, ϑx then satisfy
ϑx = h
−1ϑ.
Similarly, η, ηx satisfy
ηx = η − ξ.
Thus, over p−1(U), we have
(νx)
±
i = h
−1ν±i ,
(ηx)
±
i = η
±
i − ξ.
(3.47)
As h and ξ are given by
h(ζ) = exp {2[x1 − (x3 + ix2)ζ]} ,
ξ(ζ) = i[(x2 + ix3) + 2ix1ζ + (x2 − ix3)ζ2],
(3.48)
substituting them into Ω±x one gets
Ω±x =
k±∑
i=1
d log Ξ∗−xν
±
i ∧ dΞ∗−xη±i ⊗
d
dζ
=
k±∑
i=1
d log
(
h(ζ)−1ν±i
) ∧ d (η±i − ξ(ζ))⊗ ddζ
=
k±∑
i=1
d log ν±i ∧ dη±i ⊗
d
dζ
= Ω±.
A similar argument shows that Ω˜±x = Ω˜±. Therefore we have the result.
3.3.3 T 2-Actions on Holomorphic Symplectic Form
The T 2-action on Zk,l is defined as follows: for any (θ−, θ+) ∈ T 2, the action
is given by
Ξ(θ−,θ+) := ψ(θ−,θ+) × Id. (3.49)
Ξ(θ−,θ+) lifts to an action on
∧2 T ∗F ⊗p∗O(2), it is a tensor product whose first
factor is given by the dual of the differential of Ξ(θ−,θ+), and the second factor
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is the identity map on p∗O(2). We denote such action by Υ(θ−,θ+).
Proposition 3.8.
Ω(θ−,θ+) := Υ(θ−,θ+) ◦ Ω ◦ Ξ(−θ−,−θ+) = Ω.
Proof. Again, it is sufficient to show that
Ω±(θ−,θ+) := Υ(θ−,θ+) ◦ Ω
± ◦ Ξ(−θ−,−θ+) = Ω±,
Ω˜±(θ−,θ+) := Υ(θ−,θ+) ◦ Ω˜
± ◦ Ξ(−θ−,−θ+) = Ω˜±.
(3.50)
As before, we shall demonstrate it for the first case. Expand Ω±(θ−,θ+):
Ω±(θ−,θ+) =
k±∑
i=1
d log Ξ∗(−θ−,−θ+)ν
±
i ∧ dΞ∗(−θ−,−θ+)η±i ⊗
d
dζ
=
k±∑
i=1
d log e2iθ±ν±i ∧ dη±i ⊗
d
dζ
=
k±∑
i=1
d log ν±i ∧ dη±i ⊗
d
dζ
= Ω±.
A similar argument shows that Ω˜±(θ−,θ+) = Ω˜
±, therefore the proposition is
proved.
To summarize, we have shown that the lifts of the R3, T 2 and SO(3)-
actions on Mk,l preserve the holomorphic symplectic form Ω. Recall that,
to each a ∈ P1, Ω gives rise to the Ka¨hler form of the metric on Mk,l, with
respect to the complex structure that corresponds to a. Since the action of
R3 and T 2 do not change the complex structures of Mk,l, our result implies
that they must preserve all the Ka¨hler forms, hence the metric. The SO(3)-
action, in contrast, acts on the 2-sphere of complex structures by rotation; the
Ka¨hler form that corresponds to u is only preserved by an SO(2)-subgroup,
which shows that the elements in such subgroup are isometries. But since any
element in SO(3) preserves a complex structure and hence a Ka¨hler form, the
whole SO(3) group must act by isometries. We have deduced that:
Corollary 3.9. Mk,l admits the following isometry groups: R3, T 2 and SO(3).
3.4 Equivalence of Group Actions on Mk,l and Nk,l/G0
From here onwards, we shall always assume k < l, since this is the only case
that will concern us in the next two chapters. This section is devoted to
showing that the actions of R3, T 2, and SO(2) ⊂ SO(3) on the set of generic
elements in Mk,l and Nk,l are equivalent.
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Let (U, ζ), (U˜ , ζ˜) be affine charts of P1, and pi : TP1 → P1 is the usual
projection map. Recall that if (α, β) ∈ Ak((a, b)) is a solution to Nahm’s
equations, then there is an associated curve S in TP1, called spectral curve,
such that it is given by the equation
P (ζ, η) = det(η − β(ζ)) = 0 (3.51)
over pi−1(U), where
β(ζ) = (T2 + iT3) + 2iT1ζ + (T2 − iT3)ζ2. (3.52)
If (α, β) is a generic Nahm data in Nk,l, then we can find spectral curves
S−, S+. In addition, from the last chapter, we see that there are associated
meromorphic sections ν± of L2 over S± given by the functions
f− = τ ◦ κ−, f+ = κ+, (3.53)
over pi−1(U) ∩ S±, where
κ+(ζ, η) = u+(ζ, 1)
T (η − β+(ζ, 1))adju+(ζ, 1)P−(η),
κ−(ζ, η) = u−(ζ,−1)T (η − β−(ζ,−1))adju−(ζ,−1)P+(η).
In the above, P±(z) are the characteristic polynomial of β±(ζ); u±(ζ, ·) are
the unique solutions to
dw
dt
+ α±(ζ)w = 0, (3.54)
dw
dt
+ α−(ζ)w = 0, (3.55)
satisfying the boundary conditions
t−(l−k−1)/2P− (β+(ζ, t))u+(ζ, t)→ Ek+1,
u−(ζ, t)→ v−(ζ),
as t→ 0, where u+(ζ, 0) = (v−(ζ)T , 0, . . . , 0)T .
Lemma 3.10. The R3-action on Nahm data and spectral data coincide on
spectral curves.
Proof. Let (α, β) ∈ Ak((a, b)). For x = (x1, x2, x3) ∈ R3, the R3-action on
Nahm data takes β(ζ) to
βˆ(ζ) := β(ζ) + i[(x2 + ix3) + 2ix1ζ + (x2 − ix3)ζ2]Id,
so that the resulting curve has the equation det
(
η − βˆ(ζ)
)
= 0. On the other
hand, the R3-action on spectral data takes S to Rx(S), which is given by the
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equation (P ◦R−x)(ζ, η) = 0 over pi−1(U). But
(P ◦R−x)(ζ, η) = P
(
ζ, η − i[(x2 + ix3) + 2ix1ζ + (x2 − ix3)ζ2]
)
= det (η − i[(x2 + ix3) + 2ix1ζ + (x2 − ix3)− β(ζ))
= det
(
η − βˆ(ζ)
)
.
We deduce from the lemma that the R3-action on Nk,l and Mk,l are equiv-
alent as actions on Σk,l.
Proposition 3.11. The R3-action on the generic elements of the spaces Mk,l
and Nk,l/G0 are equivalent.
Proof. In the light of Lemma (3.10), it remains to prove that both the R3-
actions are equivalent on the meromorphic sections of L2. For x = (x1, x2, x3) ∈
R3, let
h(ζ) = e2[x1−(x3+ix2)ζ],
ξ(ζ) = i[(x2 + ix3) + 2ix1ζ + (x2 − ix3)ζ2].
(3.56)
While the R3-action on Mk,l takes f±(ζ, η) to
h(ζ)f±(ζ, η − ξ(ζ)), (3.57)
the R3-action on Nk,l/G0 is given by
(α(ζ), β(ζ)) 7→ (αx±(ζ), βx±(ζ)) , (3.58)
where
αx±(ζ) = α±(ζ) + [−x1 + (x3 + ix2)ζ]Id,
βx±(ζ) = β±(ζ) + ξ(ζ)Id.
(3.59)
We wish to show that the meromorphic functions given by
(
αx±(ζ), βx±(ζ)
)
are the same as those in (3.57). First note that u+(ζ, t) is a solution to (3.54)
if and only if
ux+(ζ, t) := e
[x1−(x3+ix2)ζ]tu+(ζ, t) (3.60)
is a solution to
dw
dt
+ αx+(ζ)w = 0.
Let Px± be the characteristic polynomial of βx±(ζ). We claim that
t−(l−k−1)/2Px−
(
βx+(ζ)
)
ux+(ζ)→ Ek+1 (3.61)
as t→ 0, so that ux+(ζ, t) is indeed the unique solution to (3.54) which satisfies
the correct boundary condition. It is sufficient to notice that Px−(βx+(ζ)) =
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P−(β+(ζ)): writing
P−(z) = det(z − β−(ζ)) = zk + ck−1zk−1 + · · ·+ c0,
then Px−(z) = det(z − βx−(ζ)) is given by
(z − ξ(ζ))k + ck−1(z − ξ(ζ))k−1 + · · ·+ c0,
which yields
Px−(βx+(ζ)) = (βx+(ζ)− ξ(ζ)Id)k + ck−1(βx+(ζ)− ξ(ζ)Id)k−1 + · · ·+ c0
= β+(ζ)
k + ck−1β+(ζ)k−1 + · · ·+ c0
= P−(β+(ζ)).
Hence, the section ν+x given by
(
αx±(ζ), βx±(ζ)
)
is the function
f+x (ζ, η) := ux+(ζ, 1)
T (η − βx+(ζ, 1))adjux+(ζ, 1)Px−(η),
which is equal to
e2[x1−(x3+ix2)ζ]u+(ζ, 1)T (η − ξ(ζ)− β+(ζ, 1))adju+(ζ, 1)P−(η − ξ(ζ)).
One may check that this is the same as (3.57). Similarly, one can show that
f−x = h(ζ)f
−(ζ, η − ξ(ζ)).
Hence, the R3-actions coincide on f−, f+. Repeating the argument for f˜−, f˜+,
one concludes that the two actions are indeed equivalent.
Next, we prove the analogous statement for T 2-actions:
Proposition 3.12. The T 2-action on the generic elements of the spaces Nk,l/G0
and Mk,l are equivalent.
Proof. As the actions of T 2 act trivially on the spectral curves, it remains to
check that they are equivalent on the meromorphic sections. Let (θ−, θ+) ∈ T 2.
Then the T 2-action of Mk,l on f
± is given by
f± 7→ e−iθ±f±,
whereas p(θ−,θ+), the T
2-action of Nk,l/G0, acts by
(α(ζ), β(ζ)) 7→ (α(θ−,θ+)(ζ), β(θ−,θ+)(ζ)) ,
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where β(θ−,θ+)±(ζ) := β±(ζ) and
α(θ−,θ+)−(ζ) : = α−(ζ)− iθ−Id,
α(θ−,θ+)+(ζ) : = α+(ζ) + iθ+Id.
(3.62)
Let f±(θ−,θ+) be the representative functions of L
2 over pi−1(U)∩S±, associated
to
(
α(θ−,θ+)(·), β(θ−,θ+)(·)
)
. We need to show that
f±(θ−,θ+) = e
−iθ±f±. (3.63)
Observe that u+(ζ, t) is a solution to (3.54) if and only if
u(θ−,θ+)+(ζ, t) := e
−iθ+tu+(ζ, t) (3.64)
is a solution to
dw
dt
+ α(θ−,θ+)+(ζ)w = 0.
As u+(ζ, t) satisfies the boundary condition, one may check that u(θ−,θ+)+(ζ, t)
also does. Hence,
e−iθ+f+(ζ, η) = e−iθ+u+(ζ, 1)T (η − β+(ζ, 1))adju+(ζ, 1)p−(η)
=
(
e−iθ+/2u+(ζ, 1)
)T
(η − β+(ζ, 1))adj
(
e−iθ+/2u+(ζ, 1)
)
P−(η)
= u(θ−,θ+)+(ζ, 1)
T (η − β(θ−,θ+)+(ζ, 1))adju(θ−,θ+)+(ζ, 1)P−(η)
= f+(θ−,θ+)(ζ, η).
Similarly, one can show that f−(θ−,θ+) = e
−iθ−f−. Repeating the argument for
f˜−, f˜+, we conclude that the two actions do indeed coincide.
Let S ⊂ TP1 be the curve defined by the Nahm data (α, β) ∈ Ak((a, b))
via (3.51), and
g =
[
λ¯ −µ
µ¯ λ
]
∈ SU(2)/± ' SO(3).
Over pi−1(Rg(U)) ∩ pi−1(U), Rg(S), the image of S under Rg : TP1 → TP1, is
given by the equation
det
(
η − (−µ¯ζ + λ¯)2β
(
λζ + µ
−µ¯ζ + λ¯
))
= 0. (3.65)
On the other hand, for any A = (aij) ∈ SO(3), its action on Nahm data takes
S to the curve defined by
det(η −A · β(ζ)) = 0, (3.66)
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where
A · β(ζ) :=
3∑
j=1
(
(a2jTj + ia3jTj) + 2ia1jTjζ + (a2jTj − ia3jTj)ζ2
)
.
Let Φ : SU(2)→ SO(3) be the double covering map defined by
(
λ µ
−µ¯ λ¯
)
7→
|λ|
2 − |µ|2 −2={λ¯µ¯} −2<{λ¯µ¯}
−2={λ¯µ} <{λ¯2 + µ2} −={λ¯2 − µ2}
2<{λ¯µ} ={λ¯2 + µ2} <{λ¯2 − µ2}
 .
Lemma 3.13. The above SO(3)-actions are equivalent on the space of spectral
curves.
Proof. It suffices to show that the equality
Φ(g) · β(ζ) = (−µ¯ζ + λ¯)2β
(
λζ + µ
−µ¯ζ + λ¯
)
(3.67)
holds for any g ∈ SU(2). We begin by expanding the right-hand-side:
(T2 + iT3)(−µ¯ζ + λ¯)2 + 2iT1(λζ + µ)(−µ¯ζ + λ¯) + (T2 − iT3)(λζ + µ)2.
It is not difficult to see that this is equivalent to
3∑
j=1
(
(Φ(g)2jTj + iΦ(g)3jTj) + 2iΦ(g)1jTjζ + (Φ(g)2jTj − iΦ(g)3jTj)ζ2
)
,
which is equal to Φ(g) · β(ζ) by definition.
We deduce from the lemma that the two SO(3)-actions are equivalent on
Σk,l. Although such actions should also be equivalent on Mk,l, it seems to be
very difficult to show. We have, however, the following weaker result:
Proposition 3.14. The S˜O(2)-actions on the generic elements of the spaces
Nk,l/G0 and Mk,l are equivalent.
The group S˜O(2) is the subgroup of SO(3) generated by elements of the
form
V =
[
eiθ/2 0
0 e−iθ/2
]
, θ ∈ [0, 2pi).
Proof. Let (α, β) ∈ Nk,l be a generic element. Due to Lemma (3.13), it remains
to prove that the two actions are equivalent on the meromorphic functions f±.
Observe that the element V gives rise to the map
f±(ζ, η) 7→ f±(e−iθζ, e−iθη)
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under the action on Mk,l, and the map
(α±(ζ), β±(ζ)) 7→ (αV±(ζ), βV± (ζ)),
under the action on Nk,l/G0, where
βV± (ζ) = e
iθgV β±(e−iθζ)(gV )−1,
αV±(ζ) = g
V α±(e−iθζ)gV − dg
V
dt
(gV )−1,
(3.68)
as V descends to the SO(3) element
A =
1 0 00 cos θ − sin θ
0 sin θ cos θ
 .
Let f+V denote the meromorphic function that represents the section of L
2
associated to these Nahm data: it is given by
f+V (ζ, η) := u
V
+(ζ, 1)
T (η − βV+ (ζ, 1))adjuV+(ζ, 1)P V− (η),
where uV+(ζ, ·) is the unique solution to
dw
dt
+ αV+(ζ)w = 0, (3.69)
such that
t−(l−k−1)/2P V−
(
βV+ (ζ, t)
)
uV+(ζ, t)→ Ek+1 (3.70)
as t → 0, where P V− (z) is the characteristic polynomial of βV− (ζ). We shall
show that
f+V (ζ, η) = f
+(e−iθζ, e−iθη).
First observe that we have
uV+(ζ, ·) = gV u+(e−iθζ, ·)
if u+(ζ, ·) a solution to (3.54). Let us consider the quantity
P V−
(
βV+ (ζ)
)
gV u+(e
−iθζ, ·). (3.71)
Lemma 3.15.
P V−
(
βV+ (ζ)
)
= eikθgV P−(β+(e−iθζ))(gV )−1.
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Proof of Lemma. Let P−(z) = det(z − β−(e−iθζ)). Then
P V− (z) = det(z − βV− (ζ))
= det(z − eiθgV β−(e−iθζ)(gV )−1)
= eikθ det(e−iθz − β−(e−iθζ))
= eikθP−(e−iθz).
Substituting βV+ (ζ) into P
V− (z), we have
P V− (β
V
+ (ζ)) = e
ikθP−(e−iθβV+ (ζ))
= eikθP−(e−iθeiθgV β+(e−iθζ)(gV )−1)
= eikθgV P−(β+(e−iθζ))(gV )−1.
By the lemma, we see that (3.71) is equal to
eikθgV P−(β+(e−iθζ))u+(e−iθζ, ·).
If u+(e
−iθζ, ·) satisfies the boundary condition
t−(l−k−1)/2P−
(
β+(e
−iθζ, t)
)
u+(e
−iθζ, t)→ Ek+1
as t→ 0, then in the same limit we have
P V−
(
βV+ (ζ)
)
gV u+(e
−iθζ)→ eikθ
(
0
ρ(V )
)
Ek+1. (3.72)
But since
ρ(V ) =

ei(l−k−1)θ/2 0
ei(l−k−3)θ/2
. . .
0 e−i(l−k−1)θ/2
 ,
the solution
uV+(ζ) = e
−i(l+k−1)θ/2gV u+(e−iθζ) (3.73)
satisfies both (3.69) and (3.70). Thus, f+V (ζ, η) is given by
e−i(l−1)θu+(e−iθζ, 1)T (η − eiθβ+(e−iθζ, 1))adju+(e−iθζ, 1)P−(e−iθη),
which is easily seen to be equal to f+(e−iθζ, e−iθη). In addition, since
uV−(ζ) = e
−i(l+k−1)θ/2u−(e−iθζ). (3.74)
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one may show that
f−V (ζ, η) = f
−(e−iθζ, e−iθη).
along the same line. Repeating the argument for f˜−, f˜+, one concludes that
the two actions are indeed equivalent.
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Chapter 4
Monopole-Clusters of Charge
(1, 2)
In the first section, we show that any general solution in N1,2 can be reduced
to some standard solution, where it is given in terms of Jacobi elliptic func-
tions and Pauli matrices. As the procedure is invertible, it implies that any
element in N1,2 must take a particular form. Next, we define a 1-parameter
family of regions N(δ) in the moduli space N1,2/G0, each of which contains
the asymptotic region where monopole-clusters are widely separated. Then
we prove that, within any given N(δ), the intersection points of the spectral
curves come into pairs with rate 1/R, where R is the separation distance be-
tween the monopole-clusters; such result is consistent with the postulate that
the metric of Mk,l becomes (1/R)-close to the product metric when monopole-
clusters separate. Afterwards, we write down explicitly the spectral data for
M1,2 in terms of familiar functions, and also the constraints that the spectral
curves must satisfy.
The last section is devoted to classifying the action of the subgroups of
S˜O(2)×T 2 that have at least one fixed point in N(δ) with δ = 1. In particular,
we show that the fixed point sets of certain subgroups are given, in some
fixed gauge, by families of Nahm data parametrized by real coordinates; the
nontrivial part is to show that any fixed point actually lies in such a family.
As both the S˜O(2)-action and the T 2-action are isometries with respect to
the monopole-cluster metric, all such families of Nahm data represent totally
geodesic submanifolds of M1,2.
4.1 The Moduli Space N1,2/G0
Recall from Definition (2.4) that the space N1,2 consists of a collection of
solutions (T−, T+) to Nahm’s equation satisfying the following:
(a) T−j , j = 0, 1, 2, 3, are u(1)-valued on [−1, 0] and T+k , k = 0, 1, 2, 3, are
u(2)-valued on [0, 1].
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(b) T±j is analytic everywhere for j = 0, 1, 2, 3.
(c) For each j = 1, 2, 3, T−j patches with the (1, 1)-entry of T
+
j at t = 0, i.e.
T−j (0) = T
+
j (0)1,1.
(d) The solutions are symmetric at t = 1.
The gauge group G0 consists of gauge transformations g, where g− is U(1)-
valued on [−1, 0] with g−(−1) ∈ O(1,R), and g+ is U(2)-valued on [0, 1] with
g+(1) ∈ O(2,R). In addition, g− and g+ must satisfy the patching condition
g+(0) =
(
g−(0) 0
0 1
)
.
We shall be interested in the moduli space N1,2/G0.
It is evident that if (T0, T1, T2, T3) is a one-dimensional solution to Nahm’s
equations, then T1, T2, T3 must all be constants. Note also that, to completely
determine a point (T−, T+) ∈ N1,2, it is sufficient to know T+ on [0, 1] together
with T−0 on [−1, 0]: for i = 1, 2, 3, T−i are one-dimensional and they coincide
with the (1, 1)-entry of T+i at t = 0.
4.1.1 Parametrizations
From the last chapter, we know that in general, there are R3, T 2 and SO(3)-
actions on Nk,l/G0. In particular, the SO(3)-action on N1,2/G0 becomes less
complicated: for any A = (aij) ∈ SO(3), it acts on N1,2/G0 merely by
T±0 7→ T±0 ,
T±i 7→
3∑
j=1
aijT
±
j , i = 1, 2, 3,
i.e. it has no coupling gauge transformation. We shall show that, using the
actions mentioned above, any general element in Nk,l/G0 can be reduced to
some standard solution. But first we have the following:
Lemma 4.1. Up to the action of R3 and T 2, any point in N1,2 can be given
by Nahm data (T−, T+), where T+j is su(2)-valued for each j = 0, 1, 2, 3, and
T−0 ≡ 0.
Proof. Let (T−, T+) ∈ N1,2 and write T± = (T±0 , T±1 , T±2 , T±3 ). Using the
R3-action, one can make T+1 , T
+
2 , T
+
3 trace-free by means of the map
T±j 7→ T±j −
1
2
tr
(
T+j (1)
)
Id.
Since Nahm’s equations imply that the trace of T+1 , T
+
2 , T
+
3 are constant in t,
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they are actually su(2)-valued functions. Moreover, the action given by
g±(t) = exp
(
−1
2
∫ t
0
tr T±0
)
makes T−0 identically zero and the trace of T
+
0 zero. This action is actually
equivalent to a T 2-action on N1,2/G0: if h(θ−,θ+) is the T 2-action with
(θ−, θ+) =
(
i
2
∫ 0
−1
tr T−0 ,
i
2
∫ 1
0
tr T+0
)
,
then h(θ−,θ+)g
−1 ∈ G0.
The set of elements in N1,2 that have the property in the above lemma is
denoted by N01,2.
We shall now use the SO(3)-action to reduce the elements in N01,2 further.
The following uses the argument given by Dancer [14]. We define
〈T+i , T+j 〉 := −
1
2
trT+i T
+
j ,
where 〈 , 〉 is the Killing form of su(2). Let us consider the following quantities:
α1 = 〈T+1 , T+1 〉 − 〈T+2 , T+2 〉,
α2 = 〈T+1 , T+1 〉 − 〈T+3 , T+3 〉,
α3 = 〈T+1 , T+2 〉,
α4 = 〈T+1 , T+3 〉,
α5 = 〈T+2 , T+3 〉.
(4.1)
Note that the Nahm’s equations imply that all the αi are constant in t. The
map defined by
(T−, T+) 7→

1
3(α1 + α2) α3 α4
α3
1
3(α2 − 2α1) α5
α4 α5
1
3(α1 − 2α2)
 (4.2)
sends elements in N01,2 to the space of real traceless 3× 3 symmetric matrices.
This is an SO(3)-equivariant map: the action of SO(3) on the target space
acts by conjugation. Since symmetric matrices are diagonalizable, the image
of any element in N01,2 can be conjugated to a diagonal matrix by some matrix
A ∈ SO(3). In addition, A may be chosen so that the entries of the diagonal
matrix are arranged in ascending order. The resulting Nahm data satisfy
〈T+1 , T+2 〉 = 〈T+2 , T+3 〉 = 〈T+3 , T+1 〉 = 0,
〈T+1 , T+1 〉 ≤ 〈T+2 , T+2 〉 ≤ 〈T+3 , T+3 〉.
(4.3)
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Let
χ1 =
(
0 1
−1 0
)
, χ2 =
(
0 i
i 0
)
χ3 =
(
i 0
0 −i
)
be a basis of su(2). Since T+3 is symmetric at t = 1, there is a matrix P ∈
SO(2) which diagonalizes T+3 (1), i.e. RT
+
3 (1)R
−1 is diagonal. Let g : [0, 1]→
SU(2) be the unique solution to
dg
dt
= gT+0 (4.4)
with g(1) = P . We claim that
Lemma 4.2.
(gT+j g
−1)(1) = λjχj
with λj = 〈T+j (1), T+j (1)〉1/2 for j = 2, 3 and λ1 = 0.
Proof. We see immediately that this is true for j = 3. Then as orthogonality
is preserved under conjugations, (4.3) implies that
(gT+1 g
−1)(1) = aχ1 + bχ2,
(gT+2 g
−1)(1) = cχ1 + dχ2,
for some constants a, b, c, d ∈ R. The fact that the solutions are symmetric
at t = 1 means a and c must both be zero, so the claim is true for j = 2.
Finally, orthogonality implies b or d is zero, but since b2 ≤ d2, we must have
b = λ1 = 0 and the lemma is proved.
Thus, the quadruple
(0, gT+1 g
−1, gT+2 g
−1, gT+3 g
−1) (4.5)
is the unique solution to Nahm’s equations over [0, 1], satisfying Ti(1) = λiχi.
It turns out that such solutions must be given by the following ansatz:
T0 ≡ 0, Ti = −fi
2
χi, for i = 1, 2, 3, (4.6)
where {fj}3j=1 is a solution to the Euler’s equations:
df1
dt
= f2f3 (4.7)
and two other equations are obtained by cyclic permutations. For the solutions
given by (4.5), fi must additionally satisfy
f21 ≤ f22 ≤ f23 , fi(1) = −2λi, i = 1, 2, 3. (4.8)
There are two cases: either all the fj are constant, or they are all non-constant:
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Lemma 4.3. Suppose {fj}3j=1 is a solution to the Euler’s equations satisfying
(4.8). If fi is constant for some i, then f3 must also be constant. Moreover,
(f1, f2, f3) = (0, 0,−2λ3) is the only constant solution to the Euler’s equations.
Proof. Suppose f1 is constant. Since f1(1) = −2λ1 = 0, f1 must be identically
zero. Then equations (4.7) imply f3 is constant.
Suppose f2 is constant, then from (4.7) we have f3(t)f1(t) = 0 for all t.
Suppose f3(t˜) = 0 for some t˜. Then by the inequalities, f2(t˜) is zero and so
f2 ≡ f1 ≡ 0. Now f1 is constant, so by the first case, f3 is constant. If f3 is
never zero, then f1 ≡ 0 and once again f3 must be constant.
Now suppose f3 is constant, so f3 ≡ −2λ3. The Euler’s equations give
f1f2 ≡ 0 and
df1
dt
= −2λ3f2,
df2
dt
= −2λ3f1.
The general solution to these equations is of the form(
f1(t)
f2(t)
)
=
(
a cosh(−2λ3t) + b sinh(−2λ3t)
a sinh(−2λ3t) + b cosh(−2λ3t)
)
.
Suppose f2 vanishes at some point t˜, then f1(t˜) = 0. Multiplying these equa-
tions and rearranging, we obtain (a2 − b2) sinh(λ3t˜) = 0, i.e. a2 = b2 or t˜ = 0.
If a2 6= b2 holds, then t˜ = 0 and this implies a = b = 0, a contradiction.
Therefore a2 = b2. For a = ±b, The equations f1(1) = 0 and f1(t˜) = 0 imply
a(1± tanh(−2λ3)) = 0,
a(1± tanh(−2λ3t˜)) = 0.
Solving the equations yields a = b = 0 or t˜ = 1. The former case implies
f1 ≡ f2 ≡ 0. In the latter case, it implies f2 is only zero at t = 1. Bear in
mind that f1f2 = 0, we must have f1 ≡ 0. From (4.7), f1 is constant means
that f3f2 = −2λ3f2 = 0, which implies f2 ≡ 0.
Suppose f2 is nowhere vanishing. Then f1 ≡ 0, but it is constant means
that f3f2 = −2λ3f2 = 0, which implies f2 ≡ 0, a contradiction.
Now suppose {fj}3j=1 is a non-constant solution to the Euler’s equations
satisfying (4.8). We shall show that they are given in terms of the Jacobi
elliptic functions. Since f21 ≤ f22 ≤ f23 , there are constants of integration given
by
c221 = f
2
2 − f21 ,
c231 = f
2
3 − f21 ,
c232 = f
2
3 − f22 .
(4.9)
Suppose fj has the form
fj(t) = DFj(u),
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where D > 0 and Fj satisfy the Euler’s equations. For p ∈ R, we let
u = D(t+ p).
Then
F 21 = −(c31/D)2 + F 23 ,
F 22 = −(c32/D)2 + F 23 .
For some appropriate 0 ≤ k ≤ 1, we may set
c221 = D
2(1− k2), c231 = D2, c232 = D2k2,
which yield (
dF3
du
)2
= (F 23 − 1)(F 23 − k2).
Put y = −1/F3, then the equation can be re-written in terms of y:(
dy
du
)2
= (1− y2)(1− k2y2). (4.10)
Let
v =
∫ φ
0
=
dt√
1− k2 sin2 t
, k ∈ [0, 1].
It is well-known that the Jacobi elliptic function
snk(v) = sinφ (4.11)
solves (4.10). The conclusion is that fi must have the form
f1(t) = ±aDcnk(D(t+ p))
snk(D(t+ p))
,
f2(t) = ±bDdnk(D(t+ p))
snk(D(t+ p))
,
f3(t) = ±c D
snk(D(t+ p))
,
(4.12)
where
cnk(v) = cosφ, dnk(v) =
√
1− k2 sin2 φ. (4.13)
The indices a, b, c in (4.12) are inserted to emphasise that the signs do not
necessarily share the same index; the possibilities are either all negative or
two positive. Note that the fj have a pole at −p.
Let us now consider the ansatz given in (4.6), where fi are of the form in
(4.12). By virtue of the SO(3)-action, we may assume that all the signs in fj
are negative. As the solutions need to be non-singular throughout [0, 1], we
must either have p > 0 or p < −1. But the symmetricity condition at t = 1
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implies that
K(k) = D(1 + p), (4.14)
where
K = K(k) =
pi
2
∞∑
n=0
[
(2n− 1)!!
(2n)!!
]2
k2n (4.15)
is the complete elliptic integral of the first kind. Since K,D are both positive,
p can never be negative. Hence p > 0. Note that the constant solutions
correspond to the ansatz by taking the limit k → 1 and p→∞ simultaneously.
More precisely, we have just shown the following:
Proposition 4.4. Up to the actions of R3, T 2 and SO(3), any point in N1,2
is given by
T˜−0 ≡ 0, T˜+0 =
dg
dt
g−1,
T˜−j ≡ (T+j )11, T˜+j = −
fj
2
gχjg
−1, j = 1, 2, 3,
where g is some SU(2)-valued function on [0, 1] such that g(1) ∈ SO(2);
f1(t) = −Dcnk(D(t+ p))
snk(D(t+ p))
,
f2(t) = −Ddnk(D(t+ p))
snk(D(t+ p))
,
f3(t) = − D
snk(D(t+ p))
,
with 0 ≤ k ≤ 1, 0 < p ≤ ∞ and D(k, p) = K(k)/(1 + p). Note that, as k → 1,
we have p→∞, so that the limit of D is finite.
For the interpretation of g, see below. Observe that if we let p → 0,
the Nahm data T+ approaches a monopole of charge 2: the solution would
then have pole at t = 0 with residues defining a two-dimensional irreducible
representation of su(2). Therefore, we may view p as a separation parameter
which controls the distance between the two monopoles.
4.1.2 Special Action on N1,2
In the proof of the above proposition, one uses a function
g : [0, 1]→ SU(2)
with g(1) ∈ SO(2) to gauge T+0 to zero. We shall give a geometrical interpre-
tation of such map. Let E be the group of all such g. Then E acts on N1,2 as
follows: for any g ∈ E , its action on T+ is by gauge transformations, whereas
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T− gets mapped by
T−0 7→ T−0 ,
T−j 7→ (gT+j g−1)11, j = 1, 2, 3.
(4.16)
In particular, E acts on the spectral curves that arise from N1,2. Notice that
such action does not descend to an action on N1,2/G0, since in general it
does not preserve the G0-orbits. Nevertheless, it does act on Σ1,2, and can be
described in terms of a nice picture, which we shall illustrate now.
Given (T−, T+) ∈ N1,2, the location of S− is given by
−i(T+1 (0)11, T+2 (0)11, T+3 (0)11) ∈ R3. (4.17)
Suppose the solutions are in the form given by Proposition (4.4). If we identify
R3 ∼= su(2) by the isomorphism φ(ei) := χi/2, then the adjoint action on
su(2) is equivalent to the SO(3)-action on R3. That means, there exists an
A ∈ SO(3) such that φ (Aei) = Ad(g(0))χi. Writing A = (aij), the location
of S− is then given by
−1
2
(f1(0)a13, f2(0)a23, f3(0)a33).
As T+j are trace-free for j = 1, 2, 3, the centre of S
+ is at the origin, hence the
distance between S−, S+ is simply the Euclidean norm of the centre of S−:
R2 =
D2
4sn2k(Dp)
[
a213cn
2
k(Dp) + a
2
23dn
2
k(Dp) + a
2
33
]
. (4.18)
If (x1, x2, x3) ∈ R3 represents the position of S−, then it satisfies
x21
(f1(0))2
+
x22
(f2(0))2
+
x23
(f3(0))2
=
1
4
. (4.19)
That means, if we view the curves as objects in R3, then for fixed k, p, the
E-orbit of (S−, S+) fixes S+ since it acts on T+ by gauge transformation, but
the position of S− traces out an ellipsoid. In particular, for k = 0 we have
f1(0) < f2(0) = f3(0), the ellipsoid then becomes axially symmetric about the
x1-axis, and it is called oblate ellipsoid of revolution. If we are restricted to
the region where 0 ≤ k < δ < 1 for some fixed δ, then from (4.18), we see that
p→ 0 and R2 ∼ (1/2p)2 as R→∞. Hence
x21 + x
2
2 + x
2
3 ∼ R2, (4.20)
i.e. the ellipsoid is asymptotically a sphere. Therefore, for any fixed (S−0 , S
+
0 ) ∈
Σ1,2, the g ∈ E may be viewed as a parametrization of{
(S−, S+) ∈ Σ1,2
∣∣S+ = S+0 }
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as an ellipsoid.
4.1.3 Asymptotic Behaviour
In (4.20), we have considered the following region:
Definition 4.5. Let 0 < δ < 1 be any fixed number. Then N1,2(δ) is defined
to be
{T ∈ N1,2 | 0 < p <∞, 0 ≤ k < δ < 1 } .
Note that each N1,2(δ) contains the asymptotic region of N1,2 where p is
sufficiently small and that the monopole-cluster metric is positive-definite. We
shall prove the following:
Proposition 4.6. Let 0 < δ < 1 be fixed, and let (U, ζ) be an affine chart
of P1. For any (S−, S+) ∈ Σ1,2 that arises from N1,2(δ). Then, up to the
SO(3)-action, we have
|ζ+ − ζ−| = O(1/R) as R→∞,
where ζ−, ζ+ ∈ C correspond to a pair of non-antipodal points of pi(S− ∩ S+)
in U ; R is the Euclidean distance between the centres of S− and S+.
Proof. Since the actions of R3, T 2 and SO(3) on N1,2 all preserve the distance
R, it is sufficient to consider solutions of the form given in Proposition (4.4).
We shall first compare
u = K −D
with respect to R, and then use this result to compute the rate of convergence
of ζ−, ζ+ in terms of R. Consider the Taylor expansion of the Jacobi elliptic
functions for small u:
cnk(u) = 1− u2/2 +O(u4),
dnk(u) = 1− k2u2/2 +O(u4),
snk(u) = u− (1 + k2)u3/6 +O(u4).
From (4.18) and the relation u = Dp, we see that R→∞ if and only if u→ 0.
Moreover, R2 can be expressed in terms of u:
R2 =
D2
4u2
(1 +O(u2)).
After some calculation, we can change the role between u and R:
u =
D
2R
(1 +O(R−2)).
Using this, we may write
T+j (0) = R(1 + bju
2 +O(u4))χj , for j = 1, 2, 3,
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where the bj are some constants uniformly bounded in k. Over U , we have
β+(ζ, 0) = Ri
(
i(1− ζ2) +O(u2) (1− ζ)2 +O(u2)
(1 + ζ)2 +O(u2) −i(1− ζ2) +O(u2)
)
.
Using the SO(3)-action if necessary, we may assume pi(S−∩S+) ⊂ U , where pi :
TP1 → P1 is the projection map. Then each point in pi(S− ∩S+) corresponds
to the conditions that β−(ζ), β+(ζ) have either a common eigenvector or a
common eigen-covector, with the same eigenvalue at t = 0. In our case, the
existence of a common eigenvector (resp. eigen-covector) implies that β+(ζ, 0)
is upper-triangular (resp. lower-triangular). Let h = g(0), where g is given in
Proposition (4.4). If hβ+(ζ, 0)h
−1 is upper-triangular, then the vanishing of
its (2, 1)-entry gives us the following constraint:
(
(h¯11 − ih¯12)2 +O(u2)
)− 2 (h¯211 + h¯212 +O(u2)) ζ
+
(
(h¯11 + ih¯12)
2 +O(u2)
)
ζ2 = 0.
Solving for ζ we obtain
ζ± =
(
h¯211 + h¯
2
12 +O(u
2)
)±√O(u2)
(h¯11 + ih¯12)2 +O(u2)
.
Now compare the distance |ζ+ − ζ−| in terms of R:
|ζ+ − ζ−| =
∣∣∣∣∣
√
O(u2)
(h¯11 + ih¯12)2 +O(u2)
∣∣∣∣∣ = O(u).
But since we proved that u ∼ D/2R, the result follows.
4.2 Spectral Data for M1,2
Let us recall the spectral data for M1,2: if (S
−, ν−, S+, ν+) ∈ M1,2, then S−,
S+ are compact real curves in TP1, and ν−, ν+ are meromorphic sections of
L2 over S−, S+. If (U, ζ) is an affine chart, then any curves S−, S+ may be
represented over pi−1(U) by
S− : η + q(ζ) = 0,
S+ : η2 + a1(ζ)η + a2(ζ) = 0,
where aj(ζ) is a polynomial of degree j and q(ζ) is a quadratic polynomial.
Generically, the intersection of S− and S+ consists of four points in TP1.
Suppose for each point a ∈ pi(S− ∩ S+), we have ζ(a) 6= 0 (or we choose a
different affine chart). Let us view pi(S− ∩S+) as a set of points in C, and we
denote those points by αi, βi, i = 1, 2, where βi = −1/α¯i. By definition, there
is a divisor D of S− (resp. S+) such that the equality S− ∩ S+ = D + τ(D)
97
holds as divisors of S+ (resp. S−). Without loss of generality, we may assume
α1, α2 ∈ pi(D) and β1, β2 ∈ pi(τ(D)), where D here is viewed as a set of points
in TP1.
4.2.1 Explicit Expression of Meromorphic Sections
As for spectral curves, ν± can also be represented by functions f± locally, and
it is our task to find explicit expressions for them. Let us first compute f−: if
we write
q(ζ) = −i ((x2 + ix3) + 2ix1ζ + (x2 − ix3)ζ2) ,
then since ν− is a section of L2 ' [τ(D)−D] over S−, we must have
f−(ζ, η) = ςe−2i(ix1+(x2−ix3)ζ)
(ζ − β1)(ζ − β2)
(ζ − α1)(ζ − α2)
over S− ∩ pi−1(U). There is a corresponding function f˜− over S− ∩ pi−1(U˜),
which relates to f− by f˜− = e2η/ζf− on the overlap. Moreover, as ν− satisfies
ν−σ(ν−) = 1, it turns out that such condition is equivalent to
|ς| = 1. (4.21)
To obtain an expression for ν+, let us first use the R3 and SO(3)-actions to
put S+ into the form
η2 = r1ζ
3 − r2ζ2 − r1ζ, (4.22)
where r1 ≥ 0, r2 ∈ R. There are two cases to deal with: either S+ is reducible
or is smooth, corresponding to r1 = 0 or r1 > 0 respectively.
Suppose we are in the former case. Then S+ can be written as
P+(ζ, η) = (η − a1ζ)(η − a2ζ) = 0, (4.23)
where a1 = i
√
r2, a2 = −i√r2. It can be seen that S+ has singularities at
(ζ, η) = (0, 0) and (∞, 0); to represent ν+ on this curve, we first need to
understand what is meant by a holomorphic function around these singular-
ities. Let J = 〈P+〉 be the ideal generated by P+. A holomorphic function
on S+ ∩ U is a local section of the quotient sheaf O/J near (0, 0): it is
represented uniquely by
h = g1(ζ) + ηg2(ζ),
where g1, g2 are holomorphic functions in ζ. For each j = 1, 2, we have a
holomorphic function
hj = g1(ζ) + ajζg2(ζ)
over the component η = ajζ. Suppose we are given the holomorphic functions
h1, h2 on the respective components, we wish to work out the correct condition
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to impose so that they define a local section of O/J . Write
gj = gj,0 + gj,1ζ + . . . ,
hj = hj,0 + hj,1ζ + . . . .
We see that(
h1
h2
)
=
(
1 a1ζ
1 a2ζ
)(
g1,0
0
)
+ ζ
(
1 a1
1 a2
)[(
g1,1
g2,0
)
+ ζ
(
g1,2
g2,1
)
+ . . .
]
.
For a1 6= a2, the matrix (
1 a1
1 a2
)
is non-singular, and there exists constants g1,(i+1), g2,i, i ≥ 0, solving h1,k, h2,k
uniquely for each k ≥ 1. This is always true for generic monopole-clusters
since their spectral curves do not have multiple components, implying that
a1 6= a2. For h1,0, h2,0, there is the following compatibility condition:
h1(0) = h2(0). (4.24)
Any meromorphic function h in a neighbourhood of (0, 0) on S+ is by definition
a quotient of two sections of O/J near (0, 0), so we deduce that h is equivalent
to h1, h2 such that hj = pj/qj , j = 1, 2, where pj and qj 6≡ 0, are holomorphic
functions on η = ajζ satisfying p1(0) = p2(0) and q1(0) = q2(0).
For j = 1, 2, we let
pj(ζ) = ξj(ζ − αj),
qj(ζ) = (1 + α¯jζ),
where ξ1, ξ2 ∈ C \ {0}. It is clear that qj satisfy the compatibility condition;
pj satisfy the condition if and only if
ξ1α1 = ξ2α2. (4.25)
Assuming (4.25) holds, then
f+(ζ, η) :=
p1(ζ)/q1(ζ) if η = a1ζp2(ζ)/q2(ζ) if η = a2ζ (4.26)
defines a meromorphic function on S+∩pi−1(U). Similarly, providing that the
corresponding compatibility condition
ξ1α¯2e
a1 = ξ2α¯1e
a2 (4.27)
also holds, there is a meromorphic function f˜+ over S+ ∩ pi−1(U˜) which re-
lates to f+ by f˜+ = e2η/ζf+ on the overlap, and hence f+, f˜+ are local
representative function of ν+ on S+.
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Now suppose r1 > 0. We shall parametrize the curve S
+ using the Weier-
strass ℘-function
℘(u) =
1
u2
+
∑
ω∈L\{0}
1
(u+ ω)2
− 1
ω2
(4.28)
and its derivative, where L is a lattice in the complex plane. Following [28],
let
η = k1℘
′(u),
ζ = ℘(u) + k2,
(4.29)
where k1 =
√
r1/4, k2 = r2/3r1. It is readily checked that (4.22) becomes
(℘′)2 = 4℘3 − g2℘− g3
with g2 = 12k
2
2 + 4 and g3 = 8k
3
2 + 4k2. The lattice L here is determined by
S+: since the curve is real and the real structure τ has no fixed point, the
lattice must be rectangular, with positive real and imaginary generators given
by ωr, ωi. Let us denote the points on the u-plane corresponding to ζ˜ = 0 by
±u∞. In addition, let uα1 , uα2 , uβ1 , uβ2 be points on the u-plane that represent
the intersections points. Then over pi−1(U) ∩ S+, ν+ is given by
f+(ζ, η) = C exp {2k1(ζW (u− u∞) + ζW (u+ u∞) + cu)}
× σ(u− uα1)σ(u− uα2)
σ(u− uβ1)σ(u− uβ2)
, (4.30)
where c, C ∈ C; ζW and σ are the Weierstrass ζ-function and the Weierstrass
σ-function respectively:
ζW (u) =
1
u
+
∑
ω∈L\{0}
(
1
u− ω +
1
ω
+
u
ω2
)
,
σ(u) = u
∏
ω∈L\{0}
(
1− u
ω
)
eu/ω+
1
2
(u/ω)2 .
(4.31)
Note that c cannot be arbitrary: for f+ to represent ν+, it is necessarily
doubly-periodic in the u-coordinate, and this imposes a restriction on the set
of values that c may take. We shall discuss this constraint shortly.
Recall that ν+ requires to satisfy ν+σ(ν+) = 1. In the reducible case, such
condition implies that the constants ξ1, ξ2 in (4.26) have a fixed modulus,
whereas in the smooth case, the same is true for C in (4.30). In general,
the modulus of these constants are difficult to determine explicitly, and their
value are particularly important if one were to compute the metric for M1,2.
Nevertheless, as we shall see in the next chapter, the modulus of ξ1, ξ2 can be
obtained for certain axially symmetric submanifold of M1,2.
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4.2.2 Constraints
Let (S−, S+) ∈ Σ1,2. Note that in general, there is no constraint on S− for the
existence of sections on L2, which can be seen directly from the Riemann-Roch
theorem. Suppose S+ is a reducible curve with equation of the form (4.23).
Then the conditions (4.25), (4.27) are the sufficient and necessary conditions
for L2[τ(D) −D] ' O. On the other hand, such conditions are equivalent to
the following constraint on S+:
|α1|2ea2 = |α2|2ea1 . (4.32)
In other words, we have
Lemma 4.7. Let (S−, S+) ∈ Σ1,2 and suppose S+ is reducible. Then L2[τ(D)−
D] ' O over S+ if and only if (4.32) holds.
Suppose now S+ is smooth, then the analogous constraint to (4.32) is given
by the next lemma:
Lemma 4.8. Suppose f+ is a function of the form (4.30), and let
γ = 4k1 + uβ1 + uβ2 − uα1 − uα2 .
Then the following statements are equivalent:
(a) f+ is doubly-periodic for some c ∈ C.
(b) There exists c ∈ C such that for all ω ∈ L,
exp{ηW (ω)γ + cω} = 1. (4.33)
(c) γ ∈ L.
Proof. (a) to (b) is a direct consequence of the following monodromy property
of ζW and σ: for any ω ∈ L, note that
ζW (u+ ω) = ζW (u) + ηW (ω),
σ(u+ ω) = σ(u)ψ(ω) exp {ηW (ω) (u+ ω/2)} ,
where ψ is some function on L which takes values ±1, and ηW is defined
precisely by the first equation.
(b) to (a) is trivial.
For (b) to (c), first suppose (b) holds. Then in particular, (4.33) is true
for ωr and ωi too. This means there are integers nr, ni ∈ Z such that
ηW (ωr)γ + cωr = 2piinr,
ηW (ωi)γ + cωi = 2piini.
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By Legendre’s relation
ηW (ωr)ωi − ηW (ωi)ωr = 2pii, (4.34)
we obtain
γ = nrωi − niωr ∈ L,
hence (c) holds.
Conversely, if γ ∈ L, choose
c = −ηW (γ). (4.35)
Since for any lattice points ω, ω′ ∈ L, if they are written as
ω = nrωr + niωi,
ω′ = n′rω
′
r + n
′
iω
′
i,
then the Legendre’s relation implies
ηW (ω)ω
′ − ηW (ω′)ω = 2kpii,
where k = nrn
′
i − nin′r ∈ Z. It follows from this that (b) is satisfied.
By the lemma, if γ is a lattice point, then it implies the existence of a
global trivialization of L2[τ(D) − D] over S+. In fact, the converse is also
true:
Lemma 4.9. Let (S−, S+) ∈ Σ1,2 and suppose S+ is smooth. Then L2[τ(D)−
D] ' O on S+ if and only if γ ∈ L.
Proof. Suppose L2[τ(D)−D] is trivial on S+. A global meromorphic section of
L2 is equivalent to a pair of meromorphic functions f+, f˜+ on S+∩U , S+∩ U˜
respectively such that f˜+ = e2η/ζf+ on the overlap. Taking d log yields
d log f˜+ = d(2η/ζ) + d log f+.
Consider the differential d(2η/ζ). Pulling back to C/L gives
d(2η/ζ) = 2k1d(2℘
′/(℘+ k2)) = (4k1/u2 +O(1))du
near 0. Hence, in terms of u-coordinate, d log f+ has precisely a double pole
at 0 and single pole at uαi , uβi , i = 1, 2, up to periods. As
d
du (log f
+) is a
well-defined doubly-periodic function, the general theory of elliptic functions
implies that it can be written as
−4k1℘(u) +
2∑
i=1
ζW (u− uαi)− ζW (u− uβi) + c (4.36)
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for some c ∈ C. For each ω ∈ L, if the period of d log f+ over the corresponding
loop Γ is 2pin(ω)i, then
2pin(ω)i =
∫
Γ
d log f+
=
∫ u0+ω
u0
d
du
(
log f+
)
du
=
(
4k1ζW (u) + log
σ(u− uα1)σ(u− uα2)
σ(u− uβ1)σ(u− uβ2)
+ cu
)∣∣∣∣u0+ω
u0
= γηW (ω) + cω (mod 2pini).
This implies (4.33) holds. The previous lemma then gives the result.
The constraint on S+, given by (c) in Lemma (4.8), is equivalent to the
following more general looking constraint:
2∑
i=1
∫ βi
αi
dζ√
η
= −4 (mod Λ), (4.37)
where Λ is the lattice generated by the periods of dζ√η . The nature of the
constraint is transcendental, i.e. there is in general no systematic algebraic
method to solving it. Nevertheless, since generic monopole-clusters corre-
spond to Nahm data, the spectral curves obtained there will automatically
satisfy it. On the other hand, for any given pair of compact real curves
(S−, S+) ∈ |pi∗O(2)| × |pi∗O(4)|, one can find a new pair of curves which
satisfies the constraint using a rescaling argument, though it is in general dif-
ficult to determine the rescaling constant explicitly. We remark that, with the
knowledge of the spectral curves for (1, 2)-clusters, it is actually possible to
construct curves that solve the corresponding constraint for the (1, . . . , 1, 2)-
clusters. We remark also that, for smooth spectral curves with charge greater
than 2, meromorphic sections of L2 over them may be given in terms of theta
functions, which are in general much more complicated than elliptic functions,
and in turn giving harder constraints.
4.3 Totally Geodesic Submanifolds of M1,2
In this section, we shall classify the subgroups of certain group action that
have at least one fixed point in the region N1,2(1)/G0, and then their fixed
point sets will be computed.
According to Proposition (4.4), any element (T−, T+) ∈ N1,2/G0 can be
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represented by the Nahm data
T+0 = θiId− g˙g−1, T−0 = φi,
T+j = g
(
3∑
l=1
ajlT˜
+
l
)
g−1 + xjiId, T−j ≡
(
T+j (0)
)
11
j = 1, 2, 3,
(4.38)
where (T˜0, T˜1, T˜2, T˜3) is the standard solution. Recall from Lemma (3.9) that
the S˜O(2) group is generated by
Rα :=
1 0 00 cosα − sinα
0 sinα cosα
 , α ∈ [0, 2pi), (4.39)
which acts on Nk,l/G0 by the SO(3)-action. Intuitively, this corresponds to a
rotational action around the x1-axis. It has been proved in the last chapter
that such action is equivalent to the SO(2)-action in M1,2, hence it is a group
of isometries. In general, for any isometry group on a manifold, it is natural
to consider the fixed point set, since it is a totally geodesic submanifold of
the manifold. However, there can be no fixed points for the S˜O(2)-action:
as mentioned in Chapter 2 that there is a one-to-one correspondence between
Nk,l/G0 and the space of charge (k, l) calarons, it then follows from [20] that
the S˜O(2)-action has no fixed point on the space of (1, 2)-calarons. From the
spectral curve viewpoint, it can be seen that the S˜O(2)-action fixes a two
dimensional subspace in Σ1,2; we claim that, by coupling with the T
2-action,
there are subgroups of
S˜O(2)× T 2
that have a fixed point in Nk,l(1)/G0. Let ∆0SO(2) be the diagonal subgroup of
S˜O(2)× T 2 generated by elements Rα × p(α,α/2).
Proposition 4.10. The fixed point set Σ0SO(2) ⊂ N1,2(1)/G0 under the action
of ∆0SO(2) is given by the set of G0-orbits that contain the Nahm data in N1,2(1)
given by
T+0 = θiId− g˙g−1, T−0 = φi,
T+1 = gT˜
+
1 g
−1 + x1iId, T−1 ≡
(
T+1 (0)
)
11
,
T+2 = gT˜
+
2 g
−1, T−2 ≡
(
T+2 (0)
)
11
,
T+3 = gT˜
+
3 g
−1, T−3 ≡
(
T+3 (0)
)
11
,
where k = 0 and
g(0) =
1√
2
(
1 −i
−i 1
)
.
In particular, Σ0SO(2) is a four-dimensional family with real coordinates given
by p, r, θ, φ.
Before going into the proof, let us first make some observations. As con-
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stant scalar matrices and gauge transformations in G0 act trivially on the
moduli space N1,2/G0, for any q ∈ G0 and T 2-action p(θ−,θ+), the gauge trans-
formation given by
h(θ−,θ+) := e
−iθ+qp(θ−,θ+)
is equivalent to p(θ−,θ+). Conversely, any gauge transformation h that satisfies
h(0) ∈ U(1)⊕ U(1) and h(1) ∈ O(2) is equivalent to a T 2-action. In the rest
of this section, we shall often identify the above two actions implicitly and use
them interchangeably. Let
h+(1) =
(
cosβ − sinβ
sinβ cosβ
)
, β ∈ [0, 2pi)
Also, let p1 : S˜O(2) × T 2 → S˜O(2) be the first projection. We first show the
following:
Proposition 4.11. Let (T−, T+) be an element in N1,2(1) and let G be a
subgroup of S˜O(2) × T 2 with p1(G) = S˜O(2). If the value of T+j , j = 1, 2, 3,
at t = 1 are fixed by G, then G must be generated by Rα × h ∈ G with either
β = 0,−α/2 or α/2.
Proof. Let
ρ : S˜O(2)→ O(2)/{±Id}
Rα 7→ [qα]
(4.40)
be a map which satisfies
(Rα × qα) · T+j (1) = T+j (1) j = 1, 2, 3 (4.41)
and ρ(Id) = [Id]. We shall show that ρ is a continuous homomorphism. Let
Sα = Rα × qα. For each j = 1, 2, 3,
Sα1 ·
(
Sα2 · T+j (1)
)
= Sα1 ·
(
qα2
(
3∑
l=1
(Rα2)jl T
+
l (1)
)
q−1α2
)
= qα1qα2
(
3∑
m=1
3∑
l=1
(Rα1)jm (Rα2)ml T
+
l (1)
)
q−1α2 q
−1
α1
= qα1qα2
(
3∑
l=1
(Rα1+α2)jl T
+
l (1)
)
(qα1qα2)
−1
(Sα1 · Sα2) · T+j (1) = (Sα1+α2) · T+j (1)
= qα1+α2
(
3∑
l=1
(Rα1+α2)jl T
+
l (1)
)
q−1α1+α2 .
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By assumption, they are both equal to T+j (1), thus we have
QT+j (1)Q
−1 = T+j (1) for j = 1, 2, 3, (4.42)
where Q = qα1qα2q
−1
α1+α2 ∈ O(2). As the T+j (1) belong to u(2), they can be
written as a linear combination of χ1, χ2, χ3 and iId. Since they are symmetric,
their χ1-component must vanish. There are two cases to consider: Q ∈ O(2) \
SO(2) and Q ∈ SO(2).
First suppose that Q ∈ O(2) \ SO(2). Then the sum of the χ2 and χ3
component of T+j (1) must all be proportional, since Q acts as a reflection on
the span of χ2, χ3. If we make them into the standard form, then (4.3) implies
that at least two of the T+j (1) are zero, forces D = 0 or k = 1, a contradiction.
Suppose that Q ∈ SO(2), then the adjoint action of SO(2) acts freely on
the span of χ2 and χ3 and leaves iId invariant. If (4.42) were to hold, then
we would have either T+j (1) = 0 or Q = ±Id. It is easy to see that the former
case could not happen in the region N1,2(1). Hence [Q] = [Id] and ρ is a
homomorphism.
For the proof of continuity, it suffices to show that ρ is continuous at the
identity element. Suppose not, then there exists a sequence {αn}∞n=1 ⊂ R
which converges to zero such that qαn 9 Id. Since {qαn}∞n=1 is a sequence of
the compact set O(2), it has a convergent subsequence {qαnm}∞m=1 with limit
q 6= Id. Now for each integer m > 0,
qαnm
(
3∑
l=1
(
Rαnk
)
jl
T+l (1)
)
q−1αnm = T
+
j (1) for j = 1, 2, 3.
Letting m→∞ to obtain
qT+j (1)q
−1 = T+j (1)
for each j. But again this cannot be true. Therefore ρ is continuous.
We deduce that ρ is a continuous homomorphism of circle groups. It is
well-known that such homomorphisms have been completely classified: ρ must
be of the form
ρ : Rα 7→
[
cos(lα/2) − sin(lα/2)
sin(lα/2) cos(lα/2)
]
, l ∈ Z. (4.43)
The homomorphism may be viewed as a representation of SO(2) on u(2),
acting by conjugation. Let R3 be the standard three-dimensional represen-
tation of S˜O(2) acting by matrix multiplication; E be the one-dimensional
trivial representation of S˜O(2); Qm be the two-dimensional irreducible real
106
representation of S˜O(2) given by
Rα 7→
(
cos(mα) − sin(mα)
sin(mα) cos(mα)
)
, m ∈ Z. (4.44)
As representations, u(2) and R3 can each be written in terms of Qm and E:
since ρ rotates a two-dimensional subspace spanned by χ2 and χ3 and fixes
the complement, we have
u(2) ∼= Ql ⊕ 2E,
whereas for R3:
R3 ∼= Q1 ⊕ E.
It can be shown that, for any m1,m2 ∈ Z, the tensor product representation
Qm1 ⊗ Qm2 is isomorphic to Qm1+m2 ⊕ Qm1−m2 . Using this result we can
compute the representation R3 ⊗ u(2):
R3 ⊗ u(2) ∼= Q1+l ⊕Q1−l ⊕ 2Q1 ⊕Ql ⊕ 2E. (4.45)
The point is to find all the possible maximal invariant subspaces of this
representation. Since each summand of the decomposition is an irreducible
subrepresentation, there are strictly larger invariant subspaces than 2E only
when l = 0 or ±1. In other words, it is sufficient to consider only β = 0 or
β = ±α/2.
Proof of Proposition (4.10). Let hα := h(α,α/2). Suppose we have a point in
N1,2/G0 that is fixed by ∆0SO(2), that means in particular, Rα × hα fixes the
solution at t = 1. By proposition (4.11), we only need to consider β = 0 and
β = ±α/2.
The idea of the proof is as follows: first of all we show that the case β = 0
is precluded. Then in the case β = ±α/2, as hα preserves T+i (1), i = 1, 2, 3,
this implies x2 = x3 = 0, k = 0 and determines a set of possible A ∈ SO(3).
After that, the fact that hα preserves T
±
0 and T
+
i (1) determines the value of
hα(0). As hα preserves the Nahm data at t = 0, this determines the possible
values for g(0). In the end, there will be two families of Nahm data, but they
are shown to be gauge equivalent.
Let us write bi = −fi/2 so that T˜i = biχi. Then
hα+(1)
(
3∑
l=1
(Rα)jl T
+
l (1)
)
hα+(1)
−1 = T+j (1) (4.46)
is true for all α ∈ [0, 2pi) and j = 1, 2, 3. Observe that conjugation by hα
leaves iId invariant, so by taking the trace of (4.46) for j = 2, 3 we obtain(
cosα − sinα
sinα cosα
)(
x2
x3
)
=
(
x2
x3
)
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Since rotations have no fixed point except the origin, we see that both x2 and
x3 must be zero.
We shall show that β cannot be zero. Suppose not, then ρ is a trivial
representation and so we have qα = ±Id for all α. Consider (4.46) for i = 2;
we expand the left-hand-side
cosαT+2 (1)− sinαT+3 (1) = b2(1)(a22 cosα− a32 sinα)χ2
+ b3(1)(a23 cosα− a33 sinα)χ3.
The right-hand-side is
b2(1)a22χ2 + b3(1)a23χ3.
As b2(1), b3(1) are non-zero and χ2, χ3 are linearly independent, the equality
of the two sides gives us the equations
a22(1− cosα) + a32 sinα = 0
a23(1− cosα) + a33 sinα = 0
.
Similarly, by considering (4.46) for i = 3 we obtain
a22 sinα− a32(1− cosα) = 0
a23 sinα− a33(1− cosα) = 0
.
Solving for the coefficients aij we get
aij(1− cosα) = 0
for all i, j = 2, 3. This implies each of these aij is zero, but this contradicts
that A ∈ SO(3). Therefore we must have β = ±α/2.
Suppose (4.46) is true for β = ±α/2. Note that since hα(1) and g(1) are
both in SO(2), they commute and g(1) can be eliminated from the equations.
Let us first consider (4.46) for i = 1:
hα+(1)T
+
1 (1)hα+(1)
−1 = T+1 (1).
Because the adjoint action fixes χ1, so T1(1) must be proportional to χ1. As
T+1 (1) can be written as
T+1 (1) = a11b1(1)χ1 + a12b2(1)χ2 + a13b3(1)χ3,
we have for a12 = a13 = 0 and a
2
11 = 1, (4.46) is solved for i = 1.
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The left-hand-side of (4.46) for i = 2 can be computed to be
(
a22b2(1) cos
2 α± a23b3(1) cosα sinα−
a32b2(1) sinα cosα∓ a33b3(1) sin2 α
)
χ2
+
(∓a22b2(1) cosα sinα+ a23b3(1) cos2 α
±a32b2(1) sin2 α− a33b3(1) sinα cosα
)
χ3.
Whereas the right-hand-side is
b2(1)a22χ2 + b3(1)a23χ3.
Compare the coefficients of χ2 and χ3 on both sides yields
b2(1) sinα(a22 sinα+ a32 cosα) = ∓b3(1) sinα(a33 sinα− a23 cosα)
b2(1) sinα(a32 sinα− a22 cosα) = ±b3(1) sinα(a23 sinα+ a33 cosα)
. (4.47)
For any α 6= 0, pi, the trigonometric functions can be eliminated and these
equations imply
b2(1)a22 = ∓b3(1)a33
b2(1)a32 = ±b3(1)a23
.
Consider the quantity b2(1)a11:
b2(1)a11 = b2(1)(a22a33 − a23a32)
= ∓b3(1)(a233 + a223)
= ∓b3(1)a211.
Since a11 is non-zero, we have
b2(1) = ∓a11b3(1).
As both b2(1) and b3(1) have the same sign, this forces a11 to have sign ∓.
But we know a211 = 1, hence a11 = ∓1.
The equations in (4.47) still need to be solved for some A ∈ SO(3), this
amounts to verify that the (1,1)-minor of A has determinant equal to ∓1:
re-writing (4.47) in the form(
cosα sinα
sinα − cosα
)(
a32 ∓ a23
a22 ± a33
)
= 0,
it is clear that the equation can indeed be solved. One may check that (4.46)
for i = 3 is equivalent to (4.47), hence is also solved. Therefore we have proved
that all equations in (4.46) are satisfied.
Note that in the above we obtained b2(1) = b3(1). Since bi = −fi/2 and
f23 − f22 = D2k2, this yields k = 0.
109
If hα+ preserves T
+
0 , then it must take the form
g
(
cos(±α/2) − sin(±α/2)
sin(±α/2) cos(±α/2)
)
g−1.
It is easy to see that hα+ also preserves T
+
i for i = 1, 2, 3. At t = 0, it is equal
to (
cos(α/2)∓ 2i={λµ¯} sin(α/2) (λ2 + µ2) sin(α/2)
−(λ¯2 + µ¯2) sin(α/2) cos(α/2)± 2i={λµ¯} sin(α/2)
)
.
On the other hand, by definition of hα,
hα+(0) = e
−iα/2
(
eiγ 0
0 1
)
for some γ ∈ R, so this implies 2i={λµ¯} = ±1, or equivalently,
g(0) =
(
eiψ 0
0 e−iψ
)
1√
2
(
1 ∓i
∓i 1
)
.
hα− preserves T−0 so it must be a constant function. This constant is deter-
mined by the (1,1)-entry of hα+(0). Since the gauge transformation h, with
h+(0) =
(
eiψ 0
0 e−iψ
)
,
h+(1) ∈ O(2) and h− ≡ (h+(0))11, is equivalent to a T 2-action, for some
appropriate θ−, θ+, the function p(θ−,θ+)h
−1 is just a trivial action and hence
we may assume
g(0) =
1√
2
(
1 ∓i
∓i 1
)
.
Since (T−, T+) is a fixed point of the group ∆0SO(2), acting by Rα × p(−α,α/2)
for some appropriate α, the solution is given by Nahm data in (4.38) with
conditions
A = Id, x2 = x3 = 0, k = 0, g(0) =
1√
2
(
1 −i
−i 1
)
, (4.48)
or
A = diag(−1, 1,−1), x2 = x3 = 0, k = 0, g(0) = 1√
2
(
1 i
i 1
)
. (4.49)
These two families of solutions are in fact the same, we shall only show that
the latter family is contained in the former one, as the proof of the other
inclusion is similar.
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Suppose (T−, T+) lies in the latter family. Let g˜ : [0, 1] → SU(2) be any
function with g˜(0) = g(0)−1 and g˜(1) ∈ SO(2). Define q to be the gauge
transformation with
q+ = g˜
(
0 i
i 0
)
g−1, q− ≡ Id.
It can be seen that q is equivalent to the action p(pi,pi/2), so p
−1
(pi,pi/2)q fixes
(T−, T+) as a point in N1,2/G0, and it can be represented by
T+0 = (θ − pi/2)iId− ˙˜gg˜−1, T−0 = (φ+ pi)i,
T+1 = g˜T˜
+
1 g˜
−1 + x1iId, T−1 ≡
(
T+1 (0)
)
11
,
T+2 = g˜T˜
+
2 g˜
−1, T−2 ≡
(
T+2 (0)
)
11
,
T+3 = g˜T˜
+
3 g˜
−1, T−3 ≡
(
T+3 (0)
)
11
,
i.e. the solution indeed lies in the former family. It remains to show that the
given Nahm data is preserved by ∆0SO(2), but this is straightforward.
Suppose ∆∞SO(2) is the subgroup of S˜O(2)×T 2 generated by Rα×p(−α,−α/2).
Then one may deduce that the fixed point set of ∆∞SO(2) in N1,2(1)/G0, denoted
by Σ∞SO(2), is given in the same way as the fixed point set of Σ
0
SO(2), except
that g(0) is now given by
g(0) =
1√
2
(
1 i
i 1
)
.
Consider the subgroup ∆Z2 ⊂ ∆0SO(2) generated by the element Rpi × p(pi,pi/2).
Then:
Proposition 4.12. The fixed point set of ∆Z2 on N1,2(1)/G0 is
ΣZ2 = Σ
0
Z2 ∪ Σ∞Z2 ,
where Σ0Z2 (resp. Σ
∞
Z2) is the set of G0-orbits that contain Nahm data in N1,2(1)
given by
T+0 = θiId− g˙g−1, T−0 = φi,
T+1 = gT˜
+
1 g
−1 + x1iId, T−1 ≡
(
T+1 (0)
)
11
,
T+2 = g
(
cos γT˜+2 − sin γT˜+3
)
g−1, T−2 ≡
(
T+2 (0)
)
11
,
T+3 = g
(
sin γT˜+2 + cos γT˜
+
3
)
g−1, T−3 ≡
(
T+3 (0)
)
11
,
where γ ∈ [0, 2pi) and
g(0) =
1√
2
(
1 −i
−i 1
) (
resp.
1√
2
(
1 i
i 1
))
.
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In particular, ΣZ2 is a six-dimensional family parametrized by the real coordi-
nates p, r, k, γ, θ, φ.
Proof. The proof follows the same line of argument as in the proof of Propo-
sition (4.10): first define ρ as in Proposition (4.11) except that we now have
p1(G) equals to the Z2 subgroup of ˜SO(2), then show that there can only be
two such homomorphisms, namely, Rpi 7→ [Id] and
Rpi 7→
[
0 −1
1 0
]
.
The rest is just a deduction of the proof of Proposition (4.10).
It is clear that Σ0SO(2) ⊂ Σ0Z2 and Σ∞SO(2) ⊂ Σ∞Z2 , namely by taking k = 0
and γ = 0. We have the following classification result:
Proposition 4.13. Suppose G is a subgroup of S˜O(2)×T 2 such that ΣG 6= ∅,
where ΣG ⊂ N1,2(1)/G0 is the fixed point set of G.
(a) If p1(G) 6= {Id} or Z2, then G must be generated by elements either of
the form Rα × p(α,α/2) or Rα × p(−α,−α/2). Moreover, ΣG must be equal
to either Σ0SO(2) or Σ
∞
SO(2).
(b) If p1(G) = Z2, then G must be generated by Rα × p(pi,pi/2) or Rα ×
p(−pi,−pi/2). In either case, the fixed point set of G is ΣZ2.
Proof. Let (T−, T+) ∈ N1,2(1)/G0 be a fixed point of G ≤ S˜O(2)× T 2. Then
for every element Rα × h(θ−,θ+) ∈ G, we shall show that
(θ−, θ+) = (∓α,∓α/2).
Writing
h(θ−,θ+)+(1) =
(
cosβ − sinβ
sinβ cosβ
)
.
Define ρ : p1(G) → O(2)/{±Id} as in Proposition (4.11). As p1(G) is a
subgroup of the circle group, it is either a finite cyclic group or is dense. We
now show that ρ is in fact a homomorphism into SO(2)/{±Id}.
First suppose p1(G) ' Zm with m ≥ 2 . If m is odd, then the generator
of p1(G) must be mapped into SO(2)/{±Id} since otherwise one would have
the identity element equal to a reflection, a contradiction. If m be even,
suppose the generator of p1(G) gets mapped to a reflection element through
ρ. Then by deducing from the property (4.41), one has T+2 (1) = T
+
3 (1) =
0, which contradicts that (T−, T+) ∈ N1,2(1)/G0. Therefore ρ must be a
homomorphism from cyclic group to cyclic group. Since such homomorphisms
are completely classified, ρ must be of the form in (4.43).
Suppose p1(G) is dense. Since the action of the group S˜O(2) × T 2 is
continuous, the fact that G fixes (T−, T+) ∈ N1,2(1)/G0 implies that its closure
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G also fixes the element. Let ρ be the corresponding map for G. The proof
of Proposition (4.10) implies that ρ is of the form in (4.43). By restricting to
p1(G), the same is true for ρ.
By Proposition (4.11), in either case we only need to consider β = 0 or
β = ±α/2. Without loss of generality, we assume (T−, T+) is of the form
(4.38). The case where β = 0 can be ruled out since otherwise it would imply
that the solution lies outside of N1,2(1)/G0, contradicting the assumption.
Hence we let β = ±α/2. Then Rα × h(θ−,θ+) preserves T−0 implies that
h(θ−,θ+)+ = g
(
cos(α/2) ∓ sin(α/2)
± sin(α/2) cos(α/2)
)
g−1.
Consider its value at t = 0:(
cos(α/2)∓ 2i={λµ¯} sin(α/2) (λ2 + µ2) sin(α/2)
−(λ¯2 + µ¯2) sin(α/2) cos(α/2)± 2i={λµ¯} sin(α/2)
)
.
On the other hand, by definition of h(θ−,θ+), it is equal to
e−iθ+
(
eiγ 0
0 1
)
for some γ ∈ R. Comparing the two, we have either µ = −iλ or µ = iλ.
First suppose µ = −iλ, then 2i={λµ¯} = 1 and θ+ = ∓α/2 (mod 2pi). On
the other hand, as h(θ−,θ+) preserves T
−
0 , h(θ−,θ+)− must be a constant. But
ei(θ−−θ+) = h(θ−,θ+)−(−1) =
(
h(θ−,θ+)+(0)
)
11
= e∓iα/2,
therefore θ− = ∓α (mod 2pi). Note that G cannot simultaneously contain
elements of the form Rα × p(α,α/2) and Rα × p(−α,−α/2): suppose g satisfies
2i={λµ¯} = 1, the proof of Proposition (4.10) implies that if (T−, T+) is fixed
by Rα × p(α,α/2) (resp. Rα × p(−α,−α/2)), then it belongs to Σ0SO(2) (resp.
Σ∞SO(2)), but being fixed by both types would imply Σ
0
SO(2) ∩ Σ∞SO(2) is non-
empty, a contradiction. The same argument applies to the case where µ = iλ.
Therefore we have either ΣG ⊂ Σ0SO(2) or ΣG ⊂ Σ∞SO(2), hence (a) is proved.
The proof for (b) is similar except noting that the elements Rα × p(pi,pi/2)
and Rα × p(−pi,−pi/2) define the same action on the moduli space N1,2/G0.
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Chapter 5
Metric on Axially Symmetric
Submanifold
This chapter will be devoted to the calculation of the induced metric on the
axially symmetric submanifold Σ0SO(2) of M1,2. Recall that the metric is given
implicitly via the twistorial approach: roughly speaking, with respect to each
complex structure, there is a Ka¨hler form which can be extracted from the
given holomorphic symplectic form on twistor space by a power series expan-
sion of the latter form. Since Σ0SO(2) is a complex submanifold of a Ka¨hler
manifold, the restriction of the Ka¨hler form of M1,2 is the Ka¨hler form asso-
ciated to the induced metric. First, we express the Ka¨hler form of Σ0SO(2) in
terms of coordinates; it is not hard to find local real coordinates using spectral
data. To get the metric, one needs to act on this Ka¨hler form by the complex
structure, however, it is unclear how the almost complex structure might be
obtained for spectral data. To bypass the problem, we consider the moduli
space of Nahm data: using the L2-metric, we identify the tangent space of
N1,2/G0 with solutions to the linearization of the Nahm’s equations, modulo
Lie(G0). As Σ0SO(2) is given by a family of Nahm data parametrized by real
coordinates, we can compute the coordinate tangent vectors for these coordi-
nates. Since the almost complex structures are known for N1,2, they can be
computed in terms of these vectors. As the Ka¨hler form is naturally written
in terms of spectral data coordinates, it is necessary to identify them with the
Nahm data coordinates, which is done through the rational map construction.
Although such construction fails over Σ0SO(2), the identification can still be
made for neighbouring points, which then extends continuously to the points
in Σ0SO(2). Thus we know how the complex structure acts on spectral data
coordinates, and an explicit expression for the Riemannian metric of Σ0SO(2)
may be obtained. Finally, the metric is shown to be asymptotically flat with
rate 1/R, where R is a separation parameter.
From the above, although it seems that one could use Nahm data coordi-
nates to do everything, it is not feasible since, from the rational map construc-
tion, one would then have to solve an ordinary differential equation explicitly
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for each ζ ∈ C, which is very difficult in general, if not impossible.
5.1 Tangent Space of Nk,l/G0
For our purposes, we shall assume k < l. Suppose T = (T−, T+) is an element
in Nk,l. For Y
− ∈ Ak([−1, 0)) and Y + ∈ Al((0, 1]) (cf. Chapter 1), consider
the set of Y = (Y −, Y +) satisfying
T + Y +O(2) ∈ Nk,l
for all sufficiently small  > 0. It is easy to see that Y ± are solutions to the
linearization of Nahm’s equations:
dY ±1
dt
+ [T±0 , Y
±
1 ] + [Y
±
0 , T
±
1 ] + [T
±
2 , Y
±
3 ] + [Y
±
2 , T
±
3 ] = 0,
dY ±2
dt
+ [T±0 , Y
±
2 ] + [Y
±
0 , T
±
2 ] + [T
±
3 , Y
±
1 ] + [Y
±
3 , T
±
1 ] = 0,
dY ±3
dt
+ [T±0 , Y
±
3 ] + [Y
±
0 , T
±
3 ] + [T
±
1 , Y
±
2 ] + [Y
±
1 , T
±
2 ] = 0.
(5.1)
For each i, Y +i (resp. Y
−
i ) can be extended to an analytic function over [0, 1]
(resp. [−1, 0]) and are symmetric at t = 1 (resp. t = −1). Moreover, for
i = 1, 2, 3, Y −i , Y
+
i satisfy the patching condition for Nk,l at t = 0 , though
here they have no pole. Then the set of such Y form the virtual tangent space
of Nk,l, written TTNk,l. The word “virtual” here is supposed to emphasise
that, even if T is a singular point, such model of tangent space is still defined.
Let [T ] denote the orbit of T . To define the virtual tangent space of
Nk,l/G0, we need to compute the infinitesimal gauge transformations of G0
about T . Suppose g ∈ G0 is of the form
g± = Id+ Ψ± +O(2),
where Ψ = (Ψ−,Ψ+) is in the Lie algebra of G0. Then if g · T ∈ Nk,l for all
sufficiently small  > 0, it implies that Y of the form(
−dΨ±
dt
+ [Ψ±, T±0 ], [Ψ±, T
±
1 ], [Ψ±, T
±
2 ], [Ψ±, T
±
3 ]
)
(5.2)
is a solution to (5.1). Let Λ be the vector subspace of TTNk,l generated by the
set of Y of this form, then the virtual tangent space T[T ](Nk,l/G0) is defined
to be TTNk,l/Λ.
There is an L2-metric on Nk,l given by
h(Y, Y ) = −1
2
3∑
i=0
(∫ 0
−1
tr (Y −i )
2dt+
∫ 1
0
tr (Y +i )
2dt
)
. (5.3)
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Let us consider the orthogonal complement of Λ in TTNk,l with respect to this
metric: it is given by the set of Y ∈ TTNk,l satisfying
∫ 0
−1
tr
(
−Y −0
dΨ±
dt
+
3∑
i=0
Y −i [Ψ−, T
−
0 ]
)
dt
+
∫ 1
0
tr
(
−Y +0
dΨ+
dt
+
3∑
i=0
Y +i [Ψ+, T
+
0 ]
)
dt = 0
for all Ψ ∈ Lie(G0). Integration by parts and application of the fundamental
lemma of calculus of variations yield the equations
dY ±0
dt
+ [T±0 , Y
±
0 ] + [T
±
1 , Y
±
1 ] + [T
±
1 , Y
±
1 ] + [T
±
1 , Y
±
1 ] = 0. (5.4)
In addition, Y ±0 must also satisfy the patching condition at t = 0, namely, the
upper diagonal block of Y +0 (0) is equal to Y
−
0 (0). We now state the following
analytic result without proof:
Proposition 5.1. Suppose k < l. Then
(a) Nk,l is smooth Banach manifold.
(b) Suppose T ∈ Nk,l is a point that admits a neighbourhood N(T ), such that
the G0-orbit of every point in N(T ) intersects exactly once with the set
given by (5.4), then T[T ]Nk,l/G0 is the tangent space of Nk,l, and may be
identified with the space of solutions Y = (Y −, Y +) to
dY ±1
dt
+ [T±0 , Y
±
1 ] + [Y
±
0 , T
±
1 ] + [T
±
2 , Y
±
3 ] + [Y
±
2 , T
±
3 ] = 0,
dY ±2
dt
+ [T±0 , Y
±
2 ] + [Y
±
0 , T
±
2 ] + [T
±
3 , Y
±
1 ] + [Y
±
3 , T
±
1 ] = 0,
dY ±3
dt
+ [T±0 , Y
±
3 ] + [Y
±
0 , T
±
3 ] + [T
±
1 , Y
±
2 ] + [Y
±
1 , T
±
2 ] = 0,
dY ±0
dt
+ [T±0 , Y
±
0 ] + [T
±
1 , Y
±
1 ] + [T
±
2 , Y
±
2 ] + [T
±
3 , Y
±
3 ] = 0,
such that for each i = 0, 1, 2, 3, Y +i and Y
−
i are analytic functions over
[0, 1] and [−1, 0] respectively, and satisfy the patching condition at t = 0.
In addition, Y ±i are symmetric at t = ±1.
The proof of this proposition will be a modification of the argument given
in [35].
Recall that h is the natural hyperka¨hler metric on the moduli space of
solutions to Nahm’s equations, with the almost complex structures I, J,K
given by
I(Y0, Y1, Y2, Y3) = (−Y1, Y0,−Y3, Y2),
J(Y0, Y1, Y2, Y3) = (−Y2, Y3, Y0,−Y1),
K(Y0, Y1, Y2, Y3) = (−Y3,−Y2, Y1, Y0).
(5.5)
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Note that I, J,K commute with the system of equations given in Proposition
(5.1), and that they correspond to three complex structures of T[T ]Nk,l/G0.
Although h is not the monopole-cluster metric, its role above was to help to
yield Lemma (5.1), which in turn gives us a formula for the (almost) complex
structures. This is particularly important for us since we need to know the
action of the complex structure of Σ0SO(2) on the tangent vector fields, and it
is known that I above corresponds to such complex structure.
5.2 Complex Structure
We shall compute the almost complex structure of Σ0SO(2) in some given basis.
Recall from Proposition (4.10) that, in some gauge, the submanifold Σ0SO(2)
can be described by the following family of Nahm data:
T+0 = iθId−
dg
dt
g−1, T−0 = iφ,
T+1 = −
f1
2
gχ1g
−1 + riId, T−1 ≡
(
T+1 (0)
)
11
,
T+2 = −
f2
2
gχ2g
−1, T−2 ≡
(
T+2 (0)
)
11
,
T+3 = −
f3
2
gχ3g
−1, T−3 ≡
(
T+3 (0)
)
11
,
where r, θ, φ ∈ R are real parameters; χj are a basis of su(2) given by
χ1 =
(
0 1
−1 0
)
, χ2 =
(
0 i
i 0
)
χ3 =
(
i 0
0 −i
)
;
g : [0, 1]→ SU(2) is a fixed smooth function such that g(1) ∈ SO(2) and
g(0) =
1√
2
(
1 −i
−i 1
)
;
fj : [0, 1]→ R are the solutions to the Euler’s equations given by
f1(t) = −D cot(D(t+ p)),
f2(t) = f3(t) = −D csc(D(t+ p)),
with p > 0 and D = pi2(1+p) . We know that Σ
0
SO(2) is the fixed point set of some
SO(2) group of isometries, hence it is a totally geodesic submanifold of M1,2.
It can be shown that such action is holomorphic with respect to the complex
structure I, and following from the lemma below that Σ0SO(2) is actually a
complex submanifold of M1,2:
Lemma 5.2. Let (M,J) be a complex manifold and let G be a group of isome-
tries acting holomorphically on M . Then the fixed point set X of G is a
complex submanifold of (M,J).
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Proof. We know that X is a (totally geodesic) submanifold of M . The only
thing which remains to be checked is the invariance of TX under the complex
structure J . Indeed, let pi : TM → M denotes the projection map and let
v ∈ TX. Since g∗ ◦ J = J ◦ g∗ for any g ∈ G, we have g∗(J(v)) = J(v). But
then each g preserves pointwise the unique geodesic γ passing through pi(v)
with velocity J(v), γ lies on X and hence J(v) ∈ Tpi(v)X. As this is true for
each v ∈ TX so the result follows.
Let
F : R>0 × R3 → N1,2
(p, r, θ, φ) 7→ (T−, T+)
be the natural map which parametrizes Σ0SO(2). In what follows, we shall
assume without proof that the hypothesis of Lemma (5.1)(b) holds for each
[T ] in Σ0SO(2), so that T[T ]N1,2/G0 can be identified with the set of solutions
given there. The coordinate vector fields F∗(∂p), F∗(∂r), F∗(∂θ), F∗(∂φ) on
Σ0SO(2) are computed to be
F∗(∂p) =

Y +0 = 0, Y
−
0 = 0,
Y +1 =−
∂pf1
2
gχ1g
−1, Y −1 = −
∂pf1(0)
2
i,
Y +2 =−
∂pf2
2
gχ2g
−1, Y −2 = 0,
Y +3 =−
∂pf3
2
gχ3g
−1, Y −3 = 0,
F∗(∂r) =

Y +0 = 0, Y
−
0 = 0,
Y +1 = iId, Y
−
1 = i,
Y +2 = 0, Y
−
2 = 0,
Y +3 = 0, Y
−
3 = 0,
F∗(∂θ) =

Y +0 = iId, Y
−
0 = 0,
Y +1 = 0, Y
−
1 = 0,
Y +2 = 0, Y
−
2 = 0,
Y +3 = 0, Y
−
3 = 0,
F∗(∂φ) =

Y +0 = 0, Y
−
0 = i,
Y +1 = 0, Y
−
1 = 0,
Y +2 = 0, Y
−
2 = 0,
Y +3 = 0, Y
−
3 = 0.
(5.6)
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Under the action of I, the above vector fields are mapped to
I (F∗ (∂p)) =

Y +0 =
∂pf1
2
gχ1g
−1, Y −0 =
∂pf1(0)
2
i,
Y +1 = 0, Y
−
1 = 0,
Y +2 =
∂pf3
2
gχ3g
−1, Y −2 = 0,
Y +3 =−
∂pf2
2
gχ2g
−1, Y −3 = 0,
I (F∗ (∂r)) =

Y +0 =− iId, Y −0 = −i,
Y +1 = 0, Y
−
1 = 0,
Y +2 = 0, Y
−
2 = 0,
Y +3 = 0, Y
−
3 = 0,
I (F∗ (∂θ)) =

Y +0 = 0, Y
−
0 = 0,
Y +1 = iId, Y
−
1 = 0,
Y +2 = 0, Y
−
2 = 0,
Y +3 = 0, Y
−
3 = 0,
I (F∗ (∂φ)) =

Y +0 = 0, Y
−
0 = 0,
Y +1 = 0, Y
−
1 = i,
Y +2 = 0, Y
−
2 = 0,
Y +3 = 0, Y
−
3 = 0.
(5.7)
Notice that, although F∗(∂p), F∗(∂r), F∗(∂θ), F∗(∂φ) satisfy the equations
in Lemma (5.1), only the first two actually satisfy the patching condition
at t = 0. Consequently, the I (F∗(∂θ)) , I (F∗(∂φ)) obtained above do not
correspond to tangent vector fields of Σ0SO(2). However, bearing in mind that
in the computation above, a particular gauge has been fixed. We claim that,
by adding suitable infinitesimal gauge transformations Vθ, Vφ of the form (5.2),
the vector fields defined by
F˜∗(∂θ) = F∗(∂θ) + Vθ,
F˜∗(∂φ) = F∗(∂φ) + Vφ,
(5.8)
will satisfy all the conditions in the lemma. Since T[T ](Nk,l/G0) ' TTNk,l/Λ,
the F˜∗(∂θ), F˜∗(∂φ) are in the same coset as F∗(∂θ), F∗(∂φ) and hence represent-
ing the same vector fields. Let us begin by exploiting the fact that I preserves
the patching condition: writing
I(F∗(∂p)) = appF∗(∂p) + aprF∗(∂r) + apθF∗(∂θ) + apφF∗(∂φ) + Vp, (5.9)
I(F∗(∂r)) = arpF∗(∂p) + arrF∗(∂r) + arθF∗(∂θ) + arφF∗(∂φ) + Vr, (5.10)
where apr etc., are real numbers and Vp, Vr are infinitesimal gauge transfor-
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mations. We shall solve these equations by finding the correct coefficients and
vectors; it turns out that this will give us the information to determine Vθ, Vφ.
Consider first the equation (5.9): it is equivalent to
Y +0 : apθiId−
dΨ+
dt
+ [Ψ+, T
+
0 ]−
∂pf1
2
gχ1g
−1 = 0, (5.11)
Y +1 : [Ψ+, T
+
1 ]− app
∂pf1
2
gχ1g
−1 + apriId = 0, (5.12)
Y +2 : [Ψ+, T
+
2 ]− app
∂pf2
2
gχ2g
−1 − ∂pf3
2
gχ3g
−1 = 0, (5.13)
Y +3 : [Ψ+, T
+
3 ]− app
∂pf3
2
gχ3g
−1 +
∂pf2
2
gχ2g
−1 = 0, (5.14)
Y −0 : −Ψ˙− + apφi−
∂pf1(0)
2
i = 0, (5.15)
Y −1 : −app
∂pf1(0)
2
i+ apri = 0. (5.16)
Taking trace of (5.12) implies apr = 0. Then deducing from (5.16) gives
app = 0. Let
Ψ+ = −1
2
∂pf3
f2
gχ1g
−1 +
1
2
(t− 1)∂pf3(0)
f2(0)
iId. (5.17)
It can be verified that this solves (5.12), (5.13) and (5.14). Noting that
d
dt
(
∂pf3
f2
)
=
1
f2
d
dt
(∂pf3)− ∂pf3
f22
df2
dt
=
1
f2
∂p
(
df3
dt
)
− ∂pf3
f22
df2
dt
=
1
f2
∂p (f1f2)− ∂pf3
f22
f3f1
(
since
dfi
dt
= fjfk
)
=
1
f2
(f2∂pf1 + f1∂pf2 − f1∂pf2) (since f2 = f3)
= ∂pf1.
Thus, if we substitute Ψ+ into (5.11), then with apθ = ∂pf3(0)/(2f2(0)), the
equation is solved. Finally, it remains to solve the equation (5.15), which
requires us to find Ψ− that patches with Ψ+ at t = 0, and the coefficient apφ.
The appropriate choice is
Ψ− = −∂pf3(0)
f2(0)
(t+ 1)i. (5.18)
Substituting into (5.15) forces
apφ = −∂pf3(0)
f2(0)
+
1
2
∂pf1(0).
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Therefore we have
I(F∗(∂p)) =
1
2
∂pf3(0)
f2(0)
F∗(∂θ) +
(
−∂pf3(0)
f2(0)
+
1
2
∂pf1(0)
)
F∗(∂φ) + Vp, (5.19)
where Vp is given by Ψ+,Ψ−. Similarly, solving for (5.10) yields
I(F∗(∂r)) = −F∗(∂θ)− F∗(∂φ). (5.20)
We shall use these equations to determine the infinitesimal gauge transforma-
tions Vθ and Vφ. Let
C = −3
2
∂pf3(0)
f2(0)
+
1
2
∂pf1(0), A =
1
2
∂pf3(0)
f2(0)
. (5.21)
Then (5.19) and (5.20) give
I(F∗(∂p)) + CI(F∗(∂r)) = −CF∗(∂θ) + Vp,
I(F∗(∂p)) +AI(F∗(∂r)) = CF∗(∂φ) + Vp.
As the left-hand-side of these equations satisfy the patching condition, so does
the right-hand-side, hence the vector fields Vθ, Vφ in (5.8) are given by
Vθ = −C−1Vp,
Vφ = C
−1Vp.
(5.22)
Finally, one may check that Vp, and hence Vθ, Vφ, satisfy all the equations in
Lemma (5.1), which implies F˜∗(∂θ), F˜∗(∂φ) indeed satisfy all the conditions
therein. Therefore we have
Proposition 5.3. With respect to the basis {F∗(∂p), F∗(∂r), F˜∗(∂θ), F˜∗(∂φ)},
the matrix representation of the almost complex structure I for the complex
manifold Σ0SO(2) is given by
I =

0 0 C−1 −C−1
0 0 C−1(C +A) −C−1A
A −1 0 0
(C +A) −1 0 0
 .
5.3 Identification of Coordinates
In this section, we define a six-dimensional space E in N1,2(1)/G0 which con-
tains Σ0SO(2). Since the Nahm data in E are generic, to each point there are
associated spectral curves S± and sections %± of L±2. Let (U, ζ), (U˜ , ζ˜) be
affine charts of P1. Viewing %+ (resp. %−) as a pair of meromorphic func-
tions given by κ+, κ˜+ (resp. κ−, κ˜−), we compute the values of κ+, κ− for
ζ = 0 in two different ways: first, using the rational map construction given
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in Chapter 2; second, from direct computation of the functions κ+, κ−. There
are coordinates in E which naturally extend those on Σ0SO(2), we shall com-
pare such coordinates with the spectral data coordinates on the corresponding
six-dimensional space in Mk,l.
5.3.1 Nahm Data
We shall use the rational map construction to compute the values κ+(0, η),
κ−(0, η). Let E be the subset ofN1,2/G0 such that it is given exactly as Σ0SO(2),
except that the value of g : [0, 1] → SU(2) at t = 0 is now allowed to be
arbitrary. Write
g(0) =
(
λ µ
−µ¯ λ¯
)
.
Let T = (T−, T+) ∈ E. Corresponding to the complex structure I, we put
α± = T±0 + iT
±
1 , β± = T
±
2 + iT
±
3 .
Then (α, β) are given by
α+ = gAg
−1 − dg
dt
g−1, α− = iφ− f1(0)={λµ¯} − r,
β+ = −f2
2
g+(χ2 + iχ3)g
−1
+ , β− =
f2(0)
2
(|λ|2 − |µ|2 − 2i<{λµ¯}) , (5.23)
where
A =
(
iθ − r − if12
if1
2 iθ − r
)
. (5.24)
We need to find an X ∈ GC0 such that the conjugation of β+(0) by X+(0) has
value 1 as its (2, 1)-entry; it turns out that such X+(0) must take the form(
(β+(0))21 0
0 1
)
. (5.25)
Let h± be the unique solutions to
dh±
dt
= h±α±
with h±(0) = X±(0). Then the rational map construction says that the values
of κ±(0, η) are given by
κ±(0, η) =
(
h±(±1)−1e1
)T
(η − β±(±1))adj
(
h±(±1)−1e1
)
P∓(0, η),
where P±(ζ, η) = 0 are the local defining functions of S± over pi−1(U). We
shall compute κ+(0, η). Observe that if h+ is the solution to
dh+
dt
= h+A
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with boundary condition h+(0) = X+(0)g+(0), then κ
+(0, η) is equivalent to
(
h+(1)
−1e1
)T (
η +
f2
2
(χ2 + iχ3)
)
adj
(
h+(1)
−1e1
)
P−(0, η), (5.26)
Let us first find h+. Compute the value of β+(0):
β+(0) =
f2(0)
2
g(0)
(
1 −i
−i −1
)
g−1(0)
=
f2(0)
2
(
λ µ
−µ¯ λ¯
)(
1 −i
−i −1
)(
λ¯ −µ
µ¯ λ
)
=
f2(0)
2
(
(λ− iµ)(λ¯− iµ¯) −i(λ− iµ)2
−i(λ¯− iµ¯)2 −(λ− iµ)(λ¯− iµ¯)
)
.
Hence, from (5.25) we have
X+(0) =
(
−f2(0)2 i(λ¯− iµ¯)2 0
0 1
)
.
To solve for h+, we first diagonalize A: the eigenvalues are found to be
λ±(t) = iθ − r ± f1(t)
2
,
with corresponding eigenvectors
v+ =
(
1
i
)
, v− =
(
i
1
)
.
If we let
C :=
(
1 i
i 1
)
, Λ :=
(
λ+ 0
0 λ−
)
,
then they satisfy
A = CΛC−1.
Thankfully, since C is independent of t, the solution h+ is given by
h(t) = X(0)g+(0)C exp
(∫ t
0
Λ
)
C−1. (5.27)
It is a routine calculation to check that
exp
(∫ t
0
Λ
)
= e(iθ−r)t
√ sinDpsinD(t+p) 0
0
√
sinD(t+p)
sinDp
 .
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The value of h(1)−1e1 is computed to be
h−1(1)e1 =
ie−(iθ−r)
f2(0)(λ¯− iµ¯)2
(
(λ¯− iµ¯) (λ¯+ iµ¯)
i(λ¯− iµ¯) −i(λ¯+ iµ¯)
)(√
cscDp√
sinDp
)
.
Note that the only root of P+(0, η) is η = 0, so(
η +
f2
2
(χ2 + iχ3)
)
adj
= −1
2
(
f2(1) if2(1)
if2(1) f2(1)
)
and
P−(0, 0) = −f2(0)
2
(λ− iµ)(λ¯− iµ¯).
After some calculations, we have
κ+(0, 0) =
(
λ− iµ
λ¯− iµ¯
)
e2r−2θi. (5.28)
For κ−(0, η), we proceed along a similar line: h− is computed to be
h−(t) = −f2(0)
2
i(λ¯− iµ¯)2et(iφ−r+f1(0)={λµ¯}). (5.29)
Let η be the root of P−(0, η). It can be seen that classical adjoint of (η− β−)
is 1, and
P+(0, η) =
f2(0)
2
4
(λ− iµ)2(λ¯− iµ¯)2.
From these we obtain
κ−(0, η) = −
(
λ− iµ
λ¯− iµ¯
)2
e2φi−2r+2={λµ¯}f1(0). (5.30)
5.3.2 Spectral Data
We shall give an explicit expression for the spectral data corresponding to
points in E. If S−, S+ are curves arise from E, then over pi−1(U), then their
local defining functions are given by
P−(ζ, η) = η + 2rζ − D
2
[secD(x3 + ix2)
+2 tanDx1ζ − secD(x3 − ix2)ζ2
]
= 0,
P+(ζ, η) = [η + (2r − iD)ζ] [η + (2r + iD)ζ] = 0,
where x1, x2, x3 are
x1 = −2={λµ¯},
x2 = 2<{λµ¯},
x3 = −
(|λ|2 − |µ|2) . (5.31)
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As before, κ± are local representative functions of %± over S± ∩ pi−1(U). Let
us first find κ+. Denote the curves with equations
η = (±iD − 2r)ζ (5.32)
by C±. Then S+ is clearly a union of C+ and C−. Let αi, i = 1, 2, be the
points in U that correspond to pi(D), then from Chapter 4 we know that
κ+(ζ, η) =
ξ+
(ζ−α1)
(1+α¯2ζ)
over C+ ∩ pi−1(U)
ξ−
(ζ−α2)
(1+α¯1ζ)
over C− ∩ pi−1(U)
(5.33)
over S+ ∩pi−1(U), where ξ−, ξ+ are non-zero constants satisfying the compat-
ible conditions
ξ+α1 = ξ−α2,
ξ+e
2iDα¯1 = ξ−e−2iDα¯2.
(5.34)
Note that α1 = 0 if and only if α2 = 0. Supposing they are both non-zero, then
by dividing the equations, we can eliminate ξ+, ξ− and arrive at the constraint
α1e
−2iD/α2 ∈ R. (5.35)
This is precisely the constraint given in (4.32). Additionally, κ+ needs to
satisfy the condition κ+σ(κ+) = 1, where σ : L2 → L−2 is the standard
anti-holomorphic isomorphism which lifts the real structure of TP1. Since
κ+σ(κ+) = κ+
(
κ˜+ ◦ τ
)
= −|ξ+|2e−4r(α1e−2iD/α2),
if κ+σ(κ+) = 1 were to hold, then the real number in (5.35) would have to be
negative. In fact, we shall show that it is equal to −1.
Let us compute α1, α2: in ζ-coordinate, the points in pi(S
−∩C+) are given
by
(1± x1)
(x2 + ix3)
e±iD.
Similarly, the points in pi(S− ∩ C−) are given by
− (1± x1)
(x2 + ix3)
e∓iD.
There may only be two possibilities for the choice of α1, α2: either
α1 =
(1 + x1)
(x2 + ix3)
eiD, α2 = − (1 + x1)
(x2 + ix3)
e−iD,
or
α1 =
(1− x1)
(x2 + ix3)
e−iD, α2 = − (1− x1)
(x2 + ix3)
eiD.
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We preclude the latter possibility since if it were true, then (5.35) would not
be negative unless p = 1, and hence it is not the generic situation. Therefore
we proceed with the former case. Now it is easily checked that we indeed have
α1e
−2iD/α2 = −1, hence the constants ξ−, ξ+ must satisfy
ξ− = −ξ+e2iD,
|ξ+| = e2r.
(5.36)
On the other hand, the function κ− on S− ∩ pi−1(U) is given by
κ−(ζ, η) = ςex1D tanD−2r−D secD(x3−ix2)ζ
(ζ − α1)(ζ − α2)
(1 + α¯1ζ)(1 + α¯2ζ)
. (5.37)
The condition κ−σ(κ−) = 1 is equivalent to |ς| = 1. Let
ξ+ = e
2r+2θ′i,
ς = e2φ
′i,
(5.38)
where θ′, φ′ ∈ R. Gathering the information, we obtain
κ+(0, η) = −
(
1 + x1
x2 + ix3
)
e2θ
′i+2r+iD over S+ ∩ pi−1(0),
κ−(0, η) = −
(
1 + x1
x2 + ix3
)2
e2φ
′i−2r+x1D tanD over S− ∩ pi−1(0),
or in terms of λ and µ:
κ+(0, η) = −
(
λ− iµ
λ+ iµ
)
ie2θ
′i+2r+iD over S+ ∩ pi−1(0),
κ−(0, η) =
(
λ− iµ
λ+ iµ
)2
e2φ
′i−2r+2={λµ¯}f1(0) over S− ∩ pi−1(0).
By comparing these values with those computed previously from the rational
map construction, we see that θ, φ and θ′, φ′ are related by
θ = −θ′ − D
2
+
pi
4
(mod 2pi),
φ = φ′ +
pi
2
+ arg
(
λ¯− iµ¯
λ+ iµ
)
(mod 2pi).
(5.39)
Note that the above is true for all λ, µ that satisfy |λ|2+|µ|2 = 1. In particular,
it is also true for the limit
(λ, µ)→ 1
2
(1,−i), (5.40)
which corresponds to Σ0SO(2).
Recall that our goal is to compute the metric for the axially symmetric
submanifold Σ0SO(2), so it is the relationship between the differential of θ, φ
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and θ′, φ′ that is important; taking the exterior derivative of both sides of
(5.39) give us
dθ = −dθ′ − ∂pD
2
dp,
dφ = dφ′.
(5.41)
5.4 Computation of the Metric
Let (S−, ν−, S+, ν+) ∈ Σ0SO(2). If %± are sections of the bundles L±2[τ(D)−D]
over S± satisfying %±σ(%±) = 1, then up to possibly a multiplicative unit
complex number, they are related to ν± by
ν− = σ(%−), ν+ = %+. (5.42)
Let f± be local representative functions of ν± over S± ∩ pi−1(U), then they
are given by
f+(ζ, η) =
−e2r+2θ
′iζ over C+ ∩ pi−1(U)
e2r+2θ
′i+2Diζ over C− ∩ pi−1(U)
(5.43)
and
f−(ζ, η) = e−f1(0)+2r−iφ
′
ζ−2. (5.44)
Note that had we taken the limit (5.40) at the beginning, it would be unclear
how to determine the constants ξ−, ξ+ in (5.33), since the patching conditions
(5.34) would not give any information when α1 = α2 = 0; this is exactly why
we needed to consider the family E ⊂M1,2.
We are now ready to compute the Ka¨hler form with respect to the complex
structure I. Recall that (U, ζ), (U˜ , ζ˜) are affine charts of P1 so that ζ = 0
corresponds to the complex structure I. On the twistor space p : Zk,l → P1 of
Mk,l, there is a holomorphic symplectic form Ω such that, over p
−1(U), it is
given by Ω = ω ⊗ ddζ , where
ω(ζ) =
k∑
i=1
d log f−(ζ, η−i (ζ)) ∧ η−i (ζ) +
l∑
i=1
d log f+(ζ, η+i (ζ)) ∧ η+i (ζ),
η±i (ζ) are the roots of the local defining functions P±(ζ, η) of S
±. Expanding
ω as ∞∑
i=0
Ωiζ
i,
then the Ka¨hler form ωI of Mk,l with respect to I is given by
ωI =
1
2i
Ω1. (5.45)
Suppose V is a submanifold of Mk,l and i : V ↪→Mk,l is the natural inclusion,
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then i induces the (non-holomorphic) embedding j : V ×P1 ↪→ Zk,l, where we
view the twistor space as Mk,l × P1. For each ζ, it is easy to see that
i∗(Ω(ζ)) = (j∗Ω)(ζ). (5.46)
As the second projection of j onto P1 is analytic, j∗Ω admits a power series ex-
pansion with respect to ζ. In particular, i∗Ω1 may be computed by extracting
the linear coefficient of the power series of j∗Ω around ζ = 0. We shall apply
this result to V = Σ0SO(2). As Σ
0
SO(2) is a complex submanifold, its Ka¨hler
form is given by i∗ωI . Let us consider (j∗Ω)(ζ):
d log(−e2r+2θ′iζ) ∧ d((−2r + iD)ζ)
+ d log(e2r+2θ
′i+2Diζ) ∧ d((−2r − iD)ζ)
+ d log(e−f1(0)+2r−iφ
′
ζ−2) ∧ d((−2r + f1(0))ζ).
Taking the linear term, we see that the Ka¨hler form of Σ0SO(2) is given by
i∗ωI = 2dr ∧ (2dθ′ − idφ′) + (−∂pf1(0)dφ′ + 2∂pDdr) ∧ dp. (5.47)
For the metric, we need to act on the second argument of i∗ωI by the complex
structure I:
(i∗g)( · , · ) = (i∗ωI)( · , I· ),
where g is the monopole-cluster metric. Earlier in this chapter, we computed,
in term of the basis vector fields {F∗(∂p), F∗(∂r), F˜∗(∂θ), F˜∗(∂φ)}, the matrix
representation of I. The transpose of such matrix tells us the action of I on
its dual basis {dp, dr, dθ, dφ}; it is found that, in the basis {dp, dr, dθ′, dφ′}, I
is represented by
−C−1∂pD/2 0 −C−1 −C−1
−C−1(C +A)∂pD/2 0 −C−1(C +A) −C−1A
−A+ C−1(∂pD)2/4 1 C−1∂pD/2 C−1∂pD/2
C +A −1 0 0
 , (5.48)
where
C = −3
2
∂pf3(0)
f2(0)
+
1
2
∂pf1(0), A =
1
2
∂pf3(0)
f2(0)
.
After a long calculation, we obtain:
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Proposition 5.4. The monopole-cluster metric on Σ0SO(2) is given by
i∗g = 6dr2 + 2(C +A)[(C + 3A) + C−1(∂pD)2/2]dp2
+ 4C−1(C +A)dθ′2 + 2C−1(C + 2A)dφ′2
+ 4C−1(C +A)dp dθ′ + 4C−1A∂pDdp dφ′
+ 8C−1Adθ′  dφ′ − 4(C + 3A)dp dr,
where  is the symmetric product symbol for tensors.
Let R = tanD, then
dp = − pidR
2(1 +R2) arctan2R
.
We may write C and A as
C =
arctan4R
pi
(1 +R2) +
arctanR
pi
(3 + 4R arctanR),
A = −arctanR
pi
(1 +R arctanR).
Using the coordinates {R, r, θ′, φ′} instead, the metric can be expressed as
i∗g = d
(
pi2
4
√
2
R+
√
2r
)2
+ 4dr2 + 4dθ′2 + 2dφ′2 +O (1/R) . (5.49)
Observe that, by interpreting R as the separation parameter, the metric is
asymptotic to a flat metric with rate 1/R for sufficiently large R. Although
there is a cross term in the formula, one may easily verify that the asymptotic
metric is indeed positive-definite. In particular, this very example shows that
in the region Σ0SO(2), the metric is positive-definite providing the separation is
sufficiently large, which is consistent with the general theory.
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