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Abstract 
In this paper, we study the expressive power and the complexity of first-order logic with 
arithmetic, as a query language over relational and constraint databases. We consider constraints 
over various domains (N, Z, Q, and W), and with various arithmetical operations ( <, +, x, 
etc.). 
We first consider the data complexity of first-order queries. We prove in particular that linear 
queries can be evaluated in AC0 over finite integer databases, and in NC’ over linear constraint 
databases. This improves previously known bounds. We also show that over all domains, enough 
arithmetic lead to arithmetical queries, therefore, showing the frontiers of constraints for database 
purposes. 
We then tackle the problem of the expressive power, with the definability of the parity and the 
connectivity, which are the most classical examples of queries not expressible in first-order logic 
over finite structures. We prove that these two queries are first-order definable in the presence 
of (enough) arithmetic. Nevertheless, we show that they are not definable with constraints of 
interest for constraint databases such as linear constraints for instance. Finally, we developed 
reduction techniques for queries over constraint databases, that allow us to draw conclusions 
with respect to their undefinability in various constraint query languages. 
1. Introduction 
The expressive power of first-order logic has been studied in classical logic [lo], 
where powerful tools, such as the compactness theorem, Ehrenfeucht-Fraisst games, 
etc., provide easy answers to the definability of numerous problems. More recently, 
* Corresponding author. E-mail: stephane.grumbach@imia.fr. 
’ An extended abstract of the paper appeared in Proc. Internat. Co@ on Principles and Practice of 
Constraint Programming (CP95), September 1995. 
2 Work supported in part by an NSERC fellowship in Canada. 
3 Work supported in part by NSF grants IRT-9117094, MI-941 1330 and NASA grant NAGW-3888. 
0304-3975/97/s 17.00 @ 1997- Elsevier Science B.V. All rights reserved 
PIISO304.3975(96)00194-6 
152 5. Grumbach, J. Su I Theoretical Computer Science I73 (1997) 151-181 
a variant of the general problem has been considered with a restriction on the se- 
mantics. The definability over the class of finite structures has attracted considerable 
attention in the emerging field of finite model theory 1181. The problem differs drasti- 
cally from the initial one, since most of the powerful tools of classical ogic fail when 
the semantics i  restricted to classes of models, such as finite models. New techniques 
have been developed such as the study of the asymptotic probabilities of the truth of 
sentences [ 171. 
Finite model theory is strongly motivated by database theory. A relational database 
is simply a finite structure. The new applications of database systems (e.g. geographical 
information) have lead to new data models, appropriate for the manipulation of geomet- 
rical, topological, and arithmetical information. Constraints over arithmetical domains 
provide an excellent framework for such data models. Their introduction into first-order 
logic raises questions relative to the expressive power of first-order queries, over both 
classical finite databases, and newly defined constraint databases, that consti~te the 
topic of the present paper. 
Until recently, databases were considered to be finite collections of data items. New 
applications uch as those involving temporal and spatial data lead very naturally to 
more general data models allowing infinite collections of items to be stored in the 
database. Constraint ~atahas~~~, introduced by Kanellakis, Kuper and Revesz in their 
seminal paper [34], constitute a powerful generalization of Codd’s relational model. 
In this new paradigm, instead of tuples, queries act on “generalized tnples” expressed 
as quantifier-free first-order formulas in a decidable ~first-order) theory. A generalized 
relation is a finite conjunction of such constraints, interpreted in the domain of a given 
model of the decidable theory. Interesting constraint query languages are then obtained 
by coupling the relational calculus (or some version of Datalog) with the decidable 
theory. 
Different types of constraints were considered in [34] such as dense linear order 
inequalities [33], real polynomial inequalities, etc. These constraints are based on de- 
cidable theories that admit elimination of quantifiers. The data complexity of both 
the relational calculus and in~ationa~ Datalog with negation over dense order con- 
straint databases has been shown to be tractable, though the decision problem of the 
underlying theories might have high complexity. The low data complexity shows the 
promising potential for practical applications of this approach, which has been pursued 
in particular in [ 11,27,3?-39,4 1,421. 
We consider constraints over the domains of the natural numbers, the integers, the 
rationals and the reals, expressed in first-order languages with equality, and possibly an 
order relation and arithmetic operations, such as addition, multiplication, exponentiation 
(ex), super-exponentiation (xy), etc. 
We investigate the data complexity, which is the complexity of the evaluation of 
queries in terms of the database size. We first consider the complexity over finite 
relations (classical relational case). We prove that linear queries (expressed with order 
and addition) can be evaluated in A@ data complexity, that is on Boolean circuits with 
arbitrary fan-in gates with constant parallel time and a polynomial number of gates. This 
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result shows that linear queries have the same potential for parallelization as first-order 
logic with no arithmetic. On the other hand, we proved that while polynomial queries 
over the reals can be evaluated in NC [5,34], polynomial queries over the natural 
numbers, the integers and the rationals are arithmetical. The initial NC result was then 
improved. It was shown in [4] that a TC” bound holds for polynomial constraints over 
the reals. 
We then consider the complexity over finitely representable relations and prove a 
new result for the case of linear queries that, over all the domains considered, they can 
be evaluated in NC’ (logarithmic time with a polynomial number of processors over 
bounded fan-in Boolean circuits). The proof is based on the following observation. 
The computation of a linear query requires the use of a bounded number of nested 
integer multiplications, which is known to be computable within logarithmic parallel 
time [44]. Order queries have AC0 bounds while polynomial queries admit the same 
bound as over finite structures. 
The data complexity of first-order logic provides an upper-bound on the expressive 
power. We investigate in detail the impact of the arithmetic. The PARITY of the cardi- 
nality of a set and the CONNECTIVITY of a finite graph are well-known queries that are 
not definable over finite models in a first-order language with equality. They are espe- 
cially interesting, since they involve two basic primitives: counting and recursion. Their 
undefinability was shown by various proof techniques such as locality [22], asymptotic 
probabilities [ 161, Ehrenfeucht-Fraisse games [ 14,201, etc. The undefinability results 
also hold in the presence of an order relation on the domain [29]. 
It was shown in [26] that the model theory of finitely representable structures, differs 
strongly from the classical model theory of all structures. In particular, most of the 
classical results of logic such as the compactness and the completeness theorems fail for 
finitely representable structures, like for finite models (see the survey by Fagin [IS]). 
Constraint databases thus introduce a new area of research on first-order definability. 
The previous undefinability results were shown for domains allowing at most an order 
relation. It is particularly challenging that the existing techniques do not carry over in 
presence of arithmetic. Ehrenfeucht-Fraisse games apply, but they lead to inextricable 
combinatorics [26], while locality and O/l laws do not work already in the presence 
of an order relation. 
On the other hand, the PARITY and CONNECTIVITY queries have nothing to do with 
arithmetic. They are generic [7], i.e., they commute with permutations of the domain, 
even permutations violating the order and the arithmetic operations. The increase of the 
number of relations and arithmetic functions in a first-order language generally results 
in an increase of its expressive power. This is clear for all classical arithmetics over 
the natural numbers or the reals for instance with the operations + and x. 
Nevertheless, it is a priori not clear that more generic queries are expressible in 
a language extended with arithmetic operations. Gurevich [ 1, Exercise 17.27, p. 4621 
found an example of a generic query expressible with an order relation, and not ex- 
pressible without it. We prove here that PARITY and CONNECTIVITY are definable over 
the natural numbers or the rationals with addition and multiplication, and over the 
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reals with super-exponentiation. On the other hand these queries are not definable with 
addition only. The expressive power of linear queries has also been studied in [Z]. 
Recently, it was shown in [3] that PARITY was not definable with pol~omial cons~aints 
over the reals. This later result was obtained by non-standard techniques. 
We develop reduction techniques to prove the undefinability of numerous queries 
under the assumption that parity is not definable. We illustrate these techniques on 
queries from geometry, topology, computational geometry [Xl], graph theory, and geo- 
graphical databases, and we investigate their first-order definability in various contexts. 
Our reduction results combined with the result of [3] answer most of the defi~bili~ 
questions over constraint databases found in the literature. 
The paper is organized as follows. In the next section, we present he concept of re- 
lational databases and constraint databases. In Section 3, we introduce queries and 
first-order logic as a query language, and study the data complexity of first-order 
queries for various domains and various arithmetic, and over both finite or finitely 
representable r lations. Section 4 is devoted to relational generic queries, while queries 
over finitely representable databases are studied in Section 5, with the new reduction 
techniques. 
2. From finite to constraint databases 
We introduce here the framework ofjfinitely representable databases which extends 
the classical paradigm of the relational model, and present a few important examples 
of such databases. 
All the results presented here are related to first-order logic, which deserves therefore 
a brief presentation. In the whole paper, we consider jkst-order languages with equal- 
ity. A first-order language 9 consists of predicate, function, and constant symbols. 
The family of terms is recursively defined as follows: a constant or a variable is a 
term, fh,..., tn) is a term if f is an n-ary fimction symbol and tt , . . . , t,, are terms. 
Formulas are defined using logical connectives, terms, and predicate symbols from 9 
in the standard way: f’(tl , . . . , t,,) is an atomic formula if P is an n-ary predicate sym- 
bol and tl, . . . , tn are terms; ~9, rp v I,$, cp A $,3x p, and Vx cp are formulas if (;o, $ are 
formulas and x is a variable. A sentence is a formula with no free occurrences of 
variables. A formula is quartti$er-free if no quantifier occurs in it. 
A structure for a first-order language 9 (or Lk’-structure) is a pair d = {A,p), 
where A is a non-empty set, called the universe, and p is the interpretation function 
mapping predicate, function, and constant symbols in Y to appropriate relations over, 
unctions on, and elements in A, respectively. The notion of satisfaction is defined in 
the standard way. We say equivalently that a structure d is a model of a sentence 9, 
or that 9 is true in j?e, and denote it by d b cp. A theory is a set of sentences closed 
under logical implication. A theory is complete if for each sentence q, either v, E Y 
or 79 E Y. It can be verified that the set of sentences true in a structure &, called 
the theory of ,aB, is always a complete theory. 
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In this paper, we shall focus on the following numerical domains: 
_ N of natural numbers, 
- Z of integers, 
- Q of rational numbers, and 
- R of real numbers, 
along with the (total) order predicate (<) and the following arithmetic operations: 
addition (+), multiplication (x ), exponentiation (ey) and super-exponentiation (xY). 
The super-exponentiation function xy is defined over the complex numbers C, and 
is only partially defined over the real numbers R and the rational numbers &p (if 
x is negative, xJ’ may not be defined for some y’s). First-order logic with arith- 
metic is treated in great detail in [ 151, which is of great help for the present 
topic. 
We now review the well-known framework of finite relational databases [ 1, 12,481. 
The universe is restricted to the natural numbers, possibly with the order, but without 
arithmetic. 
A database schema CT is a set of relation symbols such that 2 n c = 0. Throughout 
the paper, we assume that the database schema is disjoint from the first-order language, 
and we distinguish between logical predicates (e.g., =, <) in di” and relations in cr. A 
database instance is a finite structure, with a finite domain D, and a finite interpretation 
of the relation symbols. 
The theoretical framework of relational databases is therefore restricted to finite 
models in contrast to all models in classical logic. The formal foundations have been 
studied in the context of finite model theory [ 181, which is the model theory of fi- 
nite structures. This field has attracted a recent and large development mainly due 
to its connection to database theory [l]. Finite model theory differs drastically form 
classical model theory. Indeed, the two fundamental theorems of classical logic, the 
compactness and the completeness theorems, fail in the context of finite models. Var- 
ious other results also fail such as the recursive enumerability of the set of sentences 
valid over finite models [47], or Beth’s theorem on the equivalence between implicit 
and explicit definitions [29]. These results are fundamental to prove in particular ex- 
pressive power results, and explain the need to develop alternative proof methods 
in finite model theory. We shall see that the situation is even worse for constraint 
databases. 
We now consider constraint databases. Kanellakis et al. [34] introduced the concept 
of k-ary generalized tuple, which is a constraint expressed as a conjunction of atomic 
formulas in LZ over k variables. A k-ary jinitely representable relation (or generalized 
relation in [34]) is then a finite set of k-ary generalized tuples. In this framework, 
a tuple [a, b] in the context of classical relational databases [12] is an abbreviation 
for the formula (x = a A y = b) represented using only the equality symbol, “=“, 
and constants. Geometric objects can easily be defined. A triangle can be defined as a 
generalized tuple represented using only “ <” and constants, by an expression of the 
form: (X d y Ax 2 0 A y < 10). More sophisticated figures can be defined, such as a half 
circle over the reals for instance: (x x x + y x y = 1 A x d 0). 
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The structures of particular interest in the context of finitely representable models 
include discrete structures uch as 
- (Ni, G-<,(n)#%F& (6 G,(n)nGz), 
- (NY G,+>(n),EN)? (5 d,+,(~)nEEj, 
over the languages of (respectively) order, order and addition, and natural or integer 
constants; and dense structures uch as 
- .J2 = (o;s,=, G(&fC?), 
- (Q=, b,+,(q),Ea), 
- w = (R=, <, +, x,(q)q&, 
over (respectively) the languages 2’< = {=, 6) U Cl, and 2ZX = {=, 6, x,+} U A, 
where A is the set of algebraic numbers. 
We assume that the languages contain constants, either all constants in an enumerable 
domain (i%,Z, Q) or the set of algebraic number A in the case of the reals. In the 
sequel we will omit the constants in the notation of structures. 
Other structures will be considered, such as the structure of number theory, (lV, <, 
+, x), and structures over larger vocabulary, but we will see that they are generally 
meaningless for constraint databases. Note that all theories of the previous structures 
are decidable and have hoer-exponential complexity (19,401. 
The structure 2! satisfies the theory of dense order without endpoints that is known 
to be complete [lo]. Moreover, it admits elimination of quantifiers, which as we shall 
see in the following is the fundamental property of constraint databases. The struc- 
ture 2.2 satisfies the theory of ordered real closed fields which, like the theory of 
dense order without endpoints, is also complete and admits eIimination of quanti- 
fiers [lo]. 
A constraint database is a finite representation f a structure, which is an expansion 
of some arithmetical structure, say W, to a database schema (T, i.e., a structure over the 
vocabulary {=, 6,+, x,(~&~A\} U o that coincides with W on {=, 6,+, x,(q&A}. 
The new relations of cr constitute the database (in the context of 9). Although the 
relations may be infinite, they are finitely representable with symbols in (=, Q, +, x, 
G&Ed. 
Definition 2.1. Let d be an ~-structure with universe A, C&Q,. . . ,x,,) a quantifier- 
free formula in _5? with n distinct free variables xi,. . . ,xn. An n-at-y relation S GA” is 
represented by q ouer d if the following holds: 
for all a I,..., a,EA, d+cp(al,..., a,) ifs (al ,..., a,)ES. 
If S is represented by cp over @‘, cp is also called a finite representation of S over d. 
Example 2.2. Let a,b,c,d be rational numbers such that a -C c and b < d. In the 
rational plane (Q2), a rectangle with lower left and upper right corners respectively 
(a,b) and (c,d) is represented by the formula in ?ZG over 2: 
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In the 3-dimensional real space (R3), the top half of the sphere of radius d centered 
at the point (a, b, c) is defined by the following formula in 52 X : 
(x - a)’ + (y - b)* + (z - c)’ = d* A z > 0. 
Finitely representable relations are somehow exceptions in the universe of all rela- 
tions, which is not enumerable in general. The binary relation defined by cosine for 
instance is not finitely representable in YX [49]. 
Definition 2.3. Let d be an Z-structure with universe A. An n-at-y relation SC A” is 
finitely representable in _Y (_Y-representable for short) over d (&’ is omitted when it 
is clear from the context) if it is represented by a formula in .Y over &‘. An expansion 
.% of &? to the schema cr is said to be Z-representable (over d) if for every relation 
symbol R in CJ, Rs is g-representable (over &‘). 
Note that the languages considered contain a constant symbol for each rational num- 
ber in the case of 22, and for each algebraic number in the case of &?. This is necessary 
in our framework (algebraic numbers are definable with +, x, 0, and 1, but with the 
help of additional variables and quantifiers). 
Definition 2.4. An (d, o)-(database) instance is a mapping I, interpreting the relation 
symbols, such that there exists an expansion B of d to rs that is Y-representable over 
d, and for each R E IJ, Rg is represented by I(R) over J&‘. 
When everything is clear from the context, we will simply speak of an instance. In 
the following, we fix & and cr, and consider the class K(d,a) of (~2, o)-instances. 
If Y is a countable language, then K(d,a) is effectively enumerable. Moreover, if 
d has a countable universe such as the natural numbers, then every relation in each 
(JzZ, o)-instance in K(d, 0) is recursive. Note that K(&, a) is closed under finite union, 
intersection, and complement. This differs from finite model theory (the complement 
of a finite model is not finite). 
For each sentence cp in 2’ U CJ, we denote by K,(d, CJ) the collection of (&, a)- 
instances satisfying cp, i.e., for each Y-representable (d,o)-expansion g’, if CB + cp, 
then each finite representation of &?I0 is in K&L&‘, c). (We may denote K&d, o) simply 
by Kz when (T is clear from the context.) 
Database instances have a syntactic and a semantic aspect. We are merely interested 
by the semantics of the instances. We next define a notion of semantic equivalence of 
two instances. 
Definition 2.5. Suppose & is an 2 structure. Let CJ be a database schema. Two (~2, r~)- 
databases I and J are equivalent if for each R E CJ of arity n, 
d + Vx,, . .tJx,(l(R) H J(R)). 
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A finitely representable relation can therefore be infinite, of arbitrary cardinality (not 
necessarily countable), but it admits a finite representation. A finite relation (database) 
is representable using only the equality predicate (and constants), and therefore is an 
{=)-representable relation (and the representing formula does not involve negation). 
The converse does not hold. However, a monadic relation is {=)-representable iff it is 
finite or co-finite. 
3. Queries, query languages and data complexity 
In this section, we define the fundamental concept of query and introduce various 
subclasses of queries including the classical “generic” (relational) queries [7,8], dense- 
order queries [27,34], and linear queries [28,39]. We illustrate various concepts with 
examples of queries from various fields, including geometry and graph theory. We then 
consider first-order languages as “query languages” and study the complexity bounds of 
evaluating queries expressed in these languages as a function of the input database size. 
3.1. Queries 
Queries are mappings which satisfy a consistency criterion called genericity, which 
reflects the independence of the data from its representation. In (finite) relational 
databases, a query, as introduced by Chandra and Hare1 [7,8], is a mapping Q from 
finite structures over a given schema g to relations of a fixed arity n satisfying the fol- 
lowing conditions: (i) Q is partial recursive; and (ii) for each database I of cr and each 
permutation p of the underlying domain, Q(p(Z))=p(Q(I)), i.e., Q commutes with p. 
Condition (ii) is called genericity in the database literature. Note that the underlying 
structure of a relational database is a first-order structure d for the language .Z con- 
sisting of one predicate symbol (the equality “=“) and no function symbols. Hence 
every permutation of the domain is an automorphism of &‘. The generic@ implies in 
particular that if two databases, I and J, over (T are isomorphic by an isomorphism, 
then the answers Q(1) and Q(J) are also isomorphic by the same isomorphism. 
Genericity was later generalized to “C-genericity” by Hull [30] to allow the use of a 
fixed set C of constants (which are left fixed by the isomorphisms) in a query expres- 
sion. In this paper, we only consider the genericity notion in its original form, though 
the results are generalizable. Constraint databases give raise to numerous concepts of 
genericity [3,38]. Genericity is not the purpose of the present paper, and we adopt the 
following definition. 
Definition 3.1. Let d be an Y-structure, cr a database schema, and k E N. A (k-ary) 
query is a mapping Q from (&,a)-databases to quantifier-free formulas in J.Z with k 
distinct free variables yi, . . . , yk satisfying the following condition: 
For each pair I, J of databases over c, if I and J are equivalent, then Q(Z) and 
Q(J) are equivalent. 
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When k = 0, a 0-ary query is also called a Boolean query. Each Boolean query is 
viewed as a collection of (&‘,a)-databases closed under equivalence. 
In the above definition, we do not require a query to be computable (or recursive), 
since we shall also consider query languages that are capable of expressing queries in 
the arithmetical hierarchy. 
Definition 3.2. If d is an Y-structure with universe A, and c a database schema, then 
a query Q is (relational) generic if Q commutes with each permutation of A, i.e., for 
each (.c9, o)-database I and each permutation p of A, Q@(I)) = p(Q(I)). 
Generic queries make sense on finite inputs only. It is simple to verify that for a 
language 9 C{ <, +, x}, if S is an Y-representable set over Q (or [w), and if for 
each permutation p of Q (KY), p(S) is also Z-representable, then S is finite. Indeed, 
if S is not finite, S must contain an interval since S is Y-representable. Now under 
permutations p which divide the interval into infinitely many “pieces”, p(S) can not 
be finitely representable. 
In the general context of finitely representable databases, e.g., over the real field 99, 
clearly the identity mapping becomes the only isomorphism between the finitely repre- 
sentable extensions of 9?. Recently, different notions of genericity have been proposed 
[27,33,38]. We consider one of these in the following. 
Definition 3.3. Let 9 be a first-order language with the order predicate 6, d an 
9-structure, and cr a database schema. A query Q is G-generic (order generic) if 
Q commutes with each isomorphism of the substructure &‘]I <), i.e., the structure 
containing the universe of d and the binary relation 6.“. 
We now present numerous a few examples of constraint database queries in the 
areas of geometry, topology, computational geometry, graph theory, and geographical 
databases. In Section 5, we exhibit reductions among these queries and the reduction 
results establish a hierarchy of equivalence classes of queries. 
We consider mappings corresponding to (i) well known (Boolean) graph queries 
(parity, majority, etc.), and (ii) spatial queries (e.g., region connectivity). For graph 
queries, the inputs are finite relations (over, e.g., integer values) defined with equality 
constraints. For spatial queries, we consider queries over potentially infinite relations. 
For example, suppose that R is an infinite binary relation. It can be seen as defining an 
infinite set of points on the real plane. The queries considered here concern topological 
or geometric properties of the input relations. 
More specifically, we consider the following graph queries, which are generic queries. 
For each finite relation R, (RI denotes the cardinal@ of R. 
_ PARITY, input: a finite relation R; output: true iff (RI is even. 
_ MAJORITY, input: two finite relations, RI and R2, of the same arity; output: true iff 
R1 C Rz, and lR21621R1l. 
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- HALF, input: two finite relations, R1 and R2, of the same arity; output: true iff RI C Rz, 
and ]Rz] = 2/R] /. 
_ CONNECTIVITY, input: a finite binary relation R representing a graph; output: true iff 
the graph represented by R is connected (i.e., there is a path from every node u to 
every node 0). 
The topological and geometric queries considered include the following <-generic 
queries. 
_ k-dimensional REGION CO~ECTIVITY, input: a relation R of arity k; output: true iff 
R is connected, i.e., every pair of points in R can be linked by a curve contained 
entirely in R. 
_ k-dimensional AT LEAST (EXACTLY) ONE HOLE, input: a relation R of arity k; output: true 
iff R has at least (exactly) one hole (i.e. a connected region with empty intersection 
with R, lying inside a hoer-sphere of dimension k - 1 which is included in 21). 
_ EULERIAN TRAVERSAL, input: a binary relation R consisting of only line segments; 
output: true iff there is a traversal going through each line segment exactly once. 
- HOMEOMORPHISM, input: two k-ary relations, RI and R2; output: true iff the sets of 
points in R1 and R2 are homeomorphic in dimension k. 
Note that for k = 1, the REGION CO~E~TIVITY, AT LEAST and EXACTLY ONE HOLE queries 
can be easily expressed in first order. We also consider the following query, EUCLIDEAN 
SPANNING TREE, which is not <-generic but was conjectured to be inexpressible in first 
order in [34] in the context of 9’. 
- EUCLIDEAN SPANNING TREE, input: a binary relation representing a finite set of points 
in liB2; output: a relation with arity 4 representing a set of pairs of points which are 
edges of the Euclidean spanning tree. 
3.2. Query languages 
Let Y be a first-order language and (T a database schema, disjoint from 9. We 
consider _9 as a query language: each formula rp in A? U CJ with free variables in 
{Xl , . . . ,xn} naturally defines a query (expression) ouer g (n 20): 
{(Xl ,**.Jn)lV). 
Suppose Q = {(xi , . . . ,xn) 1 tp} is a query over the schema cr, and I is an (@‘, cr)- 
database. Since for each R E CT, I(R) is a (qu~tifier-free) formula in 9, and cp is a 
formula in 9 u CT, we can replace in q each occurrence of a relation symbol R by the 
formula l(R). Clearly, the resulting formula, denoted by cp’, is a formula in 9. The 
answer of the query Q on I, denoted by Q(I), is defined as a quantifier-free formula 
li/ in 9’ such that d k 50’ ++ I/J. 
If the theory of the structure & admits quantifier elimination, then each query 
expression indeed defines a query. The converse is also true. Examples of such the- 
ories include the theory of dense-order without endpoints, and the theory of the real 
closed field. Not all the structures considered in the paper admit quantifier elimination 
procedures. 
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Example 3.4 (Enderton [15]). The theory of (N, d , +) (a.k.a. Presburger arithmetic) 
does not admit quantifier elimination. For example, the set of even numbers defined 
by the formula 4(x) = 3z(x = z + ) z is not definable by any quantifier-free formula. 
Though quantifier elimination is a necessary condition for defining the semantics of 
arbitrary query expressions, Boolean queries are well defined even without quantifier 
elimination procedure. 
Proposition 3.5. For each sentence cp in 9 U o, the answer of the Boolean query 
{ ( ) 1 cp} on every (d, o)-database is always dejined. 
We now make our notion of a “query language” more precise. Let 9 be a first-order 
language and .d an 2?-structure. By query language 9, we mean the collection of 
schema and query expression pairs (a, Q) such that for each (~2’, a)-database I, Q(1) 
is always defined. It is not difficult to see that if the theory of d does not admit 
quantifier elimination, the corresponding query language 2’ is possibly non recursive. 
First-order queries can also be written in algebraic form. The success of the relational 
model is largely due to the existence of an algebraic framework, equivalent to the 
calculus, and which allows efficient optimization and implementation techniques. We 
recall the algebra for finitely representable relations that was introduced in [28]. It 
plays a fundamental role in the proof techniques for the data complexity on Boolean 
circuits. We recall the algebraic operators. Suppose R is an n-ary relation represented 
by a quantifier-free formula, cp, of the form: 
where the qi,j’s are atomic formulas. Then, we can also denote the representation cp 
as a collection of generalized tuples ti in the set notation: 
ii 
ti l<i<k,ti =h pi,j . 
j=l 1 
Furthermore, if I is an instance over schema CJ and R E 0, we consider the relation 
Z(R) as a set of generalized tuples as above. We also assume that attributes (columns) 
of relations have names and for each attribute name A, there is a distinct variable xA 
associated with it. Attribute names are usually denoted by A, B, C, . . . (and possibly with 
subscripts). When the context is clear, we may blur the distinction between variables 
and attribute names. 
Let o be a schema. The family of algebraic expressions (over a) is defined 
inductively in the usual manner (see [l]) from the operators: Cartesian product, x, 
selection, 4 a~ (where F is an atomic formula in _Y on attributes), projection, rrg,,...,~~ 
(where BI, . . ,Bk are attribute names), set operations, -,n,U, and rename P~-+B. 
4 The selection OF is not to be confused with the schema (r 
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We now describe the semantics of the algebra. (Note that the operators work directly 
on generalized tuples, so the semantics is given with respect o generalized tuples.) 
Suppose that I is an instance of e, and e is an expression over o. The result of e 
on I, denoted by e(l), is defined inductively as follows: 
(i) e If e = (R), e(J) = I(R) (a set of generalized tuples). 
l If e = (A : D), e(Z) = {xA = XA}, w h ere XA is the variable corresponding to 
the attribute A and D is the underlying domain. 
(ii) If e = (ei x ez), then e(1) = {tl A t2 / tl E cl(Z), t2 f ez(Z)}. 
(iii) If e = (0~ ei), e(1) = {t A F 1 t E e!(Z)), where each attribute name A in F is 
replaced with the corresponding variable XA. 
(iv) If e = ~a,,..,,s~ ei, then e(1) is obtained from ei(1) by “eliminating” the vari- 
ables which do not correspond to attributes Bi through Bk. One proceeds as fol- 
lows. Suppose e!(f) = {tr ,..., tm> and has a~~butes Ai ,..., A, and {Cl ,..., C-k} = 
IA I,...,&) - {&,..., I&}. We eliminate one by one all existentially quantified vari- 
ables xcl,. . . , xc,_, in each of the formulas 3xc, . . . ilncn_kti. Each tuple ti then results 
in tuples &, . . . , t,& (with ki = 1, so a unique tuple, in the linear case). Finally, e(Z) = 
($1 1 ciidm, 1 dj<kj}. 
(v) l If e = (ei U ez), then e(1) = er(1) U ez(I). 
o If e = (el n e2), then e(l) = {tt A tz 1 tl E el(Z>, t2 E ez(Z)). 
l If e = (ei - e2), then e(1) = {tl A t2 1 tl E e,(Z), tz E (e2(Z))C}, where 
RC is the complement of R obtained as follows. Suppose R = {tl, . . . , tn} 
is a set of generalized tuples and for each i, ti = hj9i.j. Then R” is the 
formula5 in DNF which is equivalent o ~i~j~~i~j. 
(vi) If e = PA-s et, then e(1) = ei(l)[xA/~s] (all occurrences of 2.2 are replaced 
by XB). 
We apply the well-known Fourier-Motzkin elimination method to eliminate 
one by one all existentially quantified variables for the projection in the case of linear 
constraints. The Fourier-Motzkin elimination method (see for instance [45, 
pp. l55--1.571) works as follows. Consider a generalized tuple t which defines a poly- 
hedron P(X, y) C Q n+l described by the inequalities (once the coefficients of y have 
been normalized): 
( 
aC%+ydag for /= l,...,L 
bkZ-- y<bt for k = l,...,K 
c’? < c; for i = l,...,f 
where i E Q”, y E Q. One can show that after the “elimination” of y (i.e. after P has 
been projected on its first n coordinates), the relation over Z is exactly: 
{a E $3” /bk% - b!, <a$ - aZX for all 8 and k, c’X <et) for all i}. 
5 Note that the formula may a priori have exponential length in the size of the original formula m W ‘(Pi,j. 
We prove in the next section that it can be done in polynomial length for the families of databases considered 
here. 
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Therefore. 
I $i<f 
71,t = N bkx- bk,<a; -a’xi&fch. 
1 <k<L,l $/<L 
It is easy to verify that the algebra, denoted by ALGz, where 9 is some first-order 
language of the type considered in the paper, is equivalent to first-order logic over the 
class of structures we consider. The proof (omitted) is similar to that of the equivalence 
of the classical relational algebra and calculus over finite structures (see [l]). 
Theorem 3.6 (Grumbach et al. [28]). FOy = ALGy. 
We illustrate the above result with the following example. 
Example 3.7. Consider the following query over a binary relation R with attributes 
A.B: 
{z ( 3x3~ (R(x, y) A y = 2x + z)}. 
The equivalent algebra query is 
%~z%v=~,+nzq=~+~(R x (A, : CD) x (A2 : Cl)). 
Optimization techniques for linear queries were investigated in [25]. 
3.3. Data complexity 
We next consider the complexity of evaluating queries over finite or finitely rep- 
resentable databases. Various complexity models have been defined in the context of 
arithmetic following two main trends, the arithmetic model and the bit model of com- 
plexity [40]. 
The arithmetic complexity [6] refers to a model of computation for real numbers 
restricted to the arithmetic operations +, -, x, + with infinite precision (no rounding 
errors), with the comparisons = and <. These operations correspond to an atomic 
computation step independent of the size of the numbers involved in the computa- 
tion. This trend is currently very active [36]. This model has been used to develop 
a descriptive complexity over the reals [24] for a special class of models in the 
spirit of the meta-finite structures of [23], associating a finite structure with the real 
field. 
The arithmetic model lacks a sensitivity to the size of numbers, which seems fun- 
damental in the database context. The complexity of queries should be expressed as a 
function of the size of the data, including of course numbers which can be arbitrarily 
large. The bit model on the other hand reflects the finiteness of the arithmetical compu- 
tation. It is based on Turing machines with an encoding of all numbers in some finite 
alphabet on the machine tape. This assumes that all numbers are finitely representable 
164 S. Grumbach, J. Sul Theoretical Computer Science 173 (1997) 151-181 
by a string on the tape. We make the following restriction, which is harmless for our 
purposes. 
Proviso: We assume in the sequel, that the numbers tored in the relations or used 
in the queries, are integers or rationals. In the case of AC0 results, the numbers are 
restricted to integers only. 
Databases are encoded in a standard way as strings on the machine tape. Rational 
numbers are encoded as pairs of integers, which are encoded in their binary representa- 
tion. Let 17 be a database schema. An (d,o)-database instance I, is encoded following 
the standard encoding of [28]. The size of a database is by definition the size of its 
standard encoding. 
The data complexity of a query measures the resoumes (time, space, number of 
processors, etc.) needed to evaluate the query on a computing device (Turing machine, 
Boolean circuit, etc.) with respect o the database size. We consider classical complex- 
ity classes based on Turing machines uch as LOGSPACE and PTIME, classes based 
on Boolean circuits, with AND, OR, and NEG gates, such as AC0 with constant depth, 
a polynomial number of gates with arbitrary fan-in, and NC with polylog depth, 
a polynomial number of processors and bounded fan-in gates (see [32] for a de- 
tailed exposition of these classes). We also consider the class NC’ c NC based on 
circuits with logarithmic depth, a polynomial number of processors (bounded fan-in 
gates). 
We define formally the size of a database as follows. This precise definition is 
~nd~en~l for Boolean circuits. 
Definition 3.8. Let R be a relation, and 4~ its representation over the language 
(=, <, +} U 7. The formula 4~ is of size l&I <n if 4~ contains at most n disjuncts 
(tuples) and at most n distinct constraints, and the absolute values of the integers oc- 
curring in 4~ are bounded by 2” (i.e. the absolute values can be represented in binary 
notation with n bits). 
We first consider the complexity of queries over finite databases. It is well known 
in finite model theory that first-order logic with no arithmetic has AC0 data complexity 
[l]. The proof is relatively simple and best realized in the context of the relational 
algebra which is equivalent to first-order queries 1127. We briefly review the proof in 
the case of the relational algebra over finite structures as it is sketched in [l]. In the 
case of finite relations, the circuits are constructed uniformly as follows. The gates 
of the circuit represent pairs of the form [R, t], where R is a relation name (or any 
algebraic expression, such as R’ x R”), and t is a tuple of the same arity as R. The 
semantics is that the value of a gate [R,t] is 1 iff R(t) holds. 
Consider an algebraic query Q. There is a gate of the form [R, t] for each R, either 
an input relation or a sub-expression of the query Q, and each tuple t which has the 
proper arity and is built with atomic constants from the input relations. That gives rise 
to a polynomial number of gates. 
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The circuit computes the value of [Q,s], for each tuple s of the corresponding arity, 
starting from the values of the [R,t], where R is an input relation. Most operations are 
very simple to simulate. For instance, the value of [R’ x R”, [t’, t”]] is 1 iff both [R’, t’] 
and [R”, t”] have the value 1. The only operation that is slightly more complex is the 
projection, which requires unbounded fan-in of the OR gates. 
The result extends trivially to first-order logic with an order relation, and this holds 
for all the domains considered in the present paper under the assumption that the 
numbers occurring explicitly in the database relations are integers. 
Proposition 3.9. First-order queries over finite integer databases in the contexts 
(N G), (Z, G), (Q, G), or (IX, <) have AC0 data complexity. 
The proof follows easily from the classical finite model theory result. The restric- 
tion for integer databases is important. Indeed, the result doesn’t hold with rational 
databases. Consider the following input: R = {[a/b,c]}, and the query Vxy(R(x, y) 
--) x = y), with the equality predicate. The query is satisfied by R iff a = b x c holds. 
This cannot be checked in AC0 [21]. This example shows that even without order, 
rational numbers lead to more complex evaluation than AC’. 
The AC0 bound can be extended to the case of linear queries, as shown in the 
following proposition. 
Proposition 3.10. First-order queries over finite integer databases in the contexts 
(FV, d, +), (27, 6, +), (Q, d, +), or (R, d, +) have AC0 data complexity. 
The proof follows from techniques developed in [28] to establish the AC0 bound 
for finitely representable linear constraint databases. Details follow in the sequel about 
finitely representable databases. 
For richer languages, there is a serious gap of data complexity. This gap exists 
already for the complexity of the decision problem of the logical theories, Presburger 
arithmetic [ 19,401 versus number theory [ 151. 
Theorem 3.11. First-order queries in the contexts of the natural numbers, (N, <, 
+, x), the integers, (Z, <,+, x), and the rationals (62, b,+, x) define mappings in 
the arithmetical hierarchy. 
Proof. It is clear in the context of the natural numbers and the integers, where the 
language provides exactly the power of the arithmetical hierarchy. Now, for the context 
of the rational numbers, Robinson [43] proved that the integers are first-order definable 
over Q. It follows that, in this later context, number theory can be simulated. 0 
We analyze in detail queries in the context of (N, 6, +, x) in Section 4. 
On the other hand, the complexity is bounded in the real context. This follows from 
the decidability of the theory of real closed fields [46], and its tractability for a fixed 
number of variables [5]. The data complexity was shown to be in NC in [34] in a 
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< t x X9 
N AC* AC* arithmetical arithmetical 
a: A&* AC? arithmetical ~ithmetical 
Q AC0 AC? arithmetical arithmetical 
R AC* AC* TC* arithmetical 
Fig. 1. Data complexity of first-order queries over finite integer databases. 
< / + x XV 
N AC* NC’ arithmetical arithmetical 
: 
’ NC’ 
% NC’ 
arithmetical arithmetical 
arithmetical arithmetical 
II% AC” NC’ NC arithmetical 
Fig. 2. Complexity of first-order queries over finitely representabte databases. 
more general context. This result has been improved in the present context. Benedikt 
and Libkin [4] proved a TC” upper-bound. TC” extends AC0 with threshold gates. AC0 
c TC” C NC’. 
Fig. 1 summa~zes the complexity of query languages over various domains and with 
various arithmetic operations over finite integer databases. The assumption of integer 
databases versus rational databases i necessary only for AC0 bounds. 
We next consider the data complexity over finitely representable databases instead 
of finite databases. It was shown in [34] that first-order for real constraint databases 
has an NC data complexity upper bound. This tractabili~ result presents a promising 
future for constraint databases. 
More recently, Kanellakis and Goldin [33] proved that the query language of dense 
order constraints over the reals (without +, x) has an AC0 data complexity upper 
bound when dealing with finitely representable inputs in some normal form. The proof 
is based on a (finite) relational normal form for finitely representable databases and 
an equivalent algebra. This technique can be extended to other contexts for P&h, 
and Q. Nevertheless, the result is rather restricted since the normalization is in NC 
but not in ACO. Instead of assuming a normalization of all relations, it is possible 
to consider restricted classes of inputs. In particular, for finitely representable integer 
databases, the AC0 bound holds for first-order limited to an order relation as shown in 
Fig. 2. 
An AC0 bound was obtained in [28] for linear constraint queries and databases 
representable in { =, <, +}UZ with the number of occurrences of + in every constraint 
uniformly bounded. This result is also used to show the data complexity for finite 
integer databases (Fig. 1). The result is proved using the algebra for linear constraint 
databases. The difficult part of the proof is reIated to the operations of projection and 
difference, which require some weak form of multiplication. 
The initial result of [34] proving an NC bound for polynomial constraints over the 
reals applies of course to linear constraints over dense orders, such as the rationals or 
the reals. We next improve the previous bound, and prove that the data complexity 
S. Grumbach, J. Sul Theoretical Computer Science 173 (1997) 151-181 161 
of linear queries is actually NC’. This is the main original complexity result of this 
paper. 
Theorem 3.12. First-order queries ouer finitely representable databases in the con- 
texts (kl, 6, +), (Z, <,+), (Q, <,+), or (iw, <, +) have NC’ data CompZexity. 
In the case of constraint databases, the number of tuples (of atomic values) is infinite. 
Instead of the tuples, the generalized tuples need to be encoded. We next explain how 
the encoding is done using gates in a circuit. 
Without loss of generality, we make a few assumptions to simplify the presentation. 
Specifically, we assume that Q is a first-order Boolean query whose input consists of 
a single binary relation R. For each natural number n, we exhibit a Boolean circuit 
C,,, of logarithmic depth (depending only on the query Q) with polynomially many 
gates in terms of n. The circuit C,, has the property that for each input R with a 
representation 4R of size smaller than n, the circuit C,, starting on an encoding enc(4R) 
of 4~, computes an encoding of Q(R). The proof easily extends to inputs with several 
relations, of arbitrary arities, and to queries with outputs of arity 2 1. The circuits then 
have many output gates, giving an encoding of (a representation of) the output. The 
main criteria for non-Boolean queries is that the number of tuples and constraints, and 
the size of the integers in the output is bounded and can therefore be “wired” in the 
circuits. 
The input (under the previous assumptions) is encoded as follows. We first describe 
how to encode with 3n3 + 4n2 bits any (quantifier free) formula of {=, <, +} U Z with 
two free variables of size n. (i) Integers are encoded in binary notation with n bits. 
(ii) Constraints of the form LXX + fly@, where c(, p, and y are integers whose absolute 
values are smaller than 2”, and 0 is = or <, are encoded on 3n + 4 bits as follows: 
I I 
where the bit ?? = 0 (resp. 1) if 0 is = (resp. <); the bit CL = 1 (resp. 0) if a is a 
positive (resp. negative) integer; Ia\ is the binary representation of the absolute value 
of CI in n bits; and similarly for /zI and y. 
Since there are at most n constraints in each tuple and at most n tuples in the binary 
relation R, the whole encoding of a formula for R of size n requires a sequence of 
n x n x (3n + 4) = 3n3 + 4n2 bits. 
During the computation, the syntactic objects encoded in the circuits can grow in 
size. For instance, bigger integers may result from adding integers of size n. Similarly, 
constraints over more than two variables are sometimes needed, as a result of an 
application of the Cartesian product, for instance. The Cartesian product, along with 
other operations, also trigger an increase of the number of constraints in each tuple. 
Therefore, the number of bits allocated to the encoding of integers, constraints, and 
tuples varies at the different strata (depths) of the circuit. The encoding of bigger 
integers, constraints over more variables, and tuples containing more constraints, is 
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done in the same manner as above, by adding the required amount of space. Since 
each first-order query can be evaluated using a fixed number of (algebraic) operations, 
the required additional space can always be figured out once a particular query is 
given. 
Projection and set-difference are the two operations requiring some computations. 
The others are only based on syntactic manipulation, and result only in simple wiring 
inside the circuits. Assume for a moment that the operations projection and complement 
(with which set-difference can be defined), are done with black boxes PROJ and COMP. 
Then it follows from the detailed technique developed in [28], that linear queries can 
be computed on circuits with arbitrary fan-in, gates AND, OR, NEG, PROJ, and COMP, in 
constant depth (depending only upon the query), with a polynomial (in the size of the 
input database) number of gates. 
In the following, we prove two key lemmas concerning the NC’ data complexity 
bound of the two operations projection and complement. Theorem 3.12 then follows 
from Lemmas 3.13 and 3.14. 
The projection operation requires the computation of integer addition, subtraction and 
multiplication. The addition of two integers can be done in uniform AC0 with respect to 
the size of the binary representation of the integers. The multiplication of two integers 
can be done on bounded fan-in circuits with O(logn) depth, and O(n logn loglogn) 
size [44], and so is in uniform NC’ with respect to the size of the binary representation 
of the integers [35]. 
We next prove that the projection can be done in NC’. More precisely, we prove 
that for each tuple, there is a circuit of logarithmic depth, with a polynomial number 
of gates, that computes the projected tuple. 
Lemma 3.13. Let S be a set of linear constraints over n variables xl,. . .,x,,, and i 
a positive integer <n. The projection L’(S) of S on variables {XI,. . . ,xn} - {Xi} is 
computable in NC’. 
Proof. The NC’ upper bound for the projection of a tuple relies on the following 
simple technical claim, which shows how addition and multiplication are used in the 
computation of the resulting constraints after a set of constraints has been projected 
onto some components. 
Claim. Let S be a set of linear constraints over n variables xl,. . . ,x,, of the form: 
~~=,cQx~ 0 ~10. Let Ii’ be the projection on variables {xl,. . ,x,} - {xi} for some i. 
Then the variable coeficients of II(S) are obtained by additions and multiplications 
of the coefJicients cq, for 0 </<n. 
The proof of the claim is rather straightforward. Consider the following two con- 
straints in S: 
n 
Casxr d a0 and ~CY;X~ 2 CY~ 
I=1 [=I 
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where gi > 0 and ~i > 0. The resulting constraint using the Fourier-Motzkin method 
is: 
Note that in the above constraint the coefficient for x, is 0 (hence xi is eliminated). 
The new constraint verifies the statement of the claim. It is easy to see that for any 
type of linear constraints the claim holds. 
We now see that the projection of S can be done in NC’. The resulting constraints 
are obtained by one multiplication and one subtraction. These two operations can be 
done in NC’. Moreover, the number of resulting new constraints is at most quadratic 
in the number of initial constraints, using the Fourier-Motzkin method. 0 
The only other operation that requires some care is the set difference. The next lemma 
is devoted to the complement operation, that can be used to define set difference. 
Lemma 3.14. There is a polynomial function 9, such that for each relation R of size 
n, the following conditions hold for the complement, RC, of R : (i) lRcl <Y(n), and 
(ii) RC is computable in NC’ in the size of R. 
Proof. Assume that R is a binary relation of size n. The case of a relation of higher 
arity is dealt with in a similar fashion (dimension 2 is only more intuitive). There 
are at most n distinct constraints in R. Since the constraints are linear, there are at 
most n2 points, intersection of two lines defined by the constraints in R. Let P be the 
corresponding set of points. Let P3 be the set of triples of points in P, such that each 
triple defines a triangle whose interior do not contain any other point in P. Note that 
P3 also contains line segments and points denoted with repetitions in the triples (e.g. 
the triple (p, p, p) denotes a point). P3 is the set of triangular cells of R. Now let 
C3 be the set of generalized tuples corresponding to the cells in P3. For each cell, we 
select those which have an empty intersection with R. This last set defines RC. 
The first claim follows immediately. The number of cells is bounded by a polynomial 
function in n (see also [ 131 for a more general case). The complement of R, RC, can 
easily be computed in NC’. The set P is computed by the resolution (in parallel) of 
systems of two two-variate equations. This is performed with a bounded number of 
sequential multiplications, so in parallel logarithmic time. No computation is done for 
P3. C3 also requires a bounded number of sequential multiplications, and so is done 
in parallel logarithmic time. The same holds for the last selection step. Therefore, R” 
is computed in NC’ in the size of R. 0 
We are now ready to prove Theorem 3.12. 
Proof of Theorem 3.12. The proof is by induction on the structure of the formula ex- 
pressing the query. It follows the steps of the proof of Theorem 5.2 in [28], and is 
therefore omitted. Cl 
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The arithmetic power is obtained exactly in the same cases (polynomial constraints) 
as before for identical reasons. In the case where more arithmetic is allowed (such as 
a function xy), natural numbers become definable over the reals, and so the complexity 
becomes arithmetical (see Section 4 for details). 
Fig. 2 summarizes the data complexity upper bounds. The AC0 bound holds for 
finitely representable integer databases. It is still open if the NC result can be improved 
by showing a Logspace bound for instance. We tend to believe it. 
4. Generic queries over finite databases 
In this section, we focus on finite databases and generic queries over finite databases. 
We study the definability of the PARIS and CO~ECTIVITY queries over numeric domains 
with arithmetic and present a few new results concerning them. Specifically, we show 
that both queries are definable whenever integers are definable and +, x are present. 
Context structures atisfying these two conditions include natural numbers with +, x, 
integers with +, x, rational numbers with +, x, and real numbers with +, x,xY. Finally, 
we prove that for context structures in which integers are definable and f, x are 
present, the first order language expresses exactly the set of generic queries (over 
finite databases) in the arithmetical hierarchy. 
We first prove that PARITY is expressible over natural numbers with arithmetic oper- 
ations. Recall that the PARITY query is defined over a single (finite) relation R and it 
returns true if R has an even cardinal&y. For simplicity, we assume R is of arity 1. 
The next theorem shows that addition is inadequate to define parity. 
Theorem 4.1 (Grumbach et al. [28], Paredaens et al. [39]). PARITY is definable in none 
of the following additive context structures: (N, <, +), (Cl, d, +) and (R, SG, i-). 
Proof. The result was shown in [ZS] in the case of the rational numbers. The proof 
exhibits an AC0 data complexity upper-bound for first order logic with order and 
addition over rational numbers, over inputs that are finite subsets of Nk. Since PARITY 
is not in AC0 [21], it follows that PARITY is not definable. Assume now that there is 
a sentence 9 over ([w, <, +) which expresses parity of a set of reals. Then, 9 is also 
a sentence over (Q, <, -I-), which also expresses parity of a set of rationals. Therefore 
parity is not definable in first-order over (iR, <, +). A different echnique was exhibited 
in [39] for the case of real numbers. c1 
Recently, Benedikt et al. [3] have extended the above result and proved that PARITY 
is not expressible in first order over real numbers with addition and multiplication. 
Theorem 4.2 (Benedikt et al. [3]). PARITY is not definable in the context stmcture 
(R, <,-i-,x). 
The proof, rather complex, relies on powerful model theoretic techniques. 
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We next prove a positive result, namely that PARITY is definable over the structure 
of number theory (N, 6, +, x). This shows that arithmetic has a strong impact on the 
expressive power of first-order logic for queries that are generic, and so independent 
of the arithmetic. 
Theorem 4.3. PARITY is definable in (N, 6, +, x). 
In order to prove Theorem 4.3, we first prove the following weaker result. 
Lemma 4.4. PARITY is dejnable in (N, <, +, x,xJ’). 
Proof. Consider the set i? = {al,. . . ,a/}, and assume without loss of generality that 
a, < ai+l. The formula cp(R, n) defines the natural number n = 2a1 x 3@ x . . x cc;', 
where CQ is the Ith prime number. 
where @(R,n) is the following formula: 
(diu(@, n) H di@‘, n)), 
with the following abbreviations: diu(x, y) denotes the relation ‘k divides y”; prime(x) 
defines prime numbers; SUccpri&X, y) is true if x and y are consecutive primes; 
succ~(x,y) is true if x and y are consecutive members of R. All these relations are 
first-order definable (for first-order definability of relations and functions, see [15]). 
The formula cp’(d,n) defines the biggest prime divisor d of n. It is easily expressed 
in first-order. 
The formula $(x, y) defines the set of pairs of the form (Q, k), where Mk is the kfh 
prime number. The definition of ij is given in [ 151. 
The parity of R is finally expressed by the sentence: 
VnVdVk((cp(R,n)A cp’(d,n)A$(d,k)) =s diu(2,k)). 0 
The proof of Theorem 4.3 now follows from the fact that the exponentiation function 
is definable in (N, 6,+,x) [15]. 
Interestingly, for the natural numbers, N, + is definable in first order using x and 
f, or by divisibility (div) and 6 [43]. Therefore, PARITY is definable in the structures 
(N, 6, x) and (N, d,diu). 
PARITY is also definable with multiplication over the rational numbers. 
Theorem 4.5. PARITY is definable in (Q, d, f, x). 
172 S. Grumbach, J. SuITheoretical Computer Science 173 (1997) 151-181 
Fig. 3. Definability of PARITY. 
Proof. This follows from the fact that the set of integers, L, is definable in the rational 
field [43]. The theory of the rational field is therefore undecidable, and PARITY can be 
defined in the same way as over the natural numbers. II 
For the real field, the situation is different since the theory of (R, 6, +, x) is de- 
cidable [46] and PARITY is not definable [3]. However, PARITY can be defined over the 
reals with the super-exponentiation function 9. (But the exponential function eX is not 
sufficient [3].) 
Theorem 4.6. PARITY is de~~a~~e in (R, g, -tt x,xJ’>. 
Proof. The technique is similar to the previous cases. The set of integers, Z, is defin- 
able by the formula: q(x) zz ((- 1)2” = 1). 0 
As shown in the previous proof, the function xJ’ permits the definition of interesting 
subsets of the reals such as the integers. Other extensions of the language, for instance 
with trigonometric functions permit also the definition of the integers. This is the 
case with the function “~0s”. The set of integers, Z, is definable in this context by 
q(x) SE (cos(2rc.x) = l), and the same technique as before apply to define PARITY 
(Fig. 3). (Note that in the later case the constant rc is definable with the function CDS.) 
The previous definabili~ results extend to the CO~ECTIVITY query. 
Theorem 4.7. CONNECTIVITY is definable in (N, <, f, X). 
Theorem 4.7 is stronger than Theorem 4.3 since PARITY reduces to CONNECTIVITY. We 
give the proof of both to illustrate the techniques. 
Proof. Let G = (V, E) be a finite graph. We use a standard encoding of pairs of 
natural numbers into natural numbers in order to be able to quantify over edges in 
the graph. Consider the pairing (one-to-one) function from N x N onto fV, defined by 
Jfx, y) = i((x + y)2 + 3.x + y). Let K and L be the corresponding first and second 
projections. The functions f, K and L are definable using {<,-I-, x} (1.51. 
The formula qo(E,n) defines the smallest integer, II, which is divisible by the kth 
prime number if k = J(x, y) and there is a path from x to y in G. 
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where &E,n) is the formula defined by 
@(E,n) = 
((k = J(x,y)A G(x,y)) =+ d$~,fi)) A 
Vx 'dy 'dz Vk Vk’ Vk” 
where %k is the kth prime number. Connectivity is then expressible by the sentence: 
Vxixy’v’k\Jn((V(x) A V(y) A k = J(x,y) A cp(E,n)) =+- div(ak,n)). 0 
More generally Theorem 3.11 implies the following much stronger result, and in 
particular, each generic recursive query is expressible in the context of (N, 6, +, x). 
Theorem 4.8. Every generic query in the arithmetical hierarchy is definable in the 
context structure (N, <, +, x). 
The proof follows from Theorem 3.11 and the fact that relations of arbitrary arity can 
be encoded by pairing functions similar to the one used in the proof of Theorem 4.7. 
It suffices to apply the pairing function repeatedly. Projections are then obtained by 
combinations of the operators K and L. Note that Theorem 4.8 subsumes Theorems 4.3 
and 4.7. We presented the later theorems first to illustrate the encoding techniques. 
The previous result extends to all contexts where we proved that PARITY was defin- 
able. 
We have been able to prove that PARITY and CONNECTIVITY are definable in structures 
whose theories are undecidable, such as the natural numbers with arithmetic. We make 
the following conjecture. 
Conjecture. PARITY is not de&able in context structures admitting a decidable theory. 
All known results on the PARITY query have been consistent with our conjecture. The 
same conjecture holds for other queries, such as CONNECTIVITY. This follows from the 
reductions presented in Section 5. 
5. Queries over finitely representable databases 
We now focus on finitely representable databases and queries over them, in particular 
the queries listed in Section 3. Such queries deal with topological properties such as 
REGION CONNECTIVITY, HOMEOMORPHISM, etc. or arise due to arithmetic such as EUCLIDEAN 
SPANNING TREE. We prove in this section that none of the queries studied here are first 
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order expressible neither in the additive context structures, nor in (R, < , +, x). The 
proofs are based on first order reductions [31] from the PARITY query. 
We present in the following the notion ofjrst-order reduction [3 l] and then establish 
reductions among the queries under consideration. 
Let 9’s 9 be a first order language and o a schema. Suppose Q is an n-ary 
query over a schema O’ = {Rt , . . . , &} and for each 1 <i <k, Cpi(ji,Z) is a formula 
(query) in 9’ U o with distinct free variables in ji = ~1,. . . , y, and Z where ai is 
the arity of Ri. (The variables Z serve as parameters.) We use Q as a new operator 
and let “Q[(pi,. . . , (Pk]” denote a relation RQ of arity n + m, where I?] = m. If 1 is 
a database of o and CI is an assignment mapping variables to constants, the first n 
columns of RQ holds the answer to the query Q on the input database J defined by: 
VRi E ~‘2 J(h) = ~p&i,(l>; and the last m columns have the values U(Z). 
We denote the extended language by (9 U CT) + Q. Intuitively, a formula in (9’ U 
a) + Q can “call” the query Q one or more times. We now present the following 
definition of a first order reduction. 
Definition 5.1. Let Qi and Q2 be two (respectively) nl-ary and n2-ary queries over 
schemas (respectively) 01 and 02. Let 9’ C 9. The query Qt is (Jirst order) .Y’- 
reducible to Q2 if there exists a formula cp(xl ,...,x,,,) in (.LPucTI)+Q~ such that for 
every database instance I of 61: 
for all ai ,..., a,, E R, (ai ,..., a,,) E Qi(1) iff B b cp(ai ,..., a,,). 
Intuitively, Qi is Y-reducible to Q2 if one can systematically construct from an 
instance I of CJ~ one or more instances of (~2, apply the query Q2 one or more times, 
and obtain the answer to Ql. Furthermore, all constructions are done in 9’. 
In the context structure B, .Y = { d, +, x}. The reductions may use the order, 
addition, and multiplication. Thus, if Y is a subset of { 6, +, x}, an Y-reduction 
uses only logical symbols in Y in the formula in addition to the relation symbols, 
logical connectives and quantifiers. We consider d-reductions, { d, +)-reductions, and 
{ d, +, x }-reductions. Note that <-reductions are AC0 reductions. When databases 
involve only integers, { <, +)-reductions are also in AC0 [28]. This is not the case of 
{ 6, +, x)-reductions since multiplication is not in AC0 [21]. 
As an interesting aside, Gaifman [22] proved that numerous queries were not defin- 
able in first-order logic with only equality using the locality property. This property 
doesn’t carry over in presence of order. 
Lemma 5.2. Let 9” C 2’ (C 2) be two jirst order languages. Then the following 
hold: 
(i) P-reducibility is transitive; and 
(ii) Y’-reducibility implies 9’-reducibility. 
We now consider the first order reductions among queries. 
S. Grumbach, J. Sul Theoretical Computer Science 173 (1997) 151-181 175 
Theorem 5.3. PARITY is jirst-order <-reducible to MAJORITY; MAJORITY and HALF are 
,$rst-order <-reducible to each other. 
Proof. Let R be a unary input relation for PARITY. Clearly, if there is a number c( such 
that the set S = {x E R 1 x <CC} satisfies the following conditions: 
MAJORITY(S,R) = MAJORITY(R - S,R) = trUe 
then PARITY(R) = true, i.e., (RI is even. 
Now let RI, R2 be the input database. To prove the reduction from MAJORITY to HALF, 
one only needs to find a subset S of RI such that 21SI = IRzI, when lR2l is even. When 
IRz 1 is odd, it is sufficient to find a strict subset S of RI such that 2lSJ = (Rz - {M} 1, 
where CI is the biggest element in R2 - RI. Similarly, a subset of RI can be defined 
by a number ,8 such that S = {b E RI I b</?}. Subsets and strict subsets can be 
easily expressed in first order. For the reduction from HALF, notice that IRlj = 2lRzj iff 
MAJORITY(RI, R2) = MAJORITY(R~ - RI, R2) = true. 
It is clear that the above reductions are first order d-reductions. 0 
It has already been shown [9,2 l] that PARITY reduces to (finite graph) CONNECTIVITY. 
Moreover, several classes of (graph) equivalent problems were presented in [9] under 
“projection” and “constant-depth truth-table” reductions. The reduction results can also 
be established in terms of <-reductions. For example, the following shows the < - 
reduction from MAJORITY to (graph) CONNECTIVITY. 
Theorem 5.4. MAJORITY is first-order <-reducible to CONNECTIVITY. 
We now consider topological and geometric queries and start with the k-dimensional 
REGION CONNECTIVITY. Assume that CJ = {R}, where R is a k-ary relation symbol. The 
relation R c Rk defines a connected region if every pair of points in R can be linked by 
a continuous curve lying entirely in R. Note that when k = 1, the REGION CONNECTIVITY 
query reduces to checking if the input unary relation defines a single interval, which 
is first-order definable. 
Theorem 5.5. For each k 22, MAJORITY is first order { <,+)-reducible to the 
k-dimensional REGION CONNECTIVITY query. 
Proof. We consider a 2-dimensional subplane in the k-dimensional space. In the fol- 
lowing, we use (i,j) to refer to a point in this plane. Let R2 = {al,. . . ,a,} and 
R, = {b ,,..., b,} C R2 be the inputs for MAJORITY. Assume without loss of generality 
that 
0 < al < a2 < . . . < a,, and 0 < bl < bZ < . . . < b,. 
Intuitively, we construct line segments within a rectangular area bounded by (0,O) and 
(2b,,a,) as, respectively, its lower left and upper right comers, such that (i) the line 
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Fig. 4. Illustration of reductions. 
segments are connected z$ (ii) the lower left comer is connected to the upper right 
comer ifs (iii) 21Rt 12 l&j, i.e., iviA.roRiTY returns true. 
Let a0 = bs = 0. We construct the following line segments in the plane: 
- from (0,O) to (2&O); 
- from (O,a,) to (2&a,); and 
- from (bi-l,ai-1) to (bi,aj) and from (b, -t bi_r,aj_l) to (b, + bi,~i), for 
l<i<m and ldj<n. 
Fig. 4(a) shows an example of the resulting line segments for RI = {al,. . . , ~6) and 
R2 = {b,,..., bd} &RI, where bi = b4 + bi for 1 <i <4. It is obvious that the set of 
line segments previously defined is connected if and only if 
MAJORITY@, , Rz) = true. 
Indeed, the line starting from the point (0,O) reaches the “ceiling” segment only in 
this last case. 
Note that the segments used in the above plane are first order definable with x. It 
suffices, however, to replace each diagonal line by three horizontal and two vertical 
line segments as shown in Fig. 4(b), to obtain segments definable in { <, +}. The 
proof then goes along the same line with the new segments. Cl 
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It seems that additions are necessary in the reduction of the above proof since the 
input to the MAJORITY query is a pair of arbitrary relations. It is unclear whether an 
< -reduction exists. 
Next we consider AT LEAST and EXACTLY ONE HOLE. Obviously, for one dimensional 
inputs, both queries are first-order expressible. We prove that for higher dimensions, 
these queries are analogous to region connectivity. 
Theorem 5.6. (i) For each k 32, the MAJORITY query is first-order { 6, +)-reducible 
to k-dimensional AT-LEAST-ONE-HOLE and EXACTLY-ONE-HOLE. 
(ii) AT-LEAST-ONE-HOLE is first order <-reducible to REGION CONNECTIVITY, and con- 
aersely. 
Proof. For (i), the technique is similar to the previous one. For instance, Fig. 4(c) 
shows the construction for EXACTLY ONE HOLE for RI = {al,. . . , ae} and R2 = { b1, . . . , b4) 
C RI, where bi = bq + bj for 1 <i 64. For (ii), we note that a compact relation R has 
a hole iff its complement is not region connected. 0 
Next we consider the EULERIAN TRAVERSAL query. The input is a set of line segments 
and the query returns true if there is a traversal which goes through each line segment 
exactly once continuously. In other words, if we view a line as a set of points, a 
traversal goes continuously through each point exactly once except for a finite set of 
points (crossings of lines). 
Theorem 5.7. HALF is jirst order { 6, +)-reducible to EULERIAN TRAVERSAL. 
Proof. The proof uses a reduction from the query HALF that is similar to the previ- 
ous reductions. The basic idea of the reduction is to use pairs of parallel line seg- 
ments in the reduction, similar to that used in Theorem 5.5. An example of the re- 
duction for RI = {al,..., a6) and R2 = {bl,. . ., bd} C RI is shown in Fig. 4(d), where 
b: = b4 + bi for 1 bi 64. Now if HALF returns true, the parallel lines originating 
from (0,O) go to just below the upper horizontal segments on the right. Hence a 
Eulerian traversal exists. Otherwise, if the lines from (0,O) go too high or too low, 
the lines are broken into at least two connected parts and the Eulerian traversal is 
impossible. 0 
In the next example, we consider another topological property - the HOMEOMORPHISM 
query. Note that two point sets in the real space are homeomorphic if there is a bi- 
continuous bijection on IWk which maps one to the other. The homeomorphism query 
is defined over databases with two k-ary relations. The query returns true if the two 
relations are homeomorphic and false otherwise. 
Theorem 5.8. HALF is first order { <, +)-reducible to HOMEOMORPHISM. 
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graph queries topological/geometric queries 
EUCLIDEAN SPANNING TREES 
Fig. 5. Summary of Reductions. 
Proof. The proof uses a reduction similar to the one used for the EULERIAN TRAVERSAL 
query. The primaly differences are that (i) here closed areas replace the parallel Iine 
segments, and (ii} there is a second relation which is a closed circle. i? 
Finally, we consider the EUCLIDEAN SPANNING TREE, whose input is a set of points in [w2 
and the output is a set of pairs of points (arity 4) representing the Euclidean spanning 
tree. We next show that HALF is first order reducible to EUCLIDEAN SPANNING TREE. 
Theorem 5.9. HALF is first order { <, +, x)-reducible lo EUCLIDEAN SPANNING TREE. 
Proof. The idea of the reduction is similar to that in the reduction from MAJORITY to 
REGION CONNECTIVITY. But instead of creating solid line segments, the reduction produces 
“dotted” line segments uch that the distance between each pair of consecutive points is 
tiny with respect o the distance between other points, and also much smaller than the 
minimal difference among the input numbers for HALF. Hence, an Euclidean spanning 
tree has to use the dotted line segments. These dotted lines form exactly an Euclidean 
spanning tree iff HALF is true. q 
Fig. 5 summarizes the reduction results. Since PARITY is not definable in ( 6, t, x) 
in the context structure (R, 6, f, x f , it follows that none of the above queries are 
definable. In particular, it was conjectured in [34] that EIJCLIDEAN SPANNING TREE is not 
expressible in first order. Our results prove that the conjecture holds indeed. 
Theorem 5.10. Tlze fuflu~vj~g queries are not de~nab~e in Jkst order for ~~nstra~~t 
databases ofd~rne~si~~ at least 2: REGIONCONNECTIVITY, ATLEASTONE HOLE, EXACTLYONE 
HOLE, EULERIAN TRAVERSAL, HOMEOMORPHISM, and EUCLIDEAN SPANNINGTREE. 
6. Conclusions 
We have proved that the PARITY and the CONNECTIVITY queries were first-order 
definable in various arithmetical contexts, such as in number theory and in some 
other contexts. These structures are of little interest o constraint databases, ince their 
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theories are not decidable, and we believe, that these two queries are not definable in 
structures admitting a decidable theory. 
Constraint databases and query languages can only be defined over structures with 
decidable theories (moreover with quantifier elimination for nonBoolean queries, and 
a reasonable data complexity). We proved, using first order reduction techniques, that 
many queries of interest for the purpose of constraint databases, arising in graph theory, 
computational geometry, or geographical databases are not expressible. In particular, 
REGION CONNECTIVITY, EXACTLY I HOLE, AT LEAST 1 HOLE, EULERIAN TRAVERSAL, ~OMEOMOR- 
PHISM, and EWCLIDEAN SPANNING TREE are not definable over real polynomial constraint 
databases. 
The results presented in this paper answered many open questions relative to the 
expressive power of first-order logic with arithmetic. In [34], Kanellakis, Kuper and 
Revesz conjectured that EUCI,IDEAN SPACING TREE is not definable with polynomial con- 
straints over the reals, that is in W = (R, 6, f, x). We proved this is indeed true. 
It follows that from a practical point of view, query languages for constraint databases 
should support aggregate functions, such as counting, and recursion mechanisms. These 
issues have been addressed recently in the literature. Inflationary Datalog with nega- 
tion was used in the context of dense order constraint databases [34], and aggregate 
functions were discussed in [ 11,371. 
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