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1. Introduction
3D segmentation is a promising building block for high
level applications such as scene understanding and interac-
tion analysis. New challenges emerge for computer vision
techniques in generic scenarios with RGBD stream data.
We focus on temporally evolving 3D point clouds in order
to segment an image sequence into regions, which should
ideally correspond to meaningful objects in the scene. To
achieve this goal, some approaches incorporate high level
knowledge into the segmentation process, such as object
models [2] and accurate object annotations in the initializa-
tion stage [7]. However, most computer vision applications
involve large amounts of data with different types of scenes
containing several objects, which makes those methods dif-
ficult to be adapted to generic scenes.
In order to segment generic objects in the 3D scene,
without explicit object models or accurate initialization,
we will consider that objects correspond to ”compact point
clouds” in the 3D-space plus time domain. However, point
clouds corresponding to an object can break into different
connected components due to occlusions, or can merge with
point clouds corresponding to other objects, producing a
single connected component, when they become spatially
close (object interaction). Our system produces a robust
spatio-temporal segmentation of the point clouds, analyz-
ing their connectivity to define the objects according to the
evidence observed up to a given temporal point.
To tackle spatio-temporal connectivity Hickson et al.[3]
propose a graph based model to hierarchically perform a
video segmentation from over-segmented frames. But the
over-segmentation in different frames is calculated indepen-
dently, which may lead to a temporal consistency problem.
Abramov et al.[1] propose to transfer labels from frame to
frame, relying on optical flow. But this requires a good ini-
tialization and is restricted to the performance of the opti-
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Figure 1. Tree structure representation. Left: an example of the
tree. Right: point cloud views in different levels of the tree
Figure 2. Segmentation example. Left to right: color image, point
cloud graph, blobs and objects obtained from our segmentation
cal flow estimation technique. Husain et al. [4] maintain
a quadratic surface model to generally represent the object
segments in the scene. But it is difficult to handle objects
with large displacements in successive frames.
We propose a novel 3D segmentation method for RGBD
stream data to deal with the above mentioned problems in a
generic scenario with frequent object interactions. It mainly
contributes in two aspects, while being generic and not re-
quiring initialization: firstly, a novel tree structure represen-
tation for the point cloud of the scene is proposed. Then,
a dynamic management mechanism for connected compo-
nent splits/merges exploits the tree structure representation.
Experiments illustrate promising results and its potential
application in object segmentation and interaction analysis.
2. Graph based dynamic 3D segmentation
2.1. Tree structure representation of the point cloud
We represent the foreground point cloud as a graph G.
The set of connected nodes of this graph define the con-
1
nected components of the point cloud, which we call blobs.
As shown in Fig.1, the root of the tree represents this graph
G. At the second level, we represent the objects in the scene.
The next level, named component level, is used to handle
possible splits and merges of objects. An object is repre-
sented by more than one components if it splits in different
blobs. Components belonging to different objects can be
part of the same blob, because of the interactions between
objects. The next level of the tree, is the over-segmentation
level. We over-segment components into segments in order
to correctly establish correspondences between trees along
time and update its structure, that is, the temporal coherent
assignment of labels to the segmented objects.
2.2. Tree structure creation
Taking the point cloud in frame t as input data, we ab-
stract it with super voxels, using the method proposed in [5].
Then, a graphG is constructed regarding the spatial connec-
tivity between super voxels. We group the point cloud into
blobs by detecting the connected components in the graph.
The tree in the first frame is created by simply taking
the detected blobs as the objects. Accordingly, we cre-
ate one component for each object and over-segment each
component into segments. Apart from the first frame, the
tree is built in a bottom-up way, starting at the component
level. First, a correspondence is made between the con-
nected components of the graph (blobs) and the segments
of the over-segmentation level in the previous frames. The
over-segmentation level is employed to avoid temporal con-
sistency problem (one component in the previous frame
may split in different blobs in the current frame). Estab-
lishing the correspondence between the blob labels and the
segments is a problem of assigning Mb blob labels to Ms
segments. This is a nonlinear integer programming problem
which is solved using a Genetic Algorithm to minimize an
energy function which is composed of two terms: one for
representing the appearance changes and one for the dis-
placements. A further segmentation is needed when seg-
ments that correspond to different objects in the previous
frame are assigned to the same blob. A restricted graph
cut method is employed to segment the graph of the blob
by minimizing a segmentation energy function, in which
we consider the degree that a graph cut fits the current data
while being coherent with the minimum cut in the previous
frame. Once the current segmentation is done, the com-
ponents and objects in the current tree are created initially
from it regarding the previous tree structure.
To dynamically manage object splits and merges, we
maintain similarities between nodes at the component and
object level respectively and update the tree based on it.
The component similarities are measured among compo-
nents which belong to the same object while the object sim-
ilarities are measured among objects. These similarities are
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Figure 3. Quantitative error of GDS (in red) and the method in [4]
(in blue) for the 3 sequences provided in [4].
computed considering spatial distance and color difference,
which reveal the likelihood of object splits and merges. We
accumulate them along time by averaging the current simi-
larity and the previous accumulated similarity regarding the
established correspondences. Then object splits and merges
are confirmed by thresholding the accumulated similarities.
Finally, an over-segmentation is performed at the com-
ponent level to generate segments for establishing the cor-
respondence to the next frame. Specifically, a normalized
cut is performed on the graph representing the component
iteratively until the cut cost is larger than a threshold To.
3. Evaluation
Our approach is capable to segment objects from RGBD
stream data without initialization or explicit model and
also obtain the interactions between objects, which is im-
plicit in the tree structure. An interaction is made when
a blob is related to more than one object label. Experi-
ments on a human manipulation data set [6] with 3D ground
truth labeling are designed to qualitatively and quantita-
tively evaluate the proposed Graph based Dynamic Seg-
mentation approach (GDS). GDS achieves an overall 3.92%
mean segmentation error and detects 693 out of 788 in-
teractions in this data set. For comparison, we employ 3
sequences provided in [4]. Fig.3 shows the better quan-
titative segmentation results from GDS comparing to the
method in [4]. Visual experiment results are available on
https://imatge.upc.edu/web/node/1806.
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