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Abstract
The structure C2 := (1
∞,≤,≤1,≤2), introduced and first analyzed in [5], is shown to be elementary
recursive. Here, 1∞ denotes the proof-theoretic ordinal of the fragment Π11-CA0 of second order number
theory, or equivalently the set theory KPℓ0, which axiomatizes limits of models of Kripke-Platek set theory
with infinity. The partial orderings ≤1 and ≤2 denote the relations of Σ1- and Σ2-elementary substructure,
respectively. In a subsequent article [11] we will show that the structure C2 comprises the core of the structure
R2 of pure elementary patterns of resemblance of order 2. In [5] the stage has been set by showing that the
least ordinal containing a cover of each pure pattern of order 2 is 1∞. However, it is not obvious from [5]
that C2 is an elementary recursive structure. This is shown here through a considerable disentanglement in
the description of connectivity components of ≤1 and ≤2. The key to and starting point of our analysis is the
apparatus of ordinal arithmetic developed in [7] and in Section 5 of [4], which was enhanced in [5], specifically
for the analysis of C2.
1 Introduction
Let R2 = (Ord;≤,≤1,≤2) be the structure of ordinals with standard linear ordering ≤ and partial orderings ≤1
and ≤2, simultaneously defined by induction on β in
α ≤i β :⇔ (α;≤,≤1,≤2) Σi (β;≤,≤1,≤2)
where Σi is the usual notion of Σi-elementary substructure (without bounded quantification), see [1, 2] for
fundamentals and groundwork on elementary patterns of resemblance. Pure patterns of order 2 are the finite
isomorphism types of R2. The core of R2 consists of the union of isominimal realizations of these patterns
within R2, where a finite substructure of R2 is called isominimal, if it is pointwise minimal (with respect to
increasing enumerations) among all substructures of R2 isomorphic to it, and where an isominimal substructure
of R2 realizes a pattern P , if it is isomorphic to P . It is a basic observation, cf. [2], that the class of pure patterns
of order 2 is contained in the class RF2 of respecting forests of order 2: finite structures P over the language
(≤0,≤1,≤2) where ≤0 is a linear ordering and ≤1,≤2 are forests such that ≤2⊆≤1⊆≤0 and ≤i+1 respects ≤i, i.e.
p ≤i q ≤i r & p ≤i+1 r implies p ≤i+1 q for all p, q, r ∈ P , for i = 0, 1.
In [5] we showed that every pattern has a cover below 1∞, the least such ordinal. Here, an order isomorphism
(embedding) is a cover (covering, respectively) if it maintains the relations ≤1 and ≤2. The ordinal of KPℓ0 is
therefore least such that there exist arbitrarily long finite ≤2-chains. Moreover, by determination of enumeration
functions of (relativized) connectivity components of ≤1 and ≤2 we were able to describe these relations in terms
of classical ordinal notations. The central observation in connection with this is that every ordinal below 1∞ is
the greatest element in a ≤1-chain in which ≤1- and ≤2-chains alternate. We called such chains tracking chains
as they provide all ≤2-predecessors and the greatest ≤1-predecessors insofar as they exist.
∗This article is a pre-print of a chapter in Sets and Computations, Lecture Notes Series Vol. 33, Institute for Mathematical Sciences,
National University of Singapore, c©World Scientific Publishing Company (2017), see [10]. The author would like to acknowledge the
Institute for Mathematical Sciences of the National University of Singapore for its partial support of this work during the “Interactions”
week of the workshop Sets and Computations in April 2015.
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In the present article we will review and slightly extend the ordinal arithmetical toolkit and then verify through
a disentangling reformulation, that [5] in fact yields an elementary recursive characterization of the restriction of
R2 to the structure C2 = (1
∞;≤,≤1,≤2). It is not obvious from [5] that C2 is an elementary recursive structure
since several proofs there make use of transfinite induction up to 1∞, which allowed for a somewhat shorter
argumentation there. We will summarize the results in [5] to a sufficient and convenient degree. As a byproduct,
[5] will become considerably more accessible. We will prove the equivalence of the arithmetical descriptions of C2
given in [5] and here. Note that the equivalence of this elementary recursive characterization with the original
structure based on elementary substructurehood is proven in Section 7 of [5], using full transfinite induction up
to the ordinal of KPℓ0. In this article we rely on this result and henceforth identify C2 with its arithmetical
characterization given in [5] and further illuminated in Section 5 of the present article, where we also show that
the finite isomorphism types of the arithmetical C2 are respecting forests of order 2, without relying on semantical
characterization of the arithmetical C2.
With these preparations out of the way we will be able to provide, in a subsequent article [11], an algorithm
that assigns an isominimal realization within C2 to each respecting forest of order 2, thereby showing that each
such respecting forest is in fact (up to isomorphism) a pure pattern of order 2. The approach is to formulate
the corresponding theorem flexibly so that isominimal realizations above certain relativizing tracking chains are
considered. There we will also define an elementary recursive function that assigns descriptive patterns P (α) to
ordinals α ∈ 1∞. A descriptive pattern for an ordinal α in the above sense is a pattern, the isominimal realization
of which contains α. Descriptive patterns will be given in a way that makes a canonical choice for normal forms,
since in contrast to the situation in R+1 , cf. [9, 4], there is no unique notion of normal form in R2. The chosen
normal forms will be of least possible cardinality.
The mutual order isomorphisms between hull and pattern notations that will be given in [11] enable classifi-
cation of a new independence result for KPℓ0: We will demonstrate that the result by Carlson in [3], according
to which the collection of respecting forests of order 2 is well-quasi ordered with respect to coverings, cannot be
proven in KPℓ0 or, equivalently, in the restriction Π
1
1−CA0 of second order number theory to Π
1
1-comprehension
and set induction. On the other hand, we know that transfinite induction up to the ordinal 1∞ of KPℓ0 suffices
to show that every pattern is covered [5].
This article therefore delivers the first part of an in depth treatment of the insights and results presented
in a lecture during the “Interactions” week of the workshop Sets and Computations, held at the Institute for
Mathematical Sciences of the National University of Singapore in April 2015.
2 Preliminaries
The reader is assumed to be familiar with basics of ordinal arithmetic (see e.g. [6]) and the ordinal arithmetical
tools developed in [7] and Section 5 of [4]. See the index at the end of [7] for quick access to its terminology.
Section 2 of [9] (2.1–2.3) provides a summary of results from [7]. As mentioned before, we will build upon [5], the
central concepts and results of which will be reviewed here and in the next section. For detailed reference see also
the index of [5].
2.1 Basics
Here we recall terminology already used in [5] (Section 2) for the reader’s convenience. Let P denote the class
of additive principal numbers, i.e. nonzero ordinals that are closed under ordinal addition, that is the image of
ordinal exponentiation to base ω. Let L denote the class of limits of additive principal numbers, i.e. the limit
points of P, and let M denote the class of multiplicative principal numbers, i.e. nonzero ordinals closed under
ordinal multiplication. By E we denote the class of epsilon numbers, i.e. the fixed-points of ω-exponentiation.
We write α =ANF α1+ . . .+αn if α1, . . . , αn ∈ P such that α1 ≥ . . . ≥ αn, which is called the representation of
α in additive normal form, and α =NF β+ γ if the expansion of β into its additive normal form (ANF) in the sum
β+γ syntactically results in the additive normal form of α. The Cantor normal form representation of an ordinal
α is given by α =CNF ω
α1 + . . .+ ωαn where α1 ≥ . . . ≥ αn with α > α1 unless α ∈ E. For α =ANF α1 + . . .+ αn,
we define mc(α) := α1 and end(α) := αn. We set end(0) := 0. Given ordinals α, β with α ≤ β we write −α+ β
for the unique γ such that α + γ = β. As usual let α −· β be 0 if β ≥ α, γ if β < α and there exists the minimal
γ s.t. α = γ + β, and α otherwise.
For α ∈ Ord we denote the least multiplicative principal number greater than α by αM. Notice that if α ∈ P,
α > 1, say α = ωα
′
, we have αM = αω = ωα
′·ω. For α ∈ P we use the following notations for multiplicative normal
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form:
1. α =NF η · ξ if and only if ξ = ω
ξ0 ∈ M (i.e. ξ0 ∈ {0} ∪ P) and either η = 1 or η = ω
η1+...+ηn such that
η1 + . . .+ ηn + ξ0 is in additive normal form. When ambiguity is unlikely, we sometimes allow ξ to be of a
form ωξ1+...+ξm such that η1 + . . .+ ηn + ξ1 + . . .+ ξm is in additive normal form.
2. α =MNF α1 · . . . · αk if and only if α1, . . . , αk is the unique decreasing sequence of multiplicative principal
numbers, the product of which is equal to α.
For α ∈ P, α =MNF α1 · . . . · αk, we write mf(α) for α1 and lf(α) for αk. Note that if α ∈ P−M then lf(α) ∈M
>1
and α =NF α¯ · lf(α) where the definition of α¯ given in [7] for limits of additive principal numbers is extended to
ordinals α of a form α = ωα
′+1 by α¯ := ωα
′
, see Section 5 of [4].
Given α, β ∈ P with α ≤ β we write (1/α) · β for the uniquely determined ordinal γ ≤ β such that α · γ = β.
Note that with the representations α = ωα
′
and β = ωβ
′
we have
(1/α) · β = ω−α
′+β′ .
For any α of a form ωα
′
we write log(α) for α′, and we set log(0) := 0. For an arbitrary ordinal β we write
logend(β) for log(end(β)).
2.2 Relativized notation systems Tτ
Settings of relativization are given by ordinals from E1 := {1} ∪ E and frequently indicated by Greek letters,
preferably σ or τ . Clearly, in this context τ = 1 denotes the trivial setting of relativization. For a setting τ of
relativization we define τ∞ := Tτ ∩ Ω1 where T
τ is defined as in [7] and reviewed in Section 2.2 of [9]. Tτ is the
closure of parameters below τ under addition and the stepwise, injective, and fixed-point free collapsing functions
ϑk the domain of which is T
τ ∩ Ωk+2, where ϑ
τ := ϑ0 is relativized to τ . As in [5], most considerations will
be confined to the segment 1∞. Translation between different settings of relativization, see Section 6 of [7], is
effective on the term syntax and enjoys convenient invariance properties regarding the operators described below,
as was verified in [7], [4], and [5]. We therefore omit the purely technical details here.
2.3 Refined localization
The notion of τ -localization (Definition 2.11 of [9]) and its refinement to τ -fine-localization by iteration of the
operator ·¯, see Definitions 5.1 and 5.5 of [4], continue to be essential as they locate ordinals in terms of closure
properties (fixed-point level and limit point thinning). These notions are effectively derived from the term syntax.
We refer to Subsection 2.3 of [9] and Section 5 of [4] for a complete picture of these concepts. In the present
article, the operator ·¯ is mostly used to decompose ordinals that are not multiplicative principal, i.e. if α =NF η · ξ
where η > 1 and ξ ∈ M, then α¯ = η. The notion of τ -localization enhanced with multiplicative decomposition
turns out to be the appropriate tool for the purposes of the present article, whereas general τ -fine-localization
will re-enter the picture through the notion of closedness in a subsequent article [11].
2.4 Operators related to connectivity components
The function log (logend) is described in Tτ -notation in Lemma 2.13 of [9], and for β = ϑτ (η) ∈ Tτ where η < Ω1
we have
log((1/τ) · β) =
{
η + 1 if η = ε+ k where ε ∈ E>τ , k < ω
η otherwise.
(1)
The foregoing distinction reflects the property of ϑ-functions to omit fixed points.
The operators ιτ,α indicating the fixed-point level, ζ
τ
α displaying the degree of limit point thinning, and their
combination λτα measuring closure properties of ordinals α ∈ T
τ are as in Definitions 2.14 and 2.18 of [9], which
also reviews the notion of base transformation πσ,τ and its smooth interaction with these operators.
The operator λτα already played a central role in the analysis of R
+
1 -patterns as it displays the number of
≤1-connectivity components that are ≤1-connected to the component with index α in a setting of relativization
τ ∈ E1, cf. Lemma 2.31 part (a) of [9]. It turns out that λ
τ
α plays a similar role in R2, see below.
In order to avoid excessive repetition of formal definitions from [5] we continue to describe operators and
functions introduced for analysis of C2 in [5] in terms of their meaning in the context of C2. Those (relativized)
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≤1-components, the enumeration index of which is an epsilon number, give rise to infinite ≤1-chains, along which
new ≤2-components arise. Omitting from these ≤1-chains those elements that have a ≤2-predecessor in the chain
and enumerating the remaining elements, we obtain the so-called ν-functions, see Definition 4.4 of [5], and the
µ-operator provides the length of such enumerations up to the final newly arising ≤2-component, cf. the remark
before Definition 4.4 of [5]. This terminal point on a main line, at which the largest newly arising ≤2-component
originates, is crucial for understanding the structure C2. Note that in general the terminal point has an infinite
increasing continuation in the ≤1-chain under consideration, leading to ≤2-components which have isomorphic
copies below, i.e. which are not new. Recall Convention 2.9 of [9].
Definition 2.1 (3.4 of [5]) Let τ ∈ E1 and α ∈ (τ, τ
∞)∩E, say α = ϑτ (∆+η) where η < Ω1 and ∆ = Ω1 ·(λ+k)
such that λ ∈ {0} ∪ Lim and k < ω. We define
µτα := ω
ιτ,α(λ)+χ
α(ιτ,α(λ))+k.
The χ-indicator occurring above is given in Definition 3.1 of [5] and indicates whether the maximum≤2-component
starting from an ordinal on the infinite ≤1-chain under consideration itself ≤1-reconnects to that chain which we
called a main line. The question remains which ≤1-component starting from such a point on a main line is the
largest that is also ≤2-connected to it. This is answered by the ̺-operator:
Definition 2.2 (3.9 of [5]) Let α ∈ E, β < α∞, and λ ∈ {0} ∪ Lim, k < ω be such that logend(β) = λ+ k. We
define
̺αβ := α · (λ+ k −· χ
α(λ)).
Now, the terminal point on a main line, given as, say, ντ ,αµτα with a setting of relativization τ = (τ1, . . . , τn) that
will be discussed later and τ = τn, α ∈ E
>τ , connects to λτα-many ≤1-components. The following lemma is a
direct consequence of the respective definitions.
Lemma 2.3 (3.12 of [5]) Let τ ∈ E1 and α = ϑ
τ (∆ + η) ∈ (τ, τ∞) ∩ E. Then we have
1. ιτ,α(∆) = ̺
α
µτα
and hence λτα = ̺
α
µτα
+ ζτα.
2. ̺αβ ≤ λ
τ
α for every β ≤ µ
τ
α. For β < µ
τ
α such that
1 χα(β) = 0 we even have ̺αβ + α ≤ λ
τ
α.
3. If µτα < α we have µ
τ
α < α ≤ λ
τ
α < α
2, while otherwise
max ((µτα + 1) ∩ E) = max ((λ
τ
α + 1) ∩ E) .
4. If λτα ∈ E
>α we have µτα = λ
τ
α · ω in case of χ
α(λτα) = 1 and µ
τ
α = λ
τ
α otherwise.
Notice that we have µτα = ιτ,α(∆) = mc(λ
τ
α) whenever µ
τ
α ∈ E
>α.
3 Tracking sequences and their evaluation
3.1 Maximal and minimal µ-coverings
The following sets of sequences are crucial for the description of settings of relativization, which in turn is the key
to understanding the structure of connectivity components in C2.
Definition 3.1 (4.2 of [5]) Let τ ∈ E1. A nonempty sequence (α1, . . . , αn) of ordinals in the interval [τ, τ
∞) is
called a τ-tracking sequence if
1. (α1, . . . , αn−1) is either empty or a strictly increasing sequence of epsilon numbers greater than τ .
2. αn ∈ P, αn > 1 if n > 1.
3. αi+1 ≤ µ
τ
αi
for every i ∈ {1, . . . , n− 1}.
By TSτ we denote the set of all τ-tracking sequences. Instead of TS1 we also write TS.
1This condition is missing in [5]. However, that inequality was only applied under this condition, cf. Def. 5.1 and L. 5.7 of [5].
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According to Lemma 3.5 of [5] the length of a tracking sequence is bounded in terms of the largest index of
ϑ-functions in the term representation of the first element of the sequence.
Definition 3.2 Let τ ∈ E1, α ∈ E ∩ (τ, τ
∞), and β ∈ P ∩ (α, α∞). A sequence (α0, . . . , αn+1) where α0 = α,
αn+1 = β, (α1, . . . , αn+1) ∈ TS
α, and α < α1 ≤ µ
τ
α is called a µ-covering from α to β.
Lemma 3.3 Any µ-covering from α to β is a subsequence of the α-localization of β.
Proof. Let (α0, . . . , αn+1) be a µ-covering from α to β. Stepping down from αn+1 to α0, Lemmas 3.5 of [5] and
4.9, 6.5 of [7] apply to show that the α-localization of β is the successive concatenation of the αi-localization of
αi+1 for i = 1, . . . , n, modulo translation between the respective settings of relativization. ✷
Definition 3.4 Let τ ∈ E1.
1. For α ∈ P∩(τ, τ∞) we define max-covτ (α) to be the longest subsequence (α1, . . . , αn+1) of the τ-localization of
α which satisfies τ < α1, αn+1 = α, and which is µ-covered, i.e. which satisfies αi+1 ≤ µ
τ
αi
for i = 1, . . . , n.
2. For α ∈ E ∩ (τ, τ∞) and β ∈ P ∩ (α, α∞) we denote the shortest subsequence (β0, β1, . . . , βn+1) of the
α-localization of β which is a µ-covering from α to β by min-covα(β), if such sequence exists.
We recall the notion of the tracking sequence of an ordinal, for greater clarity only for multiplicative principals
at this stage.
Definition 3.5 (cf. 3.13 of [5]) Let τ ∈ E1 and α ∈ M ∩ (τ, τ
∞) with τ-localization τ = α0, . . . , αn = α. The
tracking sequence of α above τ , tsτ (α), is defined as follows. If there exists the largest index i ∈ {1, . . . , n − 1}
such that α ≤ µταi , then
tsτ (α) := tsτ (αi)
⌢(α),
otherwise tsτ (α) := (α).
Definition 3.6 Let τ ∈ E1, α ∈ E∩ (τ, τ
∞), β ∈ P∩ (α, α∞), and let α = α0, . . . , αn+1 = β be the α-localization
of β. If there exists the least index i ∈ {0, . . . , n} such that αi < β ≤ µ
τ
αi
, then
mtsα(β) := mtsα(αi)
⌢(β),
otherwise mtsα(β) := (α).
Note that mtsα(β) reaches β if and only if it is a µ-covering from α to β.
Lemma 3.7 Fix τ ∈ E1.
1. For α ∈ P ∩ (τ, τ∞) let max-covτ (α) = (α1, . . . , αn+1) = α. If α1 < α then α is a µ-covering from α1 to α
and mtsα1(α) ⊆ α.
2. If α ∈M ∩ (τ, τ∞) then max-covτ (α) = tsτ (α).
3. Let α ∈ E ∩ (τ, τ∞) and β ∈ P ∩ (α, α∞). Then min-covα(α) exists if and only if mtsα(β) is a µ-covering
from α to β, in which case these sequences are equal, characterizing the lexicographically maximal µ-covering
from α to β.
Proof. These are immediate consequences of the definitions. ✷
Recall Definition 3.16 from [5], which for τ ∈ E1, α ∈ E∩ (τ, τ
∞) defines α̂ to be the minimal γ ∈ M>α such that
tsα(γ) = (γ) and µτα < γ.
Lemma 3.8 Let τ ∈ E1, α ∈ E ∩ (τ, τ
∞), and β ∈ M ∩ (α, α∞). Then mtsα(β) is a µ-covering from α to β if
and only if β < α̂. This holds if and only if for tsα(β) = (β1, . . . , βm) we have β1 ≤ µ
τ
α.
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Proof. Suppose first that mtsα(β) is a µ-covering from α to β. Then α is an element of the τ -localization of β,
and modulo term translation we obtain the τ -localization of β by concatenating the τ -localization of α with the
α-localization of β. By Lemma 3.7 we therefore have mtsα(β) ⊆ (α)⌢tsα(β) where β1 ≤ µα. Let γ ∈ M ∩ (α, β]
be given. Then by Lemma 3.15 of [5] we have
(γ1, . . . , γk) := ts
α(γ) ≤lex ts
α(β),
so γ1 ≤ β1 ≤ µα, and hence β < α̂.
Toward proving the converse, suppose that β < α̂. We have tsα(β1) = (β1), so β1 ≤ µα since β1 < α̂. This
implies that mtsα(β) reaches β as a subsequence of (α)⌢tsα(β). ✷
Definition 3.9 (4.3 of [5]) Let τ ∈ E1. A sequence α of ordinals below τ
∞ is a τ-reference sequence if
1. α = () or
2. α = (α1, . . . , αn) ∈ TS
τ such that αn ∈ E
>αn−1 (where α0 := τ).
We denote the set of τ-reference sequences by RSτ . In case of τ = 1 we simply write RS and call its elements
reference sequences.
Definition 3.10 (c.f. 4.9 of [5]) For γ ∈M ∩ 1∞ and ε ∈ E ∩ 1∞ let skγ(ε) be the maximal sequence δ1, . . . , δl
such that (setting δ0 := 1)
1. δ1 = ε and
2. if i ∈ {1, . . . , l− 1}& δi ∈ E
>δi−1 & γ ≤ µδi , then δi+1 = µδi · γ.
Remark([5]). Lemma 3.5 of [5] guarantees that the above definition terminates. We have (δ1, . . . , δl−1) ∈ RS
and (δ1, . . . , δl) ∈ TS. Notice that γ ≤ δi for i = 2, . . . , l.
Definition 3.11 Let α⌢β ∈ RS and γ ∈ M.
1. If γ ∈ (β, β̂), let mtsβ(γ) = η⌢(ε, γ) and define
hγ(α
⌢β) := α⌢η⌢ skγ(ε).
2. If γ ∈ (1, β] and γ ≤ µβ then
hγ(α
⌢β) := α⌢ skγ(β).
3. If γ ∈ (1, β] and γ > µβ then
hγ(α
⌢β) := α⌢β.
Remark. In 1. let tsβ(γ) =: (γ1, . . . , γm). Then we have γ1 ≤ µβ according to Lemma 3.17 of [5], so that mts
β(γ)
reaches γ, β ≤ ε < γ ≤ µε and β < µβ . In 2. we have skγ(β) = (β, µβ · γ) with γ ≤ µβ · γ ≤ β in case of µβ ≤ β.
In 3. we have µβ < γ ≤ β and hence skγ(β) = (β).
Lemma 3.12 Let α⌢β ∈ RS and γ ∈ M. Then hγ(α
⌢β) is of a form α⌢η⌢ skγ(ε) where η = (η1, . . . , ηr),
r ≥ 0, η1 = β, ηr+1 := ε, and skγ(ε) = (δ1, . . . , δl+1), l ≥ 0, with δ1 = ε. We have
lf(δl+1) ≥ γ,
and for τ⌢σ ∈ TS, where τ = (τ1, . . . , τs) and τs+1 := σ, such that α
⌢β ⊆ τ⌢σ and hγ(α
⌢β) <lex τ
⌢σ we
either have
1. τ = α⌢η⌢δ↾i for some i ∈ {1, . . . , l + 1} and σ =NF δi+1 · σ
′ for some σ′ < γ, setting δl+2 := 1, or
2. τ ↾s0 = α
⌢η↾r0
for some r0 ∈ [1, r] and s0 ≤ s such that ηr0+1 < τs0+1, in which case we have µτj < γ for
all j ∈ {s0 + 1, . . . , s}, and µσ < γ if σ ∈ E
>τs .
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Proof. Suppose first that τ is a maximal initial segment α⌢η⌢δ↾i for some i ∈ {1, . . . , l + 1}.
In the case i = l+1 we have δl+1 ∈ E
>δl and µδl+1 < γ ≤ δl+1, so σ ≤ µδl+1 < γ, and we also observe that τ
⌢σ
could not be extended further. Now suppose that i ≤ l. Then δi+1 < σ ≤ µδi , and since γ ≤ δi+1 = µδi · γ ≤ µδi ,
we obtain σ = δi+1 · σ
′ for some σ′ ∈ (1, γ).
Otherwise τ must be of the form given in part 2 of the claim. This implies γ ∈ M ∩ (β, β̂) and mtsβ(γ) =
η⌢(ε, γ). Let us assume, toward contradiction, there existed a least j ∈ {s0+1, . . . , s+1} such that τj ∈ E
>τj−1
and γ ≤ µτj . Then η↾r0
⌢(τs0+1, . . . , τj , γ) is a µ-covering from β to γ, hence by part 3 of Lemma 3.7 it must be
lexicographically less than or equal to mtsβ(γ) and therefore η↾r0
⌢(τs0+1, . . . , τj) ≤lex η
⌢ε: contradiction. ✷
Corollary 3.13 For α⌢β ∈ RS and γ, δ ∈M such that δ ∈ (1, γ) we have
hγ(α
⌢β) ≤lex hδ(α
⌢β).
3.2 Evaluation
Definition 3.14 Let α⌢β ∈ TS, where α = (α1, . . . , αn), n ≥ 0, β =MNF β1 · . . . ·βk, and set α0 := 1, αn+1 := β,
h := ht1(α1) + 1, and γi := ts
αi−1(αi), i = 1, . . . , n,
γn+1 :=

(β) if β ≤ αn
tsαn(β1)
⌢β2 if k > 1, β1 ∈ E
>αn & β2 ≤ µβ1
tsαn(β1) otherwise,
and write γi = (γi,1, . . . , γi,mi), i = 1, . . . , n+ 1. Then define
lSeq(α⌢β) := (m1, . . . ,mn+1) ∈ [h]
≤h.
Let β′ := 1 if k = 1 and β′ := β2 · . . . · βk otherwise. We define o(α
⌢β) recursively in lSeq(α⌢β), as well as
auxiliary parameters n0(α
⌢β) and γ(α⌢β), which are set to 0 where not defined explicitly.
1. o((1)) := 1.
2. If β1 ≤ αn, then o(α
⌢β) :=NF o(α) · β.
3. If β1 ∈ E
>αn , k > 1, and β2 ≤ µβ1 , then set n0(α
⌢β) := n+ 1, γ(α⌢β) := β1, and define
o(α⌢β) :=NF o(hβ2(α
⌢β1)) · β
′.
4. Otherwise. Then setting
n0 := n0(α
⌢β) := max ({i ∈ {1, . . . , n+ 1} | mi > 1} ∪ {0}) ,
define
o(α⌢β) :=NF
{
β if n0 = 0
o(hβ1(α↾n0−1
⌢γ)) · β if n0 > 0,
where γ := γ(α⌢β) := γn0,mn0−1.
Remark. As indicated in writing =NF in the above definition, we obtain terms in multiplicative normal form de-
noting the values of o. The fixed points of o, i.e. those α⌢β that satisfy o(α⌢β) = β are therefore characterized
by 1. and 4. for n0 = 0.
Recall Definition 3.13 of [5], extending Definition 3.5 to additive principal numbers that are not multiplicative
principal ones.
Definition 3.15 (cf. 3.13 of [5]) Let τ ∈ E1 and α ∈ [τ, τ
∞) ∩ P. The tracking sequence of α above τ , tsτ (α),
is defined as in Definition 3.5 if α ∈ M>τ , and otherwise recursively in the multiplicative decomposition of α as
follows.
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1. If α ≤ τω then tsτ (α) := (α).
2. Otherwise. Then α¯ ∈ [τ, α) and α =NF α¯ ·β for some β ∈M
>1. Let tsτ (α¯) = (α1, . . . , αn) and set α0 := τ .
2
2.1. If αn ∈ E
>αn−1 and β ≤ µταn then ts
τ (α) := (α1, . . . , αn, β).
2.2. Otherwise. For i ∈ {1, . . . , n} let (βi1, . . . , β
i
mi
) be tsαi(β) provided β > αi, and set mi := 1, β
i
1 := αi ·β
if β ≤ αi. We first define the critical index
i0(α) = i0 := max
(
{1} ∪ {j ∈ {2, . . . , n} | βj1 ≤ µ
τ
αj−1
}
)
.
Then tsτ (α) := (α1, . . . , αi0−1, β
i0
1 , . . . , β
i0
mi0
).
Instead of ts1(α) we also simply write ts(α).
Lemma 3.16 If in the above definition, part 2.2, we have β > αi0 , then for all j ∈ (i0, . . . , n] we have
βi01 ≤ αj ≤ µαj−1 ,
in particular βi01 ≤ µαi0 .
Proof. Assume toward contradiction that there exists the maximal j ∈ (i0, . . . , n] such that αj < β
i0
1 . Since
βi01 ≤ β ≤ αn we have j < n and obtain
αi0 < αj < β
i0
1 ≤ αj+1 ≤ µαj ,
implying that αj ∈ ts
αi0 (β), contradicting the minimality of βi01 in ts
αi0 (β). ✷
Lemma 3.17 (3.14 of [5]) Let τ ∈ E1 and α ∈ [τ, τ
∞) ∩ P. Let further (α1, . . . , αn) be ts
τ (α), the tracking
sequence of α above τ .
1. If α ∈M then αn = α and ts
τ (αi) = (α1, . . . , αi) for i = 1, . . . , n.
2. If α =NF η · ξ 6∈M then αn ∈ P ∩ [ξ, α] and αn =NF αn · ξ.
3. (α1, . . . , αn−1) is either empty or a strictly increasing sequence of epsilon numbers in the interval (τ, α).
4. For 1 ≤ i ≤ n − 1 we have αi+1 ≤ µ
τ
αi
, and if αi < αi+1 then (α1, . . . , αi+1) is a subsequence of the
τ-localization of αi+1.
Proof. The proof proceeds by straightforward induction along the definition of tsτ (α), i.e. along the length of the
τ -localization of multiplicative principal numbers and the number of factors in the multiplicative decomposition
of additive principal numbers. In part 4 Lemma 6.5 of [7] and the previous remark apply. ✷
Lemma 3.18 (3.15 of [5]) Let τ ∈ E1 and α, γ ∈ [τ, τ
∞) ∩ P, α < γ. Then we have
tsτ (α) <lex ts
τ (γ).
Proof. The proof given in [5] is in fact an induction along the inductive definition of tsτ (γ) with a subsidiary
induction along the inductive definition of tsτ (α). ✷
Theorem 3.19 For all α ∈ P ∩ 1∞ we have
o(ts(α)) = α.
2As verified in part 2 of the lemma below we have β ≤ αn.
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Proof. The theorem is proved by induction along the inductive definition of ts(α).
Case 1: α ∈M. Then lSeq(ts(α)) = (1, . . . , 1) and hence o(ts(α)) = α immediately by definition.
Case 2: α =NF α¯ · β ∈ P − M. Let ts(α¯) =: (α1, . . . , αn) and α0 := 1. By the i.h. o(α) = α¯. We have
β ≤ lf(αn) ≤ αn, n ≥ 1.
Subcase 2.1: αn ∈ E
>αn−1 & β ≤ µαn . Then ts(α) = α
⌢β, and since β ∈M≤αn according to the definition of o
we obtain o(α⌢β) = o(α) · β = α¯ · β = α.
Subcase 2.2: Otherwise. Let (βi1, . . . , β
i
mi
) for i = 1, . . . , n as well as the index i0 be defined as in case 2.2 of
Definition 3.15, so that ts(α) = (α1, . . . , αi0−1, β
i0
1 , . . . , β
i0
mi0
).
2.2.1: i0 = n. Then we have ts(α) = (α1, . . . , αn−1, αn · β), and using the i.h. we obtain o(ts(α)) = o(α) · β = α.
2.2.2: i0 < n and β ≤ αi0 . Then we have αi0 ∈ E
>αi0−1 , αi0 · β ≤ µαi0−1 , and ts(α) = (α1, . . . , αi0−1, αi0 · β). It
follows that for all j ∈ (i0, n] we have β ≤ αj and αj · β > µαj−1 , hence β ≤ µαi0 and thus
o(ts(α)) = o(hβ(α↾i0 )) · β.
The sequence hβ(α↾i0 ) is of the form α↾i0−1
⌢δ where δ := skβ(αi0). Since µαi0 < αi0+1 · β we have µαi0 · β =
αi0+1 = δ2. In the case i0 + 1 = n we obtain δ = (αn−1, αn), hence hβ(α↾i0 ) = α, otherwise we iterate the above
argumentation to see that δ = (αi0 , . . . , αn). Hence o(ts(α)) = o(α) · β as desired.
2.2.3: i0 < n and αi0 < β. Then we have β
i0 = tsαi0 (β) with βi01 ≤ µαi0−1 if i0 > 1. By Lemma 3.16 αi0 is the
immediate predecessor of βi01 in ts
αi0−1(β). By definition of o we have o(ts(α)) = o(hβ(α↾i0 )) · β and therefore
have to show that hβ(α↾i0 ) = α. We define
j0 := min{j ∈ {i0, . . . , n− 1} | β ≤ µαj},
which exists, because β ≤ αn ≤ µαn−1 .
Claim: mtsαi0 (β) = (αi0 , . . . , αj0 , β).
Proof. For every j ∈ {i0, . . . , j0 − 1} the minimality of j0 implies β > µαj ≥ αj+1, and thus by the maximality
of i0 also β
j+1
1 > µαj . Moreover, we have
βj+11 ≤ αj+2 :
Assume otherwise and let j be maximal in {i0, . . . , j0 − 1} such that β
j+1
1 > αj+2. Since β
j+1
1 ≤ β ≤ αn we must
have j ≤ n − 3. But then αj+1 < αj+2 < β
j+1
1 ≤ αj+3 ≤ µj+2 and hence αj+2 ∈ ts
αj+1(β), contradicting the
minimality of βj+11 in ts
αj+1(β). Therefore
µαj < β
j+1
1 ≤ αj+2 ≤ µαj+1 ,
which concludes the proof of the claim. ✷
It remains to be shown that skβ(αj0) = (αj0 , . . . , αn), i.e. to successively check for j = j0, . . . , n − 1 that
β ≤ αj+1 ≤ µαj and αj+1 · β > µαj , whence µαj · β = αj+1. This concludes the verification of hβ(α↾i0 ) = α and
consequently the proof of the theorem. ✷
Theorem 3.20 For all α⌢β ∈ TS we have
ts(o(α⌢β)) = α⌢β.
Proof. The theorem is proved by induction on lSeq(α⌢β) along the ordering (lSeq, <lex). Let β =NF β1 · . . . · βk
and set n0 := n0(α
⌢β), γ := γ(α⌢β) according to Definition 3.14, which provides us with an NF-representation
of o(α⌢β), where in the interesting cases the i.h. applies to the term ts
(
o(α⌢β)
)
.
Case 1: n = 0 and β = 1. Trivial.
Case 2: 1 < β1 ≤ αn. Then o(α
⌢β) =NF o(α) · β, and it is straightforward to verify the claim from the i.h.
applied to α by inspecting case 2.1 of Definition 3.15.
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Case 3: k > 1 with β1 ∈ E
>αn and β2 ≤ µβ1 . Then by definition o(α
⌢β) =NF o(hβ2(α
⌢β1)) · β
′ where
β′ = (1/β1) · β. According to part 2 of Definition 3.11 we have
hβ2(α
⌢β1) = α
⌢δ,
where δ = (δ1, . . . , δl+1) := skβ2(β1). Assume first that k = 2. Then the maximality of the length of δ excludes
the possibility δl+1 ∈ E
>δl & β2 ≤ µδl+1 . We have β2 ≤ β1 and β ≤ µαn . For j ∈ {2, . . . , l + 1} we have
β2 ≤ δj = µδj−1 · β2 ≤ µδj−1 and δj · β2 = µδj−1 · β2 > µδj−1 . This implies that ts(o(α
⌢β)) = α⌢β. The claim
now follows easily for k > 2 since β ≤ µαn .
Case 4: Otherwise.
Subcase 4.1: n0 = 0. Then we have o(α
⌢β) = β, tsαi−1(αi) = (αi) for i = 1, . . . , n, and ts
αn(β1) = (β1),
whence ts(β) = (β).
Subcase 4.2: n0 > 0. Using the abbreviation α
′ := α↾n0−1 we then have o(α
⌢β) =NF o(hβ1(α
′⌢γ)) ·β. Setting
mtsγ(β1) =: (γ1, . . . , γm+1) where γ1 = γ, γm+1 = β1, and skβ1(γm) =: δ = (δ1, . . . , δl+1) where δ1 = γm, we have
hβ1(α
′⌢γ) = α′
⌢
γ↾m−1
⌢δ,
which by the i.h. is the tracking sequence of o(α⌢β1). Assuming first that k = 1, we now verify that the tracking
sequence of o(α⌢β) actually is α⌢β, by checking that case 2.2 of Definition 3.15 applies, with n0 playing the
role of the critical index i0(o(α
⌢β)). Note first that the maximality of the length of δ rules out the possibility
δl+1 ∈ E
>δl & β1 ≤ µδl+1 and hence case 2.1 of Definition 3.15. According to the choice of n0 and part 2 of
Lemma 3.7 we have tsγ(β1) = max-cov
γ(β1) = (αn0 , . . . , αn, β1) and of course αn0 ≤ µαn0−1 . Thus n0 qualifies
for the critical index, once we show its maximality: Firstly, for any i ∈ {2, . . . ,m} we have γi < β1, and setting
βi := tsγi(β1) the assumption β
i
1 ≤ µγi−1 would imply that γ↾i−1
⌢βi is a µ-covering from γ to β1 such that
mtsγ(β1) <lex γ↾i−1
⌢βi,
contradicting part 3 of Lemma 3.7. Secondly, for any j ∈ {2, . . . , l + 1} we have δj = µδj−1 · β1, so δj · β1 =
µδj−1 · β1 > µδj−1 . These considerations entail
ts(α⌢β1) = α
′⌢tsγ(β1),
and it is easy now to verify the claim for arbitrary k, again since β ≤ µαn . ✷
Corollary 3.21 o is strictly increasing with respect to the lexicographic ordering on TS and continuous in the
last vector component.
Proof. The first statement is immediate from Lemma 3.18 and Theorems 3.19 and 3.20. In order to verify
continuity, let α = (α1, . . . , αn) ∈ RS and β ∈ L
≤µαn be given. For any γ ∈ P ∩ β, we have γ˜ := o(α⌢γ) <
o(α⌢β) =: β˜ and α⌢γ = ts(γ˜) <lex ts(β˜) = α
⌢β. For given δ˜ ∈ P ∩ (γ˜, β˜) set δ := ts(δ˜), so that
α⌢γ <lex δ <lex α
⌢β,
whence α ⊆ δ is an initial segment. Writing δ = α⌢(ζ1, . . . , ζm) we obtain γ < ζ1 < β. For δ
′ := α⌢ζ1 · ω we
then have δ˜ < o(δ′) < β˜. ✷
Remark. Theorems 3.19 and 3.20 establish Lemma 4.10 of [5] in a weak theory, adjusted to our redefinition of
o. Its equivalence with the definition in [5] follows, since the definition of ts has not been modified. In the next
section we will continue in this way in order to obtain suitable redefinitions of the κ- and ν-functions.
The following lemma will not be required in the sequel, but it has been included to further illuminate the
approach.
Lemma 3.22 Let α⌢β ∈ RS, γ ∈ M ∩ (1, β̂), and let τ⌢σ ∈ TS be such that α⌢β ⊆ τ⌢σ and hγ(α
⌢β) <lex
τ⌢σ. Then we have
o(τ⌢σ) =NF o(hγ(α
⌢β)) · δ
for some δ ∈ P ∩ (1, γ).
Tracking chains revisited 11
Proof. The lemma is proved by induction on lSeq(τ⌢σ), using Lemma 3.12. In order to fix some notation, set
τ = (τ1, . . . , τs) and τs+1 := σ. Write hγ(α
⌢β) = α⌢η⌢δ where η = (η1, . . . , ηr) and δ = (δ1, . . . , δl+1) = skγ(ε),
δ1 = ε =: ηr+1, and δl+2 := 1. Note that since α
⌢β ∈ RS, we have ε ∈ E>ηr . According to Lemma 3.12 either
one of the two following cases applies to τ⌢σ.
Case 1: τ = α⌢η⌢δ↾i for some i ∈ {1, . . . , l+1} and σ =NF δi+1 ·ζ for some ζ ∈ P∩(1, γ). Let ζ =MNF ζ1 · . . . ·ζj .
Subcase 1.1: i = l+1. Then hγ(α
⌢β) = τ , δl+1 ∈ E
>δl , and σ ≤ µδl+1 < γ ≤ δl+1. According to the definition
of o we have o(τ⌢σ) = o(hγ(α
⌢β)) · σ.
Subcase 1.2: i ≤ l where δi+1 ∈ E
>δi and ζ1 ≤ µδi+1 . By definition, o(τ
⌢σ) = o(hζ1(τ
⌢δi+1)) · ζ. As τ
⌢δi+1
is an initial segment of hγ(α
⌢β) and ζ1 < γ, we have
hγ(α
⌢β) = hγ(τ
⌢δi+1) ≤lex hζ1(τ
⌢δi+1)
by Corollary 3.13. The claim now follows by the i.h. (if necessary) applied to hζ1(τ
⌢δi+1).
Subcase 1.3: Otherwise. Here we must have i = l, since if i < l it follows that δi+1 ∈ E
>δi and ζ1 <
γ ≤ µδi+1 · γ = δi+2 ≤ µδi+1 , which has been covered by the previous subcase. We therefore have o(τ
⌢σ) =
o(hγ(α
⌢β)) · ζ.
Case 2: τ ↾s0 = α
⌢η↾r0
for some r0 ∈ [1, r], s0 ≤ s, ηr0+1 < τs0+1, whence according to Lemma 3.12 we have
σ ≤ µτs < γ, µτj < γ for j = s0 + 1, . . . , s, and µσ < γ if σ ∈ E
>τs . Let σ =MNF σ1 · . . . · σk and σ
′ := (1/σ1) · σ.
In the case s0 < s we have hγ(α
⌢β) <lex τ , and noting that σ < γ, the i.h. straightforwardly applies to τ .
Let us therefore assume that s0 = s, whence τ = α
⌢η↾r0
and ηr0+1 < σ. Then we have η
⌢ε <lex τ
⌢σ and
ηr0 < ηr0+1 < σ ≤ µηr0 < γ.
Subcase 2.1: k > 1 where σ1 ∈ E
>ηr0 and σ2 ≤ µσ1 . Then o(τ
⌢σ) = o(hσ2(τ
⌢σ1)) · σ
′ and γ > σ1 ≥ ηr0+1 ∈
E
>ηr0 . In the case σ1 > ηr0+1 the i.h. applies to hσ2(τ
⌢σ1). Now assume σ1 = ηr0+1. As in Subcase 1.2 we
obtain
hγ(α
⌢β) = hγ(τ
⌢σ1) ≤lex hσ2(τ
⌢σ1),
and (if necessary) the i.h. applies to hσ2(τ
⌢σ1).
Subcase 2.2: Otherwise, i.e. Case 4 of Definition 3.14 applies. Let n0 := n0(τ
⌢σ). We first assume that k = 1,
i.e. σ ∈ M ∩ (ηr0+1, γ).
2.2.1: n0 ≤ s. We obtain o(τ ) = ξ · τs and o(τ
⌢σ) = ξ ·σ where ξ = 1 if n0 = 0 and ξ = hτs(τ ↾n0−1
⌢γ(τ )). The
<,<lex-order isomorphism between TS and P
<1∞ established by Lemma 3.18 and Theorems 3.19 and 3.20 yields
o(τ ) < o(hγ(α
⌢β)) < o(τ⌢σ),
and hence the claim.
2.2.2: n0 = s + 1. We have σ ∈ M ∩ (ηr0+1, γ). Let ζ be the immediate predecessor of σ in ts
ηr0 (σ). Then
o(τ⌢σ) = o(hσ(τ
⌢ζ)) · σ.
2.2.2.1: ηr0+1 < ζ. Then the i.h. applies to τ
⌢ζ.
2.2.2.2: ηr0+1 = ζ. Then we argue as before, since
hγ(α
⌢β) = hγ(τ
⌢ηr0+1) ≤lex hσ(τ
⌢ηr0+1),
so that the i.h. (if necessary) applies to hσ(τ
⌢ηr0+1).
2.2.2.3: ηr0+1 > ζ. Then ζ is an element of ts
ηr0 (ηr0+1), and by a monotonicity argument as in 2.2.1 we obtain
the claim as a consequence of
o(hσ(τ
⌢ζ)) < o(hγ(α
⌢β)) < o(τ⌢σ).
This concludes the proof for k = 1, and for k > 1 the claim now follows easily. ✷
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4 Enumerating relativized connectivity components
Recall Definition 4.4 of [5]. We are now going to characterize the functions κ and ν by giving an alternative
definition which is considerably less intertwined. The first step is to define the restrictions of κα and να to
additive principal indices. Recall part 3 of Lemma 2.3.
Definition 4.1 Let α ∈ RS where α = (α1, . . . , αn), n ≥ 0, α0 := 1. We define κ
α
β and ν
α
β for additive principal
β as follows, writing κβ instead of κ
()
β .
Case 1: n = 0. For β < 1∞ define
κβ := o((β)).
Case 2: n > 0. For β ≤ µαn , i.e. α
⌢β ∈ TS, define
ναβ := o(α
⌢β).
καβ for β ≤ λαn is defined by cases. If β ≤ αn let i ∈ {0, . . . , n− 1} be maximal such that αi < β. If β > αn let
β =MNF β1 · . . . · βk and set β
′ := (1/β1) · β.
καβ :=

κ
α↾i
β if β ≤ αn
o(α) · β′ if β1 = αn & k > 1
o(α⌢β) if β1 > αn.
Remark. Note that in the case n > 0 we have the following inequalities between καβ and ν
α
β , which are
consequences of the monotonicity of o proved in Theorems 3.19 and 3.20.
1. If β ≤ αn then κ
α
β ≤ κ
α↾n−1
αn
= o(α). Later we will define να0 := o(α).
2. If β1 = αn and k > 1 then κ
α
β = o(α) · β
′ = ναβ′ , which is less than ν
α
β if β ≤ µαn .
3. Otherwise we have καβ = ν
α
β .
Corollary 4.2
1. κ and ν are strictly increasing with respect to their <lex-ordered arguments α
⌢β ∈ TS.
2. Each branch κα (where α ∈ RS) and να (where α ∈ RS− {()}) is continuous at arguments β ∈ L.
Proof. This is a consequence of Corollary 3.21. ✷
We now prepare for the conservative extension of κ and ν to their entire domain as well as the definition of
dp which is in accordance with Definition 4.4 of [5].
Definition 4.3 Let τ ∈ RS, τ = (τ1, . . . , τn), n ≥ 0, τ0 := 1. The term system T
τ is obtained from Tτn by
successive substitution of parameters in (τi, τi+1) by their T
τi-representations, for i = n−1, . . . , 1. The parameters
τi are represented by the terms ϑ
τi(0). The length lτ (α) of a Tτ -term α is defined inductively by
1. lτ (0) := 0,
2. lτ (β) := lτ (γ) + lτ (δ) if β =NF γ + δ, and
3. lτ (ϑ(η)) :=
{
1 if η = 0
lτ (η) + 4 if η > 0
where ϑ ∈ {ϑτi | 0 ≤ i ≤ n} ∪ {ϑi+1 | i ∈ N}.
Remark. Recall Equation (1) as well as Lemma 2.13 and Definitions 2.14 and 2.18 of [9].
1. For β = ϑτn(∆ + η) ∈ E such that β ≤ µτn we have
lτ (∆) = lτ
⌢β(ιτn,β(∆)) < l
τ (β). (2)
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2. For β ∈ Tτ ∩ P>1 ∩ Ω1 let τ ∈ {τ0, . . . , τn} be maximal such that τ < β. Clearly,
lτ (β¯) < lτ (β), (3)
cf. Subsection 2.3, and
lτ (ζτβ ) < l
τ (β), (4)
In case of β 6∈ E we have
lτ (log(β)), lτ (log((1/τ) · β)) < lτ (β), (5)
and for β ∈ E we have
lτ
⌢β(λτβ) < l
τ (β). (6)
Finally, the definition of the enumeration functions of relativized connectivity components can be completed.
This is easily seen to be a sound, elementary recursive definition.
Definition 4.4 (cf. 4.4 of [5]) Let α ∈ RS where α = (α1, . . . , αn), n ≥ 0, and set α0 := 1. We define the
functions
κα, dpα : dom(κ
α)→ 1∞,
where dom(κα) := 1∞ if n = 0 and dom(κα) := [0, λαn ] if n > 0, simultaneously by recursion on l
α(β), extending
Definition 4.1. The clauses extending the definition of κα are as follows.
1. κα0 := 0, κ
α
1 := 1,
2. καβ := κ
α
γ + dpα(γ) + κ
α
δ for β =NF γ + δ.
dpα is defined as follows, using ν as already defined on TS.
1. dpα(0) := 0, dpα(1) := 0, and dpα(αn) := 0 in case of n > 0,
2. dpα(β) := dpα(δ) if β =NF γ + δ,
3. dpα(β) := dpα↾n−1(β) if n > 0 for β ∈ P ∩ (1, αn),
4. for β ∈ P>αn − E let γ := (1/αn) · β and log(γ) =ANF γ1 + . . .+ γm and set
dpα(β) := κ
α
γ1
+ dpα(γ1) + . . .+ κ
α
γm
+ dpα(γm),
5. for β ∈ E>αn let γ := (α1, . . . , αn, β), and set
dpα(β) := ν
γ
µ
αn
β
+ κγ
λ
αn
β
+ dpγ(λ
αn
β ).
Definition 4.5 (cf. 4.4 of [5]) Let α ∈ RS where α = (α1, . . . , αn), n > 0, and set α0 := 1. We define
να : dom(να)→ 1∞
where dom(να) := [0, µαn ], extending Definition 4.1 and setting α := o(α), by
1. να0 := α,
2. ναβ := ν
α
γ + κ
α
̺
αn
γ
+ dpα(̺
αn
γ ) + χˇ
αn(γ) · α if β = γ + 1,
3. ναβ := ν
α
γ + κ
α
̺
αn
γ
+ dpα(̺
αn
γ ) + ν
α
δ if β =NF γ + δ ∈ Lim.
In the sequel we want to establish the results of Lemma 4.5 of [5] for the new definitions within a weak
theory, avoiding the long transfinite induction used in the corresponding proof in [5]. Then the agreement of the
definitions of κ, dp and ν in [5] and here can be shown in a weak theory as well. This includes also Lemma 4.7
of [5] and extends to the relativization of tracking sequences to contexts as lined out in Definition 4.13 through
Lemma 4.17 of [5].
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Lemma 4.6 Let α = (α1, . . . , αn) ∈ RS and set α0 := 1.
1. Let γ ∈ dom(κα) ∩ P. If γ =MNF γ1 · . . . · γk ≥ αn, setting γ
′ := (1/γ1) · γ, we have
(καγ + dpα(γ)) · ω =
{
o(α) · γ′ · ω if γ1 = αn
o(α⌢γ · ω) otherwise.
If γ < αn we have (κ
α
γ + dpα(γ)) · ω < o(α).
2. For γ ∈ dom(κα)− (E ∪ {0}) we have
dpα(γ) < κ
α
γ .
3. For γ ∈ E>αn such that µγ < γ we have
dpα(γ) < o(α
⌢γ) · µγ · ω.
4. For γ ∈ dom(κα) ∩ E>αn we have
καγ · ω ≤ dpα(γ) and dpα(γ) · ω =NF o(hω(α
⌢γ)) · ω.
5. Let γ ∈ dom(να) ∩ P, γ =MNF γ1 · . . . · γk. We have
(ναγ + κ
α
̺
αn
γ
+ dpα(̺
αn
γ )) · ω =

o(α) · γ · ω if γ1 ≤ αn
o(hω(α
⌢γ)) · ω if γ ∈ E>αn
o(α⌢γ) · ω otherwise.
Proof. The lemma is shown by simultaneous induction on lα(γ) over all parts.
Ad 1. The claim is immediate if γ = αn, and if γ1 = αn and k > 1, we have κ
α
γ = o(α) · γ
′ and by part 2 the
claim follows. Now assume that γ1 > αn, whence κ
α
γ = o(α
⌢γ). The case γ 6∈ E is handled again by part 2. If
γ ∈ E, we apply part 4 to see that
(καγ + dpα(γ)) · ω = dpα(γ) · ω = o(hω(α
⌢γ)) · ω,
and since µγ ≥ ω, the latter is equal to o(α
⌢γ · ω).
Now consider the situation where γ < αn. Let i ∈ [0, . . . , n − 1] be maximal such that αi < γ. The same
argument as above yields the corresponding claim for α↾i instead of α, and by the monotonicity of o we see that
the resulting ordinal is strictly below o(α↾i+1) ≤ o(α).
Note that in the case γ · ω ∈ dom(κα) we have (καγ + dpα(γ)) · ω = κ
α
γ·ω as a direct consequence of the
definitions.
Ad 2. We may assume that γ > αn (otherwise replace n by the suitable i < n and α by α↾i). Set γ
′ :=
log((1/αn) · γ) =ANF γ1 + . . .+ γm, so that γ = αn · ω
γ1+...+γm and dpα(γ) =
∑m
i=1(κ
α
γi
+dpα(γi)). According to
the definition, καγ is either o(α)·ω
γ1+...+γm if γ1 ≤ αn, or o(α
⌢γ) if γ1 > αn. In the case γi ·ω < γ for i = 1, . . . ,m
an application of part 1 of the i.h. to the γi yields the claim, thanks to the monotonicity of o. Otherwise we must
have γ = γ1 · ω where γ1 ∈ E
>αn , and applying part 1 of the i.h. to γ1 yields
dpα(γ) = κ
α
γ1
+ dpα(γ1) + 1 < (κ
α
γ1
+ dpα(γ1)) · ω = o(α
⌢γ) = καγ .
Ad 3. Let λγ =ANF λ1 + . . . + λr, λ ∈ {λ1, . . . , λr}, and note that λ ≤ γ · µγ . Setting λ
′ := (1/mf(λ)) · λ,
we have λ′ ≤ µγ and applying part 1 of the i.h. to λ we obtain (κ
α
λ + dpα(λ)) · ω ≤ o(α
⌢γ) · µγ · ω. Since
να
⌢γ
µγ
= o(α⌢(γ, µγ)) = o(α
⌢γ) · µγ , we obtain the claim.
Ad 4. The inequality is seen by a quick inspection of the respective definitions. We have καγ = o(α
⌢γ), and
since µγ ≥ ω we obtain
o(α⌢γ) · ω = o(α⌢(γ, ω)) ≤ o(α⌢(γ, µγ)) ≤ dpα(γ).
In order to verify the claimed equation, note that
hω(α
⌢γ) = α⌢ skω(γ),
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where skω(γ) = (δ1, . . . , δl+1) consists of a maximal strictly increasing chain δ := (δ1, . . . , δl) = (γ, µγ , µµγ , . . .) of
E-numbers and δl+1 = µδl 6∈ E
>δl . We have λδi = ̺µδi+ζδi where ζδi < δi and, for i < l, ̺µδi = µδi = δi+1 ∈ E
>δi .
Applying the i.h. to (the additive decompositions) of these terms λδi we obtain
dpα(γ) · ω = dpα⌢δ↾l−1
(δl) · ω = (ν
α⌢δ
µδl
+ κα
⌢δ
λδl
+ dpα⌢δ(λδl)) · ω,
and consider the additive decomposition of the term λδl . The components below δl from ζδl are easily handled
using the inequality of part 1 of the i.h., while for µδl =MNF µ1 · . . . · µj we have ̺µδl ≤ δl · log(µδl) = δl ·
(log(µ1) + . . . + log(µj)) (where the only possible difference is δl) and consider the summands separately. Let
µ ∈ {µ1, . . . , µj}.
Case 1: ̺µδl ∈ E
>δl . Let log(µδl) = λ + k where λ ∈ Lim ∪ {0} and k < ω. We must have χ
δl(λ) = 1, since
otherwise ̺µδl = µδl ∈ E
>δl , which would contradict the maximality of the length of δ. It follows that k = 1,
hence µδl = λ · ω, λ = ̺µδl ∈ E
>δl , and applying the i.h. to λ yields
(κα
⌢δ
λ + dpα⌢δ(λ)) · ω = o(hω(α
⌢δ⌢λ)) · ω = o(α⌢δ⌢λ · ω) = να
⌢δ
µδl
,
whence dpα(γ) · ω = o(hω(α
⌢γ)) · ω as claimed.
Case 2: Otherwise.
Subcase 2.1: µ < δl. Then applying part 2 of the i.h. to δl · log(µ) we see that
dpα⌢δ(δl · log(µ)) < κ
α⌢δ
δl·log(µ)
= o(α⌢δ) · log(µ).
Subcase 2.2: µ = δl. We calculate κ
α⌢δ
δ2
l
= o(α⌢δ) · δl and dpα⌢δ(δ
2
l ) = o(α
⌢δ).
Subcase 2.3: µ > δl.
2.3.1: µ 6∈ E>δl . Then δl < δl · log(µ) 6∈ E
>δl , hence by the i.h., applied to δl · log(µ), which is a summand of λδl ,
dpα⌢δ(δl · log(µ)) < κ
α⌢δ
δl·log(µ)
≤ να
⌢δ
µ ≤ ν
α⌢δ
µδl
.
2.3.2: µ ∈ E>δl . Then we have δl · log(µ) = µ, µ · ω ≤ µδl , and applying the i.h. to µ
dpα⌢δ(µ) · ω = o(hω(α
⌢δ⌢µ)) · ω = να
⌢δ
µ·ω ≤ ν
α⌢δ
µδl
.
Ad 5. We have ̺γ ≤ αn · (log(γ1) + . . .+ log(γk)).
Case 1: γ ∈ E>αn . Here we have ̺γ = γ and ν
α
γ = κ
α
γ < dpα(γ) = ν
α⌢γ
µγ
+ κα
⌢γ
λγ
+ dpα⌢γ(λγ), and by part 4
we have dpα(γ) · ω = o(hω(α
⌢γ)) · ω.
Case 2: γ1 ≤ αn. Here we argue similarly as in the proof of part 4, case 2. However, the access to the i.h.
is different. Clearly, κααn·log(γi) = o(α) · log(γi). For given i, let log(log(γi)) =ANF ξ1 + . . . + ξs. In the case
γi = αn we have dpα(α
2
n) = o(α). Now assume that γi < αn. An application of part 1 of the i.h. to ξj yields
(καξj + dpα(ξj)) · ω < o(α) for j = 1, . . . , s. Therefore
(κααn·log(γi) + dpα(αn · log(γi))) · ω = κ
α
αn·log(γi)
· ω = o(α) · log(γi) · ω.
These considerations show that we obtain
(ναγ + κ
α
̺
αn
γ
+ dpα(̺
αn
γ )) · ω = ν
α
γ · ω = o(α) · γ · ω.
Case 3: Otherwise.
Subcase 3.1: ̺γ ∈ E
>αn . Since γ 6∈ E>αn we have log(γ) = λ + 1 where λ ∈ E>αn and χαn(λ) = 1. Hence
γ = λ · ω and ̺γ = λ, for which part 4 of the i.h. yields
(καλ + dpα(λ)) · ω = dpα(λ) · ω = o(hω(α
⌢λ)) · ω = o(α⌢γ),
implying the claim.
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Subcase 3.2: ̺γ 6∈ E
>αn . Here we extend the argumentation from case 2, where the situation γi ≤ αn has been
resolved. In the case γi ∈ E
>αn we have γi · ω ≤ γ and apply part 4 of the i.h. to γi to obtain
(κααn·log(γi) + dpα(αn · log(γi))) · ω = dpα(γi) · ω = o(α
⌢γi · ω) ≤ o(α
⌢γ).
We are left with the cases where γi ∈ M
>αn − E. Writing log(log(γi)) =ANF ξ1 + . . . + ξs, which resides in
(αn, log(γi)), we have dpα(αn · log(γi)) =
∑s
j=1(κ
α
ξj
+ dpα(ξj)), where for each j part 1 of the i.h. applied to ξj
together with the monotonicity of κα on additive principal arguments yield
(καξj + dpα(ξj)) · ω = κ
α
ξj ·ω
≤ κααn·log(γi) < ν
α
γ ,
and we conclude as in case 2. ✷
Corollary 4.7 Let α ∈ RS. We have
1. καγ·ω = (κ
α
γ + dpα(γ)) · ω for γ ∈ P such that γ · ω ∈ dom(κ
α).
2. ναγ·ω = (ν
α
γ + κ
α
̺
αn
γ
+ dpα(̺
αn
γ )) · ω for γ ∈ P such that γ · ω ∈ dom(ν
α).
κα and for α 6= () also να are strictly monotonically increasing and continuous.
Proof. Parts 1 and 2 follow from Definitions 3.14 and 4.1 using parts 1 and 5 of Lemma 4.6, respectively. In
order to see general monotonicity and continuity we can build upon Corollary 4.2. The missing argument is as
follows. For any β ∈ P in the respective domain and any γ =ANF γ1 + . . .+ γm < β we have κ
α
γ < κ
α
β using part
1, and ναγ < ν
α
β using part 2, since γi · ω ≤ β for i = 1, . . . ,m. ✷
Theorem 4.8 Let α = (α1, . . . , αn) ∈ RS, n ≥ 0, and set α0 := 1. For β ∈ P let δ := (1/β¯) ·β, so that β =NF β¯ ·δ
if β 6∈M.
1. For all β ∈ dom(κα) ∩ P>αn we have
καβ = κ
α
β¯+1 · δ.
2. For all β ∈ dom(να) ∩ P>αn (where n > 0) we have
ναβ = ν
α
β¯+1 · δ.
Hence, the definitions of κ, ν, and dp given in [5] and here fully agree.
Proof. We rely on the monotonicity of o. Note that Corollary 4.7 has already shown the theorem for β of the
form γ · ω, i.e. successors of additive principal numbers. Let β =MNF β1 · . . . · βk ∈ P
>αn .
Case 1: k = 1. Then δ = β, and setting n0 := n0(α
⌢β) and γ := γ(α⌢β) according to Definition 3.14, we have
καβ = ν
α
β = o(α
⌢β) =
{
β if n0 = 0
o(α′) · β if n0 > 0,
where α′ := hβ(α↾n0−1
⌢γ), and parts 1 and 5 of Lemma 4.6 yield
κα
β¯+1 · β = ν
α
β¯+1 · β =
{
o(α) · β if β¯ = αn
o(hω(α
⌢β¯)) · β if β¯ > αn.
If n0 = 0 the claim is immediate since o(α) · β = β if β¯ = αn and 1 < o(hω(α
⌢β¯)) < o(α⌢β) = β if β¯ > αn.
Now assume that n0 > 0.
Subcase 1.1: β¯ = αn. This implies n0 ≤ n and therefore α
′ <lex α <lex α
⌢β. By the monotonicity of o we
obtain
o(α′) < o(α⌢β) = o(α′) · β,
which implies the claim since β ∈ M.
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Subcase 1.2: β¯ > αn. This implies β¯ ∈ E
>αn and κα
β¯+1
·β = να
β¯+1
·β = o(hω(α
⌢β¯))·β, where hω(α
⌢β¯) <lex α
⌢β.
1.2.1: n0 ≤ n. Then we obtain α
′ <lex α <lex hω(α
⌢β¯) <lex α
⌢β and hence
o(α′) < o(hω(α
⌢β¯)) < o(α⌢β) = o(α′) · β,
which implies the claim.
1.2.2: n0 = n+ 1. Then we have γ ≤ β¯, α
′ = hβ(α
⌢γ), and using Corollary 3.13 it follows that
καβ = ν
α
β = o(α
⌢β) = o(α′) · β > o(hω(α
⌢β¯)) ≥ o(hβ(α
⌢γ)),
which again implies the claim.
Case 2: k > 1. Then we have β¯ =MNF β1 · . . . · βk−1 ≥ αn, δ = βk, and set β
′ := (1/β1) · β and β¯
′ := (1/β1) · β¯.
Subcase 2.1: β1 = αn. Using Lemma 4.6 we obtain
κα
β¯+1 · δ = o(α) · β
′ = καβ
and
να
β¯+1 · δ = o(α) · β = ν
α
β .
Subcase 2.2: β1 > αn. Then we have κ
α
β = ν
α
β .
2.2.1: β¯ 6∈ E>αn . Then by the involved definitions
κα
β¯+1 · δ = ν
α
β¯+1 · δ = o(α
⌢β¯) · δ = ναβ = κ
α
β .
2.2.2: β¯ ∈ E>αn . This implies k = 2, δ = β2, and we see that
κα
β¯+1 · δ = ν
α
β¯+1 · δ = o(hω(α
⌢β¯)) · δ.
In the case δ > µβ1 we have hδ(α
⌢β¯) = α⌢β¯ and hence obtain uniformly
καβ = ν
α
β = o(hδ(α
⌢β¯)) · δ.
By Corollary 3.12 we have hδ(α
⌢β¯) ≤lex hω(α
⌢β¯), hence
o(hδ(α
⌢β¯)) ≤ o(hω(α
⌢β¯)) < o(α⌢β) = o(hδ(α
⌢β¯)) · δ,
which implies the claim since δ ∈M. ✷
Lemma 4.9 Let α = (α1, . . . , αn) ∈ RS, n > 0.
1. For all β such that α⌢β ∈ TS we have
o(α⌢β) < o(α) · α̂n.
2. For all γ such that α⌢γ ∈ RS we have
o(hω(α
⌢γ)) < o(α⌢γ) · γ̂.
Proof. We prove the lemma by simultaneous induction on lSeq(α⌢β) and lSeq(hω(α
⌢γ)), respectively.
Ad 1. Let β =MNF β1 · . . . · βk and β
′ := (1/β1) · β. Note that β ≤ µαn < α̂.
Case 1: β1 ≤ αn. Immediate, since o(α
⌢β) = o(α) · β.
Case 2: k > 1 where β1 ∈ E
>αn and β2 ≤ µβ1 . Then we have o(α
⌢β) = o(hβ2(α
⌢β1)) · β
′ and apply
the i.h. to α⌢β1, which clearly satisfies lSeq(α
⌢β1) <lex lSeq(α
⌢β). By Corollaries 3.13 and 3.21 we have
o(hβ2(α
⌢β1)) ≤ o(hω(α
⌢β1)), and by the i.h., parts 1 (for α
⌢β1) and 2 (for hω(α
⌢β1)) we obtain
o(hω(α
⌢β1)) < o(α
⌢β1) · β̂1 < o(α) · α̂n,
18 G. Wilken
where we have used that β̂1 ≤ α̂n according to Lemma 3.17 of [5]. This implies the desired inequality.
Case 3: Otherwise. Let n0 := n0(α
⌢β) and γ := γ(α⌢β) according to Definition 3.14.
Subcase 3.1: n0 = 0. Immediate.
Subcase 3.2: n0 > 0. By definition we have o(α
⌢β) = o(hβ1(α↾n0−1
⌢γ)) · β.
3.2.1: n0 ≤ n. The monotonicity of o then yields o(α
⌢β) ≤ o(α) · β < o(α) · α̂n.
3.2.2: n0 = n+ 1. Then γ is the immediate predecessor of β in ts
αn(β). We apply the i.h. for parts 1 (to α⌢γ)
and 2 (to hω(α
⌢γ)) and argue as in Case 2 to see that o(α⌢β) = o(hβ1(α
⌢γ)) · β < o(α) · α̂n.
Ad 2. We have hω(α
⌢γ) = α⌢ skω(γ), and setting skω(γ) =: (δ1, . . . , δl+1) we obtain a strictly increasing
sequence of E-numbers δ := (δ1, . . . , δl) = (γ, µγ , µµγ , . . .) such that δl+1 = µδl 6∈ E
>δl . For i = 1, . . . , l we have
hω(α
⌢δ↾i) = α
⌢δ⌢δl+1,
lSeq(α⌢δ↾i) ≤lex lSeq(hω(α
⌢γ)),
and the i.h., part 1 (up to hω(α
⌢γ)), yields
o(α⌢δ↾i+1) < o(α
⌢δ↾i) · δ̂i.
Appealing to Lemma 3.17 of [5] we obtain
δ̂l ≤ δ̂l−1 ≤ . . . ≤ δ̂1 = γ̂,
and finally conclude that o(hω(α
⌢γ)) < o(α⌢γ) · γ̂. ✷
Corollary 4.10 For all α⌢γ ∈ RS the ordinal o(α⌢γ) · γ̂ is a strict upper bound of
Im(κα
⌢γ), Im(να
⌢γ), dpα(γ), and ν
α⌢γ
µγ
+ κα
⌢γ
λγ
+ dpα⌢γ(λγ).
Proof. This directly follows from Lemmas 4.6 and 4.9. ✷
5 Revisiting tracking chains
5.1 Preliminary remarks
Our preparations in the previous sections are almost sufficient to demonstrate that the characterization of C2
provided in Section 7 of [5] is elementary recursive. We first provide a brief argumentation based on the previous
sections showing that the structure C2 is elementary recursive. In the following subsections we will elaborate on
the characterization of ≤1 and ≤2 within C2, further illuminating the structure.
In Section 5 of [5] the termination of the process of maximal extension (see Definition 5.2 of [5]) is seen when
applying the lτ -measure from the second step on, as clause 2.3.1 of Def. 5.2 in [5] can only be applied at the
beginning of the process of maximal extension. Lemma 5.4, part a), of [5] is not needed in full generality, the
lτ -measure suffices, cf. Lemma 5.5 of [5]. The proof of Lemma 5.12 of [5], parts a), b), and c), actually proceeds
by induction on the number of 1-step extensions, an “induction on cs′(α) along <lex” is not needed.
In Section 6 of [5] the proof of Lemma 6.2 actually proceeds by induction on the length of the additive
decomposition of α. Definition 6.1 of [5], which assigns to each α < 1∞ its unique tracking chain tc(α), involves
the evaluation function o (in the guise of ·˜, cf. Definition 5.9 of [5]), which we have shown to be elementary
recursive.
5.2 Pre-closed and spanning sets of tracking chains
For the formal definition of tracking chains recall Definition 5.1 of [5]. We will rely on its detailed terminology,
including the notation α ⊆ β when α is an initial chain of β.
The following definitions of pre-closed and spanning sets of tracking chains provide a generalization of the
notion of maximal extension, denoted by me, cf. Definition 5.2 of [5].
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Definition 5.1 (Pre-closedness) Let M ⊆fin TC. M is pre-closed if and only if M
1. is closed under initial chains: if α ∈M and (i, j) ∈ dom(α) then α↾(i,j) ∈M ,
2. is ν-index closed: if α ∈M , mn > 1, αn,mn =ANF ξ1+ . . .+ξk then α[µτ ′ ],α[ξ1+ . . .+ξl] ∈M for 1 ≤ l ≤ k,
3. unfolds minor ≤2-components: if α ∈M , mn > 1, and τ < µτ ′ then:
3.1. α↾n−1
⌢(αn,1, . . . , αn,mn , µτ ) ∈M in the case τ ∈ E
>τ ′ , and
3.2. otherwise α⌢(̺τ
′
τ ) ∈M , provided that ̺
τ ′
τ > 0,
4. is κ-index closed: if α ∈M , mn = 1, and αn,1 =ANF ξ1 + . . .+ ξk, then:
4.1. if mn−1 > 1 and ξ1 = τn−1,mn−1 ∈ E
>τn−1,mn−1−1 then α↾n−2
⌢(αn−1,1, . . . , αn−1,mn−1 , µξ1) ∈ M , else
α↾n−1
⌢(ξ1) ∈M , and
4.2. α↾n−1
⌢(ξ1 + . . .+ ξl) ∈M for l = 2, . . . , k,
5. maximizes me-µ-chains: if α ∈M , mn ≥ 1, and τ ∈ E
>τ ′ , then:
5.1. if mn = 1 then α↾n−1
⌢(αn,1, µτ ) ∈M , and
5.2. if mn > 1 and τ = µτ ′ = λτ ′ then α↾n−1
⌢(αn,1 . . . , αn,mn , µτ ) ∈M .
Remark. Pre-closure of someM ⊆fin TC is obtained by closing under clauses 1 – 5 in this order once, hence finite:
in clause 5 note that µ-chains are finite since the ht-measure of terms strictly decreases with each application of
µ. Note further that intermediate indices are of the form λτ ′ , whence we have a decreasing l-measure according
to inequality 6 in the remark following Definition 4.3.
Definition 5.2 (Spanning sets of tracking chains) M ⊆fin TC is spanning if and only if it is pre-closed and
closed under
6. unfolding of ≤1-components: for α ∈M , if mn = 1 and τ 6∈ E
≥τ ′ (i.e. τ = τn,mn 6∈ E1, τ
′ = τ⋆n), let
log((1/τ ′) · τ) =ANF ξ1 + . . .+ ξk,
if otherwise mn > 1 and τ = µτ ′ such that τ < λτ ′ in the case τ ∈ E
>τ ′ , let
λτ ′ =ANF ξ1 + . . .+ ξk.
Set ξ := ξ1+ . . .+ ξk, unless ξ > 0 and α
⌢(ξ1+ . . .+ ξk) 6∈ TC,
3 in which case we set ξ := ξ1+ . . .+ ξk−1.
Suppose that ξ > 0. Let α+ denote the vector {α⌢(ξ)} if this is a tracking chain, or otherwise the vector
α↾n−1
⌢(αn,1, . . . , αn,mn , µτn,mn ).
4 Then the closure of {α+} under clauses 4 and 5 is contained in M .
Remark. Closure of some M ⊆fin TC under clauses 1 – 6 is a finite process since pre-closure is finite and since
the κ-indices added in clause 6 strictly decrease in l-measure.
Semantically, the above notion of spanning sets of tracking chains and closure under clauses 1 – 6 leaves some
redundancy in the form that certain κ-indices could be omitted. This will be adressed elsewhere, since the current
formulation is advantageous for technical reasons.
Definition 5.3 (Relativization) Let α ∈ TC ∪ {()} and M ⊆fin TC be a set of tracking chains that properly
extend α. M is pre-closed above α if and only if it is pre-closed with the modification that clauses 1 – 5 only
apply when the respective resulting tracking chains β properly extend α. M is weakly spanning above α if and
only if M is pre-closed above α and closed under clause 6.
Lemma 5.4 If M is spanning (weakly spanning above some α), then it is closed under me (closed under me for
proper extensions of α).
Proof. This follows directly from the definitions involved. ✷
3This is the case if clause 6 of Def. 5.1 of [5] does not hold.
4This case distinction, due to clause 5 of Def. 5.1 of [5], is missing in [10].
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5.3 Characterizing ≤1 and ≤2 in C2
The purpose of this section is to provide a detailed picture of the restriction of R2 to 1
∞ on the basis of the
results of [5] and to conclude with the extraction of an elementary recursive arithmetical characterization of this
structure given in terms of tracking chains which we will refer to as C2.
We begin with a few observations that follow from the results in Section 7 of [5] and explain the concept of
tracking chains. The evaluations of all initial chains of some tracking chain α ∈ TC form a <1-chain. Evaluations
of initial chains α↾i,j where (i, j) ∈ dom(α) and j = 2, . . . ,mi with fixed index i form <2-chains. Recall that
indices αi,j are κ-indices for j = 1 and ν-indices otherwise, cf. Definitions 5.1 and 5.9 of [5].
According to Theorem 7.9 of [5], an ordinal α < 1∞ is ≤1-minimal if and only if its tracking chain consists
of a single κ-index, i.e. if its tracking chain α satisfies (n,mn) = (1, 1). Clearly, the least ≤1-predecessor of any
ordinal α < 1∞ with tracking chain α is o(α↾1,1) = κα1,1 . According to Corollary 7.11 of [5] the ordinal 1
∞
is ≤1-minimal. An ordinal α > 0 has a non-trivial ≤1-reach if and only if τn,1 > τ
⋆
n , hence in particular when
mn > 1, cf. condition 2 in Definition 5.1 of [5].
We now turn to a characterization of the greatest immediate ≤1-successor, gs(α), of an ordinal α < 1
∞ with
tracking chain α. Recall the notations ρi and α[ξ] from Definition 5.1 of [5]. The largest α-≤1-minimal ordinal
is the root of the λth α-≤1-component for λ := ρn −· 1. Therefore, if α has a non-trivial ≤1-reach, its greatest
immediate ≤1-successor gs(α) has the tracking chain α
⌢(λ), unless we either have τn,mn < µτ ′n&χ
τ ′n(τn,mn) = 0,
where tc(gs(α)) = α[αn,mn + 1], or α
⌢(λ) is in conflict with either condition 5 of Definition 5.1 of [5], in which
case we have tc(gs(α)) = α↾n−1
⌢(αn,1, . . . , αn,mn , 1), or condition 6 of Definition 5.1 of [5], in which case we have
tc(gs(α)) = α↾i,j+1 [αi,j+1 + 1].
5 In case α does not have any <1-successor, we set gs(α) := α.
α is ≤2-minimal if and only if for its tracking chain α we have mn ≤ 2 and τ
⋆
n = 1, and α has a non-trivial
≤2-reach if and only if mn > 1 and τn,mn > 1. Note that any α ∈ Ord with a non-trivial ≤2-reach is the
proper supremum of its <1-predecessors, hence 1
∞ does not possess any <2-successor. Iterated closure under the
relativized notation system Tτ for τ = 1∞, (1∞)∞, . . . results in the infinite <2-chain through Ord. Its <1-root is
1∞, the root of the “master main line” of R2, outside the core of R2, i.e. 1
∞.
According to part (a) of Theorem 7.9 of [5] α has a greatest <1-predecessor if and only if it is not ≤1-minimal
and has a trivial ≤2-reach (i.e. does not have any <2-successor). This is the case if and only if either mn = 1
and n > 1, where we have pred1(α) = on−1,mn−1(α), or mn > 1 and τn,mn = 1. In this latter case αn,mn is of a
form ξ + 1 for some ξ ≥ 0, and using again the notation from Definition 5.1 of [5] we have pred1(α) = o(α[ξ]) if
χτn,mn−1(ξ) = 0, whereas pred1(α) = o(me(α[ξ])) in the case χ
τn,mn−1(ξ) = 1.
Recall Definition 7.12 of [5], defining for α ∈ TC the notation α⋆ and the index pair gbo(α) =: (n0,m0),
which according to Corollary 7.13 of [5] enables us to express the ≤1-reach lh(α) of α := o(α), cf. Definition 7.7
of [5], by
lh(α) = o(me(β⋆)), (7)
where β := α↾n0,m0 , which in the case m0 = 1 is equal to o(me(β)) = on0,1(α) + dpτ˜n0,0(τn0,1) and in the case
m0 > 1 equal to o(me(β[µτn0,m0−1 ])). Note that if cml(α
⋆) does not exist we have
lh(α) = o(me(α⋆)),
and the tracking chain β of any ordinal β such that o(α⋆) ≤1 β is then an extension of α, α ⊆ β, as will follow
from Lemma 5.11.
The relation ≤1 can be characterized by
α ≤1 β ⇔ α ≤ β ≤ lh(α), (8)
showing that ≤1 is a forest contained in ≤, which respects the ordering ≤, i.e. if α ≤ β ≤ γ and α ≤1 γ then
α ≤1 β. On the basis of Lemma 5.4, Equation 7 has the following
Corollary 5.5 Let M ⊆fin TC be spanning (weakly spanning above some α ∈ TC) and β ∈M , β := o(β). Then
tc(lh(β)) ∈M,
provided that o(β↾gbo(β)) is a proper extension of α in the case that M is weakly spanning above α. ✷
5This condition is missing in [10].
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We now recall how to retrieve the greatest <2-predecessor of an ordinal below 1
∞, if it exists, and the iteration
of this procedure to obtain the maximum chain of <2-predecessors. Recall Definition 5.3 and Lemma 5.10 of [5].
Using the following proposition we can prove two other useful characterizations of the relationship α ≤2 β.
Proposition 5.6 Let α < 1∞ with tc(α) =: α. We define a sequence σ ∈ RS as follows.
1. If mn ≤ 2 and τ
⋆
n = 1, whence α is ≤2-minimal according to Theorem 7.9 of [5], set σ := (). Otherwise,
2. if mn > 2, whence pred2(α) = on,mn−1(α) with base τn,mn−2 according to Theorem 7.9 of [5], we set
σ := cs(α↾n,mn−2),
3. and if mn ≤ 2 and τ
⋆
n > 1, whence pred2(α) = oi,j+1(α) with base τi,j where (i, j) := n
⋆, again according
to Theorem 7.9 of [5], we set σ := cs(α↾i,j ).
Each σi is then of a form τk,l where 1 ≤ l < mk, 1 ≤ k ≤ n. The corresponding <2-predecessor of α is
ok,l+1(α) =: βi. We obtain sequences σ = (σ1, . . . , σr) and β = (β1, . . . , βr) with β1 <2 . . . <2 βr <2 α, where
r = 0 if α is ≤2-minimal, so that Pred2(α) = {β1, . . . , βr} and hence β <2 α if and only if β ∈ Pred2(α),
displaying that ≤2 is a forest contained in ≤1. ✷
Lemma 5.7 Let α, β < 1∞ with tracking chains tc(α) = α = (α1, . . . ,αn), αi = (αi,1, . . . , αi,mi), 1 ≤ i ≤ n,
and tc(β) = β = (β1, . . . ,βl), βi = (βi,1, . . . , βi,ki), 1 ≤ i ≤ l. Assume further that α ⊆ β with associated chain
τ and that mn > 1. Set τ := τn,mn−1. The following are equivalent:
1. α ≤2 β
2. τ ≤ τj,1 for j = n+ 1, . . . , l
3. τ˜ | β.
Proof. Note that α ⊆ β is a necessary condition for α ≤2 β, cf. Proposition 5.6.
1 ⇒ 2: Iterating the operation (·)′ (which for τj,1 is τ
′
j,1 = τ
⋆
j ) then reaches τ . This implies τj,1 ≥ τ for
j = n+ 1, . . . , l.
2 ⇒ 1: Iterating the procedure to find the greatest ≤2-predecessor, cf. Proposition 5.6, from β downward satisfies
τ⋆j ≥ τ at each j ∈ (n, l], where we therefore have (n,mn − 1) ≤lex j
⋆.
2 ⇒ 3: Note that according to Lemma 5.10(c) of [5] we have
ts(τ˜ ) = cs(α↾n,mn−1).
We argue by induction along <lex on (l, kl). The case kl > 1 is trivial since β is then a multiple of o(β↾l,kl−1
).
Assume now that kl = 1, so that τl,1 ≥ τ . Let (u, v) := l
⋆, so (n,mn − 1) ≤lex (u, v) and τ
⋆
l ≥ τ . By Lemma
5.10(b) of [5] we have
τ˜l,1 = κ
τ˜⋆l
τl,1 .
If (n,mn − 1) = (u, v) we obtain τ˜ | κ
τ˜
τl,1
since τl,1 ≥ τ . By the i.h. we have τ˜ | o(β↾u,v ), so τ˜ | τ˜u,v, and since
τl,1 ≥ τ
⋆
l we also have τ˜ | τ˜l,1, which implies that τ˜ | β, cf. Definition 4.1.
3 ⇒ 2: Assume there exists a maximal j ∈ {n + 1, . . . , l} such that τj,1 < τ . Then we have τ
⋆
j ≤ τj,1 < τ , so
(u, v) := j⋆ <lex (n,mn − 1). Let ts(τ˜ ) =: (σ1, . . . , σs) and recall Theorem 3.19.
Case 1: τj,1 6∈ E
>τ⋆j . Then it follows that (j, 1) = (l, kl) since j was chosen maximally. In the case τ
⋆
j = 1 we
have τj,1 < σ1 and hence τ˜j,1 = κτj,1 < τ˜ . Otherwise, i.e. τ
⋆
j = τu,v > 1, we obtain ts(τ˜u,v) = cs(α↾u,v) <lex ts(τ˜ ),
so
τ˜j,1 = κ
ts(τ˜u,v)
τj,1
< τ˜ .
Case 2: τj,1 ∈ E
>τ⋆j . Then ts(τ˜j,1) = cs(β↾j,1) = cs(β↾u,v)
⌢τj,1 <lex ts(τ˜ ), hence τ˜j,1 < τ˜ . In the case
τl,kl ∈ E
>τ ′l,kl we see that ts(τ˜j,1) ⊆ ts(τ˜l,kl), hence τ˜l,kl < τ˜ . The other cases are easier, cf. Case 1. ✷
Applying the mappings tc, cf. Section 6 of [5], and o, which we verified in the present article to be elementary
recursive, cf. Subsection 5.1, we are now able to formulate the arithmetical characterization of C2.
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Corollary 5.8 The structure C2 is characterized elementary recursively by
1. (1∞,≤) is the standard ordering of the classical notation system 1∞ = T1 ∩Ω1, cf. [7],
2. α ≤1 β if and only if α ≤ β ≤ lh(α) where lh is given by equation 7, and
3. α ≤2 β if and only if tc(α) ⊆ tc(β) and condition 2 of Lemma 5.7 holds. ✷
Corollary 5.9 Let M ⊆fin TC be spanning (weakly spanning above some α ∈ TC). Then M is closed under lh2.
Proof. This follows from Lemma 5.4 using Lemma 5.7, cf. Corollaries 5.6 and 7.13 of [5]. ✷
Recall Definition 5.13 of [5] which characterizes the standard linear ordering ≤ on 1∞ by an ordering ≤TC on
the corresponding tracking chains. We can formulate a characterization of the relation ≤1 (below 1
∞) in terms
of the corresponding tracking chains as well. This follows from an inspection of the ordering ≤TC in combination
with the above statements. Let α, β < 1∞ with tracking chains tc(α) = α = (α1, . . . ,αn), αi = (αi,1, . . . , αi,mi),
1 ≤ i ≤ n, and tc(β) = β = (β1, . . . ,βl), βi = (βi,1, . . . , βi,ki), 1 ≤ i ≤ l. We have α ≤1 β if and only if either
α ⊆ β or there exists (i, j) ∈ dom(α)∩dom(β), j < min{mi, ki}, such that α↾i,j = β↾i,j and αi,j+1 < βi,j+1, and
we either have χτi,j (αi,j+1) = 0 & (i, j + 1) = (n,mn) or χ
τi,j (αi,j+1) = 1 & α ≤1 o(me(α↾i,j+1)) <1 β. Iterating
this argument and recalling Lemma 5.5 of [5] we obtain the following
Proposition 5.10 Let α and β with tracking chains α and β, respectively, as above. We have α ≤1 β if and
only if either α ⊆ β or there exists the <lex-increasing chain of index pairs (i1, j1 + 1), . . . , (is, js + 1) ∈ dom(α)
of maximal length s ≥ 1 where jr ≥ 1 for r = 1, . . . , s, such that (i1, j1 + 1) ∈ dom(β), α↾i1,j1 = β↾i1,j1 ,
αi1,j1+1 < βi1,j1+1,
α↾is,js+1 ⊆ α ⊆ me(α↾is,js+1),
and χτir,jr (αir ,jr+1) = 1 at least whenever (ir, jr + 1) 6= (n,mn). Setting αr := o(α↾ir,jr+1) for r = 1, . . . , s as
well as α+r := o(me(α↾ir,jr+1)) for r such that χ
τir,jr (αir ,jr+1) = 1 and α
+
s := α if χ
τis,js (αis,js+1) = 0 we have
α1 <2 . . . <2 αs ≤2 α ≤1 α
+
s <1 . . . <1 α
+
1 <1 o(β↾i1,j1+1) ≤1 β.
For β = lh(α) the cases α ⊆ β and s = 1 with (i1, j1+1) = (n,mn) correspond to the situation gbo(α) = (n,mn),
while otherwise we have gbo(α) = (i1, j1 + 1). ✷
Remark. Note that the above index pairs characterize the relevant sub-maximal ν-indices in the initial chains
of α with respect to β and leave the intermediate steps of maximal (me-) extension along the iteration. Using
Lemma 5.5 of [5] we observe that the sequence τi1,j1 , . . . , τis,js of bases in the above proposition satisfies
τi1,j1 < . . . < τis,js and τis,js < τi,1 for every i ∈ (is, n], (9)
so that in the case where α <1 β and α 6⊆ β we have α <1 gs(α) ≤1 β with τis,js | ρn −· 1.
Lemma 5.11 The relation ⊆ of initial chain on TC respects the ordering ≤TC and hence also the characterization
of ≤1 on TC.
Proof. Suppose tracking chains α,β,γ ∈ TC satisfy α ≤TC β ≤TC γ and α ⊆ γ. The case where any two
chains are equal is trivial. We may therefore assume that o(α) < o(β) < o(γ) as (TC,≤TC) and (1
∞, <) are
order-isomorphic. Since α ⊆ γ we have o(α) <1 o(γ), hence o(α) <1 o(β) as ≤1 respects ≤. Assume toward
contradiction that α 6⊆ β, whence by Proposition 5.10 there exists (i, j + 1) ∈ dom(α) ∩ dom(β) such that
α↾i,j = β↾i,j and αi,j+1 < βi,j+1. But then for any δ ∈ TC such that α ⊆ δ we have
o(δ) < o(α+) ≤ o(β) < o(γ),
where the tracking chain α+ := α↾i,j+1 [αi,j+1 +1] is the result of changing the terminal index αi,j+1 of α↾i,j+1 to
αi,j+1 + 1. ✷
We may now return to the issue of closure under lh, which has a convenient sufficient condition on the basis
of the following
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Definition 5.12 A tracking chain α ∈ TC is called convex if and only if every ν-index in α is maximal, i.e.
given by the corresponding µ-operator.
Corollary 5.13 Let α ∈ TC be convex and M ⊆fin TC be weakly spanning above α. Then M is closed under lh.
Proof. This is a consequence of Proposition 5.10, Corollary 5.5, Lemma 5.4, and equation 7. ✷
While it is easy to observe that in R2 the relation ≤1 is a forest that respects ≤ and the relation ≤2 is a forest
contained in ≤1 which respects ≤1, we can now conclude that this also holds for the arithmetical formulations of
≤1 and ≤2 in C2, without referring to the results in Section 7 of [5].
Corollary 5.14 Consider the arithmetical characterizations of ≤1 and ≤2 on 1
∞. The relation ≤2 respects ≤1,
i.e. whenever α ≤1 β ≤1 γ < 1
∞ and α ≤2 γ, then α ≤2 β.
Proof. In the case β ⊆ γ this directly follows from Lemma 5.7, while otherwise we additionally employ Proposition
5.10 and property 9. ✷
6 Conclusion
In the present article, the arithmetical characterization of the structure C2, which was established in Theorem
7.9 and Corollary 7.13 of [5], has been analyzed and shown to be elementary recursive. We have seen that finite
isomorphism types of C2 (in its arithmetical formulation) are contained in the class of “respecting forests”, cf.
[2], over the language (≤,≤1,≤2). In a subsequent article [11] we will establish the converse by providing an
effective assignment of isominimal realizations in C2 to arbitrary respecting forests. We will provide an algorithm
to find pattern notations for the ordinals in C2, and will conclude that the union of isominimal realizations
of respecting forests is indeed the core of R2, i.e. the structure C2 in its semantical formulation based on Σi-
elementary substructures, i = 1, 2. As a corollary we will see that the well-quasi orderedness of respecting forests
with respect to coverings, which was shown by Carlson in [3], implies (in a weak theory) transfinite induction up
to the proof-theoretic ordinal 1∞ of KPℓ0.
We expect that the approaches taken here and in our treatment of the structure R+1 , see [8] and [9], will
naturally extend to an analysis of the structure R+2 and possibly to structures of patterns of higher order. A
subject of ongoing work is to verify that the core of R+2 matches the proof-theoretic strength of a limit of KPI-
models.
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