The discrete-time positive periodic Lyapunov equations have important applications in the balancing and potentially also in the model reduction of discrete-time periodic systems. Ecient numerically reliable algorithms based on periodic Schur decomposition are proposed for the solution of these equations. The proposed algorithms are extensions of the method of Hammarling for the case of positive semidenite solution. Special methods were developed to solve eciently small order periodic Lyapunov and Sylvester equations.
Introduction
In the last few years there has been a constantly increasing interest for the development o f n umerical algorithms for the analysis and design of linear periodic discrete-time control systems [2, 8, 
where the matrices A k 2 R nn , B k 2 R nm , C k 2 R pn and D k 2 R pm are periodic with period K 1. Of particular interest in many applications is the ecient and numerically reliable solution of various types of discrete periodic Lyapunov equations (DPLEs). Several possible computational approaches to solve DPLEs are discussed in [10] . A particular family of periodic Lyapunov equations with interesting applications in balancing and model reduction are the positive discrete periodic Lyapunov equations (PDPLEs). Because the periodic solutions in this case are positive semidenite, these equations can be solved directly for the Cholesky factors of the solutions.
In this paper we propose new algorithms to solve PDPLEs which represent extensions of the method for standard systems proposed by Hammarling [7] . The proposed approach resembles with the method of Bartels and Stewart [1] and relies on an initial reduction of the Lyapunov equation to a simpler form by using the periodic Schur decomposition of a matrix product [3] . The reduced equations are solved by using a special forward substitution algorithm. Important computational subproblems are the ecient and numerically stable solution of order one or order two PDPLEs and of discrete periodic Sylvester equations (DPSEs). Several computational approaches for these subproblems are also described.
Notation and notational conventions. The matrix A ( + K;) is called the monodromy matrix of system (1) at time and its eigenvalues, independent of , are called characteristic multipliers. For a periodic matrix X k of period K we use alternatively the script notation X which associates the block-diagonal matrix X = diag (X 0 ; X 1 ; : : : ; X K 1 ) to the cyclic matrix sequence X k , k = 0 ; : : : ; K 1. This notation is consistent with the standard matrix operations as for instance addition, multiplication, inversion as well as with several standard matrix decomposition (Cholesky, SVD). We denote with X the K-cyclic shift X = diag (X 1 ; : : : ; X K 1 ; X 0 ) applied to the cyclic sequence X k , k = 0 ; : : : ; K 1. The notation X ij is used to refer simultaneously to all (i; j) elements or all (i; j) blocks in the cyclic sequence X k , k = 0; : : : ; K 1. This notation also applies in the case of matrix partitioning. For instance the partitioning X = X 11 X 12 X 21 X 22 refers to the same partitioning of all matrices of the cyclic sequence X k , k = 0 ; : : : ; K 1. We will also use the not- (2) The system (1) is uniformly controllable i P > 0 [ 6 ] . Similarly, the observability gramian of the periodic system 
and the system (1) is uniformly observable i Q > 0 [ 6 ] .
For an exponentially stable periodic system the gramians are non-negative denite and thus can be expressed in Cholesky factorized forms P = S T S and Q = R T R. The balancing transformation of could be useful for instance to perform model reduction of periodic systems in analogy with standard systems. Notice that T can be computed exclusively on the basis of square-root information (the Cholesky factors of gramians) and this leads to a guaranteed enhancement o f n umerical accuracy of computations. The quantities k;i ; i = 1 ; : : : ; n , representing the eigenvalues of the product P k Q k , are called the Hankelsingular values and the maximum of them over all k's denes the Hankel-norm of the given periodic system [6] .
To compute the balancing transformation it is important to solve the periodic Lyapunov equations (2) and (3) directly for the Cholesky factors of the gramians. A n umerically reliable procedure for this purpose is proposed in the next section.
Solution of PDPLEs
In this section we propose a new method to solve the RT-PDPLE U T U = A T U T U A + R T R (5) directly for the Cholesky factor U. A completely analog method can be derived for the FTPDPLE of the form (2). To solve (5) we assume that the monodromy matrix A (K;0) has all characteristic multipliers in the interior of the unit circle.
One class of available methods to solve positive periodic Lyapunov equations [10] is based on reducing these equations to a single standard positive discrete Lyapunov equation to compute a periodic generator, say U 0 , which
U 0 can be computed by using Hammarling's method [7] and the rest of matrices U k , k = 1; : : : ; K 1 results by recursion. Even with the enhancements proposed in [10] , this approach is generally not recommendable because of implied matrix products and sums of matrix products. However, as it will be shown later, an iterative v ariant o f this approach i s w ell suited to solve l o w order PDPLEs. The approach which w e propose essentially parallels the Hammarling's method for standard systems [7] . The key role in the new method plays the recent discovery of the periodic Schur decomposition (PSD) of a cyclic matrix product and of the corresponding algorithms for its computation [3, 8] . According to [3] , given the matrices A k , k = 0; 1; : : : ; K 1, there exist orthogonal matrices Z k , k = 0 ; 1 ; : : : ; The approach which w e propose essentially parallels the method of [7] for standard systems including also some enhancements of this method proposed recently by [9] .
Let Z be an orthogonal Lyapunov transformation to compute the PSD of the monodromy matrix A (K;0) and dene e A = Z T AZ and the upper triangular e R such that e R T e R = Z T R T RZ. The equation (5) 
It can be shown that P k = P 2 k 0 and rank P k = n 1 .
Moreover, because Special care is necessary to handle the cases when diagonal blocks of R are zero or when the computed diagonal blocks U rr are not invertible. Details on how to handle these cases in a numerically sound way are discussed in [7] . An algorithm similar to Algorithm 1 can be devised to solve the FTPDPLE.
Algorithm 1 allows to overwrite R with the computed Cholesky factor U and thus its implementation requires where E k 2 R n1n1 , F k 2 R n2n2 and G k 2 R n1n2 with 1 n 1 ; n 2 2.
We discuss two methods to solve these equations. The rst method relies on rewriting the above equations with the help of Kronecker products as a system of n 1 n 2 K simultaneous linear equations H y = g , where the coecient matrix H is a highly structured sparse matrix. Ignoring the sparse structure of H in solving H y = g leads, even for moderate values of K, to rather expensive computations. To exploit the structure of H, w e can arrange by a n a ppropriate grouping of unknowns in the vector y and by a suitable ordering of the equations, to obtain the coecient matrix H in a block-Hessenberg form.
For the equation (10) 
The standard Gaussian elimination method [5] to solve the linear equation H y=ghas two main steps. First the LU factorization of H is computed by using partial pivoting, to obtain P H = LU, where P is a permutation matrix, L is a unit lower triangular matrix and U is an upper triangular matrix. Then by using forward and backward substitutions the solution y is computed as y = U 1 L 1 P g .F or the particular structure of H above, it can be easily observed that the resulting L is block-bidiagonal and U has nonzero diagonal and supradiagonal blocks as well a nonzero last block column. For the ecient solution of the equation H y=g ,it is advantageous to combine the LU factorization step with the solution steps by applying the elementary row transformations also to the right hand side g, such that in parallel with the computation of nonzero blocks of U we compute also L 1 P g . The following algorithm can be used for this where 1 () i s a n y of the eigenvalues of the respective matrix. Because (N) < 1 then the solution y of the equation H y = gcan be computed by using the following iteration [5] y i+1 = N y i + g (11) initialized with any starting vector y 0 .
The ecient implementation of the iterative method requires the full exploitation of the problem structure. In the following algorithm, the iterative computations are initialized by computing rst a periodic generator say Y 0 of equation (10) computed after K iterations by using formula (11) .
Experimentally it was observed that when using the initialization (12), 2-3 iterations in Algorithm 3 are always sucient to attain the limiting accuracy solution.
The number of operations to solve K DPSEs in m iterations with Algorithm 3 is K[(n 1 +n 2 )(n 2 1 +n 2 2 ) + m ( n 2 1 n 2 + n 1 n 2
2 )]. In the worst case of only 2 by 2 blocks in the PSD, the total cost to solve the low order discrete Sylvester equations amounts to about (4 + 2m)n 2 K. Because usually one or two iterations are sucient t o a c hieve the limiting accuracy with the proposed iterative method, Algorithm 3 is more ecient than Algorithm 2 based on LU decomposition. An additional advantage of Algorithm 3 is that it needs practically no additional memory to perform the computations. Moreover, we observed experimentally that, the accuracy achieved with the iterative approach is systematically better than the accuracy resulted with Algorithm 2.
Solution of Low Order PDPLEs
The iterative Algorithm 3 to solve DPSEs can be readily adapted to solve the low order PDPLEs necessary to compute the diagonal blocks U rr in Algorithm 1. The following algorithm, although mainly intended to solve small order RTPDPLEs, can be also seen as a general iterative method to solve (5). It is important to notice that this algorithm works exclusively with the Cholesky factors and relies heavily on updating techniques of the Cholesky factorization [4] . To attain the limiting accuracy solution usually at most two iterations are sucient.
Conclusion
A n umerically reliable computational algorithm has been proposed to solve RTPDPLEs. A dual version of this algorithm can be easily devised to solve FTPDPLEs as well. The new algorithms are extensions of an algorithm to solve standard DPLEs. The eectiveness of the proposed methods heavily relies on the eciency of solving low order DPSEs and PDPLEs. Special methods have been developed for this purpose. The main application of the proposed method is the enhanced accuracy square root balancing of periodic systems.
