Dedicated to the memory of our friend and colleague Scott Vanstone.
1 Introduction and some examples 1 . each row contains s filled cells and each column contains t filled cells, 2. the elements in every row and column sum to 0 in Z 2ms+1 , and 3. for every x ∈ Z 2ms+1 \ {0}, either x or −x appears in the array.
The notion of a Heffter array H(m, n; s, t) was first defined by Archdeacon in [2] . It is shown there that a Heffter array with a pair of special orderings can be used to construct an embedding of the complete graph K 2ms+1 on a surface. The connection is given in the following theorem. Theorem 1.1.
[2] Given a Heffter array H(m, n; s, t) with compatible orderings ω r of the symbols in the rows of the array and ω c on the symbols in the columns of the array, then there exists an embedding of K 2ms+1 such that every edge is on a face of size s and a face of size t. Moreover, if ω r and ω c are both simple, then all faces are simple cycles.
We will not concern ourselves with the ordering problem in this paper and will just concentrate on the construction of the Heffter arrays. (In a subsequent paper (see [4] ) we will address the ordering problem in more detail.) We refer the reader to [2] for the definition of a simple ordering and the definition of compatible orderings. Theorem 1.1 can be stated in design theoretic terms. A t−cycle system on n points is a decomposition of the edges of K n into t−cycles. A t−cycle system C on K n is cyclic if there is a labeling of the vertex set of K n with the elements of Z n such that the permutation x → x + 1 preserves the cycles of C. A biembedding of an s−cycle system and a t−cycle system is a face 2-colorable topological embedding of the complete graphs K 2ms+1 in which one color class is comprised of the cycles in the s−cycle system and the other class contains the cycles in the t−cycle system. We refer the reader to [5] for general information on t−cycle systems, to [6, 13] for cyclic t−cycle systems and to [9] for information about biembedings of cycle systems. While not using Heffter arrays, [7] and [8] gives a related idea of embedding a single 2-fold triple system. The following proposition about cycle systems follows from Theorem 1.1. Proposition 1.2. Assume there exists a Heffter array H(m, n; s, t) with compatible orderings ω r of the symbols in the rows of the array and ω c on the symbols in the columns of the array such that ω r and ω c are both simple. Then there exists a biembedding of a cyclic s−cycle system S and a cyclic t−cycle system T both on 2ms + 1 points.
A Heffter array is called an integer Heffter array if Condition 2 in the definition of Heffter
array above is strengthened so that the elements in every row and every column sum to zero in Z. In this paper we will concentrate on constructing square integer Heffter arrays. If the Heffter array is square, then m = n and necessarily s = t. So for the remainder of this paper define a Heffter array H(n; k) to be an n × n array of integers satisfying the following:
3. for every element x ∈ {1, 2, . . . , nk} either x or −x appears in the array.
In [3] the authors study the case where the Heffter array has no empty cells. In that paper it is shown that there is an integer H(m, n; n, m) if and only if m, n 3 and mn ≡ 0, 3 (mod 4) and in general that there is an H(m, n; n, m) for all m, n 3. A shiftable Heffter array H s (m, n; s, t) is defined to be a Heffter array H(m, n; s, t) where every row and every column contain the same number of positive and negative numbers. From [3] we have that there is an H s (m, n; n, m) if and only if m and n are even. The notation H s (n; 2k) denotes a shiftable H(n; 2k).
In this paper we extend the idea of shiftable to any array. An n × n array A of integers (possibly with empty cells) is shiftable if each row and each column contains the same number of positive and negative numbers. Let A be a shiftable array and x a nonnegative integer. If x is added to each positive element and −x is added to each negative element, then all of the row and column sums remain unchanged. Let A ± x denote the array where x is added to all the positive entries in A and −x is added to all the negative entries.
If A is an integer array, define the support of A as the set containing the absolute value of the elements contained in A. So if A is shiftable with support S and x a nonnegative integer, then A ± x has the same row and column sums as A and has support S + x. In the case of a shiftable Heffter array H s (n; k), the array H s (n; k) ± x will have row and column sums equal to zero and support S = {1 + x, 2 + x, . . . , nk + x}.
The following lemma gives necessary conditions for the existence of H(n; k) and H s (n; k). Lemma 1.3. If there exists an H(n; k), then necessarily nk ≡ 0, 3 (mod 4). Furthermore, if there exists an H s (n; k), then necessarily k is even and nk ≡ 0 (mod 4).
Proof. Given an H(n; k), in order for each row to sum to zero, each row must contain an even number of odd numbers. Hence the entire array contains an even number of odd numbers. Now, the support of the H(n; k) is the set S = {1, 2, . . . , nk}. There will be an even number of odd numbers in S exactly when nk ≡ 0, 3 (mod 4). If there is an H s (n; k), then clearly k must be even in order to have the same number of positive and negative entries in each row. It follows that nk ≡ 3 (mod 4), hence nk ≡ 0 (mod 4).
We give some examples of Heffter arrays H(n; k) and H s (n; k). (8; 6) In this paper we will prove the existence of Heffter arrays H(n; k) for many of the possible values of n and k. The paper is organized as follows. In Section 2 we cover the case when k is even and in Section 3 we deal with the case when k ≡ 3 (mod 4). In both of these cases we prove that the necessary conditions from Lemma 1.3 are sufficient. In Section 4 we consider the case when k ≡ 1 (mod 4). In this case we do not get a complete solution, however we construct H(n; k) for many values of n and k. The results are summarized in Section 5.
An even number of filled cells per row and column
We give two direct constructions which both yield shiftable Heffter arrays with an even number k of cells per row and column. From Lemma 1.3, if k ≡ 2 (mod 4), then n must be even, while if k ≡ 0 (mod 4), then any n 4 is possible. We will construct Heffter arrays in both of these cases. The first construction covers the case when n is even and the second one covers the case when n is odd. Theorem 2.1. There exists an H s (n; k) for all n, k even with n k 4.
Proof. For i 0 let A i , B i and C i be 2 × 2 arrays defined by
A few things to note first. If any A i and B j are aligned in the same two rows, they contribute zero to both of the row sums. Similarly if they are aligned in any two columns, they contribute zero to both column sums. Also if A i , A j and C k (for any i, j, k) are aligned in the same two rows, they contribute zero to both of the row sums. However if they are aligned in any two columns, they contribute +3 to the first column and −3 to the second.
We first present the proof in the case when k ≡ 0 (mod 4). We will construct an H s (2n; 4k) when k n/2. Let D be a n × n empty array. In D find two disjoint sets of k disjoint transversals, T 1 and T 2 . This is easy to do by just choosing 2k (broken) diagonals and letting the first k of them be T 1 and the remaining k of them be T 2 (but any two sets of k disjoint transversals will work). Note that this implies that n 2k. Now in the nk total cells of the T 1 transversals place the arrays A 0 , A 1 , . . . , A nk−1 . In the cells of the T 2 transversals place the arrays B nk , B 2nk+1 , . . . , B 2nk−1 . Denote the resulting array as H D . Since each row and column of H D contains the same number of A i squares as B i squares, by the paragraph above all the row and column sums are equal to zero. Also it is easy to see that each row and column of the resulting array contains 2k positive numbers and 2k negative numbers. Hence we have constructed an H s (2n; 4k).
Next we deal with the case when k ≡ 2 (mod 4). We will construct an H s (2n; k) where k = 2r with r odd and r n. Let D be an empty n × n array where the rows and columns are indexed by 0, 1, . . . , n − 1. In cells (i, i), (i, i + 1) and (i, i + 2), 0 i n − 1 of D place the arrays A 3i , C 3i+1 and A 3i+2 , respectively where the row arithmetic is performed in Z n . Again, denote the resulting array as H D . As noted above, all the row sums of H D will be zero, while the column sums will be 3, −3, 3, −3, . . . , −3. Now, let e < n be an even number. In row e we note that the upper right cell of A 3e is 2 + 12e, while the upper left corner of C 3e+1 is 1 + 4(3e + 1) = 5 + 12e. Hence the upper left cell of C 3e+1 is three more than the upper right cell of A 3e . Swapping these two cells in every even row will reduce each even column of H D by three while increasing each odd column by 3. The result is that now each column also has sum zero. Clearly, each row and column contains the same number of positive and negative values, hence we have constructed an H s (2n; 6) for all n 6. To complete the proof all that needs to be done is to add r − 3 paired transversals of A's and B's as was done in the prior paragraph (use (r − 3)/2 transversals for the A's and (r − 3)/2 for the B's). This yields an H s (2n; 2r) in the case where r is odd, completing the proof.
The H s (6; 4) and the H s (8; 6) given in Example 1.4 were constructed via the method of Theorem 2.1.
Theorem 2.2.
There exists an H s (n; 4) for all n 4.
Proof. Label the rows and columns 1, 2, . . . , n. Place the symbols 1, −(n+1), −(2n+1), 3n+1 in the first column starting in rows 1,2,3 and 4 respectively. For each column c with 2 c n − 1, place the symbols c, −(2n + c), −(n + c), 3n + c in rows c, c + 1, c + 2, c + 3, respectively (arithmetic on the rows is modulo n). Finally, in the last column place n, −2n, −3n, 4n in rows n, 1, 2, 3, respectively.
It is easy to see that the support of this array is {1, 2, . . . , 4n} and that each row and column contains 2 positive values and 2 negative values. Also since c − (n + c) − (2n + c) + (3n + c) = 0, we see that each column sum is zero as desired. Now we check the row sums. We check the first three rows individually. Row 1 contains the symbols 1, 4n − 2, −(2n − 1), and −(2n) so the sum is zero. Row 2 contains −(n + 1), 2, (4n − 1) and −(3n) also adding to zero. Row 3 contains −(2n + 1), −(2n + 2), 3, 4n, again adding to zero. Now let 4 r n. The symbols in row r are r, −(2n + r − 1), −(n + r − 2), 3n + r − 3 (working backwards from the diagonal entry). Since r − (2n + r − 1) − (n + r − 2) + (3n + r − 3) = 0, we have that each row adds to zero and hence we have constructed an H s (n; 4).
The H s (7; 4) given in Example 1.4 was constructed via the method of Theorem 2.2.
If D is an n × n array with rows and columns labeled 0, 1, . . . , n − 1, for i = 0, 1 . . . , n − 1 define the ith diagonal D i to be the set of cells
all arithmetic is performed in Z n . We say that the diagonals D i and D i+1 are consecutive diagonals. We see that the H s (n; 4) constructed via Theorem 2.2 has the property that all of the filled cells are contained in exactly four consecutive diagonals of the array. We now show how to use this fact to add four filled cells per row and column to an existing Heffter array H if H contains four consecutive diagonals of empty cells. Lemma 2.3. If there exists an integer Heffter array H(n; k) which has s disjoint sets of four consecutive empty diagonals, then there exists an H(n; k + 4s). Furthermore, if the H(n; k) is shiftable, then there exists an H s (n; k + 4s).
Proof. Let H be an integer Heffter array H(n; k) which has four consecutive empty diagonals, say D i , D i+1 , D i+2 and D i+3 . Let J be an H s (n; 4) constructed via Theorem 2.2. Note that in row i + 3 of J, the filled cells are in columns i, i + 1, i + 2 and i + 3. Cyclically permute the rows of J so that row r moves to row r − i − 3 (mod n). Note this places row i + 3 as the new row 0 and that the filled cells of J are now contained in the diagonals
and D i+3 . Clearly J is a shiftable array. Let J ′ = J ± nk. As noted before, J ′ has row and column sums equal zero and support S = {1 + nk, 2 + nk, . . . , x + nk}. Now combine (add) H and J ′ . This array now contains k + 4 filled cells in each row and each column and furthermore the filled cells in each row and each column add to 0. Hence we have constructed an H(n; k + 4), or an H s (n; k + 4) if the H(n; k) was shiftable. If the H(n; k) has s disjoint sets of four consecutive empty diagonals, then s repeated applications of this process yields an H(n; k + 4s) whenever k + 4s n.
As a corollary we get the existence of Heffter arrays H s (n; 4k) for all 4 4k n.
Corollary 2.4. There exists an H s (n; 4k) for all n and 4 4k n. Proof. Begin with the H s (n; 4) from Theorem 2.2 and apply Lemma 2.3.
We summarize the main results of this section in the next theorem. Theorem 2.5. There exists an H s (n; k) if and only if k is even and nk ≡ 0 (mod 4).
Proof. This follows from Lemma 1.3, Theorem 2.1 and Corollary 2.4.
H(n;k) with k ≡ (mod 4)
The first person to recognize the relation between combinatorial designs and graph embeddings was Heffter [11] , who showed how to describe embeddings combinatorially using a solution to a difference problem in modulo arithmetic. He used this to construct triangular biembeddings of some complete graphs. It is still unknown if his construction yields an infinite class.
While proving the Map Color Theorem [12] Ringel and Youngs showed how to record these edge labelings as a type of flow on a cubic graph called a current graph (a precise definition will follow shortly). At first current graphs were considered a kind of nomogram of little interest independently; however, in 1974 Gross and Alpert [10] developed a general theory of current graphs. In [14] Youngs gave current graphs based on Möbius ladders with n = 4m + 1 rungs and on cylindrical ladders with n = 4m rungs (yielding infinite classes of graph embeddings). A further discussion of Young's current assignment on ladder graphs appears in [1] . We discuss these constructions and how they give our desired Heffter arrays H(n; 3). We then extend the construction to H(n; k) for all k ≡ 3 (mod 4) with 3 k < n.
An arc e in a graph G is edge e = {u, v} directed in one of two ways: (u, v) or (v, u). The first vertex in an arc is the tail, the second the head. The set of arcs in G is denoted A(G). If e is an arc, let − e be the same edge with opposite direction. Let S be the set of |A(G)| integers {±1, . . . , ±|E(G)|}.
An integer-current assignment is a bijection κ : A(G) → S such that 1. (respects negatives) κ(− e) = −κ( e), and 2. (Kirchoff 's current law, KCL) for each u ∈ V (G), κ( e 1 ) + · · · + κ( e k ) = 0 where { e 1 , . . . , e k } are the set of arcs with tail u.
Bipartite current graphs with an integer-current assignment are closely related to Heffter arrays.
Lemma 3.1. There exists a k-regular bipartite graph of order 2n with an integer-current assignment if and only if there exists an H(n; k).
Proof. Let R ∪ C be a bipartition of the vertices in the given graph G. Let A be an n×n array whose rows are indexed by R and columns by C. In row i, column j place a i,j = κ((i, j)). All entries are distinct up to sign and KCL shows that the row and column sums of A are all 0. The construction is easily reversed to build the graph G from the array A.
From Lemma 1.3 if there exists an H(n; k), then nk ≡ 0, 3 (mod 4). In this section k ≡ 3 (mod 4), so n ≡ 1 or 0 (mod 4). Section 3.1 studies n ≡ 1 (mod 4) while Section 3.2 studies n ≡ 0 (mod 4).
3.1 H(n;k) with n ≡ 1 (mod 4) and k ≡ 3 (mod 4)
Youngs [14] gives the following integer-current assignment to these graphs. He considered the entries as elements of the integers modulo 24m + 7, but interestingly noted it has the "further aesthetic advantage" that KCL holds over the integers as well. We have verified this claim. 
In the next examples we give an integer-current assignment for the Möbius ladder on 13 rungs followed by the resulting H (13; 3) . An array A = A(i, j) is cyclically tridiagonal if all nonzero entries A(i, j) have |i − j| 1 except for A(1, n) and A(n, 1). The H(13; 3) in Example 3.4 above is cyclically tridiagonal. Using Lemma 3.1 and Youngs' current graph we get the following. This serves as the base case for the main theorem of this subsection. Theorem 3.6. There exists an H(n; k) for every n ≡ 1 (mod 4) (with n 5) and every k ≡ 3 (mod 4) with 3 k < n.
Proof. Assume n 5 with n ≡ 1 (mod 4) and 3 k n. Write k = 4s + 3. From Theorem 3.5, there exists a cyclically tridiagonal H(n; 3). Apply Lemma 2.3 to obtain the desired H(n; 4s + 3).
In Section 4 we will use the Heffter array constructed in Theorem 3.5 as an ingredient in a construction of a H(n; 5) for certain values of n. To do so we need a property of our constructed H(4m + 1; 3).
A transversal T in an n × n array X = X(r, c) is a set of n non-empty cells { (r 1 , c 1 ) , . . . , (r n , c n )} such that whenever i = j we have r i = r j , c i = c j , and X(r i , c i ) = X(r j , c j ). A transversal in a Heffter array H(n; k) is primary if {|X(r i , c i )| | 1 i n} = {1, . . . , n}. A H(n; k) array H is strippable if there exists a primary transversal T in H such that H \ T is shiftable; that is, each row and each column of H \ T contains (k − 1)/2 positive integers and (k − 1)/2 negative integers. Proof. The H(4m + 1; 3) constructed from Theorem 3.5 has the main diagonal as a primary transversal. There are two remaining broken diagonals: one filled with positive numbers and the other with negative. Hence the array is strippable.
H(n;k) with n ≡ 0 (mod 4) and k ≡ 3 (mod 4)
The proof in this case is analogous to that of the previous section. We again use an integercurrent graph.
A cylindrical ladder on 4m rungs is a bipartite graph with vertex set R ∪ C where R = {r i | 1 i 4m} and C = {c i | 1 i 4m} and edge set {{r i , c j } | 1 i 4m, j = i − 1, j = i, or j = i + 1} (the subscripts are read modulo 4m). Example 3.9 shows the cylindrical ladder on 12 rungs.
Youngs [14] gives the following integer-current assignment to these graphs. He was interested in the entries as elements of the integers modulo 24m + 1, but again noted KCL holds over the integers. We have again verified this claim. κ((r 2i−1 , c 2i )) = 8m + 1 − i, κ((c 2i−1 , r 2i )) = 8m + i i = 1, . . . , m κ((r 2i , c 2i+1 )) = 12m − i, κ((c 2i , r 2i+1 )) = 4m + 1 + i i = 1, . . . , m − 1 κ((r 2m−2+2i , c 2m−1+2i )) = 5m + i, κ((c 2m−2+2i , r 2m−1+2i )) = 11m + 1 − i i = 1, . . . , m κ((r 2m−1+2i , c 2m+2i )) = 9m + i, κ((c 2m−1+2i , r 2m+2i )) = 7m + 1
In Example 1.4 we presented an H(4; 3) constructed from the cylindrical ladder on 4 rungs using the equivalence from Lemma 3.1. In the next examples we give an integercurrent assignment for the cylindrical ladder on 12 rungs followed by the resulting H(12; 3). Example 3.9. An integer-current assignment for the cylindrical ladder on 12 rungs (m = 3). Using Lemma 3.1 and the current graphs above we get the following. It is again apparent that the H(4m; 3) constructed in Theorem 3.11 is strippable.
Corollary 3.12. There exists a strippable H(4m; 3) for all m 1.
The proof that this result extends to the case k ≡ 3 (mod 4) is exactly the same as in Theorem 3.6 using the fact that the H(4m; 3) is cyclically tridiagonal. Theorem 3.13. There exists an H(n; k) for every n ≡ 0 (mod 4) and every k ≡ 3 (mod 4) with 3 k < n.
We summarize the results of Section 3 for future reference.
Theorem 3.14. There exists an H(n; k) with k ≡ 3 (mod 4) if and only if n 4 and n ≡ 0, 1 (mod 4).
H(n;k) with k ≡ 1 (mod 4)
By Lemma 1.3, in order for an H(n; k) with k ≡ 1 (mod 4) to exist it is necessary that n ≡ 0 or 3 modulo 4. We consider these two cases in two subsections.
H(n;k) with n ≡ 0 (mod 4) and k ≡ 1 (mod 4)
The smallest example in this case is an H(8; 5). It is displayed below. for i = 0, 1, . . . , n − 1. Note that A is shiftable and that in A, the sum of the elements in row t (and also in column t) for t = 1, 2, 3, 4 is 1, −2, −3, 4, respectively. We begin with an empty m × m array (indexed by 0, 1, . . . , m − 1) called H. For i = 0, 1, . . . , m−1 place the array Z i in cell (i, i) of H and place the arrays A±(n+16i) in the cells (i, i+1) (arithmetic on the rows and columns is modulo m). So H has 5 filled cells in each row and each column. The support of H is {1, 2, . . . , 5n} since the support of the diagonal cells is {1, 2, . . . , 4m = n} and the support of the other cells is {n + 1, n + 2, . . . , n + 16m = 5n}.
We see that in the four rows created from row i of H the row sums are now −4i, 4i, 4i, −4i. Similarly, in the four columns created from column i of H the column sums are −4i, 4i, 4i, −4i. This implies that the maximum sum in any row is 4 × (m − 1) = 4m − 4 = n − 4. Let t = ⌈(n − 4)/12⌉ and note that if 0 4s n − 4, then one can write 4s as the sum of exactly t values from the set {0, 4, 8, 12}.
We will now place shifts of the B(a, b) arrays from Lemma 4.2 in such a way that each row and column sum is zero. Consider row i of the array H. We will place shifts of the B (a, b) arrays in the cells (i, i + 2), (i, i + 3) , . . . , (i, i + t + 1) (so there will be t of the B(a, b) arrays in every row and every column). Label the B(a, b) arrays in this row as B i (a 1 , b 1 ), B i (a 2 , b 2 ), . . . , B i (a t , b t ) . Now choose the a i 's from {0, 4, 8, 12} so that the sum of the a i 's is 4i. This is easy to do and any choice will work (Example 4.4 below shows one way this can be done). Now do this for every row. Do the same process in each column by choosing the appropriate values for the b i 's. Note the a i 's and the b i 's are independent and that all the necessary arrays B(a, b) exist by Lemma 4.2.
It is easy to see that the number of filled cells in each row and in each column is 1+4+4t = 4t + 5 = 4⌈(n − 4)/12⌉ + 5. Let k ′ = 4⌈(n − 4)/12⌉ + 5. Finally, since all of the B(a, b) arrays are shiftable, we just shift each one so that no two are on the same point set and so that the support of the entire final array is {1, 2, . . . , nk ′ }. All that needs to be checked now is that all of the row and column sums are equal to zero. Consider the sums of the elements in the four new rows created from row i of H. They are the four row sums of the array
But as noted above, the four row sums of Z i + (A ± (n + 16i)) are −4i, 4i, 4i, −4i. By construction, since the sum a 1 + a 2 + . . . + a t equals 4i, then the four row sums of
Hence the sum of the elements in every row in the resulting final array is zero. This is similarly true for each column. Hence we have constructed a Heffter array H(n; k ′ ), when k ′ = 4⌈(n − 4)/12⌉ + 5. Let k ≡ 1 (mod 4) with k ′ k < n, then k = 4s + k ′ for some s. To construct an H(n; k) in this case, begin with the H(n; k ′ ) constructed above. Then in exactly s cells in each row and s cells in each column of the original H array (which are not filled in the above construction) place appropriate shifts of the B(0, 0) from Lemma 4.2 so that each symbol from 1 to nk is covered exactly once. Since the row sums and column sums of any shift of B(0, 0) is 0, the resulting array still has row and column sums all equal to zero and now the number of filled cells per row and column is k. This completes the proof.
The following is an example of the previous theorem. In this example, k ′ = 4⌈(n − 4)/12⌉ + 5 = 13.
Note that Theorem 4.3 constructs H(n; k) in all of the cases roughly when k > n/3 (k ≡ 1 (mod 4)) for all n ≡ 0 (mod 4). In the cases when n ≡ 0 (mod 12), n ≡ 0 (mod 16) and n ≡ 4 (mod 16) we can do better than Theorem 4.3. These constructions are presented next.
A set of n u × u arrays A i , for i = 1, . . . , n, is called a set of n (u; v)-filler arrays if they satisfy the following properties: Proof. Let H represent a strippable H(n; 2k + 1) Heffter array with T representing the cells of the primary transversal. Without loss of generality assume that T = {(i, i) | 1 i n}. We will be replacing the cells of H with u × u filler-arrays and will call our final resulting array C. Let A i , i = 1, . . . , n represent the set of n, (u; v)−filler arrays. We begin by placing the filler arrays in the cells of the primary transversal in H. In particular, if H(i, i) = t > 0, place A t in cell (i, i) and if H(i, i) = −t < 0, place −A t in cell (i, i). At this stage the support C is {1, . . . , nuv}. Let x = nuv.
We intend to replace the remaining filled cells of H (i.e. the filled cells of H\T ) with u×u arrays. Since these remaining cells of H have support {n+1, n+2, . . . , n(2k+1)} we will name the u × u arrays accordingly. For i ∈ {1, 2, . . . , 2nk} define the u × u diagonal array D n+i as follows. The array is empty except for the main diagonal and D n+i (j, j) = x + (j − 1)2nk + i, for 1 j u. Here is a visualization of D n+i :
To complete the construction we now replace the remaining filled cells in H with the u×u arrays D j as follows. If H(a, b) = t > 0, then place D t in cell (a, b) and if H(a, b) = −t < 0, then place −D t in cell (a, b). We have now constructed a nu × nu array C. We will show that C is a Heffter array H(nu; v + 2k).
It is clear that each row and each column of C contains v symbols from an A i array and 2k symbols from the 2k D j arrays, hence each row and each column contains v + 2k filled cells, as required. Now we look at row sums. If any D i and −D j are concatenated, it is easy to check that each row sum is i − j. The sum of the nondiagonal cells in row r of H is −H(r, r) and there are the same number of positive entries in row r as negative entries. Thus when these entries are replaced by the corresponding D i arrays, we have that every one of the resulting u rows has row sum equal to −H(r, r). But the A array placed in H(r, r) has all row sums equal to H(r, r), hence all of the row sums of C are equal to 0. The same reasoning shows that all column sums in C also equal 0.
The proof will be complete if we can show that the support of C is {1, 2, . . . , (nu)(v+2k)}. The support of ∪ It is now easy to see that the support of C is
The above union is equal to {1, 2, . . . , nu(v + 2k)}. Hence we have that C is indeed an H(nu; v + 2k) as desired.
In the next two lemmas we construct some sets of filler arrays for use in Lemma 4.5. Lemma 4.6. For all n 2, there exists a set of n (3; 3)−filler arrays.
Proof. Below are n arrays A t , t = 1, . . . , n, which partition the set {1, . . . , 9n} into 3 × 3 arrays such that in each A t the rows and columns sum to t. Specifically, for t = 1, 2, . . . , n−1 the 3 × 3 arrays A t are defined as
It is straightforward to check that the n arrays A 1 , A 2 , . . . , A n are a set of n (3; 3)-filler arrays.
Lemma 4.7. For all n 2, there exists a set of n (4; 3)−filler arrays.
Proof. Below are n arrays A t , t = 1, . . . , n, which partition the set {1, . . . , 12n} into 4 × 4 arrays (with one empty cell per row and per column) such that in each A t the rows and columns all sum to t. For t = 1, 2, . . . , n − 1 the 4 × 4 arrays A t are defined as
It is again easy to check that the n arrays A 1 , A 2 , . . . , A n are a set of n (4; 3)-filler arrays. 
The final H(12; 5) is below. Proof. Use Corollary 4.8 to make an H(12m; 5). This array was constructed from an H(4m; 3) which had a primary diagonal on the main diagonal and filled cells on the two diagonals adjacent to the main diagonal. It is easy to see that all of the filled cells of the resulting H(12m; 5) occur in 7 consecutive diagonals centered at the main diagonal (see Example 4.9 above). This leaves 12m − 7 consecutive empty diagonals in the resulting array. Now use Lemma 2.3 to construct the desired H(12m; k).
Next we use the (4; 3)−filler arrays of Lemma 4.7 to cover additional cases. Proof. (a) From the construction given in Lemma 4.5, it is straightforward to see that the filled cells from the A i 's (the (4; 3)−filler arrays) occupy cells in the seven diagonals centered around the main diagonal. In addition, the cells from the D i arrays again appear in the two diagonals that start in cell (1, 5) and in cell (5, 1). Hence there are precisely 9 consecutive diagonals (centered at the main diagonal) which contain filled cells. Thus the longest set of consecutive empty diagonals is of size 16m − 9. We use Lemma 2.3 to fill four diagonals at a time to this square. So we can add at most 16m − 12 new filled cells in each row and each column. Since there were 5 filled cells per row and column to start with, we can Theorem 4.16. There exists an H(12m + 3; k) for every m 1 and every k ≡ 1 (mod 4) with 5 k < 12m + 3 .
Proof. Use Theorem 4.15 to make H(12m + 3; 5) for all m 1. As in Theorem 4.10 we see that the filled cells all occur in 7 consecutive diagonals. This leaves 12m + 3 − 7 = 12m − 4 consecutive empty diagonals in the resulting array. Now use Lemma 2.3 to construct the desired H(12m + 3; k).
Unfortunately we can not present any general results in the two remaining subcases of H(n; k) with k ≡ 1 (mod 4), namely when n ≡ 7 (mod 12) (except n = 7) or when n ≡ 11 (mod 12).
Conclusion
We have constructed square integer Heffter arrays H(n; k) for many of the possible orders. Below is a table showing all of the cases that have been considered in this paper. Note that by Theorem 1.3 an integer H(n; k) does not exist unless nk ≡ 0, 3 (mod 4). For the cases that can exist we give the theorem number that proves the existence. In the cases we have not solved completely, a subsection is given that contains the partial result. Note n and k represent congruence classes modulo 4. We do not hesitate to conjecture that there exists an integer H(n; k) if and only if n k 3 and nk ≡ 0, 3 (mod 4). 
