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Recent empirical evidence has shown that the joint distributions of most assets re-
turns are not elliptical, an example being the joint distribution of equity returns. 
As a consequence, the correlation coefficient between assets does not provide an 
adequate measure of the dependence structure. Copulas are distribution functions 
whose parameter provides a dependence measure and they can be used even when 
the risky assets in a portfolio are not jointly elliptically distributed. A copula can 
assume different functional forms and connects together multiple univariate dis-
tribution functions to form a multivariate distribution function that captures the 
dependence of the underlying assets (Dowd, 2005a). 
This mini-dissertation explores a copula-based approach for computing two popular 
measures of risk, namely Value-at-Risk (VaR) and expected shortfall (ES). Three 
estimation methods of the copula parameter have been used, namely maximum 
likelihood estimation (MLE), inference function for margins (1FM) and canonical 
maximum likelihood (CML). 
A simulation study has been performed to compare the properties and performance 
of the VaR and ES estimates obtained using the three estimation methods. In 
the simulation study, two copulas have been considered, namely the Frank and the 
Gaussian copulas with normal and Student's t distributed marginals. The results 
show that the VaR and ES estimates obtained from the three estimation methods 
are very similar, in particular the estimates obtained from the MLE and 1FM es-
timation methods, but in terms of performance the MLE is the preferred method. 
The CML method also yielded satisfactory results and the estimates were easily 
computed and were similar to the MLE estimates. However the simulation results 
also showed that using the CML method may come at the cost of the performance 
of the estimates. 
A real data set has been used to illustrate the copula-based approach of estimating 
the VaR and the ES of a portfolio of two equally-weighted risky assets, namely Anglo 
and the Top 40 Index, using five years of daily closing prices from the 11 th March 
2002 to the "rh March 2007. The properties of the VaR and ES estimates have been 
investigated and the VaR bounds of the portfolio have been computed. The back-
testing technique has been used to evaluate the performance of the VaR estimates 
generated from the fitted models. However, the results obtained were somewhat 
disappointing in that the percentage of exceedance levels of the VaR estimates were 
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As financial markets across the world are becoming increasingly inter-connected, 
financial institutions are faced with more competition and are therefore pushed to 
take more risks in an attempt to increase returns. Hence the ability of financial 
institutions to effectively identify and manage risks so that they can maintain a 
competitive edge and thus ensure their survival in the business world is crucial. 
Risk management, more specifically market risk, which is the risk of incurring a loss 
due to adverse market movements, has received ample attention in the literature. 
This is partly due to regulatory capital requirements imposed by the Basel II Accord 
established in 1998 as well as an attempt to cushion from unacceptable losses during 
a financial market crisis (Luciano and Marena, 2002). 
Two popular numerical measures of market risk are Value-at-Risk (VaR) and ex-
pected shortfall (ES). Broadly speaking, VaR measures by how much the market 
value of a portfolio of risky assets can drop over a given period of time and with a 
specified confidence level, due to adverse market movements and expected shortfall 
is given by the average of losses that fall below the VaR estimate (Dowd and Blake, 
2006). The estimates of VaR and ES are determined by the joint distribution of the 
returns of the risky assets in a portfolio such that their success as an effective risk 
metric depends on the suitability of the choice of the multivariate distribution of 
the underlying assets (Roch and Alegre, 2006). 
J::here is abundant empirical evidence that the distributions of the individual asset 
returns are non-Gaussian. For example, they are known to exhibit excess kurto-
sis, also known as fat tails, and skewness (Patton, 2006b). At the univariate level, 
this implies that the probability of the occurrence of extreme events compared with 
the normal distribution is amplified (Patton, 2006a). In a portfolio setting where 
more than one risky asset is involved, there is usually dependencies between the 











CHAPTER 1. INTRODUCTION 2 
underestimation of the risk of the portfolio (Roch and Alegre, 2006). Therefore 
properly identifying the dependencies between the underlying instruments is cru-
cial for portfolio managers to take decisions concerning which assets to include in 
the portfolio for diversification purposes and the optimal portfolio weights (Patton, 
2006a). In most cases, the simplifying assumption made is that the joint distribution 
of the underlying assets returns is normally or more generally speaking, elliptically 
distributed, in which case modelling the dependence between the returns using Pear-
son's correlation coefficient is justified (Dowd, 2005a). However, recent empirical 
evidence shows that the joint distributions of most assets returns are not elliptical, 
an example being the joint distribution of equity returns. As a consequence, the 
correlation coefficient between &'3sets does not provide an adequate measure of the 
dependence structure (Dowd, 2005a; Patton, 2006b). 
When the joint distribution of the underlying assets in the portfolio is not ellip-
tically distributed, it implies that there are asymmetries in the dependence struc-
ture (Embrechts et al., 2001). One example of asymmetric dependence is that asset 
returns tend to exhibit stronger correlation during market crashes than when the 
market is performing well (Embrechts, et al. 2001; Patton, 2006b). One possible 
reason for this phenomenon is the negative market sentiment emanating from in-
vestors who fear that the economy is going down during a financial market crisis 
and this causes the correlation between stock markets to increase (Patton, 2006a). 
Furthermore, financial instruments are becoming more sophisticated thus rendering 
their dependency structures more complex (Cherubini et al., 2004). This is why 
there is a need for a measure of dependence between asset returns which provides 
more flexibility other than that describing the dependence structure of multivariate 
elliptical distributions. 
1.2 Rationale for using copula to model depen-
dencies 
Copulas are distribution functions whose parameter provides a dependence measure 
and they can be used even when the risky assets in a portfolio are not jointly ellip-
tically distributed. Copulas were introduced in a statistical sense by Abe Sklar in 
1959 but their use in finance and economics has only recently attracted significant 
attention, as evidenced by the number of papers that have been published in that 
area (Hiirlimann, 2002; Patton, 2006a). More specifically, there has been a growing 
interest in using copulas for modelling multivariate dependence in a number of fields 
including finance. Frees and Valdez (1997) and Embrechts et al. (2002) provide a 
good introduction to the dependence properties of copulas and also highlight the 
weaknesses of the correlation coefficient. A mathematical and statistical introduc-
tion to copulas can be found in Joe (1997) and in Nelsen (2006) as well as in an 
article by Embrechts et al. (2001). On the other hand, Luciano and Marena (2003) 
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example in risk management, in the pricing of financial instruments and in credit 
risk. Furthermore, Patton (2006a) provides a survey on the applications of copulas 
in the fields of finance and economics whilst an article by Dowd (2005a) focuses on 
the application of copulas to risk management. 
A copula can assume different functional forms and connects together multiple uni-
variate distribution functions to form a multivariate distribution function that cap-
tures the dependence of the underlying assets in the portfolio (Dowd, 2005a). The 
parameter of the copula measures the degree of dependence between the underlying 
assets where the larger the absolute value of the copula parameter, the greater the 
dependence (Hiirlimann, 2004). Copulas provide a flexible way of modelling the joint 
distribution of risky assets by separately modelling the univariate distributions and 
the dependence structure between them (Patton, 2006a). This two-step approach 
enables the construction of a multivariate distribution function having different uni-
variate distribution functions. Another advantage of using copulas is that there is 
a large selection of well-documented families of copula in the literature which cater 
for a broad range of different dependence structures (Dowd, 2005a). Copulas also 
provide an excellent tool to stress test portfolios, which are procedures used in an 
attempt to estimate the vulnerability of portfolios, in the event of extreme adverse 
moves in the market (Cherubini et al., 2004; Dowd, 2005b). 
1.3 Aims of the mini-dissertation 
The degree to which portfolio and risk managers rely upon the VaR metric computed 
by assuming normality, is quite alarming in the case of non-normal dependence be-
tween the risky assets in the portfolio (Patton, 2006a). To address this problem, a 
number of authors including Luciano and Marena (2003), Cherubini et al. (2004) 
and Dowd (2005a) have taken a copula-based approach in order to compute VaR. 
The aims of this mini-dissertation are as follows: 
1. To provide an introduction to copulas and demonstrate their application in 
the computation of VaR and ES of a two-asset portfolio. 
2. To investigate the properties and performance of the VaR and ES estimates ob-
tained from various estimation techniques of the copula parameter and to com-
pare the VaR and ES estimates obtained from different copulas and marginals, 
through a simulation study. 
3. To illustrate and critically appraise the estimation of the copula-based VaR 
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1.4 Outline of the mini-dissertation 
A broad introduction to the theory of copulas and their properties as well as some 
common families of copula are given in Chapter 2. Furthermore, the chapter de-
scribes the different methodologies of estimating the parameter of a copula together 
with the method of selecting the copula which best fits the data. Chapter 3 dis-
cusses VaR and ES and the methodology of estimating these two risk metrics using 
copulas as well as the computation of the VaR bounds of the portfolio. Chapter 
4 is devoted to a simulation study. Chapter 5 investigates the estimation of the 
copula-based Value-at-Risk and expected shortfall of a real data set, more specifi-
cally for a portfolio consisting of a South African stock index and a particular stock. 
In the concluding chapter, Chapter 6, the aims which have been achieved in this 













In this chapter, the concept and general properties of copulas are introduced. Most 
of the definitions and theorems have been extracted from Joe (1997), Cherubini et al. 
(2004) and Nelsen (2006) and are presented fairly generally in an attempt to broadly 
introduce the ideas. The structure of the chapter is as follows. Firstly, the copula 
function is defined and its properties are discussed. Then dependence concepts are 
introduced and some common parametric families of copulas are presented. Lastly 
some estimation procedures for copulas and the procedure for selecting the copula 
that provides the best fit for a particular data set is discussed. 
2.1 Introduction to copulas 
In this section, the mathematical definition of a copula for the bivariate case is 
presented and its statistical interpretation is then discussed. 
2.1.1 Mathematical Definition 
A two-dimensional copula (2-copula) is a function C : I x 1 ---" I where I = [0,1] 
with the following properties (Nelsen, 2006, p. 10): 
1. It is grounded, that is C( u, 0) = 0 = C(O, v) for every (u, v) in I. 
2. It satisfies C(u, 1) = u and C(l, v) = v. 











CHAPTER 2. COPULAS 6 
2.1.2 Sklar's Theorem 
Consider two random variables X and Y having marginal distribution functions 
F(x) and G(y) respectively. From the definition of the distribution function, it 
is known that F(x) and G(y) are uniformly distributed, that is F(x) rv U(O,1), 
G(y) rv U(O, 1) and thus F(x) and G(y) lie in 1. Sklar's Theorem is presented as 
follows (Nelsen, 2006, p. 18): 
1. If H(x, y) is the joint distribution function of X and Y, then there exists a 
copula C such that 
H(x, y) = C(F(x), G(y)). (2.1) 
The copula C is unique if and only if the two marginal distribution functions 
are continuous. 
2. Conversely, if C is a copula and F(x) and G(y) are univariate distribution 
functions, then the function C(F(:J;) , G(y)) is a bivariate distribution function 
with marginal distribution functions F(x) and G(y). 
Thus Sklar's Theorem provides a powerful and direct link between the 2-copula and 
the bivariate distribution function. 
2.1.3 Statistical Interpretation 
From Sklar's Theorem, the 2-copula can be defined statistically as a bivariate dis-
tribution function. Furthermore, Sklar's Theorem demonstrates that a 2-copula 
function separates a bivariate joint distribution function into its dependence struc-
ture and its univariate marginal distribution functions since it is a function of the 
latter. That is, the copula function expresses the bivariate distribution function in 
terms of variables that have been transformed into uniform variates which lie in 
I, through the marginal distribution functions. So the copula approach provides a 
flexible way of modelling a bivariate distribution in two stages: 
1. Modelling the marginal distributions. 
2. Modelling the copula function separately. 
With the copula construction in Equation (2.1), different marginal distributions can 
be selected for each random variable X and Y. This differs from the "traditional" 
way of constructing a bivariate distribution which generally limits the marginal dis-
tributions to be of the same type. In a financial context, as for example when 
making portfolio decisions, this key characteristic of copulas of being able to select 
different marginals enables firstly the modelling of the marginal distribution func-
tions of each equity return series in the portfolio and then secondly the modelling 
of the dependence structure between the different equity returns. These steps can 
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2.2 Properties 
In this section two important features of a copula function, namely its invariance 
property and its bounds, are explored. 
2.2.1 Invariance Property 
One important characteristic of a copula is its invariance property under strictly 
monotonic increasing transformations of the underlying random variables (Cherubini 
et al., 2004, p. 72; Nelsen, 2006, p. 25). Consider the continuous random variables X 
and Y which are combined by a copula function C. If al and a2 are two monotonic 
increasing functions, then the transformed variables al (X) and a2(Y) are linked by 
C as well since 
Therefore, irrespective of any monotonic transformations of the marginal variables, 
the copula function captures the dependence structure between the underlying vari-
ables. 
2.2.2 The Frechet .. Hoeffding Bounds 
Any copula C satisfies the inequality 
max(u + v-I, 0) ~ C(u, v) ~ min(u, v) (2.2) 
for all u, v E I, which is known as the Frechet-Hoeffding inequality (Cherubini et 
al., 2004, p.52). This inequality can be derived immediately from the fact that for 
events A and B 
max{Pr(A) +Pr(B) -1,0} ~ Pr(AnB) ~ min{Pr(A),Pr(B)}. 
Thus by taking A and B to be the events that X ~ x and Y ~ y respectively, it 
follows that: 
max{F(x) + G(y) - 1, O} ~ H(x, y) ~ min{F(x), G(y)}. 
In the inequality (2.2), both the Frechet-Hoeffding lower bound and the upper bound 
are copulas known as the minimum copula and the maximum copula, denoted by 
C- and C+ respectively. In other words, any copula function C is constrained to 
lie between the minimum and maximum copulas as follows: 
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2.3 Dependence Concepts 
The joint distribution of two random variables fully captures the dependence struc-
ture between the variables (Embrechts et al., 2002). It follows from Sklar's Theorem 
that as copulas separate the marginal behaviour from the dependence structure, they 
provide an intuitive way of understanding and measuring the association amongst 
random variables. In addition, due to their invariance property, copulas capture the 
co-movements of the underlying variables, irrespective of the scale in which each 
variable is measured and can thus be used as a basis for measures of dependence 
(Frees and Valdez, 1997). 
In this section, the notion of linear correlation between two random variables is 
explored and its weaknesses are highlighted. The concepts of dependence and inde-
pendence stated in terms of the copula function are appraised as well. Furthermore, 
some alternative measures of dependence formulated on the basis of copulas are 
presented. 
2.3.1 Linear Correlation 
In practice, Pearson's (linear) correlation coefficient is the most frequently used 
measure of dependence. The linear correlation coefficient of random variables X 
and Y having finite variances is defined as: 
(2.4) 
where O"XY is the covariance of X and Y and 0"1 and O"~ are their corresponding 
variances. Within the context of copulas, Pearson's correlation coefficient can be 
defined as follows (Cherubini et al., 2004, p.41): 
1 100 100 PXY = r:::2::2 [C(F(x), G(y)) - F(x)G(y)] dx dy. 
yO"xO"y -00 -00 
(2.5) 
Pearson's correlation coefficient is a measure of linear dependence and it has the 
following properties: 
1. It is invariant under strictly increasing linear transformations. However, PXY 
is influenced by nonlinear transformations as it depends on the marginal dis-
tribution functions. For example, if variable X has a standard normal distri-
bution and if Y = X 2 , using Pearson's correlation coefficient as a measure of 
dependence yields a very small value even though a perfect relationship exists 
between the two variables. 
2. The measure PXY lies between -1 and +1 where PXY = 1 if and only if there 
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if and only if there exists a perfect negative linear relationship between X 
and Y. However, the minimum and maximum values PXY can attain are not 
always -1 and +1 respectively (Cherubini et al., 2004, p.41). The maximum 
value that PXY can reach, denoted by P:ky, can be calculated by substituting 
the Fnkhet-Hoeffding upper bound into Equation (2.5) to give 
1 100 100 P:ky = ~ [min(F(x) , G(y)) - F(x)G(y)]dx dy. 
o-Xo-y -00 -00 
Similarly, the minimum value PXy can attain, denoted by P)Cl~·' can be calcu-
lated by substituting the Fnkhet-Hoeffding lower bound into Equation (2.5) 
and is given by 
PXy = k 100 100 [max(F(x) + G(y) -1,0) - F(x)G(y)]dx dy. 
o-Xo-y -00 -00 
The measures P:ky and PXy are expected to yield +1 and -1 respectively. How-
ever, this is only the case when the underlying variables arise from elliptical 
distributions such as the normal and the t-distributions (Embrechts et al., 
2001) and is not generally so. 
3. If X and Yare independent then PXy = 0 but the converse is not generally 
true, that is P Xy = 0 does not explicitly imply independence. 
4. The correlation coefficient PXy is only defined if the random variables have a 
finite variance (Embrechts et al., 2002). This is problematic if one wants to 
model variables using a heavy-tailed distribution such as a Cauchy distribution 
which has an infinite second moment. 
2.3.2 Perfect dependence and perfect independence 
As an alternative to Pearson's correlation coefficient, measures of dependence based 
on copulas can be used (Embrechts et a1., 2002). In particular, the random variables 
X and Yare said to be perfect positive dependent, also termed comonotone, if and 
only if their copula is given by the maximum copula, that is H (x, y) = Cf (u, v) 
(Cherubini et al., 2004, p. 70). 
Similarly, X and Yare said to be perfect negative dependent, also termed coun-
termonotone, if and only if their copula is given by the minimum copula, that is 
H(x,y) = C-(u,v). 
On the other hand, if X and Yare independent then their copula is given by the 
product copula, CJ.., which is defined as follows: 
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Graphs of the maximum, minimum and independent copulas are presented in Figure 
2.1. The contour plots of these copulas are also presented in Figure 2.2. A contour 
plot is a practical way of representing a copula. The contour diagram, defined by 
Nelsen (2006, p.12) as "the set in I x J given by C( u, v) = a constant, for selected 
constants in I" , plots the level curves of the copula C ( u, v). 
2.3.3 Concordance 
Concordance is a broad concept that provides a basis for measures of dependence 
between random variables. Loosely speaking, X and Yare considered to be con-
cordant if small and large values of X are associated with small and large values of 
Y respectively and discordant if the converse is true (Nelsen, 2006, p.157). More 
particularly, a measure of dependence between X and Y whose copula is given by C 
is said to be a measure of concordance if it satisfies seven specific properties which 
are listed in, for example, Cherubini et a1. (2004, p.96). The main characteristics 
of a concordant measure are as follows: 
1. If X and Yare independent, then the concordance measure is 0 but the con-
verse is not generally true. 
2. Bounds corresponding to comonotonicity and countermonotonicity exist and 
equal -1 if X and Y countermonotone and + 1 if X and Yare comonotone. 
3. The measure is invariant with respect to strictly increasing transformations. 
Since Pearson's linear correlation coefficient is not invariant under strictly increas-
ing transformations, it does not qualify as a measure of concordance (Embrechts 
et al., 2001). Two nonparametric measures, Kendall's tau and Spearman's rho, are 
commonly used as alternatives to Pearson's linear correlation coefficient and they 
are both concordant (Embrechts et al., 2001). These measures are nonparametric 
in the sense that they are not dependent on the marginal density functions of the 
underlying variables and they can therefore be used as a dependence measure for 
nonelliptical distributions. 
Kendall's tau 
Kendall's tau for a population is defined as follows. Consider two independent 
and identically distributed random vectors (Xl, Y1) and (X2' Y2) having the same 
copula function given by C. Then Kendall's tau is described by Nelsen (2006, p. 158) 
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Kendall's tau can also be expressed in terms of the copula function C as (Cherubini 
et al., 2004, pp.97-98): 
T = 4jjC(u,V)dC(U,v)-1. (2.8) 
The measure T lies between -1 and +1. In particular, T = -1 if and only if 
C(u, v) = C-(u, v) and T = +1 if and only if C = C+(u, v). Furthermore, T = 0 if 
and only if C = C-1(u, v). 
For a random sample (Xl) YI), ... ,(xn, Yn), taken from a bivariate distribution whose 
copula function is given by C, the sample version of Kendall's tau can be computed 
following, for example, Frees and Valdez (1997) as 
2 n 




The population version of Spearman's rho is defined as follows (Nelsen, 2006, p. 167). 
Consider three independent and identically distributed random vectors (Xl, Yd, 
(X2' Y2) and (X3) 13) taken from the bivariate distribution function H(x, y) whose 
copula function is given by C. Spearman's rho is described by Nelsen (2006, p. 167) 
to be "proportional to the probability of concordance minus the probability of dis-
cordance" for any pair of vectors "with the same margins, but one vector has dis-
tribution function H) while the components of the other are independent". It is 
defined as 
Ps = 3(Pr [(Xl - X 2 )(Y1 - Y3 ) > 0]- Pr [(Xl - X 2 )(YI - Y3 ) < 0]). (2.10) 
F\lrthermore, Spearman's rho can be expressed in terms of the copula function C as 
follows (Nelsen, 2006, p.167): 
Ps = 1211 C(u,v)dv du - 3. (2.11) 
As for Kendall's tau, Spearman's rho covers the range from -1 to +1 where Ps = -1 
if and only if X and Yare countermonotonic, Ps = + 1 if and only if X and Yare 
comonotonic and lastly Ps = 0 if and only if X and Yare independent. 
Spearman's sample rho can be obtained as follows (Cherubini et al., 2004, p.101). 
Consider a random sample (Xl, yd, ... ,(xn, Yn), taken from a bivariate distribution 
whose copula function is given by C and where the ranks of Xi and Yi in the sample 
for i = 1, ... ,n are denoted by ri and Si respectively. Spearman's sample rho is then 
given by the sample correlation coefficient of the ranks, that is 
A 2::~=1 (ri - f)(Si - s) 
Ps = . ;""n ( .)2 ""n ( )2 V ui=l ri - r ui=l Si - S 
(2.12) 
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2.3.4 Tail Dependence 
Tail dependence relates to concordance between extreme values of the underlying 
variables, that is values in the upper-right or lower-left quadrant tails of the bivariate 
distribution. The amount of dependence in the upper-right and lower-left quadrant 
tails of the joint distribution function is described by the upper tail dependence 
and lower tail dependence, denoted by AU and AL respectively. These are defined 
as follows (Joe, 1997, p.33; Cherubini et al., 2004, p.43). Consider the random 
variables X and Y whose copula is given by C. Then the probability that X takes 
a large value with a probability greater than v, given that Y also assumes a large 
value with a probability greater than v, can be introduced as a measure of upper 
tail dependence, specifically; 
Pr- (F(x) > 1/ I G(y) > v) 
Pr(F(x) > v,G(y) > v) 




If AU(V) is computed for very large values of v, then AU (v) corresponds to the limit 
of the conditional probability that the distribution function of X is greater than v 
as v tends to one, given that the corresponding distribution function for Y exceeds 
v, that is 
\ ( ) l' [1-2V+C(V,v)] 
AU v = 1m . 
1/->1- I-v 
(2.13) 
If AU (v) exists, then C has an upper tail dependence if and only if 0 < AU(V) ~ I, as 
there is a positive conditional probability that X assumes a large value given that Y 
also does so. Also AU(V) = 0 implies independence and is obtained by substituting 
the product copula in Equation (2.13). 
Similarly, the probability that X takes a small value with a probability less than 
v, given that Y also assumes a small value with a probability less than v, can be 
introduced as a measure of lower tail dependence, specifically; 
Pr (F(X) ~ v , G(Y) ~ v) 
Pr (F(X) ~ v, G(Y) ~ v) 
Pr(G(Y) ~ v) 
[C(~,v)J. 
If AL(V) is computed for very small values of v, then Adv) corresponds to the limit 
of the conditional probability that the distribution function of X is less than v as v 
tends to zero, given that the corresponding distribution function for Y is less than 
v, that is 
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If AL(V) exists, then C has a lower tail dependence if and only if 0 < AL(V) S 1 
while AL(V) = 0 implies independence. 
2.3.5 Positive Quadrant Dependence 
The variables X and Yare said to be positive quadrant dependent (PQD) if and 
only if the following condition holds (Cherubini et al., 2004, p.llO): 
C(u, v) 2 CJ-('u, v) = 'uv. (2.15) 
In other words, X and Yare said to be PQD if the probability that they assume 
small or large values together is at least as great as the probability were they in-
dependent. Analogously, X and Yare negative quadrant dependent (NQD) if the 
probability that they assume small or large values together is at least as small as 
the probability were they independent (Joe, 1997, p. 20). 
Furthermore, if X and Yare PQD, then it can be shown that Kendall's tau, Spear-
man's rho and Pearson's correlation coefficient will all be positive as these three 
coefficients are zero in the case of independence of the underlying variables (Cheru-
bini et aI., 2004, p. 111). 
2.4 Multivariate Copulas 
The definition of an n-copula as well as Sklar's Theorem and Fn§chet-Hoeffding 
bounds for the n-copula follow immediately from the bivariate setting and details 
about the n-copula can be found in, for example, Nelsen (2006). Since this mini-
dissertation is concerned with the bivariate case, multivariate copulas are not further 
discussed. 
2.5 Common parametric families of bivariate cop-
ulas 
In this section, some well-known parametric families of bivariate copulas which are 
popular in financial applications and which are used in this mini-dissertation are 
now introduced. These are the elliptical copulas, in particular the Gaussian and the 
Student's t copulas, and the Archimedean copulas, in particular the Frank, Gumbel 
and Clayton copulas. For each copula, the distribution and density function will be 
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2.5.1 Elliptical Copulas 
Elliptical copulas are the copulas derived from elliptical distributions (Embrechts 
et ql, 2001). The main features of elliptical copulas are that they "share many of 
the tractable properties of the multivariate normal distribution" (Embrechts et al., 
2001, p.22) and that draws from them can be easily simulated. Furthermore, the 
computation of Kendall's tau, Spearman's rho and the measures of tail dependence is 
straightforward. Nevertheless, Embrechts et al. (2001) also point out that elliptical 
copulas have certain drawbacks, in particular the following: 
1. Elliptical copulas do not have closed form expressions. 
2. Elliptical copulas cannot be used to model asymmetries in the data as, for 
example, the well-known asymmetries between market losses and market gains. 
The two common elliptical copulas that will be discussed are the Gaussian copula 
and the Student's t copula. 
Gaussian Copula 
The bivariate Gaussian copula or the normal copula whose parameter is given by p, 
is defined as follows (Cherubini et al., 2004, p.112): 
c;;a(u, v) = ([>p([>-l(U), ([>-1 (V)) 
where ([> denote the distribution function of a standard normal N(O,l) with its inverse 
function given by ([>-1 and ([>p represent the distribution function of the standard 
bivariate normal. The distribution function of the Gaussian copula is thus given by: 
j <P-1(U) J<P-l(V) 1 { S2 - 2pst + t
2} 
c;;a(u, v) = Jf=P2 exp - 2( _ 2) ds dt (2.16) 
-00 -00 21r 1 - pIp 
where -1 :s; p :s; I, s = ([>-l(U) and t = ([>-l(V). 
The Gaussian copula yields the joint bivariate normal distribution if and only if 
the univariate marginal distribution functions of X and Yare normally distributed. 
However, the marginal distributions can take any other and possibly different func-
tional forms. Furthermore, even if the marginal distribution functions are normal, 
selecting a non-Gaussian copula will yield a nonnormal joint distribution function 
(Luciano and Marena, 2003). 
The density of the Gaussian copula is given by (Joe, 1997, p.141): 
c~a(u, v) = (1- p2) -~ exp { -~ (1 - p2) -1 (S2 + t2 - 2pst) } 
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The Gaussian copula exhibits the following dependence properties (Cherubini et al., 
2004, p. 116). Firstly, it has neither lower nor upper tail dependence except when 
p = 1, in which case AU = AL = 1 and when p = 0 it is simply the product copula. 
Furthermore, if p ?: 0, it exhibits PQD. Lastly, p is linked to both Kendall's tau and 
Spearman's rho as follows: 
2 . 
T = - arcsmp and 
7r 
Student's t copula 
6 . p 
ps = - arcsm-. 
7r 2 
The Student's t copula is similar to the Gaussian copula except that it has a second 
parameter //, which accommodates tails fatter than those of the normal distribution 
and hence its use in finance. If T denote the distribution function of the univariate 
Student's t distribution with v degrees of freedom, then the Student's t copula is 
given by (Cherubini et al., 2004, p.116): 
j
T-leU) jT-l(V) 1 ( S2 _ 2 pst + t2) -(v+2)/2 
cJ,v(u,v) = ~ 1 + (2) ds dt (2.18) 
-00 -00 27r 1 - p2 V 1 - P 
where -1::; p::; 1,v > 2,s = T-l(U) and t = T-1(v). 
The corresponding density of the Student's t copula is given by 
( 
s2+t2_2Pst) -(v+2)/2 
T _1 r (v;2) r (~) 1 + v(1-p2) 
C ( u, v) = P 2 -----'---;----:,~-'-----;-__:7-:-c-
p,v ' r (V;l ) 2 (1 + : r(V+2)/2 (1 + ~ r(u+2)/2 (2.19) 
where r denotes the gamma function, 
For large values of v, the Student's t and the Gaussian copulas behave similarly 
and in fact as v -> 00, the Student's t copula converges to the Gaussian copula 
(Cherubini et al., 2004, p.116). However, for a finite v these two copulas behave 
quite differently. The Student's t copula exhibits equal upper and lower tail depen-
dency (Embrechts et al., 2001) and for finite v, Au = AL increases as p increases and 
AU = AL = 1 if and only if p =1. 
The distribution function, the density function and the contour plot of the Gaussian 
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2.5.2 Archimedean Copulas 
In a financial context, it is a common occurrence that the level of dependence be-
tween big losses for example during a period of crisis, is greater than that between big 
gains. As stated above, elliptical copulas cannot model such asymmetries. Another 
class of copulas which does accommodate an asymmetric type of dependence struc-
ture is that of the Archimedean copulas (Genest and Rivest, 1993). Furthermore, 
these copulas have the benefit of having a closed form expression given by: 
(2.20) 
where u and v lie in (0,1), ¢ is a convex, decreasing function with domain (O,lJ such 
that ¢(1) = 0, and ¢-l is the inverse function of ¢. The function ¢ is known as 
the generator of the copula Cp. Different generators will yield different families of 
copula with the three most common members being the Frank, Clayton and Gumbel 
copulas. The generator functions for these three copulas as well as the range of their 
parameter, () are shown in Table 2.1 (Nelsen, 2006, p.116). The distribution and 
Family Generator ¢( t) Range of () 
Frank -In (exp(-l:It)-~ ) (-00, (0) \ {O} exp(-I:I)-l 
Clayton (t-I:I - 1)/e [-1,(0)\{0} 
Gumbel [-In(t)JB [1, (0) 
Table 2.1: The generator function of the Frank, Clayton and Gumbel copulas. 
density functions of the Frank, Clayton and Gumbel copulas are presented below. 
Frank Copula 
The distribution function of the bivariate Frank copula is given by (Nelsen, 2006, 
p.116): 
CF( ) = -~l (1 (e- Bu -l)(e-BV -1)) 1:1 u,V e n + B e- -1 (2.21 ) 
and the density function is given by (Joe, 1997, p.141): 
F _ ()e-O(u+v) (1 - e-O) 
Co (u, v) - 2' 
[1 - e-O - (1 - e-On )(l - C Ov )] 
(2.22) 
The Frank copula exhibits the following properties (Embrechts et aI., 20(1). As () 
tends to zero, it converges to the product copula and as () tends to 00, it is given 
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Clayton Copula 
The distribution function of the bivariate Clayton copula is given by (Nelsen, 2006, 
p.116): 
(2.23) 
and the density function of the Clayton copula is given by: 
(2.24) 
The Clayton copula exhibits the following properties (Embrechts et aI., 2001). When 
o > 0, it exhibits a low tail dependency and as 0 tends to zero, it converges to the 
product copula. Furthermore, when 0 = -1, it is the minimum copula and as 0 
tends to 00, it converges to the maximum copula. 
Gumbel Copula 
The distribution function of the bivariate Gumbel copula is given by (Nelsen, 2006, 
p.116): 
(2.25) 
The density function of the Gumbel copula is quite complicated and can be found 
in, for example, Joe (1997, p.142). The Gumbel copula exhibits the following prop-
erties (Embrechts et al., 2001). When 0 = 1, it is the product copula and as e 
tends to 00, it is given by the maximum copula. Furthermore, it exhibits upper tail 
dependence. 
Kendall's tau and Spearman's rho can be written in terms of the copula param-
eter 0 for some of the three copulas as shown in Table 2.2 where Di is the Debye 
function of orderi for i = 1,2 (Cherubini et aL, 2004, p.126). 
Family Kendall's T Spearman's p 
Frank 1 + 4[Dl (0) - 1JjO 1 - 12[D2 ( -0) - Dl (-0)]j0 
Clayton 0/(0+2) complicated expression 
Gumbel 1 - 0- 1 no closed form 
Table 2.2: Kendall's tau and Spearman's rho of the Frank, Clayton and Gumbel 
copulas. 
The distribution function, the density function and the contour plot of the Frank, 
Clayton and Gumbel copula.'3 with parameter 0 = 12.03, 0 = 4.97, and e = 3.48 are 
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The scatter plots of a random sample drawn from two distributions having the 
same standard normal marginal distribution functions and the same Kendall's tau 
but different copulas, namely the Gaussian and the Frank copulas are illustrated in 
Figure 2.8. It is clear that the sample drawn from the Frank copula exhibits more 
extreme values compared to that from the Gaussian copula. 
2.6 Estimation procedures for copulas 
In this section, the different techniques of estimating the parameter of the 2-copula 
function will be presented, namely the parametric, semiparametric and nonparamet-
ric techniques. These methods can be extended to the estimation of the n-copula as 
demonstrated by, for example, Cherubini et al. (2004, pp. 154-161). Details of these 
estimation methods have been obtained from Joe (1997), Cherubini et al. (2004) 
and Kim et al. (2007). 
Consider the two random variables X and Y. For the parametric and semi para-
metric estimation methods, the parameters of the marginal distribution function of 
X denoted by ax, the parameters of the marginal distribution function of Y de-
noted by a y and the parameter of the copula function e need to be estimated. Let 
W = (aX) a y, 8)' represent the vector of unknown parameters to be estimated. Fur-
thermore, let the univariate density functions and the joint density function of X 
and Y be denoted by f(x; ax), g(y; ay) and h(::c, y; w) respectively. Similarly, let the 
marginal distribution functions and the joint distribution function of X and Y be 
denoted by F(x;ax ), G(y;ay ) and H(x,y;w) respectively. 
Firstly, two parametric estimation methodologies are discussed namely maximum 
likelihood estimation (MLE) and inference function for margins (IFM). The semi-
parametric estimation technique which is presented is called canonical maximum 
likelihood (CML), also known as semiparametric method, and lastly, nonparametric 
estimation is presented. 
2.6.1 Parametric estimation procedures 
These methods are fully parametric in the sense in that it is necessary to spec-
ify the model "up to a finite number of unknown parameters" according to Kim et 
al. (2006, p. 2839). The MLE method is first discussed followed by the IFM method. 
Maximum Likelihood Estimation 
In this estimation procedure, the parameters are estimated by maximising the log-
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H(x, y; w) can be expressed in terms of the copula function as follows: 
H(x, y; 0 = C(F(x; Cl:x), G(y; Cl: y ); 0) 
Therefore, hex, y;~) can be expressed as (Cherubini et al., 2004, p.154): 
hex, y; w) = c(F(x; Cl:x), G(y; Cl:y ); O)f(x; Cl:x)g(y; Cl:y ) (2.26) 
where 
(F(" ) G(' )'0) = 8
2
(C(F(x;Cl:x),G(y;Cl:y );O) 
c x, Cl:x , y, Cl:y , 8F(x; Cl: x)8G(y; Cl: y ) 
(2.27) 
is the density function of the copula. 
Consider a random sample of size T from the copula C, (Xl, Yl), ... , (Xl', YT). Hence, 
the log-likelihood function takes the following form: 
T 
lew) = L log[c(F(x; Cl:x), G(y; Cl: y ); O))f(x; Cl:x)g(y; Cl:y )]. (2.28) 
t=l 
Therefore by performing the global maximisation of lew) with respect to all the 
parameters W, the maximum likelihood estimates ~ M LE are generated where 
Note that ~ MLE follows a normal distribution N(w, J-l) asymptotically (Cherubini 
et al., 2004, p. 154) where J- 1 represents Fisher's information matrix. 
Therefore if the model specification is correct, it implies that some asymptotic prop-
erties hold for the MLE estimators, which makes MLE the most favored estimation 
method. However, there are two problems with this method. Firstly, it depends 
on the correct specification of the distribution functions because if the model has 
been misspecified, then the MLE estimators no longer enjoy those asymptotic prop-
erties. Secondly, and most importantly, the global maximisation of the parameters 
of the marginal distributions as well as the parameter of the copula function is very 
computationally intensive and the optimisation routine can frequently run into con-
vergence problems. 
Inference FUnction for Margin Method 
The MLE methodology can be modified in such a way that the resulting method is 
less computationally intensive and more robust (Joe, 1997, p.297). This method, 
known as inference function for margins, is discussed in this section. 
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difference lies in the optimisation procedure which is made less intensive by mirror-
ing the notion of separating the marginal distribution functions and the dependence 
structure. Therefore instead of maximising the log-likelihood of all the parameters 
simultaneously, the parameters associated with the different marginal distribution 
functions and the copula function are maximised separately in two stages to yield 
W IFM = (ax(IFM) , ay(IFM) Jirn"d : 
1. In the first stage, <Yx and <Yy are estimated separately by maximising their 
log-likelihood functions to generate ax(IFM) and ay(IFM) as shown below: 
T 





ay(I F M) = arg max L log g(y; <Yy). 
Oiy t=l 
(2.30) 
2. In the second stage, () is estimated by substituting ax(IFM) and ay(IFM) for <Yx 
and <Yy respectively in the log-likel~hood function (2.28) which is then max-
imised with respect to () to obtain () 1 Fly!, that is 
T 
BIFM = argm;x L log c (F (x; ax(IFM») ,G (y; a y(IFlv1)) ; e) . (2.31) 
t=l 
The MLE estimators and the IFM estimators are generally not equal (Cherubini 
et al., 2004, p.157). Under a et of regularity conditions, similar to those of the 
MLE estimators, vtr(W IFM - \11) is asymptotically normally distributed as N(O, 9-1 ) 
(Joe, 1997, p. 301) where 9 is the Godambe information matrix. In practice, the 
computation of the covariance matrix 9 is very involved and it is common to use 
either the jacknife or the bootstrap method to estimate it (Joe, 1997, p.302). 
2.6.2 Semiparametric estimation procedures 
The drawback of the MLE and IFM methodologies is that because they are fully 
parametric, the number of possible combinations of the parametric forms of the 
marginal distribution functions and the copula virtually has no limits. This leads 
to two problems; firstly finding the best combination of marginals and copula can 
be very time consuming and secondly the parametric estimation procedures suffer 
from model misspecification such that even if only one distribution function has 
been incorrectly specified, the estimate of () which is computed from these methods 
can provide a poor fit (Kim et al., 2007). The semiparametric estimation procedure 
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Canonical Maximum Likelihood 
The canonical maximum likelihood estimation procedure (CML) is semiparamet-
ric in the sense that the marginal distribution functions do not have to be specified 
while the copula function has to be specified. Similar to the IFM methodology, this 
method also estimates the parameter of the copula in two stages to yield BCML , but 
differs in that the marginal distribution functions are estimated non parametrically 
as follows (Kim et al., 2007): 
1. In the first stage, the empirical distribution functions are used to estimate the 
marginal distributions. Let F(xt) and G(Yt) denote the empirical distribution 
functions of X and Y respectively. 
2. In the second stage, fJ is estimated by plugging F(xt) and G(Yt) into the log-
likelihood function and maximising it to give: 
T 
eCML = argm:x Llog[c{F(xt),G(Yd};fJ] (2.32) 
t=l 
2.6.3 Nonparametric estimation 
So far, it has been assumed that the copula has a specific parametric form and the 
parameter of the copula has to been estimated. In nonparametric estimation, no 
such assumption is made and the resulting copula is known as the empirical copula. 
Consider a random sample (Xt, Yt) for t = 1, ... ,T. The x's and the y's are ordered 
to generate the ordered statistics X(I),' .. ,X(T) and Yell, ... ,Y(T) respectively. Then 
the empirical copula, (;, is given by (Nelsen, 2006, p.219): 
A ('l .J) {Number of pairs (x, y) in the sample: x ::; Xli) and Y ::; Y(j)} 
C T'T = T 
(2.33) 
where XCi) and Y(j) represent the ith and yth ordered statistics respectively for i 2: 
l,j ::; T. 
2.6.4 Choosing a copula from the Archimedean family 
It is assumed that the marginal distribution functions are correctly fitted either 
parametrically or nonparametrically such that the focus is on fitting the copula 
function. Once a copula function has been fitted to a particular data set, the next 
step is to verify whether the chosen copula appropriately captures the dependency 
structure of that data set. In practice, a number of copulas should be fitted, their 
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that the focus of this mini-dissertation will be on fitting the Frank, Gumbel and 
Clayton copulas because of their desirable tail dependence properties, the method 
introduced by Genest and Rivest (1993) for selecting the Archimedean copula that 
provides the best fit for a particular data set is discussed in this section. 
I t can be recalled that an Archimedean copula is characterised by the generator 
function cp. Thus the problem of model selection reduces to selecting the generator 
function that best fits the data. Consider the random variable Z = H(x, y) whose 
distribution function is given by K(z) = Pr(Z S z) (Frees and Valdez, 1997). Gen-
est and Rivest (1993) showed that for an Archimedean copula, cp and K are linked 
as follows: 
where cp' is the derivative of cp. 
cp(z) 
K(z) = z - cp'(z) (2.34) 
The identification of cp can then be done by following the three steps outlined below 
(Genest and Rivest, 1993 and Frees and Valdez, 1997): 
1. K{z) is estimated nonparametrically to generate KT(Z). This is done by firstly 
determining the values of Z such that 
Z _ Number of pairs {(Xj, Yj) : Xj < Xt, Yj < yt} 
t- T-1 ' (2.35) 
for all t = 1, ... ,T and 1 S j ST. 
Then KT(z) is computed as follows: 
KT(Z) = Number o~ {Zt S z}, (2.36) 
where z E (0,1). 
2. Estimate K(z) parametrically for a particular Archimedean family using the 
right hand side of Equation (2.34). The parameter e associated with the 
chosen Archimedean copula can be estimated in two ways. It can be generated 
by computing Kendall's tau defined in Equation (2,9) and then using the 
appropriate relationship between T and 0, as given in Table 2.2, to estimate e. 
It can also be estimated using the MLE or IFM method described in Section 
2.6.1. Once an estimate of e is obtained, Kq,(z) is evaluated as: 
(2.37) 
This procedure can be repeated using various Archimedean copulas, that is 
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Frank, Clayton and Gumbel copulas but to all Archirnedean copulas. Indeed 
Nelsen (2006, pp. 116-117) provides a wide selection of Archimedean copulas 
and their generator functions. 
3. Comparison of KT(Z) and K,p(z). 
To choose the Archirnedean copula which best fits the given data set, the 
performance of each parametric estimate computed in Step 2 is evaluated 
against the nonparametric estimated computed in Step 1. This can be done 
in two ways (Frees and Valdez, 1997): 
(i) Graphically by plotting KT(Z) and K,p(z) against z. The copula which 
yields an estimate K,p(z) which is closest to KT(Z) is selected. 
(ii) By Evaluating the integrated distance, dIP given by: 
(2.38) 













isk and Expected 
The aim of this chapter is to introduce two popular me&<;ures of risk, namely Value-
at-Risk (VaR) and expected shortfall (ES), as well as to address the problem of 
estimating the VaR and the ES of a portfolio of dependent assets without neces-
sarily making any joint normality assumptions, through the use of copulas. The 
structure of the chapter is as follows. Firstly, VaR is defined and the most common 
methods of estimating the VaR of a portfolio are briefly discussed followed by some 
comments on the limitations of this risk measure. Then the ES is introduced and 
its computation and limitations are noted. After the two risk measures have been 
discussed, the methodology of calculating a "copula-based" VaR and ES, when ap-
plied to a portfolio of two risky assets, is presented. Lastly, the computation of the 
VaR bounds of the portfolio is introduced. 
3.1 Description of a two-asset portfolio 
Consider a portfolio consisting of two risky assets whose log returns are denoted by 
the random variables X and Y. Suppose historical daily prices of the two asset.s 
represented by Pl,t and P2,t are available for t = 1, ... ,T where T is the total number 
of observations. Then, the daily log returns of the assets denoted by Xt and Yt are 
computed as follows for t = 1, ... ,T: 
- I (Pl,t) Xt - n --
PI,t-1 
l (
P2,t) Yt = n -- . 
P2,t-l 
(3.1 ) 
Furthermore, suppose that the portfolio weights associated with X and Yare given 
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variable representing the portfolio return, Z is given by: 
(3.2) 
Note that Z is a weighted sum of log returns and is referred to as the portfolio return. 
The observed portfolio return at time t is given by Zt = WIXt + W2Yt, t = 1, ... ,T. 
3.2 Value-at-Risk 
VaR has become a standard measure of risk exposure for banks, insurance companies 
and other institutions since its introduction in the 1990's as an operational measure 
of risk by the risk management systems developed by J.P.Morgan (1995) (Dowd 
and Blake, 2006). An introduction to VaR together with a discussion of various 
estimation techniques associated with it can be found in for example Alexander 
(2001), Luciano and Marena (2002) and Dowd (2005b) whilst Dowd and Blake (2006) 
provide a broader survey on the theory and estimation of various risk measures. 
3.2.1 Definition of VaR 
VaR is a statistical risk metric that measures the maximum loss that an investment 
or a portfolio of risky assets can incur due to adverse market movements with a 
confidence level of 100(1 - a)%, where 0 < a < 1, over a given period of time. 
There are two parameters associated with this risk metric: 
1. The time horizon, also known as the holding period, denotes the period of 
time over which VaR is considered and it varies with the objective of the risk 
assessment. For example, on an active trading desk, the time horizon ranges 
from a few hours up to one trading day and in the context of portfolio theory, 
the time horizon is typically one trading day. However, for less liquid assets 
the time horizon can be much longer than one day, depending on the time it 
takes to liquidate the assets (Dowd and Blake, 2006). 
2. The second parameter, the confidence level of 100(1 - a)% at which VaR is 
estimated, represents the probability that the actual loss will fall below the 
VaR. It typically takes values around 95% - 98% as set, for example, by banks 
and securities companies but, if the concern lies with extreme risks which 
have a low probability of occurring, the confidence level can be set above 99% 
(Dowd and Blake, 2006). 
The VaR estimated at a confidence level of 100(1- a)%, referred to as 100(1- a)% 
VaR, is the a%-quantile of the portfolio return over the holding period, such that 
there is a probability of a of the actual loss falling below the VaR over that time 
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the 100(1 - a)% VaR, termed VaR(a), is defined as Pr(Z ::; VaR(a)) = 0:, that is 
H(VaR) = a. The VaR of the portfolio is therefore the unique solution of: 
VaR(a) = H-l(o:) 
since H (.) is a monotonic increasing function. 
3.2.2 Estimation of VaR 
A number of ways of estimating VaR have been proposed in the literature with the 
most popular ones being the covariance approach, the Monte Carlo approach and 
historical simulation. These methods are briefly discussed in this section following 
Alexander (2001, Chapter 9), Luciano and Marena (2002) and Dowd (2005b, Chap-
ters 4 and 8). 
The covariance approach 
The covariance approach, also known as the normal approach, is a parametric 
method of estimating VaR. It assumes that the joint distribution of the log re-
turns of the two-asset portfolio is bivariate normal and thus that the log returns of 
the underlying assets are normally distributed. This approach necessarily implies 
that the dependence structure of the underlying assets is captured by the linear 
correlation coefficient. However as mentioned before, the distribution of returns is 
known to deviate from normality and furthermore the use of linear correlation as a 
dependence measure as outlined in Chapter 2 has several drawbacks. This approach 
is thus not entirely satisfactory. 
The Monte-Carlo approach 
Dowd (2005b, p.209) states that "the idea behind Monte Carlo methods is to sim-
ulate repeatedly from the random processes governing the prices or returns of the 
financial instruments". The simulations yield portfolio returns from which an em-
pirical profit and loss distribution can then be generated and VaR can be computed 
(Dowd,2005b). 
The first step of the simulation procedure involves selecting a model, often com-
plex, for the returns of the underlying assets in the portfolio and the extraneous 
factors affecting the returns. Then, using either past observations or judgemental 
views, all the parameters of interest are estimated and from these estimates, ran-
dom returns of each asset are simulated and hence simulated portfolio returns are 
generated (Dowd, 2005b, p.209). The 100(1 - a)% VaR of the two-asset is esti-
mated as the a%-quantile of the simulated profit and loss distribution. However, 
this approach suffers from model risk such that if the model has been misspecified, 
it leads to inaccurate estimates of VaR (Luciano and Marena, 2002). furthermore, 
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The historical simulation approach 
In this method, past observations are used to generate an empirical distribution 
of portfolio return and the VaR is obtained as the a%-quantile of this distribution 
(Alexander, 2001). Therefore this approach deals with the problems encountered 
in the previous two methods as it makes no assumption about the parametric form 
of the marginal and joint distributions or the dependence structure of the assets as 
well as no model assumptions. There are more sophisticated extensions to this ap-
proach, for example, in smoothing the density of the portfolio returns and in dealing 
with fat-tails and correlation (Luciano and Marena, 2002). However, the historical 
simulation approach essentially assumes that the future returns have the same dis-
tribution a'3 that of the past returns and as a consequence, it relies too much on 
historical observations (Luciano and Marena, 2002). 
3.2.3 Limitations of VaR 
Good risk measures are those that satisfy the properties of coherence as introduced 
by Artzner et al. (2002). One of the key properties of coherence is subadditivity 
(Dowd, 2005a; Dowd and Blake, 2(06). Specifically, given two portfolios A and B, 
subadditivity requires that the VaR of these combined portfolios is not more than, 
and it can even be less than, the sum of the VaR of portfolios A and B, that is 
VaR(A+B) :s.: VaR(A) + VaR(B) (Dowd and Blake, 2(06). However, subadditivity 
for VaR only holds in general for elliptical distributions such as the normal and the 
Student's t distributions and in practice most profit and loss distributions are not 
elliptically distributed. Therefore, VaR is a flawed risk metric as it fails to capture 
the fundamental notion that risks should decrease or at the very least stay constant 
through portfolio diversification (Dowd, 2005a). Further criticisms about the use of 
VaR as a measure of risk exposure can be found in, for example, Dowd and Blake 
(2006). 
In spite of VaR not being subadditive, it is widely used and strongly advocated 
by various bodies, for example the Basel Committee on Banking supervision as well 
as financial institutions, as being a key risk benchmark. Even the final Basel Cap-
ital Accord which is being implemented in 2007 concentrated only on VaR as a 
risk measurement tool (Basel-II, 2005). Therefore it is important to investigate the 
estimation of VaR in a multivariate setting. 
3.3 Expected shortfall 
As an alternative to VaR, the most popular coherent measure of risk is the expected 
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3.3.1 Definition of expected shortfall 
The expected shortfall (ES) is the "average of the worst 100(1- 0:)% losses" (Dowd 
and Blake, 2006, p.200). It is computed as the expected value of losses that are 
less than the VaR at the 100(1- 0:)% confidence level over a certain holding period. 




ES(o:) = _()() z h(z) dz (3.3) 
where h(z) is the density function of the portfolio return. 
This implies that the ES will in general be less than the VaR. The ES satisfies 
the subaddivity property as demonstrated by, for example, Dowd and Blake (2006) 
and indeed is a coherent measure of risk. 
3.3.2 Estimation of expected shortfall 
Based on the estimations of VaR described in Section 3.2.2, it is very straightforward 
to compute the ES. If the covariance approach is used, then the ES can be easily 
computed numerically using integral (3.3) where h(z) is the density function of the 
appropriate normal distribution. For the Monte Carlo and the historical simulation 
approaches, once an estimate of VaR is obtained, the ES is then estimated as the 
average of losses, either simulated losses in the case of the Monte Carlo method or 
realised losses for the historical simulation, that are less than the VaR estimate. 
3.3.3 Limitations of expected shortfall 
Even though the expected shortfall is a more attractive risk measure compared to 
the VaR since it is coherent, it is not as widely used as the VaR. Furthermore, it is 
"also rarely, if ever, the 'best' coherent risk measure" (Dowd, 2005b, p.37). This is 
because it gives an equal weight to all tail losses that are less than the VaR which 
implies that the user is risk-neutral. However in practice, any rational user is risk 
averse which implies that the higher the losses, the higher the weighting placed on 
them should be. 
3.4 Computation of VaR and expected shortfall 
using copulas 
Copulas provide flexibility in the choice of both the marginals and the dependence 
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they can be used as a basis for modelling the weighted sum of the returns of the 
risky assets in the portfolio. In this section, the techniques of using the dependence 
structure between the underlying risky assets, quantified by the copula function, to 
estimate VaR and subsequently ES will be discussed. 
The pairs of log returns, (Xl, Yt), for t = 1, ... , T, are assumed to be available 
and independently and identically distributed from a bivariate distribution whose 
copula function is given by C. That is, the log returns Xt are assumed to be obser-
vations from the same random variable X whose marginal distribution function is 
given by F (x). Similarly, the returns Yt are assumed to be observations from the 
same random variable Y whose marginal distribution function is given by G(y). 
Therefore for a given copula with a known or estimated parameter and marginals, 
the problem is to find the distribution function H (z), and more specifically to find 
the a%-quantile, that is VaR(a) = H-l(a) and compute the average losses that fall 
below VaR(a), that is ES(a), at the 100(1- a)% confidence level. 
The first step to estimating VaR consists of selecting the marginal distributions 
of the log returns of the underlying assets. The choice of the marginals that best 
fit the data set of historical log returns can be aided by using standard statistical 
packages. Examples of marginal distributions which are good representations of 
the distribution of log returns include the Student's distribution and the 10gLaplace 
distribution (Hiirlimann, 2004). The next step involves selecting a copula function 
which adequately captures the joint distribution of the underlying assets. Lastly, 
the joint distribution of the two assets is fitted to their historical log returns, to ob-
tain estimates of the parameters of interest using the MLE, IFM or CML estimation 
methods described in Chapter 2. 
Once the joint distribution has been estimated, the VaR of the portfolio can be 
computed. There are two main ways of estimating the VaR; one approach is ana-
lytically based and uses integration to estimate VaR and the other approach uses 
Monte Carlo simulation. The details about the analytically based VaR have been 
obtained from Luciano and Marena (2003) and Cherubini et a1. (2004) whilst those 
of the Monte Carlo simulation have been obtained from Giacomini and HardIe (2005) 
and Dowd (2005a). The discussion is restricted to the bivariate case even though 
the same principles apply to the n-dimensional case. The computation of VaR by 
integration is first discussed and then the Monte Carlo method is presented. 
3.4.1 Computation of VaR and ES by integration 
This method takes advantage of the fact that the distribution function of the port-
folio returns Z denoted by H(z) can be written explicitly in terms of the conditional 
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et al., 2004, p.68): 
H(z) Pr(Z :s; z) = Pr(wlX + W2Y :s; z) 
Pr X:S; -z - ~y I Y = y g(y)dy 1+00 ( 1 W ) -00 WI WI 
1+00 Cll2 (F (~z -W2y) ,C(y)) g(y)dy -00 WI WI (3.4) 
where Cl l2 is the conditional copula of X given Y and thus YaRe a) = H-1 (a). 
In general, a closed-form solution for integral (3.4) does not exist and the expression 
has to be approximated using numerical methods. Furthermore, the 100(1 - a)% 
VaR corresponds to the value of z for which H(z) = a so that in most cases in 
order to compute VaR, the numerical integration must be nested into a root-finding 
routine, for example, a bisection method. Most copulas have a known conditional 
distribution function, for example, Joe (1997, pp. 146-147) provides a list of condi-
tional distributions, C112 , of some copulas. If the conditional distribution function of 
a copula is known, then only one integral has to be evaluated as shown in expression 
(3.4). Otherwise a double integration, which is more awkward, has to be performed 
as follows (Luciano and Marena, 2003): 
(3.5) 
where c is the density function of copula C. Integral (3.5) follows from integral (3.4) 
as the conditional copula ClI2 (ulv) = ~~ (u, v) (Joe, 1997, p.146). 
The expected shortfall can be analytically computed as follows: 
rVaR(a) 
ES(a) = .J -00 z h(z) dz. 
But the analytical computation of Integral (3.6) is very awkward. 
(3.6) 
3.4.2 Computation of VaR and expected shortfall by Monte 
Carlo simulation 
A more widely used method of computing the VaR of a portfolio using the copula 
approach is based on Monte Carlo calculations. Furthermore, once an estimate 
of VaR is generated using this method, the expected shortfall can be obtained in 
a straightforward way. The algorithm for computing the 100(1 - a)% VaR for 
a portfolio of two risky assets using the copula-based Monte Carlo approach is 
described as follows: 
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(i) Choose the total number of simulations denoted by N and simulate pairs 
(Ui' Vi) E I x I, for i = 1, ... ,N from the fitted copula. The algorithm for 
doing so can be found in most standard textbooks and articles, for ex-
ample in Frees and Valdez (1997) and in Cherubini et al. (2004; Chapter 
6). MATLAB Version 7.3 (R2006b) has a built-in routine, copularnd.m, 
which simulates observations from the most popular copulas, namely the 
Frank, Clayton, Gumbel, Gaussian and Student t copulas. 
(ii) Pairs of returns are then generated from the marginals obtained in (a) as 
(Xi, Yi) where Xi = P-l(Ui) and Yi = G-l(Vi), i = 1, ... , N. 
2. Each pair of simulated returns can be used to compute the simulated portfolio 
return as Zi = WIXi + W2Yi where W2 = 1 - Wl for i = 1, ... , N and thus a 
simulated draw from the profit and loss distribution of the portfolio is obtained. 
3. The VaR is computed as the a%-quantile of this profit and loss distribution. 
Using the VaR estimate, the 100(1 - a)% ES is then estimated &'3 the average 
of the simulated portfolio losses which are less than the VaR estimate, that is 
(3.7) 
where the indicator function I(e) = 1 if the statement e is true and 0 otherwise. 
3.5 Computation of VaR bounds 
The methods used to estimate VaR which have been discussed in Section 3.4 assume 
a dependence structure between the underlying assets in the portfolio. Another ap-
proach to estimating the VaR of a portfolio without making any assumptions about 
the dependence structure of the asset returns can be found in, for example, Luciano 
and Marena (2002), Embrechts et al. (2003) and Cherubini et al. (2004, pp. 84-87). 
Specifically, instead of estimating the VaR of a portfolio, the VaR bounds are es-
timated using the theorem that any copula is bounded to lie within the minimum 
and maximum copulas. In order to calculate the VaR bounds, only the marginal 
distributions of the underlying assets in the portfolio have to be specified (Luciano 
and Marena, 20(2). The marginals can assume specific parametric forms or they 
can be estimated nonparametrically using the empirical distributions. 
Consider the return of an equally weighted two-asset portfolio. Let the returns 
of the two risky assets be given by X and Y such that the portfolio return, denoted 
by Z, is given by Z = O.5X + O.5Y. Furthermore let Xl = 0.5X and Y1 = O.5Y 
with marginals denoted by P(Xl) and G(Yl) respectively, assumed to be known or 
estimated. The portfolio return is then given by Z = Xl + Yi. As noted in Chapter 
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E I. As a result, the distribution function of the portfolio return is also bounded as 
follows (Luciano and Marena, 2002; Cherubini et al., 2004, p.85): 
Hdz) ::; H(z) ::; Hu(z) (3.8) 
where HL(') and Hu(.) are the distribution functions defined by: 
max{F(xd + C(z - Xl) - 1, O} 
xElR 
min{F(xd + C(z - xd, I}. 
xElR 
Further, the VaR of the portfolio at the 100(1 - 0:)% level of confidence is in turn 
bounded as follows: 
VaRu(o:) ::; VaR(o:) ::; VaRL(O:) (3.9) 
where VaRu(o:) and VaRL(O:) are the VaRs of the distribution functions Hu and 
HL respectively, computed at the 100(1 - 0:)% confidence level. This implies that 
VaRu(o:) and VaRdo:) can be obtained as the o:%-quantiles of Hu(z) and HL(z) 
respectively. 
The lower VaR bound, VaRu(o:) , is of greater interest compared to the upper bound, 
VaRL(O:) , from a risk exposure point of view as it represents "a 'worst-case sce-
nario' at a given confidence level" (Luciano and Marena, 2002, p.632). However, 
the VaR bounds may also be regarded as a benchmark interval within which all 
copula-based intervals for a VaR estimate must fall so both the lower and the upper 
bounds are useful. 
In order to calculate the quantiles of Hu(z) and HL(Z), their inverses need to be 
computed. In some cases this can be achieved analytically as shown in an example 
in Cherubini et al. (2004, p.85). However for the general case, Williamson and 
Downs (1990) provide an algorithm to compute the inverses of Hu(z) and Hdz) for 
a particular value of 0:, 0 ::; 0: ::; 1, which is given by: 
Hil(o:) 
H[-/(o:) 
min [Fx~l(t) + C~/(o: - t + 1)] 
tE[a,~ . 
max [Fx~l(t) + C;/(o: - t)] 
tE[O,o:] 
where Fx~lC.) and C;/C.) are the inverse distribution functions of Xl and YI re-
spectively. Furthermore, Williamson and Downs (1990) propose a numerical and 
efficient way of evaluating the above inverses to any specified degree of accuracy 
using a discrete maximisation procedure as shown below: 
Hi
l C ~1) -
Hu 1 (~) 
min [F- 1 (j + 1) + C-1 (i -j + 1)] 
iE[i,N-l] Xl N YI N 
max [F- 1 (.j ) + c-1 (i - j)] 
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for 0 ~ ij:/, t ~ 1 where 0 ~ i ~ Nand i and N can only take integer values. 
For example, consider the computation of the VaR bounds at the 95% confidence 
level. To compute Hi 1(0.05), i and N in expression (3.10) can be set to 4 and 100 
respectively, these being the minimum values i and N can take. Similarly, to com-
pute Hu 1 (0.05), i and N in expression (3.11) can be set to 5 and 100 respectively. 
The accuracy of these inverse functions can be increased by increasing N and setting 
(i + 1) = No: and i = No: for Hi l and Hu l respectively such that (i + 1) and i 
are integers. For example, a more accurate evaluation of Hi 1 (0.05) is obtained by 
setting i and N to 4999 and 105 respectively and to evaluate Hu 1 (0.05), i and N 
are set to 5000 and 105 respectively. 
According to Luciano and Marena (2002), the calculation of VaR bounds as de-
scribed above is not exposed to model risk since no assumptions are made about the 
joint distribution of the assets. In addition, through the work of Williamson and 
Downs (1990), the methodology is not computationally intensive. 
Note that once the VaR bounds have been computed, there is no clear way of 
estimating the corresponding ES bounds other than using simulation or integration 











he simulation study 
The aim of this mini-dissertation is to investigate a copula-based Monte Carlo ap-
proach to estimating the Value-at-Risk (VaR) and the expected shortfall (ES) of a 
portfolio of two risky assets using three different estimation techniques. As outlined 
in Chapter 2, the three most common methods of estimating the copula parameter 
are maximum likelihood estimation (MLE), inference function for margins (IFM) 
and canonical maximum likelihood (CML). Each method will yield a different esti-
mate of the parameter of the copula and different estimates of the parameters of the 
marginals which will in turn yield different estimates of the VaR and the ES risk 
measures. Therefore, for a particular portfolio, there will be in total three estimates 
of its VaR and three estimates of its ES. To compare, make inferences and evaluate 
these estimates, a simulation study has been performed using MATLAB Version 7.3 
(R2006b). The simulation study is described in detail in this chapter. 
4.1 The objectives of the simulation process 
In the simulation study, two copulas have been considered, namely the Frank and 
the Gaussian copulas with normal and Student's t distributed marginals. The three 
main objectives of the simulation study are: 
1. To investigate the properties of the VaR and the ES estimates obtained from 
the three estimation methods of the parameter of the copula. 
2. To evaluate the performance of the three VaR and the three ES estimates. 
3. To compare the VaR and the ES estimates obtained from the Frank and Gaus-
sian copulas with normal and Student's t distributed marginals. 
To investigate the properties of the VaR and ES estimates, a single simulated data 
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hand, the performance of the estimates has been evaluated by simulating repeatedly 
and examining the bias and the mean squared error (MSE) of the VaR and ES 
estimates. The third objective has been achieved by repeating the simulation study 
with a different copula and different marginal distributions. 
4.2 Scenario 
The portfolio 
The portfolio has been assumed to consist of two equally weighted risky assets. 
The return of the portfolio denoted by the random variable Z is therefore given by 
Z = 0.5X +0.5Y where X and Yare the log returns of the two risky assets. The aim 
of the study was to compute the VaR and the ES of this portfolio from simulated 
data at the 95% confidence level using the three different estimation techniques of 
the copula parameter, namely MLE, IFM and CML. 
The distribution of the assets 
1. As the focus of the mini-dissertation was on the modelling of the dependence 
structure rather than on the univariate distributions of the risky assets, the 
marginals of the latter have been assumed to be of the same type, either 
standard normal or Student's t distributed. The Student's t distribution was 
taken to have either 10 degrees of freedom or, to represent a more pronounced 
fat tail, 5 degrees of freedom. 
2. Two copulas have been considered one of which is the Gaussian copula and 
the other an Archimedean copula, namely the Frank copula. Furthermore, the 
parameters of the two copulas have been assigned values which correspond to 
a low dependence, with Kendall's tau equal to 0.2139 and a high dependence 
with Kendall's tau equal to 0.6658. For the Frank copula, this is equivalent to 
the dependence parameter () being assigned the values 2 and 10 respectively. 
For the Gaussian copula, this corresponds to the dependence parameter p 
being assigned the values 0.3297 and 0.8653 respectively. 
3. To mimic reality, all the variables of interest, namely the parameter of the 
copula and the parameters of the marginal distribution functions of the log 
returns of the two risky assets in the portfolio, have been assumed to be un-
known. Specifically, let O:x and O:y represent the parameter(s) of the marginal 
distributions of X and Y respectively. Therefore for the normally distributed 
marginals, the parameters O:x = (/1x, u;) and O:y = (/1Yl u~) were assumed to 
be unknown where lix, /1y are the means and u;, u; are the variances of X 
and Y respectively. For the Student's t distributed marginals, the parameters 
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of freedom of X and Y respectively. Furthermore, the copula parameters e 
and p were also assumed to be unknown. 
Twelve scenarios in terms of copulas and marginals thus arose and these scenarios 
are numbered 1,2, ... ,12 as shown in Table 4.1. 
Frank Copula Gaussian Copula 
0=2 0=10 p = 0.3297 p = 0.8653 
XrvN(0,1) 1 2 3 4 
YrvN(O,l) 
X",t5 5 6 7 8 
Y '"'-'t5 
X"-'tlO 9 10 11 12 
XrvtlO 
Table 4.1: The twelve scenarios that were used in the simulation study. 
4.3 Procedures 
Before describing the full simulation process, the basic procedures that were used 
in that process are outlined in this section. These are the procedures for simulation 
from a given copula, estimation of the parameters of the copula and marginals and 
computation of the VaR and ES. 
Procedure 1: Simulation 
Suppose that the marginal distribution functions of X and Y, denoted by F(x) 
and G(y) respectively with corresponding parameters ax and a y) as well as the 
copula function, denoted by C with parameter (J, are given. Then the simulation 
procedure involved the following steps: 
. 1. Random pairs (Ui' Vi)' i = 1, ... , N, where N is the total number of observa-
tions, were simulated from the copula C. This was done in MATLAB using 
the copularnd. m routine which is available in the Statistics Toolbox. 
2. The pairs of log returns (Xi, Yi) were then computed as Xi = F- 1 (Ui) and Yi = 
G-1(Vi), i = 1, ... , N, where F-1 and G-1 are the inverses of the distribution 
functions of X and Y respectively. MATLAB has built-in routines which 
evaluate the inverse of a wide selection of distribution functions including 
those of the normal distribution with the routine norminv . m and the Student's 
t distribution with the routine tinv.m. If the pairs (Ui' Vi) were assumed to 
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obtained directly by computing the inverse of their empirical distributions, 
that is Xi = F-1 (Ui) and Yi = a-I (Vi) where F-1 and a-I are the inverses of 
the empirical distributions of X and Y respectively. 
Procedure 2: Estimation 
Suppose that the copula function C, whose density function is given by c, and 
the marginals, specified by the distribution functions F(x) and G(y) with parame-
ters ax and a y respectively, have to be fitted to a given data set which comprises 
of "real" pairs of log returns (Xi, Yi) for i = 1, ... ,N. Furthermore, let the density 
functions of the log returns of X and Y be denoted by f(x) and g(y) respectively. 
Then the three estimation methods, namely MLE, IFM and CML were used and 
the procedures are as follows: 
1. The MLE estimates were obtained by a global maximisation of the log-likelihood 
function given by -Z:::;:1 log[c (F(Xi; ax), G(Yi; a y ); e)) f (.1:i; ax )g(Yi; a y ) 1 to yield 
¢MLE = (O:X(MLE)'O:Y(A1LE),i}MLE y. The density function of the copula has 
been evaluated in MATLAB using the eopulapdf.m routine. MATLAB also 
has built-in routines to evaluate the density and distribution functions of the 
normal and the Student's t distributions given by normpdf .m, and normedf.m 
and by tpdf . m and tedf . m respectively. 
2. The IFM estimates of the parameters, ¢IFM = (O:x(IFM) , O:y(IFM), B1FM )', have 
been obtained by firstly separately fitting the marginals to the data Xi and to 
the data Yi for i = 1, ... , N, and specifically by finding the maximum likeli-
hood estimates of their parameters as tl:x(IFM) and O:y(IFA1) respectively. These 
estimates were then plugged into the log-likelihood function which is given by 
-Z:::;:llog c (F (Xi; O:x(IFM») ,G (Yi; O:y(IFM») ; e), and the latter was optimised 
with respect to e to yield the IFM estimate of the copula parameter. 
3. The CML estimate of the parameter of the copula, i}CML, was obtained by 
firstly computing the empirical distributions of the data Xi and of the data Yi, 
i = 1, ... , N, as F(x) and a(y) respectively and then plugging these into the 
log-likelihood function given by -Z:::;:llog[c{F(Xi), a(Yi)}; e] and maximising 
the latter with respect to e. 
The log-likelihood functions were optimised by using the MATLAB minimisation 
routines, fmincon. m or fminunc. m, such that the negative of the log-likelihood func-
tion was minimised. 
Procedure 3: Computation of the VaR and ES 
The VaR and ES of the two-asset portfolio at the 95% confidence level were com-
puted by using the copula-based Monte Carlo approach discussed in Section 3.4.2. 
The parameters of the marginals and the copula function were assumed to be given 
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1. Simulate d pairs (Xi, Yi), i = 1, ... ,d, from the joint distribution function of 
X and Y, as described in the simulation procedure, that is Procedure 1. 
2. Calculate the portfolio log returns as: 
Zi = O.5Xi + O.5Yi for i = 1,2, ... ) d. 
3. Compute the VaR and ES at the 95% confidence level as follows: 
(i) Compute the 95% VaR as the 5%-quantile of the profit and loss distribu-
tion of Zi using the quantile.m routine in MATLAB. 
(ii) Compute the 95% ES as follows: 
ES = L::~=l Zi I (Zi :s; VaR) 
L::~=l I (Zi :s; VaR) 
where VaR is that calculated in (a) and the indicator function J(e) = 1 
if the statement e is true and 0 otherwise. 
The algorithm for the computation of the VaR and ES is summarised as a flowchart 
in Figure 4.1. 
Simulate d pairs (u. , v.) 
from the given copul~ 
.1 
Compute the log returns (x , y) 
using the given parameter~ of 
their marginaJs 
J-
Compute the simulated 
returns of the portfolio 
.1 
Compute the VaR and 
ES at the given 
confidence level 
Figure 4.1: Flowchart of the computation of the VaR and ES of the two-asset 
portfolio. 
4.4 Properties of the estimators 
The simulation process is illustrated with Scenario 1, for which the marginal dis-
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normal and the dependence structure was modelled through the Frank copula with 
0=2. For the other scenarios, as given in Table 4.1, the same algorithms were used 
except that the copula and the marginal distributions varied accordingly. These 
algorithms are presented in three stages, which were the building blocks for all the 
twelve scenarios. 
4.4.1 Stage 1: Generate a "real" data set 
Scenario 1 was assumed to be true and the "real" data set as described by Procedure 
1 was generated using the true parameters of the copula and the marginals. That is, 
N = 1000 random pairs ('ni' Vi)' i = 1, ... ,N, were simulated from the Frank copula 
with 0 = 2. The pairs of log returns (Xi, Yi) were then computed where Xi = <P-1(Ui) 
and Yi = <P-1(Vi), i = 1, ... ,N. Once the real data set has been generated, it was 
assumed that the true parameters are unknown and they have to be estimated. 
4.4.2 Stage 2: Obtaining the VaR and ES estimates 
The VaR and ES estimates of the "real" data set were obtained as described in the 
following procedure: 
1. The first step was to estimate the parameters of interest of the "real" data 
set using the three estimation methods as outlined in Procedure 2. Let eMLE 
denote the MLE estimate of the parameter of the copula and let the MLE 
estimates of the mean and standard deviation of X and Y be denoted by 
ilx(MLE) and o-x(MLE) and by ily(MLE) and o-y(MLE) respectively. Similarly, let 
OJFM denote the IFM estimate of the parameter of the copula and let the 
IFM estimates of the mean and standard deviation of X and Y be denoted 
by ilx(JFA1) and Crx(JFM) and by ily(JFM) and Cry(JFM) respectively. Lastly, let 
OCML denote the CML estimate of the parameter of the copula. 
2. Using Procedure 3, each estimate of the copula parameter and the parameters 
of the marginals were then used to estimate the VaR and the ES of the two-
asset portfolio at the 95% level as follows: 
(i) Procedure 1 was used to generate simulated data sets using the parameter 
estimates of the copula and the marginals. Therefore, iJMLE1 eJFM and 
ec M L were used to separately simulate d = 1000 pairs (Ui' Vi)' i = 1, ... , d, 
from the Frank copula such that three different data sets of (Ui' Vi) were 
generated. Then for the data sets generated using the parameter esti-
mates eMLE and eJFM , the pairs of log returns, (Xi, Yi), i = 1, ... ,d, were 
correspondingly obtained as follows: 
Xi ilx(MLE) + o-x(MLE)<P- 1(Ui) and Yi = ily(MLE) + CrY(MLE)<P-l(Vi) 
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On the ot~er hand, the pairs (Ui' Vi) generated using the copula parameter 
estimate OCML, were assumed to arise from empirical distributions such 
that the corresponding log returns (Xi, Yi) were obtained as Xi = i-I (Ui) 
and Yi = C-I(Vi), for i = 1,2, ... , d. 
(ii) Then using the three different data sets of (Xi, Yi) obtained from the MLE, 
IFM and CML parameter estimates, the three estimates of VaR denoted 
by V,vILE, V1FM and VCML respectively and the three estimates of ES 
denoted byEMLE ) EIFM and ECML respectively were computed at the 
95% level as described in Procedure 3. 
The algorithm for performing Stage 1 and Stage 2 is summarised as a flowchart in 
Figure 4.2. 
True Scenario: Known 
marginals and copula 
1 
Procedure I: Generate the 
Stage! "rca I" data set of log 
retums 
J 
Procedure 2: Estimate the 
parameters using the three 
estimation methods 
Stage 2 1 
Procedure 3: Calculate VaR 





VAfLF , E,\fLF 
A , 
VIFM , EIFAf 
, ~ 
VClvfL , E (",11 L 
Figure 4.2: Flowchart of the algorithm used to perform Stage 1 and Stage 2. 
4.4.3 Stage 3: The bootstrapping process 
Once the three estimates of the VaR and the three estimates of the ES risk measures 
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confidence intervals, were investigated using the bootstrapping technique. 
Let PCb) and E.(b), where· represents MLE, IFM, CML, be the bth bootstrap VaR 
and ES estimates, for b = 1) ... ,H where B is the number of bootstraps. Given the 
'(b) Alb) "real" data set, V and E. were obtained as follows: 
1. A bootstrap sample (xi, yi), i = 1, ... , N, with replacement was taken from 
the "real" data set obtained in Stage 1. 
2. The estimates of the parameters of the marginals and the copula were calcu-
lated using Procedure 2. The MLE estimates of the marginals of X and Y and 
h 1 d t d b A (b) A (b) d eA(b) . 1 S' '1 I t e copu a are eno e y Ctx(MLE) , CtY(MLE) an MLE respectIve y. lIm ar y, 
the IFM estimates of the marginals of X and Y and the copula are denoted 
by &~~~FM)' &;~jFM) and iJJ~M respectively. Lastly, let the CML estimate of 
the copula be denoted by iJ~~1L' 
3. Using Procedure 3, PCb) and E.(b) were calculated with the estimates obtained 
from step 2. 
The bootstrap samples of the VaR and ES estimates were obtained by repeating the 
above procedure B times. MATLAB has a built-in bootstrap routine, bootstrp .m, 
which returns a sample of bootstrapped pairs (xi, y;), i = 1, ... ,N, from the speci-
fied data set and uses this sample to perform calculations specified by a user-defined 
function. In this simulation study, the number of bootstrap samples B has been 
set to 500 given that the algorithm was very computationally intensive and the size 
of each bootstrap sample N has been set to 1000. The algorithm for obtaining the 
bootstrap samples of the VaR and ES estimates is summarised as a flowchart in 
Figure 4.3. 
The bootstrap samples were then used to investigate the properties of the VaR 
and ES estimates as follows: 
1. The form of the distribution of the estimates. 
(i) The mean and standard error of the bootstrap sample of the VaR esti-
mates denoted by VB (-) and .'3 B ( p) and those of the ES estimates denoted 
by EB(-) and .'3B(E.) respectively, were computed as follows: 
B (A (b) _ )2 
2::b=l V - VBt-) 
B-1 
B (A (b) - )2 
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Repeat B times 
"Real" data set 
1 
Generate the Hh 
bootstrap sample 
1 
Procedure 2: Estimate 
I 
A (b) A (b) ()A(h) 
. ax(MLL1,ay(MLE)' MLF 
2. a~jFtvf p a~:;jFA1)' gj~!H 
''(h) 
3. () I'M L 
Procedure 3: Compute 
A(b) "(b) 
1. V AiLE' E idLE 
2 V(b) i(h) 
. IFM' iF}"i 
V"(b) E"(b) 3. (·M!. , eM!. 
I 1 
Output: The bootstrap samples for 
A A 
I. VMLlo ' E/vfH 
A A 
2. VIF}v!' E IrA! 
A A 
3. VCML ' ECMl, 
Figure 4.3: Flowchart of the algorithm used to generate the bootstrap samples for 
the VaR and ES estimates. 
(ii) The skewness and kurtosis of the bootstrap sample of the VaR estimates, 
denoted by gBe\!) and kB(V) respectively, and the ES estimates, denoted 
by gBCE.) and kBCE.) respectively, were calculated. The routines for 
computing the two statistics are available in MATLAB under the function 
names skewness. m and kurtosis. m. 
(iii) The histograms of the bootstrap samples of the VaR and ES estimates 
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2. The specifics of the VaR and ES estimates: 
(i) The estimates of the bootstrap bias of the VaR and ES estimates, denoted 
by bias rtf) and bias (E.), provide a measure of the accuracy of the 
estimates (Efron and Tibshirani, 1993, p. 125). These were calculated as 
the difference between the estimates obtained from the "real" data set 





E. - E R (.). 
(ii) The confidence intervals of the VaR and ES estimates were also computed. 
The 95% confidence interval of the VaR and ES estimates are given by: 
(C- 1(a/2), 0--1(1 - a/2)) 
where C-1(a/2) and C- 1(1- a/2) are the 2.5%-quantile and the 97.5%-
quantile of the corresponding bootstrap VaR and ES samples respectively 
(Efron and Tibshirani, 1993). 
4.4.4 Results 
The two stages described in Sections 4.4.1 and 4.4.2 were repeated for the other 
eleven scenarios and the results of the estimates of the VaR and the ES obtained 
for all the twelve scenarios are shown in Table 4.2. 
VMLE V1FM VCML EMLE EIFM ECML 
Scenario 1 -1.260 -1.393 -1.381 -1.585 -1.682 -1.683 
Scenario 2 -1.527 -1.700 -1.637 -1.896 -1.950 -1.959 
Scenario 3 -1.289 -1.360 -1.357 -1.619 -1.689 -1.577 
Scenario 4 -1.480 -1.543 -1.495 -1.959 -1.954 -1.845 
Scenario 5 -1.691 -1.737 -1.800 -2.244 -2.356 -2.403 
Scenario 6 -1.901 -1.970 -2.081 -2.552 -2.719 -2.748 
Scenario 7 -1.657 -1.664 -1.686 -2.183 -2.321 -2.076 
Scenario 8 -1.777 -1.843 -1.811 -2.571 -2.577 -2.430 
Scenario 9 -1.516 -1.543 -1.565 -1.865 -1.966 -2.004 
Scenario 10 -1.681 -1.756 -1.831 -2.151 -2.264 -2.296 
Scenario 11 -1.447 -1.484 -1.492 -1.838 -1.931 -1.787 
Scenario 12 -1.612 -1.681 -1.637 -2.199 -2.197 -2.099 
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VMLE VI PM VCML 
Scenario 1 Mean -1.347 -1.345 -1.358 
X~N(O,I) Standard error 0.003 0.003 0.003 
Y""N(O,I) Skewness -0.100 -0.145 -0.364 
()=2 Kurtosis 3.136 3.370 3.429 
Bias 0.086 -0.048 -0.024 
95% CI ( -1.482,-1.225) (-1.474,-1.224) (-1.484,-1.242) 
Scenario 2 Mean -1.603 -1.611 -1.617 
X~N(O,l) Standard error 0.003 0.003 0.003 
Y~N(O,I) Skewness -0.066 -0.243 -0.364 
() = 10 Kurtosis 3.241 3.296 3.450 
Bias 0.075 -0.089 -0.020 
95% CI ( -1.748,-1.464) ( -1.750,-1.484) (-1.761,-1.490) 
Scenario 3 Mean -1.276 -1.277 -1.287 
X""N(O,I) Standard error 0.003 0.003 0.003 
Y "'N(O,l) Skewness -0.025 -0.135 0.138 
P = 0.3297 Kurtosis 2.817 3.107 3.059 
Bias -0.013 -0.083 -0.071 
95% CI (-1.394,-1.158) (-1.405,-1.157) (-1.413,-1.154) 
Scenario 4 Mean -1.503 -1.510 -1.499 
X~N(O,I) Standard error 0.003 0.003 0.004 
Y~N(O,l) Skewness -0.083 -0.211 -0.158 
p = 0.8653 Kurtosis 2.864 3.211 3.154 
Bias 0.023 -0.032 0.004 
95% CI (-1.648,-1.357) (-1.659,-1.378) (-1.667,-1.347) 
Scenario 5 Mean -1.699 -1.703 -1.748 
X"'t5 Standard error 0.004 0.004 0.005 
Y~t5 Skewness -0.177 -0.237 -0.234 
()=2 Kurtosis 2.834 3.067 3.303 
Bia.~ 0.009 -0.034 -0.052 
95% CI (-1.873,-1.536) ( -1.876,-1.556) (-1.984,-1.539) 
Scenario 6 Mean -1.974 -1.979 -2.035 
X~5 Standard error 0.005 0.004 0.006 
Y~t5 Skewness -0.105 -0.252 -0.313 
() = 10 Kurtosis 2.939 3.081 3.166 
Bias 0.073 0.009 -0.047 
95% CI (-2.169,-1.780) (-2.157,-1.822) (-2.330,-1.792) 
Scenario 7 Mean -1.568 -1.566 -1.604 
X"'t5 Standard error 0.004 0.003 0.005 
Y "'t5 Skewness -0.200 -0.159 -0.042 
p = 0.3297 Kurtosis 2.731 3.196 3.212 
Bias -0.090 -0.098 -0.082 
95% CI (-1. 737,-1.415) (-1.733,-1.420) ( -1.818,-1.397) 
Scenario 8 Mean -1.796 -1.810 -1.819 
X""t5 Standard error 0.004 0.004 0.006 
Y",t5 Skewness -0.214 -0.187 -0.343 
P = 0.8653 Kurtosis 2.578 2.990 3.310 
Bias 0.019 -0.033 0.008 
95% CI (-1.975,-1.636) (-1.986,-1.651) ( -2.108,-1..587) 
Scenario 9 Mean -1.502 -1.503 -1.533 
X",tlO Standard error 0.003 0.003 0.004 
Y~lO Skewness -0.147 -0.126 -0.164 
(J=2 Kurtosis 2.838 2.963 3.416 
Bias -0.014 -0.040 -0.032 
95% CI (-1.638,-1.370) (-1.627,-1.388) (-1.706,-1.369) 
Scenario 10 Mean -1.750 -1.753 -1.791 
X~lO Standard error 0.003 0.003 0.004 
Y~lO Skewness -0.031 -0.255 -0.297 
() = 10 Kurtosis 2.900 3.038 3.242 
Bias 0.069 -0.003 -0.040 
95% CI (-1.897,-1.601) (-1.894,-1.629) (-1.991,-1.609) 
Scenario 11 Mean -1.406 -1.403 -1.423 
X~tlO Standard error 0.003 0.003 0.004 
Y",tlO Skewness -0.085 -0.084 0.087 
P = 0.3297 Kurtosis 2.610 3.052 3.141 
Bias -0.041 -0.081 -0.069 
95% CI (-1.529,-1.278) (-1.530,-1.287) (-1.581,-1.260) 
Scenario 12 Mean -1.641 -1.647 -1.644 
X",tlO Standard error 0.003 0.003 0.004 
Y",tlO Skewness -0.165 -0.149 -0.235 
p = 0.8653 Kurtosis 2.617 3.016 3.216 
Bias 0.029 -0.034 0.007 
95% CI (-1.785,-1.513) (-1.791,-1.518) (-1.862,-1.460) 
Table 4.3: The mean, standard error, skewness, kurtosis and bias of the three VaR 
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EMLE EIFM EeML 
Scenario 1 Mean -1.643 -1.644 -1.67.'i 
X~N(O,l) Standard error 0.003 0.003 0.003 
Y"'N(O,I) Skewness -0.088 0.015 -0.356 
0=2 Kurtosis 3.145 3.291 3.450 
Bias 0.058 -0.038 -0.009 
95% CI (-1.792,-1.508) (-1. 777,-1.512) (-1.824,-1.543) 
Scenario 2 Mean -1.916 -1.925 -1.949 
X"-'N(O,l) Standard error 0.003 0.004 0.004 
Y"-'N(O,l) Skewness -0.072 -0.027 -0.299 
() = 10 Kurtosis 3.208 :l.273 3.626 
Bias 0.020 -0.025 -0.011 
95% CI ( -2.075,-1.775) (-2.072,-1.760) (-2.111,-1.800) 
Scenario 3 Mean -1.594 -1.593 -1.593 
X"'N(O,l) Standard error 0.003 0.003 0.003 
Y",N(0,1) Skewness -0066 0.051 0.175 
p = 0.3297 Kurtosis 2.858 3.069 2.760 
Bias -0.024 -0.096 0.016 
95% CI (-1.738,-1.460) (-1.733,-1.443) (-1.720,-1.455) 
Scenario 4 Mean -1879 -1884 -1.874 
X"'N(O,I) Standard crror 0.004 0.004 0.004 
Y~N(O,l) Skewness 0.005 -0.052 -0.017 
p = 0.8653 Kurtosis 2.886 3.368 2.669 
Bias -0.080 -0.070 0.028 
95% CI (-2.046,-1.702) (-2.052,-1. 722) (-2.052,-1.683) 
Scenario 5 Mean -2.316 -2.31:l -2.348 
X~5 Standard error 0.007 0.006 0.008 
Y~5 Skewness -0.664 -0.201 -0.612 
11=2 Kurtosis 4.5:l2 2.872 4.193 
Bias 0.073 -0.044 -0.055 
95% CI (-2.631,-2.068) (-2.584,-2.065) (-2.700,-2.056) 
Scenario 6 Mean -2.643 -2.654 -2.623 
X~5 Standard error 0.007 0.006 0.007 
Y~5 Skewness -0.694 -0.159 -0.470 
11 = 10 Kurtosis 6.053 2.808 :l.584 
Bias 0.091 -0.065 -0.125 
95% CI (-2.958,-2.:l49) (-2.945,-2.387) (-2.970,-2.341) 
Scenario 7 Mean -2.134 -2.127 -2.102 
X~t5 Standard error 0.006 0.005 0.005 
Y f'Vt5 Skewness -0.365 -0.110 0.150 
P = 0.3297 Kurtosis 3.058 3.470 2.687 
Bias -0.050 -0.195 0.026 
95% CI (-2.442,-1.901) ( -2.36:l,-1.892) (-2.317,-1.871) 
Scenario 8 Mean -2.432 -2.449 -2.513 
X~5 Standard error 0.007 0.006 0.008 
Y"'t5 Skewness -0.312 -0.207 -0.104 
p = 0.8653 Kurtosis 2.977 3.170 2.690 
Bias -0.140 -0.127 0.083 
95% CI ( -2.742,-2.163) (-2.727,-2.200) (-2.877,-2.149) 
Scenario 9 Mean -1.919 -1.919 -1.949 
X",tlO Standard error 0.004 0.004 0.005 
Y "-'tlO Skewness -0.308 -OlJ86 -0.:l83 
11=2 Kurtosis 3.114 2.792 3.887 
Bia.s 0.054 -0.047 -0.055 
95% CI (-2.109,-1.755) (-2.084,-1. 760) (-2.160,-1.753) 
Scenario 10 Mean -2.196 -2.205 -2.204 
X"'tlO Standard error 0.004 0.004 0.005 
Y~tlO Skewness -0.142 -0.050 -0.a41 
0=10 Kurtosis 3.038 2.714 3.450 
Bias 0.045 -0.059 -0.093 
95% CI ( -2.386,-2.006) (-2.372,-2.040) (-2.421,-2.018) 
Scenario 11 Mean -1.810 -1.804 -1.807 
X",tlO Standard error 0.004 0.004 0.004 
Y "'tlO Skewness -0.264 0.107 0.163 
P = 0.3297 Kurtosis 2.953 3.354 2.714 
Bias -0.027 -0.127 0.021 
95% CI (-1.991,-1.657) (-1.960,-1.6:l8) (-1.970,-1.6aO) 
Scenario 12 Mean -2.106 -2.110 -2.147 
X",tlO Standard error 0.004 0.004 0.006 
Y "-'tlO Skewness -0.196 -0.122 -0.06:l 
P = 0.8653 Kurtosis 2.750 3.171 2.679 
Bias -0.093 -0.086 0.049 
95% CI ( -2.:l03,-1.9:36) (-2.291,-1.940) (-2.401,-1.886) 
Table 4.4: The mean, standard error, skewness, kurtosis and bias of the three ES 
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From the results, the following observations can be made about the VaR and the 
ES estimates: 
1. The VaR and the ES estimates obtained from the three estimation meth-
ods are all similar, specially the MLE and the IFM estimates. In fact, the 
bootstrapped mean of the ES estimates computed using the MLE and IFM 
methodology for Scenario 9 are identical. 
2. Relative to the bootstrapped mean, the standard error of the VaR and the 
ES estimates is small, which implies that there is little variability in the boot-
strapped VaR and ES estimates. 
3. In most cases, the VaR and the ES estimates are slightly negatively skewed 
but in some cases they are slightly positively skewed as shown in Table 4.3 
and Table 4.4 and in Figure 4.4. 
4. The kurtosis of all the VaR and ES estimates are close to 3 in all scenarios 
except in Scenario 6 where the kurtosis of EMLE is 6.053. 
5. The CML method yielded the least biased VaR estimates in six scenarios and 
the least biased ES estimates in seven scenarios. The VaR and ES estimates 
obtained from the MLE method were the least biased in four scenarios and 
two scenarios respectively. The VaR and ES estimates obtained from the IFM 
method were the least biased in two scenarios and three scenarios respectively. 
The VaR bounds described in Section 3.5 were used here as a benchmark interval to 
compare the confidence intervals of the VaR estimates obtained from the bootstrap-
ping process. Note that it is not the aim of this mini-dissertation to investigate the 
properties of the VaR bounds and thus their computations were restricted to the 
known marginals, that is N(O,l), t5 and tlO' Let T = X + Y such that the portfolio 
return is given by Z = T /2. This implies that: 
Pr(Z ::; z) = Pr(T::; 2z} 
HT (2z) 
where HT (.) is the distribution function of T. Therefore, for a particular value of a, 
o < a < 1, z = 0.5Hil(a), where Hire) is the inverse of the distribution function 
of T. Therefore, the 95% VaR bounds of the two-asset portfolio whose return is 
given by the random variable Z were obtained by computing the 95% VaR bounds 
of T and then dividing the lower and upper VaR bounds of T by two. The 95% VaR 
bounds of T were computed by using the Williamson and Downs (1990) method 
outlined in Section 3.5, as follows: 
1. Appropriate values of i and N to be used in Equations (3.10) and (3.11) for 
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2. The inverse functions (3.10) and (3.11) were evaluated using the true param-
eter values of the marginals. Furthermore, instead of Px~l and G~l, p-l and 
G-1 , which are the inverse distribution function of X and Y, were used. 
To obtain a good estimate of the VaR bounds at the 95% confidence level, N was 
set to 105 such that to evaluate Hi l (iJ/) as Hil(0.05), i = 4999 and to evaluate 
Hr/ (t) as Hi/(0.05), i = 5000. The VaR bounds obtained using the marginals 
distributed as N(O,l) are (-1.960, 0.063) and they are used as a benchmark interval 
for the confidence intervals of the VaR estimates for Scenario 1 to Scenario 4. The 
VaR bounds obtained using the marginals distributed as t5 are (-2.571, 0.066) and 
they are used as a benchmark interval for the confidence intervals of the VaR esti-
mates for Scenario 5 to Scenario 8. The VaR bounds obtained using the marginals 
distributed as t10 are (-2.228, 0.064) and they are used as a benchmark interval for 
the confidence intervals of the VaR estimates for Scenario 9 to Scenario 12. It can 
be observed that in all scenarios, the bootstrap confidence intervals fall well inside 
the corresponding VaR bounds. 
Furthermore, comparing the VaR and the ES estimates across the twelve scenar-
ios, the following observations can be made: 
1. For the case of the same marginals and the same dependence, as measured 
by Kendall's tau, the VaR and the ES estimates obtained from the Gaussian 
copula are smaller, in absolute terms, than those obtained using the Frank 
copula. 
2. Whilst keeping the copula and the marginals constant and increasing the de-
pendence between the two risky assets, as measured by Kendall's tau, the VaR 
and the ES estimates increase. 
3. For the case of the same copula and same copula parameter but different 
marginals, different estimates of the VaR and the ES estimates are obtained. 
Specifically, the estimates of the VaR and ES obtained using the t5 marginals 
are larger, in absolute value, than the estimates obtained using the t10 marginals, 
which are in turn greater than the estimates obtained using the standard nor-
mal marginals. 
4.5 The performance of the the VaR and ES es-
timates 
4.5.1 The procedure used 
For a particular scenario, in order to investigate the performance of the VaR and ES 
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S times. Specifically, for each repetition of the simulation process, a "real" data set 
was generated and the VaR and ES estimates of this data set were estimated using 
the MLE, IFM and CML estimation methods. After each repetition of the simu-
lation process, the VaR and ES estimates were compared to the true VaR and the 
true ES, denoted by \!true and Etrue . The true VaR and the true ES were computed 
using Procedure 3 and the true parameters of the copula and the marginals. To 
obtain a good estimate of \!true and E true , d was set to 106 in Procedure 3. Let a~(\, 
a~(\ and (j~s) denote the estimates of the marginals of X, Y and the copula function 
respectively and let V(s) and E.(s) denote the VaR and ES estimate respectively, 
obtained for the 8 th simulation, s = 1, ... ,S, where· represents MLE, IFM or CML. 
The algorithm for repeating the simulation the process S times is illustrated as a 
flowchart in Figure 4.5 . 
. For a particular scenario, the performance of the generic estimators V and E. were 
evaluated as follows: 
1. The bias was computed as follows: 
bias(V) 
,\",S ( A (S) ) 




,\",S (A (s) ) 
6 8 =1 E. - E true 
S 
(4.2) 
2. The mean square error (MSE) was computed as follows: 
MSE(V) 
,\",S (A(S) )2 
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Figure 4.5: Flowchart of the algorithm used for running the simulation process S 
times. 
4.5.2 Results 
Given that the simulation process was very computationally intensive, S was set to 
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VMLE l;JFM VCML EMLE EIFM ECML 
Scenario 1 Bia.'3 0.0030 0.0023 0.0011 0.0079 0.0094 0.0071 
MSE 0.0038 0.0040 0.0033 0.0044 0.0049 0.0045 
Scenario 2 Bias 0.0054 0.0006 0.0004 0.0098 0.0088 0.0066 
MSE 0.0045 0.0048 0.0048 0.0051 0.0056 0.0058 
Scenario 3 Bias -0.0068 -0.0055 -0.0072 0.0619 0.0615 0.0614 
MSE 0.0045 0.0046 0.0040 0.0060 0.0060 0.0059 
Scenario 4 Bias -0.0085 -0.0046 -0.0055 0.0712 0.0741 0.0816 
MSE 0.0059 0.0067 0.0069 0.0080 0.0086 0.0104 
Scenario 5 Bias 0.0051 0.0025 -0.0014 0.0082 0.0161 0.0120 
MSE 0.0077 0.0078 0.0088 0.0200 0.0196 0.0226 
Scenario 6 Bias 0.0064 0.0040 -0.0018 0.0153 0.0171 0.0114 
MSE 0.0100 0.0099 0.0138 0.0259 0.0246 0.0313 
Scenario 7 Bias 0.0720 0.0753 0.0792 0.1255 0.1251 0.1352 
MSE 0.0084 0.0091 0.0100 0.0246 0.0254 0.0284 
Scenario 8 Bias 0.0863 0.0958 0.1059 0.1554 0.1702 0.1906 
MSE 0.0116 0.0145 0.0180 0.0394 0.0459 0.0599 
Scenario 9 Bias 0.0041 0.0032 0.0005 0.0097 0.0139 0.0088 
MSE 0.0046 0.0048 0.0051 0.0078 0.0081 0.0089 
Scenario 10 Bias 0.0062 0.0027 -0.0002 0.0128 0.0137 0.0084 
MSE 0.0057 0.0056 0.0079 0.0100 0.0097 0.0125 
Scenario 11 Bias 0.0567 0.0614 0.0625 0.0812 0.0819 0.0865 
MSE 0.0052 0.0058 0.0061 0.0101 0.0108 0.0117 
Scenario 12 Bias 0.0664 0.0737 0.0830 0.0964 0.1073 0.1214 
MSE 0.0068 0.0086 0.0110 0.0149 0.0180 0.0233 
Table 4.5: The bias and MSE of the VaR and ES estimates obtained by repeating 
the simulation process S = 500 times. 
The following observations can be made from the results: 
1. The MLE methodology yielded the least biased VaR and ES estimates, but 
nevertheless the bias of the VaR and ES estimates obtained from IFM and 
CML methodologies are very similar to the bias of the VaR and ES estimates 
computed using the MLE estimation method. 
2. Similarly, the MSE of the VaR and the ES estimates obtained from the MLE 
method are the smallest. However they do not differ much from the MSE of 











isk measures for a real data set 
In this chapter, the copula-based Monte Carlo approach of estimating the Value-
at-Risk (VaR) and the expected shortfall (ES) of a portfolio of two risky assets 
is illustrated with a set of real data. The portfolio consists of one stock, Anglo 
American PIc (Anglo) and a market index, the Top 40 Index (TOP 40). MATLAB 
Version 7.3 (R2006b) has been used to fit the data set and generate the results. The 
structure of the chapter is as follows. In the first section, the data set is described 
and some summary statistics are presented. The subsequent section outlines the 
procedure of selecting the marginals as well as a copula that best fits the data, 
followed by the estimation of the best-fitting copula and the estimation of the VaR 
and the ES of the portfolio. The properties of the VaR and the ES estimates are 
then investigated, using the bootstrapping technique, and the results are discussed. 
The next section involves the estimation of the VaR bounds of the portfolio and 
finally, the last section of the chapter describes the backtesting procedure used to 
evaluate the performance of the VaR estimates generated from the fitted models. 
5.1 Description of the portfolio and the data 
Five years of daily closing prices of Anglo and the TOP 40 from the 11th March 2002 
to the 7th March 2007, obtained from the database of Datastream, have been used 
such that there is a total of 1247 observations. The time span includes the period 
of high volatility which was experienced by both the domestic and international 
markets in 2002. The remainder of the time span includes the period of the bull 
market which started in the second quarter of 2003, with some periods of volatility 
and minor market corrections (Laubscher, 2007). 
Let PI,t and P2,t represent the closing prices of Anglo and the TOP 40 respectively 
at some time t. If the random variables X and Y represent the log returns of Anglo 
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are given by 
l (
PI,t) Xt = n --
PI,t-I 
-l (P2,t) Yt - n --
P2,t-l 
for t = 1, ... ,T where T = 1246 is the total sample size of log returns. The pairs 
of log returns (Xt, Yt) were assumed to be identically and independently distributed 
from a bivariate distribution, H (x, y). Furthermore, each asset was assumed to be 
equally weighted in the portfolio such that the return of the portfolio at time t, 
denoted by Zt, is given by 
Zt = 0.5xt + 0.5Yt for t = 1, ... ,T. (5.1 ) 
Some descriptive statistics of the log returns of the two assets, which have been 
computed in the MATLAB Statistics Toolbox, are presented in Table 5.1 and 
the histograms of the log returns of Anglo and the TOP 40 for the time period 
t = 1, ... ,1246, are shown in Figure 5.1. Note that the sample means of the log 
Anglo TOP 40 
Mean 0.000444 0.000591 
Standard error 0.000589 0.000342 
Coefficient of variation 46.8080 20.4248 
Skewness -0.0003 -0.1555 
Kurtosis 3.9644 5.1889 
Jarque-Bera Statistic 48.2944 253.5376 
Table 5.1: Some descriptive statistics of the log returns of Anglo and the TOP 40. 
returns of both time series have small positive values. The coefficients of variation 
show that there is variability in the log returns of Anglo and the TOP 40 relative to 
their mean for the time period under consideration. Also, the log returns of Anglo 
varies more than the TOP 40 as shown by the standard errors and the coefficients 
of variation. The time series of the log returns of Anglo and the TOP 40 are both 
slightly negatively skewed, as shown in their histograms in Figure 5.1 and in Ta-
ble 5.1. From Table 5.1, it can also be noted that both time series exhibit excess 
kurtosis which implies that they are fat-tailed. The Jarque-Bera test of normality 
rejects the null hypothesis that the time series of the log returns of the two assets 
are normally distributed since the test statistics, displayed in Table 5.1, are greater 
than the critical value of 5.943 at the 5% significance level. 
The plot of the log returns of the TOP 40 against the log returns of Anglo, that is 
Yt against Xt for t = 1, ... , 1246, is displayed in Figure 5.2. The scatter plot shows 
that there is a very high linear correlation between the two assets. In fact, Pear-
son's correlation coefficient is 0.8333, Kendall's tau is 0.6351 and Spearman's rho 
is 0.8239. Furthermore it is noted that extreme values in the log returns of Anglo 
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The aim of the study is to forecast the one-day ahead VaR and the one-day ahead 
expected shortfall of the portfolio at time t = 1246 denoted by V1247 and E1247 
respectively using copula. Therefore, the log returns (xt, Yt), t = 1, ... ,1246, were 
used to compute estimates of V1247 and E1247 denoted by "C1247 and E1247 at the 95% 
confidence level using the copula-based Monte Carlo approach. 
5.2 Selection of the marginals and the copula 
Before estimating the VaR and the ES of the portfolio, a bivariate distribution which 
adequately describes the data set had be specified. This was done by specifying the 
marginal distributions of the log returns of Anglo and the TOP 40 as well as a cop-
ula function which connects the two risky assets to form the bivariate distribution. 
As the time series of the log returns of Anglo and the TOP 40 exhibited fat tails, 
a Student's t distribution should have provided an appropriate fit. However, the 
Student's t distribution did not fit the data adequately as both time series have a 
non-zero mean and a standard deviation which is smaller than one. As a result, if 
the Student's t distribution is used as the marginal of the log returns of Anglo and 
that of the TOP 40, the nonlinear optimisation algorithm for estimating the degrees 
of freedom of the marginals and the parameter of the copula presents problems in 
convergence. Therefore the more conservative t-location scale distribution was used 
to model the marginal distribution of the two risky assets. Note that a random vari-
able X which follows a t-Iocation scale distribution, written as X rv t(/1, (7, v), where 
/1 is the location parameter, (7 > 0 is the scale parameter and v > 0 is the shape 
parameter, is such that (X; It) has a Student's t distribution with v degrees of 
freedom. The t-location scale distribution was therefore used as the marginals of 
the log returns of Anglo and the TOP 40. 
Given the wide selection of well-documented copulas that are available in the litera-
ture, the problem of selecting a suitable copula which would adequately capture the 
dependence structure between the log returns of Anglo and the TOP 40 had to be 
addressed. Because of their desirable tail dependence properties and their simplicity, 
the three Archimedean copulas introduced in Chapter 2, namely the Frank, Gum-
bel and Clayton copulas, were considered. The method introduced by Genest and 
Rivest (1993), which is discussed in Chapter 2, was used to select the best-fitting 
Archimedean copula amongst these three copulas. 
Firstly the distribution function K(z), which is defined in Equation (2.34), was 
estimated non-parametrically to yield K(z) as outlined in Section 2.6.4. Kendall's 
tau is given by 0.6351 and thus using the copulaparam.m routine in MATLAB, the 
parameter estimates of the Clayton, Frank and Gumbel copulas were obtained as 
3.482,8.950 and 2.741 respectively. Once the parameter associated with each copula 
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5.3 Estimating the risk measures of the portfolio 
Assume now that the marginals of the log returns of Anglo and the TOP 40 are 
given by the t-location scale distribution and that the .Frank copula captures their 
dependence structure. Then, the one-day ahead VaR and the one-day ahead ES of 
the two-asset portfolio have to be estimated at time t = 1246, at the 95% confidence 
level, by using the copula-based Monte Carlo approach. Therefore v1247 and E1247 
were estimated using the whole data set of log returns of Anglo and the TOP 40, 
(Xt, Yt), for t = 1, ... ,1246. However, before estimating the Value-at-Risk and the 
expected shortfall of the portfolio, the parameters of the marginals and the copula 
have to be estimated. 
5.3.1 Estimation of the marginals and the copula 
The three estimation methods discussed in this mini-dissertation, namely maximum 
likelihood estimation (MLE), inference function for margins (IFM) and canonical 
maximum likelihood (CML), were used to estimate the parameters of the marginals 
and the copula function. 
"Standardising" the log returns 
As already noted, the marginals of the log returns of the two risky assets were 
assumed to have a t-location scale distribution. However, MATLAB has built-
in routines to evaluate the distribution function, the density function Hnd the in-
verse distribution function for the Student's t distribution but not for the t-Ioc:ation 
scale distribution. Therefore, before performing the MLE and the IF1'1'1 estimation 
procedures, the l\)g returns of Anglo, Xt, and the log returns of thE' TOP 40, YI: 
t = 1, ... ,1246, \vere "standardised" such that a. t-dist.ribution could be fitted to 
the resulting data sets. Note that this did not affect the CML methodolor:;y as em-
pirical dist.ributions were used to estimate the marginals. 
TO"standardise" the log returns of Anglo and the TOP 40, the location and scale 
parameters of the two risky assets, denoted by /1x, crx and by /-Ly, cry respectively, 
have to be estimated by separately fitting a t-Iocation scale distribution to Xt and 
to yt, t = 1, ... ,1246. MATLAB has a routine, mle .m, which returns the maximum 
likelihood estimates for a wide range of distributions including the t-Iocation scale 
distribution. The parameter estimates of the mean and standard deviation of Xt 
and Yt denoted by {LX) Crx and by {Ly, Cry respectively are shown in Table 5.2. The fit 
of the t-location scale distribution to the log returns of Anglo and the TOP 40 is 
displayed in Figure 5.4. It can be observed the the distribution of the log returns 
of Anglo has fatter tails than that of the log returns of the TOP 40. The estimates 
of the location and the scale parameters were then used to adjust the log returns 
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Fitting the marginals and the copula 
For the MLE and IFM methodologies, the Frank copula was fitted to the "stan-
dardised" log returns of Anglo and the TOP 40 whose marginals were given by the 
Student's t distribution with //x and Vy degrees of freedom respectively. For the 
CML methodology, the Frank copula was fitted to the log returns of Anglo and the 
TOP 40, whose marginals were assumed to be empirically distributed. The three 
estimation procedures are outlined as follows: 
1. The MLE estimates of the parameters ;j;MLE = (VX(MLE) , Vy(MLE) , eMLE ) I 
were obtained by a global maximisation of the log-likelihood function given by 
L.:!:i6 log [c (F (X(adj)t; VX) , G (Y(adj)t; Vy ) ; e) f (X(adj)t; Vx) 9 (Y(adj)t; vy )] where 
F(.) and G(.) are the Student's t distribution functions for the log returns of 
Anglo and the TOP 40 respectively. 
2. The IFM estimates of the parameters, ;j;IFM = (VX(JFM) , Vy(JFM) , eIFM y, were 
obtained by first separately fitting a Student's t distribution to the data X(adj)t 
and Y(adj)t, t = 1, ... , 1246, and specifically by finding the maximum likelihood 
estimates of their degrees offreedom as vxU F M) and Vy(J F M) respectively, which 
were taken to be unknown. These estimates were then plugged into the log-
likelihood function, L.:!:i6 1og c (F (X(adj)t; Vx(JFM») , G (Y(adj)t; Vy(JFM») ; e) and 
the latter was optimised with respect to e to yield the IFM estimate of the 
copula parameter. 
3. The CML estimate of the parameter of the copula, eCML , was obtained by 
firstly computing the empirical distributions of the data :rt and Yt, t = 1, ... , 1246, 
given by F(Xt) and G(Xt) respectively and then plugging those into the log-
likelihood function, L.:!:i6log[c{F(Xt),G(Yt)};(i] and maximising the latter 
with respect to e. 
The parameter estimates of the marginals and the copula obtained from the MLE, 
IFM and CML estimation methods are shown in Table 5.3. Note that the parameter 
estimates computed using the three estimation methods are very similar specifically 
the MLE and the IFM parameter estimates. 
MLE IFM CML 
Vx 9.694 9.734 -
Vy 6.466 6.543 -
e 8.813 8.808 8.845 
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5.3.2 Estimation of VaR and expected shortfall 
The VaR and the expected shortfall of the two-asset portfolio were computed, at the 
95% confidence level, by using the copula-based Monte Carlo approach as discussed 
in Section 4.3. The parameter estimates obtained from the MLE, IFM and CML 
methodologies were used to estimate the two risk measures in a stepwise procedure 
as follows: 
l. Simulate 1000 pairs of log returns of Anglo and the TOP 40, that is (Xi, Vi)' 
i = 1, ... ,1000, as follows: 
(i) Using the MLE and IFM estimates of the copula parameter, eMLE and e [F M, two data sets consisting of 1000 pairs (Ui' Vi) ,i = 1, ... , 1000, 
were generated from the Frank copula using the MATLAB copularnd. m 
routine. The pairs of adjusted log returns of Anglo and the TOP 40, 
(X(acij)i' Y(adj)i) , were then computed. That is, the adjusted log returns 
were computed as X(adj)i = F-1 (Ui) and Y(adj)i = C-1(Vi), i = 1, ... ,1000, 
where F-l(.) and C-1 (.) are the inverses of the Student's t distribution 
function, using the corresponding degrees of freedom obtained from the 
MLE and IFM methodologies. The pairs of "standardised" log returns, 
(X(adj)i, Y(adj)i) , were adjusted back into the pairs of log returns, (Xi, Vi)' 
as follows: 
Xi = (X(adj)i X o-x) + {1x 
Yi = (Y(acij)i X o-y) + Fly 
where the values of the parameter estimates o-X) {1x, CJy and {1y are given 
in Table 5.2. 
(ii) The CML estimate of the copula parameter, eCML1 was used to generate 
1000 pairs (Ui' vd, i = 1, ... ,1000, from the Frank copula. To obtain 
the pairs of log returns, (Xi, Vi), the inverse of the empirical distribution 
was used, that is Xi = ft'-l(Ui) and Yi = C- 1(Vi), i = 1, ... ,1000, where 
ft'-1(.) and C-1(.) are the inverses of the empirical distribution of the log 
returns of Anglo and the TOP 40 respectively. 
2. For each of the three simulated data sets of log returns of Anglo and the TOP 
40,the portfolio return was calculated as follows: 
Zi = 0.5Xi + 0.5Yi, for i = I, ... 1 1000. 
3. The three estimates of the 95% VaR were obtained as the 5%-quantile of the 
corresponding profit and loss distribution, that is the empirical distribution of 
Zt, of the portfolio. The 95% ES estimates were computed as the average of 
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The MLE, IFM and CML estimates of the one-day ahead 95% VaR of the two-asset 
portfolio denoted by 0MLE)1247, 01FM)1247 and 0CML)1247, obtained using 1246 ob-
servations of log returns, are -0.0270, -0.0237 and -0.0241 respectively. The corre-
sponding MLE, IFM and CML estimates of the one-day ahead expected shortfall 
denoted by E(!VfLE)1247, E(lFM)1247 and E(CML)1247, computed at the 95% confidence 
level, are -0.0331, -0.0309 and -0.0320 respectively. 
5.3.3 Properties of the VaR and the ES estimates 
The bootstrapping technique was used to investigate the properties of the VaR and 
the ES estimates, specifically by generating B bootstrap samples of VaR and ES es-
timates. This was done by sampling N = 1246 pairs of log returns of Anglo and the 
TOP 40 with replacement from the pairs of observed values (Xt, Yt), t = 1, ... ,1246. 
Then the VaR and the ES of this bootstrapped data set were estimated by following 
the procedures described in Sections 5.3.1 and 5.3.2. This was repeated for B = 500 
such bootstrapped data sets to yield the bootstrapped samples of VaR estimates 
and ES estimates. 
Some descriptive statistics of the bootstrapped samples of the VaR and ES esti-
mates, as defined in Section 4.4.3, are presented in Table 5.4. It can be observed that 
the means of the bootstrapped samples obtained from the three estimation methods 
are all similar. The VaR and ES estimates computed by the MLE methodology 
vary the least, as reflected by the standard errors and the coefficients of variation. 
All VaR and ES estimates generated by the three estimation methods are slightly 
negatively skewed, &'3 shown in their histograms in Figure 5.5 and in the skewness 
coefficients in Table 5.4. The coefficients of kurtosis are close to 3. The Jarque-Bera 
test of normality does not reject the null hypothesis that the VaR and the ES esti-
mates are normally distributed for all estimates except for EUVl LE)1247 for which the 
test statistic, displayed in Table 5.1, exceeds the critical value of 5.8581 at the 5% 
significance leveL The biases of all the VaR and ES estimates are small relative to 
the estimates. 
5.4 Computing the VaR bounds 
Using the Williamson and Downs (1990) method as outlined in Section 3.5, the VaR 
bounds of the two-asset portfolio at time t = 1246 were also computed, at the 95% 
confidence level, using the 1246 observations of log returns. The bounds provide a 
worst-case scenario and were thus used as a benchmark to compare the confidence 
intervals of the VaR estimates obtained using the bootstrapping technique. 
The VaR bounds were computed by either assuming that the marginal distributions 
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V,MLEl1247 V,IFMl1247 V,CMLl1247 
Mean -0.024668 -0.024607 -0.024597 
Standard error 0.000056 0.000058 0.000061 
Coefficient of variation -0.050745 -0.052875 -0.055164 
VaR Skewness -0.031015 -0.107570 -0.113076 
Kurtosis 2.886979 2.934120 3.108366 
Jarque-Bera statistic 0.346280 1.054699 1.310173 
Bias -0.002306 0.000894 0.000476 
95% CI ( -0.027145,-0.022199) (-0.027106,-0.022147) ( -0.027318,-0.021914) 
E(MLE)1247 E(IFMJ1247 E(CML)1247 
Mean -0.031507 -0.031361 -0.031662 
Standard error 0.000075 0.000077 0.000085 
Coefficient of variation -0.053420 -0.054987 -0.060224 
ES Skewness -0.309091 -0.209901 -0.228034 
Kurtosis 3.067769 2.920765 3.142652 
J arque-Bera Statistic 8.057105 3.802330 4.757267 
Bias -0.001574 0.000463 -0.000339 
95% CI ( -0.034880,-0.028548) ( -0.034887,-0.028208) (-0.035627,-0.028084 ) 
Table 5.4: The descriptive statistics of the bootstrapped sample of the VaR and ES 
estimates. 
t = 1, ... , 1246, are Student's t distributed or by assuming that the log returns were 
empirically distributed. For the parametric estimates of the VaR bounds, the MLE 
and IFM estimates of the degrees of freedom of the "standardised" log returns of 
Anglo and the TOP 40 were used and the resulting VaR bounds are referred to as the 
MLE and the IFM bounds respectively. l<Or the MLE bounds, the estimated degrees 
of freedom of the marginals of X(adj)t and Y(adj)t are given by Vx(MLE) and Vy(MLE) 
respectively. For the IFM bounds, the estimated degrees of freedom of the marginals 
of X(adj)t and Y(adj)t are given by Vx(IFM) and Vy(IFM) respectively. The MLE and 
the IFM bounds were then computed at the 95% confidence level by evaluating the 
inverse of the two distribution functions, Ih(.) and Hu(.), at 0: = 0.05, as shown 
by Equation (3.10) and Equation (3.11) respectively. However, to "unstandardise" 
the adjusted log returns of Anglo and the TOP 40 back to their corresponding log 
returns, instead of evaluating F-1 (.) and C-l(.) in Equation (3.10) and in Equation 
(3.11), (FX(!dj)(.)ax + {Lx) and (C;(~dj)(·)ay + {Ly) were evaluated. Furthermore, 
the variable N in Equation (3.10) and Equation (3.11) was set to 105 such that to 
evaluate HZ 1 C~,t) as HZl(0.05), i = 4999 and to evaluate Hi/ (-h) as HiJ 1(0.05), 
i = 5000. The values of the parameter estimates {Lx, ax, {Ly and a y are given in Table 
5.2 and Fx(!dj) (.) and C;(~dj) (.) are the inverse of the Student's t distribution of the 



























'" E,,,,, ,, ,,, 
71 
Figure :;,5: lIi~l.o)',nllJj~ of tlH" boohtrapped smnples of Ihe VaIl alld 1:;S '"SliJrlal,"~ 
oblaiIlrx] from th" \Jl.E. IF),] and CML mel,hud~. 
The VaIl l)()nJl(l~ whid, ""('r<' COlIlput~d be' assUmiIl)', thallh" log n'lnrn~ of Anglo 
aud I,h" TOP ..10 kl<~ ~mpirically distribnted an' nof,'m'd to kl'" th<, C)'lJ, hound~, Th~ 
C\JL bO\llld~ were comput€il at Ihe %% ""ntid~nce 1<,\-,,1 hy <,\-aluHting the inverse 
of Hd.) and H, (.) al L> = (),()5, l!~ing the ~Hme yalues of i and ,V a~ ~pecified 
above, lIow,',"",. in~wad uf('vllluHting F 1(.) alld G '(,) in Equation (.,_10) and in 
Eq n;llion (3, II) rRSlwctively, the illl'erse of I,he "Jrll'iriclll ,li1;tri bution of log rpturn~ 
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The MLE, IFM and CML bounds which were estimated at the 95% confidence level 
are presented in Table 5.5. Note that the MLE and the IFM bounds are very similar 
VaR Bounds 
MLE (-0.032001,-0.002587) 
IFM ( -0.031953,-0.002599) 
CML (-0.031445,-0.002501 ) 
Table 5.5: The MLE, IFM and CML bounds which were estimated at the 95% 
confidence level. 
and that the 95% confidence intervals of VcMLE)1247, VcIFM)1247 and VcCML)1247 fall 
within the corresponding MLE, IFM and CML bounds. 
5.5 Backtesting the VaR estimates 
Once the one-day ahead VaR was estimated at the 95% confidence level, its per-
formance was evaluated using the backtesting technique. In this study, a rolling 
window of 1000 observations was used to estimate, the one-day ahead VaR, VT*+l, 
where T* = 1000, ... ,1245. The VaR estimates, VT*+l, were then compared with 
the actual profit or loss that the portfolio incurred at time (T* + 1), which was 
obtained as follows: 
ZT*+l = 0.5XT*+l + 0.5YT*+h for T* = 1000, ... ,1245. 
The performance of the expected shortfall estimate cannot be evaluated using the 
backtesting technique since comparing the mean of the losses that fall below the 
VaR estimate to the actual loss cannot be interpreted in a meaningful way. 
It was assumed that the Frank copula is the best-fitting copula and the marginals of 
the log returns of Anglo and the TOP 40 were the t-location scale distribution for 
any moving window of 1000 observations in the sample in order to compute VP+l 
for T* = 1000, ... ,1245. Therefore for a given T*: 
1. A moving window of 1000 observations was used to estimate VT*+l using the 
MLE, IFM and CML estimation methods as discussed in Sections 5.3.1 and 
5.3.2. That is, the pairs of log returns of Anglo and the TOP 40, (Xt, Yt), 
t = T* - 999, ... ,T* were used to estimate the parameters of the copula and 
the marginals, which were then used to compute VT*+l' Therefore for each 
estimation method, there is a total of 246 VaR estimates, 111001 to 111246' 
2. Once the estimate, VT*+l, was computed, a check was performed to see if the 











CHAPTER 5. RISK MEASURES FOR A REAL DATA SET 73 
This stepwise procedure was repeated for T* = 1000, ... ,1245, and for each value 
of T* the percentage of observed losses which exceeded, in absolute terms, the VaR 
estimates obtained from the three estimation methods were computed. The per-
centage of exceedance of the VaR estimates obtained from the MLE, IFM and CML 
methodologies are shown in Table 5.6. 
Exceedance Level 
Table 5.6: The exceedance level of the VaR estimates obtained from the MLE , IFM 
and CML methods. 
The results obtained are disappointing as the percentage of exceedance lies in the 
region of approximately 10% to 11% rather than close to the 5% nominal level. 
However, it can be noted that the VaR estimates obtained from the MLE method 
yielded the lowest exceedance level, which is closest to the 5% nominal level, followed 
by the VaR estimates obtained from the IFM method, followed by those obtained 
from the CML method. Possible reasons as to why the exceedance levels are not 
close to 5% are that the size of the rolling window is not big enough or that the 
Frank copula is not a good fit for the rolling window. Another reason could be that 
the number of simulations d = 1000 of log returns of Anglo and the TOP 40 are not 













In this mini-dissertation, the background to copulas and their suitability as a mea-
sure of dependence have been explored and summarised. Common families of copulas 
have been introduced together with three methods of estimating copulas, namely 
maximum likelihood estimation (MLE), inference function for margins (IFM) and 
canonical maximum likelihood (CML). Furthermore, a procedure for selecting the 
best-fitting Archimedean copula has been reviewed. 
Two popular measures of risk, namely Value-at-Risk (VaR) and expected short-
fall (ES) have been introduced. The most popular methods of computing these risk 
measures and the limitations of the risk measures have been noted. Specifically, 
the computation of Value-at-Risk and expected shortfall using copulas has been ex-
plored as well as the computation of the VaR bounds. 
A simulation study has been performed to compare the properties and perfor-
mance of the VaR and ES estimates obtained using the three estimation methods of 
the copula parameter. In the simulation study, two copulas have been considered, 
namely the Frank and the Gaussian copulas with normal and Student's t distributed 
marginals. The results show that the VaR and ES estimates obtained from the three 
estimation methods are very similar, in particular the estimates obtained from the 
MLE and IFM estimation methods. In terms of performance, the MLE estimation 
method is the preferred estimation method. However the biases and MSE of the 
VaR and ES estimates obtained from the IFM method are almost identical and in 
some cases smaller than those of the estimates obtained from the MLE method. 
The CML method also yielded satisfactory results and the estimates were easily 
computed and were similar to the MLE estimates. However the simulation results 
also showed that using the CML method may come at the cost of the performance 
of the estimates. 
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the VaR and the ES of a portfolio of two equally weighted risky assets, namely An-
glo and the Top 40 Index. The properties of the VaR and ES estimates have been 
investigated and the VaR bounds of the portfolio have been computed. The back-
testing technique has been used to evaluate the performance of the VaR estimates 
generated from the fitted models. However, the results obtained were somewhat 
disappointing in that the percentage of exceedance levels of the VaR estimates were 
not close to the 5% nominal level. 
Recommendations and future work 
The following recommendations can be made: 
1. Given that the MLE methodology is very computationally intensive and the 
attendant nonlinear optimisation routine can easily run into convergence prob-
lems, the IFM methodology provides a robust alterative to the MLE. 
2. In practice, the marginals of the returns of assets are generally unknown and as 
a result, the VaR and ES estimates obtained from the MLE and IFM methods 
can suffer from model misspecification. Furthermore, as demonstrated by the 
real data set, it can be computationally difficult to fit the marginals to the 
data. Therefore, in practice the CML estimation method provides a robust 
alternative to the MLE and IFM methodologies, but it may come at the cost 
of the performance of the VaR and ES estimates. 
Concerning future work, the following suggestions which are beyond the scope of 
this mini-dissertation can be made: 
1. Further research needs to be done on the backtesting procedure. For example, 
the number of simulations for estimating the VaR or the size of the rolling 
window can be increased to investigate whether there is an improvement in 
the results. 
2. The coverage of the confidence intervals provided by the bootstrap samples 
of the MLE, IFM and CML estimates can be computed to further investigate 
the performance of the three estimation methods. 
3. The robustness of the VaR and ES estimates to misspecification of both the 
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