Introduction
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soil to take samples.
86
In an earlier paper (Li et al., 2013) we described the Tikhonov regularization for 87 converting the instrumental responses of the EM38 to EC a at ten depths in the soil in 88 a 2.2-ha field that had been empoldered in 1996. We then modelled the 89 three-dimensional variation in EC a as a series of correlated two-dimensional 90 regionalized variables, one variable for each of the ten depths down to 1.1 m, and 91 kriged the EC a on a fine grid at those depths. We displayed the kriged predictions as 92 a series of maps of EC, and built from the bottom upwards a three-dimensional block 93 diagram. Since measurements from different depths were treated as different 94 variables, discontinuities were evident in the predicted vertical profiles and EC a could 95 not be predicted at depths where it was not measured.
96
The results revealed a trend in salinity across the field. In a second paper (Li et 97 al., 2105) , for which we had many more measurements in the topsoil, we were able to 98 treat the data as the outcome of a linear mixed model (LMM) comprising both a 99 fixed effect of the trend and a random residual from it and to estimate the 100 parameters of the model by residual maximum likelihood (reml). Then by universal 101 kriging we predicted the salinity at the nodes of a fine grid for mapping. Figure 7 of the paper by Li et al. (2013) also showed what appeared to be a 103 general increase in salinity with increasing depth. In an independent study in an 104 adjacent field the authors found that in five of the nine profiles they measured there 105 was indeed a steady increase in conductivity.
106
Our aim now is to model the full three-dimensional variation in salinity, taking 107 into account both the lateral and vertical trends, and to use whatever models we fit 108 to predict the salinity in the three dimensions by kriging. 
113
At each position, the readings were made using EM38 instruments with the coil are proportional to the mean EC a across all ten depths. These values of EC a and 123 their spatial coordinates comprise the data for our study. We use the following 124 notation in referring them.
125
We denote by the vector z of length n the full set of n = 560 observations from 126 n s = 56 sites at n d = 10 depths. We denote the spatial coordinates at which the 127 observations were made by x ≡ {x, y, d} in which x and y are the two lateral 128 dimensions and d is depth.
As above, z denotes the vector of the n = 560 observations. In addition M is the 139 design matrix of the fixed effects; β is the parameter vector for those effects and u is 140 the vector of random effects which are realizations of a multivariate Gaussian random 141 process with mean zero and covariance matrix C.
142
In the two-dimensional LMM of Li et al. (2015) for salinity in the top 10 cm of 143 soil the best-fitting model had a quadratic spatial trend in the fixed effects (i.e. the 144 columns of the M matrix were 1s, x, y, x 2 , y 2 and xy, as displayed in Figure 1 
where L is the likelihood and k is the number of parameters in the model (Akaike, 172 1973 ). The preferred model is the one with the smallest AIC; we consider it the best 173 compromise between quality of fit to the data and the model's complexity (number of 174 parameters).
175
We have cross-validated the models by the leave-one-out method and calculated 176 the standardized prediction errors:
where z i is the observation at site i, Z i is the kriged prediction at site i when z i is 178 excluded from the kriging predictor, and σ 2 K (i) is the corresponding kriging variance.
179
If the errors are normally distributed then the θ i will be a realization of a 180 standardized chi-squared distribution with one degree of freedom. between EC a and d (Fig. 2) . We compare various covariance functions. In the 187 discussion below we denote authorized covariance functions of (i) horizontal lag, (ii) 188 vertical lag and (iii) horizontal and vertical lag by C H , C V and C HV respectively.
189
Our initial covariance model is a second-order stationary Matérn function 190 (Matérn, 1960; Marchant and Lark, 2007) :
where c 0 is the nugget variance, c 1 is the sill variance of the correlated structure, a is 
195
Though this isotropic model is our starting point, we recognize that it is highly 196 unlikely to be optimal, for that would imply identical covariance functions for the 197 horizontal and vertical dimensions. The variation is almost certain to be anisotropic.
198
Anisotropy is commonly accommodated in covariance functions via an affine 199 transformation:
Here, h and v are the lags in the horizontal and vertical dimensions, which are of independent spatial and temporal correlation functions is rather limiting.
213
Therefore several non-separable models have been proposed. Two of the most widely 214 used (written in terms of horizontal and vertical rather than spatial and temporal 215 lags) are the sum metric model:
and the product sum model:
where k > 0 is a parameter. Both of these models permit different sills and distance 218 parameters in the horizontal and vertical dimensions, and they account for the 219 dependence between the spatial correlations in each dimension.
220
All of the models described so far require the assumption that the random effects 221 are stationary. This means that the covariances are functions of the lags between 222 pairs of points and only of the lags; they do not depend on the specific locations of 223 the points. A further complication in our study is that not only is there a trend of 224 increasing EC a down the profile but also an increase in the variance-see Fig. 2 
Results
246
The summary validation statistics for the model with stationary isotropic random 247 effects might be considered acceptable (Table 1 ). The mean square deviation ratio,
248
MSDR, is 1.00, and the medSDR is 0.29.
249
Including geometric anisotropy in the models, however, diminishes the AIC method-of-moments point estimates in all dimensions (Fig. 3) . These point estimates, near the surface of the soil and to under-estimate it at greater depths. We also see 259 that the MSDR is considerably less than 1 near the surface and considerably greater 260 than 1 for great depths (Fig. 5) .
261
We could overcome some of these shortcomings by using non-stationary The primary difference in the three-dimensional case is the potential for more for each depth and we established that this assumption should be relaxed.
293
We could identify the best fitting model from our list of candidate models.
294
However, the fit was by no means perfect. The medSPE was rather less than 0.45 and 295 there were still some depths where the MSDR deviated from 1. This indicates that 296 further generalizations of the geostatistical model might be required.
297
In Fig However, the true value in our statistical model is that we have increased
304
confidence that the uncertainty of our predictions has been reliably quantified.
305
Therefore farmers can account for this uncertainty when they decide whether or not 306 to grow rice. For example, rather than considering the expected EC a it might be 307 relevant to explore the risk or probability that the soil salinity exceeds a critical 308 threshold at each location. The FAO (1976) suggests that soil salinity equivalent to 309 an EC a of 123 mS m −1 is likely to lead to a 25 % reduction in rice yield compared 310 with non-saline soil. Since the kriging predictor yields both a prediction of EC a and 311 an estimate of the prediction interval at each point in the field we can easily 312 determine the probability that this threshold is exceeded (Fig 7) . Thus we see that in 313 the majority of the field and particularly at depth it is very likely that salinity will 314 lead to loss of yield. 
385
The d i for i = 1, 2, . . . , 10 are the depths at which EC a was observed, and the α i are 386 parameters.
387
