Dual first-order methods are essential techniques for large-scale constrained convex optimization. However, when recovering the primal solutions, we need T ( −2 ) iterations to achieve an -optimal primal solution when we apply an algorithm to the non-strongly convex dual problem with T ( −1 ) iterations to achieve an -optimal dual solution, where T (x) can be x or √ x. In this paper, we prove the equal O 1 √ iteration complexity of the primal solutions and dual solutions for the accelerated randomized dual coordinate ascent. When the dual function further satisfies the weak strong convexity condition, we establish the linear O log 1 iteration complexity for both the primal solutions and dual solutions. When applied to the regularized empirical risk minimization problem, we prove the iteration complexity of O n log n + n in both primal space and dual space, where n is the number of samples. Our result takes out the log 1 factor compared with the methods based on smoothing/regularization or Catalyst reduction. As far as we know, this is the first time that the optimal O n iteration complexity in the primal space is established for the dual based stochastic algorithms. We also establish the accelerated linear complexity for some problems with nonsmooth loss, i.e., the least absolute deviation and SVM.
Introduction
In this paper, we study the following structured constrained convex optimization problem:
where A ∈ R t×n , B ∈ R p×t , each φ i and g i is convex and f is µ-strongly convex. Both f and φ i can be non-differentiable. Problem (1) is actually very general to incorporate many existing problems in machine learning. When φ = 0, problem (1) reduces to the general convex programming studied in the optimization community:
s.t.
Bx + b = 0,
Applications of problem (2) can be found in [Boyd and Vandenberghe, 2004] . When dropping the constraints, problem (1) becomes the regularized empirical risk minimization (ERM) problem associated with linear predictors:
The ERM problem is widely used in machine learning. Please see Zhang, 2013, 2016] for examples. In problems (1) and (3), each column of A represents a data point. φ i can be the loss function, e.g., φ i (y) = |y| for the absolute deviation and φ i (y) = max{0, 1 − l i y} for SVM, where l i ∈ {±1} is the label for the i-th data. f is often (but not limited to) the regularizer, e.g., the L 2 regularization of f (x) = x 2 2
and L 1 -L 2 regularization of f (x) = x 2 2 + σ x 1 . Due to the complicated constraints, people often do not solve problem (1) directly. Instead, they solve its dual problem by introducing the Lagrangian function. Many first-order methods can be used to solve the dual problem, e.g., the dual full gradient ascent (DFGA) [Tseng, 1990] , the accelerated DFGA (ADFGA) [Beck and Teboulle, 2014, Huang et al., 2013] , the randomized dual coordinate ascent (RDCA) [Nesterov, 2012 , Lu and Xiao, 2015 , Richtárik and Takáč, 2014 , Shalev-Shwartz and Zhang, 2013 and the accelerated RDCA (ARDCA) [Nesterov, 2012 , Fercoq and Richtárik, 2015 , Lin et al., 2015b , Shalev-Shwartz and Zhang, 2016 1 .
They need O
1 , O
and O 1 iteration complexity in the primal space to find an -optimal solution. Dünner et al. [2016] proved the similar algorithm independent results for problem (3). Kim and Fessler [2016] proved the O 1 2/3 iteration complexity to achieve an -optimal primal solution for the deterministic accelerated full gradient methods for problem (3).
Some researchers used regularization/smoothing to improve the iteration complexity of the primal solutions. They added a small regularization term u 2 to the dual function to smooth the primal objective and solved a regularized dual problem by some algorithm with linear convergence rate. Devolder et al. [2012] applied ADFGA to a smoothed problem of (2) and Necoara and Patrascu [2016] used ADFGA to solve a regularized dual problem of conic convex programming. However, they established the suboptimal iteration complexity of O 1 √ log 1 to achieve an -optimal primal solution recovered from the last dual iterate, which has an additional log 1 factor. The drawback of this strategy in practice is that it needs to choose the parameter in advance, which is related to the target accuracy. It is desirable to develop direct support for problems with non-smooth primal objective or non-strongly convex dual objective.
Other researchers improved the iteration complexities of DFGA and ADFGA in the primal space via averaging the primal solutions appropriately. Tseng [2008] studied the problem of min x max v ψ(x, v) + P (x) and established the O 1 √ iteration complexity measured by the duality gap for the accelerated full gradient method. Necoara and Nedelcu [2014] and Patrinos and Bemporad [2013] used Tseng [2008] 's result for ADFGA to solve the embedded linear model predictive control problem, which is a special case of problem (2). Necoara and Patrascu [2016] proved the O 1 iteration complexity for DFGA and O 1 √ iteration complexity for ADFGA to achieve an -optimal averaged primal solution for conic convex programming. None of them studied the general problem (1) and none of them studied the methods based on randomized dual coordinate ascent.
The randomized coordinate descent and its accelerated version have received extensive attention recently for solving large-scale optimization problems since it can break down the problem into smaller pieces. ShalevShwartz and Zhang [2013] showed that the Stochastic Dual Coordinate Ascent (SDCA) needs O n log n + 1 iterations to reach an -optimal solution in both the primal space and dual space for problem (3). ShalevShwartz and Zhang [2016] then developed an accelerated SDCA (ASDCA) and obtained the suboptimal iteration complexity of O n + n log 1 to achieve an -optimal primal solution via solving a regularized dual problem , which has the additional log 1 factor due to the smoothing/regularization technique. Catalyst [Lin et al., 2015a] , a general scheme for accelerating first-order optimization methods, also yields the additional log 1 factor. The Accelerated randomized Proximal Coordinate Gradient (APCG) method [Lin et al., 2015b] is another famous method for problem (3), which needs O n √ iterations to find a dual solution in accuracy. However, the sublinear complexity in the primal space is not established in [Lin et al., 2015b] . Zhang and Xiao [2017] proposed a Stochastic Primal-Dual Coordinate method (SPDC) and Lan and Zhou [2017] proposed a Randomized Primal-Dual Gradient method (RPDG) for problem (3). They smoothed φ i and achieved the iteration complexity of O n + n log 1 . When φ i has 1 γ -Lipschitz continuous gradient, ASDCA, APCG, SPDC and RPDG all have the accelerated linear complexity of O n + n γµ log 1 .
Contributions
In this paper, we study the iteration complexity of the primal solutions when using ARDCA to solve the non-strongly convex dual problem. Specifically, we aim to prove that the complexity of the primal solutions is equal to that of the dual solutions. For the general problem (1), when applying ARDCA to solve its dual problem, we prove the O n √ iteration complexity of the primal solutions simply by averaging the last few primal iterates appropriately. This complexity is equal to that of the dual solutions and thus improves the theoretical results in Johansson, 2016, Dünner et al., 2016] . As a comparison, literature [Tseng, 2008 , Necoara and Nedelcu, 2014 , Patrinos and Bemporad, 2013 , Necoara and Patrascu, 2016 only studied ADFGA, which is much simpler than the analysis of ARDCA. Since we use ARDCA to solve the dual problem directly, rather than to solve a regularized dual problem or a smoothed primal problem, our result takes out the log 1 factor compared with the smoothing/regularization based methods. When the dual function satisfies the weak strong convexity condition, we prove the linear O n log 1 iteration complexity for both the primal solutions and dual solutions.
When applied to problem (3), our work extends the theoretical results of [Lin et al., 2015b] and improves those of [Shalev-Shwartz and Zhang, 2016] . We prove that ARDCA needs O n log n + n iterations to find an -optimal solution in both the primal space and dual space, while Lin et al. [2015b] only proved the iteration complexity in the dual space. This complexity matches the theoretical lower bound [Woodworth and Srebro, 2016] and state-of-the-art upper bound [Allen-Zhu, 2017] . Our theory outperforms ASDCA [Shalev-Shwartz and Zhang, 2016] and Catalyst [Lin et al., 2015a] by the factor of log 1 . As far as we know, we are the first to establish the optimal O n complexity in the primal space for the dual based stochastic algorithms. We also prove that at the first few passes over the entire data, ARDCA converges with linear complexity. When φ i has 1 γ -Lipschitz continuous gradient, ARDCA has the optimal O n + n γµ log 1 complexity. Moreover, we establish the accelerated linear complexity of ARDCA for some special problems with nonsmooth φ i , e.g., the least absolute deviation problem and support vector machine (SVM).
Assumption, Notation and Problem Formulation
Assumption 1
2. φ i is convex and M -Lipschitz continuous over R, i.e., |φ i (x) − φ i (y)| ≤ M |x − y|, ∀x, y.
3. g i is convex and has bounded subgradient over R t , i.e., ∂g i (x) ≤ L gi , ∀x.
4.
There exists x such that g i (x) < 0 and Bx + b = 0. Assumption 1.4 is the Slater's condition and it ensures that the strong duality holds, i.e., the dual optimal value is equal to the primal optimal value [Bertsekas, 1999] . Assumptions 1.1 and 1.3 will be used to establish the Lipschitz smoothness of the dual function in Lemma 1.
To make each iteration of the randomized dual coordinate ascent computationally efficient, we only consider the case that g(x) is a linear function for simplicity, i.e.,
where J ∈ R m×t and q ∈ R m . However, the analysis in this paper suits for the general function g(x) satisfying Assumption 1.3.
In Section 3, we will prove the linear complexity of ARDCA under the weak strong convexity condition [Ma et al., 2016] . This condition is equivalent to the error bound condition [Luo and Tseng, 1992, Drusvyatskiy and Lewis, 2018] and is satisfied for broad applications in machine learning, e.g., the least absolute deviation and SVM [Wang and Lin, 2014] .
Assumption 2D(u) satisfies weak strong convexity condition with respect to the norm · L , i.e., κ u − u 2 L ≤D(u) −D(u * ), ∀u, where κ > 0,D(u) is the negative of the dual function and will be defined in (9) later, u is the projection of u onto the optimal dual solution set.
Notation. Let R m + be the set of nonnegative vectors in R m andn = n + p + m be the dimension of the dual variable. Denote u i and ∇ id (u) as the i-th element of u and ∇d(u), respectively. Let u i:j and g 1:m (x) be the vectors consisting of u i , · · · , u j and g 1 (x), · · · , g m (x), respectively. A i ∈ R t and A j,: ∈ R n are the i-th column and j-th row of A. We use · as the l 2 Euclidean norm for a vector and define
. For any matrix A, A 2 = σ max (A) is the largest singular value of A. For a function φ i , we use φ * i (u) = sup v u, v − φ i (v) to denote its conjugate and
and introduce the Lagrangian function as
where u ∈ Rn is the vector of the Lagrange multipliers. Then the dual function can be expressed as
Define the dual feasible set as D = {u ∈ Rn : u n+p+1:n+p+m ∈ R m + } and D * to be the optimal dual solution set. Defined
where
Then the Lagrange dual problem of (5) is
where we define h(u) = n i=1 h i (u i ). In problem (9), we assume that the proximal mapping of the conjugate function φ * i has closed form solution (or can be computed by a simple algorithm). This assumption holds for many practical applications, e.g., φ i (y) = max{0, 1 − l i y}, φ i (y) = |y| or φ i (y) = y 2 . Let (x * , y * ) and u * be the optimal primal solution and dual solution of problem (5), respectively. Then they satisfy the KKT condition [Bertsekas, 1999] . Since the strong duality hold, we have f (
is strongly convex over x for every u ∈ D, then x * (u) is unique. Due to Danskin's theorem [Bertsekas, 1999] we know thatd(u) is convex, differentiable and
From Proposition 3.3 in [Lu and Johansson, 2016] , we have a Lipschitz smooth condition
Similarly, we can also prove a coordinatewise Lipschitz smooth condition in the following lemma.
5 Lu and Johansson [2016] studied the projected gradient method under the local Lipschitz smooth condition and the fast gradient method under the global Lipschitz smooth condition. The former condition is ensured by replacing Assumption 1.3 with |g i (x)−g i (y)| ≤ Lg i x − y and a further assumption that g i is differentiable. In this paper, we use the global Lipschitz smooth condition over the dual feasible set D for simplicity.
Lemma 1 For any u, v ∈ D and any j, assume that
. From the proof of Theorem 3.1 in [Lu and Johansson, 2016] , we have
If j ≤ n + p, then we have
If j > n + p, then we have
which completes the proof.
An immediate consequence of Lemma 1 is [Nesterov, 2004, Lemma 1.2 .3]
Accelerated Randomized Dual Coordinate Ascent
In this section, we use the standard accelerated randomized coordinate descent [Fercoq and Richtárik, 2015, Lin et al., 2015b ] to solve the dual problem (9), which consists of the following steps at each iteration:
select i k randomly with probability of 1/n,
At each iteration of the accelerated randomized coordinate descent, only the i k -th coordinate of z k+1 is updated and the other coordinates remain unchanged. However, to make each iterationn times faster than that of full gradient methods, we should avoid the full dimension vector operations of v k and u k and compute ∇ ikd (v k ) efficiently, and it is bestn times faster than the computation of ∇d(v k ). Consider the simple case of (4). Define
Then from the definitions in (8) and (7), we haved(u) = − min x (f (x) + S u, x + u,q ). So we can have
and update it without the full matrix-vector multiplication, x * (v k ) and ∇ id (v k ) can be efficiently computed. We describe the explicit update of s k v in Algorithm 1. At each iteration, only the i k -th column of S is used, rather than the full matrix S . So Algorithm 1 only needs to deal with the i k -th constraint, rather than all the constraints at each iteration. Moreover, we do not need to update v In cases that u k is useful, we can use a change of variables scheme proposed in [Lee and Sidford, 2013, Fercoq and Richtárik, 2015] . Specifically, define u
Proposition 1 in [Fercoq and Richtárik, 2015] , we know
. So we only need to update the i k -th coordinate of u at each iteration and compute u K+1 at the final iteration.
We now state our main result on the convergence rate of the primal solutions for ARDCA. Let
denote the random sequence and E ξk be the expectation with respect to ξ k , then we have
Now we compare the convergence rate of the primal solutions with that of the dual solutions. For the dual problem (9), Lin et al. [2015b] proved the O n 2 K 2 convergence rate in the form of
Thus we can see that Algorithm 1 needs O n √ iterations to achieve an -optimal primal solution and dual solution, i.e., the iteration complexity of the primal solutions is equal to that of the dual solutions for ARDCA.
Convergence Rate Analysis of the Primal Solutions
We give an equivalent algorithm of ARDCA and describe it in Algorithm 2. In Algorithm 2, variables z k j , ∀j = i k , are only used for analysis. In practice, we do not need to compute z
Algorithm 2 Equivalent ARDCA only for analysis
2 , which leads to
We follow [Fercoq and Richtárik, 2015] to define the sequence {α k,i : 0
From Lemma 2 in [Fercoq and Richtárik, 2015] , we can have
due to Jensen's inequality for h(x). We can simply prove that variables z 
From the optimality condition of z k i in Algorithm 2, we have y
and
From the convexity of h i andd, we have
and σ 2 (u, v k ) to relate the primal objective function, primal constraint functions and dual function in the following lemma.
Lemma 2 Suppose Assumption 1 holds. For any u ∈ D, we have
Proof 2 From (10) we have
Thus by the definition of σ 2 (u, v k ), we can have
From the definition of σ 1 (u i , z k i ) and the fact that y
where we use the fact that ϕ(x) = αψ(x) ⇒ ϕ * (y) = αψ * (y/α) and the definition of h i (u i ) = 1 n φ * i (u i ), ∀i ≤ n in the last equality. So the result of (16) immediately follows by adding the above two equations and using (10).
In the following lemma, we use the relation of (16) 
L , which will be used to bound the constraint functions later. We keep the term
to establish some recursions in Section 3.1, which will be used to prove the linear complexity under weak strong convexity condition. As a by-product, we also give the convergence rate of the dual solutions.
Lemma 3 Suppose Assumption 1 holds.
for any u ∈ D independent on ξ K . We also have 1 2n
Proof 3 From the optimality condition of z
Thus, for any u ∈ D and any i = 1, · · · , n + p + m, we have
where we use the convexity of h i (u) for i > n and the definition of σ 1 (u i , z
Let E ik|ξk−1 be the conditional expectation with respect to i k conditioned on ξ k−1 , then
where we use the definition of σ 2 (u, v k ) in the second equality, (21) in the third inequality and the following two equations in the last equality:
By rearranging the terms, we can have
Taking expectation with respect to ξ k−1 on both sides, we have
Dividing both sides of (22) by θ 2 k and using
where we use H 0 = h(u 0 ) and
, we have (18), (19) and (20). We also have
From (16), for any u ∈ D we have
where we use the definition ofx
, u n+p+1:n+p+m ≥ 0 and Jensen's inequality for g i , f and φ i in the inequality. Thus, from (25) and
to both sides, we have
and (24).
Now we are ready to prove the convergence rate of the primal solution. We first consider the primal objective function of problem (5) in the following lemma.
Lemma 4 Suppose Assumption 1 holds.
where we useû *
] in the second inequality and (E [a])
2 ≤ E a 2 in the last inequality. Thus, letting u =û * in (17), we have
On the other hand, since
where we use the KKT condition in the equality, then we have
where we use u * n+p+1:n+p+m ≥ 0 in the second inequality. So we have
Lemma 5 establishes the convergence rate for the constraint functions of problem (5). A critical issue in Lemma 5 is that the expectation E ξK is outside the norm, i.e., E ξK [ · * L ], rather than inside it, i.e., E ξK [·] * L . The later can be easily proved but the former is more challenging.
Lemma 5 Suppose Assumption 1 holds. Definex
Proof 5 (15) and (10), we have
then we have
and s
then we get E ik|ξk−1 g k i = 0 and E ik|ξk−1 s
. Moreover, for k ≥ K 0 , we have
where we use (29) and (30) in the first equality. So
Summing over k = K 0 , K 0 + 1, · · · , K and using s K0−1 = 0, we have
where we use (18) in the last inequality. On the other hand, from the definition of s
So from (32), (19) and (24), we have
For i ≤ n, we have
Similarly, for n < i ≤ n + p, we have
and for n + p < i ≤ n + p + m, we have
Then we have
From (33), we can immediately have the conclusion.
we can have
From Cauchy-Schwartz inequality, we can have the desired result.
Extension under the Weak Strong Convexity Condition
In this section, we extend our framework to establish the linear complexity under stronger assumptions. Specifically, we use both Assumptions 1 and 2 in this section. The weak strong convexity condition in Assumption 2 is equivalent to the global error bound condition [Drusvyatskiy and Lewis, 2018] and is satisfied for broad applications. We give a simple example satisfying Assumption 2 and refer the reader to [Bolte et al., 2017 , Li, 2013 , Yang, 2009 , Liu and Yang, 2017 for more examples.
Example. Consider problem (1) with strongly convex and smooth f and the simple form (4) of g(x). Furthermore, we require that
has the form of c, u + P (u), where P (u) is a polyhedral function or an indicator function of a polyhedral set. In this case,d(u) = f * (−S u) − q, u and it may not be strongly convex since S may not be full row rank. However,D(u) satisfies the error bound condition [Luo and Tseng, 1992, Wang and Lin, 2014] and thus satisfies Assumption 2. The least absolute deviation, SVM and multiclass SVM [Shalev-Shwartz and Zhang, 2016] have the required form.
We use Algorithm 1 with warm restart to establish the faster convergence rate. Namely, at each iteration, Algorithm 1 is called with fixed and finite iterations with the output of the previous iteration being the initializer of current iteration. We describe the method in Algorithm 3. 
Corollary 1 Under the conditions in Theorem 2, the required total inner iteration number to obtain an -optimal primal solution and dual solution is O n 1 + 1 √ κ log 4 1 .
Convergence Rate Analysis of the Primal Solutions
Now we prove Theorem 2. We denote
to be the variables in the t-th outer iteration of Algorithm 3, which are the counterparts of . Define
Choose u * = u t,0 and let u = u t,0 in (17), which is independent on ξ t,K conditioned on ζ t−1 . For the t-th outer iteration of Algorithm 3, we have
where we use u t,K+1 = u
and Assumption 2. Taking expectation with respect to ζ t−1 and using
κ with some η ≥ 1 to be specified later, we have
Choosing u * = u t,0 in (27) and using a similar induction, we have
which leads to
where we use
. Letting η = 32 in (37), multiplying both sides by 4 t+1 , summing over t = 0, 1, · · · , N and using Jansen's inequality for · * L , we have
, which leads to
Now, we consider the objective function. From (36) and the definition in (6), we have
) is convex with respect to (x, y) and µ-strongly convex with respect to x, so we can have
. Using a similar induction to (37), we have
Let I be the index set such that for any i ∈ I, we have u
where in the second equation we use u t,0 n+p+i g i (x * ) = 0 from the complementary slackness in the the KKT condition. From Assumption 1.3 and (12), we have i∈I
, which leads to the second inequality. In the last inequality, we use u t,0 L ≤ C D * , (37) and (39). Letting η = 32 in (36), we have
Multiplying both sides by 4 t+1 , summing over t = 0, 1, · · · , N and using Jansen's inequality for f and φ, we have
From (35) and (38), we can immediately have the desired result. At last, we prove (20) for the t-th outer iteration of Algorithm 3, we have
where we use Assumption 2. Taking expectation with respect to ζ t−1 , we have
Application to the Regularized ERM
The regularized empirical risk minimization problem (3) has broad applications in machine learning. For the special problem (3), its dual problem (9) becomes
We follow Zhang, 2013, 2016] to assume A i ≤ 1, ∀i, which can be guaranteed by normalizing the data. Then we have L = (11) and (12). From Lemmas 21 and 22 in [Shalev-Shwartz and Zhang, 2013] , we have |z
2 . We will discuss the iteration complexity of ARDCA in three scenarios.
Strongly Convex and Nonsmooth f , Convex and Nonsmooth φ i
From Theorem 1, we know that the convergence rate of ARDCA for problem (3) is:
In order to have the O nM 2 µK 2 convergence rate for ARDCA, we should find an initializer good enough
nµ . We use ARDCA with fixed θ k = 1 n to find such initializer. Specifically, we describe the method in Algorithm 4. Lemma 6 establishes the convergence rates of both the primal solutions and dual solutions for the first step of Algorithm 4.
Suppose Assumptions 1.1 and 1.2 hold. Then for step 1 of Algorithm 4, we have.
Proof 6 From (22) and
From (16), we have
From (28) and
So from (35), we have
where we use u * 2
An immediate consequence of Lemma 6 is that if ≥ O M 2 nµ , we only need to run step 1 of Algorithm 4 with linear complexity to achieve an -optimal solution. We describe the results in Corollary 2. However, in statistical learning, µ is usually on the order of [Bousquet and Elisseeff, 2002, Zhang and Xiao, 2017] , thus 
iterations to find an -optimal solution such that
As discussed in Theorem 3 of [Lu and Xiao, 2015] , we can get a high probability complexity bound by using a multiple-run strategy, each run with independently generated random sequence {i 0 , i 2 , · · · }. 
Algorithm 1 is a special case of APCG [Lin et al., 2015b] . Lin et al. [2015b] only established the O n C iteration complexity in the dual space to achieve an -optimal dual solution 6
, where Shalev-Shwartz and Zhang [2016] developed an accelerated SDCA with an inner-outer iteration procedure, where the outer loop is a full-dimensional accelerated proximal point method. At each iteration of the outer loop, SDCA is called to solve a subproblem inexactly. ASDCA is mainly used for the problems with smooth φ i . When φ i is nonsmooth, Shalev-Shwartz and Zhang [2016] used ASDCA to solve a smoothed problem of (3), i.e., a regularized problem of (40), and achieved a slightly worse iteration complexity of O n + M n µ log 1 to find an -optimal primal solution. We can also use Catalyst [Lin et al., 2015a] to solve the problems with nonsmooth φ i without using smoothing. However, Catalyst also yields the additional log 1 factor. To make ASDCA faster than SDCA, which has the O n log Shalev-Shwartz and Zhang [2016] -Zhu, 2017 ], a primal-only algorithm, obtains the state-of-the-art iteration complexity of O n log
, which is worse than our result when ≤ M 2 nµ . Our result matches the theoretical lower bound of n + M n µ [Woodworth and Srebro, 2016] when ignoring the constant term of n log n. All the compared methods need O(t) runtime at each iteration.
Strongly Convex and Nonsmooth f , Convex and Smooth φ i
When each φ i is 1/γ-smooth, which is defined as
is γ-strongly convex andD(u) is γ n -strongly convex. In this case, Assumption 2 is satisfied with κ = nγµ. From Corollary 1 we know that Algorithm 3 needs O n + n γµ log 4 C iterations in total to achieve an -optimal primal solution and dual solution, where
nµ . This complexity matches or outperforms the complexities of the dual based stochastic algorithms established in [Lin et al., 2015b, Shalev-Shwartz and Zhang, 2016] . Specifically, the iteration complexities established in [Lin et al., 2015b] and [Shalev-Shwartz and Zhang, 2016] 
. To make the accelerated algorithms faster than the non-accelerated counterparts, Shalev-Shwartz and Zhang [2016] required the condition number to be much larger than 1, i.e., 1 nγµ 1. Thus, our complexity has a better dependence on log 1 nγµ than [Shalev-Shwartz and Zhang, 2016] . Note that APCG [Lin et al., 2015b] needs an extra proximal full gradient step to establish the linear convergence rate in the primal space. Our analysis does not need such an additional operation.
Strongly Convex and Smooth f , Convex and Nonsmooth φ i
As discussed in Section 3, Assumption 2 is weaker than the strong convexity ofD(u) and some special cases of problem (1) with nonsmooth φ i also satisfy Assumption 2. We take SVM and the least absolute deviation as examples. The primal problem and dual problem of SVM are
where A i = l i A i and l i is the label for the i-th data A i , iterations in total to achieve an -optimal primal solution and dual solution. As a comparison, Ma et al. [2016] studied the randomized coordinate descent and established the O n κ log 1 iteration complexity. The better dependence on κ in our iteration complexity is significant when κ is small and this is often the case in practice. We refer the reader to Section 5 of [Ma et al., 2016] for the discussion on the size of κ.
For the least absolute deviation, its primal problem and dual problem are
Similar to SVM,D(u) in (42) also satisfies Assumption 2 and Algorithm 3 needs O n √ κ log 1 iterations to achieve an -optimal primal solution and dual solution.
Numerical Experiments
In this section, we test the performance of Algorithms 1, 3 and 4 on the sparse recovery problem. Consider the sparse linear regression problem of b = A T x + w, where x ∈ R t is the unknown sparse vector to estimate, b ∈ R n is the observation and w is some additive noise. A particular instance of this problem is compressed sensing [Candes et al., 2006] . In order to recovery x, a popular regularization is the l 1 -norm, in which case people often solve the following problems:
. We add the term
to make the objective function strongly convex and thus we can use some fast convergent algorithms. When the noise is generated from the Gaussian distribution, people often use the l 2 loss function, i.e., α = 2. When the noise is spare and the data contains some outliers, the l 1 loss is often used, i.e., α = 1. When the noise is generated from a uniform distribution, we often use the l ∞ loss instead. In this section, we solve the following three problems
Problem (45) is a special case of problem (2) and problems (43) and (44) are special cases of problem (3) satisfying the assumptions in Sections 4.2 and 4.1, respectively. In our numerical experiment, we set t = 1000, n = 200 and µ = 0.1. We generate the entries of A from the uniform distribution in [0, 1] and normalize each column of A such that A i = 1. We set t/10 entries of x to be nonzeros. b is generated by A T x + w, where we generate each entry of noise w from the Gaussian distribution N (0, τ ) for problem (43), generate n/10 entries of w from N (0, τ ) and set the others to be 0 for problem (44), and generate each entry of w from the uniform distribution in [−τ, τ ] for problem (45), where τ = 10 −5
. We vary λ in the range {10 −3 , 10 −4 , 10 −5 } in problems (43) and (44).
For problem (43), we compare ARDCA-restart (Algorithm 3) with ASDCA [Shalev-Shwartz and Zhang, 2016] , APCG [Lin et al., 2015b] , SDCA [Shalev-Shwartz and Zhang, 2013] and ADFGA. Figure 1 primal gap as functions of the number of passes over the data, where each n (inner) iterations are equivalent to a single pass over the data for APCG and SDCA (ARDCA and ASDCA). We use the maximal dual objective value produced by the compared methods to approximate the optimal primal objective value F (x * ). We can see that ARDCA-restart outperforms the non-accelerated SDCA and non-randomized ADFGA for a wide range of λ and ARDCA-restart is superior to APCG and ASDCA for some values of λ.
For problem (44), we compare ARDCA (Algorithm 4) with ASDCA [Shalev-Shwartz and Zhang, 2016] , SDCA [Shalev-Shwartz and Zhang, 2013] and ADFGA, where ASDCA solves a regularized dual problem of (44) by adding term 2 u 2 to the dual objective with = 10 −6
. We set υ = 1.1 in Algorithm 1. Figure 2 plots the results, where ARDCA-a means that we test the averaged primal solution and ARDCA-na means the non-averaged primal solution. We can see that ARDCA-a yields the best result. Specially, ASDCA with regularization does not perform well although it converges linearly when φ i is smooth. Thus, although the regularization/smoothing based ASDCA has the near optimal theoretical result (the sub-optimality comes from the log 1 factor), its practical performance is not satisfactory. For problem (45), we compare ARDCA with SDCA and ADFGA. As demonstrated in Figure 3 , we can see that ARDCA-a performs the best in both reducing the primal gap and constraint function value.
At last, we consider problem (44) with f (x) = µ 2 x 2 to verify the conclusions in Section 4.3. In this scenario, we generate x to be a dense vector. We compare ARDCA with restart (Algorithm 3) with SDCA [Shalev-Shwartz and Zhang, 2013] , the Cyclic Dual Coordinate Ascent (CDCA) [Wang and Lin, 2014] and ADFGA. Since the weak strong convexity parameter κ is unknown, we test Algorithm 3 with different inner iteration number K t ∈ {2n, 10n, 40n, 80n}. From Figure 4 we can see that ARDCA, SDCA and CDCA all converge linearly and ARDCA with suitable K t performs the best. This verifies our theories in Section 4.3. 
Conclusion
In this paper, we prove the equal iteration complexities of the primal solutions and dual solutions for the accelerated randomized dual coordinate ascent. Specifically, when f (x) is µ-strongly convex and the objectives are nonsmooth, we establish the O 1 √ iteration complexity. When the dual function further satisfies the weak strong convexity condition, we prove the linear O log 1 iteration complexity. When applied to the regularized empirical risk minimization problem, we prove the iteration complexity of O n log n + n , which outperforms the existing results by a log 1 factor. We also prove the accelerated linear convergence rate for some special problems with nonsmooth loss, e.g., the least absolute deviation and SVM. All the above results are established for both the primal solutions and dual solutions. The topic on the complexity analysis of the primal solutions is significant not only in stochastic optimization but also in distributed optimization. We hope that the analysis in this paper could facilitate more studies on this topic.
