INTRODUCTION
The importance of maternal effects, both genetic and environmental, for the early growth and development of mammals has long been recognised. For post-natal growth, these represent mainly the dam's milk production and mothering ability, though effects of the uterine environment and extra-chromosomal inheritance may contribute. Detailed biometrical models have been suggested. Willham (1963) distinguished between the animal's and its mother's, ie direct and maternal, additive genetic, dominance and environmental effects affecting the individual's phenotype. Allowing for direct-maternal covariances between each of the 3 effects, this gave a total of 9 causal (co)variance components contributing to the resemblance between relatives. Willham (1972) described an extension to include grand-maternal effects and recombination loss.
Estimation of maternal effects and the pertaining genetic parameters is inherently problematic. Unless embryo transfer or crossfostering has taken place, direct and maternal effects are generally confounded. Moreover, the expression of maternal effects is sex-limited, occurs late in life of the female and lags by one generation (Willham, 1980) . Methods to estimate (co)variances due to maternal effects have been reviewed by Foulley and Lefort (1978) . Early work relied on estimating covariances between relatives separately, equating these to their expectations and solving the resulting system of linear equations. However, this ignored the fact that the same animal might have contributed to different types of covariances and that different observational components might have different sampling variances, ie combined information in a non-optimal way. In addition, sampling variances of estimates could not be derived (Foulley and Lefort, 1978) . Thompson (1976) presented a maximum likelihood (ML) procedure which overcomes these problems and showed how it could be applied to designs found in the literature. He considered the ML method most useful when data were balanced due to computational requirements in the unbalanced case. Over the last decade, ML estimation, in particular Restricted Maximum Likelihood (REML) as first described by Patterson and Thompson (1971) , has found increasing use in the estimation of (co)variance components and genetic parameters. Especially for animal breeding applications this almost invariably involves unbalanced data. Recently, analyses under the so-called animal model, fitting a random effect for the additive genetic value of each animal, have become a standard procedure. To a large extent, this was facilitated by the availability of a derivative-free REML algorithm (Graser et al, 1987) (Meyer, 1989) .
As emphasised by Foulley and Lefort (1978) , estimates of genetic parameters are likely to be imprecise. Thompson (1976) (1978) . Thompson (1976) (1988) attempted to estimate all components. There has been concern about a negative direct-maternal environmental covariance (0-EC ) in this case (Koch, 1972) (CP) of the data as for analyses of (co)variances, has been described by Thompson (1976 Thompson ( , 1977 Thompson (1977) for a detailed description.
More generally, let the data be represented by p independent matrices of SS/CP S!., each with associated degrees of freedom d! (k = 1, ... , P). The corresponding matrices of mean squares and products are then M!; = S!/d! with expected values V!, and [2] can be rewritten as (Thompson, 1976): In the estimation of (co)variance components, V and the matrices V! are usually linear functions of the parameters to be estimated, A = f Oi with i = 1, ... , t, ie REML estimates of 0 can then be determined as iterative solutions to (Thompson, 1976) with B = lb ij and q = fq i for i, j = 1, ... , t, and This is an algorithm utilising second derivatives of log G. At convergence, an estimate of the large sample covariance matrix of 6 is given by -2B-1 . As emphasised by Thompson (1976) Nelder and Mead (1965) . This allowed estimates to be restrained to the parameter space simply by assigning a very large, negative value to log G for non-permissible vectors of parameters (Meyer, 1989 were biased by -2a E c and +2o-EC , respectively (unless estimates exceeded the bounds of the parameter space and were constrained). Figure 4 shows the corresponding differences in log £ from analyses under models 6 and 9. For the parameter set examined, the magnitude of b E c needs to exceed 0.3 for design El before a likelihood ratio test would be expected to identify a significantly better fit of Model 9 than of Model 6 (at an error probability of 5%; the dashed line in figure 2 marks (Thompson, 1976; Foulley and Lefort, 1978 
