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This paper proposes a methodology to enhance the estima-
tion of parameter matrices in multivariate autoregressive 
???????? ??? ????? ????????????????? ???? ?????? ?????? ?????-
sentation to improve the precision of parameter estima-
tion, while maintaining a reduced computational burden. 
Two methods of covariance matrix adaptation are consid-
?????????????????????????????????????????? ????????????
estimator convergence rate while preserving precision. 
The methodology is tested on simulated data, electroen-
cephalographic recordings and performance. As a result, 
a reduction of the computational burden of up to 40% is 
achieved, but reconstruction error reaches as much as 3%.
Palabras claves
?????????????????????????????????????? ??????? 
autorregresivos multivariados, factor de olvido,  
recocido simulado.
Resumen
Se propone una metodología para mejorar la estimación 
de las matrices de parámetros de los modelos autorregre-
sivos multivariados, utilizando representación en espacio 
????????????????????????? ????????????? ????????????????????
de los parámetros estimados, con un bajo costo computa-
cional. Se consideran dos métodos de adaptación de las 
?????????????????????????????????????????????????????????
la velocidad de convergencia conservando la precisión del 
estimador. Se hacen pruebas sobre datos simulados, sobre 
una base de datos de electroencefalogramas y también se 
hacen pruebas de la efectividad de la metodología. La con-
tribución está dada en términos de la precisión de los pará-
metros estimados y el tiempo de estimación, que se reduce 
hasta en un 40% con un error cuadrático medio de 3%.
INTRODUCCIÓN
Los registros de electroencefalograma (EEG), que brindan 
información espacio-temporal del comportamiento cerebral, 
son ampliamente utilizados debido a su adquisición no inva-
siva, al bajo costo para los pacientes, a la alta sensibilidad 
en el diagnóstico de enfermedades neurológicas (epilepsia, 
enfermedades neurodegenerativas, tumores cerebrales, entre 
???????? ?? ??? ?????????????? ??? ??????????? ???????????? ????-
??????????????????????????????????????????????????????????-
cimiento de relaciones de causalidad entre las regiones del 
cerebro, por ejemplo en tareas cognitivas (Gómez-Herrero, 
2008). El desarrollo de métodos automatizados de diagnós-
tico a partir del análisis de EEG implica la solución del pro-
blema inverso, que puede realizarse mediante modelos para-
???????????????????????????????????????????????????????????
modelos, los primeros son preferibles debido a su precisión 
y capacidad de seguimiento de la dinámica de variables en 
el tiempo (Poulimenos,2006). En particular, se emplean los 
modelos autorregresivos multivariado como restricciones 
espacio-temporales, proporcionando una estructura especí-
????????? ??? ???????????????? ?????????? ??? ??? ?????????????? ???
han propuesto los modelos autorregresivos multivariados 
(MVAR), que consisten en una suma lineal ponderada, con 
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la que se describe la señal multivariada, teniendo en cuenta 
los valores previos de la misma y su relación con los demás 
canales (Harrison, 2003). 
No obstante, en el modelado MVAR se deben tener en cuen-
ta dos problemas: la selección del orden adecuado del mode-
lo y la estimación óptima de sus parámetros (Papas,2006). En 
??????????????????????????????????????????????????????????-
???????????????????????????????????????????????????????????
precisión del estimador, sin embargo, el manejo de matrices 
de alto orden conlleva a un costo computacional excesivo 
????????????????????????????????????????????????????????????????
Kalman se usan debido a que permiten minimizar el funcio-
nal de mínimos cuadrados, mediante la estimación recursiva 
de un modelo en espacio de estados, que toma ventaja en el 
álgebra matricial para mejorar el procedimiento de estima-
ción de parámetros (Grewal, 2008). 
En este artículo, se propone una metodología para mejorar 
la estimación de las matrices de parámetros de los modelos 
MVAR, utilizando representación en espacio de estados. Para 
mejorar la velocidad de convergencia del algoritmo, pero sin 
alterar la precisión del estimador, se consideran dos métodos 
de adaptación ??????? ??????????????????????????????????? ??-
man: factor de olvido y recocido simulado. La efectividad de 
la metodología se prueba durante la discriminación de even-
tos epilépticos sobre datos simulados y en una base de datos 
de registros EEG. La estructura del artículo es como sigue: 
en la primera sección, se describen la metodología, los mo-
?????? ?????????????????????????????????? ?????????????????
de Kalman. Luego se explica el marco experimental, en el 
que se describen las bases de datos y las medidas de desem-
peño empleadas para validar el comportamiento del modelo 
????????????????????????????????????????????????????????-
les reales y sintéticas, se presentan las conclusiones.
METODOLOGÍA
Modelos Autorregresivos Multivariados (MVAR). Sea una 





···  yn [k]]
T, y ??Rn, donde y
j
[k] es la j-ésima serie de tiempo, 
siendo n???????????????????????????????????????????? ??????-
riada de EEG. El modelo MVAR para la serie de tiempo y[k], 
??????????????????
y[k] =  ?  Ai   y [k–i] + ?[k] (1)
donde A
i 





 : u, v 
= 1, ···, n} mientras ?[k] es un vector aleatorio no correlacio-
nado con media cero y matriz de covarianza C
n
 ??Rn x n , cuya 
distribución se asume Gaussiana. En el modelo MVAR, se 
?????????????????????????????????????x, tal que 
x = [a
11
  ···  a1n  ···  an1  ···  ann  |  ··· | a11  ···  a1n  ···  ann]
T
( i )  = 1
p
( i ) 
(1)  (1)  (1)  (1)  (p)  (p)  (p)  
tal que el modelo MVAR descrito en la Ec. (1) puede ser rees-
crito en forma alternativa como:
y[k] = W [k] x + ?[k] (2)
donde W [k] es una matriz de tamaño n2 x pn2, en la que se en-
cuentran los valores previos de la serie de tiempo y[k], siendo 
[W
1
 [k] =  ···  Wp [k]] , con elementos:
     y[k – i]           0          ···        0




          ···              ···       ··
·
       ···
              0               0          ···     y[k – i]
La Ec. (2) considera el modelo MVAR como una relación li-
neal simple entre el vector de parámetros x y la serie de tiem-
po multivariada y[k], dada a través de la matriz de medición 
W  [k] que contiene la información de los valores pasados de 
y[k]. Existen dos tareas usualmente relacionadas con el mode-
lo MVAR????????????????????????????????????????????????????-
do problema directo, en el cual se conoce tanto la realización 
del ruido del proceso ?[k], el valor inicial de la serie de tiempo 




y se desea ob-
tener una realización del proceso aleatorio multivariado y[k]; 
y el segundo, denominado problema inverso, que incluye la 
realización del proceso aleatorio multivariado y[k], cuando 
se desea conocer el orden del modelo MVAR(p), las matri-




y, eventualmente, las propieda- 
des del ruido del proceso ?[k].
El problema de estimación directo puede resolverse apli-
cando de forma iterativa cualquiera de las Ecs. (1) ó (2) bajo 
la condición inicial dada y[0]. Mientras, el problema inver-
so se resuelve utilizando métodos de estimación basados en 
mínimos cuadrados, como el descrito por Neumaier (2001). 
No obstante, la minimización directa de la función de cos-
to de mínimos cuadrados generalmente hace necesaria la 
operación sobre matrices de tamaño muy elevado, que en el 
caso particular de registros EEG multivariados, puede hacer 
imposible la estimación de los parámetros del modelo. Una 
aproximación alternativa consiste en la estimación iterativa 
del vector de parámetros x, con métodos como el de mínimos 
???????????????????????????????????????????????????????????
este caso, el modelado debe considerar que el vector de pará-
metros evolucione de forma restringida a lo largo del tiempo 
??????????????????????????????????????? ????????????????????
tasa de cambio del vector de parámetros entre dos instan-
???????????????????????????????????????????
v
, de acuerdo con 
?x  [k] = v [k], donde v [k] es un vector aleatorio de ruido blan-







I. En particular, el ope-
?????? ??? ??????????? ??? ??? ?????? ?????????? ??? ??? ?????????
simple (conocido como de suavidad estocástica o smooth-
nesspriors (SP))en la forma [10]:
x [k] – x [k – 1] = v [k] (3)
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??????????????? ?????? ??????????????? ????????????????????-
pacio de estados, a partir de la cual es posible realizar la es-
timación del vector de parámetros x ??????????? ??? ?????? ???
Kalman.
????????????????????????????????????????????????????: 
En la representación mediante espacio de estados dada por 
las Ecs. (2) y (3) se pueden hacer ciertas suposiciones sobre 




vergencia. De hecho, en términos generales, se puede decir 
que un valor grande de esta covarianza hace que los datos 
antiguos sean descartados. En particular, se consideran dos 
aproximaciones descritas por Haykin (2001): factor de ol-
vido (forgetting factor - FF) y recocido simulado (simulate-






[k??????–1 – 1) P [k – 1] (4)
tal que la actualización de la covarianza P [k] = ?–1 P [k – 1] 
????????????????????????P -[k]???????????????? ‹ 1 o factor 
de olvido?????????????????????????????????????????????????
descartan los valores antiguos en el estimador. Una vez ele-
gido C
v  
[k] de esta forma, se genera una ventana exponencial 
en el tiempo que sopesa los datos estimados, dándole mayor 
ponderación a las estimaciones de estado xˆ   [k] más recientes, 
haciendo de esta forma que los datos antiguos tengan menor 
????????????????????????????????????????????????????????????
?????????????????????????????????????????????? ??? ???????????
sea más sensible a los datos nuevos.
En forma alternativa, el método SA??????????????????????-
varianza C
v 
????I, donde ????R+ es un escalar positivo cuyo 
?????????????????????????????????????????????????????????-
trenamiento. De esta forma, el valor de la covarianza dis-
minuye a lo largo del tiempo, haciendo que a medida que 
avanza la estimación se va disminuyendo la variabilidad del 
vector de parámetros.
??????????? ???????????????????????????????? ??? ?????????
??????????????????????????????????????????????????????????
estimar en el caso de las señales de EEG, se pueden hacer 
las siguientes consideraciones acerca de la estructura de las 
matrices de parámetros del modelo MVAR. Por cuanto, los 
registros son adquiridos mediante el estándar EEG 10-20 
(cuando se garantiza simetría en la ubicación de los electro-
dos en el cuero cabelludo del paciente) se tiene n = 19. Como 
se detalla en la sección Marco experimental, se halla el orden 
del modelo MVAR (4), para el cual se hace la reducción de 
192 · 4 = 1444 parámetros a 19 · 20 · 2 = 760 parámetros. La 
segunda consideración consiste en suponer que la interacción 
entre dos canales lejanos es nula. De esta forma, se puede su-
poner que los canales sólo se relacionan con los vecinos más 
cercanos, haciendo que la matriz de parámetros sea dispersa. 
La cantidad de parámetros para estimar dependerá de la for-
ma de la matriz de parámetros y de la disposición espacial de 
cada canal. En ambos casos, se debe considerar que hay que 
????????????????????????????? ??????W  [k].
MARCO EXPERIMENTAL
Base de datos: La base de datos empleada pertenece al Ins-
tituto de Epilepsia y Parkinson del Eje Cafetero y está con-
formada por 340 registros de 20 canales, correspondientes al 
estándar EEG 10-20. La base de datos consta de 120 registros 
de epilepsia generalizada, 120 registros de epilepsia focali-
zada y 100 registros normales, los cuales fueron adquiridos 
con una frecuencia de muestreo de 256 Hz, con resolución de 
12-bit y 2 minutos de duración.
Los registros cuentan con el diagnóstico de epilepsia con-
???????????????????????????????????????????????????????????
los modelos MVAR se prueban sobre un conjunto de datos 
consistente de registros sintéticos, que consisten en una se-
ñal multivariada de dos canales. La señal es generada por un 
modelo MVAR con matrices de parámetros conocidas y con 
diferentes realizaciones de ?[k], donde la media es cero y la 
matriz de covarianza es conocida. Las matrices de paráme-














   0.9    0
           -0.1     0.893               -0.05   0.83               0    0.4
?????????????????????????????????????????????? ????
?????????????????????????????????????????????????????????/3 
rad y ?/6 rad, con magnitudes de 0.9 y 0.94 respectivamente.
Ajuste de los modelos MVAR. El ajuste de los modelos 
MVAR consiste en determinar el orden del modelo p
 
así 






puede utilizar el criterio de información Bayesiano (BIC), 
???????????????????BIC(p) = –2 ln |C
n 
| + 2 p ln N , donde 
|C
n 
| denota el determinante de la matriz C
n
, N es la cantidad 
de muestras en el modelo y p el orden. El orden óptimo se 
selecciona como aquel que maximiza el criterio BIC. La cali-
dad del ajuste de los modelos MVAR se puede medir median-




    ??    1  ?  ( yi [k] – ?i [k])
             
n              N
      
? =
????????2





 es el i-ésimo canal de la señal EEG, ?
i 
es el i-ésimo 







 ??? son las desviaciones estándar de yi e?i 
respectivamente.
i = 1
n                          N 
k = 1
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RESULTADOS
Señales sintéticas: Se generan señales sintéticas que garanti-
zan una estructura aleatoria de un sistema estable, en concor-
dancia con el apartado anterior para diferentes valores inicia-
les y realizaciones de ruido. Mediante el algoritmo propuesto 
se estiman los parámetros del modelo MVAR (2) y se cal-
culan las medidas de desempeño. El mismo procedimiento 
se repite 50 veces, y luego se calculan los valores medios. 
El resultado obtenido de MSE es de 0.0669 y es de –6.7254.
????????????????????????????????????????????????????????-
???????? ??? ???? ?????? ????????? ???? ????????? ??? ??????? ???
iteraciones del algoritmo. Se puede observar que al hacer la 
???????????????????????????????????????????????????????????-
rámetros converge más rápido que cuando se tienen los otros 
métodos utilizados.
Señales Reales. El primer paso en las pruebas de estimación 
de parámetros del modelo MVAR para señales EEG, consiste 
en calcular el orden óptimo del modelo, para lo cual se uti-
lizó el criterio BIC, variando p desde 1 hasta 8. El resultado 

















de esta prueba dice que un valor dep=3 es adecuado para 
???????????????????????????????????????????????????????????????
comparado con los modelos univariados AR, que necesitan 
de un valor más alto para capturar de forma precisa la diná-
mica de las señales EEG (Chen, 1996).




colores claros representan los electrodos que tienen menor 
interacción en el registro EEG. Se muestran los resultados 
de la prueba realizada sobre una señal de epilepsia generali-
zada de la base de datos de señales reales. En esta prueba los 
???????????????????????????????????????????????????????
agrupan en conjuntos de 4x4. El patrón de comportamiento 
se mantiene para todas las señales de la base de datos y para 
todos los estimadores mencionados en la metodología. El 
patrón de comportamiento encontrado es considerado para 
hacer la estimación reducida de parámetros.
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??? ????????????????????????????????????????????????? ????
índices numéricos corresponden al orden de numeración de 
cada registro en las bases de datos de epilepsia focalizada y 
generalizada, respectivamente, y sobre los cuales se hicie-
????????????????????????????????????????????????????????????
muestra el MSE más bajo y mayor índice de correlación entre 
la señal real y la reconstruida, con un valor muy cercano a 1. 
También puede observarse que la estimación de parámetros 
hecha con las diferentes formas de adaptación de covarian-
za permite llegar a resultados de estimación cercanos a los 
??????????????????? ?????????????????????????? ?????????????
El error indicado corresponde a la diferencia absoluta de re-
construcción, que se calcula mediante la diferencia entre la 
señal original y su reconstrucción.
La reconstrucción de la señal EEG de epilepsia focalizada 
??? ?????????????????????????????????????????????????????? ?-
delo MVAR (3), conserva las características temporales de la 
señal original. Este resultado es coherente con los resultados 
presentados en la Tabla 1 para la misma señal, en la cual el 
peor resultado se obtiene con SA. 
Otro aspecto considerado, es el costo computacional en la 
estimación de estos parámetros. Se necesitan en promedio 
??????????????????? ?????????? ????????????????????? ???
para SA, como se muestra en la Tabla 2.
Tabla 1. ?????????????????????????????????????????????????????????????????????????????????????????
????????????????????????????????
????? ???????? ????????? ???????? ???????
????????????
?? ?????? ?????? ???????
?? ?????? ?????? ???????
?? ?????? ?????? ???????
????????????
1
?? ?????? ?????? ????????
?? ?????? ?????? ???????
?? ?????? ?????? ???????
??????
1
?? ?????? ?????? ????????
?? ?????? ?????? ????????
?? ?????? ?????? ????????
????????????????????????????????
????????????
?? 1.8819 ?????? ???????
?? 1.8839 ?????? ???????













?? ?????? ?????? ???????
?? ?????? ?????? ???????




???????? ????????????? ???????? ???????????
?? ??????? ???????? ???????
?? ????? ????? ?????
?? ?????? ?????? ??????
Estimación reducida de parámetros de señales reales. Te-
niendo en cuenta el patrón de comportamiento que presentan 
los parámetros obtenidos con la estimación completa se re-
??????????????????????????????????????????????????????????
forma de estimación en la cual solo se tienen en cuenta los 
parámetros contenidos en grupos de . De esta forma, el costo 
computacional del algoritmo es reducido en un 96% para el 
?????????????????????????????????????????????????????????
las Tablas 2 y 3 respectivamente.
La reconstrucción de las señales con el modelo MVAR (3), 
??????????????????????????????????????????????????????????
existe mayor relación e interacción entre los elementos de las 
diagonales de las matrices de parámetros; estos parámetros 
corresponden a la relación de cada electrodo consigo mismo 
???????? ???????????????????




???????? ???????????? ???????? ??????????????
?? ???????? ???????? ????????
?? ????? ????? ?????
?? ?????? ?????? ??????




















































su complejidad computacional es alrededor de O(n2). Para 
???????????????????????????????????????? ??????????????????
modelos canónicos de espacio estado, particularmente, se 
lleva a cabo la estimación mediante la estimación de paráme-
tros con la adaptación de covarianza de factor de olvido en 
????????????? ??????????????????????????????????????????For-
getting Factor, la dimensión de n se reduce hasta en un 60%, 
así que una primera estimación de la complejidad obtenida es 
alrededor de O (0.6n2)
CONCLUSIONES
En este artículo se ha propuesto una metodología para mejo-
rar la estimación de las matrices de parámetros de los mode-
los MVAR, utilizando representación en espacio de estados. 
Esta representación permitió organizar las matrices de pará-
metros de forma tal que se pudieran aprovechar propieda-
des de simetría y dispersión de las matrices, para estimar un 
conjunto reducido de parámetros. Bajo estas condiciones es 
????????????????????????????????????????? ????????????????????
reconstrucción y el costo computacional en la estimación. 
En general, los resultados de precisión del algoritmo pro-
puesto son similares a los obtenidos en el esquema conven-
???????????????????????????????????????????????????????????
embargo, de los resultados obtenidos en la Tabla 2 (tiempo 
???????????????????????????????????????????????????????????-
tenida de las señales reales de EEG), se puede apreciar que se 
obtiene una reducción en el tiempo de estimación mediante 
la estimación de parámetros con la adaptación de covarianza 
???????????????????????????????????????????
Así, se logró reducir el costo computacional en la estima-
ción de parámetros del modelo, pasando de estimar 1200 pa-
rámetros por cada iteración a estimar tan solo 576 del modelo 
MVAR (3). Adicionalmente se consideraron dos estrategias 
??????????????????????????????????????????????????????????-
man, utilizando factor de olvido y recocido simulado para la 
adaptación de las matrices de covarianza. Las pruebas he-
chas mostraron que el estimador tiene menor error cuadrático 
medio cuando no hay adaptación de las covarianzas, pero al 
adicionar un factor de olvido, el estimador converge de for-
ma más rápida, manteniendo el error de reconstrucción. Se 
???????????????????????????????????????????????????????-
ño en la estimación de parámetros del modelo MVAR tanto 
en las señales sintéticas como en las señales reales, sin em-
bargo, tiene más costo computacional que las estrategias de 
adaptación de covarianza, con las que se logran resultados 
similares. Como trabajo futuro se pretende adecuar el mo-
?????????????????????? ??????????????????????????????????????
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Realmente, el algoritmo convencional de Kalman requiere 
el cálculo de la matriz inversa, cuya complejidad computa-
??????? ??? ??????????? ?????????????????? ???? ??? ???????? ???
la dimensión de la matriz/vector espacio estado, con lo cual 
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