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Abstract
Watson-Crick D0L systems, introduced in 1997 by Mihalache and Salomaa, arise from two
major principles: the Lindenmayer rewriting and the Watson-Crick complementarity principle.
Complementarity can be viewed as a purely language-theoretic operation. Majority of a certain
type of symbols in a string (purines vs. pyrimidines) triggers a transition to the complementary
string. The paper deals with an expressive power of deterministic interactionless Watson-Crick
Lindenmayer systems. A rather surprising result is obtained: these systems, consisting of iterated
morphism and a basic DNA operation, are able to compute any Turing computable function.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Since the time of Adleman’s celebrated experiment [1], a number of theoretical
studies concerning various ideas of universal DNA computing have been published. For
an overview see e.g. [7] and its list of references. Nevertheless, the idea of creating
a practical synthetic computing system based on macro-molecules still remains elusive
due to some unrealistic properties of these theoretical models, outrunning the progress
in biotechnology. On the other hand, large amount of work has been done in the
study of mathematical foundations of DNA computing principles, with results hopefully
applicable also in other areas.
The aim of this paper is to demonstrate the power of DNA-inspired language op-
erations when applied in formal language theory, rather than to present a biologically
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realistic model of DNA computing. Our starting point is a phenomenon known as
Watson-Crick complementarity principle. We interpret the DNA nucleotides adenine,
cytosine, guanine and thymine as symbols of the “natural” DNA alphabet {A; C; G; T}.
During the process of rewriting the genetic information from the RNA to the DNA,
each nucleotide is bonded with its complementary counterpart. We can describe the
Watson-Crick complementarity principle by a Watson-Crick morphism hW over the
DNA alphabet:
hW(A) = T; hW(T ) = A; hW(C) = G; hW(G) = C:
In our paper (as well as in [9, 10] and others cited in [7]) we further generalize this
notion and apply it to an alphabet with an arbitrary number of complementary pairs of
symbols.
The second important point is to consider the complementarity as a language-theoretic
operation, rewriting a string to its complementary counterpart. Consider a developmental
model producing words over the DNA alphabet. Some (perhaps undesirable) conditions
in a string can trigger a transition to the complementary string. Thus, we distinguish in
the generative process the set of “bad” strings which will be called the trigger. When-
ever a bad string x appears during the generative process, it is replaced by hW(x): The
so-called soundness condition of the trigger must hold: whenever x is a member of the
trigger, then hW(x) is not.
As explained in more detail in [5, 6, 9, 10], this principle is particularly suitable for
Lindenmayer systems. Generally, the Lindenmayer system represents a grammatical
developmental model of plants or simple organisms consisting of living cells. Sub-
sequent stages of the development are described by strings over some alphabet, and
they are derived from a basic string (called the axiom) due to rewriting grammati-
cal rules applied in parallel to all symbols of the string. The simplest member of the
Lindenmayer systems family is the deterministic interactionless Lindenmayer (D0L, for
short) system, in which rewriting grammatical rules form a letter-to-string morphism.
Hence a D0L system generates a unique sequence of words.
Watson-Crick D0L system introduced in [6] consists of a D0L morphism and the
Watson-Crick morphism described above. These two morphisms are connected by the
so-called natural trigger based on the prevailing of pyrimidines over purines in a
string, thus forming a deterministic context-free language. For further variants and
motivation underlying the concept of the Watson-Crick D0L system see the cited
references.
We have shown that universal computational power can be reached by the Watson-
Crick scheme (i.e. Watson-Crick D0L system without a Nxed axiom) with the natu-
ral trigger. This result can have further consequences in the mathematical theory of
Lindenmayer systems. As shown e.g. in [10], the problem of occurrence of a string
from the natural trigger in a derivation sequence of the Watson-Crick D0L system (the
so-called stability problem) is equivalent to the Zpos problem, the long-standing open
problem of the theory of integer matrices.
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2. Watson-Crick D0L schemes
For elements of formal language theory we refer to [8, 11]. Here we only brieOy Nx
some notation. For a Nnite alphabet 	, denote (	; ·) a free monoid with the catenation
operation and the empty word 
: For a∈	; w∈	∗; |w|a is the number of occurrences
of a in w: For ⊆	; |w| =
∑
a∈ |w|a: For w∈	∗ we denote wn the catenation of
n copies of w for n¿1:
A DNA-like alphabet 	 is an alphabet with an even cardinality 2n; n¿1; where the
letters are enumerated as follows:
	 = {a1; : : : ; an; a1; : : : ; an}:
We say that ai and ai are complementary letters. The letter to letter endomorphism
hW of 	∗ mapping each letter to the complementary letter is called the Watson-Crick
morphism. Hence
hW(ai) = ai; hW(ai) = ai; 16 i 6 n:
In analogy with the DNA alphabet we call the non-barred letters purines and the
barred letters pyrimidines. The subset of 	∗ consisting of all words, where the number
of occurrences of pyrimidines is strictly greater than that of purines, is denoted by
PYR. The complement of PYR is denoted by PUR. Clearly, both PYR and PUR are
context-free non-regular languages. We further denote the sets 	PUR = {a1; : : : ; an} and
	PYR = {a1; : : : ; an}: For a set ⊆	; we denote hW()= {hW(a) | a∈}:
Denition 2.1. A Watson-Crick D0L scheme (or shortly scheme) is a construct G=
(	;p); where 	= {a1; : : : ; an; a1; : : : ; an}; p :	∗→	∗ is a morphism. Given a word
w0 ∈	∗; the derivation sequence S(G;w0) deNned by G from w0 consists of the words
w0; w1; w2; : : : ; where for i¿0;
wi+1 =
{
p(wi) if p(wi) ∈ PUR
hW(p(wi)) if p(wi) ∈ PYR:
The transition wi⇒G wi+1 is also called the derivation step of G: If wi+1 = hW(p(wi));
then we speak about a complementation derivation step. We denote ⇒∗G the transitive
and reOexive closure of ⇒G as usual.
In [5] and others, a Watson-Crick D0L system is viewed also as a deterministic
tabled (DT0L, for short) system with two morphisms p and hW; together with a reg-
ulation mechanism guiding the selection of the morphism. Contrary to DT0L system,
the regulation mechanism gives rise to determinism and the system generates a unique
sequence of words. Another important diRerence is in fact that the length of the deriva-
tion can be determined by the triggering mechanism, as the further examples show.
This is the main principle of the below proofs showing universality of Watson-Crick
D0L schemes.
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3. Partial recursive functions
In this section we brieOy resume for further use a famous characterization of partial
recursive functions in a machine-independent way. For more details we refer to [12, 3].
The symbol N is used for the set of all non-negative integers. We denote (partial)
recursive functions the class of functions f :Nt →N for some t¿0; computable by
Turing machines. The word “partial” can be omitted if the domain of f is Nt . The
below notation can be easily extended to functions Nt →Ns; s¿0:
Denition 3.1. The family of primitive recursive functions is the smallest family of
integer-to-integer functions with the following properties:
(i) It contains the following base functions:
0 (nullary constant);
S(x) = x + 1 (successor function);
U ni (x1; : : : ; xn) = xi (projection functions) for 16 i 6 n:
(ii) It is closed under the following operations:
. composition: if h :Nm→N; g1 :Nn→N; : : : ; gm :Nn→N are primitive recursive
functions, then so is the function f :Nn→N deNned as follows:
f(x1; : : : ; xn) = h(g1(x1; : : : ; xn); : : : ; gm(x1; : : : ; xn)):
. primitive recursion: if h :Nn→N; g :Nn+2→N are primitive recursive functions,
then so is the function f :Nn+1→N deNned as follows:
f(0; x1; : : : ; xn) = h(x1; : : : ; xn);
f(z + 1; x1; : : : ; xn) = g(z; f(z; x1; : : : ; xn); x1; : : : ; xn); z ¿ 0: (1)
Theorem 3.2. The family of partial recursive functions is the smallest family of
integer-to-integer functions with the following properties:
(i) It contains the nullary constant; the successor function and the projection func-
tions.
(ii) It is closed under the operations composition; primitive recursion and minimali-
zation; de=ned as follows:
If h :Nn+1→N is a partial recursive function; then so is the function f :Nn→
N; where
f(x1; : : : ; xn) = min{y ∈ N | h(x1; : : : ; xn; y) = 0}; (2)
and h(x1; : : : ; xn; z) is de=ned for all integers z; 06z6y: Otherwise; f(x1; : : : ; xn) is
unde=ned.
Kleene’s theorem claims existence of an universal function.
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Theorem 3.3 (Kleene). There exist primitive recursive functions g and h such that
for each partial recursive function f of one variable there is an integer if such
that
f(x) = g(min{y | h(x; if; y) = 0}):
4. Computation by Watson-Crick D0L schemes
In this section we deNne a representation of functions suitable for computing with
Watson-Crick D0L schemes. Our approach is diRerent from D0L growth functions
which are frequently used in the cited literature. It is rather similar to the representation
used with Turing machine. A substantial diRerence is the usage of diRerent symbols
for each function argument, since D0L schemes cannot distinguish order of symbols
in a string as Turing machines do.
In the rest of the paper, we represent an n-tuple of non-negative numbers by the
Parikh vector of a string of symbols. Notice that both this representation and
the derivation in a Watson-Crick D0L scheme is independent on the order of
symbols in a string. The following deNnitions utilize this fact to simplify the
notation.
Denition 4.1. Let G=(	;p) be a Watson-Crick D0L scheme. For x; y∈	∗ we write
x⇒˙Gy iR x ⇒G y′;
where y′ is an arbitrary symbol permutation of y: We denote ⇒˙∗G the transitive and
reOexive closure of ⇒˙G as usual.
Denition 4.2. Let f :Nn→Nm be a (partial) function and let G=(	;p) be a Watson-
Crick D0L scheme. We say that G computes f if 	 contains subsets = {$; A[1]; : : : ;
A[n]} and = {#; Z[1]; : : : ; Z[m]} such that the following holds:
• f(x1; : : : ; xn)= (y1; : : : ; ym) iR $Ax1[1] : : : Axn[n] ⇒˙∗G #Zy1[1] : : : Zym[m];
• p(X )=X for X ∈;
• either |w|=0 or w∈∗ for each string w in the derivation sequence S(G; $Ax1[1]
: : : Axn[n]):
The sets  and  are called the input set and the output set, respectively. The last
condition requires that no symbol in  appears in the derivation sequence until the
computation is Nnished and the output string is derived.
Notice that we can assume without loss of generality that diRerent schemes can have
disjoint alphabets, simply by renaming the symbols of  and :
It immediately follows from the above deNnition that a scheme computing a partial
function f :Nn→Nm never produces any output symbol if f(x1; : : : ; xn) is undeNned
for a certain n-tuple x1; : : : ; xn: It also follows that the result of computation is inde-
pendent on order of symbols in the input string.
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Example 4.3. The following Watson-Crick D0L scheme G=(	;p) computes the func-
tion f(n)= n2:
	 = {$; A[1]; D; E; S; T; Z[1]; #; V$; A[1]; VD; VE; VS; VT ; Z[1]; V#};
p($) = ST ; p( VS) = ST ; p(T ) = 
; p(A[1]) = A[1]D VE;
p(S) = #; p( VD) = 
; p(E) = Z[1]; p(A[1]) = 

and p(X )=X for all other X ∈	: The following derivations show how complemen-
tation can be used to regulate the computation: starting with n input symbols A[1]; at
each step n pairs D VE are produced. Simultaneously the number of VT ’s is incremented.
After n such a steps the number of VT ’s reaches the number of A[1]’s and the comple-
mentation occurs, resulting in erasing all the auxiliary symbols and rewriting E’s to
the output symbols Z[1]:
$A3[1] ⇒˙ STA3[1]D3 VE3⇒˙ ST
2
A3[1]D
6 VE
6⇒˙ ST 3A[1]3 VD9E9⇒˙ #Z9[1]:
Example 4.4. The following Watson-Crick D0L scheme computes the function
f(n)=
log3 n; where 
x is the ceiling of x: Denote G=(	;p); where
	 = {$; A; B; C; D; S; Z; #; V$; VA; VB; VC; VD; VS; VZ; V#};
p($) = SB; p(S) = #; p(B) = 
; p( VS) = VSC VD;
p( VC) = 
; p(A[1]) = 
; p( VB) = BBB; p(D) = Z[1]
and p(X )=X for all other X ∈	. At the Nrst step, the symbols VS and VB are generated,
while A[1]’s representing the value of n remain unchanged. Then at each step the number
of VB’s is triplicated, and a pair C VD is added. When the number of VB’s reaches the
number of A[1]’s, the complementary transition occurs, resulting in rewriting D to the
output symbol Z[1]. For example,
$A9[1] ⇒˙ SBA9[1] ⇒˙ VSCDB3A9[1] ⇒˙ S( VCD)2B9A[1]
9 ⇒˙ #Z2[1]: (3)
Notice again that contrary to DT0L system, the number of output symbols is
nonlinear with respect to the number of input symbols, which is allowed by the com-
plementarity triggering mechanism.
5. Main result
We show that any partial recursive function can be computed by a Watson-Crick
D0L scheme. The proof is based on the fact that the base functions and operations in
Theorem 3:2 can be realized by Watson-Crick D0L schemes. To simplify the proofs,
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we decompose these operations into even simpler parts, which are Nrst showed to be
realizable by Watson-Crick D0L schemes.
Denition 5.1. Let G=(	;p) be a Watson-Crick D0L scheme with an input set 
and an output set . G is said to be k-lazy if for each axiom w0 ∈∗ and q¿0,
p(wq)∈PYR implies p(wq+i)∈PUR and wq+i =∈∗, 16i6k.
Informally, each complementation step is followed by at least k non-complementation
steps during which G does not produce an output. This property will turn out important
for merging several schemes into one, as following lemmata do. It follows from the
above deNnition that if G never performs a complementation step during a derivation
of S(G;w0), then G is k-lazy for any k¿0.
Denition 5.2. A (partial) function f is said to be Wk -computable, if there is a k-lazy
Watson-Crick D0L scheme computing f. f is called to be W -computable, if it is Wk
computable for some k¿0.
Lemma 5.3. Let f :Nn→Nm be a Wk -computable function, i¿0. Let ‘¿n, k6m,
let P and Q be arbitrary permutations over the sets {1; : : : ; ‘} and {1; : : : ; m}, respec-
tively. Then the following function g :N‘→Nk is Wk -computable:
g(xP(1); : : : ; xP(‘)) = (yQ(1); : : : ; yQ(k)) i? f(x1; : : : ; xn) = (y1; : : : ; ym):
Proof. Denote G=(	;p) a scheme computing f, with the input set = {$; A[1]; : : : ;
A[n]} and the output set = {#; Z[1]; : : : ; Z[m]}. Consider the scheme G′=(	′; p′) with
the input set ′= {$′; A′[1]; : : : ; A′[‘]} and the output set ′= {#′; Z ′[1]; : : : ; Z ′[k]}, where
	′=	∪′ ∪′ ∪ hW(′ ∪′),
p′($′) = $; p′(A′[P(j)]) =
{
A[j]; 16 j 6 n;

; n ¡ j 6 ‘;
p′(#) = #′; p′(Z[j]) =
{
Z ′[Q(j)]; 16 j 6 k;

; k ¡ j 6 m;
p′(X )=p(X ) for X ∈ (	 − ) and p′(X )=X for all other X ∈	′. Then obviously
G′ computes g since the only diRerence between G and G′ is changing the order of
arguments and function results, and omitting some of them.
Lemma 5.4. Let functions f :Nn→Nm and g :Nm→N‘ be Wk and Wj-computable,
respectively. Then the function h :Nn→N‘, h(x1; : : : ; xn)= g ◦f(x1; : : : ; xn), is Wk -
computable, where k =min(i; j),
Proof. It is enough to join the alphabets and morphisms of the schemes computing f
and g, respectively, and to change the resulting morphism so that output symbols of
the scheme for f are rewritten to input symbols of the scheme for g.
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Formally, denote Gf =(	f; pf) and Gg=(	g; pg). Assume that 	f ∩	g= ∅.
Denote
f = {$f; Af;[1]; : : : ; Af;[n]};
f = {#f; Zf;[1]; : : : ; Zf;[m]};
g = {$g; Ag;[1]; : : : ; Ag;[m]};
g = {#g; Zg;[1]; : : : ; Zg;[‘]}:
Let p be a morphism over 	f ∪	g deNned as follows:
p(#f) = $g;
p(Zf;[i]) = Ag;[i]; 16 i 6 m;
p(X ) = pf(X ); X ∈ 	f − f;
p(X ) = pg(X ); X ∈ 	g:
Then obviously the scheme (	f ∪	g; p) with the input set f and the output set g
computes the function h.
The following two lemmata show that it is possible to “call” one function from
another via Watson-Crick D0L schemes, having saved an actual state of computation
of the calling function.
Lemma 5.5. Let f :Nn→N be a function computed by a k-lazy Watson-Crick D0L
scheme F , k¿1, with an input set = {$; A[1]; : : : ; A[n]} and an output set = {#; Z}.
Then there is a k-lazy Watson-Crick D0L scheme G1 = (	1; p1) such that y=
f(x1; : : : ; xn) i?
$′A′x1[1] : : : A
′xn
[n]
·⇒∗G1 #Zy(B[1]C[1])x1 : : : (B[n]C[n])xn ;
where $′, A′[1]; : : : ; A
′
[n], B[1]; : : : ; B[n], C[1]; : : : ; C[n] ∈	1.
Proof. Denote F =(	;p), and let
	PUR1 = 	
PUR ∪ {$′; A′[j]; B[j]; C[j]; C[j]i | 16 j 6 n; 16 i 6 k};
the sets on the right-hand side being mutually disjoint. Let 	1 =	PUR1 ∪ hW(	PUR1 ).
Let p1(X )=p(X ) for each X ∈	. Consider an arbitrary input string w0 =
$Ax1[1] : : : A
xn
[n] and denote w0; w1; w2; : : : members of the sequence S(G;w0). Below we
deNne elements of p1 and simultaneously show their eRect on the derived
string.
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Permutation of derived strings Elements of p1
$′A′ x1[1] : : : A
′ xn
[n]
⇓ · p1($
′)= $; p1(A′[ j]) =A[ j]B[ j]C[ j]
16j6n
w0(B[1]C[1])x1 : : : (B[n]C[n])xn
⇓ · p1(B[ j]) =B[ j]; p1(C[ j]) =C[ j]
16j6n
w1(B[1]C[1])x1 : : : (B[n]C[n])xn
...
Denote for brevity
+ = (B[1]C[1])x1 : : : (B[n]C[n])xn : (4)
Consider now that p(wr)∈PYR for some r¿0 and notice that p1(wr+)∈PYR iR
p(wr)∈PYR. Then G1 performs a complementation step and its behavior will be the
following:
Permutation of derived strings Elements of p1
...
wr+
⇓ · p1(+)= +, see above
wr+1h(+)
⇓ · p1(B[ j]) = 
; p1(C[ j]) =B( j)C[ j]1
16j6n
wr+2(B[1]C[1]1)x1 : : : (B[n]C[n]1)xn
⇓ ·∗ p1(C[ j]i)=C[ j]i+116j6n; 1¡i6k
wr+k+1(B[1]C[1]k)x1 : : : (B[n]C[n]k)xn
⇓ · p1(C[ j]k)=C[ j]
16j6n
wr+k+2+ for p(wr+k+1)∈PUR, or
wr+k+2h(+) for p(wr+k+1)∈PYR.
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These strings contain the same symbols as the previously derived wr+ or wr+1h(+),
respectively, and the derivation will continue as above. The above derivation holds
since F is k-lazy by assumption and hence p(wr+i)∈PUR, 16i6k. All yet undeNned
elements of p1 adopt the form p1(X )=X , X ∈	1.
Now consider that wq=#Zy ∈∗ for some q¿1. Then we know that a complemen-
tation did not occur in the last k steps, since F is k-lazy. The corresponding string
derived by G1 adopts the form wq-, where
- =


(B[1]C[1]k)x1 : : : (B[n]C[n]k)xn if a complementation occurred
just k steps ago;
+ otherwise:
(5)
In both cases #Zy- ⇒˙G1 #Zy+ since #Zy-∈PUR, and hence a permutation of the
string
#Zy(B[1]C[1])x1 : : : (B[n]C[n])xn
is produced by G1 as the lemma claimed.
Lemma 5.6. Let f :Nn→N be a Wk -computable function, k¿1. Then the function
g :Nn→Nn+1, g(x1; : : : ; xn)= (x1; : : : ; xn; f(x1; : : : ; xn)), is Wk−1-computable.
Proof. Proof of Lemma 5.5 showed that there is a scheme G1 such that y=
f(x1; : : : ; xn) iR $′A′
x1
[1] : : : A
′ xn
[n] ⇒˙∗G1 #Zy-, where #; Z did not appear in previous mem-
bers of the sequence, and moreover
p1(#Zy-) = #Zy+ = #Zy(B[1]C[1])x1 : : : (B[n]C[n])xn ;
with +, - as in (3), (4). Nevertheless, the symbols B[ j], C[ j], 16j6n, could appear
in previous members of the sequence. Now it remains to construct a scheme G2 which
rewrites all the symbols of #Zy- to its output symbols which did not appear in the
sequence yet.
Let G2 = (	2; p2), denote 2 and 2 the input and the output set of G2, respectively.
Let 2 =1, 2 = {#′; Z ′[1]; : : : ; Z ′[n+1]}. Let
	PUR2 =	
PUR
1 ∪ 2 ∪ {Si; Di | 06 i 6 2k − 1}
∪{C[j]i | k ¡ i 6 2k − 1; 16 j 6 n};
the sets on the right-hand side being mutually disjoint. Let 	2 =	PUR2 ∪ hW(	PUR2 ).
Let p2(X )=p1(X ) for each X ∈	1 −  − {C[ j]k | 16j6n}. Hence the derivation
of G2 is identical to that of G1 until the string #Zy- is produced, since the symbols
C[ j]k never appeared during this derivation.
Having the string #Zy-, G2 rewrites the symbols #, Z to new symbols and performs
a complementation step to rewrite - to h(+) (see the above proof for elements of p1).
Then k − 1 non-complementation steps follow to keep the scheme (k − 1)-lazy.
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Permutation of derived strings Elements of p2
#Zy-
⇓ · p2(#)= S0; p2(Z)=D0
S0D
y
0h(+)
⇓ ·∗ p2(Si)= Si+1; p2(Di)=Di+106i¡k − 1
Sk−1D
y
k−1(B[1]C[1]k−1)
x1 : : : (B[n]C[n]k−1)xn
⇓ · p2(Sk−1)= Sk ; p2(Dk−1)=Dk
SkD
y
k (B[1]C[1]k)
x1 : : : (B[n]C[n]k)xn
In the last step another complementation occurred, rewriting the symbols C[ j]k in an
other way than G1 would do. Notice that this complementation occurs only when the
symbols Sk−1; Dk−1 appear in the sequence, which is possible only when a computa-
tion of y=f(x1; : : : ; xn) is Nnished. Until then, the derivation was fully controlled by
elements of p1.
Permutation of derived strings Elements of p2
...
⇓ ·∗
p2(Si)= Si+1; p2(Di)=Di+1
p2(C[ j]i)=C[ j]i+1
16j6n; k6i¡2k − 1
S2k−1D
y
2k−1C
x1
[1]2k−1 : : : C
xn
[n]2k−1
⇓ ·
p2(S2k−1)= #′,
p2(D2k−1)=Z ′[n+1],
p2(C[ j]2k−1)=Z ′[ j]; 16j6n
#′Z ′x1[1] : : : Z
′xn
[n]Z
′y
[n+1]
The last k − 1 non-complementation step was again to keep the scheme (k − 1)-
lazy. All yet undeNned elements of p2 adopt the form p2(X )=X , X ∈	2. It follows
immediately from the above description that G2 is (k − 1)-lazy and computes g; since
the symbols from 2 did not appear in the derivation sequence until the output string
was produced.
Note. Consider that in the above lemma the function f is Wk -computable for any
k¿0; and hence the scheme computing f never performs a complementation step.
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On the contrary, the resulting scheme G2 computing g does perform a complementation.
Hence an arbitrary but Nxed lazy value k must be chosen, according to which the
construction of G2 is done, and the function g is then Wk−1-computable. The same
holds also for Lemma 5.7.
For the next lemma we Nx the following notation: let f :Nn−→Nn be a (partial)
function. Denoting ◦ the composition operation, we deNne
f0(x1; : : : ; xn) = (x1; : : : ; xn);
fk(x1; : : : ; xn) =f ◦ fk−1(x1; : : : ; xn); k ¿ 0:
Lemma 5.7. Let f :Nn−→Nn; n¿2; be a Wk -computable function; k¿1: Then so
is the function g :Nn−→Nn; de=ned as
g(x1; : : : ; xn) = fi(x1; : : : ; xn);
i = min{‘ |f‘(x1; : : : ; xn) = (y1; : : : ; yn); y1 ¿ y2};
if such an i exists; otherwise g(x1; : : : ; xn) is unde=ned.
Proof. Denote F =(	;p) a scheme computing f with an input set = {$; A[1]; : : : ;
A[n]} and an output set = {#; Z[1]; : : : ; Z[n]}: Let G=(	′; p′) be a scheme with an
input set ′= {$′; A′[1]; : : : ; A′[n]} and an output set ′= {#′; Z ′[1]; : : : ; Z ′[n]}: Let
	′PUR = 	PUR ∪ ′ ∪ ′ ∪ {S; B[j]; C[j]; E[j]i | 16 i 6 k; 16 j 6 n};
the sets on the right-hand side being mutually disjoint. Let 	′=	′PUR ∪ hW (	′PUR):
Let p′(X )=p(X ) for each X ∈	− :
We start the derivation with a test whether x1¿x2: If not, we calculate (y1; : : : ; yn) :=
f(x1; : : : ; xn) and repeat from the beginning until y1¿y2: Consider Nrst that x1¡x2:
Permutation of derived strings Elements of p′
$′A′[1]
x1 : : : A′[n]
xn
⇓ ·
p′($′)= VS; p′(A′[1])=B[1]
p′(A′[2])=C[2]; p
′(A′[ j]) =B[ j]C[ j]
2¡j6n
VS B[1]x1C
x2
[2](B[3]C[3])
x3 : : : (B[n]C[n])xn
⇓ ·
p′( VS)= $; p′(B[1])=A[1]
p′(B[ j]) = 
; p′(C[ j]) =A[ j]
26j6n
$Ax1[1] : : : A
xn
[n]
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⇓ ·∗ Elements of p applyduring this derivation.
#Zy1[1] : : : Z
yn
[n]
⇓ · p
′(#)= $′; p′(Z[ j]) =A′[ j]
16j6n
$′A′y1[1] : : : A
′yn
[n]
At this moment the derived string consists again of input symbols and the derivation
is repeated analogously. Consider now that y1¿y2 holds. Then in the Nrst step of the
above derivation a complementation occurs and the current values of (y1; : : : ; yn) are
transformed to an output string:
Permutation of derived strings Elements of p′
...
⇓ ·
SBy1[1]C[2]
y2 (B[3]C[3])y3 : : : (B[n]C[n])yn
⇓ ·
p′(S)= S1; p′(C[2])=E[2]1
p′(C[ j]) = 
; 2¡j6n
p′(B[ j]) =E[ j]1; 16j6n
S1E
y1
[1]1 : : : E
yn
[n]1
⇓ ·∗ p
′(Si)= Si+1; p′(E[ j]i)=E[ j]i+1
16j6n; 16i¡k
SkE
y1
[1]k : : : E
yn
[n]k
⇓ · p
′(Sk)= #′; p′(E[ j]k)=Z ′[ j]
16j6n
#′Z ′y1[1] : : : Z
′yn
[n]
The last k steps are to keep the scheme k-lazy. It follows from the above description
that the output of the scheme is (y1; : : : ; yn)=fi(x1; : : : ; xn); where i¿0 is minimal
such that y1¿y2:
Notice that if no such i exists for a certain n-tuple x1; : : : ; xn; then the scheme G never
produces an output symbol, which corresponds to DeNnition 4.2 since g(x1; : : : ; xn) is
undeNned.
Lemma 5.8. The following functions are Wk -computable for any k¿0: (i) the nullary
constant 0; (ii) the successor function S(x); (iii) the projection function Uni (x1; : : : ; xn):
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Proof. (i) Consider the scheme G=({$; A; #; Z; V$; VA; V#; VZ}; p) such that p($)= #; p(A)
= 
 and p(X )=X for all other X ∈	:
(ii) Consider the scheme G=({$; #A; Z; V$; V#; VA; VZ}; p) such that p($)= #Z; p(A)=Z
and p(X )=X for all other X ∈	:
(iii) Consider the scheme G=({$; #A[1]; : : : ; A[n]; Z; V$; V#; A[1]; : : : ; A[n]; VZ}; p; $) such
that p($)= #; p(A[i]) =Z; p(A[ j]) = 
 for j = i and p(X )=X for all other
X ∈	.
Lemma 5.9. Let h :Nm−→N; g1 :Nn−→N; : : : ; gm :Nn−→N be Wi-computable fun-
ctions; i¿1: Then the function f :Nn−→N; f(x1; : : : ; xn)= h(g1(x1; : : : ; xn); : : : ; gm
(x1; : : : ; xn)); is Wi−1-computable.
Proof. We can derive according to previous lemmata that the following functions are
Wi−1-computable:
• f1 :Nn−→Nn+1; deNned as f1(x1; : : : ; xn)= (x1; : : : ; xn; y1); where y1=g1(x1; : : : ; xn);
due to Lemma 5.6;
• f2(x1; : : : ; xn)= (x1; : : : ; xn; y1; y2); where y2 = g2(x1; : : : ; xn); since
◦ g′2(x1; : : : ; xn; y1)= g2(x1; : : : ; xn) is Wk -computable due to Lemma 5.3,
◦ g′′2 (x1; : : : ; xn; y1)= (x1; : : : ; xn; y1; g′2(x1; : : : ; xn; y1)) is Wk−1-computable due to
Lemma 5.6, and
◦ f2(x1; : : : ; xn)= g′′2 ◦ f1(x1; : : : ; xn) is Wk−1-computable due to Lemma 5.4;
• f3(x1; : : : ; xn)= (x1; : : : ; xn; y1; y2; y3); where y3 = g3(x1; : : : ; xn); due to Lemmata 5:3,
5:4 and 5:6 as in the construction of f2 above;
...
• fm(x1; : : : ; xn)= (x1; : : : ; xn; y1; : : : ; ym); where ym= gm(x1; : : : ; xn); analogously as in
the construction of f2 above;
• fm+1(x1; : : : ; xn)= (x1; : : : ; xn; y1; : : : ; ym; h(y1; : : : ; ym)) as in the construction of f2
above;
• f(x1; : : : ; xn)=Un+m+1n+m+1 ◦ fm+1(x1; : : : ; xn) due to Lemmata 5:4 and 5:8 (iii).
We constructed the function f using the constructions of the Lemmata 5:3, 5:4, 5:6
and 5:8 in a straightforward manner, hence f is Wi−1-computable function.
Lemma 5.10. Let h :Nn−→N; g :Nn+2−→N be Wi-computable functions; i¿1:
Then the function f :Nn+1−→N de=ned as in (1) is Wi−1-computable.
Proof. The following functions are Wi−1-computable:
• S ′(y; z; w; x1; : : : ; xn)= S(y) due to Lemmata 5:3 and 5:8 (ii);
• f1 :Nn+3−→Nn+4; deNned as f1(y; z; w; x1; : : : ; xn)= (y; z; w; x1; : : : ; xn; y1); where
y1 = S ′(y; z; w; x1; : : : ; xn); due to Lemma 5.6;
• f2(y; z; w; x1; : : : ; xn)= (y; z; w; x1; : : : ; xn; y1; y2); where y2 = g(y; w; x1; : : : ; xn); analo-
gously to the construction of f2 in the above proof;
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• f3(y; z; w; x1; : : : ; xn)= (y1; z; y2; x1; : : : ; xn) due to Lemma 5.3;
• f4(y; z; w; x1; : : : ; xn)=fk3 (y; z; w; x1; : : : ; xn); where k¿0 is minimal such that y¿z;
due to Lemma 5.7.
Consider y=0; then the calculation of f4(y; z; w; x1; : : : ; xn) will proceed as follows:
w := g(y; w; x1; : : : ; xn); y := S(y); repeatedly while y¡z; i.e. z-times. If we at the be-
ginning assume w= h(x1; : : : ; xn); then value of w is computed exactly according to (1)
in DeNnition 3.1 of the primitive recursion.
Notice that if g and h are deNned for all values of arguments, then so is f4 since the
computation according to Lemma 5.7 Nnishes after z cycles. It remains to show that
the following functions are Wi−1-computable, establishing w as the value computed by
the function f:
• h1(z; x1; : : : ; xn)= h(x1; : : : ; xn) due to Lemma 5.3;
• h2(z; x1; : : : ; xn)= (z; x1; : : : ; xn; h1(z; x1; : : : ; xn)) due to Lemma 5.6;
• h3(z; x1; : : : ; xn)= (z; x1; : : : ; xn; h1(z; x1; : : : ; xn); 0) analogously to the construction of
f2 in the above proof, having 0 the nullary function;
• h4(z; x1; : : : ; xn)= (0; z; h(x1; : : : ; xn); x1; : : : ; xn) due to Lemma 5.3;
• f5(z; x1; : : : ; xn)=f4 ◦ h4(z; x1; : : : ; xn) due to Lemma 5.4;
• f(z; x1; : : : ; xn)=Un+33 ◦ f5(z; x1; : : : ; xn) due to Lemmata 5:4 and 5:8 (iii).
Lemma 5.11. Let h :Nn+1−→N be a Wi-computable function; i¿1: Then the func-
tion f :Nn−→N; f(x1; : : : ; xn)= min{y∈N | h(x1; : : : ; xn; y)= 0} is Wi−1-computable.
Proof. The following functions are Wi−1-computable:
• f1(v; w; x1; : : : ; xn; y; z)=(v; h(x1; : : : ; xn; y); x1; : : : ; xn; S(y); y); analogously to the con-
struction of f1 in the proof of Lemma 5.10;
• f2(v; w; x1; : : : ; xn; y; z)=fk1 (v; w; x1; : : : ; xn; y; z); where k¿0 is minimal such that v
¿w; due to Lemma 5.7.
Consider that we compute f2 with v=y= z=0; w=1; then its values will be calcu-
lated as follows: w := h(x1; : : : ; xn; y); y := S(y); z :=y; repeatedly until h(x1; : : : ; xn; y)
= 0: Taking as function value the value of y in the previous step (which is stored in
z at that moment), we obtain exactly the value in (2) where the minimalization is
deNned.
Notice that if no y∈N exists such that h(x1; : : : ; xn; y)= 0; or h(x1; : : : ; xn; z) is unde-
Nned for some z¡y; then f(x1; : : : ; xn) is undeNned and the computation of f according
to Lemma 5.7 never produces an output symbol.
It remains to show that the following functions are Wi−1-computable:
• f3(x1; : : : ; xn)=f2(0; 1; x1; : : : ; xn; 0; 0); due to Lemmata 5:3, 5:4, 5:6 and 5:8 (i), (ii),
analogously to the construction of h1; : : : ; h4 and f5 in the above proof;
• f(x1; : : : ; xn)=Un+4n+4 ◦ f3(x1; : : : ; xn) due to Lemmata 5:4 and 5:8 (iii).
Theorem 5.12. Any (partial) recursive function is W -computable.
Proof. Follows from Theorem 3.2 and from Lemmata 5:8–5:11. Notice that a necessary
condition for Lemmata 5:9–5:11 is that all the functions that are subject to these
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operations must be Wi-computable, i¿1: Taking into account that the result of each
elementary operation is then Wi−1 computable, we can ask what happens when the
value i = 0 is reached.
Fortunately, when constructing any (partial) recursive function, we always start with
base functions which are Wi-computable for each i; and then we apply only a Nxed
number of the operations. This number is of course independent in the function ar-
guments. During the Nrst application of these operation over the base functions, a
construction according to Lemma 5.6 is applied and an arbitrary but Nxed lazy value
must be chosen (see also note following Lemma 5.6). Hence it is enough to choose
this value larger than the number of the operations further applied, so that the lazy
value 0 is never reached.
Corollary 5.13. The universal function is W -computable.
6. Conclusions
We studied the properties of Watson-Crick complementation in the framework of
deterministic Lindenmayer systems. We obtained an universal computational power
only by enhancing the D0L iterated morphism by a complementation mechanism, which
is one of the basic DNA operations. This unexpected result may be inspiring for both
biological and computational research in molecular computing. There may be also
further consequences of the result in the theory of formal languages and automata.
Computer experiments were also performed to study the properties of Watson-Crick
D0L schemes computing various functions. It turned out, however, that for more com-
plex functions the number of necessary symbols in the resulting Watson-Crick D0L
schemes can be enormously large.
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