Machine learning algorithms find frequent application in spatial prediction of biotic and abiotic environmental variables. However, the characteristics of spatial data, especially spatial autocorrelation, are widely ignored. We hypothesize that this is problematic and results in models that can reproduce training data but are unable to make spatial predictions beyond the locations of the training samples. We assume that not only spatial validation strategies but also spatial variable selection is essential for reliable spatial predictions.
Introduction
A key task in ecology is studying the spatial or spatio-temporal patterns of ecosystem variables, e.g. climate dynamics (Appelhans et al., 2015) , variability of soil properties (Gasch et al., 2015) or distribution of vegetation types (Juel et al., 2015) . Spatially continuous datasets of ecosystem variables are needed to analyze the spatial patterns and dynamics. However, ecological variables are typically acquired through field work, which only provides data with a limited spatial extent, such as from climate stations, soil profiles or plot-based vegetation records. These data do not provide spatially continuous information about the variable of interest. Predictive modelling is a method commonly used to derive spatially continuous datasets from limited field data (e.g. Lary et al., 2016) . In predictive modelling, field data is used to train statistical models using spatially continuous predictor variables derived from remote sensing imagery. The resulting model is then used to make predictions in space, i.e. beyond the locations used for model training.
Most contemporary predictive modelling approaches use flexible machine learning algorithms, which can approximate the nonlinear and complex relationships found in nature. Recent software developments have simplified the application of machine learning algorithms (e.g. for R see Kuhn & Johnson, 2013) . Noteworthy, however, is that machine learning is applied to ecological spatial modelling the same way as it is in other disciplines, while ignoring the unique characteristics of spatial environmental data. Yet, spatial (and temporal) dependencies differentiate spatial data from "ordinary" data and complicate the use of machine learning due to the nature of the data, we cannot assume samples are identically and independently distributed (i.i.d assumption) (Xie et al., 2017) . This is especially true when data are sampled in clusters, which is a common design for providing ground truth data used in predictive modelling of ecological data.
Previous studies in spatial applications of machine learning algorithms have widely ignored the spatial dependencies in the data. One problem of ignoring spatial dependencies in prediction methods becomes obvious in the error assessment of spatial predictive models. Many authors have shown that the commonly used random cross-validation provides considerably overoptimistic error estimates due to the problem of autocorrelation (Bahn & McGill, 2013; Micheletti et al., 2014; Juel et al., 2015; Gasch et al., 2015; Gudmundsson & Seneviratne, 2015; Roberts et al., 2017; Meyer et al., 2018) . Hence cross-validation strategies based on random data splitting fail to assess a models performance in terms of spatial mapping and only validate its ability to reproduce the sampling data. Several methods for spatial cross-validation have been proposed to account for spatial dependencies in the data (Brenning, 2005; Le Rest et al., 2014; Pohjankukka et al., 2017; Roberts et al., 2017; Meyer et al., 2018; Valavi et al., 2018) . While spatial cross-validation can solve this issue and provide objective and meaningful error estimates, the algorithms' strong performance with random subsets and complete failures when predictions are made beyond the spatial extent of the training samples still remains an issue. Meyer et al. (2018) have shown for spatio-temporal data that spatial (or spatio-temporal) dependencies cause a misinterpretation of certain predictor variables which makes flexible algorithms fail when predicting beyond the location of the training data. Spatial dependencies in predictor variables are most apparent in "geolocation" predictors that describe the spatial location of the training samples (e.g. coordinates, elevation, euclidean distances and all derivations of these data). Hence, we assume that including predictor variables that describe the spatial location are problematic and prevent spatial models from making meaningful contributions to ecological research. However, predictor variables that describe the spatial location rather than the environmental properties are commonly included. Spatial coordinates are used especially often (Li et al., 2011; Langella et al., 2010; Shi et al., 2015; Janatian et al., 2017; Walsh et al., 2017; Jing et al., 2016; Wang et al., 2017; Georganos et al., 2019) . Distances to certain points (e.g. Hengl et al., 2018) or Euclidean distance to the corner coordinates of the model domain (e.g. Behrens et al., 2018) have also been suggested as predictors and included in models.
This study uses autocorrelated spatial data to investigate the sensitivity of machine learning applications to commonly applied geolocation predictors and shows pathways towards an automatic selection of predictors that cannot be incorporated in spatial prediction tasks. We assume that spatial models cannot handle predictor variables that are highly autocorrelated in space (e.g. geolocation) due to spatial dependencies in the training data. Algorithms can easily misinterpret such variables, leading the model to make erroneous predictions outside of the locations of the training data. The problem becomes obvious in the limited spatial performance of the model as well as in visually obvious artefacts in the spatial predictions. We therefore assume that spatial variable selection is essential for automatically removing variables counterproductive to spatial mapping to provide scientifically valuable results.
We use two examples of classic prediction tasks in environmental science to investigate our hypotheses. First, we perform a Land Use/ Land Cover (LULC) classification, which is a common field for applying machine learningbased predictive modelling in the context of ecology and remote sensing. The study area is located around the "Marburg Open Forest", an open research and education site owned by Marburg University in Hessen, Germany. Second, we model the Leaf Area Index (LAI) for the same region. Spectral, terrain-related as well as geolocation variables are used as potential predictor variables in both examples. We study the effect of spatial and non-spatial cross-validation on the estimated model performance with the frequently applied machine learning algorithm Random Forest. A spatial variable selection is suggested to analyze the importance of the potential predictor variables for spatial mapping and their effect on the prediction outcomes.
Methods
The following sections describe the two case studies, the data, all processing steps, modelling as well as validation. Data processing and modelling were performed in R Version 3.4 (R Core Team, 2018) . The scripts performing processing and analysis can be retrieved from https://github. com/HannaMeyer/EcoMod_SpML.
Prediction task I: Land use/land cover classification
The first prediction task is to classify different types of forest, as well as adjacent LULC for the "Marburg Open Forest" http://nature40.org in Hessen, Germany. The basis for the classification is an aerial image that covers approx. 3000 x 2500 m (Fig. 1) .
Reference data
A set of manually digitized polygons covering typical LULC classes are used as reference data which were selected by a combination of visual image inspection and knowledge firsthand from field work. In total, 10 different LULC classes were assigned (Table 1 ). 
Predictor variables
Spectral, terrain-related and geolocation variables were all prepared as potential predictor variables (Fig. 2) . Spectral variables come from a 20 cm resolution aerial image (Hessische Verwaltung für Bodenmanagement und Geoinformation, 2018a) taken at the 30th of September 2015. For this study, the image was resampled to a spatial resolution of 1m. The spectral predictors were the three channels of the aerial image (red, green, blue). Further, the Visible Vegetation Index (VVI, Planetary Habitability Laboratory, 2015) , Triangular Greenness Index (TGI, Hunt et al., 2013) , Normalized Green Red Difference Index (NGRDI), and Green Leaf Index (GLI, Hunt et al., 2013) ) were derived from the channels. A Principal Component Analysis (PCA) was performed on the three channels of the visible spectrum and the vegetation indices; the first component of the PCA was included as an additional potential predictor variable. In addition, the standard deviation of the first principal component was calculated in 3x3 (PCA 3 sd), 5x5 (PCA 5 sd) and 9x9 (PCA 9 sd) pixel environments to account for the spectral variability of LULC classes. A lidar-derived 1m Digital Elevation Model (DEM) was used as a terrain-related predictor. Elevation in the study area ranges from 210 to 415 m. Slope and aspect were calculated from the DEM in radians. The geolocation variables considered as potential predictors were latitude (Lat) and longitude (Lon). This results in a total set of 16 predictor variables for LULC prediction.
Compilation of the training data set
The set of predictor variables was extracted for each training polygon. The model considered each pixel related to the polygons (e.g. within, intersecting) as an individual training sample (Table 1) . This resulted in a set of approx. 185000 training samples. Each training sample contained the information about every potential predictor variable as well as about the LULC class based on the information from the polygons.
Prediction task II: Leaf Area Index modelling
The second prediction task aimed at modelling the LAI for the forested area of the Marburg Open Forest, a classic example of a regression task in environmental science.
Reference data
In this case study, the LAI reference was derived from lidar data taken in the vegetation period 2010 (Hessische Verwaltung für Bodenmanagement und Geoinformation, 2018b) that have 15cm vertical and 30cm spatial accuracy. The LAI was calculated from the lidar point cloud according to Getzin et al. (2017) . Since no major management was present in the forest, the LAI from the lidar data was regarded as a reference for this study despite the time lag between lidar derived reference and the Sentinel-2 based predictor variables. Especially since this study focus on the effect of validation and variable selection strategies this time lag was neglected. The calculated LAI data was then rasterized with 10m spatial resolution to match the geometry of the Sentinel-2 data that were used as predictors. To do this, the mean of all LAI values located in the extent of a Sentinel-2 pixel was calculated. 11 spatially distinct clusters were then assigned in homogenous areas of the forest. Every pixel in a 60m radius around the center of each cluster was used as training data, resulting in clear spatial clusters of training samples (Fig. 3) . In total, 824 training pixels distributed across the 11 clusters were used. The minimum, maximum and mean LAI in this training data set were 0.9, 13.6 and 4.2, respectively. A LAI below 1 means that the area is not fully covered by leaves. Values larger than 1 mean that more than one layer of leaves are present.
Predictor variables
A Sentinel-2 scene as Level-1C product from 2017/05/10 was used to derive spectral predictor variables. Sentinel-2 is the optical system from the earth observation mission from the EU Copernicus Programme and has channels in the visible (bands 2-4), red edge (bands 5-7), near infrared (band 8 and 8A) and short-wave infrared (bands 11 and 12) part of the spectrum. The Sentinel-2 bands 1, 9 and 10 were not considered in this study because they don't include relevant information for this prediction task. Hereafter, the used channels are referred to as B01, B02,...B12. Channels B02-B04 and B08 have a spatial resolution of 10m. The other channels have a resolution of 20 m and were resampled to match the geometry of the 10 m channels. In addition to the spectral channels, elevation, slope, aspect, as well as latitude and longitude (as described in the description of the previous prediction task but resampled to a 10m spatial resolution) were used as potential predictors. This results in a total set of 15 predictor variables for LAI prediction.
Compilation of the training data set
Values for each predictor variable was extracted from the locations of the training samples. Each training sample contained the extracted information from all potential predictor variables as well as the information about the LAI based on the information from the lidar-derived reference points.
Model training and prediction
The Random Forest algorithm (Breiman, 2001 ) was chosen as the machine learning algorithm for predictive modelling due to its prominence in ecological modelling. Random Forest bases on the concept of regression and classification trees: a series of nested decision rules for the predictors determine the response (also called reference, i.e. LULC or LAI). Random forest repeatedly builds trees from random samples of the training data. Each tree is a separate model of the ensemble. The predictions of all trees are averaged to produce the final estimate. To overcome correlation between trees, a number of predictors (mtry) are randomly selected at each split. The best predictor from the random subset is used at this split to partition the data.
In this study, the Random Forests implementation of the randomForest package (Liaw & Wiener, 2002) in R was applied and accessed via the caret package (Kuhn, 2016) . Throughout the study, each Random Forest model consisted of 500 trees after no increase in performance could be observed using a higher number of trees. The number of randomly chosen predictor variables at each split of the tree ("mtry") was tuned between two and the number of predictor variables (16 for LULC predictions and 15 for LAI predictions). See Kuhn & Johnson (2013) for a more detailed description on the Random Forest algorithm and mtry tuning.
To study the effect of spatial validation as well as spatial variable selection the following models were compared for both case studies:
1. Model using all potential predictor variables. Performance was estimated by random cross-validation (see 1a in The following sections describe the different cross-validation and variable selection strategies in more detail.
Cross-validation strategies
This study applied two cross-validation strategies: a standard random kfold cross-validation and a spatial k-fold cross-validation. Each strategy first splits the data into k folds and then repeatedly trains the models (k times) using the data from all but one fold. The models are evaluated based on how they perform with the left-out data (see Fig. 5 ). See (Kuhn & Johnson, 2013) for more detailed description on cross-validation in general.
While the cross-validation procedure is the same for random and spatial cross-validation, the major difference is how the data points are split into folds (see Fig. 5 ). For the standard random cross-validation, each data point was randomly assigned to one of the k folds. Figure 4 : Overview on the models compared in this study. Spectral, terrain related as well as geolocation variables were used as predictors (only examples shown here). The response variable was derived from training polygons for the case study of land cover classification or from lidar-derived Leaf Area Index (LAI) values for the case study of LAI prediction. Models were trained using either no variable selection or either recursive feature elimination, default random forward feature selection (FFS) or spatial FFS. Model performance was compared with random cross-validation (CV) or spatial CV. The entire modelling procedures were performed for the case study of land cover classification as well as for prediction of LAI.
For the spatial cross-validation, we chose a spatial block approach as suggested in Roberts et al. (2017) and also Valavi et al. (2018) for the LULC case study. Therefore, we divided the spatial domain into 20 equally sized spatial blocks (yellow grid in Fig. 1 ). For each training sample, the spatial block affiliation was identified by the spatial location of the corresponding training polygon where the sample belongs to. If a training polygon lay within two spatial blocks, the sample was only assigned to the one block in which the greater proportion of the polygon lay. This precluded that training pixels from one (usually homogeneous) polygon were present in two spatial blocks. Analogous to the random cross-validation, models were then repeatedly trained using data from all but one spatial block (= fold) and their performance estimated using the left-out data, e.g. the spatial block left out of model training. Hence, models were assessed for their performance in making spatial predictions beyond the locations of the training data. For the case study of the LAI predictions, a leave-one-cluster-out cross-validation was applied. This method is similar to the concept described above but instead of spatial blocks, in each iteration one of the 11 clusters Fig. 3 ) was left out during model training.
The number of spatial blocks or clusters, k, equaled the number of spatial blocks (20) or the number of spatial clusters (11), depending on the case study. Random cross-validation was performed with the same number for k.
The validation measure for performance assessment for the LULC classification during cross-validation was the Kappa Index (Cohen, 1960) and the Accuracy. A Kappa of 0 (or lower) is associated with a random classification result, while a Kappa of 1 indicates a perfect classification. Since it accounts for chance agreement, it was used as the prior validation measure for the classification task rather than the Accuracy. For the LAI predictions, the performance was assessed by the Root-Mean-Square Error (RMSE) and the coefficient of determination (R 2 ). Models were compared by fold, which gives the average performance (e.g. Kappa) over all k folds from cross-validation. Models were also compared by their global performance, which results from a comparison between every data point predicted during cross-validation, independently of the fold.
Spatial predictor variable selection
Forward Feature Selection (FFS) as described in Meyer et al. (2018) and implemented in the CAST package (Meyer, 2018) for R was used to test the effect of spatial variable selection. This FFS implementation works in conjunction with user-defined cross-validation, hence it allows to select variables that lead to the highest spatial performance (if run in conjunction with spatial CV). First, the FFS trains models using every combination of twopredictor variables. Based on the best performing variables (as identified by cross-validation), FFS increases the number of variables to test which (if any) variables further improve the (spatial) models performance. Every variable that does not improve (or even decreases) the models performance is excluded. See Meyer et al. (2018) for a more detailed description on this FFS. This study used FFS with spatial cross-validation to test which variables are significant to spatial mapping and which ones have no spatial meaning or are even counterproductive (spatial FFS, Fig. 4 ). For comparison, FFS was also run with random cross-validation (random FFS, Fig. 4 ) to check that improvements were indeed due to the spatial selection and not the pure reduction of variables that lead to changes in performance. As FFS is very time consuming, mtry was set to 2 for feature selection. Once the variables were selected, models were re-trained using the selected variables and either spatial or random cross-validation with mtry being tuned between 2 and the number of selected predictor variables.
In addition to FFS, we also used recursive feature elimination (RFE, explained in Kuhn & Johnson, 2013) to compare state-of-the art procedures (see e.g. Brungard et al., 2015; Meyer et al., 2017a,b; Ghosh & Joshi, 2014; Stevens et al., 2013 , in the field of environmental mapping). However, we argue that the backward RFE selection fails to address the issue of overfitting. RFE relies on variable importance scores, which are only calculated using the training subset (Kuhn & Johnson, 2013) . If a variable leads to considerable overfitting, it is highly significant in the models. Therefore, the RFE process will mark it as important and not remove it, even if it results in a high spatial error. A forward selection in conjunction with spatial CV is therefore required.
Results

Statistical performance
Using the "default" way of spatial prediction (using all potential variables) and the "default" random cross-validation, both Accuracy and Kappa index were higher than 0.99 for the classification task (Table 2) . Random cross-validation indicated that the LAI could be predicted with a RMSE of 0.96 and a R 2 of 0.87 (Table 3 , Fig. 6a ). When these models were validated using a spatial cross-validation, the performance was considerably lower (Kappa value of 0.55 for the LULC classification and RMSE of 1.25 for the LAI regression model, Table 3 , Fig. 6b) . A prominent source of high error estimates is that by leaving entire clusters out for validation, a held back cluster that has higher LAI values than all other clusters could not adequately be modelled since such high LAI values are unknown from the training data (Fig. 6b) . Note that low per-fold R 2 values for the LAI regression models in Table 3 result from low variabilities within spatial folds (Fig. 6b ) so that the per-fold RMSE or especially the global R 2 /RMSE present the more reliable performance estimates here. Using an RFE-based variable selection in conjunction with a spatial crossvalidation during the variable selection does not (LULC classification Kappa = 0.55) or only marginally (LAI regression RMSE = 1.22) improve the spatial performances. The same is true for an FFS-based approach in conjunction with a random cross-validation during the variable selection (Kappa = 0.14, RMSE = 1.23). In both cases, the random model performance stayed high (Kappa > 0.99 for both RFE and random FFS, RMSE = 0.93 for RFE and 0.91 for FFS random). Hence, neither a FFS with random selection nor the RFE approach does prevent spatial overfitting even though spatial folds have been used for the latter.
When FFS was paired with spatial cross-validation (spatial FFS) for the variable selection task, the spatial performance slightly improved (Kappa = 0.56, RMSE = 1.20) compared to all other models. It is noteworthy that this type of variable selection reduces the model performance indicators in a random cross-validation (Kappa=0.87, RMSE= 1.12) so that the differences in the error estimates between the validation strategies became smaller. This validation was based on the average performance for each fold that was left out during cross-validation. Similar patterns emerged when all independent predictions were simultaneously compared (global validation). Noticeable is that the R 2 of LAI predictions increased from 0.58 (all variables, spatial cross-validation) to 0.63 (spatial variable selection, spatial cross-validation).
Variable importance and selected variables
When all variables were presented to the algorithm to predict LULC and LAI, the most important variables were latitude, longitude and elevation Table 2 : Statistical performance of the models for LULC classification. Models were compared by fold, which gives the average performance over all k folds from cross-validation (CV). Models were also compared by their global performance, which is the Accuracy or Kappa for every data point predicted during cross-validation. Bold numbers indicate a spatial validation that must be considered as the valid performance for the prediction task. For an overview on the model-ID see also Fig. 4 Table 3 : Statistical performance of the models for LAI prediction. Models were compared by fold, which gives the average performance over all k folds from cross-validation (CV). Models were also compared by their global performance which is the RMSE or R 2 over every data point predicted during cross-validation. Bold numbers indicate a spatial validation that must be considered as the valid performance for the prediction task. For an overview on the model-ID see also Fig. 4 ( Fig. 7) . The spectral predictor variables were considerably less important for these tasks.
The RFE based upon this variable importance ranking did not eliminate any variables for the LULC classification, hence the model is essentially identical to the initial full model. For the LAI prediction model, the RFE only dropped the Sentinel-2 band "B02" (blue band). The combination of FFS and random cross-validation selected latitude, longitude, DEM and aspect for LULC classification and DEM, longitude, latitude, B12, B07, aspect and slope for LAI predictions, in decreasing order of importance.
FFS with spatial cross-validation identified the geographic coordinates and elevation as irrelevant or even counterproductive and dropped them from the models. The final model used only a subset of the spectral variables and the slope for the LULC classification. Here, green, blue, red and the standard deviation of the pca in a 9x9 environment made the largest contributions (Fig. 8a) . For LAI predictions, only the bands B05, B07 (both red edge), B03 (green) and B8A (narrow NIR) were identified as important. However, B03 and B8A only slightly decreased the RMSE compared to the model that used B05 and B07 only (Fig. 8b) .
Visual assessment of the spatial prediction
The model that used all variables to predict LULC led to noticeably linear features when making spatial predictions for the full study area ( Fig. 9 no selection; the RFE-based model produces a quasi identical spatial prediction). A clear linear delineation was made between beech forest and grassland that does not correspond to the visual inspection of the underlying aerial image (Fig. 9 RGB) . An obvious patch of forest in the southeastern part of the image was absent from prediction, where it was classified as grassland. Field and road were clearly confused for one another in the northwestern corner. A round patch of Douglas fir in the southwestern quarter of the image can be clearly associated to the highest elevation of the forest. Elevation appeared to be an overwhelming factor in the prediction of water, since parts of fields in the north of the image corresponding to the lowest elevations (Fig. 2) were falsely classified as such. These areas were visually distinguishable from water in the RGB. Several other patterns that did not correspond to a visual interpretation of the RGB were also present.
Random variable selection (FFS with random selection) enhanced the problem and linear features became more obvious (Fig. 9 random selection) . The prediction has an overall smooth appearance as FFS removed spectral variables from the model. When variables were selected by spatial FFS, the coordinates and elevation were removed by the algorithm and the classification was based on the spectral variables (Fig. 9 spatial selection) . The result showed much greater local variability that was clearly driven by the underlying spectral information rather than gradual changes driven by geolocation. No linear artefacts were observed.
Similar though less striking patterns were found for the LAI predictions. Using all potential predictor variables led to a visible linear feature dividing generally lower LAI values to the east from generally higher values to the west ( Fig. 10 no selection) . Such features became more obvious when FFS with random cross-validation was applied (Fig. 10 random selection) . When FFS selected variables with spatial cross-validation, no geolocation variables were selected and the results showed no obvious artefacts in the spatial prediction ( Fig. 10 spatial selection) . 
Discussion
Importance of spatial validation
The results clearly highlight again the necessity of spatial validation for realistically assessing the performance of spatial prediction models. Standard validation procedures that use random subsets of the dataset (i.e. random k-fold cross-validation) produce overoptimistic estimates about the model performance (in this case "nearly perfect classification" of LULC and low errors for LAI predictions). These do not provide information about the actual model performance with respect to the prediction of any other place than the sampling locations (i.e. create a map of LULC or LAI). Predicting any and not just the training locations, however, is the aim of most spatial prediction models, and the performance estimates must account for that which is increasingly and consistently recommended in recent literature (e.g. Wenger & Olden, 2012; Juel et al., 2015; Roberts et al., 2017; Valavi et al., 2018; Pohjankukka et al., 2017; Cánovas-García et al., 2017) . Random validation is not a meaningful strategy for spatial prediction tasks. This is especially essential when flexible algorithms are applied to highly clustered training samples that cause the risk of overfitting caused by the spatial autocorrelation of the predictor and response variables.
Relevance of spatial variable selection
It is not surprising that the model that uses all variable showed a strong performance in random cross-validation as compared to spatial cross-validation considering that within the polygons of digitized LULC or lidar-derived LAI training sites, the samples feature similar properties in their predictor variable space. Hence large parts of the training samples are not independent from one another. This leads to overfitting and incorrectly assigning high importance to the variables that represent the spatial location, which is especially clear for geolocation variables (i.e. latitude, longitude). Therefore, many studies have unsurprisingly identified coordinates as one of the, if not the, most important predictor, such as for tree species distribution (Attorre et al., 2011) , monthly precipitation (Jing et al., 2016) , deforestation (Zanella et al., 2017) , phytoplankton abundance (Roubeix et al., 2016) and explaining the spatial variability of soil organic carbon . According to our results, spatial variable selection would have very likely removed geolocation variables from these studies models. In addition to geolocation variables such as coordinates or Euclidean distance fields (Behrens et al., 2018) , variables that are unique to a certain spatial cluster are also problematic. For example, (Meyer et al., 2016) show that elevation can complicate models when it is clearly indicative of one spatial cluster in this study, circular patterns of Douglas fir were predicted for the areas of the forest with the greatest elevation, which is a clear artefact caused by misinterpretation of elevation as a predictor variable. Spatial FFS removed elevation as it was identified as unimportant or counterproductive as evinced by improved visual and statistical results.
We show that including location variables does not solve the problem of autocorrelation but intensifies the problem, at least for spatially clustered data. This finding contrasts with recommendations from previous studies (Mascaro et al., 2013; Cracknell & Reading, 2014) . Though Random Forests are known for being robust to uninformative predictor variables, this study clearly shows that misleading variables can have negative effects on the models. This notion is also supported by Rocha et al. (2018) , who showed that spatial predictions of plant traits suffer when models include spatial relations. The phenomenon, however, can only be detected if spatial cross-validation is used. Spatial models evaluated in a default random way will still feign a high spatial performance.
Spatial cross-validation provides reliable performance measures for spatial models. However, it does not change the model itself. During the internal Random Forest training, variables are not selected by spatial cross-validation but by the out-of-bag (oob) error which is based on random bootstrapping. Hence in a Random Forest training, variables are not selected by their spatial importance. A spatial variable selection is therefore required to remove misleading variables from the models. Using geolocation variables, the algorithm could reproduce training samples with highest performance but only a selection of spatially meaningful variables allowed for predictions beyond the locations of the training samples.
Having a look at the internal variable importance ranking of the Random Forests algorithm (Fig. 7) also explains why recursive feature selection cannot help, even if spatial cross-validation determines the optimal variables: Since RFE is based on the importance ranking of the variables, those that are misleading and responsible for overfitting are often highly ranked (e.g. latitude, longitude in this study) and hence not removed by RFE.
This study automatically analyzes which variables are misleading, counterproductive and cause overfitting and hence must be removed from the models. We show that removing these variables from the models improves the statistical spatial performance; a visual inspection also confirmed reliable patterns compared to the common model that uses all variables. The increase in statistical performance was less obvious than in Meyer et al. (2018) , who used spatio-temporal data that can be explained by a stronger autocorrelation due to the application to long time series. Therefore, improvements in performance will likely track with increasing degrees of autocorrelation if the sampling design includes clear spatial clusters.
The results of this study strongly suggest that spatial cross-validation needs to be considered not only for model validation and model tuning (see Schratz et al., 2019 , for a study on the relevance of spatial validation for hyperparameter tuning in machine learning applications) but also for variable selection, hence during all steps of model building.
Need for visual assessment in addition to statistical validation
The results also show that statistical validation alone is insufficient to validate spatial prediction models. Both the model using all potential predictors and the one using spatially selected variables perform statistically similar in spatial cross-validation. Hence, we conclude that the models perform equally well, statistically speaking. A visual assessment reveals that this assumption does not hold true, however. Removing misleading variables dramatically changes the actual outcome as patterns in the LULC and LAI predictions are considerably different. Again, this highlights the need for spatial variable selection. In several other studies, artefacts are mainly visible as clear linear features and can most certainly be traced back to the geolocation variables. (Jing et al., 2016) and (Shi et al., 2015) used coordinates for downscaling precipitation, which the Random Forest algorithm identified as the most important variable, but which resulted in visible linear patterns in the spatial prediction. Mud content prediction by Li et al. (2011) also shows linear patterns that are most likely caused by the inclusion of latitude and longitude as predictors. In a study by Fox et al. (2017) the Random Forest algorithm also ranked latitude and longitude as important, yet the resulting marine bird distribution along the Canadian coast shows clear linear cuts. These examples visually highlight the issues that including geolocation variables can cause. They also underline the importance of spatial cross-validation for spatial error assessment in conjunction with spatial variable selection to ensure that only variables with actual predictive power beyond the training locations are included.
Conclusions
This study underlines the necessity of spatial validation strategies in spatial machine learning applications. Results will likely be overoptimistic if these strategies are ignored. This is especially the problem when there is strong spatial autocorrelation in the data and when training samples are clustered in space.
However, spatial machine learning applications should not be restricted to the usage of spatial validation. This study shows that certain variables are responsible for overfitting that causes strong random performance but a failure in predicting any other than the training samples location. This is especially evident for geolocation variables (e.g. latitude, longitude). When such variables are used in spatial modelling where training samples are highly clustered in space, they lead the algorithms to effectively reproduce the training data but lead the model to fail predicting on new samples. Hence, the Random Forest algorithm cannot interpret such variables in a meaningful way. Spatial variable selection is required to automatically select variables that are useful in a Random Forest setup, for example the suggested forward feature selection that selects variables according to their contribution for spatial predictions. Spatial validation should hence be considered during all steps of modelling, from hyperparameter tuning, variable selection to performance estimation.
Like most other machine learning algorithms, Random Forests have the reputation that no assumptions about the data distribution are necessary. However, the results of this study show that it might be necessary to revisit this idea and general guidelines should be formulated to make applications more objective.
Finally, the results of this study allow the conclusion that ignoring spatial dependencies in machine learning applications for spatial predictions carries a high risk of developing models that can reproduce training data well but do not make reliable spatial predictions. Reliable spatial predictions can only be achieved if spatial dependencies are taken into account during the modelling process, i.e. not only for the purpose of model validation, but also for the selection of appropriate predictor variables.
