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The one-loop QCD corrections to the light-front wave-function for the quark-antiquark Fock state
inside a transverse or longitudinal off-shell photon are explicitly calculated, both in full momentum
space and in mixed space (a.k.a. dipole space). These results provide one of the main contributions
to virtual NLO corrections to many DIS observables (inclusive or not) in the dipole factorization
formalism at low Bjorken x.
In a follow-up article, these one-loop corrections are combined with earlier results on the wave-
function for the quark-antiquark-gluon Fock state, in order to get the full set of NLO corrections to
the DIS structure functions F2 and FL in the dipole factorization formalism, valid at low Bjorken
x.
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2I. INTRODUCTION
At low Bjorken x (xBj), various deep inelastic scattering (DIS) observables can be studied using the dipole factor-
ization formalism, in particular inclusive DIS structure functions [1, 2] and diffractive DIS structure functions [3] as
well as exclusive vector meson vector meson production [4] and deeply virtual Compton scattering. This formalism
is motivated by light-front perturbation theory [1, 5], which provides the light-front wave-functions (LFWF) for the
fluctuation of the exchanged photon into a quark-antiquark dipole, and relies on the eikonal approximation, which
allows to describe the interaction of the quark-antiquark dipole on the target, in the high-energy limit relevant for
DIS at low xBj . The dipole factorization has a remarkable versatility. Not only does it allow one to study in a unified
way inclusive, diffractive and exclusive observables, but it allows one to include and study various dynamical effects
from QCD. For that reason, a large part of the theoretical and phenomenological work in the literature related to the
results (at low xBj) from the HERA collider are based on the dipole factorization.
Pushing further the dipole picture, it has been possible to rederive in a more intuitive way [6–8] the BFKL equation
[9–11], which allows one to resum large logarithms arising in perturbation theory for high-energy (or equivalently low
xBj) semi-hard scattering processes between two dilute objects in QCD, within the leading logarithmic approximation
(LL). Moreover, thanks to the use of the eikonal approximation, it is trivial to include coherent multiple scattering
effects within the dipole factorization, via Wilson lines, in the case of a dense target. When such effects are relevant, one
enters into the gluon saturation regime of QCD [12–16], also called Color Glass Condensate (CGC). In the presence
of gluon saturation effects, the BFKL equation has to be replaced by a nonlinear evolution in order to perform
the high-energy LL resummation, which is the B-JIMWLK evolution [17–25], or in a mean-field approximation the
Balitsky-Kovchegov (BK) equation [17, 26, 27]. Using the dipole factorization in conjunction with the BK equation
(modified to include running QCD coupling effects [28, 29]), it has been possible to obtain successful fits [30–32] of
the dipole-target amplitude on the DIS data from HERA, which can then be used for to make predictions for many
observables in ep, eA, pp, pA and AA collisions at high energy.
All the works discussed so far have been performed in the leading order (LO) approximation, supplemented by
LL resummation. However, in order to make precise quantitative studies in QCD, one should go one step further in
perturbation theory, including next-to-leading order (NLO) contributions, preferably together with the resummation of
next-to-leading logarithms (NLL) at high energy. The NLO corrections to DIS have been studied in refs. [33–35]. For
the single-inclusive hadron production at forward rapidity in pA collisions within the so-called hybrid factorization
formalism [36–38], the NLO corrections have been calculated1 in refs. [39, 40] (after some partial results in refs.
[38, 46]), including contributions from massless quarks and gluons. The massive quark contributions to the NLO
corrections for that observable have also been calculated [47].
The NLL extensions of the BFKL equation [48, 49], the BK equation [50, 51] and even the B-JIMWLK evolution
[52–55] are now known2. However, these evolution equations include large NLL corrections making them unstable.
Those large corrections require a so-called collinear resummation, as done for example in ref. [57] in the case of the
BFKL equation. Gluon saturation alone cannot cure the instabilities, as can be observed in numerical studies [58, 59],
so that collinear resummation is required as well for the B-JIMWLK and BK equations beyond strict LL accuracy.
The dominant part of the collinear resummation (which amounts to improve the treatment of kinematics) has been
performed for the BK equation within two different schemes in refs. [60, 61] (see also the earlier preliminary study
[62]). A prescription has also been proposed [63] in the case of the BK equation for the sub-dominant part of the
collinear resummation. Taking all this into account, it was found that the NLL BK becomes numerically stable [64].
It was also possible redo [63, 65] the fits to HERA data using the two partially collinear-resummed versions of the
BK equation, but still without the full NLL contributions, for simplicity.
The NLO corrections to DIS within the dipole factorization are of two types. On the one hand, there is a new
contribution coming from the fluctuation of the incoming virtual photon into a qq¯g Fock state, which then scatters on
the target. On the other hand, there is the loop correction to the LFWF describing the splitting of the photon into a
qq¯ Fock state. Only the corrections of the first type, including the tree-level γ∗T,L → qq¯g LFWFs, have been calculated
explicitly in refs. [33, 34], whereas the corrections of the second type have been guessed through different prescriptions.
In ref. [33] the calculations are done in covariant perturbation theory, and the results are presented in a very general
way, but difficult to use in practice, due to the many integrations left to perform in order to obtain the DIS structure
functions. Subsequently, these results have been reformulated in the case of DIS on a dilute target and presented in
a k⊥-factorized form suitable for BFKL phenomenology at NLO and NLL accuracy [35]. By contrast, in ref. [34],
1 However, the first complete NLO results [39, 40] for that observable led to absurd numerical results [41]. Then, it has been understood
[42–44] that the high-energy resummation was not done in a consistent way in the first calculation, leading to an oversubtraction of large
logs. Moreover, it was suggested [43–45] to switch from the usual high-energy LL resummation scheme formulated with k+ ordering
to another scheme with k− (also dubbed Ioffe time) ordering instead, presumably more suitable for that observable. With these two
modifications, one obtains an improvement of the numerical results [44, 45], but some problems remain and require further investigations.
2 Note that a first insight into the NNLL resummation has been recently provided in ref. [56].
3the calculations are done in light-front perturbation theory, and the results are provided directly for DIS structure
functions in the dipole factorization formalism, allowing in principle to extend the BK-based fits [30–32, 63, 65] to
NLO accuracy. Due to the different formalisms used to make the calculations and to present the results, it has not
been possible so far to compare the results from refs. [33, 35] and the ones from ref. [34]. It has not yet been possible
either to compare any of these with the earlier calculations of the photon impact factor at NLO [66–69], relevant
for BFKL physics. However, the results of [34] for the γ∗T,L → qq¯g LFWFs have been confirmed by the calculation
(within covariant perturbation theory) of the 3-jet production in DIS [70].
Unfortunately, I realized that the unitarity-based prescription that I used in [34] to guess the qq¯ contribution to
the NLO correction out of the qq¯g contribution is wrong, as explained in section II of the present paper. Instead
the loop correction to the γ∗T,L → qq¯ LFWFs have to be calculated explicitly (at least in the light-front perturbation
theory formalism used in [34] and in the present study). The aim of the present article is to present and explain that
calculation.
The loop corrections to the γ∗T,L → qq¯ LFWFs have both UV and low x (or more precisely low k+) divergences.
The low x divergence is there to induce part of the high-energy B-JIMWLK leading logs at the cross-section level. By
contrast, the UV divergence has to cancel against other contributions at the cross-section level, because UV renor-
malization is irrelevant at the order of interest here3. The calculation is performed using dimensional regularization
for the UV divergences and a k+ cutoff regularization for the low x divergence. By comparison to earlier fixed-order
NLO calculations in the gluon saturation/CGC context in light-front perturbation theory, the present calculation
represents a significant step in complexity due to the appearance of various nontrivial transverse integrals and Dirac
structures. It is found convenient to use tensor reduction techniques such as the Passarino-Veltman method [71] in
order to handle the transverse integrals.
The final results for the γ∗T,L → qq¯ LFWF at one loop is given in momentum space by the eqs. (95), (100) and
(101) in the transverse photon case, and by the eqs. (127) and (133) in the longitudinal photon case, and in mixed
space (a.k.a. dipole space) by the eqs. (138) and (139) in the longitudinal case and by the eqs. (144) and (145) in
the transverse case.
In order to obtain the full NLO results for the DIS cross section, the qq¯ contributions described by the LFWFs
calculated here have to be combined with the qq¯g calculated in [34]. However, both contributions have UV divergences
which have to cancel each other. But the calculation has been done here in dimensional regularization, whereas the
qq¯g contribution has been given only in 4 dimensions in ref. [34], without an explicit UV regularization. Hence, in
the follow-up paper [72], the γ∗T,L → qq¯g LFWFs are recalculated in D dimensions, and are combined with the results
of the present paper. After demonstrating the cancellation of the UV divergences as well as of the accompanying
regularization-scheme-dependent finite terms between the qq¯ and qq¯g contributions, the full NLO corrections to the
FT and FL DIS structure functions are given in ref. [72] in the dipole factorization form.
Note that the one-loop γ∗T,L → qq¯ LFWFs calculated in the present article not only contribute to NLO corrections
to DIS structure functions, but also provide an important subset of the NLO corrections to any DIS observable
(inclusive, diffractive or exclusive) 4 which obeys a dipole factorization at low xBj . Moreover, all of the calculations
related to DIS at NLO performed so far, in refs. [33–35] and in the present paper and its follow-up [72], have considered
massless quarks only. The extension of the present calculation to the case of massive quarks is possible within the
same formalism, but it is left for further studies.
The plan of the present article is as follows. The unitarity argument used in ref. [34] (in section II.D there) is
discussed in section II, and shown to be flawed. Then, the tree-level expressions for the γ∗T,L → qq¯ LFWFs are recalled
in section III, in arbitrary space-time dimension D. The one-loop self-energy graph for a quark or antiquark belonging
to an arbitrary off-shell Fock state is calculated in section IV, since it appears several times as a subgraph for the
one-loop γ∗ → qq¯ LFWFs. The full calculation of the γ∗ → qq¯ LFWF at one loop in momentum space is presented
in section V for the transverse photon case and in section VI for the longitudinal photon case. The section VII is
devoted to the Fourier transform to mixed space (a.k.a. dipole space) of the results of the two previous sections,
leading to the main result of the present paper: the mixed-space expression for the one-loop LFWFs for the qq¯ Fock
sector inside a longitudinal or transverse virtual photon.
3 Indeed, the QED coupling is the only parameter appearing in the tree-level LFWF and thus potentially renormalized by NLO corrections.
However, one-loop QCD corrections do not affect the running of the QED coupling.
4 A few comments are in order concerning collinear divergences. First, LFWFs like the ones studied in the present paper describe the
dynamics of the projectile only in the range x+ < 0, before it reaches the target. Hence, such LFWFs can be in principle subject
to initial-state collinear divergences, but not to final-state ones. For fully inclusive observables, like DIS structure functions, all the
final-state dynamics (at x+ > 0) decouples, thanks to the optical theorem. By contrast, less inclusive observables are typically sensitive
to final-state dynamics, to be encoded in final-state LFWFs, different from the initial-state ones considered here, and which can be
subject to final-state collinear divergences. Second, for the photon (or lepton) initial-state LFWFs relevant for DIS, gluon loops or
gluon emissions cannot lead to initial-state collinear divergences, since the only external leg is colorless. Indeed, the integral over the
transverse momentum of the gluon will always be regulated in the IR by the qq¯ relative transverse momentum (as well as by Q2). Third,
initial-state collinear physics is nevertheless present. Indeed, the UV divergences encountered in the NLO calculations for DIS structure
functions arise in the regime in which the first splitting (γ → qq¯) is much more collinear than the subsequent gluon emission. Hence,
these UV divergences are related to the DGLAP evolution of the photon and not to UV renormalization. Note however that the photon
DGLAP logs would become large and require resummation in the case of DIS structure functions only when Q2 is much smaller than
the saturation scale of the target. But in that photoproduction regime, our perturbative calculations should not be reliable anyway.
4Supplemental material is provided in appendices. An elementary introduction to light-front perturbation theory is
given in the appendix A. Some relations about Dirac spinors are derived in appendix B. The appendix C provides
details about the calculations of the numerators of the light-front diagrams encountered in the present paper. An
introduction to the Passarino-Veltman tensor reduction method is given in appendix D. The transverse-momentum
scalar integrals, left after applying the Passarino-Veltman method, are studied and calculated in appendix E. The
appendix F lists the integrals encountered when performing the k+ integration in the loop. Finally, the integrals
required to perform the Fourier transform to mixed-space of the LFWFs are calculated in appendix G.
Note: After the completion of the present calculation, I became aware of the independent work presented simul-
taneously in [73], in which are calculated NLO corrections to exclusive diffractive dijet production in DIS. The loop
contributions calculated in the present paper provide in principle part of the NLO corrections calculated in [73]. Note
that the calculations in [73] are performed in covariant perturbation theory instead of light-front perturbation theory
in the present article.
II. ON THE PROBLEMS WITH THE UNITARITY PRESCRIPTION OF REF. [34]
In order to understand what is the issue with the prescription used in the section II.D of ref. [34], it is sufficient to
consider a simpler setup: the decomposition of the dressed state of an incoming real photon on a basis of Fock states.
The Fock states are taken in momentum space, and the photon has a momentum q and polarization λ. Following the
formalism presented in appendix A (see also ref. [1]), one has
|γ(q, λ)H〉 =
√
Zγ
[
a†γ(q, λ) |0〉+
∑
F6=γ
|F〉 Ψγ→F
]
=
√
Zγ
[
a†γ(q, λ) |0〉+
∑
ll¯ states
Ψγ→l0 l¯1 b
†
l (k0, h0) d
†
l (k1, h1) |0〉
+
∑
qq¯ states
Ψγ→q0q¯1 b
†(k0, h0, α0) d†(k1, h1, α1) |0〉
+
∑
qq¯g states
Ψγ→q0q¯1g2 b
†(k0, h0, α0) d†(k1, h1, α1) a†(k2, λ2, a2) |0〉+ · · ·
]
, (1)
where, in the second step, the sum over all Fock states |F〉 different from the one-photon Fock state has been split into
contributions with a specific particle content: lepton-antilepton pair, quark-antiquark pair, quark-antiquark-gluon and
so on. The terms left implicit in eq. (1) appear only at higher order in perturbation theory.
The dressed photon state is normalized as
〈γ(q′, λ′)H |γ(q, λ)H〉 = (2q+)(2pi)D−1δ(D−1)(q′−q) δλ′,λ . (2)
From that relation as well as the orthonormality of the Fock state basis, one gets the unitarity relation
(2q+)(2pi)D−1δ(D−1)(q′−q) δλ′,λ (1−Zγ)
Zγ
=
∑
ll¯ states
(
Ψγ′→l0 l¯1
)†
Ψγ→l0 l¯1 +
∑
qq¯ states
(Ψγ′→q0q¯1)
†
Ψγ→q0q¯1
+
∑
qq¯g states
(Ψγ′→q0q¯1g2)
†
Ψγ→q0q¯1g2 +O(αem α
2
s) +O(α
2
em) , (3)
where the γ′ labels signals LFWFs that corresponds to a photon state (q′, λ′) instead of (q, λ). Due to transverse and
light-front momentum conservation at each vertex, each term on the right-hand side of eq. (3) contains an overall
factor (2q+)(2pi)D−1δ(D−1)(q′−q).
The unitarity relation (3) can be written at any order in perturbation theory in both αem and αs. In particular,
the terms of order αem αs exactly have to obey the relation
(2q+)(2pi)D−1δ(D−1)(q′−q) δλ′,λ
(
1−Zγ
)
αem αs
=
( ∑
qq¯ states
(Ψγ′→q0q¯1)
†
Ψγ→q0q¯1
)
αem αs
+
( ∑
qq¯g states
(Ψγ′→q0q¯1g2)
†
Ψγ→q0q¯1g2
)
αem αs
. (4)
5γ∗T : q, λ
0
1
x+ = 0x+ → −∞ EDLO
FIG. 1. Tree-level contribution to the qq¯ Fock component inside an incoming transverse photon.
Indeed, at this particular order, there cannot be contributions from the leptonic dipole Fock states. The last term in
eq. (4) contain only the tree-level contribution to the qq¯g Fock state LFWF, as calculated in ref. [34], but here inside
an on-shell transverse photon.
The unitarity-based prescription used in ref. [34] (see section II.D there) in order to obtain the loop correction to
the qq¯ Fock state LFWF amounts to using eq. (4) (or more precisely its mixed-space analog) while assuming that
its left-hand side is identically zero. A similar prescription had been used to obtain the qq¯ virtual contributions to
high-energy evolution equations, for example in refs. [6, 50]. However, (1−Zγ) receives a finite contribution at order
αem αs, with neither UV nor low x divergences. This does not invalidate the use of such a prescription in the case of
high-energy evolution equations, where only low x divergent terms are relevant. However, the nonzero contribution
to (1−Zγ) at order αem αs implies that the unitarity prescription of ref. [34] is flawed. In practice, the unitarity
relation (3) can be used only to obtain Zγ at higher orders from the direct calculation of the right-hand side but not
to give relations between the contributions of different Fock states in the right-hand side.
As the one-photon Fock state does not contribute to the scattering on a classical gluon shock-wave target, the
knowledge of Zγ is not needed when calculating high-energy scattering on a dense target with gluon saturation,
making the relation (3) useless in that case. By contrast, the qq¯ Fock state obviously contributes to the cross section,
and higher-order corrections to its LFWF have to be calculated directly, which motivates the present paper.
The discussion presented in this section generalizes straightforwardly from the case of real photon scattering to
DIS observables (via an intermediate virtual photon), following the explanations presented in the appendix A.3 of ref.
[34].
III. QUARK-ANTIQUARK COMPONENTS AT LO
Before starting the calculation of the loop correction to the γ∗T,L → qq¯ LFWFs, let us rederive the tree-level
contribution in D dimensions, for completeness, using light-front perturbation theory as presented in appendix A.
For the transverse photon case, the relevant graph contributing to the LFWF is drawn in fig. (1), and is written
ΨLOγ∗T→q0+q¯1 =
〈0|d1b0 VI(0) a†γ |0〉
(EDLO)
= (2pi)D−1δ(D−1)(k1 + k0−q) δα0, α1
µ2−
D
2 e ef
(EDLO)
u(0) /λ(q) v(1) . (5)
Following the discussion in the appendix A.3 of ref. [34], it is possible to generalize the notion of LFWF to the case
of an off-shell transverse photon, by assigning the off-shell value
q− ≡ (q
2−Q2)
2q+
, (6)
to the q− of this photon, appearing in each energy denominator for the perturbative expansion of the LFWF.
6Hence, the energy denominator (EDLO) appearing in eq. (5) is given by
(EDLO) ≡ q− − k−0 − k−1 + i =
(q2−Q2)
2q+
− k
2
0
2k+0
− k
2
1
2k+1
+ i
= − Q
2
2q+
− q
+
2k+0 k
+
1
[
k0− k
+
0
q+
q
]2
+ i . (7)
Introducing the notation
P ≡ k0 − k
+
0
q+
q = −k1 + k
+
1
q+
q (8)
for the transverse momentum of the quark relative to that of the photon, as well as
Q
2 ≡ k
+
0 k
+
1
(q+)2
Q2 , (9)
one obtains
1
(EDLO)
= −
(
2k+0 k
+
1
q+
)
1[
P2 +Q
2 − i
] . (10)
In practice, only the case Q2 > 0 will be considered, so that the −i can be dropped.
In light-front quantization, unphysical polarizations of the fields have been eliminated, in particular the longitudinal
polarization of photons and gluons. They only appear implicitly inside nonlocal instantaneous vertices. However, as
argued in the appendix A.3 of ref. [34], in view of applications to DIS observables, it is possible and convenient to
introduce an effective LFWF for longitudinal photons. At tree level, it is given by the graph analog to the one in fig.
(1), but with an incoming longitudinal photon, and an effective splitting vertex into qq¯ given by
VγL→q0q¯1 = (2pi)
D−1δ(D−1)(k0 + k1−q) δα0, α1 µ2−
D
2 e ef
Q
q+
u(0) γ+ v(1) . (11)
Then, one has
ΨLOγ∗L→q0+q¯1 =
VγL→q0′ q¯1′
(EDLO)
= (2pi)D−1δ(D−1)(k1 + k0−q) δα0, α1
µ2−
D
2 e ef
(EDLO)
Q
q+
u(0) γ+ v(1) , (12)
with the energy denominator (EDLO) given by eq. (10) again.
IV. QUARK SELF-ENERGY LOOP WITHIN AN OFF-SHELL FOCK STATE
As a further preliminary step, let us consider the one-loop self-energy type contribution for a quark belonging to a
multiparticle off-shell Fock state. That contribution shows up for example as a subgraph for the LFWF of qq¯ inside
either a transverse or longitudinal photon. More generally, this is a basic contribution which would appear in many
calculations in QCD light-front perturbation theory at one loop or beyond. Hence, it is convenient to calculate this
subgraph once for all, without specifying explicitly the rest of the diagram.
Thus, let us consider the setup described in fig. 2. Let us call Γ an arbitrary contribution (at some given finite order
in perturbation theory) to the LFWF Ψi→q0+Fˆ , for a Fock state F = q0 + Fˆ including a quark, inside an incoming
physical state i, as shown in the left-hand side of fig. 2. Then let us calculate the quark self-energy correction A
shown in the right-hand side of fig. 2. In light-front perturbation theory, this diagram A can be written as
ΨA
i→q0+Fˆ =
∑
q0′′ states
∑
q0′g2 states
ΨΓ
i→q0′′+Fˆ
〈0|b0 VI(0) b†0′a†2|0〉 〈0|a2b0′ VI(0) b†0′′ |0〉
(EDLO) (EDA)
, (13)
with the energy denominators (EDA) and (EDLO) related to each other as
(EDA) = (EDLO)− k−2 − k−0′ + k−0 = (EDLO)−
k2
2
2 k+2
− (k0−k2)
2
2 (k+0 −k+2 )
+
k0
2
2 k+0
= (EDLO)− k
+
0
2 k+2 (k
+
0 −k+2 )
[
k2− k
+
2
k+0
k0
]2
. (14)
7i
0
x+ = 0x+ → −∞
LO diagram
Γ
Fˆ i
0
x+ = 0x+ → −∞
0′
2
0′′
EDA EDLO
Self-energy diagram A
Γ
Fˆ
FIG. 2. Left: LFWF (at a given order in perturbation theory) for a Fock state F inside a physical incoming state i. A quark
is singled out from the Fock state F , as F = q0 + Fˆ . Right: One-loop quark self-energy diagram correcting the contribution
shown on the left.
Note that one energy denominator (EDLO) is implicitly included in Ψ
Γ
i→q0+Fˆ . Using the result (14) as well as the
expressions for the q → qg and qg → q vertices from (A42), one obtains
ΨA
i→q0+Fˆ =
∑
h0′′=±1/2
∑
α0′′
∫
dD−1k0′′
(2pi)D−1(2k+0′′)
θ(k+0′′) Ψ
Γ
i→q0′′+Fˆ (2pi)
D−1δ(D−1)(k0′′−k0) (ta2ta2)α0 α0′′
(µ2)2−
D
2 g2
(EDLO)
×
∫
dD−1k2
(2pi)D−1(2k+2 )
θ(k+2 )
∫
dD−1k0′
(2pi)D−1(2k+0′)
θ(k+0′)
(2pi)D−1δ(D−1)(k2 + k0′−k0) NumA[
(EDLO)− k
+
0
2 k+2 (k
+
0−k+2 )
[
k2− k
+
2
k+0
k0
]2] . (15)
The calculation of the numerator
NumA =
∑
phys. pol. λ2
∑
h0′=±1/2
u(0) /λ2(k2) u(0
′) u(0′) /∗λ2(k2) u(0
′′) (16)
is explained in detail in appendix C 1, and gives
NumA = δh0′′ , h0
{
4
(
k+0
k+2
)2
+
(D−2)k+0
(k+0 −k+2 )
} [
k2− k
+
2
k+0
k0
]2
. (17)
The quarks q0′′ and q0 are forced to have the same momentum k0 by momentum conservation at the vertices, the
same helicity h0 due to the expression (17) for the numerator NumA, and the same color α0 due to the relation
(ta2ta2)α0 α0′′ = CF δα0, α0′′ . Hence, the contribution of the quark self-energy loop factorizes within the wave-function
ΨA
i→q0+Fˆ , leading to an expression of the form
ΨA
i→q0+Fˆ = Ψ
Γ
i→q0+Fˆ
[
αs CF
2pi
]
VA , (18)
pulling for later convenience the coupling and color factor out of the factor VA associated with the loop. Performing
the obvious change of variable
k2 7→ K ≡ k2− k
+
2
k+0
k0 , (19)
8the form factor VA can be written as
VA = 8pi
2 (µ2)2−
D
2
2k+0 (EDLO)
∫ k+0
0
dk+2
(2pi)(2k+2 )
1
2(k+0 −k+2 )
{
4
(
k+0
k+2
)2
+
(D−2)k+0
(k+0 −k+2 )
}
×
∫
dD−2K
(2pi)D−2
K2[
(EDLO)− k
+
0
2 k+2 (k
+
0−k+2 )
K2
]
= − pi (µ
2)2−
D
2
k+0 (EDLO)
∫ k+0
0
dk+2
k+0
{
4
(
k+0
k+2
)2
+
(D−2)k+0
(k+0 −k+2 )
}
×

∫
dD−2K
(2pi)D−2
+
2 k+2 (k
+
0 −k+2 )
k+0
(EDLO)
∫
dD−2K
(2pi)D−2
1[
K2 − 2 k+2 (k+0−k+2 )
k+0
(EDLO)
]

= −
∫ k+0
0
dk+2
k+0
{
2
(
k+0 −k+2
k+2
)
+
(D−2)k+2
2k+0
}
A0(∆1) (20)
In the second step, the first integral in K has naively a quadratic UV divergence, but it vanishes identically in
dimensional regularization. By contrast, the second integral in K has the form of the scalar integral A0(∆) (see
eq. (D1)) in the Passarino-Veltman method [71], explained in appendix D. In this particular case, the parameter
appearing in the scalar integral A0 is
∆1 = −2 k
+
2 (k
+
0 −k+2 )
k+0
(EDLO) . (21)
The exact expression for A0(∆) in D dimensions is given in eq. (E1). As is well-known, dimensional regularization
can be used to regulate both the UV and the soft and collinear divergences. Here, it turns out that dimensional
regularization also regulates the low x divergence, as can be found by using the result (E1) and performing the
integral over k+2 in VA in eq.(20). However, in the context of high-energy QCD, it is more convenient to regulate
the low x divergence with an explicit cutoff in k+ (see discussion in refs. [50, 60]), which facilitate the resummation
of high-energy leading logarithms with the BK [17, 26, 27] or JIMWLK equations [18–25], as well as next-to-leading
logarithms [50–54]. Hence, using eq. (E2), the D → 4 expansion is performed before taking the k+2 integral. One
obtains
VA = −
∫ k+0
0
dk+2
k+0
{
2
(
k+0 −k+2
k+2
)
+
k+2
k+0
} {
Γ
(
2−D
2
) [−2 k+0 (EDLO)
4pi µ2
]D
2 −2
− log
(
k+2
k+0
)
− log
(
k+0 −k+2
k+0
)}
+
∫ k+0
0
dk+2
k+0
(
k+2
k+0
)
+O (D−4) , (22)
where a cutoff k+2 > k
+
min is implicitly applied, when needed. In the spirit of the MS scheme, the universal constants
are left unexpanded together with the UV pole. Note that, due to the D dependence in the curly bracket in the
expression (20), one gets an additional term, analog to the so-called rational terms in standard pQCD calculations of
scattering amplitudes at higher orders (see for example the review [74]). Then, performing the integration over k+2
using the integrals in appendix F, one gets
VA = 2
[
log
(
k+min
k+0
)
+
3
4
]
Γ
(
2−D
2
) [−2 k+0 (EDLO)
4pi µ2
]D
2 −2
−
[
log
(
k+min
k+0
)]2
− pi
2
3
+ 3 +
1
2
+O (D−4) . (23)
The energy denominator (EDLO) encodes the off-shellness of the Fock state F = q0 + Fˆ , corresponding to a transient
violation of k− conservation. In covariant perturbation theory, k− is always conserved and instead each intermediate
particle is allowed to be off mass shell. The mapping between these two parametrizations of the off-shellness is such
that the k− off-shellness of the Fock state F corresponds to a mass off-shellness of the quark q0 with a virtuality
scale
√
−2 k+0 (EDLO). Hence, it is not surprising to see this scale appearing in the logarithm accompanying the UV
divergence in eq. (23).
9In eq. (23), the last term, 1/2, is the rational term induced by the D dependence of the coefficient multiplying
the UV-divergent scalar integral A0(∆1) in eq. (20). Besides the conventional dimensional regularization [75] used
in this calculation, there exist other variants of dimensional regularization, such as dimensional reduction [76] or the
four-dimensional helicity scheme [77, 78], which amounts to a different treatment of the numerator. These alternative
schemes should lead to a different value for that rational term. Hence, the last term 1/2 as well as all of the first line in
eq. (23) are definitely UV regularization scheme dependent, whereas the other three terms could be UV regularization
scheme independent, especially the −pi2/3 term.
The double logarithmic low x divergence in the second line of eq. (23) is unphysical and thus should cancel in the
sum over the diagrams. By contrast, one expects single logarithmic low x divergence to survive up to the cross-section
level, where it can be dealt with by high-energy resummation at LL accuracy, using either the BFKL, BK or JIMWLK
equation.
The same calculation could be done for the self-energy of an antiquark inside an off-shell Fock state. The only
difference is that both the gluon emission and the gluon absorption vertices get a extra (−1) factor, so that the total
result is unchanged. Hence, the self-energy graph for an antiquark is also given by the same VA factor given in eq.
(23).
V. TRANSVERSE PHOTON: QUARK-ANTIQUARK FOCK COMPONENT AT ONE LOOP
The light-front diagrams relevant5 for the calculation of the γ∗T → qq¯ LFWF at one loop are presented in fig. 3. It
is instructive to note that all of these diagrams involve only four distinct energy denominators. One of them, (EDLO)
is the same as in the LO graph from fig. 1, and is given by eq. (7) or (10). Then, the energy denominator (EDA) is
the same as in eq. (14), once (EDLO) is fixed to the expression given in eq. (7). Hence, one has
(EDA) = − k
+
0
2 k+2 (k
+
0 −k+2 )
[
k2− k
+
2
k+0
k0
]2
− q
+
2k+0 k
+
1
[
k0− k
+
0
q+
q
]2
− Q
2
2q+
+ i . (24)
The energy denominator (EDB) is symmetric to (EDA) by exchange of the roles of k0 and k1, so that
(EDB) = − k
+
1
2 k+2 (k
+
1 −k+2 )
[
k2− k
+
2
k+1
k1
]2
− q
+
2k+0 k
+
1
[
k0− k
+
0
q+
q
]2
− Q
2
2q+
+ i . (25)
Finally, the last new energy denominator is (EDV ), which is analog to (EDLO), but with the Fock state q0q¯1 replaced
by q0′ q¯1′ . Hence
(EDV ) = − q
+
2k+0′k
+
1′
[
k0′− k
+
0′
q+
q
]2
− Q
2
2q+
+ i . (26)
There is no diagram involving both (EDA) and (EDB). Hence, it is natural to split the diagrams between the ones
involving (EDA), shown in the left side of fig. 3, and those involving (EDB), shown in the right side of fig. 3. In the
former ones, the momentum of the gluon is flowing into the quark, whereas in the latter ones, the momentum of the
gluon is flowing into the antiquark. These two classes of diagrams thus correspond to two distinct kinematics. Only
the calculation of the first class of diagrams is necessary, thanks to the symmetry of the kinematics by exchange of
the quark and the antiquark between the two classes of graphs.
The only exception is the diagram 3, shown on the bottom of fig. 3. It features neither (EDA) nor (EDB) but
only (EDV ). Moreover, in that diagram, the gluon momentum can flow either upwards into the quark or downwards
into the antiquark. When needed, it is thus possible to split the diagram 3 into a contribution of the first class and
another one of the second class, according to the direction of the k+ momentum flow along the instantaneous gluon
line.
In the case of the first class of diagrams, it is convenient to parameterize the transverse momentum integration in
the loop by the relative momentum K of the gluon with respect to the quark after the loop, defined by
K = k2− k
+
2
k+0
k0 . (27)
5 In general, one should also consider self-inertia graphs, associated with the mismatch between the expressions of the interaction part of
the light-front Hamiltonian before and after applying the normal ordering prescription to it. However, in dimensional regularization, all
of the self-inertia terms vanish (see for example [79, 80]).
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2
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Diagram B
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0
1
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0′
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Diagram A’
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0
1
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1′
2
EDB EDLO
Diagram B’
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0
1
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0′
2
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Diagram 1
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0
1
x+ = 0x+ → −∞
0′
2
1′
EDV EDB EDLO
Diagram 2
γ∗T : q, λ
0
1
x+ = 0x+ → −∞
0′
2
EDA EDLO
Diagram 1’
γ∗T : q, λ
0
1
x+ = 0x+ → −∞
1′
2
EDB EDLO
Diagram 2’
γ∗T : q, λ
0
1
x+ = 0x+ → −∞
0′
1′
EDV EDLO
Diagram 3
FIG. 3. One-gluon-loop diagrams contributing to the light-front wave-function of the qq¯ Fock component inside an incoming
transverse photon.
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Then, using the notations (8) and (9) as well, one can rewrite the energy denominators relevant for the first class of
diagrams as
1
(EDA)
= −2 k
+
2 (k
+
0 −k+2 )
k+0
1[
K2 + ∆1
] (28)
and
1
(EDV )
= −2 (k
+
0 −k+2 )(k+1 +k+2 )
q+
1[
(K+ L)2 + ∆2
] , (29)
where
∆1 ≡ q
+ k+2 (k
+
0 −k+2 )
(k+0 )
2k+1
[
P2 +Q
2
]
(30)
∆2 ≡ (k
+
0 −k+2 )(k+1 +k+2 )
k+0 k
+
1
Q
2
=
(k+0 −k+2 )(k+1 +k+2 )
(q+)2
Q2 (31)
L ≡ − (k
+
0 −k+2 )
k+0
P = −(k+0 −k+2 )
[
k0
k+0
− q
q+
]
. (32)
A. Diagram A for transverse photon
According to the results of the section IV, the contribution of the diagram A to the transverse photon wave function
factorizes as
ΨAγ∗T→q0+q¯1 = Ψ
LO
γ∗T→q0+q¯1 ×
[
αs CF
2pi
]
VTA , (33)
where
VTA =
∫ k+0
0
dk+2
k+0
[
− 2k
+
0
k+2
+ 2− (D−2) k
+
2
2k+0
]
A0(∆1) . (34)
In eq. (34), the value ∆1 for the parameter of the scalar integral A0 is the one given by eq. (30). Then, following
section IV, the form factor VTA can be written more explicitly as
VTA =
[
2 log
(
k+min
k+0
)
+
3
2
] [
Γ
(
2−D
2
) (
Q
2
4pi µ2
)D
2 −2
− log
(
P2 +Q
2
Q
2
)
− log
(
q+
k+1
)]
−
[
log
(
k+min
k+0
)]2
− pi
2
3
+ 3 +
1
2
+O (D−4) . (35)
B. Diagrams with instantaneous lines for transverse photon
1. Diagrams with instantaneous quark line
The diagrams A’ and 1’ from fig. 3 together correspond to the contribution
ΨA
′+1′
γ∗T→q0+q¯1 =
∑
q0′g2 states
〈0|b0 VI(0) b†0′a†2|0〉 〈0|a2d1b0′ VI(0) a†γ |0〉
(EDLO) (EDA)
. (36)
Using the expression (A43) for the γT → qq¯g instantaneous vertex, one finds
ΨA
′+1′
γ∗T→q0+q¯1 = (2pi)
D−1δ(D−1)(k1 + k0−q) δα0, α1
µ2−
D
2 e ef
(EDLO)
(µ2)2−
D
2 g2 CF
2
×
∫
dD−1k2
(2pi)D−1(2k+2 )
θ(k+2 )
θ(k+0 −k+2 )
2(k+0 −k+2 )
{
−Num
T
A′
k+0
+
NumT
1′
(k+1 +k
+
2 )
}
[
(EDLO)− k
+
0
2 k+2 (k
+
0−k+2 )
[
k2− k
+
2
k+0
k0
]2] . (37)
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The calculation of the numerators
NumTA′ =
∑
phys. pol. λ2
∑
h0′=±1/2
u(0) /λ2(k2) u(0
′) u(0′) γ+/∗λ2(k2) /λ(q) v(1) (38)
and
NumT1′ =
∑
phys. pol. λ2
∑
h0′=±1/2
u(0) /λ2(k2) u(0
′) u(0′) γ+/λ(q) /
∗
λ2
(k2) v(1) (39)
is explained in detail in appendix C, and gives
NumTA′ =
[
kj2−
k+2
k+0
kj0
] {
−2 k
+
0
k+2
+D−2
}
u(0) γ+γj/λ(q) v(1) (40)
and
NumT1′ =
[
kj2−
k+2
k+0
kj0
] {
−2 k
+
0
k+2
u(0) γ+/λ(q) γ
jv(1)− (D−4) u(0) γ+γj/λ(q) v(1)
}
. (41)
Hence, after the change of variable (27), one finds that the diagrams A′ and 1′ are both proportional to the trivial
integral ∫
dD−2K
(2pi)D−2
Kj
K2 + ∆1
= 0 , (42)
and thus they vanish:
ΨA
′
γ∗T→q0+q¯1 = Ψ
1′
γ∗T→q0+q¯1 = 0 . (43)
By symmetry between the quark and the antiquark, one finds that the diagrams B′ and 2′ cannot contribute either:
ΨB
′
γ∗T→q0+q¯1 = Ψ
2′
γ∗T→q0+q¯1 = 0 . (44)
2. Diagram with instantaneous gluon line
The diagram 3 from fig. 3 contributes to the qq¯ LFWF inside a transverse photon as
Ψ3γ∗T→q0+q¯1 =
∑
q0′ q¯1′ states
〈0|d1b0 VI(0) b†0′d†1′ |0〉 〈0|d1′b0′ VI(0) a†γ |0〉
(EDLO) (EDV )
. (45)
Using the expression (A44) for the instantaneous Coulomb interaction vertex between a quark and an antiquark, one
gets
Ψ3γ∗T→q0+q¯1 = (2pi)
D−1δ(D−1)(k1 + k0−q) δα0, α1
µ2−
D
2 e ef
(EDLO)
(µ2)2−
D
2 g2 CF
×
∫
dD−1k0′
(2pi)D−1(2k+0′)
θ(k+0′)
θ(q+−k+0′)
2(q+−k+0′)
(−1)
(k+0 −k+0′)2
NumT3
(EDV )
. (46)
The calculation of the numerator
NumT3 =
∑
h0′ ,h1′=±1/2
u(0) γ+u(0′) u(0′) /λ(q) v(1
′) v(1′) γ+v(1) (47)
in performed in appendix C 4, and gives
NumT3 =
[
kj0′−
k+0′
q+
qj
] {
2 k+0′ u(0) γ
+/λ(q) γ
jv(1)− 2 k+1′ u(0) γ+γj/λ(q) v(1)
}
. (48)
Using the expression (26) for the energy denominator (EDV ), it is then clear that the diagram 3 is proportional to a
vanishing integral of the type (42), so that
Ψ3γ∗T→q0+q¯1 = 0 . (49)
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C. Diagram 1 for transverse photon
The contribution of the diagram 1 from fig. 3 is written
Ψ1γ∗T→q0+q¯1 =
∑
q0′ q¯1′ states
∑
g2 states
〈0|b0 VI(0) b†0′a†2|0〉 〈0|a2d1 VI(0) d†1′ |0〉 〈0|d1′b0′ VI(0) a†γ |0〉
(EDLO) (EDA) (EDV )
=
e ef
(EDLO)
(µ3)2−
D
2 (−g2)CF δα0, α1
∫
dD−1k2
(2pi)D−1
θ(k+2 )
(2k+2 )
∫
dD−1k0′
(2pi)D−1
θ(k+0′)
(2k+0′)
×
∫
dD−1k1′
(2pi)D−1
θ(k+1′)
(2k+1′)
(2pi)D−1δ(D−1)(k0′ + k2−k0) (2pi)D−1δ(D−1)(k1′−k2−k1)
× (2pi)D−1δ(D−1)(k0′ + k1′−q) Num
T
1
(EDA) (EDV )
= (2pi)D−1δ(D−1)(k0 + k1−q) δα0, α1
e ef
(EDLO)
(µ3)2−
D
2
(−g2)CF
2pi
×
∫ k+0
0
dk+2
2k+2
1
2(k+0 −k+2 )
1
2(k+1 +k
+
2 )
∫
dD−2k2
(2pi)D−2
NumT1
(EDA) (EDV )
, (50)
where
NumT1 =
∑
phys. pol. λ2
∑
h0′ ,h1′=±1/2
u(0) /λ2(k2) u(0
′) u(0′) /λ(q) v(1
′) v(1′) /∗λ2(k2) v(1) . (51)
The calculation of the numerator NumT1 , rather tedious, is performed in appendix C 5, and gives
NumT1 =
(
k2− k
+
2
k+0
k0
)2(
kj2−
k+2
k+1
kj1
)
CjI +
(
k2− k
+
2
k+1
k1
)2(
kj2−
k+2
k+0
kj0
)
CjII
+ 2
{
k+0 k
+
1
(k+2 )
2
(
k2− k
+
2
k+0
k0
)2
+
k+0 k
+
1
(k+2 )
2
(
k2− k
+
2
k+1
k1
)2
− (q
+)2
k+0 k
+
1
(
k0− k
+
0
q+
q
)2 }
u(0) /λ(q) v(1)
+
εiλ
k+2
[
4
(
ki0−
k+0
q+
qi
)
− (D−2)
(
ki2−
k+2
q+
qi
)] (
kj2−
k+2
k+0
kj0
)(
kl2−
k+2
k+1
kl1
)
u(0) γ+γjγl v(1) , (52)
where
CjI ≡
k+0 k
+
1
(k+2 )
2(k+0 −k+2 )
u(0) γ+γj/λ(q) v(1)−
k+0
k+2
[
1
k+2
+
(D−4)
2(k+0 −k+2 )
]
u(0) γ+/λ(q) γ
jv(1) (53)
CjII ≡ −
k+0 k
+
1
(k+2 )
2(k+1 +k
+
2 )
u(0) γ+/λ(q) γ
jv(1) +
k+1
k+2
[
1
k+2
− (D−4)
2(k+1 +k
+
2 )
]
u(0) γ+γj/λ(q) v(1) . (54)
The next step is to perform in this numerator the change of variable
k2 7→ K ≡ k2 − k
+
2
k+0
k0 (55)
suggested by the form of the denominators. Using also the notation (8), one obtains
NumT1 = Num
T
1
∣∣∣∣
I
+ NumT1
∣∣∣∣
II
+ NumT1
∣∣∣∣
III
+ NumT1
∣∣∣∣
IV
(56)
NumT1
∣∣∣∣
I
= K2
[
Kj +
q+k+2
k+0 k
+
1
Pj
]
CjI (57)
NumT1
∣∣∣∣
II
=
[
K2 + 2
q+k+2
k+0 k
+
1
P·K+
(
q+k+2
k+0 k
+
1
)2
P2
]
Kj CjII (58)
NumT1
∣∣∣∣
III
= 4
[
k+0 k
+
1
(k+2 )
2
K2 +
q+
k+2
P·K
]
u(0) /λ(q) v(1) (59)
NumT1
∣∣∣∣
IV
=
εiλ
k+2
{
− (D−2)Ki +
[
4− (D−2)k
+
2
k+0
]
Pi
}
Kj
[
Kl +
q+k+2
k+0 k
+
1
Pl
]
u(0) γ+γjγlv(1) . (60)
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It is convenient to separate symmetric and antisymmetric pieces of the Dirac structure in the last term using the
identity
u(0) γ+γjγlv(1) = −δjl u(0) γ+v(1) + 1
2
u(0) γ+
[
γj , γl
]
v(1) . (61)
The contribution IV to the numerator then becomes
NumT1
∣∣∣∣
IV
=
εiλ
k+2
{
− (D−2)Ki +
[
4− (D−2)k
+
2
k+0
]
Pi
}
×
{
q+k+2
2k+0 k
+
1
Kj Pl u(0) γ+
[
γj , γl
]
v(1)−
[
K2 +
q+k+2
k+0 k
+
1
P·K
]
u(0) γ+v(1)
}
. (62)
At this stage, the wave-function contribution corresponding to the diagram 1 is written
Ψ1γ∗T→q0+q¯1 = (2pi)
D−1δ(D−1)(k0 + k1−q) δα0, α1
e ef
(EDLO)
µ2−
D
2
[
αs CF
2pi
]
(−1)
2q+
∫ k+0
0
dk+2
(k+0 −k+2 )
k+0
IT1 , (63)
where
IT1 = 4pi (µ2)2−
D
2
∫
dD−2K
(2pi)D−2
NumT1[
K2 + ∆1
] [
(K+L)2 + ∆2
] , (64)
using the notations introduced in eqs. (30), (31) and (32).
In order to calculate the integral IT1 , the most efficient way is to rewrite it as a linear combination of a few simple
and independent scalar integrals. As a first step towards that goal, one should substitute the K2 and P·K appearing
in the numerators (57), (58), (59) and (62) by the expressions
K2 =
[
K2 + ∆1
]
−∆1 (65)
P·K = − k
+
0
2(k+0 −k+2 )
{[
(K+ L)2 + ∆2
]
−
[
K2 + ∆1
]
− L2 −∆2 + ∆1
}
, (66)
and make the obvious simplifications with the denominators. Then, after some algebra, each of the four contributions
to IT1 , associated with the decomposition (56) of the numerator of the diagram 1, can be written as a linear combination
of the integrals A0(∆1), A0(∆2), B0(∆1,∆2,L), Bi(∆1,∆2,L) and Bij(∆1,∆2,L) defined in appendix (D) (plus some
integrals which vanish identically due to rotational symmetry, like in eq. (42)), as
IT1
∣∣∣∣
I
=
{
−∆1 Bj −∆1 q
+k+2
k+0 k
+
1
Pj B0 + (k
+
1 +k
+
2 )
k+1
Pj A0(∆2)
}
CjI (67)
IT1
∣∣∣∣
II
=
(k+1 +k
+
2 )
k+1
Pj A0(∆2) CjII (68)
IT1
∣∣∣∣
III
=
{
4k+0 k
+
1
(k+2 )
2
A0(∆2)− 2q
+k+0
k+2 (k
+
0 −k+2 )
[
A0(∆1)−A0(∆2)
]
−2q
+
k+2
[
(k+1 +k
+
2 )
k+1
P2 +
(k+0 −k+2 )
k+0
Q
2
]
B0
}
u(0) /λ(q) v(1) (69)
IT1
∣∣∣∣
IV
=
q+
2k+0 k
+
1
{
− (D−2)Bij +
(
4− (D−2)k
+
2
k+0
)
Pi Bj
}
εiλ P
l u(0) γ+
[
γj , γl
]
v(1)
+
{[
(D−6)
k+2
+
(D−2)q+
2k+0 k
+
1
]
PiA0(∆2) + q
+
2k+1 (k
+
0 −k+2 )
(
4− (D−2)k
+
2
k+0
)
Pi
[
A0(∆1)−A0(∆2)
]
+
q+
2k+0 k
+
1
[
(k+1 +k
+
2 )
k+1
P2 +
(k+0 −k+2 )
k+0
Q
2
] [
−(D−2)Bi +
(
4− (D−2)k
+
2
k+0
)
Pi B0
]}
εiλ u(0) γ
+v(1) , (70)
keeping the arguments of the integrals B0, Bi and Bij implicit, since they are always the same.
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It remains now to eliminate the vector and tensor integrals Bi and Bij in favor of the scalar integrals A0(∆1),
A0(∆2) and B0 thanks to the Passarino-Veltman reduction technique [71], described in more detail in appendix D.
Due to rotational invariance in the (D−2) transverse space, Bi and Bij are of the form
Bi(∆1,∆2,L) = Li B1(∆1,∆2,L2) (71)
Bij(∆1,∆2,L) = LiLj B21(∆1,∆2,L2) + δij B22(∆1,∆2,L2) (72)
where B1, B21 and B22 are scalar integrals which can be written as linear combinations of A0(∆1), A0(∆2) and B0, see
appendix D. However, before using these relations between the scalar integrals, it is convenient to use the particular
form (71) and (72) of the vector and scalar integrals in order to simplify the Dirac algebra.
The relation (71) implies that, in the expression (67) for the contribution I, all the terms in the bracket are
proportional to Pj , so that the contribution I to IT1 is proportional PjCjI . Then, using the relations (B9) and (B10),
one finds
IT1
∣∣∣∣
I
= − k
+
0 k
+
1
k+2 (k
+
0 −k+2 )
{
∆1
[
(k+0 −k+2 )
k+0
B1 − q
+k+2
k+0 k
+
1
B0
]
+
(k+1 +k
+
2 )
k+1
A0(∆2)
}
×
{[
2k+0
k+2
+
(D−6)k+0
q+
]
u(0) /λ(q) v(1) + (D−6)
(P·ελ)
q+
u(0) γ+ v(1)
}
. (73)
Similarly, the contribution II can be expanded as
IT1
∣∣∣∣
II
= −k
+
0
k+2
{[
2k+1
k+2
− (D−6)k
+
1
q+
]
u(0) /λ(q) v(1) + (D−6)
(P·ελ)
q+
u(0) γ+ v(1)
}
A0(∆2) . (74)
The relations (71) and (72) imply that only the B22 integral survives in the the first line in the contribution IV in
the expression (70). Then, using the identity (B8), one obtains
IT1
∣∣∣∣
IV
= 2(D−2)B22 u(0) /λ(q) v(1) +
{
− (D−2)(k
+
0 −k+1 )
k+0 k
+
1
B22 +
[
(D−6)
k+2
+
(D−2)q+
2k+0 k
+
1
]
A0(∆2)
+
q+
2k+0 k
+
1
[
(k+1 +k
+
2 )
k+1
P2 +
(k+0 −k+2 )
k+0
Q
2
] [
(D−2) (k
+
0 −k+2 )
k+0
B1 +
(
4− (D−2)k
+
2
k+0
)
B0
]
+
q+
2k+1 (k
+
0 −k+2 )
(
4− (D−2)k
+
2
k+0
) [
A0(∆1)−A0(∆2)
]}
(P·ελ) u(0) γ+v(1) . (75)
At this stage, note that only two different Dirac structures are left in the expression for the integral IT1 . Hence,
the diagram 1 for transverse photon can be written as a sum of one term proportional to u(0) /λ(q) v(1) and thus
proportional to the LO wave function (5), and one term proportional to the new structure (P· ελ) u(0) γ+v(1). This
is reminiscent of the NLO corrections to the electron-photon vertex in QED, which can be written as a sum of two
contributions with different Dirac structures, multiplied by the Dirac and Pauli form factors respectively.
Now, it is time to perform the last step in the Passarino-Veltman tensor reduction method [71], which is to use
the algebraic relations (D9), (D13) and (D14) in order to eliminate the scalar integrals B1, B21 and B22 in favor of
A0(∆1), A0(∆2) and B0 in the expression for IT1 . Using the definitions (30), (31) and (32) relevant for the diagram
1, the algebraic relation (D9) is written
B1(∆1,∆2,L2) = 1
2P2
(
k+0
k+0 −k+2
)2 {
A0(∆1)−A0(∆2) +
(
k+0 −k+2
k+0
) [
q+k+2
k+0 k
+
1
(
P2 +Q
2
)
−
(
k+1 +k
+
2
k+1
)
Q
2 −
(
k+0 −k+2
k+0
)
P2
]
B0(∆1,∆2,L)
}
. (76)
Inserting this relation in the expression (73), one finds
IT1
∣∣∣∣
I
= − k
+
0 k
+
1
k+2 (k
+
0 −k+2 )
{[
2k+0
k+2
+
(D−6)k+0
q+
]
u(0) /λ(q) v(1) + (D−6)
(P·ελ)
q+
u(0) γ+ v(1)
} {
(k+1 +k
+
2 )
k+1
A0(∆2)
+
q+k+2
k+0 k
+
1
(
P2 +Q
2
2P2
) [
A0(∆1)−A0(∆2)−
(
k+0 −k+2
k+0
) [
(k+1 +k
+
2 )
k+1
P2 +
(k+0 −k+2 )
k+0
Q
2
]
B0
]}
. (77)
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For the contributions II and III, the expressions (74) and (69) are already expressed in terms of the scalar integrals
A0(∆1), A0(∆2) and B0 only. Examining the contributions (77), (74) and (69) to the integral IT1 , as well as the
expansions (E5), (E6) and (E8) of the scalar integrals A0(∆1), A0(∆2) and B0 for D → 4, one can see that a better
basis of scalar integrals consists in A0(∆2), I+ and I−, with the definitions
I± ≡ 1
2
{
A0(∆1)−A0(∆2)±
(
k+0 −k+2
k+0
) [(
k+1 +k
+
2
k+1
)
P2 +
(
k+0 −k+2
k+0
)
Q
2
]
B0
}
. (78)
From the expansions (E5), (E6) and (E8), one finds
I+ = − log
(
k+2
k+0
)
+ log
(
k+1 +k
+
2
k+1
)
− log
(
q+
k+1
)
+O (D−4) (79)
I− = − log
(
P2 +Q
2
Q
2
)
+O (D−4) . (80)
From the expressions (E6), (79) and (80), it is clear that the three scalar integrals A0(∆2), I+ and I− are linearly
independent, and thus form a basis. That basis of scalar integrals has various appealing properties. For D → 4, the P
dependence is entirely contained in I−, and separated from the dependence on k+2 , k+1 and k+0 , contained in A0(∆2)
and I+. Only A0(∆2) is UV divergent. And finally, only I+ contains the term − log(k+2 /k+0 ), which might lead to an
unphysical double logarithmic low x divergence after integration over k+2 . Written with that basis of scalar integrals,
the contributions I and III to IT1 simplify as
IT1
∣∣∣∣
I
= −
(
k+0
k+0 −k+2
) {(
k+1 +k
+
2
k+2
)
A0(∆2) + q
+
k+0
(
P2 +Q
2
P2
)
I−
}
×
{[
2k+0
k+2
+
(D−6)k+0
q+
]
u(0) /λ(q) v(1) + (D−6)
(P·ελ)
q+
u(0) γ+ v(1)
}
(81)
IT1
∣∣∣∣
III
= −4
(
k+0
k+0 −k+2
) {
− k
+
1 (k
+
0 −k+2 )
(k+2 )
2
A0(∆2) + q
+
k+2
I+
}
u(0) /λ(q) v(1) , (82)
whereas the expression (74) for the contribution II involves only the scalar integral A0(∆2) already.
The expression (75) for the contribution IV involves the integral B22. Translating the relation (D14) to the new
base, one gets
(D−3)B22 = 1
2
A0(∆2)−
(
k+0
k+0 −k+2
)
q+k+2
2k+0 k
+
1
I+ +
(
P2 +Q
2
2P2
)
I− . (83)
Using the relation (83) to completely eliminate B22 from the contribution IV in (75), one would obtain terms with a
pole at D = 3. That pole is not associated with a UV or IR divergence. Instead, it is just a reminder that the method
used to calculate the tensor integral Bij is not valid at D = 3 because the system of equations (D11) and (D12)
becomes degenerate in that case. However, this is not a problem, since only the vicinity of D = 4 is of interest for the
present calculation. Instead of completely eliminating B22, it turns out more convenient to make the replacement
B22 = 1
2
A0(∆2)−
(
k+0
k+0 −k+2
)
q+k+2
2k+0 k
+
1
I+ +
(
P2 +Q
2
2P2
)
I− − (D−4)B22 . (84)
Thanks to the expansions (E6), (79) and (80) of the scalar integrals A0(∆2), I+ and I−, and the relation (84) itself,
one finds
− (D−4)B22 = − (D−4)
2
A0(∆2) +O (D−4) = 1 +O (D−4) . (85)
This term, arising in the D → 4 expansion with a coefficient (D−4)/(D−4) is a rational term, as defined in the context
of calculations of scattering amplitudes with loops in covariant perturbation theory. However, it corresponds to a
different type of rational term than the one already encountered and discussed in section IV. The rational term (85) is
induced by the tensor reduction of the integral Bij and does not depend on which variant of dimensional regularization
is used. Such terms are typically missed by naive UV regularizations which do not preserve invariance of the integrals
by shift of the integration variable (such as cutoff regularization) and represent one of the main challenges for attempts
at formulating consistent UV regularizations directly in 4 dimensions.
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Using the relations (76), (78) and (84), one can now rewrite (75), after some algebra, as
IT1
∣∣∣∣
IV
= (D−2)
{
A0(∆2)−
(
k+0
k+0 −k+2
)
q+k+2
k+0 k
+
1
I+ +
(
P2 +Q
2
P2
)
I− − 2(D−4)B22
}
u(0) /λ(q) v(1)
+
{[
(D−6)
k+2
+
(D−2)
k+0
]
A0(∆2) +
(
k+0
k+0 −k+2
)
q+
k+0 k
+
1
[
4 + (D−2)k
+
2 (k
+
0 −k+1 )
k+0 k
+
1
]
I+
+
(D−2)
k+0
(
P2 +Q
2
P2
)
I− + (k
+
0 −k+1 )
k+0 k
+
1
(D−2)(D−4)B22
}
(P·ελ) u(0) γ+v(1) . (86)
At this stage, the integral IT1 has been fully decomposed on a basis of two independent Dirac structures and on a basis
of three scalar integrals, up to a rational term (D−4)B22, and the result is the sum of the expressions (81), (74), (82)
and (86). A few comments are in order. In several terms, there is one factor of (k+0 −k+2 ) in the denominator. This is
not a problem, since IT1 is multiplied by (k+0 −k+2 ) before taking the integral over k+2 , see eq. (63). Hence, divergences
in the k+2 integral can come only from the k
+
2 → 0 regime. In the contributions I, II and III, the coefficient of
A0(∆2)u(0) /λ(q) v(1) is of order 1/(k+2 )2 for k+2 → 0, which would produce an unphysical power divergence. All
the other coefficients are of order 1/k+2 at most, and thus leading to logarithmic divergences at most, except for the
I+ u(0) /λ(q) v(1) term in the contribution III in eq. (82), which gives a double log divergence at small k+2 .
Defining the two form factors VT1 and N T1 through the relation
− 1
2q+
∫ k+0
0
dk+2
(k+0 −k+2 )
k+0
IT1 = VT1 u(0) /λ(q) v(1) +N T1
(P·ελ)
q+
u(0) γ+ v(1) , (87)
the diagram 1 contribution to the wave-function is written
Ψ1γ∗T→q0+q¯1 = (2pi)
D−1δ(D−1)(k0 + k1−q) δα0, α1
e ef
(EDLO)
µ2−
D
2
[
αs CF
2pi
]
×
{
VT1 u(0) /λ(q) v(1) +N T1
(P·ελ)
q+
u(0) γ+ v(1)
}
. (88)
Collecting contributions from the results (81), (74), (82) and (86), the two form factors are found to be
VT1 =
∫ k+0
0
dk+2
{[
1
k+2
− 2
q+
+ (D−2) k
+
2
2q+k+0
] [
A0(∆2) +
(
P2 +Q
2
P2
)
I−
]
+
[
2
k+2
+ (D−2) k
+
2
2k+0 k
+
1
]
I+ +
(
k+0 −k+2
k+0
)
(D−2)
q+
(D−4)B22
}
(89)
N T1 =
∫ k+0
0
dk+2
k+0
{[
− 2 + (D−2) k
+
2
2k+0
] [
A0(∆2) +
(
P2 +Q
2
P2
)
I−
]
− q
+
k+1
[
2 + (D−2)k
+
2 (k
+
0 −k+1 )
2k+0 k
+
1
]
I+ −
(
k+0 −k+2
k+0
) (
k+0 −k+1
k+1
)
(D−2)
2
(D−4)B22
}
. (90)
Note that the terms of order 1/(k+2 )
2 for k+2 → 0 have canceled each other, so that the k+2 integral in VT1 has only
single and double logarithmic divergences at small k+2 . Moreover, in N T1 , all the terms of order 1/k+2 have canceled
each other as well, so that k+2 integral in N T1 is convergent.
The small k+2 divergences are chosen to be regulated by a cutoff k
+
2 > k
+
min, like in section IV and not by the
dimensional regularization itself, only used to regulate UV divergences. Hence, the evaluation of VT1 and N T1 is best
done by first expanding around D = 4, and then integrating over k+2 . For N T1 , there is no small k+2 divergence, as
already said, but that method still simplifies the calculation. Remembering that A0(∆2) and B22 are UV divergent
in four dimensions whereas I+ and I− are UV finite, one can first isolate all the rational terms in N T1 and then use
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the expansions (E6), (79), (80) and (85) of the integrals as
N T1 =
∫ k+0
0
dk+2
k+0
{[
− 2 + k
+
2
k+0
] [
A0(∆2) +
(
P2 +Q
2
P2
)
I−
]
− q
+
k+1
[
2 +
k+2 (k
+
0 −k+1 )
k+0 k
+
1
]
I+
−k
+
2
k+0
(
2−D
2
)
A0(∆2)−
(
k+0 −k+2
k+0
) (
k+0 −k+1
k+1
)
(D−4)B22
}
+O (D−4)
=
∫ k+0
0
dk+2
k+0
{[
− 2 + k
+
2
k+0
] [
Γ
(
2−D
2
) (
Q
2
4pi µ2
)D
2 −2
− (P
2 +Q
2
)
P2
log
(
P2 +Q
2
Q
2
)
− log
(
k+0 −k+2
k+0
)
− log
(
k+1 +k
+
2
k+1
)]
− q
+
k+1
[
2 +
k+2 (k
+
0 −k+1 )
k+0 k
+
1
] [
− log
(
k+2
k+0
)
+ log
(
k+1 +k
+
2
k+1
)
− log
(
q+
k+1
)]
−k
+
2
k+0
+
(
k+0 −k+2
k+0
) (
k+0 −k+1
k+1
)}
+O (D−4)
= −3
2
Γ
(
2−D
2
) (
Q
2
4pi µ2
)D
2 −2
+
3(P2 +Q
2
)
2P2
log
(
P2 +Q
2
Q
2
)
− 3− k
+
0
2k+1
−1
2
+
(k+0 −k+1 )
2k+1
+O (D−4) . (91)
In the last step, the integration over k+2 has been performed using the identities given in appendix F, and obvious
algebraic simplifications have been performed. In particular, all of the terms in log(q+/k+1 ) are found to cancel each
other in a nontrivial way. Nevertheless, for illustrative purposes, the contribution of the rational terms is kept separate,
in the last line of eq. (91). The −1/2 term is the rational term induced by the D dependence of the coefficient of
A0(∆2), whereas the last term is the rational term produced in the Passarino-Veltman tensor reduction of the integral
Bij . Obviously, the final result for N T1 is
N T1 = −
3
2
Γ
(
2−D
2
) (
Q
2
4pi µ2
)D
2 −2
+
3(P2 +Q
2
)
2P2
log
(
P2 +Q
2
Q
2
)
− 4 +O (D−4) . (92)
The calculation of VT1 is done in the same way starting from eq. (89), except that the cutoff k+2 > k+min has to be
imposed when needed. One finds
VT1 =
∫ k+0
0
dk+2
k+0
{[
k+0
k+2
− 2k
+
0
q+
+
k+2
q+
] [
A0(∆2) +
(
P2 +Q
2
P2
)
I−
]
+
[
2k+0
k+2
+
k+2
k+1
]
I+
−k
+
2
q+
(
2−D
2
)
A0(∆2) + 2
(
k+0 −k+2
q+
)
(D−4)B22
}
+O (D−4)
=
∫ k+0
0
dk+2
k+0
{[
k+0
k+2
− 2k
+
0
q+
+
k+2
q+
] [
Γ
(
2−D
2
) (
Q
2
4pi µ2
)D
2 −2
− (P
2 +Q
2
)
P2
log
(
P2 +Q
2
Q
2
)
− log
(
k+0 −k+2
k+0
)
− log
(
k+1 +k
+
2
k+1
)]
+
[
2k+0
k+2
+
k+2
k+1
] [
− log
(
k+2
k+0
)
+ log
(
k+1 +k
+
2
k+1
)
− log
(
q+
k+1
)]
−k
+
2
q+
− 2
(
k+0 −k+2
q+
)}
+O (D−4)
= −
[
log
(
k+min
k+0
)
+
3k+0
2q+
] Γ(2−D
2
) (
Q
2
4pi µ2
)D
2 −2
− (P
2 +Q
2
)
P2
log
(
P2 +Q
2
Q
2
)
+
[
log
(
k+min
k+0
)]2
+
[
2 log
(
k+min
k+0
)
+
3
2
]
log
(
q+
k+1
)
+
pi2
6
− Li2
(
−k
+
0
k+1
)
− 5k
+
0
2q+
− k
+
0
2q+
− k
+
0
q+
+O (D−4) , (93)
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where Li2 is the dilogarithm function, defined as
Li2(z) ≡ −
∫ z
0
dξ
ξ
log(1−ξ) . (94)
In the result (93), the last two terms correspond to the two types of rational terms, due, respectively, to the D
dependence of the coefficient of A0(∆2) and to the tensor reduction of the integral Bij .
D. Summing the graphs
The calculations performed so far in this section show that, at NLO accuracy (which means including terms of order
e αs), the LFWF for the splitting of a transverse photon into a quark-antiquark pair can be written in momentum
space as
ΨNLOγ∗T→q0+q¯1 = (2pi)
D−1δ(D−1)(k0 + k1−q) δα0, α1
e ef
(EDLO)
µ2−
D
2
×
{[
1 +
(
αs CF
2pi
)
VT
]
u(0) /λ(q) v(1) +
(
αs CF
2pi
)
N T (P·ελ)
q+
u(0) γ+ v(1)
}
, (95)
with the form factors
VT ≡ VT1 + VT2 + VTA + VTB
N T ≡ N T1 +N T2 , (96)
with the contributions VTA , VT1 and N T1 given in eqs. (35), (93) and (92) respectively, whereas the others correspond
to the symmetric diagrams obtained by exchange of the quark and antiquark.
It is instructive to first add together VTA and VT1 . One gets
VT1 + VTA =
[
log
(
k+min
k+0
)
+
3k+1
2q+
]
Γ
(
2−D
2
) (
Q
2
4pi µ2
)D
2 −2
+
[
log
(
k+min
k+0
)
+
3k+0
2q+
]
(P2 +Q
2
)
P2
log
(
P2 +Q
2
Q
2
)
−
[
2 log
(
k+min
k+0
)
+
3
2
]
log
(
P2 +Q
2
Q
2
)
− pi
2
6
− Li2
(
−k
+
0
k+1
)
+
5k+1
2q+
+
1
2
+
k+1
2q+
− k
+
0
q+
+O (D−4) , (97)
isolating again the two types of rational terms. Note that the unphysical double logarithmic divergences at small k+2
have canceled between the graphs 1 and A, as well as all the terms proportional to log(q+/k+1 ).
In terms of kinematics, the diagrams 2 and B are the images of the diagrams 1 and A by interchange on the quark
with momentum k0 and of the antiquark with momentum k1. This implies that the contributions VTB , VT2 and N T2
to the form factors can be obtained from VTA , VT1 and N T1 respectively, by interchange of k0 and k1. Under this
interchange, the relative momentum P defined in eq. (8) flips sign. As VTA and VT1 depend on the transverse momenta
k0 and k1 only through P
2, one finds
VT =
[
VT1 + VTA
]
+
(
k+0 ↔ k+1
)
=
[
log
(
k+min
k+0
)
+ log
(
k+min
k+1
)
+
3
2
] Γ(2−D
2
) (
Q
2
4pi µ2
)D
2 −2
+
(
Q
2−P2
)
P2
log
(
P2 +Q
2
Q
2
)
−Li2
(
−k
+
0
k+1
)
− Li2
(
−k
+
1
k+0
)
− pi
2
3
+
7
2
+
1
2
− 1 +O (D−4) . (98)
As previously, the last two terms in eq. (98) collect the contributions from the two types of rational terms. Making
use of the identity (see ref. [81])
Li2 (−z) + Li2
(
−1
z
)
= −pi
2
6
− 1
2
[
log(z)
]2
, (99)
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valid in particular for z > 0, the final result for the form factor VT can be written as
VT =
[
log
(
k+min
k+0
)
+ log
(
k+min
k+1
)
+
3
2
] Γ(2−D
2
) (
Q
2
4pi µ2
)D
2 −2
+
(
Q
2−P2
)
P2
log
(
P2 +Q
2
Q
2
)
+
1
2
[
log
(
k+0
k+1
)]2
− pi
2
6
+ 3 +O (D−4) . (100)
For the other form factor N T , one sees from eq. (92) that also N T1 depends on the transverse momenta k0 and k1
only through P2. However, there is a factor (P·ελ) in front of N T in eq. (95), which flips sign under the interchange
of k0 and k1. Hence, one has
N T = N T1 +N T2 = N T1 −
(
k+0 ↔ k+1
)
= 0 . (101)
Since N T would have been a new type of form factor, not present in the LO wave function, one should have expected
a cancellation of all the divergences in N T , both the UV ones and the small k+2 ones. One obtains actually a full
cancellation of N T . This could be the result of a symmetry, but the use of light-front perturbation theory makes it
complicated to investigate further the reason for that cancellation.
It is important to note that the cancellation of N T could not have been obtained in a calculation performed in
4 dimensions with a naive UV regulator, thus missing the rational terms. It is clear from the expression (91) that
the rational term associated with the Passarino-Veltman decomposition of the tensor integral Bij is crucial to make
N T1 invariant under the exchange of k0 and k1, leading to the vanishing of N T . By contrast, the other rational
term (coming from the D dependence of the coefficient of the UV-divergent integral A0(∆2)) gives a symmetric
contribution to N T1 which drops identically from (101). That type of rational term is the most scheme-dependent
part of our calculation. Indeed, it would be most likely the only piece changing if that calculation was done in another
variant of dimensional regularization, like in the dimensional reduction scheme [76] or in the four-dimensional helicity
scheme [77, 78], instead of the conventional dimensional regularization [75] used in the present calculation.
VI. LONGITUDINAL PHOTON: QUARK-ANTIQUARK FOCK COMPONENT AT ONE LOOP
In the case of a longitudinal photon, the graphs contributing to the γ∗L → qq¯ LFWF at one loop are the same as the
graphs A, B, 1, 2 and 3 from fig. 3, up to a replacement of the γ → qq¯ vertex by the effective vertex (11) for splitting
of a longitudinal photon into qq¯. Note that in the longitudinal photon case, there is no graph analog to A′, B′, 1′ or
2′, since the longitudinal photon is already an internal piece of an instantaneous Coulomb interaction vertex.
A. Diagram A for longitudinal photon
According to the results of the section IV the contribution of the diagram A to the longitudinal photon LFWF
factorizes as
ΨAγ∗L→q0+q¯1 = Ψ
LO
γ∗L→q0+q¯1 ×
[
αs CF
2pi
]
VLA , (102)
in the same way as in the transverse photon case, and with the same factor given in eq. (35)
VLA = VTA
=
[
2 log
(
k+min
k+0
)
+
3
2
] [
Γ
(
3−D2
)(
2−D2
) ( Q2
4pi µ2
)D
2 −2
− log
(
P2 +Q
2
Q
2
)
− log
(
q+
k+1
)]
−
[
log
(
k+min
k+0
)]2
− pi
2
3
+ 3 +
1
2
+O (D−4) . (103)
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B. Diagram 1 for longitudinal photon
In the longitudinal photon case, the contribution of the diagram 1 to the γ∗L → qq¯ LFWF is written
Ψ1γ∗L→q0+q¯1 =
∑
q0′ q¯1′ states
∑
g2 states
〈0|b0 VI(0) b†0′a†2|0〉 〈0|a2d1 VI(0) d†1′ |0〉 VγL→q0′ q¯1′
(EDLO) (EDA) (EDV )
= (2pi)D−1δ(D−1)(k0 + k1−q) δα0, α1
e ef
(EDLO)
Q
q+
(µ3)2−
D
2
(−g2)CF
2pi
×
∫ k+0
0
dk+2
2k+2
1
2(k+0 −k+2 )
1
2(k+1 +k
+
2 )
∫
dD−2k2
(2pi)D−2
NumL1
(EDA) (EDV )
, (104)
where
NumL1 =
∑
phys. pol. λ2
∑
h0′ ,h1′=±1/2
u(0) /λ2(k2) u(0
′) u(0′) γ+ v(1′) v(1′) /∗λ2(k2) v(1) . (105)
The calculation of the numerator NumL1 is done in appendix C 6, and gives
NumL1 = 2
{
k+0 (k
+
1 +k
+
2 )
(k+2 )
2
(
k2− k
+
2
k+0
k0
)2
+
(k+0 −k+2 )k+1
(k+2 )
2
(
k2− k
+
2
k+1
k1
)2 }
u(0) γ+ v(1)
+
{
− 2
[
ki1+k
i
2−
(k+1 +k
+
2 )
k+0
ki0
] [
kj0−kj2−
(k+0 −k+2 )
k+1
kj1
]
+(D−4)
[
ki2−
k+2
k+0
ki0
] [
kj2−
k+2
k+1
kj1
]}
u(0) γ+γiγj v(1) . (106)
Performing the change of variable (55) and using the notation (8), as well as the decomposition (61), one finds after
some algebra that the numerator NumL1 becomes
NumL1 =
q+
k+0 k
+
1
[
k+1 −k+0 +
(D−2)
2
k+2
]
KiPj u(0) γ+
[
γi, γj
]
v(1)
+
[
4k+0 k
+
1
(k+2 )
2
+
2(k+0 −k+1 )
k+2
−(D−2)
] [
K2 +
q+k+2
k+0 k
+
1
P·K
]
u(0) γ+v(1) (107)
Like in the transverse photon case, it is then convenient to rewrite the wave-function contribution corresponding
to the diagram 1 as
Ψ1γ∗L→q0+q¯1 = (2pi)
D−1δ(D−1)(k0 + k1−q) δα0, α1
e ef
(EDLO)
µ2−
D
2
Q
q+
[
αs CF
2pi
]
× (−1)
2q+
∫ k+0
0
dk+2
(k+0 −k+2 )
k+0
IL1 , (108)
defining the integral
IL1 = 4pi (µ2)2−
D
2
∫
dD−2K
(2pi)D−2
NumL1[
K2 + ∆1
] [
(K+L)2 + ∆2
] . (109)
Substituting K2 and P ·K thanks to the identities (65) and (66) in the expression (107) for the numerator NumL1 ,
one can read off the decomposition of IL1 in term of the integrals A0, B0 and Bi, and find
IL1 =
q+
k+0 k
+
1
[
k+1 −k+0 +
(D−2)
2
k+2
]
BiPj u(0) γ+ [γi, γj] v(1)
+
[
4k+0 k
+
1
(k+2 )
2
+
2(k+0 −k+1 )
k+2
−(D−2)
]{
A0(∆2)− q
+k+2
2(k+0 −k+2 )k+1
[
A0(∆1)−A0(∆2)
]
− q
+k+2
2k+0 k
+
1
[(
k+1 +k
+
2
k+1
)
P2 +
(
k+0 −k+2
k+0
)
Q
2
]
B0
}
u(0) γ+v(1) . (110)
22
Due to rotational symmetry, the vector integral Bi is proportional to Li and thus to Pi, following the Passarino-
Veltman method. Hence, the term in the first line of eq. (110) vanishes, because it is proportional to PiPj contracted
with an antisymmetric tensor. Using the base {A0(∆2), I+, I−} of scalar integrals (see the definition in eq. (78)),
one finally finds
IL1 =
[
4k+0 k
+
1
(k+2 )
2
+
2(k+0 −k+1 )
k+2
−(D−2)
] {
A0(∆2)− q
+k+2
(k+0 −k+2 )k+1
I+
}
u(0) γ+v(1) . (111)
Hence, in the longitudinal photon case, the diagram 1 can be expressed with a single form factor multiplying the LO
wave function, as
Ψ1γ∗L→q0+q¯1 = (2pi)
D−1δ(D−1)(k0 + k1−q) δα0, α1
e ef
(EDLO)
µ2−
D
2
Q
q+
[
αs CF
2pi
]
VL1 u(0) γ+ v(1)
= Ψγ∗L→q0+q¯1
∣∣∣∣∣
LO
×
[
αs CF
2pi
]
VL1 , (112)
by contrast to the transverse photon case, see eq. (88). The form factor VL1 is then found to be
VL1 =
∫ k+0
0
dk+2
q+
{
− 2k
+
0 k
+
1
(k+2 )
2
+
(3k+1 −k+0 )
k+2
+
(k+0 −k+1 )
k+0
+
(D−2)
2
(
k+0 −k+2
k+0
)}
A0(∆2)
+
∫ k+0
0
dk+2
{
2
k+2
+
(k+0 −k+1 )
k+0 k
+
1
− (D−2)k
+
2
2k+0 k
+
1
}
I+ . (113)
Note that the first term produces a power divergence at small k+2 , which is of course unphysical and which was not
present in the diagram 1 for transverse photon, see eqs. (89) and (93). Since the diagram A (and by symmetry also
the diagram B) only gives single and double logarithmic divergences at small k+2 , the power divergence encountered
here has to cancel in the sum of the diagrams 1, 2 and 3 in the longitudinal photon case. One could go on and
evaluate more explicitly the form factor VL1 but it turns out more convenient to first add a contribution coming from
the diagram 3.
C. Diagram 3 for longitudinal photon
In the longitudinal photon case, the contribution of the diagram 3 to the qq¯ LFWF is written
Ψ3γ∗L→q0+q¯1 =
∑
q0′ q¯1′ states
〈0|d1 b0VI(0)b†0′d†1′ |0〉 VγL→q0′ q¯1′
(EDLO) (EDV )
, (114)
with the two-to-two quark-antiquark vertex given in eq. (A44), and the effective vertex for longitudinal photon
splitting in eq. (11). Then, one gets
Ψ3γ∗L→q0+q¯1 = (2pi)
D−1δ(D−1)(k1 + k0−q) δα0, α1
µ2−
D
2 e ef
(EDLO)
Q
q+
(µ2)2−
D
2 g2 CF
∫
dD−1k0′
(2pi)D−1
θ(k+0′)
(2k+0′)
×
∫
dD−1k1′
(2pi)D−1
θ(k+1′)
(2k+1′)
(2pi)D−1δ(D−1)(k1′ + k0′−q) (−1)
(k+0 −k+0′)2
NumT3
(EDV )
, (115)
with the numerator
NumL3 =
∑
h0′ ,h1′=±1/2
u(0) γ+ u(0′) u(0′) γ+ v(1′) v(1′) γ+ v(1) (116)
= u(0) γ+ /k0′ γ
+ /k1′ γ
+ v(1)
= 4k+0′k
+
1′ u(0) γ
+ v(1) . (117)
Hence, one finds that, for this graph also, there is factorization between the LO wave-function and a form factor VL3 ,
as
Ψ3γ∗L→q0+q¯1 = Ψ
LO
γ∗L→q0+q¯1 ×
[
αs CF
2pi
]
VL3 , (118)
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where
VL3 = (4pi)(2pi) (µ2)2−
D
2
∫
dD−1k0′
(2pi)D−1
θ(k+0′) θ(q
+−k+0′)
(−1)
(k+0 −k+0′)2
1
(EDV )
. (119)
Using the expression (26) for the energy denominator, one finds
VL3 =
2
q+
∫ q+
0
dk+0′
k+0′(q
+−k+0′)
(k+0 −k+0′)2
A0
(
k+0′(q
+−k+0′)
k+0 k
+
1
Q
2
)
. (120)
As discussed in the introduction of the section V, the diagram 3 can be split into two contributions, according to the
direction of the k+ flow along the instantaneous gluon line. One can see that for k+0′ < k
+
0 , the light-cone momentum
of the gluon line is flowing upwards, into the quark line, whereas for k+0′ > k
+
0 , the light-cone momentum of the gluon
line is flowing downwards, into the antiquark line. Hence, it is natural to split the form factor associated with the
diagram 3 as
VL3 = VL3a + VL3b (121)
VL3a ≡
2
q+
∫ k+0
0
dk+0′
k+0′(q
+−k+0′)
(k+0 −k+0′)2
A0
(
k+0′(q
+−k+0′)
k+0 k
+
1
Q
2
)
(122)
VL3b ≡
2
q+
∫ q+
k+0
dk+0′
k+0′(q
+−k+0′)
(k+0 −k+0′)2
A0
(
k+0′(q
+−k+0′)
k+0 k
+
1
Q
2
)
. (123)
In VL3a, it is then convenient to make a change of variable
k+0′ → k+2 = k+0 −k+0′ (124)
in order to make the gluon light-cone momentum explicit, whereas for VL3b, the relevant change of variable is
k+0′ → k+2 = k+0′−k+0 . (125)
Let us focus on the contribution VL3a. Using the change of variable (124), one finds
VL3a =
2
q+
∫ k+0
0
dk+2
(k+0 −k+2 )(k+1 +k+2 )
(k+2 )
2
A0
(
(k+0 −k+2 )(k+1 +k+2 )
k+0 k
+
1
Q
2
)
=
∫ k+0
0
dk+2
q+
[
2k+0 k
+
1
(k+2 )
2
+
2(k+0 −k+1 )
k+2
− 2
]
A0 (∆2) . (126)
Once again, one obtains a power divergence at small k+2 , due to the first term in the bracket in eq. (126).
D. Summing the graphs and integrating over k+2
For the longitudinal photon case, the contribution from each NLO graph to the wave function in momentum space
has been found to factorize into the LO wave function times a form factor. Hence, one has
ΨNLOγ∗L→q0+q¯1 = Ψ
LO
γ∗L→q0+q¯1 ×
[
1 +
(
αs CF
2pi
)
VL
]
, (127)
where
VL ≡ VLA + VLB + VL1 + VL2 + VL3a + VL3b , (128)
with VLA, VL1 and VL3a given by the expressions (103), (113) and (126) respectively.
Adding together the contributions VL1 and VL3a, one finds a cancellation of the power divergences at small k+2 , and
the result is simpler than the expression (113) for VL1 , and reads
VL1 + VL3a =
∫ k+0
0
dk+2
k+0
{
k+0
k+2
− 1 + (D−2)
2
(
k+0 −k+2
q+
)}
A0(∆2)
+
∫ k+0
0
dk+2
k+0
{
2k+0
k+2
+
(
k+0 −k+1
k+1
)
− (D−2)k
+
2
2k+1
}
I+ . (129)
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The D dependence of the coefficient of the UV-divergent integral A0(∆2) generates as usual a rational term when
performing the D → 4 expansion of (129) thanks to eqs. (E6) and (79), and one gets
VL1 + VL3a =
∫ k+0
0
dk+2
k+0
{
k+0
k+2
− k
+
1
q+
− k
+
2
q+
} {
Γ
(
2−D
2
) (
Q
2
4pi µ2
)D
2 −2
− log
(
k+1 +k
+
2
k+1
)
− log
(
k+0 −k+2
k+0
)}
+
∫ k+0
0
dk+2
k+0
{
2k+0
k+2
+
(
k+0 −k+1
k+1
)
− k
+
2
k+1
} {
− log
(
k+2
k+0
)
+ log
(
k+1 +k
+
2
k+1
)
− log
(
q+
k+1
)}
−
∫ k+0
0
dk+2
k+0
(
k+0 −k+2
q+
)
+O (D−4)
= −
[
log
(
k+min
k+0
)
+
1
2
+
k+1
2q+
]
Γ
(
2−D
2
) (
Q
2
4pi µ2
)D
2 −2
+
[
2 log
(
k+min
k+0
)
+
3
2
]
log
(
q+
k+1
)
+
[
log
(
k+min
k+0
)]2
+
pi2
6
− Li2
(
−k
+
0
k+1
)
− 2 + k
+
0
2q+
− k
+
0
2q+
+O (D−4) , (130)
performing the integrations over k+2 thanks to the appendix F, imposing the cutoff k
+
2 > k
+
min when needed. The last
term in the expression (130) is the contribution from the (D−4)/(D−4) rational term. Similarly as in the transverse
photon case, both the double logarithmic divergent term and the terms proportional to log(q+/k+1 ) found in VL1 +VL3a
cancel against the ones present in VLA, see eq. (103). More precisely, one obtains
VLA + VL1 + VL3a =
[
log
(
k+min
k+0
)
+ 1− k
+
1
2q+
]
Γ
(
2−D
2
) (
Q
2
4pi µ2
)D
2 −2
−
[
2 log
(
k+min
k+0
)
+
3
2
]
log
(
P2 +Q
2
Q
2
)
−Li2
(
−k
+
0
k+1
)
− pi
2
6
+
3
2
− k
+
1
2q+
+
k+1
2q+
+O (D−4) , (131)
where the last term collects all the contributions from the (D−4)/(D−4) rational terms.
The other contributions to VL can be obtained by interchange of the momenta k0 and k1. In eq. (131), all the
dependence on k0 or k1 happens via P
2, which is invariant under the interchange of k0 and k1. Hence, only the
light-cone momenta k+0 and k
+
1 need to be exchanged, so that
VL =
[
VLA + VL1 + VL3a
]
+
(
k+0 ↔ k+1
)
=
[
log
(
k+min
k+0
)
+ log
(
k+min
k+1
)
+
3
2
] Γ(2−D
2
) (
Q
2
4pi µ2
)D
2 −2
− 2 log
(
P2 +Q
2
Q
2
)
−Li2
(
−k
+
0
k+1
)
− Li2
(
−k
+
1
k+0
)
− pi
2
3
+
5
2
+
1
2
+O (D−4) . (132)
Note that for both the longitudinal and transverse photon cases, the rational terms induced by the D dependence
of the coefficient in front of A0(∆2) give a total contribution of 1/2 to the form factor VL (respectively VT ), see eq.
(98). The other type of rational term, induced by the Passarino-Veltman decomposition of the tensor integral Bij ,
exists only in the transverse photon case. Nevertheless, the total constant term is identical in VL and VT . Moreover,
VL and VT differ only by the P2-dependent term.
Using the identity (99), the final result for VL can be written as
VL =
[
log
(
k+min
k+0
)
+ log
(
k+min
k+1
)
+
3
2
] Γ(2−D
2
) (
Q
2
4pi µ2
)D
2 −2
− 2 log
(
P2 +Q
2
Q
2
)
+
1
2
[
log
(
k+0
k+1
)]2
− pi
2
6
+ 3 +O (D−4) . (133)
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VII. ONE-LOOP VIRTUAL PHOTON WAVE-FUNCTIONS IN MIXED SPACE
For the quark-antiquark Fock state contribution, the Fourier transform into mixed space of the LFWF of transverse
or longitudinal virtual photon is written (see eq. (A56))
Ψ˜γ∗T,L→q0q¯1 ≡
∫
dD−2k0
(2pi)D−2
∫
dD−2k1
(2pi)D−2
eik0·x0+ik1·x1 Ψγ∗T,L→q0q¯1
=
∫
dD−2k1
(2pi)D−2
∫
dD−2k2
(2pi)D−2
eik0·x0+ik1·x1 ΨLOγ∗T,L→q0q¯1 ×
[
1 +
(
αs CF
2pi
)
VT,L
]
+O(e α2s) . (134)
A. Longitudinal photon case
Inserting the expression (12) for the LO wave-function in eq. (134), one can proceed to calculate the Fourier
transform in the longitudinal photon case. Using the transverse delta function present in the LO wave-function to
perform the integral over k1 and changing variables from k0 to the relative momentum P defined in eq. (8), one finds
Ψ˜γ∗L→q0q¯1 = (2pi)δ(k
+
0 +k
+
1 −q+) δα0, α1 uG(0) γ+vG(1) e ef
(
−2k
+
0 k
+
1
(q+)2
)
Q e
i q
q+
·(k+0 x0+k+1 x1)
× µ2−D2
∫
dD−2P
(2pi)D−2
eiP·x01
1[
P2+Q
2
] [1 + (αs CF
2pi
)
VL
]
+O(e α2s) . (135)
One sees in the expression (133) that only one term in VL depends on the relative momentum P of the pair, so that
the only two needed integrals to perform the Fourier transform are
∫
dD−2P
(2pi)D−2
eiP·x01
1[
P2+Q
2
] = 1
2pi
(
Q
2pi |x01|
)D
2 −2
KD
2 −2
(
|x01|Q
)
(136)
∫
dD−2P
(2pi)D−2
eiP·x01
1[
P2+Q
2
] log(P2+Q2
Q
2
)
=
1
2pi
(
Q
2pi |x01|
)D
2 −2
KD
2 −2
(
|x01|Q
)
×
{
− 1
2
log
(
x01
2Q
2
4
)
+ Ψ(1) +O(D−4)
}
. (137)
Their calculation is outlined in the appendix G. Kα(z) is the modified Bessel function of the second kind. Inserting
the results (136) and (137) into the expression (135), one can rewrite the wave-function as
Ψ˜γ∗L→q0q¯1 = (2pi)δ(k
+
0 +k
+
1 −q+) δα0, α1 uG(0) γ+vG(1)
e ef
2pi
(
−2k
+
0 k
+
1
(q+)2
)
Q e
i q
q+
·(k+0 x0+k+1 x1)
×
(
Q
2pi |x01|µ
)D
2 −2
KD
2 −2
(
|x01|Q
) [
1 +
(
αs CF
2pi
)
V˜L
]
+O(e α2s) , (138)
with the NLO form factor
V˜L =
[
log
(
k+min
k+0
)
+ log
(
k+min
k+1
)
+
3
2
] [
(4pi)2−
D
2(
2−D2
) Γ(3−D
2
)
+ log
(
x01
2 µ2
4
)
− 2Ψ(1)
]
+
1
2
[
log
(
k+0
k+1
)]2
− pi
2
6
+ 3 +O (D−4) . (139)
Interestingly, V˜L is independent of the photon virtuality Q, by contrast to its momentum-space counterpart VL.
Instead, the dependence on Q is now fully contained in the LO wave-function.
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B. Transverse photon case
In the transverse photon case, the LO wave-function is given by eq. (5). All transverse momentum dependence is
extracted from the spinors and photon polarization vector thanks to the identity (B8) 6. Then, from eq. (134), one
easily finds
Ψ˜γ∗T→q0q¯1 = 2pi δ(k
+
0 +k
+
1 −q+) δα0, α1 e ef
(
−2k
+
0 k
+
1
q+
)
e
i q
q+
·(k+0 x0+k+1 x1)
× εiλ
{(
k+0 −k+1
2k+0 k
+
1
)
δij uG(0) γ
+vG(1)− q
+
4k+0 k
+
1
uG(0) γ
+
[
γi, γj
]
vG(1)
}
× µ2−D2
∫
dD−2P
(2pi)D−2
eiP·x01
Pj[
P2+Q
2
] [1 + (αs CF
2pi
)
VT
]
+O(e α2s) . (140)
The dependence of VT (see eq. (100)) on the relative transverse momentum P is more complicated than in the
longitudinal photon case. Three independent integrals are now needed to perform the Fourier transform to mixed
space: ∫
dD−2P
(2pi)D−2
eiP·x01
Pj[
P2+Q
2
] = ixj01 ( Q2pi |x01|
)D
2 −1
KD
2 −1
(
|x01|Q
)
, (141)
∫
dD−2P
(2pi)D−2
eiP·x01
Pj[
P2+Q
2
] log(P2+Q2
Q
2
)
= ixj01
(
Q
2pi |x01|
)D
2 −1
×
{[
− 1
2
log
(
x01
2Q
2
4
)
+ Ψ(1)
]
KD
2 −1
(
|x01|Q
)
+
1
|x01|Q
K0
(
|x01|Q
)
+O(D−4)
}
(142)
and ∫
dD−2P
(2pi)D−2
eiP·x01
Pj[
P2+Q
2
]
[
P2+Q
2
]
P2
log
(
P2+Q
2
Q
2
)
= 2ixj01
(
Q
2pi |x01|
)D
2 −1
×
{
1
|x01|Q
K0
(
|x01|Q
)
+O(D−4)
}
. (143)
The calculation of the integrals is explained in the appendix G. They allow one to rewrite (140) as
Ψ˜γ∗T→q0q¯1 = 2pi δ(k
+
0 +k
+
1 −q+) δα0, α1 e ef ei
q
q+
·(k+0 x0+k+1 x1)
× (−i) εiλ xj01
{(
k+0 −k+1
q+
)
δij uG(0) γ
+vG(1)− 1
2
uG(0) γ
+
[
γi, γj
]
vG(1)
}
× µ2−D2
(
Q
2pi |x01|
)D
2 −1
KD
2 −1
(
|x01|Q
) [
1 +
(
αs CF
2pi
)
V˜T
]
+O(e α2s) , (144)
with the NLO form factor
V˜T =
[
log
(
k+min
k+0
)
+ log
(
k+min
k+1
)
+
3
2
] [
(4pi)2−
D
2(
2−D2
) Γ(3−D
2
)
+ log
(
x01
2 µ2
4
)
− 2Ψ(1)
]
+
1
2
[
log
(
k+0
k+1
)]2
− pi
2
6
+ 3 +O (D−4)
= V˜L +O (D−4) . (145)
6 Remember that in light-front quantization, the good components of the spinors u and v are independent on the transverse momenta.
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Note that the contributions proportional to K0(|x01|Q) coming from the integrals (142) and (142) cancel with each
other, so that all the leftover terms come with the same Bessel function KD
2 −1(|x01|Q) as in the LO contribution.
In mixed space, the NLO form factors V˜L and V˜T for the longitudinal and transverse photon cases are equal to each
other, which was not the case in momentum space. Hence, the NLO QCD correction to the quark-antiquark Fock state
wave-function shows some universality in the mixed-space representation, since it is independent on both the photon
polarization and the photon virtuality. That universality is absent from the full momentum-space representation.
Hence, the dipole picture of DIS processes seems particularly convenient and physical not only at LO but also at
NLO.
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Appendix A: Basics of light-front quantization and light-front perturbation theory
An elementary introduction to light-front quantization and light-front perturbation theory is presented in this
section, both to make the paper self-contained, and to make all the conventions explicit.
1. Light-front quantized free fields
Applying the procedure of light-front quantization [5] (see refs. [82] and [83] for modern pedagogical reviews in the
QCD case) to free quarks and gluon fields, one obtains the following expression for the quantized fields7:
Ψα(x) =
∫ +∞
0
dk+
(2pi)2k+
∫
dD−2k
(2pi)D−2
∑
h=± 12
[
e−ik·x b(k, h, α)u(k, h) + e+ik·x d†(k, h, α) v(k, h)
]∣∣∣∣∣
k−≡ k2+m2
2k+
(A1)
Aµa(x) =
∫ +∞
0
dk+
(2pi)2k+
∫
dD−2k
(2pi)D−2
∑
phys. pol. λ
[
e−ik·x a(k, λ, a) µλ(k) + e
+ik·x a†(k, λ, a) µ ∗λ (k)
]∣∣∣∣∣
k−≡ k2
2k+
. (A2)
In these expressions, the quarks8 have a mass m, an light-front helicity h, and a fundamental color index α, whereas
the gluons have a physical polarization λ and an adjoint color index a. In the case of leptons and photons, one gets
expressions identical to (A1) and (A2) respectively, up to the disappearance of color indices.
The nontrivial (anti)commutation relations for the creation and annihilation operators are written[
a(k1, λ1, a1), a
†(k2, λ2, a2)
]
= (2k+1 )(2pi)
D−1δ(D−1)(k1−k2) δλ1,λ2 δa1,a2 (A3){
b(k1, h1, α1), b
†(k2, h2, α2)
}
= (2k+1 )(2pi)
D−1δ(D−1)(k1−k2) δh1,h2 δα1,α2 (A4){
d(k1, h1, α1), d
†(k2, h2, α2)
}
= (2k+1 )(2pi)
D−1δ(D−1)(k1−k2) δh1,h2 δα1,α2 . (A5)
For simplicity, the light-cone gauge A+a (x) = 0 has been used for the gluon and photon fields. In that gauge, the
polarization vectors µλ(k) corresponding to physical polarizations λ are written
+λ(k) = 0,
jλ(k) = ε
j
λ ,
−λ(k) =
kj εjλ
k+
, (A6)
7 The convention used in this paper to define the light-cone vectors (and coordinates) is k± ≡ (k0 ± k3)/√2. The D−2 transverse
vectors are noted in bold characters, so that for example k denotes the transverse vector made out of the transverse components of kµ.
Individual transverse components are noted as ki, labeled by an index like i, j and so on. Finally, since the k− are integrated over in
light-front perturbation theory, it is convenient to introduce the notation k ≡ (k+,k) for the leftover D−1 components.
8 In order to simplify notations, only one flavor of quarks is considered, so that flavor indices can be dropped. Then, the sum over quark
flavors can be taken at the cross-section level, when applying this formalism, or results of the present paper, to calculate an observable.
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where the transverse vectors ελ are such that∑
phys. pol. λ
εiλ ε
j ∗
λ = −gij ,
−gij εiλ1 εj ∗λ2 = ε
j
λ1
εj ∗λ2 = δλ1,λ2 . (A7)
At the level of the full polarization vectors, one has instead∑
phys. pol. λ
µλ(k) 
ν ∗
λ (k) = −gµν +
kµnν + nµkν
k+
(A8)
where by convention, k− ≡ k2/(2k+). In eq. (A8), nµ is a unit vector along the light cone, chosen in such a way that
for any bµ, one has nµ bµ = b
+. Note that there are D−2 physical polarizations λ: one linear polarization for each
transverse direction.
Let us introduce the usual Dirac matrices γµ, satisfying
{γµ , γν} = 2 gµν (A9)(
γµ
)†
= γ0γµγ0 . (A10)
Hence, one has for example γ+γ+ = 0. In the conventional dimensional regularization [75] we are considering, there
are D distinct γµ matrices, but each of them is treated as a 4× 4 matrix. This implies in particular
Tr
[
γµγν
]
= 4 gµν . (A11)
The γµ matrices also satisfy the contraction identities
gµνγ
µγργν = −(D−2)γρ (A12)
gµνγ
µγργσγν = 4gρσ + (D−4)γργσ (A13)
gµνγ
µγργσγηγν = −2γηγσγρ − (D−4)γργσγη . (A14)
In the light-cone gauge, thanks to the expression (A6) for physical polarizations vectors, one has{
γ+, /λ(k)
}
=
{
γ+, /
∗
λ(k)
}
= 0 . (A15)
The spinor fields can be decomposed into the so-called good (G) and bad (B) components. The former ones are
the independent degrees of freedom which are quantized within the light-front quantization, whereas the latter are
determined at each x+ by constraint equations as a function of the former [5]. These constraint equations are a subset
of the equations of motion, which involve no derivative with respect to x+, once written in light-cone coordinates.
The projectors over good and bad components of a spinor field Ψ are
PG ≡ γ
− γ+
2
=
γ0 γ+√
2
,
PB ≡ γ
+ γ−
2
=
γ0 γ−√
2
, (A16)
so that
Tr
[PG] = Tr[PB] = 2 . (A17)
The projections of the field are written
ΨG,B ≡ PG,B Ψ . (A18)
This implies for conjugate spinor fields Ψ ≡ (Ψ)† γ0 the relations
Ψ PB = ΨG, Ψ PG = ΨB . (A19)
The spinors u(k, h) and v(k, h) entering in eq. (A1) are defined as usual as the momentum-space solutions of the
free Dirac equation, so that
(/k −m)u(k, h) = (/k +m) v(k, h) = 0
u(k, h) (/k −m) = v(k, h) (/k +m) = 0 , (A20)
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using the notation k− ≡ (k2 +m2)/(2k+). They can be decomposed into good and bad components, which are related
through the constraint equations as
uB(k, h) =
γ+
2k+
(
kjγj+m
)
uG(k
+, h),
vB(k, h) =
γ+
2k+
(
kjγj−m) vG(k+, h) , (A21)
which corresponds, for the conjugate spinors, to
uB(k, h) = uG(k
+, h)
(
kjγj+m
) γ+
2k+
,
vB(k, h) = vG(k
+, h)
(
kjγj−m) γ+
2k+
. (A22)
Note that the good components depend only on k+ and h, whereas the bad components carry as well a dependence
on k and m. One has the completeness relations∑
h=± 12
uG(k
+, h) uG(k
+, h) γ+ =
∑
h=± 12
vG(k
+, h) vG(k
+, h) γ+ = 2k+ PG . (A23)
at the level of the good components, and ∑
h=±1/2
u(k, h) u(k, h) = /k +m
∑
h=±1/2
v(k, h) v(k, h) = /k −m (A24)
at the level of the complete spinors (again with the notation k− ≡ (k2 +m2)/(2k+)). One has also the orthogonality
relations
uG(k
′+, h′) γ+ uG(k+, h) = vG(k
′+, h′) γ+ vG(k+, h) =
√
2k+
√
2k′+ δh′,h
uG(k
′+, h′) γ+ vG(k+, h) = vG(k
′+, h′) γ+ uG(k+, h) =
√
2k+
√
2k′+ δh′,−h . (A25)
In the rest of the paper, the notations
u(n) ≡ u(kn, hn) , v(n) ≡ v(kn, hn) (A26)
as well as
an ≡ a(kn, λn, an) , bn ≡ b(kn, hn, αn) , dn ≡ d(kn, hn, αn) (A27)
are often used, in order to get more compact expressions.
2. Light-front wave functions in perturbation theory
In the case of an interacting field theory in the Heisenberg picture, the physical states are the eigenstates of the
light-front Hamiltonian Pˆ−, which generate the x+ evolution of quantum operators. However, these eigenstates can
be constructed in perturbation theory, using the interaction picture. In practice, one first uses the classical equations
of motions to write Pˆ− in terms of the independent components of the fields, like the good components of the spinors,
and eliminate the constrained components, like the bad components of spinors, which a priori depend on interactions
as well. As a result, one obtains a decomposition of the type Pˆ− = Tˆ + Vˆ (see for example ref. [83]), where Tˆ is the
kinetic term for the independent components, and Vˆ collects the interaction terms.
Switching to the interaction picture, the x+ evolution of operators is now generated by the free Hamiltonian Tˆ , for
example
VˆI(x
+) = eiTˆ x
+
VˆI(0) e
−iTˆ x+ , (A28)
for the interaction operator, and the states in the interaction picture |iI(x+)〉 evolve as
∣∣ iI(x+2 )〉 = P exp
(
−i
∫ x+2
x+1
dx+ VˆI(x
+)
) ∣∣ iI(x+1 )〉, (A29)
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where P indicates the ordering along x+ of the operators VˆI(x+). By convention, states in the interaction picture
are defined in such a way that they coincide at x+ = 0 with the corresponding states in the Heisenberg picture, i.e.
|iI(0)〉 ≡ |iH〉. Hence, for x+2 = 0 and x+1 → −∞, one has∣∣ iH〉 = P exp(−i ∫ 0
−∞
dx+ VˆI(x
+)
) ∣∣ iI(−∞)〉. (A30)
In perturbation theory, the state
∣∣ iI(−∞)〉 can be considered free, since it comes before any insertion of the interaction
operator VˆI(x
+). Hence, eq. (A30) relates the interacting (a.k.a. dressed or physical) state
∣∣ iH〉 to its free (a.k.a.
bare or asymptotic) analog
∣∣ iI(−∞)〉.
One can introduce the decomposition of the identity
1 =
∑
F
|F〉〈F|, (A31)
over a basis of Fock states |F〉. Here, |F〉 simply represent the vacuum state |0〉 with an arbitrary number of creation
operators (in momentum space) of any type acting on it, without any normalization factor. Hence, each Fock state
|F〉 is an eigenstate of the free Hamiltonian Tˆ . The sum over Fock states used in eq. (A31) contains summations
over the number Nt of partons of each type t present in the Fock state, with a symmetry factor 1/Nt! for each parton
type. Then, the sum in eq. (A31) also contains for each parton present in the Fock state a summation over all of its
quantum numbers and a phase-space integration∫ +∞
0
dk+
(2pi)2k+
∫
dD−2k
(2pi)D−2
. (A32)
The LFWFs Φi→F are defined as the coefficients of the expansion of a physical state
∣∣ iH〉 over the basis of Fock
states, as ∣∣ iH〉 = ∑
F
|F〉 Φi→F , (A33)
so that
Φi→F = 〈F
∣∣ iH〉 = 〈F∣∣P exp(−i∫ 0
−∞
dx+ VˆI(x
+)
) ∣∣ iI(−∞)〉 , (A34)
Expanding the exponential in (A34), using the relation (A28) to extract the x+ dependence from VˆI(x
+), and
inserting various times the relation (A31), one obtains after some calculations the perturbative expansion [1]
Φi→F = 〈F|iI(−∞)〉+
∞∑
n=1
∑
Fn−1
· · ·
∑
F0
1
TF0−TF + i
〈F|VˆI(0)|Fn−1〉 1
TF0−TFn−1 + i
· · ·
· · · 1
TF0−TF1 + i
〈F1|VˆI(0)|F0〉 〈F0|iI(−∞)〉 (A35)
for the LFWFs. In eq. (A35), TFm is the eigenvalue of the free Hamiltonian Tˆ in the state |Fm〉. Hence, TFm is the
sum of (kl
2 +m2l )/(2k
+
l ) for each parton l present in the Fock state |Fm〉. For simplicity, one often uses the notation
k−l ≡ (kl2 +m2l )/(2k+l ) in this context.
In the particular case where
∣∣ iH〉 is a (perturbative) one-particle state, |iI(−∞)〉 is a one-particle Fock state. It
is then convenient to define the LFWFs in a slightly different way [1], extracting the wave-function renormalization
constant Zi, as ∣∣ iH〉 = √Zi {|iI(−∞)〉+ ∑
F6=i
|F〉 Ψi→F
}
, (A36)
where the sum over Fock states is now excluding |iI(−∞)〉. The new LFWFs (for F 6= i) admit the perturbative
expansion
Ψi→F =
〈F|VˆI(0)|iI(−∞)〉
Ti−TF + i +
∞∑
n=2
∑
Fn−1 6=i
· · ·
∑
F1 6=i
1
Ti−TF + i 〈F|VˆI(0)|Fn−1〉
1
Ti−TFn−1 + i
· · ·
· · · 1
Ti−TF1 + i
〈F1|VˆI(0)|iI(−∞)〉 , (A37)
where Ti = k
−
i ≡ (ki2 +m2i )/(2k+i ) is the eigenvalue of Tˆ corresponding to the Fock state |iI(−∞)〉.
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3. Light-front perturbation theory for QED+QCD
In the perturbative expansions (A35) or (A37) of the LFWFs, it remains to specify the interaction vertices
〈F|VˆI(0)|F ′〉, which depend of course on the considered field theory. For the calculation done in the present pa-
per, one needs the QCD and QED sector on the Standard Model (including for simplicity only one quark flavor). The
general procedure to calculate the interaction operator VˆI(x
+) in the interaction picture is explained in detail in the
chapter 2 of ref. [83], with the QCD case treated explicitly. It amounts to calculating the light-cone energy operator
Pˆ− and then using the constraint equations to eliminate the dependent components of the fields. Finally, the kinetic
and the interaction pieces can be separated as Pˆ− = Tˆ + Vˆ , and the latter piece can be written in the interaction
picture using the free quantized fields of section A 1.
In QCD with one quark flavor, one gets [83]
Vˆ QCDI (x
+) =
∫
dD−2x
∫
dx−
{
(µ)2−
D
2 g Aaµ(x) Ψ(x) γ
µtaΨ(x)− (µ)2−D2 g fabcAµa(x)
(
∂µA
j
b(x)
)
Ajc(x)
+
(µ2)2−
D
2 g2
2
[
Ψ(x) γ+taΨ(x)− fabc (∂−Aib(x)) Aic(x)] 1(i∂−)2
[
Ψ(x) γ+taΨ(x)− fade
(
∂−A
j
d(x)
)
Aje(x)
]
+
(µ2)2−
D
2 g2
2
[
ΨG(x) γ
itaAia(x)
] γ+
i∂−
[
γjtbAjb(x)ΨG(x)
]
+
(µ2)2−
D
2 g2
4
fabef cdeAia(x)A
j
b(x)A
i
c(x)A
j
d(x)
}
,(A38)
where fundamental color indices have been kept implicit. The first two terms correspond to the standard qq¯g and ggg
interaction vertices, the last term to the usual gggg vertex, whereas the second line in eq. (A38) collects instantaneous
Coulomb interactions between quarks or gluons and the first term in the third line corresponds to an instantaneous
quark exchange.
The QED case is similar, after dropping the terms containing fabc and replacing the fundamental color generator
ta by the fractional charge ef of the considered flavor of quark (or lepton), the coupling g by e, and obviously the
gluon field by the photon field. One gets
Vˆ QEDI (x
+) =
∫
dD−2x
∫
dx−
{
(µ)2−
D
2 e ef Aµ(x) Ψ(x) γ
µΨ(x)
+
(µ2)2−
D
2 e2 e2f
2
[
Ψ(x) γ+Ψ(x)
] 1
(i∂−)2
[
Ψ(x) γ+Ψ(x)
]
+
(µ2)2−
D
2 e2 e2f
2
[
ΨG(x) γ
iAi(x)
] γ+
i∂−
[
γj Aj(x)ΨG(x)
]}
. (A39)
When taking simultaneously into account QCD and QED, like in the calculation done in the present paper, one
should use the interaction operator
VˆI(x
+) = Vˆ QCDI (x
+) + Vˆ QEDI (x
+) + Vˆ mixedI (x
+) , (A40)
with the mixed QCD/QED interaction terms given by
Vˆ mixedI (x
+) =
∫
dD−2x
∫
dx−
{
(µ2)2−
D
2 g e ef
2
[
ΨG(x) γ
itaAia(x)
] γ+
i∂−
[
γj Aj(x)ΨG(x)
]
+
(µ2)2−
D
2 g e ef
2
[
ΨG(x) γ
j Aj(x)
] γ+
i∂−
[
γitaAia(x)ΨG(x)
]}
, (A41)
which provides nonlocal qq¯γg interaction vertices via an instantaneous quark exchange.
The last step is to evaluate the interaction vertices 〈F|VˆI(0)|F ′〉 encountered in the perturbative expansion of the
LFWFs of interest. For each Fock state |F〉 and |F ′〉, this can be done by inserting in VˆI(0), as written in eq. (A40),
the expressions (A1) and (A2) of the free quantized fields in terms of creation and annihilation operators, and then
using the commutation relations (A5). In principle, one gets two types of nonzero contributions.
In the first type, each creation and annihilation operator from the free fields in VˆI(0) gets contracted with one
creation operator from |F ′〉 or one annihilation operator from 〈F|. The contributions of this first type are the ones
obtained when calculating 〈F| : VˆI(0) : |F ′〉, with the normal ordering prescription applied to VˆI(0).
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The contributions of the second type are the ones providing the mismatch between 〈F|VˆI(0)|F ′〉 and 〈F| : VˆI(0) : |F ′〉.
They correspond to contributions to 〈F|VˆI(0)|F ′〉 in which at least one creation and one annihilation operator from
the free fields in VˆI(0) are contracted with each other. In this way, the three-field terms in VˆI(0) can generate
one-point vertices for gluon and photon, and the four-field terms in VˆI(0) can generate two-points vertices and zero-
point vertices. In dimensional regularization, all the contributions of this second type vanish9 due to the scale-less
transverse integrals they contain. Hence, in dimensional regularization, the interaction operator VˆI(0) can be treated
as normal-ordered when calculating the vertices 〈F|VˆI(0)|F ′〉.
Inserting the free quantized fields (A1) and (A2) into the first term (the qq¯g term) in Vˆ QCDI (0) from eq. (A38), one
finds after straightforward calculations the following nontrivial vertices:
〈0|a2b1 VI(0) b†0|0〉 = (2pi)D−1δ(D−1)(k1+k2−k0) µ2−
D
2 g ta2α1α0 u(1) /
∗
λ2
(k2)u(0)
〈0|b1 VI(0) b†0a†2|0〉 = (2pi)D−1δ(D−1)(k1−k2−k0) µ2−
D
2 g ta2α1α0 u(1) /λ2(k2)u(0)
〈0|a2d0 VI(0) d†1|0〉 = (2pi)D−1δ(D−1)(k0+k2−k1) µ2−
D
2 g ta2α1α0 (−1) v(1) /∗λ2(k2) v(0)
〈0|d0 VI(0) d†1a†2|0〉 = (2pi)D−1δ(D−1)(k0−k2−k1) µ2−
D
2 g ta2α1α0 (−1) v(1) /λ2(k2) v(0)
〈0|d0b1 VI(0) a†2|0〉 = (2pi)D−1δ(D−1)(k0+k1−k2) µ2−
D
2 g ta2α1α0 u(1) /λ2(k2) v(0)
〈0|a2 VI(0) b†0d†1|0〉 = (2pi)D−1δ(D−1)(k2−k0−k1) µ2−
D
2 g ta2α1α0 v(1) /
∗
λ2
(k2)u(0) . (A42)
In the QED case, the three-point vertices are the same as in eq. (A42), up to the replacement of g ta2α1α0 by e ef .
Obviously, there are many more nontrivial vertices that one can obtain out of VˆI(0) in the QCD+QED case, following
the same method. Instead of writing them all, let us only list the ones appearing in the calculation done in the present
paper.
First, one has the γ → qq¯g vertex
〈0|a2d1b0′ VI(0) a†γ |0〉 = (2pi)D−1δ(D−1)(k2 + k1 + k0′−q) (µ2)2−
D
2
e g
2
ef (t
a2)α0′ α1
× u(0′)
[
/
∗
λ2
(k2) γ
+ /λ(q)
(k+0′ + k
+
2 )
− /λ(q) γ
+ /
∗
λ2
(k2)
(k+1 + k
+
2 )
]
v(1) , (A43)
obtained from Vˆ mixedI (0) in eq. (A41), where the incoming photon has a momentum q and a polarization λ. The first
term in the eq. (A43) contributes to the diagrams A′ and 2′ from fig. 3, whereas the second term contributes to the
diagrams 1′ and B′.
From the second line in eq. (A38) for Vˆ QCDI (0), one obtains the qq¯ → qq¯ vertex
〈0|d1b0 VI(0) b†0′d†1′ |0〉 = (2pi)D−1δ(D−1)(k0′ + k1′−k0−k1) (µ2)2−
D
2 g2
×
{
− (ta2)α0 α0′ (t
a2)α1′ α1
1
(k+0 −k+0′)2
u(0) γ+u(0′) v(1′) γ+v(1)
+ (ta2)α0 α1 (t
a2)α1′ α0′
1
(k+0 +k
+
1 )
2
u(0) γ+v(1) v(1′) γ+u(0′)
}
. (A44)
In this expression, only the first term corresponds to an instantaneous Coulomb interaction between a quark and an
antiquark in the t channel. By contrast, the second term stands for a qq¯ annihilation followed (instantaneously) by
a qq¯ pair creation annihilation, via an s-channel intermediate gluon. Only the first term in eq. (A44) contributes to
the diagram 3 of fig. 3, since the incoming qq¯ pair is in a color singlet state.
4. Fourier transform to mixed space
In view of applications to the dipole factorization of DIS observables, or more generally to gluon saturation physics,
it is convenient to switch from the full momentum-space representation to the mixed-space representation (k+ and
9 If one is reluctant to use this argument, or if another UV regularization is used, it is useful to note the following things. First, the
zero-point vertices correspond to contributions to vacuum energy, which are irrelevant as long as gravity is not included. Second, the
one-gluon vertices vanish identically because they come with a zero color factor. Moreover, the one-gluon and the one-photon vertices
can be shown to vanish due to rotational symmetry in the transverse plane. Hence, in the general case, only the two-points vertices
coming from the internal contractions of the four-field vertices inside VˆI(0) might give nontrivial contribution, called self-inertia (see for
example the discussions in refs. [79] and [80]).
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x). The two are related by transverse Fourier transform as10
a†(k, λ, a) =
∫
dD−2x eik·x a†(k+,x, λ, a) (A45)
b†(k, h, α) =
∫
dD−2x eik·x b†(k+,x, h, α) (A46)
d†(k, h, α) =
∫
dD−2x eik·x d†(k+,x, h, α) . (A47)
Accordingly, the mixed-space commutation relations are[
a(k+1 ,x1, λ1, a1), a
†(k+2 ,x2, λ2, a2)
]
= (2k+1 )(2pi)δ(k
+
1 −k+1 ) δ(D−2)(x1−x2) δλ1,λ2 δa1,a2 (A48){
b(k+1 ,x1, h1, α1), b
†(k+2 ,x2, h2, α2)
}
= (2k+1 )(2pi)δ(k
+
1 −k+1 ) δ(D−2)(x1−x2) δh1,h2 δα1,α2 (A49){
d(k+1 ,x1, h1, α1), d
†(k+2 ,x2, h2, α2)
}
= (2k+1 )(2pi)δ(k
+
1 −k+1 ) δ(D−2)(x1−x2) δh1,h2 δα1,α2 . (A50)
The mixed-space representation is useful in high-energy scattering on a dense target. Indeed, in that case, one can use
the eikonal approximation, and each parton in the mixed-space representation scatters independently on the target
simply by picking up a Wilson line in the appropriate representation or, in the QED case, an eikonal phase [1].
Due to eqs. (A45), (A46) and (A47), it is possible to relate a momentum-space Fock state |F〉 to the analog
mixed-space Fock state |F˜〉, constructed from mixed-space creation operators, by
|F˜〉 =
∫ [∏
l∈F
dD−2kl
(2pi)D−2
e−ikl·xl
]
|F〉
|F〉 =
∫ [∏
l∈F
dD−2xl eikl·xl
]
|F˜〉 , (A51)
with a product over each parton l present in the Fock state |F〉. Then, one has the the decomposition of the identity
1 =
∑
F˜
|F˜〉〈F˜ |, (A52)
over a basis of mixed-space Fock states. The definition of the summation in eq. (A52) is the same as the one in eq.
(A31), up to the replacement of the phase-space integration (A32) for each parton by∫ +∞
0
dk+
(2pi)2k+
∫
dD−2x . (A53)
Then, an arbitrary physical state |iH〉 can be decomposed in a mixed-space Fock basis as∣∣ iH〉 = ∑
F˜
|F˜〉 Φ˜i→F , (A54)
with the mixed-space LFWFs
Φ˜i→F = 〈F˜
∣∣ iH〉 = ∫ [∏
l∈F
dD−2kl
(2pi)D−2
eikl·xl
]
Φi→F . (A55)
Similarly, in the case of a one-particle state, one can define the mixed-space version of the renormalized LFWFs
Ψi→F as
Ψ˜i→F =
∫ [∏
l∈F
dD−2kl
(2pi)D−2
eikl·xl
]
Ψi→F . (A56)
10 The convention used here to define the Fourier transform is different from the one used in ref. [34], and more standard. Compare with
eqs. (A1), (A2) and (A11) from ref. [34]. This represents one of the few changes of conventions from ref. [34] to the present paper,
together with the switch to dimensional regularization and the different way of writing the interaction vertices.
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Appendix B: A few relations for massless spinor bilinears
A few intermediate results are derived in this section, which are useful for the calculation of the graphs encountered in
this article. All the fermions are taken massless. First, let us write component by component the current u(0) γµ v(1)
as
u(0) γ+ v(1) = uG(0) γ
+ vG(1) (B1)
u(0) γi v(1) = − k
j
1
2k+1
uG(0) γ
+γiγj vG(1)− k
j
0
2k+0
uG(0) γ
+γjγi vG(1)
=
[
ki0
2k+0
+
ki1
2k+1
]
uG(0) γ
+ vG(1) +
[
kj0
2k+0
− k
j
0
2k+0
]
1
2
uG(0) γ
+
[
γi, γj
]
vG(1) (B2)
u(0) γ− v(1) = − k
i
0 k
j
1
2k+0 k
+
1
uG(0) γ
+γiγj vG(1) , (B3)
using definitions and formulae from sec. A 1.
Hence, for a priori unrelated momenta k0, k1 and k2, with k
−
2 ≡ k22/(2k+2 ), one gets
u(0) /k2 v(1) = −
1
2 k+2
(
ki2−
k+2
k+0
ki0
)(
kj2−
k+2
k+1
kj1
)
u(0) γ+γiγj v(1) . (B4)
For a priori unrelated momenta k0, k1 and q one also obtains from eqs. (B1), (B2) and (B3)
u(0) /λ(q) v(1) =
[
q
q+
− k0
2k+0
− k1
2k+1
]
·ελ uG(0) γ+ vG(1) +
[
kj1
2k+1
− k
j
0
2k+0
]
εiλ
2
uG(0) γ
+
[
γi, γj
]
vG(1) . (B5)
On the other hand, it is straightforward to show that
u(0) γ+/λ(q) γ
j v(1) = εjλ uG(0) γ
+ vG(1)− ε
i
λ
2
uG(0) γ
+
[
γi, γj
]
vG(1) (B6)
u(0) γ+γj /λ(q) v(1) = ε
j
λ uG(0) γ
+ vG(1) +
εiλ
2
uG(0) γ
+
[
γi, γj
]
vG(1) . (B7)
Imposing now the momentum conservation relation k0 + k1 = q, and introducing the relative momentum P of the
quark as defined in eq. (8), one can rewrite eq. (B5) as
2k+0 k
+
1 u(0) /λ(q) v(1) =
(
k+0 −k+1
)
P·ελ uG(0) γ+ vG(1)− q
+
2
εiλP
j uG(0) γ
+
[
γi, γj
]
vG(1) . (B8)
Then, combining (B8) with (B6) and (B7), one obtains
Pj u(0) γ+/λ(q) γ
j v(1) =
2k+0 k
+
1
q+
u(0) /λ(q) v(1) +
2k+1
q+
P·ελ u(0) γ+ v(1) (B9)
Pj u(0) γ+γj /λ(q) v(1) = −
2k+0 k
+
1
q+
u(0) /λ(q) v(1) +
2k+0
q+
P·ελ u(0) γ+ v(1) . (B10)
Appendix C: Calculation of the numerators
The details of the calculation of the numerators of the various diagrams are presented in this section. More precisely,
the aim is to extract and isolate the dependence on the transverse momentum running in the loop for each graph.
In order to simplify the calculations and present the results in a compact way, it is convenient to rely on Galilean
invariance. Indeed, light-front quantization does break partially the D-dimensional Lorentz invariance leaving intact a
D−1-dimensional Galilean subgroup. The D−2-dimensional transverse space and the x+ direction play respectively the
role of space and time for this Galilean group, whereas k+ plays the role of a Galilean mass. Hence, for each massless
parton, k/k+ plays the role of a Galilean velocity. The Galilean invariance implies that the dependence on transverse
momenta of the numerator of each diagram happens only through relative Galilean velocities ki/k
+
i −kj/k+j . Hence,
the numerators depend on one less independent transverse vector than predicted from momentum conservation only.
Then, an efficient way of calculating the numerators in D dimensions is to try to make such relative Galilean velocities
explicit, or equivalently relative momenta ki − (k+i /k+j )kj .
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1. Numerator for the quark self-energy in an off-shell Fock state
This section is devoted to the calculation of the numerator NumA, defined in eq. (16), for the quark self-energy
loop inside an off-shell Fock state.
Using the completeness relations (A24) and (A8), NumA is written
NumA =
[
−gµν + k2µnν + nµk2 ν
k+2
]
u(0) γµ /k0′ γ
ν u(0′′) . (C1)
As obvious from eq.(15), momentum conservation imposes that k2 + k0′ = k0. However, there is no conservation of
k− at each vertex in light-front perturbation theory. This can be taken into account when eliminating /k0′ in favor of
/k2 and /k0 by using the relation
/k0′ = /k0 − /k2 +
[
k−2 + k
−
0′ − k−0
]
γ+ . (C2)
On the other hand, we also have k0′′ = k0 from momentum conservation, but these two momenta are on-shell and
massless, so that k−0′′ = k
−
0 as well. Hence, one has the identity
/k0 u(0
′′) = 0 . (C3)
Thanks to these two remarks, it is straightforward to simplify (C1) into
NumA = −(D−2) u(0) /k2 u(0′′) + (D−2)
[
k+2 + k
−
0′ − k−0
]
u(0) γ+ u(0′′)
+
1
k+2
u(0) /k2 /k0 γ
+ u(0′′) +
1
k+2
u(0) γ+ /k0 /k2 u(0
′′) (C4)
Then, anticommuting the /k0 to the left or to the right, one obtains
u(0) γ+ /k0 /k2 u(0
′′) = 2(k2 · k0) u(0) γ+ u(0′′) (C5)
and
u(0) /k2 /k0 γ
+ u(0′′) = 2(k2 · k0) u(0) γ+ u(0′′) , (C6)
but also
u(0) /k2 /k0 γ
+ u(0′′) = 2k+0 u(0) /k2 u(0
′′) , (C7)
so that
u(0) /k2 u(0
′′) =
(k2 · k0)
k+0
u(0) γ+ u(0′′) . (C8)
Hence, one gets
NumA =
{
−(D−2) (k2 · k0)
k+0
+ (D−2) [k+2 + k−0′ − k−0 ]+ 4(k2 · k0)k+2
}
u(0) γ+ u(0′′) . (C9)
Finally, remembering that
u(0) γ+ u(0′′) =
√
2k+0
√
2k+0′′ δh0′′ , h0 = 2k
+
0 δh0′′ , h0 , (C10)
and making the transverse momentum dependence more explicit thanks to the relations
(k2 · k0) = k
+
0
2 k+2
[
k2− k
+
2
k+0
k0
]2
(C11)
and [
k+2 + k
−
0′ − k−0
]
=
k+0
2 k+2 (k
+
0 −k+2 )
[
k2− k
+
2
k+0
k0
]2
, (C12)
one finds for the numerator NumA the expression given in eq.(17).
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2. Numerator for the diagram A’ for transverse photon
Let us calculate the numerator NumTA′ appearing in eq.(37), defined in eq. (38). Using the completeness relations
(A24) and (A8), NumTA′ is written
NumTA′ =
[
−gµν + k2µnν + nµk2 ν
k+2
]
u(0) γµ /k0′ γ
+γν/λ(q) v(1)
= −4(k+0 −k+2 )u(0) /λ(q) v(1)− (D−4)u(0) (/k0−/k2) γ+/λ(q) v(1)
+
1
k+2
u(0) γ+ (/k0−/k2) γ+/k2/λ(q) v(1)
= −4(k+0 −k+2 )u(0) /λ(q) v(1) + (D−4)u(0) /k2 γ+/λ(q) v(1)
+2
(k+0 −k+2 )
k+2
u(0) γ+ /k2/λ(q) v(1) . (C13)
Various relations from the appendix A 1 have been used, as well as the + and transverse momentum conservation
relation k0′ = k0−k2, which implies /k0′ γ+ = (/k0−/k2) γ+.
Then, remarking that
u(0) /λ(q) v(1) =
1
2k+2
u(0)
{
γ+ , /k2
}
/λ(q) v(1) , (C14)
one finds
NumTA′ =
{
−2 (k
+
0 −k+2 )
k+2
+ (D−4)
}
u(0) /k2 γ
+/λ(q) v(1)
=
{
−2 k
+
0
k+2
+D−2
}
u(0)
[
/k2−
k+2
k+0
/k0
]
γ+/λ(q) v(1) . (C15)
Indeed, due to the adjacent u(0), /k2 can always be shifted by a term proportional to /k0. This shift is chosen in such
a way that inside the square bracket, the contribution proportional to γ− vanishes, leaving only the terms involving
γj . Then, one can extract dependence on kj2, and find the result given in eq. (40).
3. Numerator for the diagram 1’ for transverse photon
For the numerator NumT1′ appearing in eq.(37), and defined in eq. (39), the completeness relations (A24) and (A8)
give
NumT1′ =
[
−gµν + k2µnν + nµk2 ν
k+2
]
u(0) γµ /k0′ γ
+/λ(q)γ
ν v(1)
= 2u(0) /λ(q) γ
+(/k0−/k2)v(1) + (D−4)u(0) (/k0−/k2) γ+/λ(q) v(1)
+
1
k+2
u(0) /k2 (/k0−/k2) γ+/λ(q) γ+v(1) +
1
k+2
u(0) γ+ (/k0−/k2) γ+/λ(q) /k2v(1)
= 2u(0) /λ(q) γ
+(/k0−/k2)v(1)− (D−4)u(0) /k2 γ+/λ(q) v(1)
−2 (k
+
0 −k+2 )
k+2
u(0) /λ(q) γ
+ /k2v(1)
= 2u(0) /λ(q) γ
+
[
/k0−
k+0
k+2
/k2
]
v(1)− (D−4)u(0) /k2 γ+/λ(q) v(1) . (C16)
It is again convenient to shift /k2 in the second term by an amount proportional to /k0 in the second term, and write
NumT1′ = −2
k+0
k+2
u(0) /λ(q) γ
+
[
/k2−
k+2
k+0
/k0
]
v(1)− (D−4)u(0)
[
/k2−
k+2
k+0
/k0
]
γ+/λ(q) v(1) , (C17)
from which one gets the expression (41).
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4. Numerator for the diagram 3 for transverse photon
In the case of the numerator NumT3 appearing in eq.(46), and defined in eq. (47), the completeness relations (A24)
give
NumT3 = u(0) γ
+/k0′ /λ(q) /k1′ γ
+v(1) . (C18)
Then, it is convenient to evaluate the following anticommutator:
{/k0′ , /λ(q)} = 2 k0′ µ µλ(q) = −2 ελ ·
[
k0′− k
+
0′
q+
q
]
, (C19)
so that
NumT3 = −2 ελ ·
[
k0′− k
+
0′
q+
q
]
u(0) γ+/k1′ γ
+v(1)− u(0) γ+/λ(q) /k0′ /k1′ γ+v(1)
= −4k+1′ ελ ·
[
k0′− k
+
0′
q+
q
]
u(0) γ+v(1)− u(0) γ+/λ(q) /k0′
(
/q−/k0′
)
γ+v(1) . (C20)
Indeed, thanks to the + and transverse momentum conservation relation k1′ = q−k0′ , one has /k1′ γ+ = (/q−/k0′) γ+.
Since k0′ is an on-shell momentum, the −/k0′ present in the parentheses in the expression (C20) gives no contribution.
Instead of dropping that −/k0′ term, it is convenient to change its coefficient in such a way that no term proportional
to γ− survives inside that parenthesis. Hence, one gets
NumT3 = −4k+1′ ελ ·
[
k0′− k
+
0′
q+
q
]
u(0) γ+v(1) + u(0) /λ(q) γ
+/k0′
(
/q− q
+
k+0′
/k0′
)
γ+v(1)
= −4k+1′ ελ ·
[
k0′− k
+
0′
q+
q
]
u(0) γ+v(1) +
q+
k+0′
[
kj0′−
k+0′
q+
qj
]
u(0) /λ(q) γ
+/k0′γ
jγ+v(1)
= −4k+1′ ελ ·
[
k0′− k
+
0′
q+
q
]
u(0) γ+v(1)− 2q+
[
kj0′−
k+0′
q+
qj
]
u(0) /λ(q) γ
+γjv(1) . (C21)
Using the identity
u(0) γ+
{
/λ(q) , γ
j
}
v(1) = 2 εjλ u(0) γ
+v(1) , (C22)
it is then straightforward to obtain the expression (48).
5. Numerator for the vertex correction diagram 1 for transverse photon
Let us consider now the most complicated numerator NumT1 , for the diagram 1, defined by the equation (51). Using
the completeness relations (A24) and (A8), one gets
NumT1 =
[
− gµν +
k2µnν+nµk2ν
k+2
]
u(0) γµ /k0′ /λ(q) /k1′ γ
ν v(1) . (C23)
Then, using the fact that the + and transverse components of the momentum is conserved at each vertex, one has
/k0′ = /k0 − /k2 +
(
k−0′+k
−
2 −k−0
)
γ+ (C24)
/k1′ = /k1 + /k2 +
(
k−1′−k−2 −k−1
)
γ+ , (C25)
where the extra term in γ+ accounts for the nonconservation of the − component of the momentum in this formalism.
Inserting these identities into the equation (C23), it is convenient to split the numerator NumT1 into five contributions
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as
NumT1 =
(
k−0′+k
−
2 −k−0
) [
− gµν +
k2µnν+nµk2ν
k+2
]
u(0) γµ γ+ /λ(q)
(
/k1+/k2
)
γν v(1)
+
(
k−1′−k−2 −k−1
) [
− gµν +
k2µnν+nµk2ν
k+2
]
u(0) γµ
(
/k0−/k2
)
/λ(q) γ
+ γν v(1)
+
1
k+2
u(0) /k2
(
/k0−/k2
)
/λ(q)
(
/k1+/k2
)
γ+ v(1)
+
1
k+2
u(0) γ+
(
/k0−/k2
)
/λ(q)
(
/k1+/k2
)
/k2 v(1)
−gµν u(0) γµ
(
/k0−/k2
)
/λ(q)
(
/k1+/k2
)
γν v(1) . (C26)
Note that, due to the anticommutation relation (A15), one gets zero if only the extra term proportional to γ+ is
picked both in (C24) and in (C25).
In the case of the first term in (C26), one extracts the dependence on loop momentum out of the spinor structure
following the same techniques as for the numerators calculated so far, as(
k−0′+k
−
2 −k−0
) [
− gµν +
k2µnν+nµk2ν
k+2
]
u(0) γµ γ+ /λ(q)
(
/k1+/k2
)
γν v(1)
=
(
k−0′+k
−
2 −k−0
) {
2 u(0)
(
/k1+/k2
)
/λ(q) γ
+ v(1) + (D−4) u(0) γ+ /λ(q)
(
/k1+/k2
)
v(1)
+
1
k+2
u(0) /k2 γ
+ /λ(q)
(
/k1+/k2
)
γ+ v(1)
}
=
(
k−0′+k
−
2 −k−0
) {
− 2 u(0)
(
/k1+/k2−
(k+1 +k
+
2 )
k+0
/k0
)
γ+ /λ(q) v(1) + (D−4) u(0) γ+ /λ(q)
(
/k2−
k+2
k+1
/k1
)
v(1)
+2
(k+1 +k
+
2 )
k+2
u(0)
(
/k2−
k+2
k+0
/k0
)
γ+ /λ(q) v(1)
}
=
(
k−0′+k
−
2 −k−0
) {
− 2
(
kj1+k
j
2−
(k+1 +k
+
2 )
k+0
kj0
)
u(0)γ+γj /λ(q) v(1)− (D−4)
(
kj2−
k+2
k+1
kj1
)
u(0) γ+ /λ(q) γ
j v(1)
+2
(k+1 +k
+
2 )
k+2
(
kj2−
k+2
k+0
kj0
)
u(0)γ+γj /λ(q) v(1)
}
=
k+0
k+2 (k
+
0 −k+2 )
(
k2− k
+
2
k+0
k0
)2(
kj2−
k+2
k+1
kj1
){
k+1
k+2
u(0)γ+γj /λ(q) v(1)−
(D−4)
2
u(0) γ+ /λ(q) γ
j v(1)
}
. (C27)
The calculation of the second term in the equation (C26) is analog, and gives(
k−1′−k−2 −k−1
) [
− gµν +
k2µnν+nµk2ν
k+2
]
u(0) γµ
(
/k0−/k2
)
/λ(q) γ
+ γν v(1)
= − k
+
1
k+2 (k
+
1 +k
+
2 )
(
k2− k
+
2
k+1
k1
)2(
kj2−
k+2
k+0
kj0
){
k+0
k+2
u(0)γ+ /λ(q) γ
jv(1) +
(D−4)
2
u(0) γ+γj /λ(q) v(1)
}
.(C28)
The third term in the equation (C26) can be calculated as
1
k+2
u(0) /k2
(
/k0−/k2
)
/λ(q)
(
/k1+/k2
)
γ+ v(1)
=
1
k+2
u(0)
{
/k2, /k0
}
/λ(q)
({
/k1+/k2, γ
+
}− γ+(/k1+/k2))v(1)
= 2
(k0 ·k2)
k+2
{
2(k+1 +k
+
2 ) u(0) /λ(q) v(1)− u(0) /λ(q) γ+
(
/k2−
k+2
k+1
/k1
)
v(1)
}
=
k+0
(k+2 )
2
(
k2− k
+
2
k+0
k0
)2{
2(k+1 +k
+
2 ) u(0) /λ(q) v(1)−
(
kj2−
k+2
k+1
kj1
)
u(0) γ+ /λ(q) γ
j v(1)
}
. (C29)
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Similarly, the fourth term in equation (C26) gives
1
k+2
u(0) γ+
(
/k0−/k2
)
/λ(q)
(
/k1+/k2
)
/k2 v(1)
=
k+1
(k+2 )
2
(
k2− k
+
2
k+1
k1
)2{
2(k+0 −k+2 ) u(0) /λ(q) v(1) +
(
kj2−
k+2
k+0
kj0
)
u(0) γ+γj /λ(q) v(1)
}
. (C30)
Finally, the fifth term in equation (C26) requires one to proceed in a slightly different way, due to the absence of
an explicit γ+ factor in the spinor structure. Nevertheless, its calculation can be performed as
−gµν u(0) γµ
(
/k0−/k2
)
/λ(q)
(
/k1+/k2
)
γν v(1)
= 2 u(0)
(
/k1+/k2
)
/λ(q)
(
/k0−/k2
)
v(1) + (D−4)u(0)
(
/k0−/k2
)
/λ(q)
(
/k1+/k2
)
v(1)
= 2 u(0) /k1 /λ(q) /k0 v(1)− 2 u(0) /k1 /λ(q) /k2 v(1) + 2 u(0) /k2 /λ(q) /k0 v(1)− (D−2)u(0) /k2 /λ(q) /k2 v(1)
= 2 u(0)
({
/k1, /λ(q)
}
/k0 − /λ(q) {/k1, /k0}
)
v(1)− 2 u(0)
({
/k1, /λ(q)
}
/k2 − /λ(q) {/k1, /k2}
)
v(1)
+2 u(0)
(
/k2
{
/λ(q), /k0
} − {/k2, /k0} /λ(q)) v(1)− (D−2)u(0) {/k2 /λ(q)} /k2 v(1)
= 4
[
− (k0 ·k1) + (k1 ·k2)− (k0 ·k2)
]
u(0) /λ(q) v(1) + 4
[
− k1µ + k0µ −
(D−2)
2
k2µ
]
µλ(q) u(0) /k2 v(1)
= 2
[
−k
+
0
k+2
(
k2− k
+
2
k+0
k0
)2
+
k+1
k+2
(
k2− k
+
2
k+1
k1
)2
− (q
+)2
k+0 k
+
1
(
k0− k
+
0
q+
q
)2]
u(0) /λ(q) v(1)
+4
[(
ki1−
k+1
q+
qi
)
−
(
ki0−
k+0
q+
qi
)
+
(D−2)
2
(
ki2 −
k+2
q+
qi
)]
εiλ u(0) /k2 v(1)
= 2
[
−k
+
0
k+2
(
k2− k
+
2
k+0
k0
)2
+
k+1
k+2
(
k2− k
+
2
k+1
k1
)2
− (q
+)2
k+0 k
+
1
(
k0− k
+
0
q+
q
)2]
u(0) /λ(q) v(1)
+
εiλ
k+2
[
4
(
ki0−
k+0
q+
qi
)
− (D−2)
(
ki2−
k+2
q+
qi
)] (
kj2−
k+2
k+0
kj0
)(
kl2−
k+2
k+1
kl1
)
u(0) γ+γjγl v(1) , (C31)
where, in the last step, the relation (B4) has been used.
All in all, collecting the results (C27), (C28), (C29), (C30) and (C31) for the five terms in the expression (C26) of
the numerator NumT1 , one obtains the expression (52).
6. Numerator for the vertex correction diagram 1 for longitudinal photon
Finally, there remains to calculate the numerator NumL1 , for the diagram 1 in the longitudinal photon case, defined
by the equation (105). Using the completeness relations (A24) and (A8), one gets
NumL1 =
[
− gµν +
k2µnν+nµk2ν
k+2
]
u(0) γµ /k0′ γ
+ /k1′ γ
ν v(1) . (C32)
The momentum flow is obviously the same as in the transverse photon case. Then, using the momentum conservation
relations (C24) and (C25), one writes
NumL1 =
1
k+2
u(0) /k2
(
/k0−/k2
)
γ+
(
/k1+/k2
)
γ+ v(1)
+
1
k+2
u(0) γ+
(
/k0−/k2
)
γ+
(
/k1+/k2
)
/k2 v(1)
−gµν u(0) γµ
(
/k0−/k2
)
γ+
(
/k1+/k2
)
γν v(1) . (C33)
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The term in the first line of eq. (C33) is easily calculated as
1
k+2
u(0) /k2
(
/k0−/k2
)
γ+
(
/k1+/k2
)
γ+ v(1) =
1
k+2
u(0)
{
/k2, /k0
}
γ+
{(
/k1+/k2
)
, γ+
}
v(1)
= 4
(k+1 +k
+
2 )
k+2
(k2 · k0) u(0) γ+ v(1)
= 2
k+0 (k
+
1 +k
+
2 )
(k+2 )
2
[
k2− k
+
2
k+0
k0
]2
u(0) γ+ v(1) (C34)
In the same way, one gets for the term in the second line of eq. (C33)
1
k+2
u(0) γ+
(
/k0−/k2
)
γ+
(
/k1+/k2
)
/k2 v(1) = 2
k+1 (k
+
0 −k+2 )
(k+2 )
2
[
k2− k
+
2
k+1
k1
]2
u(0) γ+ v(1) (C35)
Finally, for the term in the third line, one uses the identity (A14) and then extracts the transverse momentum
dependence by appropriate shifts as done with the previously considered numerators, as
−gµν u(0) γµ
(
/k0−/k2
)
γ+
(
/k1+/k2
)
γν v(1)
= 2u(0)
(
/k1+/k2
)
γ+
(
/k0−/k2
)
v(1) + (D−4)u(0)
(
/k0−/k2
)
γ+
(
/k1+/k2
)
v(1)
= 2u(0)
[
/k1+/k2−
(k+1 +k
+
2 )
k+0
/k0
]
γ+
[
/k0−/k2−
(k+0 −k+2 )
k+1
/k1
]
v(1)− (D−4)u(0)
[
/k2−
k+2
k+0
/k0
]
γ+
[
/k2−
k+2
k+1
/k1
]
v(1)
=
{
2
[
ki1+k
i
2−
(k+1 +k
+
2 )
k+0
ki0
] [
kj0−kj2−
(k+0 −k+2 )
k+1
kj1
]
−(D−4)
[
ki2−
k+2
k+0
ki0
] [
kj2−
k+2
k+1
kj1
]}
u(0) γiγ+γj v(1) (C36)
Collecting the three contributions (C34), (C35) and (C36), one finds for the numerator NumL1 the expression given
in eq. (106).
Appendix D: Passarino-Veltman tensor reduction on the Light-Front
Passarino and Veltman showed in Ref. [71] that Feynman graphs including loops in gauge theories are easier
to calculate by first dealing with the tensor structure of the integrands, in order to rewrite each graph as a linear
combination of a small number of scalar integrals. The method they explicitly constructed to perform the tensor
reduction crucially relies on Lorentz invariance. Hence, it is valid only when a Lorentz-invariant UV regulator is used,
like in dimensional regularization, but not in other cases, like with a naive UV cutoff.
In this appendix, we recall the Passarino-Veltman method, following closely the original the derivation, but adapting
it to the case of interest. Indeed, since Light-Front perturbation theory is used in the present study, one wants to
simplify transverse momentum integrals in D − 2 dimensions using rotational invariance instead of full momentum
integrals in D dimensions using Lorentz invariance.
The transverse integrals encountered in the present study are of the form
A0(∆) ≡ 4pi (µ2)2−D2
∫
dD−2K
(2pi)D−2
1
[K2 + ∆]
(D1)
B0(∆1,∆2,L) ≡ 4pi (µ2)2−D2
∫
dD−2K
(2pi)D−2
1
[K2 + ∆1] [(K+ L)2 + ∆2]
(D2)
Bi(∆1,∆2,L) ≡ 4pi (µ2)2−D2
∫
dD−2K
(2pi)D−2
Ki
[K2 + ∆1] [(K+ L)2 + ∆2]
(D3)
Bij(∆1,∆2,L) ≡ 4pi (µ2)2−D2
∫
dD−2K
(2pi)D−2
KiKj
[K2 + ∆1] [(K+ L)2 + ∆2]
. (D4)
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The goal is to express the integrals (D3) and (D4) in terms of the scalars ones, (D1) and (D2). First, due to rotational
symmetry in D − 2 dimensions, it is clear that (D3) and (D4) are of the form
Bi(∆1,∆2,L) = Li B1(∆1,∆2,L2) (D5)
Bij(∆1,∆2,L) = LiLj B21(∆1,∆2,L2) + δij B22(∆1,∆2,L2) , (D6)
where B1, B21 and B22 are scalar integrals which remain to be determined. Contracting the relation (D5) with Li,
one gets
L2 B1(∆1,∆2,L2) = 4pi (µ2)2−D2
∫
dD−2K
(2pi)D−2
L·K
[K2 + ∆1] [(K+ L)2 + ∆2]
. (D7)
Then, making the replacement
L·K = 1
2
{[
(K+ L)2 + ∆2
]
−
[
K2 + ∆1
]
+
[
∆1−∆2−L2
]}
(D8)
in the integrand, one easily finds that
B1(∆1,∆2,L2) = 1
2L2
{
A0(∆1)−A0(∆2) +
[
∆1−∆2−L2
]
B0(∆1,∆2,L)
}
. (D9)
In the case of the tensor integral Bij , one needs two relations, in order to determine both B21(∆1,∆2,L2) and
B22(∆1,∆2,L2). First, contracting the relation (D6) with Lj and using the identity (D8), one finds[
L2 B21(∆1,∆2,L2) + B22(∆1,∆2,L2)
]
Li = 4pi (µ2)2−
D
2
∫
dD−2K
(2pi)D−2
1
2
{
Ki
[K2 + ∆1]
− (K
i + Li)− Li
[(K+ L)2 + ∆2]
+
[
∆1−∆2−L2
] Ki
[K2 + ∆1] [(K+ L)2 + ∆2]
}
=
1
2
{
A0(∆2)Li +
[
∆1−∆2−L2
]
Bi(∆1,∆2,L)
}
, (D10)
dropping the terms which vanish identically due to rotational symmetry. Thus, one has
L2 B21(∆1,∆2,L2) + B22(∆1,∆2,L2) = 1
2
{
A0(∆2) +
[
∆1−∆2−L2
]
B1(∆1,∆2,L2)
}
. (D11)
On the other hand, contracting the relation (D6) with δij , it is straightforward to find
L2 B21(∆1,∆2,L2) + (D−2)B22(∆1,∆2,L2) = A0(∆2)−∆1 B0(∆1,∆2,L) . (D12)
For D 6= 3, the solution of the system of equations (D11) and (D12) is then
(D−3)L2 B21(∆1,∆2,L2) = (D−4)
2
A0(∆2) + ∆1 B0(∆1,∆2,L) + (D−2)
2
[
∆1−∆2−L2
]
B1(∆1,∆2,L2)(D13)
(D−3)B22(∆1,∆2,L2) = 1
2
A0(∆2)−∆1 B0(∆1,∆2,L)− 1
2
[
∆1−∆2−L2
]
B1(∆1,∆2,L2) . (D14)
Hence, both the vector integral Bi(∆1,∆2,L) (D3) and the tensor integral Bij(∆1,∆2,L) (D4) can indeed be written
as a linear combination of the scalar integrals A0(∆1), A0(∆2) and B0(∆1,∆2,L).
In principle, there is no problem to generalize this method to more complicated integrals [71], with more than
two denominators, more complicated numerators, and even for multiple integrals for calculations beyond NLO, even
though it becomes rapidly quite cumbersome to use explicitly by hand.
Appendix E: Calculation of the scalar master integrals
The explicit calculation of the integral A0(∆) defined in eq. (D1) is a straightforward exercise and gives
A0(∆) = Γ
(
2−D
2
) [
∆
4pi µ2
]D
2 −2
(E1)
=
(4pi)2−
D
2(
2−D2
) Γ(3−D
2
)
− log
(
∆
µ2
)
+O (D−4) , (E2)
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keeping the universal constants together with the D → 4 pole, by analogy with the MS scheme for UV renormalization.
The integral B0(∆1,∆2,L) defined in eq. (D2) can be simplified thanks to the introduction of a Feynman parameter,
as
B0(∆1,∆2,L) = 1
[4pi µ2]
D
2 −2
Γ
(
3−D
2
) ∫ 1
0
dx
[
x(1−x)L2 + (1−x)∆1 + x∆2
]D
2 −3
(E3)
=
∫ 1
0
dx
1[
x(1−x)L2 + (1−x)∆1 + x∆2
] +O (D−4) . (E4)
Note that the integral B0(∆1,∆2,L) is UV finite for D = 4, whereas the integral A0(∆) has a logarithmic UV
divergence.
In the case of the diagram 1 for transverse or longitudinal photon (calculated in sections V C and VI B respectively),
the value of the parameters ∆1, ∆2 and L are given in eqs. (30) (31) and (32) respectively, so that
A0(∆1) = Γ
(
2−D
2
) (
P2 +Q
2
4pi µ2
)D
2 −2
− log
(
k+2
k+0
)
− log
(
k+0 −k+2
k+0
)
− log
(
q+
k+1
)
+O (D−4) (E5)
A0(∆2) = Γ
(
2−D
2
) (
Q
2
4pi µ2
)D
2 −2
− log
(
k+1 +k
+
2
k+1
)
− log
(
k+0 −k+2
k+0
)
+O (D−4) . (E6)
Moreover,
[
x(1−x)L2 + (1−x)∆1 + x∆2
]
=
(
k+0 −k+2
k+0
) [
x
(
k+0 −k+2
k+0
)
+
q+k+2
k+0 k
+
1
] [
(1−x)P2 +Q2
]
. (E7)
This factorization simplifies the evaluation of the integral over the Feynman parameter in (E4), and one finally obtains
B0(∆1,∆2,L) = k
+
0
(k+0 −k+2 )
1[(
k+1+k
+
2
k+1
)
P2 +
(
k+0−k+2
k+0
)
Q
2
] { log(P2 +Q2
Q
2
)
− log
(
k+2
k+0
)
+ log
(
k+1 +k
+
2
k+1
)
− log
(
q+
k+1
)}
+O (D−4) . (E8)
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Appendix F: Some useful integrals
In this appendix are collected for reference the integrals which appear repeatedly when performing integrations over
the gluon light-cone momentum k+2 . For 0 < ξmin < 1 and R > −1, one has∫ 1
0
dξ
ξ
log(1+Rξ) = −Li2 (−R) (F1)∫ 1
0
dξ log(1+Rξ) =
(R+ 1)
R
log(R+ 1)− 1 (F2)∫ 1
0
dξ ξ log(1+Rξ) =
(R+ 1)(R− 1)
2R2
log(R+ 1) +
1
2R
− 1
4
(F3)∫ 1
0
dξ
ξ
log(1−ξ) = −pi
2
6
(F4)∫ 1
0
dξ log(1−ξ) = −1 (F5)∫ 1
0
dξ ξ log(1−ξ) = −3
4
(F6)∫ 1
ξmin
dξ
ξ
log(ξ) = −1
2
[
log(ξmin)
]2
(F7)∫ 1
0
dξ log(ξ) = −1 (F8)∫ 1
0
dξ ξ log(ξ) = −1
4
. (F9)
All these integrals are straightforward to calculate by standard techniques, apart from (F1) which is equivalent to the
definition (94) of the dilogarithm function Li2, and (F4), which can be calculated by first expanding log(1−ξ) as a
power series for small ξ, then integrating term by term, and finally recognizing −ζ(2) = −pi2/6 in the resulting series.
Appendix G: Fourier transforms to mixed space
Using the Schwinger trick
1
Aβ
=
1
Γ(β)
∫ +∞
0
dτ τβ−1 e−τ A , (G1)
valid for A > 0 and β > 0, one can transform the integral over P in eqs. (136) and (141) into a Gaussian integral.
After performing it, one gets∫
dD−2P
(2pi)D−2
eiP·x01
1[
P2+Q
2
] = (4pi)1−D2 ∫ +∞
0
dτ τ1−
D
2 e−τ Q
2
e−
x01
2
4τ
∫
dD−2P
(2pi)D−2
eiP·x01
Pj[
P2+Q
2
] = i
2
xj01 (4pi)
1−D2
∫ +∞
0
dτ τ−
D
2 e−τ Q
2
e−
x01
2
4τ . (G2)
Then, the results (136) and (141) are obtained thanks to the formula∫ +∞
0
dτ τν−1 e−
B
τ e−τ C = 2
(
B
C
) ν
2
K−ν
(
2
√
BC
)
(G3)
valid for B > 0 and C > 0, found in ref. [81].
Using the standard trick
log(A) = lim
α→0
∂α A
α (G4)
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as well, one can rewrite the integral in eq. (137) as
∫
dD−2P
(2pi)D−2
eiP·x01
1[
P2+Q
2
] log(P2+Q2
Q
2
)
= (4pi)
1−D2 lim
α→0
∂α

[
Q
2
]−α
Γ(1− α)
∫ +∞
0
dτ τ1−
D
2 −α e−τ Q
2
e−
x01
2
4τ

= (4pi)
1−D2 lim
α→0
∂α

[
Q
2
]−α
Γ(1− α) 2
(
2Q
|x01|
)D
2 −2+α
KD
2 −2+α
(
|x01|Q
)
=
1
2pi
(
Q
2pi|x01|
)D
2 −2
{[
−1
2
log
(
x01
2Q
2
4
)
+ Ψ(1)
]
KD
2 −2
(
|x01|Q
)
+ lim
α→0
∂αKD
2 −2+α
(
|x01|Q
)}
. (G5)
However, for z > 0, Kν(z) is an analytic function of ν. Moreover, it is even in ν: Kν(z) = K−ν(z). Hence, for D → 4,
one has
lim
α→0
∂αKD
2 −2+α
(
|x01|Q
)
= lim
α→0
∂αKα
(
|x01|Q
)
+O (D−4) = O (D−4) , (G6)
which gives the result (137).
Following the same steps, the integral in eq. (142) can be written as
∫
dD−2P
(2pi)D−2
eiP·x01
Pj[
P2+Q
2
] log(P2+Q2
Q
2
)
=
i
2
xj01 (4pi)
1−D2 lim
α→0
∂α

[
Q
2
]−α
Γ(1− α) 2
(
2Q
|x01|
)D
2 −1+α
KD
2 −1+α
(
|x01|Q
)
= ixj01
(
Q
2pi|x01|
)D
2 −1
{[
−1
2
log
(
x01
2Q
2
4
)
+ Ψ(1)
]
KD
2 −1
(
|x01|Q
)
+ lim
α→0
∂αKD
2 −1+α
(
|x01|Q
)}
. (G7)
The last term can be evaluated thanks to the formula (see ref. [81])
zKν+1(z) = νKν(z)− z∂zKν(z) . (G8)
Indeed, it gives
lim
α→0
∂αKD
2 −1+α(z) =
1
z
KD
2 −2(z) +
[
D
2 −2
z
− ∂z
]
lim
α→0
∂αKD
2 −2+α(z)
=
1
z
K0(z) +O (D−4) . (G9)
Inserting (G9) into (G7), one finds the result announced in eq. (142).
The last Fourier transform needed is the integral in eq. (143). Using the tricks (G4) and then (G1) for each
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denominator, and performing the Gaussian integral, one finds
∫
dD−2P
(2pi)D−2
eiP·x01
Pj[
P2+Q
2
]
[
P2+Q
2
]
P2
log
(
P2+Q
2
Q
2
)
=
i
2
xj01 (4pi)
1−D2 lim
α→0
∂α

[
Q
2
]−α
Γ(−α)
∫ +∞
0
dτ τ−α−1 e−τ Q
2
∫ +∞
0
dσ (τ + σ)−
D
2 e−
x01
2
4(τ+σ)

=
i
2
xj01 (4pi)
1−D2 lim
α→0
∂α

[
Q
2
]−α
Γ(−α)
∫ +∞
0
dτ τ−α−1 e−τ Q
2
∫ +∞
τ
dη η−
D
2 e−
x01
2
4η

=
i
2
xj01 (4pi)
1−D2 lim
α→0
∂α
{[
Q
2
]−α
Γ(−α)
∫ +∞
0
dτ τ−α−1 e−τ Q
2
[∫ +∞
0
dη η−
D
2 e−
x01
2
4η
−
∫ τ
0
dη η−
D
2 e−
x01
2
4η
]}
=
i
2
xj01 (4pi)
1−D2 lim
α→0
∂α
{[
Q
2
]−α
Γ(−α)
Γ(−α)[
Q
2
]−α Γ(D2 −1
) (
x01
2
4
)1−D2
−
[
Q
2
]−α
Γ(−α)
∫ +∞
0
dτ τ−α−1 e−τ Q
2
∫ τ
0
dη η−
D
2 e−
x01
2
4η
}
=
i
2
xj01 (4pi)
1−D2 lim
α→0
∂α
{
α
Γ(1− α)
[
Q
2
]−α ∫ +∞
0
dτ τ−α−1 e−τ Q
2
∫ τ
0
dη η−
D
2 e−
x01
2
4η
}
. (G10)
For Q > 0 and |x01| > 0, the exponential factors make the double integral over τ and η convergent for any value of α
and D. Hence, that double integral is an analytic function in both α and D, so that
∫
dD−2P
(2pi)D−2
eiP·x01
Pj[
P2+Q
2
]
[
P2+Q
2
]
P2
log
(
P2+Q
2
Q
2
)
=
i
2
xj01 (4pi)
1−D2
{∫ +∞
0
dτ
τ
e−τ Q
2
∫ τ
0
dη
η2
e−
x01
2
4η +O (D−4)
}
=
i
2
xj01 (4pi)
1−D2
{
8
x012
K0
(
|x01|Q
)
+O (D−4)
}
, (G11)
which is equivalent with the result given in eq. (143).
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