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1. INTRODUCTION 
We consider the Hill’s equation 
Y” f [J. - q(t)] y = 0, 
q(t + n> = do 
(1) 
Relevant background information can be found in Refs. 12, 7, lo]. The 
spectrum of (1) consists of an infinity of intervals 
(43, &>, (&, q, (A,, w, (G, A,) ***- 
These intervals are called stability intervals, while the intervals 
(2) 
(--co, &>, (4 9 n;>, (A, 3 A>, t&T WY (3) 
are called instability intervals. All but the first interval in (3) are finite and 
may shrink to a point under special conditions. Erdelyi [3] discovered 
situations where all but a finite number of finite instability intervals vanish 
when q(t) is a suitable elliptic function. Lax [9] showed that a function q(t) 
which satisfies the nth order Korteweg-de Vries equation requires (1) to 
have no more than n non-vanishing finite instability intervals. 
Conversely, if all finite instability intervals vanish, then q(t) in (1) is 
necessarily a constant. This fact was proved by Borg [ 11, Hochstadt [ 71 and 
Ungar [ 121. When all but n finite instability intervals vanish q(t) satisfies a 
differential equation of the form 
T,(q) = qC2n) + H,(q, q’,..., q@“-2’) = 0, (4) 
where H, is a polynomial of degree n + 1 which also depends on n + 1 
constants C,, C, ,..., C,. This result was established by Goldberg [4] who 
later showed [5] that (4) is equivalent o the nth order Korteweg-de Vries 
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equation. Therefore, (4) is both necessary and sufficient for n finite 
instability intervals to fail to vanish. 
Hochstadt [8] showed that a non-constant periodic q(f) satisfying (4) for 
the case n = 1, namely, 
T,(q) = q” - 3q* + c,q + c, = 0, (5) 
exists and must be of the form q(+r + 7), where q(t) is an even function and 
7 is an arbitrary translation. 
Goldberg [4] showed that (4), for the case n = 2, takes on the form 
T*(q) = qC4’ - 1Oqq” - 5(q’)2 + lOq3 + C,[qN - 3q2] + c,q + c, = 0. (6) 
Based on a conjecture by Magnus, Goldberg and Hochstadt [6] showed that 
if we let 
q = 2Ps’ + y 
and seek solutions of (6) which also satisfy 
(7) 
(s’)* = s4 + us3 + bs* + cs + d, (8) 
where /?, y, a, b, c and d are suitably chosen constants, we are led to two 
non-constant periodic potential functions q,(t) and q*(f). Only one of these 
potential functions, say, q,(t) will also satisfy (5). Furthermore, all periodic 
potentials found via (7), (8) which satisfy (6) and not (5) are necessarily of 
the form q2(ft + 7), where q*(f) is an even function and 7 an arbitrary trans- 
lation. From a different approach, McKean and van Moerbeke [ 111 prove 
the existence of periodic potential functions corresponding to (4). 
In the present article we show that (4) has n + 1 periodic solutions which 
can be found by the following “Ansatz.” We let 
q = a,s + ug (9) 
and seek solutions of (4) that also satisfy 
(s’)*/ 2 = s3 + b, s + b,, (10) 
where a,, a,, 6, and b, are constants to be chosen appropriately. The results 
are stated in the following theorem. 
THEOREM. For a suitable choice of the coeflcients C,, C, ,..., C, in H,, 
Eq. (4) will have n + 1 solutions q,,,(t) (m = 0, l,..., n) of period z The 
potential function qm(t) will also satisfy 
T,(q) = 0 (11) 
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for all k such that m < k < n. The potential function q”(t) will satisfy (11) 
only for k = n and will lead to Hill’s equation with n non-vanishing 
instability interals. All other potentials which do not satisfy T,,- 1(q) = 0 and 
which lead to a Hill’s equation with precisely n non-vanishing instability 
intervals found via (9), (10) are of the form q,(kt + r), where q,,(t) is an 
even function and r an arbitrary translation. 
For n non-vanishing finite instability intervals, our approach produces II 
non-constant periodic potential functions which, as follows from (lo), are 
elliptic functions. 
In Section 4 we show that the more general “Ansatz”’ which sets 
q= S a,sm 
m=O 
(12) 
and seeks solutions of (4) which satisfy 
(s’)~ = i bp’ 
i=O 
(13) 
leads to k = r + 2, but for n > 7 we are not assured of solutions via (12), 
(13) unless we choose r = 1. For n < 7, choices of r > 1 still lead to n + 1 
periodic potentials. 
2. PRELIMINARY RESULTS 
In [5] it was shown that T,+,(q) is generated from T,(q) via 
where 
(14) 
(15) 
T-, = 1, 
Tn+ l(q) = K[Tn(q)l + Cn, I (n = -1, 0, l,... ), 
q$++.$ dt 1 
and G+, constant. The first few successive applications of (15) give rise to 
P[l] = 1, 
K’[ll =+I, 
P[ l] = d[3q2 - q”], 
IP[ l] = &[q’4) - 5(q’)2 - 1Oqqfl + lOq3], 
’ Many thanks to Wilhelm Magnus for suggesting this approach. 
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so that 
r,(q)=K[T,I=K*[lI+C,KIl]+C,, 
T~(q)=K[T,~=K’~1]+C,K2~1]+C,K~lj+C2. 
In general, the nth order Korteweg-deVries equation (4) is equivalent to 
T,(q)=K”+‘[l] + CT C,-,K[l]=O. 
12 
(16) 
LEMMA 1. Zf 
q=a,s+a,, (9) 
where 
(s/)2/2 = s3 + b, s + b,, (10) 
then 
K[P] = P,(m) S*+’ + P*(m) sm + P,(m) f-l + P,(m) f-2, (17) 
where 
(17.1) 
-b, 
(17.2) 
P3(m) = P,(m, b,) = Trn(2rn - l), (17.3) 
and 
P,(m) = P,(m, b,) = 2 m(m - I), (17.4) 
for any non-negative integer m. 
Proof: Let 
then 
f(s) = 2(s3 + b, s + b,); 
ds” 
dt=MS 
m - Is’ = msm - ‘f l/2 
(18) 
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and 
d2sm 
-=m(m- 1)s 
dt2 
m-2f++msm-y-“ldffVl. 
ds (19) 
A direct substitution of (18) into (19) yields 
(20) 
(o,s+a,)ms”-‘+$s’“] s’dt 
(21) 
al(2m+ '1 
= 2(m+ 1) s 
mtl+a gn 0 * 
Our lemma follows by adding (20) and (21). 
Since an application of K on a polynomial in s increases its degree by 1 
and since K”[ l] = 1 = so, we define the constants d; for m = 0, l,..., n by 
and 
K”[l] = 5 d;sm 
m=O 
d”, = 0 for m > n or m < 0. 
(22) 
(23) 
LEMMA 2. For m = 0, 1, 2 ,..., n + 1, 
#ItI =d” m ,,-,P,(m - 1) + dzP,(m) + d;+,PJm + 1) 
+ d;+,P,(m + 2). 
(24) 
Proof 
PItI 
\’ d;+::$LK”+I 1 
m =.o 
[ ]=K [ 2 d;s”] 
m=o 
= “ d”,Kls”‘\ - 
Ii-0 
= c dk[P,(m) smt ’ + P2(m) sm + P3(m) sm-’ + P,(m) smp2] 
m=O 
n+ I 
= \‘ d;-, P,(m - 1) s”’ + 2 d;P,(m) sm 
rn=l l?l=O 
n-1 n-2 
+ \’ d;+lP,(m+ l)s”+ \’ d;+2d$+2P4(m+2)sm. 
VI-1 m=-2 
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Since dk = 0 for m > n or m < 0 and PI(O) = P4(0) = P4( 1) = 0, the values 
of all the above sums remain unchanged if all lower limits of summation 
begin at m = 0 and all upper limits end at m = I? + 1. Therefore 
n+1 n+1 
\’ dk+‘sm = \‘ [dz_,P,(m - 1) + dzP,(m) 
m=o tTl=O 
+4,+, P,(m + 1) + d;+*P4(m + 2)] sm 
and Lemma 2 now follows. 
LEMMA 3. 
(25) 
Proof: From Lemma 2 and (23) it follows that 
d;;; = d;P,(n). (26) 
Repeated applications of (26) for decreasing values of n gives 
d;:f=P,(n)P,(n- l)P,@-2)...P,(O)d;. 
Using (17.1) and di 5 1, Lemma 3 is proved. 
LEMMA 4. The equation 
T,(q) = 0 
is equivalent to 
(s’)2/2 = s3 + b, s + 6, (10) 
under the change of variable 
q=a,s+a, (9) 
only for n + 1 distinct real choices of a,, namely, 
a,=/3,-m(m+ 1)/2 (m = 0, l,..., n). 
There are n + 1 potentials q,,, = /?,s + a,, found via (9), (10) which satisfy 
(4). All of these potentials satisfy T,-,(q) = 0 with the exception of q,. 
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Proof From (22) it follows that (16), via (9), (10) takes on the form 
ntl 
\‘ d;+lP + ;- c,-, 
1 
\‘ d’ f’= 0 - - m 
m=O CO m-0 
dn+lsntl 
ntl + c 
k=O I 
d;+; + Lk7 C,d;:: sn-k = 0. 
/=O I 
(27) 
The coefficients of sm (m = 0, l,..., n + 1) in (27) must vanish identically so 
that 
d nt1,o n+l (28) 
(29) 
and 
6 C, #I: = -d;+; 
/T 
(k = 0, l)...) n). 
Using Lemma 3, (28) becomes 
fro (2m; l) [-& - y] = 0, 
which gives rise to n + 1 distinct real possibilities for a,, 
0, =p,= “‘“2’ l) (m = 0, l)...) n). (30) 
We now define the (n + 1) x (n + 1) triangular matrix D and the n + 1 
dimensional vectors C and d by 
D= 
. . . 0 
; 0 *** 0 
*. . . * . . 
0 
d,” d;-’ 1.. 4 
so that (29) is equivalent o 
DC=d. (31) 
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From Lemma 3 it follows that det D = 0 only when a, =/3, 
(m = 0, l,..., n - 1). For the choice a, = /3,, D is non-singular and there 
exists a unique solution of (31), namely, 
C=D-‘d. 
Therefore, when a, =/I, the coefficients C,, C, ,..., C, in 7’,,(q) can be solved 
for in terms of the parameters b,, b, and a,. When ui =Pnek (k = 1, 2,..., n), 
P,(n-k)=O. In turn d~_:~~=d~_::~:=d::_:=:=...=d::_f=d,”=O. 
Since det D = 0, we use the Alternative Theorem to show that (3 1) is 
consistent. ND-, the null space of the adjoint of D, consists of all n + 1 
dimensional vectors of the form x = (x,, x2 ,..., xk, 0,O ,..., O)T, where xi 
(i = 1,2 ,..., k) is arbitrary. But (d, x> = 0, Vx E ND, if and only if dz+’ = 
d”+‘= . . . =d”+’ n--1 n-k+ i = 0. With the aid of (24) we show that dE+k+, = 0 for 
m = 1, 2 ,..., k. First 
d ;+‘=d;_,P,(n- l)+P,(n)d;=d;-,P,(n+ 1) 
=Pl(n- l)P,(n-2)d;:;=... 
= P,(n - 1) P,(n - 2) . . . Pl(n - k) d;:;+ ’ = 0. 
Second, if we repeat (24) I + 1 times on dt+k+, we get 
where e+‘, the ceflicient of df, is a polynomial in Pi (i = 1,2, 3, 4) which in 
general does not vanish. However, the leading coefficient $I;_, satisfies 
e”-l 
n-m-l = e;IzJ,, lP,(n - m - I), 
so that when I= k - m, 
e;:f,-[ = e::i = e,“IL’,‘, P,(n - k) = 0. 
Therefore, for 12 k - m the lower index r of d:-’ does not go below 
n - k + 1 so that 
d,“+A+l = e,“z:+l d,“::,, + e,Rz:+, d,“z:+* + ..= + eiS!,,+z,+, di:-fntZ1+3. 
If we apply (24) k - 1 times (I = k - 1 > k - m), then 
d”+’ n-m+ I = ei:,“z: di::zi = 0 (m = 2, 3,..., k) 
(N.B. One can show that d;+j,,+, # 0, in general, for m > k, in a similar 
manner.) 
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Because (31) is consistent and the rank of D is n - k + 1, we can now 
solve for n - k + 1 of the CTs in terms of the other k, Cis, a,, b, and b, . 
We now define n + 1 potential functions qm by 
q,(O = P,s + Qo 
and notice that qO(t) = a,. 
(m = 0, l,..., n) (32) 
The equation T,- 1(q) = 0, by the above analysis, has n solutions found 
via (9), (10) corresponding to the real distinct choice a, = p,,, 
(m = 0, l,..., II - 1). Hence qo,..., qnel also satisfy TRel(q)= 0 and all 
solutions of the T,(q) = 0 found via (9), (10) are also solutions of 
T,,+,(q) = 0 with the exception of q,(t). By repeating this argument 
sufficiently many times, we see that qk(t) satisfies T,(q) = 0 for k < m, but 
not for m < k. 
It is interesting to note that for the choice a, =/I,, corresonding to the 
potential qm(t), we will always be able to determine exactly m + 1 of the 
coefficients Co, C, ,..., C, in T,(q) = 0 (or equivalently Rank D = m + 1) for 
all integral values n such that n > m. 
LEMMA 5. The equation 
(s/)2/2 = s3 + b,s + b,, (10) 
where b, and b, are real constants, has real periodic solutions with real 
periods if b, and b, are chosen appropriately. 
Proof. ’ If we set s’ = V, then s” = V(dV/ds) and a differentiation of (10) 
with respect o t yields 
dV 3s*+b, 
-= 
ds v * (33) 
For b, > 0, real solutions of (33) are given by 
V2/2 = q3 + b,q + k, (34) 
where k is a constant of integration. A simple analysis of (34) in the (s, V) 
plane shows that these solutions are never closed curves and behave 
asymptotically like 
v =: *(2s3)“2 
for large s and V. In that case, (10) cannot have periodic solutions. 
‘The proofs of Lemmas 5 and 6 are due to Hochstadt [S] and are included for the sake of 
completeness and introduction of necessary notation. 
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FIGURE 1 
When b, < 0, we can replace s by (-b,/3)“‘s and V by (-!~,/3)~‘~ V so 
that, without loss of generality, we can consider 
dV 3(s2 - 1) -= 
ds v . (35) 
Equation (35) has two critical points in the (s, V) plane, namely, s = +I. 
s = 1 is a saddle point and s = -1 is a center. The solution of (35) that goes 
through the point (1,0) is the separatrix given by 
v2 = 2[s3 - 3s + 21. 
Figure 1 demonstrates what happens in the phase plane. All real periodic 
solutions of (10) must correspond to closed loops in the interior of the closed 
part of the separatrix. 
LEMMA 6. If (10) has real periodic solutions with a given real period, 
then there exist two such solutions that are also even functions oft. If the 
period is denoted by 2T, then in the interval (0, T) such a solution is a 
monotonic function of t. If s(t) is one such solution, the other is given by 
s(r + r). 
Proof: * Suppose such periodic solutions correspond to the closed loop in 
Fig. 1. We denote the coordinates of P, and P, by (sr , 0) and (s, , 0), respec- 
tively. The solution of (35) corresponding to that loop is given by 
vz = 2[s3 - 3s - (ST - 3s,)]. 
The curve is symmetric with respect o the s axis. 
One solution of (10) that is even is obtained from (36) via 
(36) 
dr 
t= 
2[53 - 35 - (s: - 3s,)] 
(37) 
40917912 I6 
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by inverting the above and solving for s as a function of t. Clearly 
s(T) = sz (38) 
and (37) defines s for 0 < t < T. Now s is extended to (-T, 0) as an even 
function and beyond (-T, 7’) as a periodic function. Clearly s(t + 7) will 
also be even and periodic. 
The n non-zero choices of a, give rise to 2n non-constant even periodic 
solution of (4). 
From the preceding discussion it is clear that periodic solutions of (4) can 
be found by solving (10). Then 
ds/dt = \/2[s3 - 3s + a], (39) 
where (I is a suitable constant of integration. For -2 <a Q 2, periodic 
solutions are found and their period 2T is given by 
dr 
2[t3 - 3t+a]’ 
(40) 
where s, and s2 are the two smaller roots of 
z3 - 3t + a = 0. 
For a = 2 we obtain the separatrix and for a = -2, the constant solution 
s = - 1. Hochstadt [ 81 also proved the following lemma. 
LEMMA 7. The period 2T as a function of a (-2 < a < 2) is 
monotonically increasing. 
3. PROOF OF THE THEOREM 
When precisely n finite instability intervals fail to vanish, (4) must be 
satisfied. Lemmas 4, 5 and 7 show the existence of n non-constant, and one 
constant, solutions of (4) with period K. Lemma 4 also tells us that only one 
of these n + 1 solutions will fail to satisfy lower order KortewegdeVries 
equations. Lemma 6 now gives us an even function q”(t) which is periodic 
with period rr, satisfies (11) only for k = n and is such that 
qn =Pns + a09 
where (s’)’ is a polynomial in s of degree 3. 
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4. A MORE GENERAL “ANSATZ” 
In (9), (10) it was assumed that q and (s’) are polynomials in s of degree 
1 and 3, respectively. One might ask whether polynomials of other degrees 
could be used. This section addresses itself to this question. 
LEMMA 8. If 
q = 2 amsm, a,+O, (12) 
m=o 
subject to 
(s’)‘= k b,sm, 6, z 0, 
m=O 
is substituted into the equation T,,(q) = 0, then, necessarily, 
k=r+2. 
(13) 
Furthermore, there are precisely n + 1 distinct real choices for a,.. n of these 
values coincide with the choices of a, obtained when (12), (13) is ‘substituted 
into T,,- 1(q) = 0. 
ProoJ: From (12), (13) and (15) it follows that 
K[sP] = o(F-t) + o(sp+‘). (41) 
Since 
T,,=qP+C,, 
successive applications of (41) give rise to 
T,(q) = W rtk-2) + O(s2’), 
T,(q) = O(s 
r+2k-4)+ qs2'+k-2)+ qs3')* 
By induction we have 
Tn(q) = x O@“+ (n+ 1 -h(k- 2)) + o@‘” t I)r)* (42) 
I= I 
A calculation shows that T,, = 0 implies a, = 0 unless there are two or more 
terms of highest degree. That is, a’# 0 only if either 
l,r+(n+l-Z,)(k-2)=E,r+(n+l-f,)(k-2), 1, f 12, 
514 WALLACE GOLDBERG 
or 
lr + (n + 1 - I)(k - 2) = (n + 1) r, for some I(1 < I< r). 
In either case k = r $ 2. 
Using the above result, we rewrite (12), (13) and (4 1) in the forms 
q =/?s’+ O(s’-I), PZO, (43) 
(s’)2 = asr+* + o(s’+ ‘), a # 0, (44) 
K[s”] = O(Sp+y. (45) 
Since 
K[ 1 ] = +q = $?s’ + O(s’- I), 
with the aid of (45), we get 
K”[ 1 ] = O(Y) 
so that from (16) it now follows that 
T,-,(q) = K,-,s”‘t O(s”‘-I), (46) 
where k,-, is a constant dependent on a, /?, n and r. 
From (46) and 
a calculation gives us 
T,(q)=K,-, nt+ 
( I[ 
P ar*n --- 
ntl 4 1 p+m + (-qs’“t U-l)* (47) 
Hence, 
where 
T,(q) = Kns(“+ ljr + O(s(“+ l+‘), (48) 
P ar*n 
---. ntl 1 4 ( 
It now follows that T,(q) = 0 only if either 
K n-1 =o 
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a, = p = ar’n(n + 1)/4. 
By induction, the n + 1 choices of a, are given by 
a, = /3, = ar’m(m + 1)/4 (m = 0, I, 2 )...) n). (49) 
(NJ. The choices of a, found in Lemma 4 coincide with the values in (49) 
since in (9) (10) we chose r = 1 and a! = 2.) 
In Section 2 we have already shown that by choosing r = 1 in (12), (13) 
one will indeed obtain periodic solutions of (4) for every finite n. The 
following lemma deals with other choices of r. 
LEMMA 9. The “Ansatz” (12) (13) with r > 1 can be expected to work, 
in general, only for n < I. 
ProojI The equation T,(q) = 0 depends on the n + 1 constants 
co, c, ,-.., C,. From (48), T,(q) is a polynomial of degree (n + 1) r in s and, 
therefore, T,(q) = 0 gives rise to (n + 1) r + 1 equations in the 2r + n + 5 
unknowns ai, bj, C, (i = 0, l,..., r; j= 0, l,..., r + 2; k = 0, l,..., n). If we 
assume all of the equations to be independent, it is necessary that 
(n+l)r+1<2r+n+5. (50) 
When n = 1, (50) is satisfied for all non-negative integral choices of r. 
When n > 1, (50) can be rewritten as 
n+4 
r<- 
n-l (51) 
so that we obtain the following restrictions on r for the given integral values 
of n. If 
n = 2, then 1 < r < 6, 
n = 3, l<r<3, 
4<n<6, l<r<2, 
n > 7, r= 1. 
From the above it is clear that our procedure (12), (13) will work for all 
values of n, provided r is chosen properly. For n > 7, r can only be 1 unless 
the set of (n + 1) r + 1 equations is dependent and reduces to 2r + n + 5 or 
fewer equations. Moreover, by choosing r = 1 we obtain N + 2 equations in 
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n + 7 unknowns leaving at least five constants arbitrary. In Lemma 4 we 
fixed the values of b, and b, and viewed a, and C, (k = 0, l,..., n) as the 
n + 2 unknowns which were solved for in terms of the three parameters a,, 
b, and b,. 
In [6] periodic solutions of T,(q) = 0 for n = 1, 2 were studied by taking 
r = 2. According to Lemma 9, when n = 1 and Y = 2 there should be five 
equations in ten unknowns. However, the values of a,, b, and C, were fixed 
before the “Ansat?’ was imposed so that only two parameters remained 
arbitrary. 
When n = 2 and r = 2 our procedure gives us seven equations in eleven 
unknowns. However, in [6] the values of a i, b, and C, were fixed to simplify 
calculations. For the choice a, = pz = 6, one of the seven equations reduced 
to an identity so that two constants remained arbitrary. For a, = j3i = 2, two 
of the seven equations reduced to identities leaving three free parameters. 
From our present results it is clear that the results in [6] could have been 
obtained with fewer calculations by choosing I = 1 in place of r = 2. In 
general, Lemma 8 still gives us n + 1 choices of a, whenever it is possible to 
pick values of r other than 1, so that nothing is gained by taking r > 1. 
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