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Abstract
We consider the task of meta-analysis in high-dimensional settings in which the data
sources we wish to integrate are similar, but non-identical. To borrow strength across
such heterogeneous data sources, we introduce a global parameter that addresses
several identification issues. We also propose a one-shot estimator of the global
parameter that preserves the anonymity of the data sources and converges at a rate
that depends on the size of the combined dataset. Finally, we demonstrate the benefits
of our approach on a large-scale drug treatment dataset involving several different
cancer cell-lines.
Keywords: Robust statistic, de-biased lasso, meta-analysis, privacy.
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1 Introduction
We consider the task of synthesizing information from multiple datasets. This is usually
done to enhance statistical power by increasing the effective sample size. However, as seen in
many pooled studies, there is inherent heterogeniety in such studies. For example, in pooled
genome wide association studies (GWAS), differences in study populations and measurement
methods may confound the association between the biomarkers and the outcome Leek et al.
(2010). To obtain meaningful conclusions, practitioners must properly account for the
heterogeneity in pooled studies.
Two other emerging issues in integrative analysis are computation and privacy. The size
of modern datasets are a hindrance to proper meta-analysis because properly accounting for
the heterogeneity in pooled datasets demands more sophisticated models, which are usually
more computationally intensive to fit. In practice, pooled datasets are usually stored in a
distributed fashion on the nodes of the cluster, and transferring data between the nodes is
costly. In fact, communication between nodes is usually the bottleneck in most distributed
computing tasks. Unfortunately, fitting a statistical model usually boils down to solving an
optimization problem, and most optimization algorithms are communication intensive. Even
distributed optimization algorithms, such as the alternating direction method of multipliers,
require many rounds of communication Boyd (2010).
The comprehensive nature of the pooled datasets also leads to privacy and security
concerns: integrative analysis may uncover combinations of patterns in multiple sources that
are individually innocuous, but jointly identifying. For example, in personalized medicine,
the training data is typically anonymized to protect the privacy of patients. However, it
may be possible to identify individual patients by combining this data with other seemingly
innocuous datasets Narayanan & Shmatikov (2006), Gymrek et al. (2013). In other words,
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assembling data from multiple sources may compromise the privacy of individuals in the
data and create a single point-of-failure in case of a data breach.
In this paper, we consider the task of fitting high-dimensional regression models to
m similar, but non-identical datasets. To address the preceding issues, we develop a
communication-avoiding approach to integrative regression. By keeping data transfer
between data sources to a minimum, we not only avoid the communication bottleneck but
also circumvent privacy and security issues. At a high-level, the general approach is to
trade computation for communication: compute lossy summaries of each data source and
perform integrative analysis on the summaries. This way, only the summaries are assembled,
thereby reducing the communication costs and preserving the anonymity and security of
the separate data sources.
1.1 Formal setup
There are m datasets D1, . . . ,Dm, where Dk = {(xki,yki)}nki=1, that are similar, but not
identical. To keep things simple, we assume the samples in each dataset are identically
distributed:
yki = x
T
kiθ
∗
k + ki for all i ∈ [nk], , k ∈ [m]
but samples from different datasets may have different distributions. We posit that the
local parameters {θ∗k}mk=1 are related through an additive structure:
θ∗k = θ
∗
0 + δ
∗
k, k ∈ [m],
where θ∗0 is a global parameter and δk’s are local perturbations. The global parameter
represents the common aspects of all m datasets, and the m local parameters represent
the unique aspects of each dataset. We consider the high-dimensional setting in which
N = n1 + · · ·+ nm is smaller than d, and the parameters θ∗0, δ1, . . . , δm are sparse. This is
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essentially a high-dimensional version of the model in data enriched linear regression by
Chen et al. (2013), and it arises in many areas of science and engineering, including genetics
Ollier & Viallon (2015), precision medicine Dondelinger et al. (2016), and sentiment analysis
Gross & Tibshirani (2016).
Our goal is to borrow strength across datasets to improve the estimator of the global
parameter. Unfortunately, without additional conditions on the global and local parameters,
they are not identified: for any δ ∈ Rd (θ∗0, δ∗1, . . . , δ∗m) and (θ∗0 − δ, δ∗1 + δ, . . . , δ∗m + δ) lead
to the same distribution of D1, . . . ,Dm. This issue is unavoidable because it is necessary to
overparametrize the model (by introducing a global parameter) to borrow strength across
datasets. We address this issue by imposing an identification restriction on the global and
local parameters. As we shall see, the choice of identification restriction is crucial because
it not only affects the interpretation of the global parameter, but also the best possible
convergence rate of any estimator of the global parameter.
To see the nuances of picking an identification restriction that leads to an interpretable
global parameter, consider the common identification restriction
∑m
k=1 δ
∗
k = 0. (1.1)
This restriction implies that the global parameter is the mean of θ∗k’s: θ
∗
0 =
1
m
∑m
k=1 θ
∗
k.
Although it is possible to estimate θ∗0 at the ideal
1√
N
-rate (in the ‖ · ‖∞ norm), it may
not have the desired interpretation. For example, if only one of the j-th local regression
coefficients
[
θ∗k
]
j
’s is non-zero, we wish to identify the j-th global regression coefficient as
zero, but (1.1) identifies the j-th global regression coefficient as non-zero. In the worst
case (the θ∗k’s have disjoint support), the global parameter is m-times denser than the local
parameters, which offsets the gains from borrowing strength across the datasets. It might
seem that replacing the global parameter with the (entry-wise) median of the θ∗k’s leads to
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the desired interpretation in this case, but this choice has other issues. We defer a more
comprehensive discussion of identification restrictions to section 2.
Recall that our goal is to borrow strength across datasets to improve the estimator of the
global parameter. More concretely, we wish to estimate the global parameter at a rate that
depends on the global sample size N (instead of the local sample sizes nk’s). Unfortunately,
most results in the literature fall short of this goal. A typical result is that in Asiaee et al.
(2018), which shows
‖θ̂0 − θ∗0‖2 +
∑m
k=1(
nk
N
)
1
2‖δ̂k − δ∗‖2 .P maxk Nnk (
maxk sk log d
N
)
1
2 .
If we make the simplifying assumptions (i) θ∗0, δ1, . . . , δm are all s-sparse, (ii) n1, . . . , nm =
N
m
,
the right side simplifies to m( s log d
N
)
1
2 . While this is the fastest rate of convergence we expect
for the left side, it suggests, but does not imply the estimator of the global parameter
converges at a rate that depends on the global sample size N .
Further, we seek to borrow strength in a communication-efficient way. We emphasize
communication efficiency because the datasets may be too large to handle centrally or there
may be privacy or security concerns that prevent the datasets from being transmitted freely,
as noted before. The rest of this paper is organized as follows. In section 2, we describe a
class of identification restrictions that leads to an interpretable global parameter. In section
3, we present a communication-efficient estimation procedure for both the linear regression
model and generalized linear models. In section 4, we present results about the rate of
convergence of our estimator along with theoretical justifications. Section 5 presents a set of
simulation results illustrating the different aspects of our method, while Section 6 studies a
real life application involving cancer cell lines where we seek to integrate data from several
different cancer types to make predictions about certain rare cancers. Section 7 concludes.
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1.2 Related work
The goal of meta-analysis is borrowing strength from different datasets, and the most
common approach is a two-step method in which the local parameters are first estimated
from their respective datasets and then combined with (say) a fixed-effects model Hedges &
Olkin (2014) or a random-effects model DerSimonian & Laird (1986). In the high-dimensional
setting, we must also perform variable selection to reduce the prediction/estimation error
and ensure that the fitted model is interpretable.
Gross & Tibshirani (2016), Asiaee et al. (2018) studied the case of heterogeneous linear
regression models, where it is assumed that the underlying distribution of data sets are
not the same. Gross & Tibshirani (2016) focus on the prediction aspects of the problem,
while Asiaee et al. (2018) focus on the estimation aspects. Both papers reduce the problem
of meta-analysis into a single lasso, while the latter uses a version of the gradient descent
algorithm to estimate parameters. Heterogeneity in the Cox-model was studied by Cheng
et al. (2015) where the likelihood was maximized using a suitable lasso problem. However, all
these methods required the full data sets for analysis on a single platform, for analysis. This
raises the question of communication-efficiency and privacy concern of the data sets. Cai
et al. (2019) proposed a communication-efficient integrative analysis for high-dimensional
heterogeneous data which address the issue of privacy preservation. In their two-step
estimation procedure they used lasso estimates and co-variance matrices to obtain an
estimator for the shared parameter, which, in a nutshell, is the average of the debiased lasso
estimates.
There is a line of work on distributed statistical estimation and inference Lee et al.
(2017), Battey et al. (2015), Jordan et al. (2016), which is distinguished from our work by
the additional assumption of no heterogeneity: i.e. the datasets are identically distributed.
In this line of work, there are two general approaches: averaging local estimates of the
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parameters Lee et al. (2017), Battey et al. (2015) and averaging local estimates of the
score/sufficient statistic Jordan et al. (2016). Although averaging the score has computa-
tional benefits over averaging the parameters, the latter is more amenable to meta-analysis
because modeling the heterogeneity in the parameters is easier than modeling heterogeneity
in the score.
2 A robustness approach to data-driven integrative
analysis
The usual approach to borrowing strength across heterogeneous datasets is to model the
variation among the local parameters with a prior and consider the (hyper)parameter of
the prior as the global parameter. The celebrated empirical Bayes approach is a prominent
example. One of the simplest hierarchical models is the hierarchical Gaussian location
model:
µk ∼ N(µ0, σ20),
xk | µk ∼ N(µk, σ2k).
Here µ0 ∈ R is the global parameter, the µk’s are local parameters, and the xk’s are the
(local) datasets. This model is often used in integrative analysis in which the user wishes to
“borrow strength” across the datasets. For example, in ANOVA, the global parameter is the
grand mean µ0 and the local parameters are δk = µk − µ0, and it is possible to estimate µ0
at a faster rate than the µk’s.
There are two issues with this simple model: (i) it integrates all datasets, regardless of
whether a dataset appears similar to the other datasets, and (ii) it leads to the common
identification restriction (1.1), which may not have the desired interpretation in sparse
problems (see Section 1). Ideally, we wish to pick which datasets to integrate in a data-
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driven way. Although there are “deeper” hierarchical models that permit such data-driven
integrative analysis, they are trickier to validate and (usually) harder to compute with (see
Schmidli et al. (2014), Angers & Berger (1991)). Here, we adopt a simpler approach by
appealing to ideas from robust statistics. At a high level, we exclude µk’s that are “outliers”
from the integrative analysis.
To begin, we consider a prototypical setting in which all the non-outlier µk’s are identical.
In this setting, it is natural to define the global parameter as
µ0 := arg minµ∈R
∑m
k=1 |µk − µ| (2.1)
because we only expect a few of the δk’s to be non-zero. Formally, as long as there are at
least dm
2
e non-outlier µk’s, µ0 is the common value of the non-outlier µ′ks. Unfortunately,
this choice of µ0 is not robust to even slight misspecifications of the model! Consider a
problem in which the non-outlier µk’s are similar but non-identical. As defined in (2.1),
µ0 is generally the median of the µk’s. If there are evenly many µk’s, then (2.1) has many
optimal points, and the global parameter is not even identified. A more serious issue arises
when the local parameters are separated enough, and it becomes impossible to borrow
strength across datasets.
Example 2.1. Consider an one dimensional case where we have 2m+1 datasets each of size
n. The local parameters of these datasets take the values µ∗k = 2k for k = 1, 2, · · · , 2m+ 1.
In this case the global parameter µ∗0 will be identified as 2(m+ 1). Suppose we have some
estimators for the local parameters µ̂k which can be written as µ̂k = µ
∗
k+ηk and for simplicity
we assume ηk are normal random variables with mean zero standard deviation
σ√
n
. The
example can also be extended for sub-Gaussian random variables.
The parameter σ depends on the variances of observations. For simplicity we assume
that σ is 1. For some 0 < δ < 1 if sample sizes n ≥ 8 log (4m+2
δ
)
for each datasets then by
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union bound over sub-Gaussian inequality we get
P
(
|µ̂k − µ∗k| ≤
1
2
for all k = 1, 2, · · · , 2m+ 1
)
≥ 1−
2m+1∑
k=1
P (|ηk| > t)
≥ 1− 2(2m+ 1)e−n8
≥ 1− δ.
We can see that with probability at least 1− δ the local estimators are ordered as µ̂1 < µ̂2 <
· · · < µ̂2m+1. Let this event be E. A natural choice for µ̂0 is the median of µ̂k’s under the
identification condition (2.1). Clearly, under the event E, µ̂0 is µ̂m+1 and hence we have
µ̂0 − µ∗0 = µ̂m+1 − µ∗m+1 = ηm+1. As ηm+1 is N(0, 1/n), we see that
P
(
|µ̂0 − µ∗0| >
C√
mn
)
≥ P
(
|ηm+1| > C√
mn
)
− P(Ec)
≥ 2− 2Φ
(
C√
m
)
− δ.
For a fixed C > 0 the above probability is larger than 1−Φ
(
C√
m
)
whenever n ≥ 8 log
(
4m+2
1−Φ
(
C√
m
)
)
.
This is a contradiction to the fact that rate of convergence for µ̂0 to µ
∗
0 is
1√
mn
.
Asiaee et al. (2018) considered the idea of estimating shared parameter for similar but
heterogeneous datasets in linear regression setup. They considered the following method to
obtain a good predictor.
(θ̂0, δ̂1, . . . , δ̂m) = arg min(θ0,δ1,...,δm)
1
2N
m∑
k=1
‖Yk −Xk(θ0 + δk)‖22 +
m∑
k=1
λk‖δk‖1 + λ0‖θ0‖1.
Here we show that the method does not lead to good estimation of the global parameter
because the implicit identification restriction may preclude borrowing strength, much like
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the median identification restriction. We consider the fixed dimensional regime, where
the sample size is the same across the different subgroups, and the underlying probability
distribution has the same error variance across the datasets. This simplifies our choice of
regularization parameters in the following way: λ1 = · · · = λm = λ and λ0 = cλ, where,
c > 0 does not depend on n. Referring to the result A.5 we see that the above method
implicitly assumes the following identification restriction for parameters:
θ∗0 = arg minθ0
(
m∑
k=1
‖θ∗k − θ0‖1 + c‖θ0‖1
)
, and δ∗k = θ
∗
k − θ∗0 for k ∈ [m].
So, [θ∗0]j is identified as the weighted median of {[θ∗k]j}mk=1 each of them with weight 1, and
0, with weight c. This can suffer from the same kind of issue as described in example 2.1.
Gross & Tibshirani (2016) considered a similar idea, but they focus on prediction. This
allows them to avoid the aforementioned identification issues.
We can also consider the following identification restriction for global parameter:
µ0 := arg minµ∈R
∑m
k=1
(
λ|µk − µ|+ 12(µk − µ)2
)
, (2.2)
but this choice of µ0 may yield the majority value of the µk’s in various cases. For example,
let all but one of the µk’s be identical. In this case, we would like the global parameter to
be the value of the majority of the µk’s. It is possible to show that µ0 defined in (2.2) falls
in a λ neighborhood of µ¯ = 1
m
∑m
k=1 µk. Thus as long as the outlier µk is far enough away
from the other µk’s, the µ0 defined in (2.2) will not be the majority value of the µk’s.
Example 2.2. To see this we first notice that the objective function in (2.2) is a convex
function. Hence the minimizer will satisfy the following equation
m∑
k=1
[λ∂|µ0 − µk|+ (µ0 − µk)] = 0.
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Here ∂|x| is a sub-differential of |x|, i.e. ∂|x| = sign(x) if x 6= 0 and |∂|x|| ≤ 1 if x = 0. Hence
the solution of the optimization problem satisfies
∣∣µ0 − 1m∑mk=1 µk∣∣ ≤ λ. Now considering a
numerical example where we have µ1 = · · · = µm−1 = 0 and µm > 0 is the outlier. In this
case it would make sense to identify the global parameter µ0 as zero. Letting µ0 = 0 in the
above equation we see that
∣∣µm
m
∣∣ ≤ λ, which implies λ has to be at least as large as µm
m
to
have µ0 = 0, no matter how large µm is.
Ideally, when outliers are in enough distance from the bulk of non-outliers, the regu-
larization parameter λ should not depend on the outliers. This example illustrates that
identification restriction (2.2) doesn’t have this property.
Another possible way to define the global parameter is to use Huber’s loss (see Huber
(1964)). For a parameter λ > 0 the Huber’s loss function is defined as
Lλ(x) =

1
2
x2 if |x| ≤ λ
λ
(|x| − 1
2
λ
)
otherwise.
the identification restriction using Huber’s loss can be defined as:
µ0 := arg minx
m∑
k=1
Lλ(x− µk) (2.3)
If one of the µk is non-zero, and rest are zero, then µ0 is not identified as zero, as desired.
The following example illustrates that.
Example 2.3. Consider the following one dimensional case where we have m datasets with
µ1 = · · · = µm−1 = 0 and µm > 0. Define
L(x, λ) =
m∑
k=1
Lλ(µk − x) = (m− 1)Lλ(x) + Lλ(µm − x).
For any choice of λ > 0 it can be shown that µ0 is not zero (see result A.1).
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Taking a step back, we remark that the issue of how to define a global parameter is
fundamental in integrative analysis. To enable “borrowing strength” from multiple datasets,
the user usually introduces a shared global parameter. This overparametrizes the model,
so the user must impose additional restrictions to identify the parameters. The choice of
identification restrictions is crucial: it not only affects the interpretability of the parameters,
but also affects the (statistical) efficiency of estimators of the global parameter. Ideally, it
is desirable that the global parameter is:
1. Interpretable: If the local parameters are sparse, then the global parameter should
inherit the sparsity of the local parameters. For example, if there is a majority value
in the local parameters, then we wish to identify the global parameter as the majority
value. More generally, we assume there is a bulk of local parameter values that we
wish to model as perturbations of a global parameter value and a few outliers that
we wish to model separately. This requirement is not met by (1.1) and (2.2) (see
Example 2.2).
2. Possible to estimate at a the global rate: The goal of meta-analysis is borrowing
strength across datasets. More concretely, by pooling the local datasets, we wish to
estimate the global parameter at a rate that depends on the pooled sample size. This
requirement is not met by (2.1) (see Example 2.1).
With the two requirements in mind, we define the global parameter as
µ0 = arg minµ∈R
∑m
k=1 Ψη(µk − µ), (2.4)
where Φη is the quadratic re-descending loss function: Ψη(x) := min{x2, η2}. This type of
loss function has been studied in Huber (1964) It is possible to derive analogous results
for other loss functions, but we focus on the quadratic re-descending loss function to keep
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things concrete. Recall that the derivative of this re-descending loss vanishes outside a
bounded interval, so (2.4) ignores any local parameters that are too far from the bulk of
the local parameter values. In other words, local parameters that are too far from the bulk
are considered outliers, and (2.4) ignores them in the definition of the global parameter.
For example, if there is a majority value in the local parameters, then for a suitable choice
of η, (2.4) ignores all local parameters that are not equal to the majority value.
To see why (2.4) permits borrowing strength across datasets, observe that the global
parameter is an M -estimator in which the effective sample size is the number of local
parameters in the bulk (not considered outliers). Thus we anticipate the possibility of
estimating the global parameter at a rate that depends on the total sample size in the
datasets whose parameters are in the bulk. As we shall see, the simple approach of replacing
the local parameters with their estimates in (1.1) leads to an estimator that achieves this
goal. We refer to Theorem 4.6 for a formal statement of a result to this effect.
In multi-variate problems, we define the global parameter value co-ordinate-wise. For
each co-ordinate, we assume there is a bulk of local parameter values that we wish to
model as perturbations of a global parameter value and a few outlier that we wish to model
separately. This leads us to define the j-th coordinate of the global parameter as
(θ∗0)j = arg minx∈R
∑m
k=1 Ψηj((θ
∗
k)j − x), (2.5)
where θ∗1, θ
∗
2, · · · , θ∗m ∈ Rd are the local parameters and the optimization problem has unique
solution. We recognize (2.5) as the counterpart of (2.4) for j-th coordinate of the local
parameters.
The choice of ηj > 0 plays a crucial role in identifying outliers from local parameters. If
ηj is chosen to be very large, then none of the local parameter values in the j-th co-ordinate
is identified as an outlier and (θ∗0)j will be identified as
1
m
∑m
k=1 (θ
∗
k)j . If there is some
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outlier present in the local parameters, the choice of large ηj might fail to detect that,
and furthermore identify the global parameter to a non-desirable value. For small ηj the
re-descending loss function tends to consider most of the local parameter values to be
outliers. Hence, ηj’s need to be so chosen that the global parameter is not affected by the
presence of outliers in local parameters, and the estimator significantly borrows strength
over data sets. Typically, these choices needd to be made by the experimenter, who has some
background knowledge about the local parameters, and a rough sense of what magnitudes
of co-efficients constitute outliers.
In the multi-variate situation, one might be reasonably tempted to consider the following
possible candidate for the global parameter:
θ∗0 = arg minθ∈Rd
(
m∑
k=1
‖θ∗k − θ‖22 ∧ η2
)
(2.6)
One benefit of using this identification restriction is that choosing a single parameter
η suffices for specifying a robust θ∗0. In the following example we show that the above
identification restriction might not lead us to a desirable global parameter:
Example 2.4. We consider the following example, where, we have 10 datasets, which are
denoted as {Dk}mk=1. For k = 1, 2, . . . ,m, assume that the local parameter corresponding to
the dataset Dk is θ∗k = ek, where, {ek}k∈[d] is the standard basis for Rd. In this situation,
the robust choice for the global parameter would be θ∗0 = 0, where 0 is the d-dimensional
vector with zero entries. Identification restriction (2.5) leads us to this particular choice of
global parameter, when we choose ηj ≤ 14 for all j ∈ [d]. If the global parameter is defined
using the identification restriction (2.6), no choices of η > 0 would lead us to the desired
identification of global parameter.
Let us consider the case η >
√
1− 1
m
. Define χ(θ) =
∑m
k=1 ‖θ∗k − θ‖22 ∧ η2 =
∑m
k=1 ‖ek −
θ‖22∧η2 to bet the objective function we want to minimize in order to get the global parameter.
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We notice that χ(0) =
∑m
k=1 ‖ek‖22 ∧ η2 = m(η2 ∧ 1) > m − 1. Let θ′ = {θ˜′j}j∈[d] be a d-
dimensional vector such that θ′j =
1
m
for j ≤ m, and θ′j = 0 for j > m. Then for any k ≤ m,
‖ek − θ′‖22 = 1− 1m , which leads to χ(θ′) = m− 1. We see that for η >
√
1− 1
m
the global
parameter is not identified as 0.
Now let us consider the case η ≤
√
1− 1
m
. For such a choice of η, we see that χ(0) =∑m
k=1 ‖ek‖22∧η2 = mη2. For θ = e1 the objective function is evaluated as χ(e1) =
∑m
k=1 ‖ek−
e1‖22 ∧ η2 = (m− 1)η2 < χ(0). Hence, again the global parameter is not identified as 0.
The presence of outliers in local parameters can also be handled through misspecification
of model parameters. We consider the local parameters are all similar in some sense, where,
in actual case some outlier might be present. Under this type of misspecification one
might expect that the mean identification condition may not have desired interpretation or
performance. We can consider three different types of misspecifications:
1. Non-outliers are all same: This type of misspecification consider the cases where
except the outliers, all the other local parameters have exactly same value. Usual
co-ordinate wise median can handle this situation in terms of interpretability and
convergence rate.
2. Presence of single non-outlier bulk: Under this misspecification we consider the
situations, where non-outliers are clustered with respect to a single value. As illustrated
in example 2.1, median fails to give a reasonable identification for the global parameter.
The proposed identification restriction (2.4) have a reasonable performance under this
kind of misspecification (see Theorem 4.6).
3. Presence of multiple non-outlier bulk: A step forward to the previous case would be
to consider the presence of multiple clusters for the non-outlier local parameters. As
one might guess, the proposed identification restriction may no have an interpretable
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global parameter in such scenario, for obvious reason. Even under the suitable choice
of the parameters ηj’s, the proposed identification restriction (2.4) finds a single
global parameter, where we desire to identify the centers of the multiple bulks present
in the local parameter set. For a suitable choice of K, K-means algorithm may
perform reasonably in this scenario. Since, the focus of this study is to give a proper
identification restriction for a single global parameter θ∗0, and evaluate it’s performance,
we don’t consider the presence of multiple bulks in our study.
3 Communication-efficient data enriched regression
In this section we suggest a privacy preserving communication-efficient estimator for the
global parameter θ∗0 which borrows strength over different datasets. The privacy concern
limits us to communicate with the datasets only through some summary statistics. So,
the high level idea to estimate θ∗0 is to start with some estimator of the local parameters
computed from the datasets. Then the global parameter is estimated only using local
estimates, without any further communication among datasets.
We describe the debiased lasso estimator for local parameters in the set-up of `1 regular-
ized M-estimators. The case of linear regression model can be considered as a special case.
Let ρ(y, a) be a loss function, which is convex in a, and ρ˙, ρ¨ be its derivatives with respect
to a. That is
ρ˙(y, a) =
d
da
ρ(y, a), ρ¨(y, a) =
d2
da2
ρ(y, a).
Define `k(θk) =
1
nk
∑nk
i=1 ρ(yki,x
T
kiθk), where the sum is only over the pairs on dataset k.
The lasso estimator for local parameter θ∗k is given by
θ˜k := arg minθ∈Rd`k(θ) + λk‖θ‖1. (3.1)
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Since averaging only reduces variance, not bias, we gain (almost) nothing by averaging the
biased lasso estimators. That is, it is possible to show MSE of the naive average estimator
is of the same order as that of the local estimators. The key to overcoming the bias of the
averaged lasso estimator is to “debias” the lasso estimators before averaging.
The debiased lasso estimator as in van de Geer et al. (2014) is
θ˜dk = θ˜k − Θ̂k∇`k(θ˜k), (3.2)
where Θ̂k is an approximate inverse of ∇2`k(θ˜k). The choice of Θ̂k in the correction term
crucial to the performance of the debiased estimator. In particuar, Θ̂k must satisfy
‖I − Θ̂k∇2`k(θ˜k)‖∞ .
(
log d
nk
) 1
2
.
One possible approach to forming Θ̂k, as in van de Geer et al. (2014), is by nodewise
regression on the weighted design matrix Xθ̂k := Wθ̂kXk, where, Xk is the nk × d design
matrix for k-th dataset, define as Xk =
[
xk1 xk2 . . . xknk
]T
, and Wθ̂k is nk×nk diagonal
matrix, whose diagonal entries are(
Wθ̂k
)
i,i
:= ρ¨(yki, x
T
kiθ̂k)
1
2 .
That is, for some j ∈ [p] that machine k is debiasing, the machine solves
γ̂
(k)
j := arg minγ∈Rp−1
1
2nk
‖Xθ̂k,j −Xθ̂k,−jγ‖22 + λj‖γ‖1, j ∈ [p], (3.3)
and forms
(
Θ̂k
)
j,·
=
1
τˆ 2kj
[
−γ̂(k)j,1 . . . −γ̂(k)j,j−1 1 −γ̂(k)j,j+1 . . . −γ̂(k)j,p
]
, (3.4)
where
τˆkj =
(
1
nk
‖Xθ̂k,j −Xθ̂k,−jγ̂j‖22 + λj‖γ̂j‖1
) 1
2
.
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After calculating the debiased lasso estimators θ˜dk in local datasets, the integrated
estimator is obtained using similar optimization problem as in (2.4). j-th co-ordinate of the
integrated debiased lasso estimator is obtained as(
θ˜0
)
j
= arg minx
m∑
k=1
Ψηj
((
θ˜dk
)
j
− x
)
, (3.5)
where, ηj ’s used in the above equation are the same ones that are used to identify the global
parameter.
The integrated estimator θ˜0 calculated in (3.5) has a serious drawback. Loosely speaking,
use of quadratic re-descending loss to define θ˜0 gives us the co-ordinate wise mean of debiased
lasso estimates, after dropping the outlier values. Since the debiased estimates are no longer
sparse, θ˜0 is also dense. This detracts form the interpretablilty of the coefficients and makes
the estimation error large in the `2 and `1 norms. To remedy both problems, we threshold
θ˜0. The hard-threshold and soft-threshold on θ˜0 are described below:
HTt
(
θ˜0
)
←
(
θ˜0
)
j
· 1{∣∣∣(θ˜0)
j
∣∣∣≥t}, or (3.6)
STt
(
θ˜0
)
← sign
((
θ˜0
)
j
)
·max
{∣∣∣∣(θ˜0)
j
∣∣∣∣− t, 0} .
The final estimator θ̂0 is obtained by hard-thresholding or soft-thresholding θ˜0 at
t ∼
√
log d
Nmin
, where, Nmin = mmink nk, i.e., θ̂0 = HTt
(
θ˜0
)
or STt
(
θ˜0
)
, and the final
estimators for δk’s are obtained by hard-thresholding or soft-thresholding θ˜
d
k − θ˜0 at a level
t′ ∼
√
log d
nk
, i.e., δ̂k ← HTt′
(
δ˜k
)
or STt′
(
δ˜k
)
.
Step by step process to get the global estimator θ̂0 for linear regression models is
described in Algorithm 1.
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Algorithm 1: Communication efficient estimators
1 Input: {Dk = ({xki,yki})nki=1 : k ∈ [m]} , {ηj}j∈[d].
2 Output:
(
θ̂0, δ̂1, . . . , δ̂m
)
.
3 for k = 1, 2, · · · ,m, do
4 θ˜k ← arg minθ∈Rd 12nk
∑nk
i=1 ρ(yki,x
T
kiθ) + λk‖θ‖1
5 θ˜dk ← θ˜k − Θ̂k∇`k(θ˜k), where, Θ̂k are defined as in 3.4,
6
(
θ˜0
)
j
← arg minx
∑m
k=1 Ψηj
((
θ˜dk
)
j
− x
)
,
7 θ̂0 ← HTt
(
θ˜0
)
or STt
(
θ˜0
)
for t ∼
√
log d
Nmin
, where, Nmin = mmink nk,
8 for k ∈ [m], do
9 δ˜k ← θ˜dk − θ˜0,
10 δ̂k ← HTt′
(
δ˜k
)
or STt′
(
δ˜k
)
for t′ ∼
√
log d
nk
.
4 Theoretical properties of the communication-efficient
estimator
To present the theoretical justification of consistency of the estimators we shall focus on
`1, `2, and `∞ consistency of the estimators. Before getting into the assumptions and results,
we first define some notations. We use ‖ · ‖1, ‖ · ‖2, and ‖ · ‖∞ to denote usual `1-norm,
`2-norm, and `∞-norm respectively. For a vector v ∈ Rd and S ⊂ [d] we define vS to be a
vector in Rd such that vS,j = vjIj∈S .
The performance of global estimator depends on the debiased lasso estimators from the
local datasets. Hence, it is important to have a reasonable performance for local estimators.
We study the `∞ error rate of the debiased lasso estimator θ˜d for the parameter θ, calculated
form the dataset {xi,yi}ni=1. For a random vector (y,x), whose distribution is parametrized
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by θ, we assume that E[ρ(y,xT θ)] is uniquely minimized at θ. As before, the debiased
lasso estimator is defined as θ˜d = θ˜ − Θ̂∇`(θ˜), where, θ˜ = arg minθ∈Rd`(θ) + λ‖θ‖1, for
`(θ) = 1
n
∑n
i=1 ρ(yi,x
T
i θ), and Θ̂ is calculated according to (3.4). We assume that the actual
parameter value θ∗ is s0 sparse, i.e., θ∗ has s0 many non-zero entries. Let Θ := (E∇2`(θ∗))−1.
We assume the j-th row of Θ, which is denoted as Θj,· is sj-sparse. We make the following
high level assumptions:
(A1) The pairs {(xi,yi)}ni=1 are iid.
(A2) ‖∇ρ(yi,xTi θ∗)‖∞ ≤M for all i ∈ [n].
(A3) The debiased lasso estimator θ˜d can be decomposed as
θ˜d = θ∗ − Θ̂∇`(θ∗) + ∆
where, for some K1 > 0,P (‖∆‖∞ > K1s∗ log d/n) ≤ o(d−1).
(A4) For some K2 > 0, P
(
for some j ∈ [d], ‖Θ̂j,· −Θj,·‖1 > K2sj
√
log d/n
)
≤ o(d−1).
(A5) The diagonal entries of ΘE
[∇`(θ∗)∇`(θ∗)T ]Θ are bounded by σ2.
(A6) There is some K3 > 0 such that ‖Θj,·‖1 ≤ K3√sj hold for any j ∈ [d].
Lemma 4.1. Under the assumption (A1) - (A6) debiased lasso estimator θ˜d satisfies the
following high probability bound:
for some K > 0, P
(
‖θ˜d − θ∗‖∞ > σ
√
12 log d
n
+K
s∗ log d
n
)
≤ o(d−1), (4.1)
where, s∗ = max{s0, s1, · · · , sd}.
20
Remark 4.2. If the assumptions (A1)-(A6) are satisfied, for s = o(
√
n/ log d) we have a
high probability bound ‖θ˜d − θ∗‖∞ .P
√
log d/n.
The assumptions (A1)-(A6), that we require to show the `∞ consistency of the debiased
lasso estimator are implied by the usual assumptions made in the literatures Lee et al.
(2017) and van de Geer et al. (2014). The following result formalizes this:
Result 4.3. Under the M-estimation setup, let the dataset {(xi,yi)}ni=1 satisfies the following
conditions:
(i) The pairs {(xi,yi)}ni=1 are iid.
(ii) The predictors are bounded:
‖X‖∞ = max
i,j
|Xij| . 1.
(iii) The projection of Xθ∗,j on the row space of Xθ∗,−j in the Σ∗θ := E∇2`(θ∗) inner product
is bounded: ‖Xθ∗,−jγj‖∞ . 1 for any j, where
γj := arg minγ∈Rp−1E
[‖Xθ∗,j −Xθ∗,−jγ‖22] .
We define τ 2j as τ
2
j := E 1n‖Xθ∗,j −Xθ∗,−jγj‖22.
(iv) The rows of Θ := Σ−1θ∗ are sparse: s
∗ ∼ o(√n/ log d), where s∗ maximum sparsity of
the rows of Θ.
(v) The smallest eigenvalue of Σθ∗ is bounded away from zero and its entries are bounded.
(vi) For any θ such that ‖θ − θ∗‖1 ≤ δ for some δ > 0, ρ¨(yi,xTi θ∗) stay away form zero,
and
|ρ¨(y, xT θ)− ρ¨(y, xT θ∗)| ≤ |xT (θ − θ∗)|.
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(vii) With probability at least 1− o(d−1) we have 1
n
‖X(θ˜ − θ∗)‖22 . s0 log dn and ‖θ˜ − θ∗‖1 .
s0
√
log d
n
.
(viii) The derivative ρ˙(y, a), ρ¨(y, a) exists for all y, a, and for some δ-neighborhood, ρ¨(y, a)
is locally Lipschitz:
max
a0∈{xTi θ∗}
sup
|a−a0|∨|â−a0|≤δ
sup
y∈Y
|ρ¨(y, a)− ρ¨(y, â)|
|a− â| ≤ 1.
Moreover,
max
a0∈{xTi θ∗}
sup
y∈Y
|ρ˙(y, a0)| ∼ O(1), max
a0∈{xTi θ∗}
sup
|a−a0|≤δ
sup
y∈Y
|ρ¨(y, a0)| ∼ O(1).
(ix) The diagonal entries of ΘE
[∇`(θ∗)∇`(θ∗)T ]Θ are bounded.
Then the conditions in assumption (A1)-(A6) are satisfied.
Assumption (vii) is not necessary; it is implied by the other assumptions. We refer to
van de Geer et al. (2014), Chapter 6 for the details. Here we state this to simplify the
exposition.
Before studying the theoretical properties of integrated estimator defined in (3.5) one
might notice that the identification restriction 2.5 may not lead to a unique global parameter,
in general. The whole business of studying the theoretical properties of global estimator is
not meaningful, if the global parameter is not uniquely identified. Hence, it is required to
make some assumptions about the parameter values, with the goal that they will suffice
unique identification of the global parameter. For j ≤ d we assume that:
Assumption 4.4. (i) Let αj ∈ [0, 3/7). There are ≥ (1− αj)m many (θ∗k)j’s which are
considered as non-outliers. Let Ij be the set of indices k for such (θ
∗
k)j’s.
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(ii) Let µj =
1
|Ij |
∑
k∈Ij(θ
∗
k)j. Let δ be the smallest positive real number such that (θ
∗
k)j ∈
[µj − δ, µj + δ] for all k ∈ Ij. We assume that none of the (θ∗k)j’s are in the intervals
[µj − 5δ, µj − δ) or (µj + δ, µj + 5δ].
(iii) Let δ2 = mink1∈Ij ,k2 /∈Ij |(θ∗k1)j − (θ∗k2)j|. Clearly, 4δ < δ2. We choose 2δ < ηj < δ2/2.
(P1) Let α1, α2, . . . , αd ∈ [0, 3/7). For each j ∈ [d] there exist a set of indices Ij ⊂ [m] with
|Ij| ≥ m(1− αj).
(P2) Let µj =
1
|Ij |
∑
k∈Ij(θ
∗
k)j. Let δj be the smallest positive real number such that
(θ∗k)j ∈ [µj − δj, µj + δj] for all k ∈ Ij. We assume that none of the (θ∗k)j’s are in the
intervals [µj − 5δj, µj − δj) or (µj + δj, µj + 5δj].
(P3) Let δ2j = mink1∈Ij ,k2 /∈Ij |(θ∗k1)j−(θ∗k2)j|. Clearly, 4δj < δ2j. We choose 2δj < ηj < δ2j/2.
Result 4.5. Under the above assumptions, the objective function
∑m
k=1 Ψηj ((θ
∗
k)j − θ) has
a unique minimizer (θ∗0)j = µj.
Result 4.5 implies that under the assumptions 4.4 the global parameter θ∗0 is uniquely
identified. Once we have a unique global parameter, we are in a position to study the
convergence rate for the global estimator. The following theorem gives the co-ordinate wise
convergence rates for θ˜0 and `∞ convergence rate for δ˜k’s, in terms of a high probability
bound:
Theorem 4.6. Let the followings hold:
(i) For any j, {(θ∗k)j}nk=1 satisfy the assumption 4.4.
(ii) The datasets {Dk}mk=1 satisfy assumptions (A1) - (A6) uniformly over k.
(iii) m = o
(
n2min
s∗2nmax log d
)
, where, nmax = maxk∈[m] nk, and nmin = mink∈[m] nk.
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Then for sufficiently large nk we have the following bound for the co-ordinates of θ˜0 and
`∞ bound for δ˜k:∣∣∣(θ˜0)j − (θ∗0)j∣∣∣ ≤ 4σ
√√√√ log d|Ij|2 ∑
k∈Ij
1
nk
, for all j, and ‖δ˜k − δ∗k‖∞ ≤ 4σ
√
log d
nk
, for all k,
(4.2)
with probability at least 1− o(1).
Proof. Here we shall provide a brief outline of the proof of Theorem 4.6. The detailed proof
of this theorem is provided in appendix A. We start with the remark 4.2, which gives us a
high probability error bound for the individual local lasso estimators. By assumption (i)
in Theorem 4.6, θ∗j satisfies assumption 4.4. As long as θ˜
d
k concentrates around θ
∗
k, θ˜
d
k also
satisfies assumption 4.4 (with different δj and δ2j’s but identical ηj’s). Hence, by result 4.5,
the integrated estimator has the form
(θ˜0)j =
∑
k∈Ij(θ˜
d
k)j
|Ij| .
Finally, we use the decomposition on the individual lasso estimators θ˜dk in assumption (A3)
and the Bennett concentration bound for sums of independent random variables to get a
high probability bound for the estimation error of θ˜0.
Before we study the theoretical properties of the thresholded estimators, we would like
to to make a few remarks about the rates of convergence for the co-ordinates of θ˜0. If there
is reason to believe that none of the local parameters are outliers and we consider ηj’s
large enough, then the global parameter is identified as mean of the local parameters, i.e.
θ∗0 =
1
m
∑m
k=1 θ
∗
k. In that case, the rage of convergence for θ˜0 in Theorem 4.6 simplifies to:∥∥∥θ˜0 − θ∗0∥∥∥∞ .P
√√√√ log d
m2
m∑
k=1
1
nk
,
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where, .P implies with probability converging to 1. This kind of rate is not surprising. Proba-
bly the simplest situation, under which this kind of convergence rate arises is ANOVA model.
Let {Ykj}i∈[nk],k∈[m] is a set of independent random variables, such that Yki ∼ N(θ∗0 + δ∗k, σ2),
where θ∗0, δ
∗
1, . . . , δ
∗
m are some real numbers. Under the assumption
∑m
k=1 δ
∗
k = 0, the esti-
mator θ̂0 =
1
m
∑m
k=1 Y¯k·, where, Y¯k· =
1
nk
∑nk
i=1 Yki, follows distribution N
(
θ∗0,
1
m2
∑m
k=1
1
nk
)
.
This gives us the following convergence rate for θ̂0 :
P
|θ̂0 − θ∗0| ≤ 3
√√√√ 1
m2
m∑
k=1
1
nk
 ≈ 1.
We notice that 1∑
k∈Ij nk
≤ 1|Ij |2
∑
k∈Ij
1
nk
, and the equality holds when nk’s are equal, which
gives us the best possible rate. In this case the rate simplifies to:∣∣∣(θ˜0)j − (θ∗0)j∣∣∣ .P
√
log d
|Ij|n ≤
√
log d
(1− αj)N .
Let nmin = mink nk and αmax = maxj αj. Notice that
1∑
k∈Ij nk
≤ 1|Ij |2
∑
k∈Ij
1
nk
≤
1
|Ij |nmin ≤ 1(1−αj)mnmin . Hence, we can get the following simple (possibly naive) `∞ high
probability bound for θ˜0 :
‖θ˜0 − θ∗0‖∞ ≤ 4σ
√
log d
(1− αmax)mnmin .
The estimators in Theorem 4.6 are dense, they have higher `1 and `2 error. We threshold
the estimators at a suitable level. The thresholding is usually done at a level of the `∞
error rate of the estimator. When thresholding is done at such a level, Lemma 3.5 in Lee
et al. (2017) ensures in probability convergence of the thresholded estimators. The following
remark formalizes the result related to thresholded estimators:
Remark 4.7. Define Nmin := mnmin. Assume that the threshold for θ˜0 is set at t0 =
4σ
√
log d
(1−αmax)Nmin and for δ˜k’s are set at tk = 4σ
√
log d/nk, respectively. Then under the
conditions in Theorem 4.6 and for sufficiently large nk we have the followings:
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1. ‖θ̂0 − θ∗0‖∞ .P
√
log d
Nmin
,
2. ‖θ̂0 − θ∗0‖1 .P s(θ∗0)
√
log d
Nmin
,
3. ‖θ̂0 − θ∗0‖2 .P
√
s(θ∗0) log d
Nmin
,
4. ‖δ̂k − δ∗k‖∞ .P
√
log d
nk
,
5. ‖δ̂k − δ∗k‖1 .P s(θ∗k)
√
log d
nk
,
6. ‖δ̂k − δ∗k‖2 .P
√
s(θ∗k) log d
nk
,
where, for a vector θ ∈ Rd, s(θ) denotes its sparsity level.
It is not necessary to threshold all the co-ordinates of θ˜0 at a same level. Thresholding the
j-th co-ordinate of θ˜0 at t0j = 4σ
√
log d
|Ij |2
∑
k∈Ij
1
nk
may give us a faster rate of convergence for
θ̂0 in terms of `1 and `2 errors. If one wish to use cross-validation to determine an appropriate
choices of thresholding, setting different thresholding level for different co-ordinates may be
computationally hectic. For computational simplicity, we consider same thresholding level
for all the co-ordinates.
One important consequence of remark 4.7 is variable selection under beta-min assumption.
For a vector θ ∈ Rd let us define the sparsity set of it to be the set of indices S(θ) = {j ∈
[d] : θj 6= 0}. Under the assumption that
min
j∈S(θ∗0)
|θ∗j | 
√
log d
Nmin
and, min
j∈S(θ∗k)
|(θ∗k)j| 
√
log d
nk
remark 4.7 implies P
(
S(θ̂0) ⊇ S(θ∗0),S(θ̂k) ⊇ S(θ∗k)
)
→ 1, i.e., with very high probability
all the active variables will be selected by the proposed estimators.
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5 Computational results
In this section we present synthetic experiment results in linear regression model to evaluate
performance of the proposed estimator (θˆ0). We run different experiments to study the
features that θˆ0 can accommodate in it’s performance. To see the effect of sample size of
individual datasets we let n ∈ {40, 60, . . . , 200}, where the number of datasets is considered
considered to be 10. In this experiment we consider d = 50000 to remain in the setup of
high dimension. Rest of the details are provided in appendix C 90% confidence interval of
`2 errors for the integrated estimator, hard-thresholded and soft-thresholded estimators are
given in Figure 1. It can be observed that thresholding improves performance of the global
estimator, in terms of `2-error.
We also consider an experiment for growing m, where, n is set at 100, and we let
m ∈ {4, 8, 12, 16, 32} and d = 5000. Rest of the details for this experiment are provided in
appendix C. 90% confidence intervals of the `2 error for integrated estimator and thresholded
versions of it are given in figure 1. In figure 1 (right plot) we see that for a given n, if we
increase the number of datasets, integrated estimator stops borrowing further strength,
after a while. In that scenario, the bias in estimation starts to dominate over the variance
term, and integrated estimator stops improving further. Readers are requested to look at
the proof of Theorem 4.6 for further detail.
6 Cancer cell line study
The Cancer Cell Line Encyclopedia is a panel of 947 cancer cell lines with associated
molecular measurements and responses to several anti-cancer agents. We treat the area
above the dose-response curve to be the response variable Barretina et al. (2012), and use
expression levels of ∼ 20000 human genes as features. The goal of this study is to get a
27
0.5
2.0
8.0
32.0
100 200 400 800 1600
Estimator Hard Th Soft Th Without Th
4
8
16
32
2 4 8 16 32
Estimator Hard Th Soft Th Without th
` 2
-e
rr
or
` 2
-e
rr
or
n m
d = 5000
n = 100
d = 50000
m = 10
Figure 1: 90% confidence intervals of `2 error for θ˜0, HTt(θ˜0), and STt(θ˜0) for different
sample sizes for each datasets (n), where, we fix the number of datasets (m) to be 10 (left)
and for different number of datasets (m), where we fix the number of data-points in each
machines to be 100 (right). Both of the plots are in logarithm-logarithm scale.
28
single regression coefficient vector, which can be used to estimate the drug response for
any cancer type. After discarding cell lines with missing values, we arrive at total sample
size ∼ 500. For the integration purpose, we consider 8 most frequent cancer types (nk is
between 23 to 90). We compare between two potential global estimators: hard threshold of
the average debiased lasso estimators (ADELE, Cai et al. (2019)), and the hard thresholded
version of the integrated estimator (called MR Lasso hereafter) as in section 3.
For the integration purpose we first need to calculate the de-biased lasso estimate from
each of these 8 cancer types. We fit square-root lasso as in Belloni et al. (2011) to avoid
choosing regularization parameter for each lasso. After calculating the debiased lasso from
each datasets, ADELE is obtained by hard-thresholding the average of them, where, we
determine the hard-thresholding level using cross validation. To calculate the MR Lasso,
we assume that the parameters ηj are same over the gene expressions. Besides determining
this common parameter η we also have to choose proper hard thresholding level (t) for the
integrated estimator 3.5. We choose the appropriate pair (η, t) via cross validation. Figure
2 gives the performance comparison of ADELE and MR Lasso for drug ZD-6474. For each
of these 8 most frequent cancer-types we compare the prediction accuracy of ADELE and
MR Lasso.
Another aspect of data integration is to transfer the knowledge of global estimator to
the cancer groups which is believed to have somewhat similar behavior in terms of the
drug response, but couldn’t be used for the purpose of borrowing strength for having small
sample size. More specifically, we would like to see the prediction performance of the global
estimators for the rare cancer types, which were not used to calculate the global estimate.
For this purpose, we consider 8 cancer types which has sample size between 10 to 20. We
use the ADELE or MR Lasso that was calculated using the data from 8 most frequent
cancer types; they have no knowledge about these rare cancer types. We calculate the
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Figure 2: Left: Drug-response prediction for 8 most frequent cancer types for the drug
ZD-6474. We can see that for the drug ZD-6474, MR Lasso performs moderately better
than ADELE, for 8 most frequent cancer types. Right: Drug-response prediction for 8 rare
cancer types for the drug ZD-6474. We see that for ZD-6474 the performance of MR Lasso
is better than ADELE on these rare cancer-types.
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prediction error for both ADELE and MR Lasso calculated using cross-validation. The
right part of figure 2 gives a comparative plots for prediction accuracy of drug-response
of these two global estimator for the drug ZD-6474. The plots for several other drugs are
provided in appendix D.
7 Discussion
We consider integrative regression in the high-dimensional setting with heterogeneous data
sources. The two main issues that we address are (i) identifiability of the global parameter,
and (ii) statistically and computationally efficient estimator of the global parameter. In
many prior works on integrative regression in high dimensions, there is either no global
parameter or a global parameter that is not properly identified (see section 2 for a discussion
of global parameters in prior work). One exception is Cai et al. (2019), which defines
the global parameter as the average of the local parameters, but this choice has certain
drawbacks (see Section 2 for details).
We suggest a way to identify the global parameter that addresses some of the drawback of
prior approaches by appealing to ideas from robust location estimation. The main benefit of
our suggestion is it is possible to estimate the global parameter at a rate that depends on the
size of the combined dataset. We also proposed a statistically and computationally efficient
estimator of the global parameter. By statistically efficient, we mean the estimation error
vanishes at a rate that depends on the size of the combined datasets. By computationally
efficient, we mean the communication cost of evaluating the estimator depends only on the
dimension of the problem and the number of machines. Further, because no individual
samples are communicated between machines, evaluating the proposed estimator does not
compromise the privacy of the individuals in the data sources.
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We emphasize that we are merely suggesting one way to define the global parameter;
there may be other ways to define the global parameter. If one only cares about the
prediction accuracy of the global estimate, the interpretability of the global parameter is
not necessary. In that case, we can consider the weighted version of aggregated estimator
(B.2), where the weights are sample sizes of corresponding dataset. One can show that such
an estimator would converge to the corresponding global parameter (which is obtained by
similar weighted version of identification restriction (2.4), with weights nk’s) at an ‖·‖∞-rate
of
√
log d
N
(see Theorem B.3). But, one might notice that this identification restriction lead
us to a global parameter, which depends on the sample size of the datasets.
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A Supplementary Results
Proof of Lemma 4.1. We start with assumption of linear decomposition, (A3), which
give us
‖θ˜d − θ∗‖∞ ≤ ‖Θ̂∇`(θ∗)‖∞ + ‖∆‖∞.
‖θ˜d − θ∗‖∞ ≤ ‖Θ̂∇`(θ∗)‖∞ + ‖∆‖∞
≤ ‖Θ∇`(θ∗)‖∞︸ ︷︷ ︸
I
+ ‖(Θ̂−Θ)∇`(θ∗)‖∞︸ ︷︷ ︸
II
+ ‖∆‖∞︸ ︷︷ ︸
III
.
From the fact that θ∗ is the unique minimizer of Eρ(yi,xTi θ) we get
E
[
ρ˙(yi,x
T
i θ
∗)xi
]
= 0.
By assumptions (A2) and (A6) ‖Θxiρ˙(yi,xi)‖∞ ≤MK3
√
s∗. Using Bernstein’s inequality
we get,
P
(∣∣∣∣∣
n∑
i=1
Θj,·xiρ˙(yi,xTi θ
∗)
∣∣∣∣∣ > t
)
≤ 2exp
(
−
1
2
t2
nσ2j +
1
3
√
s∗MK3t
)
,
where, σ2j = Θj,·E
[∇`(θ∗)∇`(θ∗)T ]ΘTj,·. For t ≤ 3nσ2j√s∗MK3 we get subgaussian bound
P
(∣∣∣∣∣
n∑
i=1
Θj,·xiρ˙(yi,xTi θ
∗)
∣∣∣∣∣ > t
)
≤ 2exp
(
− t
2
4nσ2j
)
.
By union bound
P (‖Θ∇`(θ∗)‖∞ > t) ≤ 2dexp
(
−nt
2
4σ2
)
,
where, σ2 = maxj σ
2
j . Setting t = σ
√
12 log d
n
we get P
(
‖Θ∇`(θ∗)‖∞ > σ
√
12 log d
n
)
≤ 2
d2
.
Since, for sufficiently large n we have σ
√
12 log d
n
≤ 3nσ2j√
s∗MK3
, such a choice for t is justified.
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Since,
{
xiρ˙(yi,x
T
i θ
∗)
}n
i=1
is bounded and zero mean random vectors, we get the following
high probability bound for ‖∇`(θ∗)‖∞ :
For some K4 > 0, P
(
‖∇`(θ∗)‖∞ > K4
√
log d
n
)
≤ 1
d2
.
Let A the event that the followings hold:
1. ‖∆‖∞ > K1s∗ log d/n,
2. maxj ‖Θ̂j,· −Θj,·‖1 ≤ K2s∗
√
log d/n,
3. ‖Θ∇`(θ∗)‖∞ ≤ σ
√
12 log d
n
,
4. ‖∇`(θ∗)‖∞ ≤ K4
√
log d
n
.
Then P(A) ≥ 1 − o(d−1). Under the event A, (I) ≤ σ
√
12 log d
n
, and (III) ≤ K1s∗ log d/n.
We also notice that (II) ≤ maxj ‖Θ̂j,· −Θj,·‖1‖∇`(θ∗)‖∞ ≤ K2K4s∗ log d/n.
Hence, P
(
‖θ˜d − θ∗‖∞ ≤ σ
√
12 log d
n
+K s
∗ log d
n
)
≥ 1− o(d−1).
Proof of Result 4.3. Assumptions (A1) and (A5) are directly obtained from the assump-
tions (i) and (ix) in result 4.3. A combination of assumptions (ii) and (viii) gives us
assumption (A2). For the proof of (A4) readers are suggested to see Theorem 3.2. in van
de Geer et al. (2014). We just need to verify assumptions (A3) and (A6).
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To verify (A3) we consider Taylor expansion of θ˜d:
θ˜d = θ˜ − Θ̂∇`(θ˜)
= θ˜ − Θ̂ 1
n
n∑
i=1
ρ˙(yi,x
T
i θ˜)
= θ˜ − Θ̂ 1
n
n∑
i=1
ρ˙(yi,x
T
i θ
∗)xi − Θ̂ 1
n
n∑
i=1
ρ¨(yi, a˜i)xix
T
i (θ˜ − θ∗)
= θ∗ − Θ̂∇`(θ∗) + (I − Θ̂M)(θ˜ − θ∗)
where, a˜i is some number between x
T
i θ˜ and x
T
i θ
∗, and M = 1
n
∑n
i=1 ρ¨(yi, a˜i)xix
T
i . We give a
high probability `∞ bound for ∆ = (I − Θ̂M)(θ˜ − θ∗). By triangle inequality
‖(I − Θ̂M)(θ˜ − θ∗)‖∞ ≤
∥∥∥(I − Θ̂∇`(θ˜)) (θ˜ − θ∗)∥∥∥
∞
+
∥∥∥Θ̂(∇2`(θ˜)−M) (θ˜ − θ∗)∥∥∥
∞
≤max
j
∥∥∥eTj − Θ̂j,·∇2`(θ˜)∥∥∥∞ ‖θ˜ − θ∗‖1︸ ︷︷ ︸
I
+
1
n
n∑
i=1
‖Θ̂xi‖∞|(ρ¨(yi,xTi θ˜)− ρ¨(yi, a˜i))xTi (θ˜ − θ∗)|︸ ︷︷ ︸
II
From KKT condition for nodewise lasso we get
− 1
n
Xθ˜,−j(Xθ˜,j −Xθ˜,−j γ̂j) + λj ẑj = 0,
where, ‖ẑj‖∞ ≤ 1. This implies
− 1
n
γ̂Tj Xθ˜,−jXθ˜Θ̂
T
j,·τ̂
2
j + λj‖γ̂j‖1 = 0
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Now
τ̂ 2j =
1
n
‖Xθ˜,j −Xθ˜,−j γ̂j‖22 + λj‖γ̂j‖1
=
1
n
XT
θ˜,j
Xθ˜Θ̂
T
j,·τ̂
2
j −
1
n
γ̂Tj Xθ˜,−jXθ˜Θ̂
T
j,·τ̂
2
j + λj‖γ̂j‖1
=
1
n
XT
θ˜,j
Xθ˜Θ̂
T
j,·τ̂
2
j .
Hence 1
n
XT
θ˜,j
Xθ˜Θ̂
T
j,· = 1. This implies
‖ej −∇2`(θ˜)Θ̂Tj,·‖∞ =
∥∥∥∥ 1nτ̂ 2j Xθ˜,−j(Xθ˜,j −Xθ˜,−j γ̂j)
∥∥∥∥
∞
≤ λj
τ̂ 2j
. 1
τ̂ 2j
(
log d
n
) 1
2
.
By van de Geer et al. (2014), Theorem 3.2,
|τ̂ 2j − τ 2j | .
(
max{s∗, s} log d
n
) 1
2
with probability at least 1− o(d−1). Thus maxj
∥∥∥eTj − Θ̂j,·∇2`(θ˜)∥∥∥∞ .P ( log dn ) 12 and by (vii)
max
j
∥∥∥eTj − Θ̂j,·∇2`(θ˜)∥∥∥∞ ‖θ˜ − θ∗‖1 .P s0 log dn ,
where, .P denotes . with probability at least 1− o(d−1).
We turn our attention to (II). We see that
‖Θ̂XT‖∞ ≤max
j
‖Θ̂j,·XT‖∞ . max
j
‖Θ̂j,·XTθ∗‖∞
≤max
j
1
τ̂ 2j
‖Xθ∗,j −Xθ∗,−j γ̂j‖∞.
Again by van de Geer et al. (2014), Theorem 3.2,
.P max
j
1
τ 2j
‖Xθ∗,j −Xθ∗,−j γ̂j‖∞
≤max
j
1
τ 2j
‖Xθ∗,j −Xθ∗,−jγj‖∞
+
1
τ 2j
‖Xθ∗,−j‖∞‖γ̂j − γj‖1,
38
which, by (ii), (iii) and van de Geer et al. (2014), Theorem 3.2,
.P 1 + s∗
√
log d
n
.
Now,
1
n
n∑
i=1
‖Θ̂xi‖∞|(ρ¨(yi,xTi θ˜)− ρ¨(yi, a˜i))xTi (θ˜ − θ∗)|
.P
1
n
n∑
i=1
|(ρ¨(yi,xTi θ˜)− ρ¨(yi, a˜i))xTi (θ˜ − θ∗)|
which, by (vii) and (viii), is at most
. 1
n
‖X(θ˜ − θ∗)‖22 .P
s0 log d
n
.
By union bound
‖∆‖∞ .P s
∗ log d
n
.
This shows assumption (A3).
From assumption (v) that the minimum eigen-value of Σ∗θ is bounded away from zero
for all d, we get that, for some K > 0, which doesn’t depend on d, the largest eigne-value of
Θ2 ≤ K. Hence,
‖Θj,·‖21 ≤ sj‖Θj,·‖21
= sje
T
j Θ
2ej, where, {ej}dj=1 is the standard basis of Rd
≤ sjK.
This shows assumption (A6).
Proof of Result 4.5. We shall prove uniqueness of the global parameter for each co-
ordinates separately. Fix j ∈ [d]. For simplicity of the notation we ignore the index j, and
denote Ij, (θ
∗
k)j, µj, and, ηj as I, θ
∗
k, µ and, η, respectively.
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For x ∈ R let us define Ix = {k : θ∗k ∈ [x− η, x+ η]}, and Nx =
∑
k∈Ix nk.
When Ix = I, we have
m∑
k=1
Ψη (θ
∗
k − x) = (m− |I|)η2 +
∑
k∈I
(θ∗k − x)2
which is uniquely minimized at x = µ.
Under the case Ix 6= I we must have |µ− x| > δ. We consider the case δ < |µ− x| ≤ 3δ.
|µ− x| > δ implies either x is larger or smaller than θ∗k’s which are in I. We assume that
x > θ∗k for all k ∈ I. The other case will follow similarly. In that case,
(θ∗max − θ∗k) ≤ (2δ) ∧ (x− θ∗k),
for all k ∈ I, where θ∗max = maxj∈I θ∗k. Since, η > 2δ, we have∑
k∈I
Ψη (θ
∗
k − x) ≥
∑
k∈I
Ψη (θ
∗
k − θ∗max) .
Notice that, for |x− µ| ≤ 3δ we have Ψη(θ∗k − x) = η2 whenever k /∈ I. Hence,
m∑
k=1
Ψη (θ
∗
k − x) ≥
m∑
k=1
Ψη (θ
∗
k − θ∗max) >
m∑
k=1
Ψη (θ
∗
k − µ) ,
where the last inequality follows form the fact that Ix = I for x = θ
∗
max.
Now, consider the case |x− µ| > 3δ, under which we have Ix ∩ I = ∅.
Then
m∑
k=1
Ψη (θ
∗
k − x) > 4|I|δ2
and
m∑
k=1
Ψη (θ
∗
k − µ) = (m− |I|)η2 +
∑
k∈I
(θ∗k − µ)2.
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Since, the range of {θ∗k}k∈I is less than 2δ, we have
∑
k∈I(θ
∗
k − µ)2 ≤ δ2|I|. This implies
m∑
k=1
Ψη (θ
∗
k − µ) ≤ (m− |I|)η2 + δ2|I| ≤ 4(m− |I|)δ2 + |I|δ2 ≤ (4m− 3|I|)δ2 ≤ 4|I|δ2
and hence, µ is the unique minimizer in this case.
Proof of Theorem 4.6. We start with remark 4.2 that under the assumption (ii) for
sufficiently large nk we have
‖θ˜dk − θ∗k‖∞ ≤ 2σ
√
log d/nk
with probability at least 1−o(d−1). By union bound, with probability 1−o(1), simultaneously
for all k we have
‖θ˜dk − θ∗k‖∞ ≤ 2σ
√
log d/nk.
If 2σ
√
log d/nk ≤ 14(ηj − 2δ) ∧ (ηj − δ2/2) for all k, then there exists δˆ and δˆ2 such that
the following holds,
2δ ≤ 2δˆ < ηj < δˆ2/2 ≤ δ2/2.
and assumptions 4.4 holds with δˆ and δˆ2. Hence, by result 4.5 we have (θ˜0)j =
∑
k∈Ij (θ˜
d
k)j
|Ij | .
Let γ
(j)
k =
1
|Ij |1Ij (k), where, 1A is the indicator function over the set A. From assumption
(A6), (c)
(θ˜0)j =
m∑
k=1
γ
(j)
k (θ˜
d
k)j
=
m∑
k=1
γ
(j)
k
(
(θ∗k)j − (Θ̂k)j·∇`k(θ∗k) + (∆k)j
)
= (θ∗0)j −
m∑
k=1
γ
(j)
k (Θ̂k)j·∇`k(θ∗k) +
m∑
k=1
γ
(j)
k (∆k)j.
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Hence,∣∣∣(θ˜0)j − (θ∗0)j∣∣∣ ≤
∣∣∣∣∣
m∑
k=1
γ
(j)
k (Θ̂k)j·∇`k(θ∗k)
∣∣∣∣∣+
∣∣∣∣∣
m∑
k=1
γ
(j)
k (∆k)j
∣∣∣∣∣
≤
∣∣∣∣∣
m∑
k=1
γ
(j)
k (Θk)j·∇`k(θ∗k)
∣∣∣∣∣+
∣∣∣∣∣
m∑
k=1
γ
(j)
k
(
(Θ̂k)j· − (Θk)j·
)
∇`k(θ∗k)
∣∣∣∣∣
+
∣∣∣∣∣
m∑
k=1
γ
(j)
k (∆k)j
∣∣∣∣∣
≤
∣∣∣∣∣
m∑
k=1
γ
(j)
k (Θk)j·∇`k(θ∗k)
∣∣∣∣∣︸ ︷︷ ︸
I
+
m∑
k=1
γ
(j)
k
(
‖(Θ̂k)j· − (Θk)j·‖1‖∇`k(θ∗k)‖∞ + |(∆k)j|
)
︸ ︷︷ ︸
II
.
To bound (I) we notice that
{
(Θk)j,·xkiρ˙(yki,xTkiθ
∗
k)
}
i∈[nk],k∈[m] are zero mean random
variables bounded by M
√
s∗ > 0. By Bernstein inequality,
P
(∣∣∣∣∣
m∑
k=1
γ
(j)
k (Θk)j·∇`k(θ∗k)
∣∣∣∣∣ > t
)
≤ 2exp
− 12t2∑m
k=1
(
γ
(j)
k
)2 σ2jk
nk
+ 1
3
MtM
√
s∗
 ,
where σ2jk = E
[
(Θk)j,·∇`k(θ∗k)∇`k(θ∗k)T (Θk)Tj,·
]
. Let a2j =
∑m
k=1
(
γ
(j)
k
)2 σ2jk
nk
= 1|Ij |2
∑m
k=1
σ2jk
nk
.
For t ≤ 3a
2
jk
M
√
s∗ we get a probability bound with subgaussian tail
P
(∣∣∣∣∣
m∑
k=1
γ
(j)
k (Θk)j·∇`k(θ∗k)
∣∣∣∣∣ > t
)
≤ 2exp
(
− t
2
4a2j
)
.
Letting t = 2aj
√
3 log d we get∣∣∣∣∣
m∑
k=1
γ
(j)
k (Θk)j·∇`k(θ∗k)
∣∣∣∣∣ ≤ 2aj√3 log d
with probability at least 1− d−2. Taking union bound over all co-ordinates we get the above
bound for each co-ordinates with probability at least 1− d−1.
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We shall apply Bennett’s concentration inequality A.4 on (I). Fix some j ∈ [d]. For
k ∈ [m], i ∈ [nk] define gik = Θj,·∇ρ(yki,x
T
kiθ
∗
k)
MK3
√
s∗ , and aki =
γ
(j)
k MK3
√
s∗
nk
. Then Egki = 0 and
Eg2ki ≤ σ
2
M2K23s
∗ := δ where, σ
2 ≥ maxk∈[m],j∈[d] Θj,·E[∇ρ(yki,xTkiθ∗k)∇ρ(yki,xTkiθ∗k)T ]ΘTj,·, from
assumption (A5). Also, |gki| ≤ ‖Θj,·‖1‖∇ρ(yki,x
T
kiθ
∗
k)‖∞
MK3
√
s∗ ≤ 1. Let us define a := (aki, k ∈ [m], i ∈
[nk]). Now we apply Bennett’s inequality A.4 on
∑m
k=1 γ
(j)
k (Θk)j·∇`k(θ∗k) =
∑m
k=1
∑nk
i=1 akigki.
We notice that for t ≤ δ‖a‖22‖a‖∞ e2 we have the following bound:
P
(∣∣∣∣∣
m∑
k=1
nk∑
i=1
akigki
∣∣∣∣∣ > t
)
≤ 2exp
(
− t
2
2δ‖a‖22e2
)
.
For t = 2
√
δ log d‖a‖2e we get
P
(∣∣∣∣∣
m∑
k=1
nk∑
i=1
akigki
∣∣∣∣∣ > 2√δ log d‖a‖2e
)
≤ 2
d2
.
We need to confirm that such a choice of t is valid, i.e., 2
√
δ log d‖a‖2 ≤ δ‖a‖
2
2
‖a‖∞ e
2 or
‖a‖∞
√
log d ≤ c√s∗‖a‖2 for some c independent of m, d and nk,∈ [m]. We notice that
‖a‖2 = MK3
√
s∗
|Ij|
√∑
k∈Ij
1
nk
≥ 1√|Ij|nmax , and ‖a‖∞ ≤ MK3
√
s∗
nmin|Ij|
and hence, √
s∗‖a‖2
‖a‖∞
√
log d
≥
√
s∗n2min|Ij|
nmax log d
≥
√
n2min
s∗2nmax log d
.
From assumption (iii) we get that
√
n2min
s∗2nmax log d asymptotically goes to infinity. Hence, such
a choice of t is valid.
We notice that ‖a‖2 is dependent of j. We define bj =: 2
√
δ‖a‖2e ≤ 2eσ|Ij |
√∑
k∈Ij
1
nk
.
To get a bound for (II) we see that maxj ‖(Θ̂k)j· − (Θk)j·‖1 . sj
√
log d/nk, and
‖∆k‖∞ . s∗k log d/nk.We also notice that {xkiρ˙(yki,xTkiθ∗k)}i∈[nk],k∈[m] are mean zero bounded
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random vectors. Hence, by Bernstein inequality we can show that for sufficiently large nk’s
we can get a bound
‖∇`k(θ∗k)‖∞ .
√
log d
nk
with probability at least 1− d−2. Hence, by union bound we get
‖(Θ̂k)j· − (Θk)j·‖1‖∇`k(θ∗k)‖∞ + |(∆k)j| .
s∗ log d
nmin
for all j, k
with probability at least 1− o(1).
Again by union bound, we get
|(θ˜0)j − (θ∗0)j| ≤ bj
√
log d+ C
s∗ log d
nmin
, for all j (A.1)
with probability at least 1− o(1), where C > 0 is some constant. Since, bj ≥ σ′
√
1
mnmax
, for
some σ′, from assumption (iv) we get s
∗ log d
nmin
. bj
√
log d. Hence, for sufficiently large
n2min
nmax
,
the above high probability bound reduces to
|(θ˜0)j − (θ∗0)j| ≤ bj
√
log d
with probability at least 1− o(1).
Under the assumption (iii) we have bj ≤ 2eσ
√
1
|Ij |2
∑
k∈Ij
1
nk
, which gives us the first
result.
For the second inequality we get a bound for each θ˜dk of the form:
‖θ˜dk − θ∗k‖∞ ≤ 2σ
√
2 log d
nk
+ Ck
s∗ log d
nk
, for each k
with probability at least 1− o(1). Form the above bound and (A.1) we get
‖δ˜k − δ∗k‖∞ ≤ 2σ
√
2 log d
nk
+ Ck
s∗ log d
nk
+ 2eσ
√√√√ log d|Ij|2 ∑
k∈Ij
1
nk
+ C
s∗ log d
nmin
.
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hence, for sufficiently large nk’s, we have
‖δ˜k − δ∗k‖∞ ≤ 4σ
√
log d
nk
for all k,
with probability at least 1− o(1).
Result A.1. Let µ1 = · · · = µm−1 = 0, and µm > 0. For any choice of λ > 0, µ0 as defined
in (2.3) is never zero.
Proof. Define
L(x, λ) =
m∑
k=1
Lλ(x− µk) = (m− 1)Lλ(x) + L(µm − x).
Let λ ≤ (m−1)µm
m
. Then L(0, λ) = λ (µm − λ/2) and
L
(
λ
m− 1 , λ
)
=
(m− 1)λ2
2(m− 1)2 + λ
(∣∣∣∣µm − λm− 1
∣∣∣∣− λ2
)
= λµm − λ
2
2
− λ
2
2(m− 1) < L(0, λ).
If λ > µm, then, for 0 ≤ x ≤ µm
L(x, λ) = (m− 1)x
2
2
+
(x− µm)2
2
,
which has minimizer at x = λ/m. Hence, the minimizer of L(x, λ) is not zero.
If (m−1)µm
m
< λ ≤ µm, then
L(0, λ) ≥ λ
(
µm − λ
2
)
≥ (m− 1)µm
m
(
µm − (m− 1)µm
2m
)
=
(m2 − 1)µ2m
2m2
. Also, L(µm/m, λ) ≤ (m−1) µ2m2m2 + 12
(
µm − µmm
)2
= (m−1)µ
2
m
2m
. Since, (m
2−1)µ2m
2m2
> (m−1)µ
2
m
2m
,
we see that the minimizer is not zero.
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Result A.2. For each k ∈ [m] let ‖θ˜k−θ∗k‖∞ ≤ ξ, where ξ < minj 14(ηj−2δj)∧ (δ2j/2−ηj).
Then the assumptions 4.4 are satisfied for {θ˜k}mk=1 for {δ˜j = δj +ξ/2}dj=1, {δ˜2j = δ2j−2ξ}dj=1
and {ηj}dj=1.
Proof. Let j ∈ [d]. Consider the same Ij as in assumption 4.4, (i). Let µ˜ = 1Ij
∑
k∈Ij θ˜k. Notice
that for ‖θ˜k−θ∗k‖∞ ≤ ξ we have |µ˜−µ| ≤ ξ. We further notice that 2(δj +2ξ) < ηj < δ2j−2ξ2 .
This implies assumption 4.4, (ii) and (iii) are satisfied with δ˜j = δj+2ξ and δ˜2j = δ2j−2ξ.
Result A.3 (Bernstein’s inequality). Let {xi}ni=1 be independent random variables with
Exi = 0, Ex2i ≤ σ2. Suppose for some λ0 > 0 and M > 0 the following holds for all i ∈ [n] :
Eexp(λ0|xi|) ≤M.
Then for any a ∈ Rn and t ≤ Mσ2‖a‖22λ0‖a‖∞ the following holds:
P
(∣∣∣∣∣
n∑
i=1
aixi
∣∣∣∣∣ > t
)
≤ 2exp
(
− t
2
2‖a‖22σ2M
)
.
Lemma A.4 (Bennett’s Inequality). Let X1, X2, . . . Xn be independent random variables
such that (1) EXi = 0, (2) EX2i ≤ δ, and (3) |Xi| ≤ 1. Then for any a1, a2, . . . , an ∈ R and
for any t > 0
P
(∣∣∣∣∣
n∑
i=1
aiXi
∣∣∣∣∣ > t
)
≤
2exp
(
− t2
2δ‖a‖22e2
)
, if t ≤ t∗
2exp
(
− t
4‖a‖∞ log
(
t‖a‖∞
δ‖a‖22
))
, if t > t∗
where t∗ = δ‖a‖
2
2
‖a‖∞ e
2.
Proof. Without loss of generality assume ‖a‖∞ = 1. Let λ > 0. Set Y =
∑n
i=1 aiXi. Then
Eexp(λY ) =
n∏
i=1
Eexp(λaiXi).
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For any y ∈ R, ey ≤ 1 + y + y2
2
e|y|.
Hence
Eexp(λaiXi) ≤ 1 + Eλ
2a2iX
2
i
2
e|λaiXi|
≤ 1 + λ
2a2i δ
2
eλ
≤ exp
(
λ2a2i δ
2
eλ
)
Therefor Eexp(λY ) ≤ exp
(
λ2‖a‖22δ
2
eλ
)
.
By Markov’s inequality
P(Y > t) ≤ exp
(
λ2‖a‖22δ
2
eλ − λt
)
.
We have to minimize φ(λ) = λt− λ2‖a‖22δ
2
eλ.
(1) Consider the case λ ≤ 2. Then φ(λ) ≥ λt− λ2‖a‖22δ
2
e2. minimization with respect to
λ gives us φ(λ) ≥ λt− λ2‖a‖22δ
2
e2 ≥ t2
2‖a‖22δe2 . Since the minimum attains at λ =
t
‖a‖22δe2 , under
the condition λ ≤ 2 we have t ≤ δ‖a‖222e2. Hence, for t ≤ δ‖a‖222e2 we get the upper bound
P(Y > t) ≤ exp
(
− t
2
2‖a‖22δe2
)
.
(2) Consider the case of λ > 1. This implies λ < eλ. Then φ(λ) ≥ λt − λ‖a‖22δ
2
e2λ =
λ
(
t− ‖a‖22δ
2
e2λ
)
. Choose λ2 such that
‖a‖22δ
2
e2λ2 = t
2
. Then φ(λ) ≥ λ2t/2 = t4 log
(
t
‖a‖22δ
)
.
Also from λ2 > 1 we get
1
2
log
(
t
‖a‖22δ
)
> 1 which gives us t ≥ ‖a‖22δe2. Hence, for t ≥ ‖a‖22δe2
we get the upper bound
P(Y > t) ≤ exp
(
− t
4
log
(
t
‖a‖22δ
))
.
So, there is an overlap in the interval (δ‖a‖2e2, 2δ‖a‖22e2) under which we get both the
tails. We just choose t∗ = δ‖a‖22e2.
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Result A.5. Suppose the covariate dimension d is fixed. Assume
1. n1 = · · · = nm = n,
2. Var(ki) are same over different k’s,
3. Σk = E
(
xkix
T
ki
)
’s are invertible,
4.
∑m
k=1 ‖θ∗k − θ0‖1 + c‖θ0‖1 has a unique minimizer θ∗0.
Define
(θ̂0, δ̂1, . . . , δ̂m)(n) = arg min(θ0,δ1,...,δm)
1
2N
m∑
k=1
‖Yk −Xk(θ0 + δk)‖22+λn
m∑
k=1
‖δk‖1+cλn‖θ0‖1,
for λn ∼ 1√n some c > 0 independent of n. Then
(θ̂0, δ̂1, . . . , δ̂m)(n)→ (θ∗0, δ∗1, . . . , δ∗m),
in probability, with respect to ‖ · ‖2 norm, where, θ∗0 = arg minθ0 (
∑m
k=1 ‖θ∗k − θ0‖1 + c‖θ0‖1)
and δ∗k = θ
∗
k − θ∗0 for k ∈ [m].
This result can be shown for any norm in Rd(m+1).
Proof. Define
Mn(φ) =
1
2N
m∑
k=1
‖Yk −Xk(θ0 + δk)‖22 + λn
m∑
k=1
‖δk‖1 + cλn‖θ0‖1
and
M˜n(φ) =
1
2m
m∑
k=1
(θ0 + δk − θ∗k)TΣk(θ0 + δk − θ∗k) + λn
m∑
k=1
‖δk‖1 + cλn‖θ0‖1,
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where, φ = (θ0, δ1, . . . , δm). We define KM ⊂ Rd(m+1) to be the closed ball around φ∗ =
(θ∗0, θ
∗
1 − θ∗0, . . . , θ∗m − θ∗0) with radius M. Since, for each φ ∈ KM , Mn(φ) → M˜n(φ) and
supφ∈KM M˜n(φ) is finite, supφ∈KM |Mn(φ)− M˜n(φ)| → 0 in probability.
For any  > 0,
inf
‖φ−φ∗‖2≥
M˜n(φ) > M˜n(φ
∗).
So, by argmin continuous mapping theorem∥∥∥arg minφ∈KMMn(φ)− arg minφ∈KMM˜n(φ)∥∥∥
2
→ 0
in probability. Taking the radius M →∞ we get∥∥∥arg minφ∈Rd(m+1)Mn(φ)− arg minφ∈Rd(m+1)M˜n(φ)∥∥∥
2
→ 0
As n → ∞, λn → 0 + . Hence, in the minimization problem of M˜n(φ) 12m
∑m
k=1(θ0 +
δk − θ∗k)TΣk(θ0 + δk − θ∗k) becomes more and more important, and in the limiting case this
becomes primary objective. Looking at the loss for primary objective we see that optimum
achieved at φ for which θ0 + δk = θ
∗
k for all k ∈ [m]. Hence, arg minφ∈Rd×(m+1)M˜n(φ) →
arg minφ∈A
∑m
k=1 ‖δk‖1 + c‖θ0‖1, where, A = {φ : θ0 + δk = θ∗k}.
B Weighted identification restriction
Assumption B.1. (P1) Let α1, α2, . . . , αd ∈ [0, 3/7). For each j ∈ [d] let Ij ⊂ [m] be set
of indices such that
∑
k∈Ij nk ≥ N(1−αj). Let µj :=
∑
k∈Ij nk(θ
∗
k)j∑
k∈Ij nk
and δj be the smallest
positive real number such that (θ∗k)j ∈ [µj − δj, µj + δj] for any k ∈ Ij. We assume
that none of the (θ∗k)j’s are in the intervals [µj − 5δj, µj − δj) or (µj + δj, µj + 5δj].
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(P2) Let δ2j = mink1∈Ij ,k2 /∈Ij |(θ∗k1)j − (θ∗k2)j|. Clearly, 4δj < δ2j We assume that minj(δ2j −
4δj) > 0, and ηj ∈ (2δj, δ2j/2) is chosen in such a way that minj ((ηj − 2δj) ∧ (δ2j/2− ηj)) >
0.
Result B.2. Under the above assumptions (P1)-(P2) in B.1, the objective functions∑m
k=1 nkΨηj ((θ
∗
k)j − θ) have unique minimizers (θ∗0)j = µj, for all j.
Proof. This proof is exactly same as the proof of Result 4.5 if we assume that there are nk
many θ∗k.
Theorem B.3. Let the followings hold:
(i) For any j, {(θ∗k)j}nk=1 satisfy the assumption B.1.
(ii) The datasets {Dk}mk=1 satisfy assumptions (A1) - (A3) uniformly over k: The constants
λ0,M, σ
2 and L doesn’t depend on the dataset index k.
(iii) m = o
(
n2min
s∗2nmax log d
)
, where, nmax = maxk∈[m] nk, and nmin = mink∈[m] nk.
Define
(θ∗0)j = arg minx∈R
∑m
k=1 nkΨηj((θ
∗
k)j − x), (B.1)
where θ∗1, θ
∗
2, · · · , θ∗m ∈ Rd are the local parameters and the integrated estimator as(
θ˜′0
)
j
= arg minx
m∑
k=1
nkΨηj
((
θ˜dk
)
j
− x
)
. (B.2)
Then for sufficiently large nk we have the following bound for the co-ordinates of θ˜
′
0 and
`∞ bound for δ˜k: ∣∣∣(θ˜′0)j − (θ∗0)j∣∣∣ ≤ 2κ
√
log d
(1− αj)N , for all j, (B.3)
with probability at least 1− o(1).
Proof. The proof is similar to the proof of 4.6 if we replace γ
(j)
k by
nk∑
k∈Ij nk
1Ij(k).
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C Supplementary detail for synthetic experiment
For the synthetic analysis of integrated estimator θ̂0 we use linear model to generate the
response variables from predictors. The predictors are d dimensional random vectors, which
are generated in the following way. Let z be a d dimensional random vector, whose first
100 co-ordinates are generated from AR(1) process of N(0, 1) random variables with auto-
correlation 0.75. Rest of the co-ordinates are iid N(0, 1) random variables. The co-variate x
is then obtained in the following way,
xj =

−1 if zj < c,
0 if |zj| ≤ c,
1 if zj > c,
where, c is the 0.75-th quantile of N(0, 1) distribution. xki are iid having same distribution
as x. For the experiment, where we grow the number of data points in each datasets
as n ∈ {40, 60, . . . , 200}, and fix the number of datasets to be 10, we set the generative
regression coefficients as
θ∗1
...
θ∗5
θ∗6
...
θ∗9
θ∗10

=

5 · 11×3 5 · 11×5 01×2 01×(d−12)
...
...
...
...
5 · 11×5 5 · 11×5 01×2 01×(d−12)
5 · 11×5 −5 · 11×5 01×2 01×(d−12)
...
...
...
...
5 · 11×5 −5 · 11×5 01×2 01×(d−12)
5 · 11×5 −5 · 11×5 40 · 11×2 01×(d−12)

.
yki’s are generated form N(x
T
kiθ
∗
k, σ
2), where, σ = 0.05. For all j, we let ηj = 5. This
identifies the global parameter as θ∗0 = (5 · 11×5,01×(d−5)). The integrated estimator θ˜0 is
thresholded at the `∞ error, i.e. at t = ‖θ˜0 − θ∗0‖∞.
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In the experiment with growing number of datasets, we fix n to be 100 and choose
m ∈ {4, 8, 12, 16, 32}. For such m’s we set
θ∗1
...
θ∗m/2
θ∗m/2+1
...
θ∗m−1
θ∗m

=

5 · 11×5 5 · 11×5 01×2 01×(d−12)
...
...
...
...
5 · 11×5 5 · 11×5 01×2 01×(d−12)
5 · 11×5 −5 · 11×5 01×2 01×(d−12)
...
...
...
...
5 · 11×5 −5 · 11×5 01×2 01×(d−12)
5 · 11×5 −5 · 11×5 40 · 11×2 01×(d−12)

.
Rest of the setup are same as before. As before, we let ηj = 5. This identifies the global
parameter as θ∗0 = (5 · 11×5,01×(d−5)). The integrated estimator θ˜0 is thresholded at the `∞
error, i.e. at t = ‖θ˜0 − θ∗0‖∞.
D Supplementary Figures
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