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1
Introduction
1.1 Motivation
This thesis presents work done at the confluence of two established
topics in the area of systems engineering. Hardware virtualization,
the first of the two topics, became mainstream in the early 2000s
when solutions to virtualize the ubiquitous x86 instruction set
started to be widely available. It has since moved on to become an
established component of modern day computing. With a wide
array of virtualization products available from different vendors,
virtualization is routinely used by small businesses and warehouse-
sized computing installations alike. In particular cloud computing,
as a new model to deliver IT resources, relies heavily on fast and
efficient virtualization.
The second topic, energy efficiency, started to receive attention
at the start of the millennium, but became a really hot topic in the
latter part of the first decade. As the demand for compute and
storage capacity continues to grow, so does the size and density of
data centers. Modern compute facilities routinely consume power
on the order of multiple megawatts, requiring careful planning and
management of their energy supply. Spurred by the general debate
on climate change, people suddenly started to worry about all the
megawatts consumed by these outsized IT factories.
The research question overarching all the work presented here
is if and how hardware virtualization and related technologies can be
used to improve the energy efficiency within today’s IT landscape. Hard-
ware virtualization allows to create multiple virtual machines, all
“emulated” in software, on a single physical servers. Each virtual
machine provides the illusion of a dedicated physical server. The
ease and low cost of creating new machines has changed the way
in which IT administrators manage their infrastructure. Virtualiza-
tion allows to co-locate multiple applications on the same hardware
while ensuring strong isolation between them. In particular the
cloud computing industry, where IT resources are rented instead of
owned, uses virtualization ubiquitously.
By focusing on energy efficiency aspects, we will present chal-
lenges and propose solutions in the areas of (i) virtual machine
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scheduling within cloud data centers, (ii) on-demand resource
provisioning within cloud data centers, and (iii) efficient state syn-
chronization as a solution to the “local state” problem 1. The main1 When powering off a physical server,
the local state becomes inaccessible.
Hence, before powering down the
server, the state must be replicated to
another location to remain available.
goal with any of the techniques and tools presented here is to save
energy by turning off unused servers.
1.2 Thesis Outline
The thesis is divided into 7 chapters, including this introduction.
The following paragraphs give a brief overview of each chapter’s
content.
Chapter 2 presents a brief history of energy efficiency and vir-
tualization within the context of modern day computing. Energy
efficiency has received a lot of interest in the research community
and the wider public in the last couple of years. While energy effi-
ciency has been a concern for embedded and portable computing
devices for much longer, the focus on energy efficiency of the IT
industry as a whole is more recent. With more and more facets of
our daily lives depending on and utilizing interconnected devices,
warehouse-sized facilities are required to store and process all our
digital assets. Chapter 2 introduces the factors governing energy
efficiency of modern day data centers, as well as highlights the role
that virtualization and cloud computing play in this.
In Chapter 3 we analyze a 50 server cluster owned and operated
by our research group. Based on four and a half years of usage
data, we determine the cluster’s overall usage and energy saving
potential. While the research cluster is different from a general
purpose internet-scale data center in terms of usage patterns and
workloads, we find the same degree of overall low utilization as in
other environments. Our results regarding the cluster’s energy use
and overall utilization agree with previously published reports on
the huge potential to better utilize the servers and save significant
amounts of energy by powering off unused servers.
In Chapter 4 we investigate the benefits of specifying the lease
time upfront when requesting virtual machines in a cloud environ-
ment. Typically, the cloud customer requests computing resources
from the cloud provider in the form of readily-sized CPU, memory,
and disk configurations. What the cloud provider does not know,
however, is the time frame for which the customer intends to use
the resources. We determine if and how much specifying the lease
time helps the cloud provider to optimize the mapping of virtual
to physical resources. We are particularly interested in the effect of
how co-locating VMs with similar remaining lease times reduces
the number of powered up physical machines. The goal is to power
off servers frequently and for as long as possible to save energy.
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Chapter 5 describes a system to automatically suspend and re-
sume virtual machines based on their network activity. Idle virtual
machines, those not having received or sent any data over the net-
work for some time, are suspended to free resources for active VMs.
Suspending a VM frees up main memory which is often the first
resource to become a bottleneck in cloud environments. The au-
tomatic and explicit swapping out of VMs is combined with a fast
restore mechanism: when incoming network traffic is destined for a
suspended VM, the fast VM resume mechanism ensures a swift re-
instantiation. The important parts of the VM’s state are read prior
to restarting its execution, while the less important bits are read
lazily in the background later on.
In addition to the swift re-activation of VMs, we also present a
novel way to detect (in)activity at the network layer. Our solution
utilizes Software Defined Networking (SDN) and in particular flow
table entries to determine communication activity. Chapter 5 gives
a detailed description of the architecture, optimizations, and eval-
uation results. Our conjecture is that explicitly suspending unused
VM instances allows for better reuse of memory by multiplexing a
larger number of VM instances on a given set of servers. This, in
turn, reduces the overall number of required servers, reducing their
energy consumption and related costs.
Chapter 6 presents a low-level mechanism to efficiently syn-
chronize block-level data. Although not directly related to energy
efficiency, it deals with a problem encountered when powering off
physical servers: turning off the server also disables access to all
the data stored on locally attached disks. Hence, before turning off
the server, local updates must be copied to another machine to be
continuously accessible. In a cloud computing context, this could
mean moving virtual machine disks from a server scheduled for
power down, to another live server.
Established schemes to identify updates within a file or block
device incur a high overhead. For example, to create and com-
pare computationally expensive checksums, the entire input must
be read once. An alternative is to actively track the changes and
record which data blocks have been updated since the last synchro-
nization. We present an extension to the Linux kernel to do this
tracking at the block device layer. Chapter 6 presents the design of
our kernel extension as well as an extensive evaluation comparing
our solution against alternatives.
Chapter 7 summarizes the topics discussed in the previous chap-
ters and gives a short outlook on future developments and possible
extensions.
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Clarification of Contributions
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this thesis is based. First, I am the lead author on all 6 papers. In
5 out of 6 papers the only co-author is my supervising professor.
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Background and State of the Art
A natural question to ask is when did energy become a con-
cern? The answer is different for mobile and server computing. In
mobile computing systems, such as sensors, mobile phones, and
laptops, energy consumption directly impacts their battery life-
time. The utility of mobile computing devices is strongly related
to the time they can provide service until their batteries must be
recharged. Battery lifetime for mobile devices has improved over
the last years, thanks to the increased power density of batteries as
well as improvements in low-power electronic circuits. Still, some of
the improvements, especially with modern smartphones, have been
offset by integrating high-resolution displays and multi-core proces-
sors. Mobile phones these days provide as much compute power
as desktop machines a couple of years ago; in a much smaller
form factor. High end smartphones under typical usage must be
recharged daily, while feature phones, basic phones for text and
speech, last for a week and more on a single charge. Consumers
have come to accept this and recharging stations for modern-day
gadgets, not just smartphones, are ubiquitous nowadays.
Similar trends are observable with laptop computers. While lap-
top batteries barely lasted for 3 to 4 hours a few years ago, they
now last for an entire business day, 8 hours, and more. This is
also reflected in research publications: while researchers used to
worry about rich multi-media applications draining the battery of
their laptop 1, the focus has shifted to offload computations from 1 Mark Weiser, Brent B. Welch, Alan J.
Demers, and Scott Shenker. Scheduling
for Reduced CPU Energy. In OSDI,
pages 13–23. USENIX Association,
1994
resource-constrained smartphones to the cloud 2.
2 Byung-Gon Chun, Sunghwan Ihm,
Petros Maniatis, Mayur Naik, and
Ashwin Patti. CloneCloud: Elastic
Execution Between Mobile Device
and Cloud. In Proceedings of the
6th European Conference on Computer
Systems, pages 301–314. ACM, 2011
In any case, to answer the question of the opening paragraph:
concerns about the energy use of mobile devices are as old as the
devices themselves. Specialized mobile processors, more power effi-
cient displays, and higher-capacity batteries resulted in phones and
laptops that last an entire day under typical usage. In the context of
mobile devices, higher energy efficiency translates into an improved
user experience. For the purpose of this thesis and to delineate
our work, we consider the “energy problem” of mobile devices as
solved and do not consider this topic here.
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Switching the focus from mobile devices to data centers, en-
ergy becomes interesting for a different reason. At the size and
scale of data centers, energy-related costs drive innovation to re-
duce the overall energy use. While the energy costs of a single
computer are insignificant in comparison to the energy consumed
by an average household, it costs millions of US dollars to power
the thousands of servers that constitute today’s internet-scale ser-
vices. According to one example breakdown provided by Google,
the energy-related costs for a data center account for up to 22% of
the total cost of ownership (TCO) 3. Hence, companies operating3 L.A. Barroso and U. Hölzle. The
Datacenter as a Computer: An Intro-
duction to the Design of Warehouse-
Scale Machines. Synthesis Lectures on
Computer Architecture, 4(1), 2009
warehouse-sized compute facilities have a vested financial interest
to reduce the energy consumption of their compute operations.
Even if we ignore the financial aspects for a moment, energy
efficiency is also a concern when planning and designing a data
center. Because servers – primarily their CPUs – are fundamentally
just converting electrical energy into heat, there is a limit to how
dense these “heating elements” can be packed 4. Sufficient cooling4 Chandrakant D Patel, Ratnesh
Sharma, Cullen E Bash, and Abdl-
monem Beitelmal. Thermal Consid-
erations in Cooling Large Scale High
Compute Density Data Centers. In The
Eighth Inter Society Conference on Ther-
mal and Thermomechanical Phenomena in
Electronic Systems, pages 767–776. IEEE,
2002
and ventilation must be provided to keep the equipment within
the suggested operating margins. The guiding metric to effectively
control the temperature within the DC is Watt per unit of area. Each
cooling system has a maximum capacity of heat that it can remove,
which provides a limit on the data center’s power density.
High power densities, i.e., powerful servers packed in a tight
space, require an adequately sized cooling infrastructure. Aiming
for high density not only increases the per-server cost, but also in-
creases the cost of the supporting infrastructure. For example, a
maxed out server is often much more expensive than two moder-
ately equipped servers with the same aggregate performance.
While it is sometimes necessary to maximize the compute power
per square meter, because physical space is limited and expen-
sive, for example, in downtown New York, a scale-out strategy is
more cost effective. For example, if the data center is situated in
remote North Carolina, maximizing for Watt per square meter is
misguided, because a more spacious design saves money on the
servers and cooling infrastructure 5.5 J. Hamilton. Cooperative Expendable
Micro-Slice Servers (CEMS): Low Cost,
Low Power Servers for Internet-Scale
Services. In Conference on Innovative
Data Systems Research. Citeseer, 2009
Handling the excess heat is not only a problem at the macro,
i.e., data center, level. Providing sufficient cooling just for the CPU
presents a design limit as well. To guide the design process of cool-
ing solutions, chip manufacturers specify a metric called thermal
design power (TDP) for each processor. The TDP describes how
much energy the processor may dissipate under maximum load.
Although many factors determine a processor’s TDP, cost-efficiently
cooling the CPU poses a strong bound on the amount of heat it may
generate. To provide a reference point: a modern server-class pro-
cessor, for example, Intel’s Xeon E5, has a maximal TDP of 160 W,
while mobile processors, for example, Intel’s Haswell Core i7 series,
have a TDP as low as 11.5 W.
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Improvements in the area of chip-level power consumption are
largely driven by reducing the dimensions and operating voltage of
the billions of transistors comprising a modern CPU. For the pur-
pose of this thesis, we acknowledge that there exists a large body of
work on the next generation of transistors and their characteristics,
but this is not the focus of our research. Ideally, improvements in
energy efficiency coming from the underlying electronics contribute
to the savings we are able to achieve by other means, for example,
better virtual machine scheduling.
As a last aside on electronic circuitry and energy we want to
mention Koomey’s Law. In analogy to Moore’s Law, which fore-
casts a doubling transistor count per unit area every 18 months,
Koomey’s Law can be seen as the energy equivalent to it. Koomey’s
Law states that the energy efficiency of integrated circuits doubles
roughly every 18 months 6, i.e., almost at the same pace as Moore’s 6 Jonathan G Koomey, Stephen Berard,
Marla Sanchez, and Henry Wong.
Implications of Historical Trends in
the Electrical Efficiency of Computing.
IEEE Annals of the History of Computing,
33(3):46–54, 2011
Law. As with any such “law” describing the evolution of man-made
artifacts, it remains to be seen how long it remains valid; especially
because both laws describe an exponential growth or improvement.
Moore’s prediction proved valid for the past 40 years, but the actual
laws of physics will eventually constitute a hard limit. Similarly,
there have also been considerations about the hard physical lim-
its with respect to the minimum amount of energy required for a
computation. We shall not digress further here and instead refer the
interested reader to the literature on Landauer’s principle 7. 7 Rolf Landauer. Irreversibility and
Heat Generation in the Computing
Process. IBM Journal of Research and
Development, 5(3):183–191, 1961To summarize the first brief look at the topic of energy consump-
tion: energy has always been a concern for mobile computing de-
vices due to their limited battery capacity. To a lesser degree, en-
ergy consumption has also been a factor when designing CPUs for
stationary desktop and server machines. The excess heat, due to
the operation of millions of transistors, must be transferred away
from the CPU and dissipated to the environment. What is compar-
atively easy to do for a single CPU, becomes more involved at the
scale of thousands of CPUs and servers within an entire data center.
Before we turn to the topic of energy efficiency within data centers,
we will look at the more general relationship between energy and
power.
Power vs. Energy
When talking about energy efficient computing, it is important to
understand the fundamental relationship between power and energy.
Reducing the power consumption of a (computing) system, even
temporarily, may or may not reduce the overall energy consump-
tion. The relationship between power and energy is as follows: In
physics, electric power refers to the rate at which electricity is trans-
ferred by an electric circuit. The standard metric for electric power
is watt, with one watt being equal to one joule per second.
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As electrical power only describes the instantaneous electricity
transfer, electrical energy represents the aggregate electricity trans-
fer, i.e., power consumption over time. Assuming the function p(t)
describes the use of power over time, than energy is the integral of
this function.
To save energy, it is necessary to reduce the power consumption.
However, temporarily reducing the consumed power of an electric
circuit does not necessarily reduce its overall energy intake. After
all, we do not simply operate the (computing) machinery without a
purpose, but aim to achieve something, for example, solve a com-
plex mathematical problem. Spending less power to operate the
computing device, may prolong the task’s execution time dispro-
portionally, effectively increasing the overall energy consumption.
This is easily demonstrated by an example. Assume that an
imaginary computing device consumes 100 Watt during normal op-
eration. It takes the device one hour to finish the task, after which it
will have consumed 100 Watt ∗ 1 hour = 100 Watt hours of energy.
Now assume further that the machine can operate in two different
modes: a high performance mode which consumes 100 Watt, as
well as a lower performance, power-saving mode only consuming
50 Watt. However, the reduced energy consumption comes at the
price of reduced performance.
Cutting the power consumption by 50%, from 100 to 50 Watt,
we assume that the performance is also reduced to 50%. The
same computing task now takes longer, 2 hours in total, due to
the diminished performance. Overall, the device still consumes
50 Watt ∗ 2 hours = 100 Watt hours of energy to compute the task.
Although the power-saving mode reduces the machine’s power
consumption, the energy consumed to complete the task is un-
changed; as is the energy efficiency.
In general, coming up with accurate power/performance mod-
els is complicated 8. Components and systems for which pow-8 Francisco Javier Mesa-Martinez,
Joseph Nayfach-Battilana, and Jose
Renau. Power Model Validation
Through Thermal Measurements. In
ACM SIGARCH Computer Architecture
News, volume 35, pages 302–311. ACM,
2007
er/performance models exists typically do not have a simple linear
relationship between power and performance as we assumed in our
simple example. Besides the model’s complexity, the components
are not power proportional. With perfect power proportionality, a
device consumes 0 Watt at 0% utilization and maximum power at
100% utilization, with linearly increasing values in between. How-
ever, that is rarely the case.
One reason why real-world circuits are not power proportional
is that their total power draw often consists of a static and dynamic
component. As the terms imply, the static energy consumption is
constant over time, and, in particular, independent of the actual
utilization. The dynamic part varies over time and is influenced,
among other things, by available energy saving modes and the
device’s actual utilization.
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Let us revise the previous example in the light of static and dy-
namic power components. Assume that 20 Watt out of the total
100 Watt are attributable to the machine’s static power. That is, in
its high performance mode the dynamic power is 80 Watt, while
in its power-saving mode only 30 Watt are due to the dynamic
power. Further assume that the machine’s performance changes
linearly with its dynamic power. In this case, 80 W of dynamic
power are equivalent to full performance. On the other hand, a dy-
namic power consumption of only 30 W for the power-saving mode
equates to 3/8 or 32.5% of the full-power performance.
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Figure 2.1: Comparing full-power (top)
and power-saving mode (bottom).
Although the power-saving mode uses
less power while working on the task,
overall it uses more energy because the
task takes longer to run to completion.
Calculating the total energy to compute our imaginary task,
50 W ∗ 8/3 hours = 133 Watt hours, we see that blindly enabling our
machine’s power-saving mode actually increases the overall energy
consumption. Figure 2.1 compares the full- and low-power modes
visually.
To determine the energy efficiency of a system or device it is not
enough to focus only on energy or power. Efficiency always relates
to achieving a goal or accomplishing a task. In our example, the
task is to solve a computational problem, which is most efficiently
solved by running the device at full power. Other possible tasks,
such as answering human-generated requests as part of a web
service, may well benefit from power-saving modes to improve their
energy efficiency. If requests are few and far between, the device
does not need to run at full speed. Comparing two systems that are
both designed to fulfill the same task, whichever uses less energy is
considered more energy efficient.
The distinction between static and dynamic energy con-
sumption is encountered at many levels along the hardware stack.
Modern CPUs, for example, have multiple energy and performance
modes. Typical measures to reduce the CPU’s energy consumption
include deactivating clock signals, reducing supply voltage and/or
frequency, and deactivating caches. There is also a certain order in
which individual power-saving measures are applicable. For exam-
ple, the CPU cache can only be deactivated once all cores sharing
the cache have been switched into a low-power mode. In contrast to
the idealized linear power-performance function used as an exam-
ple at the beginning, most practical power-performance functions
are step-wise. Load
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Figure 2.2: Power/performance func-
tion of an AMD FX-8120 processor
as reported by Wamhoff et al. [2014,
Table 2]. The CPU adjusts its operat-
ing voltage and frequency in discrete
steps, called P-states, based on the pro-
cessing load. This leads to a step-wise
power/performance profile.
For example, Figure 2.2 shows the power/performance function
of a recent AMD processor. The processor can tune its power con-
sumption by adjusting the voltage and frequency it operates at. In
this context, a voltage and frequency pair is also called a P-state.
Voltage and frequency are positively correlated, i.e., reducing the
frequency allows to lower the voltage too, and vice versa. If there
is a computationally heavy task to perform, the processor ramps
up the frequency and voltage to speed up the execution. As volt-
age and frequency are chosen from a fixed set of possible pairs, the
resulting power/performance tradeoff is a step function.
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The hierarchical dependency of components and their operat-
ing modes is also present at the server and rack level. While it is
possible to power down individual components inside a server, for
example, disks, network cards, and CPUs, switching off the entire
server is only possible once it is ensured that all the constituting
components are no longer utilized. The same reasoning applies at
the rack level: equipment shared between servers within a rack, for
example, top-of-rack network switches and fans, can only be turned
off after all servers within the rack are powered down.
In summary, when reasoning about energy efficiency it is
insufficient to consider power or energy in isolation. Blindly reduc-
ing the consumed power may actually increase the overall energy
consumption. Decreasing power typically entails a decrease in per-
formance – one of many tradeoffs involved in engineering a com-
puting system. One idea that appears frequently in this space is to
employ low-power wimpy machines instead of full-power brawny ma-
chines 9. While it is true that wimpy machines consume less power9 Urs Hölzle. Brawny cores still beat
wimpy cores, most of the time. IEEE
Micro, 30(4), 2010
than brawny server, especially at low utilization levels, the ques-
tion is whether the wimpy servers have sufficient processing power
when needed. For tasks requiring primarily sequential processing
speed, wimpy machines will have a higher overall energy consump-
tion, because they sacrifice sequential processing speed for lower
power consumption. A compute intensive task runs longer on a
low-power, low-performance server than on a brawny machine;
analogous to the example brought forward earlier.
The previous discussion begs the question when it is actually
possible to save energy with low-power modes. As we will see
next, in contrast to the previous examples, which assumed a 100%
utilized system which could not gain anything from reduced-power
modes, real-world data centers have a utilization much lower than
100%. In such an environment, there are large benefits to be gained
from judiciously using low-power modes.
Low Overall Utilization
According to Hamilton 10 the largest energy consumer within a10 J. Hamilton. Cooperative Expendable
Micro-Slice Servers (CEMS): Low Cost,
Low Power Servers for Internet-Scale
Services. In Conference on Innovative
Data Systems Research. Citeseer, 2009
typical data center are the servers, which account for roughly 60%
of the data center’s overall consumption. This means that the en-
ergy efficiency of the servers is key to an overall energy efficient
data center. Unfortunately, servers are exceptionally inefficient at
the low utilization levels typically seen in data centers. Figure 2.3
illustrates this by plotting the power consumption of three different
servers against their load level. A load of 0% means the server is
completely idle, whereas at 100% load it is fully utilized. The solid
lines indicate how the servers’ energy consumption changes as their
load increases. The relationship between load and energy is typi-
cally linear, as illustrated by the solid red and blue lines, although
the figure also shows a green curve with a hypothetical convex pro-
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Figure 2.3: The figure shows the
energy consumption as a function
of the load level (solid lines), as well
as the energy efficiency (dashed
lines) for three servers. The figure
is an adaptation and was originally
published in Barroso and Hölzle 2009.
file. For this hypothetical system, the energy consumption increases
sub-linearly initially, putting its most energy efficient operating
point at less than 100% utilization.
The drawback of current servers is their high baseline power
draw at utilization levels typically observed in practice of 50% and
less. In 2007, when Google published this data, a typical server
consumed 50% of peak power at 0% utilization (cf. red line in Fig-
ure 2.3). For example, a standard server might consume 300 W
at 100% utilization and half of that, 150 W, at 0% load. The high
baseline consumption is compounded by the fact that the typical
operating region of a server within Google’s data centers is between
10-40%. Figure 2.4 shows the distribution of load levels among 5000
servers at Google. This underutilization is not just a phenomenon
at Google but a systemic problem in the IT industry 11. 11 James Glanz. The Cloud Factories
– Power, Pollution and the Internet,
2012. URL http://www.nytimes.
com/2012/09/23/technology/data-
centers-waste-vast-amounts-of-
energy-belying-industry-image.
html
The observation of chronic underutilization and low efficiency
at typical operating regions has resulted in the call for power pro-
portional computing 12. Google is also a pioneer in this area, but we
12 L.A. Barroso and U. Hölzle. The
Case for Energy-proportional Comput-
ing. Computer, 40(12):33–37, 2007
have not found publicly available numbers on the power propor-
tionality of their current servers. It was hinted to us, in private com-
munication, that a peak power draw of around 30% at 0% load is
reasonable. Hence, while there have been improvements to reduce
the baseline power consumption since the report was published
in 2009, we have not reached the goal of 10% peak power at 0%
utilization as exemplified by the blue curve in Figure 2.4.
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Figure 2.4: Average CPU utilization
for 5000 Google servers as originally
reported in Barroso and Hölzle 2009.
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Talks about low server utilization usually only refer to a
server’s central processing unit (CPU). While the CPU may be the
most well-known resource and, depending on the server’s config-
uration, the single largest energy consumer, further resources are
necessary to perform useful work. Besides the CPU, a standard
server also contains hard disks, memory, and peripheral interfaces.
It is easy to generalize from low CPU utilization to an underuti-
lized machine, but in reality all components are required to deliver
satisfying results: while the CPU is seemingly underutilized, other
components may already operate at their limit.
A machine may have a low CPU utilization because it is be-
ing used as part of an in-memory caching system. Looking at the
memory utilization of the very same machine we realize that the
memory is in fact 100% utilized. In general, it is a hard problem
to achieve balanced resource utilization, especially in the face of
changing workloads and a versatile hardware platform. While
special-purpose systems achieve spectacular energy efficiency
scores in their respective domain 13, it is much harder to achieve13 D.G. Andersen, J. Franklin,
M. Kaminsky, A. Phanishayee, L. Tan,
and V. Vasudevan. FAWN: A Fast
Array of Wimpy Nodes. In Proceedings
of the ACM SIGOPS 22nd Symposium
on Operating Systems Principles, pages
1–14. ACM, 2009
similar levels of efficiency with a hardware platform capable of
running a diverse set of workloads.
In an ideal world, all the resources a server has to offer would be
used equally. This is, however, rarely the case in the real world. A
recent study by IBM 14 confirms the unequal usage of different re-14 R. Birke, L. Y. Chen, and E. Smirni.
Data Centers in the Wild: A Large
Performance Study. RZ3820, 2012a.
URL http://domino.research.ibm.
com/library/cyberdig.nsf/papers/
0C306B31CF0D3861852579E40045F17F
sources. The authors monitored a fleet of several thousand servers
across multiple data centers over a two year period. Even though
the CPUs only show an average utilization of 18% across all servers
during the entire period, memory and disk show average utilization
values of 78% and 75%, respectively. Focusing only on CPU utiliza-
tion it may look like there is a potential to improve the utilization
by a factor of 5, i.e., by consolidating the workloads on 1/5th the
physical resources, increasing average utilization to 5*18% = 90%.
But even in this simplistic case, regarding only the CPU, tempo-
ral changes in utilization restrict the consolidation factor to below
the theoretical limit of 5x. The same study reports CPU utilization
peaks of 50% for some servers. Considering this, a consolidation
factor of 2x seems more realistic: capacity planning must leave
headroom for sudden load peaks. The question then becomes how
much headroom is needed and what kind of insurance the head-
room buys to handle load surges. In some scenarios, even a single
server on standby can be enough to handle load variations 15.15 Ittay Eyal, Flavio Junqueira, and
Idit Keidar. Thinner Clouds with
Preallocation. In 5th USENIX Workshop
on Hot Topics in Cloud Computing,
Berkeley, CA, 2013. USENIX. URL
https://www.usenix.org/conference/
hotcloud13/workshop-program/
presentations/Eyal
Consolidation must also take workload interactions into ac-
count. Combining two workloads that each use 50% of a server’s
resources maximizes the server’s utilization, but negatively affects
the workloads at the same time. Because performance isolation
is far from perfect, the quality metrics associated with the work-
loads, e.g., response latency or job completion time, will suffer from
overzealous consolidation 16.
16 Shekhar Srikantaiah, Aman Kansal,
and Feng Zhao. Energy Aware Con-
solidation for Cloud Computing. In
Workshop on Power-Aware Computing
and Systems. USENIX Association, 2008
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In summary the major share of the overall energy consumption of
a data center is due to the servers, which makes them a worthwhile
optimization target. Additional energy is wasted due to the low
average (CPU) utilization in data centers. The typical operating
region of 10%-40% server utilization is where the server has its
worst energy efficiency. Next we will present previous work which
tried to improve the server utilization, pushing it to more energy
efficient operating regions.
2.1 Power Saving Techniques
Active vs. Idle Low-power Modes
In terms of energy efficiency, two fundamental device operating
modes exist: active and idle. An active state allows the device to
perform useful work, although possibly at a reduced rate, if it is a
low-power active state. An idle state, on the other hand, character-
izes a state in which the device cannot perform any work. Hence,
three sensible states exist: full-power active, low-power active, and
low-power idle. This is also the order from highest consuming state
to lowest. Low-power idle states achieve higher energy savings
compared to low-power active states due to the complete seizure of
work. However, this comes at the expense of longer transition times
until work can be resumed again. While the low-power active mode
continues to get work done, although at a lower rate, an idle device
must first be reactivated, incurring a delay.
To give an example, consider the suspend-to-memory functional-
ity of modern servers. A suspend-to-memory transitions the server
from an active full-power mode into an idle low-power mode. Only
the network card and main memory continue to be supplied with
power, while all other components are off. Because the CPU is off,
the server cannot perform any work, e.g., answer requests com-
ing in over the network. At the same time, the server’s power
consumption is reduced from more than 100 Watt, depending on
configuration, to 10− 20 Watt, a significant reduction.
An active low-power mode example is the ability to dynami-
cally adapt the processor’s frequency. In times of low demand, the
frequency can be varied in fixed, discrete steps. This technique is
known as dynamic voltage frequency scaling (DVFS). However,
DVFS only reduces the power consumption by tens of Watts. Also,
the savings are limited to a single server component, the CPU,
while other components are not designed to operate at different
activity levels.
The question of whether active or idle power modes can be ap-
plied boils down to how fast the system/component can transition
between the full-power and low-power states. Suspending a physi-
cal server takes on the order of a few seconds, as does resuming it.
Because suspending cannot usually be interrupted, the minimum
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delay once a suspend was initiated is a few seconds. If the services
running on that server have to guarantee latencies in the millisec-
ond range, transitions on the order of multiple seconds preclude
the use of these full-system idle states.
Meisner et al. 17 investigated what characteristics full-system17 D. Meisner, B.T. Gold, and T.F.
Wenisch. PowerNap: Eliminating
Server Idle Power. ACM SIGPLAN
Notices, 44(3):205–216, 2009
active and idle states should have as well as their transition times.
They argue for a simplified solution space when it comes to energy
saving modes. Instead of having multiple active and idle low-power
modes with different performance, energy consumption, and transi-
tioning time tradeoffs, they argue that one full-system idle and one
full-system active state are sufficient. The only remaining challenge
is to engineer the system in such a way that it allows to transition
between the two modes fast enough to be useful.
In later work, trying to apply the same principles to request-
parallel workloads within Google, the authors concluded that the
application of existing full-system idle power modes is “not en-
ticing” considering the idle power mode’s impact on the request
latency. The transition times between existing power saving modes,
incur unacceptably high delays 18. This is in direct contrast to their18 D. Meisner, C.M. Sadler, L.A. Bar-
roso, W.D. Weber, and T.F. Wenisch.
Power Management of Online Data-
Intensive Services. In International
Symposium on Computer Architecture,
2011
earlier work on hypothetical power saving modes and their transi-
tioning times: practically available power saving modes are unus-
able for request-parallel workloads demanding consistent millisec-
ond response times. Full-system low-power modes are especially
challenging for multi-core systems where, for example, all cores
must be unused before the entire CPU can be turned off. In their
third and last work in this “series”, Meisner and Wenisch proposed
a system design and scheduling algorithm to better align the idle
periods of each core while bounding the maximum request delay
at the same time 19. The underlying principle is well known: accu-19 David Meisner and Thomas F
Wenisch. Dreamweaver: Architec-
tural Support for Deep Sleep. ACM
SIGPLAN Notices, 47(4):313–324, 2012
mulate multiple requests to process them in batches to artificially
create periods of high activity, interspersed with periods of no ac-
tivity during which all the server’s cores can be switched off.
While full system idle modes may be unattractive for request-
parallel workloads as encountered by Google, they may still be
applicable under different circumstances. In Chapter 4 we will
investigate how to exploit full system idle modes for infrastruc-
ture clouds. Instead of a large collection of computers serving
concurrent requests for a single service, infrastructure clouds ac-
commodate requests for comparatively long-lived virtual machine
instances. Whereas request latencies for Google-style services are
on the order of tens to hundreds of milliseconds, “requests” in in-
frastructure clouds are for VM instances which will run for hours.
Introducing delays of a few seconds, for example, to power up a
physical server, is probably acceptable for VMs running multiple
hours, whereas it is unacceptable in the former case where response
times are measured in milliseconds.
Optimizing the assignment of virtual to physical machines in
infrastructure clouds has a profound impact on the number of
energy efficient cloud computing: techniques and tools 23
required active physical servers. Reducing the number of active
servers significantly reduces the overall energy consumption. Wait-
ing a few seconds for a server to come up when it is needed, is an
acceptable tradeoff if it enables us to save energy.
For completeness, the next section summarizes previous
work done at the level of individual server components, i.e., CPU,
memory, disk, and network cards. As the material is not required
to follow the remainder of the thesis, the next section can be safely
skipped by the busy reader without missing any relevant material.
Component-wise Energy Savings
Besides research into full-system low-power modes the same con-
cept also applies to individual components within the server. The
main components constituting a modern server are CPU, mem-
ory, disks, and network cards. We briefly look at their evolution in
terms of energy efficiency in the following sections.
Processors have supported multiple power modes starting
from as early as Intel’s 486 processors 20. By progressively lowering 20 http://www.hardwaresecrets.com/
article/Everything-You-Need-to-
Know-About-the-CPU-C-States-
Power-Saving-Modes/611
the frequency, reducing the supply voltage, or cutting the clock fre-
quency all together of on-chip components, the CPU enters deeper
and deeper power saving modes, called C-states. The typical trade-
off between reduced energy consumption and wakeup latencies
also applies to CPUs: higher C-states yield higher energy savings
but also incur longer transition delays. Besides the traditional C-
states, more recent processors feature further power/performance
tradeoffs in the form of P-states. In contrast to C-states, the pro-
cessor can actually perform useful work in any of the available
P-states. That is, while C-states are idle low-power modes, P-states
are active low-power modes. Higher P-states translate into a lower
processor frequency and supply voltage. While the processor offers
the means to switch between different P-states, effectively utiliz-
ing them is challenging 21. The issue is further complicated by the
21 D.C. Snowdon, E. Le Sueur, S.M. Pet-
ters, and G. Heiser. Koala: A Platform
for OS-Level Power Management. In
Proceedings of the 4th ACM European
Conference on Computer Systems, pages
289–302. ACM, 2009
possibility of even newer processors to temporarily boost their fre-
quency and voltage above their nominal values 22. Just looking at
22 Jons-Tobias Wamhoff, Stephan Di-
estelhorst, Christof Fetzer, Patrick Mar-
lier, Pascal Felber, and Dave Dice. The
TURBO Diaries: Application-controlled
Frequency Scaling Explained. In Pro-
ceedings of the 2014 USENIX Annual
Technical Conference, pages 193–204,
Philadelphia, PA, June 2014. USENIX
Association. ISBN 978-1-931971-
10-2. URL https://www.usenix.
org/conference/atc14/technical-
sessions/presentation/wamhoff
the multitude of different power/performance modes, one can al-
ready see the appeal of a much simpler model with a single active
and a single idle state argued for by some researchers 23.
23 D. Meisner, B.T. Gold, and T.F.
Wenisch. PowerNap: Eliminating
Server Idle Power. ACM SIGPLAN
Notices, 44(3):205–216, 2009
Main memory does not offer the fine grained tunability of
power and performance offered by modern processors. While there
has also been innovation for memory, it has been primarily in the
realm of higher transfer bandwidths, although the energy effi-
ciency also increased due to lower operating voltages. For example,
DDR 1 memory uses a supply voltage of 2.5 V while DDR 3 mem-
ory operates at 1.5 V. Mobile devices, such as smartphones and
tablets, use a special low-power DDR memory which incorporates
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advanced techniques to reduce the power consumption even fur-
ther 24. Higher production costs, due to lower volume, make them24 JEDEC Solid State Technology
Association. JESD209-3 LPDDR3
Low Power Memory Device Standard.
URL http://www.jedec.org/sites/
default/files/docs/JESD209-3.pdf
less appealing for use in servers. The higher purchasing costs may
not be amortized by the cost savings accrued due to their lower en-
ergy consumption. On mobile devices, where lower power directly
translates into a longer lasting battery, consumers do appreciate
and pay for the benefit. Time will tell whether memory chips in-
cluding power saving provisions will also make it into the server
market. A recent analysis has shown that green DRAM in servers
does indeed make sense from a cost perspective 25. The DRAM25 Jonathan G Koomey. The Economics
of Green DRAM in Servers. 2012 power consumption may receive higher attention in the future as
the memory density grows and increasing amounts of data are
entirely held in volatile memory 26.26 John Ousterhout, Parag Agrawal,
David Erickson, Christos Kozyrakis,
Jacob Leverich, David Mazières, Sub-
hasish Mitra, Aravind Narayanan,
Diego Ongaro, Guru Parulkar, et al.
The Case for RAMCloud. Commu-
nications of the ACM, 54(7):121–130,
2011
With ever increasing storage demands, disk drives were
also scrutinized with respect to potential energy savings. Drive
manufacturers have started to cater to the energy-conscious con-
sumer by introducing “green” models of established disk drives.
The typical differentiating factor is the lower rotational speed of the
disk spindles plus some proprietary power management logic. By
spinning the spindles at only 5400 rounds per minute, instead of
7200 or 15000, the drive’s motor consumes less energy, making the
drive “greener”. The drive’s power management logic will also
deactivate the motor entirely, basically halting the spindles, when
the drive is idle. Because most consumers only tax their disk drives
lightly, i.e., the disk is idle most of the time anyway, the impact of
a reduced rotational speed on other performance metrics, such as
seek latency, is likely not noticeable by the average consumer.
Disk drives commonly only support a single rotational speed for
their spindles, allowing two operating modes: spinning or station-
ary. While the disk is busy, a typical model, for example the WD
RE 4 TB SATA model (WD4000FYYZ)27, consumes around 10 Watt.27 http://www.wdc.com/wdproducts/
library/?id=384&type=8 Because the drive’s energy consumption is strongly related to the
spindle’s spinning speed, it might be desirable to have more than
a single rotational speed per disk and to adjust the speed dynam-
ically. Using simulations, researchers have, at least theoretically,
investigated the potential benefit of variable spinning speeds 28.28 Q. Zhu, Z. Chen, L. Tan, Y. Zhou,
K. Keeton, and J. Wilkes. Hibernator:
Helping Disk Arrays Sleep through
the Winter. In ACM Symposium on
Operating Systems Principles, volume 39,
pages 177–190. ACM, 2005
However, we do not know of any purchasable disk drive that allows
to dynamically change the rotational speed.
As with the other components, transitioning the drive between
active and idle mode takes on the order of seconds. The motor
must first spin up the idle platters to 7200 rounds per minutes
before the disk can service any requests again. This can take up
to 10 seconds and is a major contributor to long resume times of
physical machines 29.29 https://01.org/suspendresume/
blogs/tebrandt/2013/hard-disk-
resume-optimization-simpler-
approach
Solid state disks (SSDs) are a less power hungry alternative to
spinning hard disks. SSDs save power by not having any moving
parts, i.e., they do not require a motor to keep the spindles rotating.
Hence, some SSDs use less than 1 W while being fully operational.
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For example, a recent model from Samsung, the SSD 840 EVO, only
consumes 0.1 W when busy, and even less when idle 30. Probably 30 http://www.samsung.com/global/
business/semiconductor/minisite/
SSD/global/download/Samsung_SSD_
840_EVO_Data_Sheet_rev_1_1.pdf
more relevant are the numbers from a recent Intel data-center grade
SSD. This consumes around 6 W during typical operation and 0.6 W
when idle 31. Even though SSDs consume less energy, their price 31 http://www.intel.com/content/
dam/www/public/us/en/documents/
product-specifications/ssd-dc-
s3700-spec.pdf
per gigabyte is considerably higher than for HDDs, which must
also be taken into account when making a purchasing decision.
The last relevant component inside the server is the network
card. For our purposes we only focus on conventional one gigabit
networking equipment. Although 10 gigabit network cards and
switches are available and offer 10 times the throughput of 1 gigabit
network cards per port, the cards themselves are also at least ten
times as expensive. As far as power goes, a typical one gigabit net-
work card consumes around 2 W. While some cards consume less
power when idle, for other cards there is virtually no difference 32. 32 Marcus Hähnel, Björn Döbel, and
Hermann Härtig. eBond: Energy
Saving in Heterogeneous R.A.I.N. In
e-Energy Conference. ACM, 2013
According to a study by Hähnel et al., network cards are also not
power-proportional. One model used in their study had a baseline
idle consumption of 1.4 W, while consuming 1.75 W under full load.
That is, the baseline consumption is equivalent to 80% of the peak,
clearly far from power-proportional.
Summary
Previous work on energy efficiency in data centers has focused on
the servers because they consume the majority of energy among the
IT equipments. Low utilization values exacerbate the energy waste,
because servers operate at a low efficiency when they are only
lightly loaded. We would like to switch off servers, as this would
yield a large reduction in energy consumption. Unfortunately, this
is not possible for request parallel workloads due to their stringent
requirements on request latencies: turning servers on and off takes
seconds, while response latencies are measured in milliseconds.
However, not every data center runs Google-style workloads,
and turning unused servers off is still a viable strategy to save
energy for other, more forgiving, workloads. One such area is cloud
computing and in particular infrastructure clouds, which will be
covered next.
2.2 Cloud Computing and Virtualization
Cloud computing, as we understand and use the term today, did
not even exist 10 years ago. When Amazon, until then primarily
known as an online book shop, started selling its excess compute
capacity over the internet in 2006, it started a new trend that has
shaped the industry since then and is now a billion dollar busi-
ness 33. 33 http://bits.blogs.nytimes.com/
2014/08/03/cloud-revenue-jumps-
led-by-microsoft-and-ibm/
Cloud computing, essentially, is the delivery of IT resources over
the internet with a pay-per-use accounting model. While Amazon
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originally may have only been interested in improving the return
on investments of its IT infrastructure, which is sized to cope with
massive sales on two occasions per year, Black Friday and Christ-
mas, Cloud computing is now an entire new branch within the IT
industry. Although the benefits are sometimes hard to quantify, for
example, if and when it reduces the IT related costs, they are obvi-
ous in other cases: a few years ago, the New York Times newspaper
converted full page images of its newspapers from 1851 to 1922 into
PDF files within a few hours 34. This example illustrates two often34 http://open.blogs.nytimes.com/
2007/11/01/self-service-prorated-
super-computing-fun/
brought forward benefits of cloud computing: (a) flexibility and
(b) cost savings. With cloud computing, compute resources can be
acquired within minutes and compared to purchasing hardware for
a one-off job it is also cheaper. Other, less tangible benefits, include
increased reliability and higher cost efficiency due to consolidation.
Instead of each small enterprise relying on half a person to care
for the IT, the responsibility is outsourced to a big cloud provider,
where a handful of people reliably run thousands of servers.
SaaS
PaaS
IaaS
Figure 2.5: The three major cloud
service delivery models: Infrastructure
as a Service (Iaas), Platform as a
Service (PaaS), and Software as a
Service (SaaS).
Under the umbrella of cloud computing three similar, but
distinct offerings have developed. They are distinguished by the
abstraction level at which resources are rented. With Infrastructure
as a Service resources are delivered in the form of virtual machines.
The customer has complete control over the VMs to set up his soft-
ware infrastructure exactly as he desires. With Platform as a Service
the customer gets access to an application framework in which a
particular service is developed. The provider takes care to scale
the underlying resources as needed. This frees the customer from
having to configure and deploy virtual machines. Instead, he can
focus on developing the application layer logic. Software as a Service
is the highest layer of cloud computing services. Typical examples
are web mailers and customer relationship management (CRM)
software. The service is delivered over the internet and anyone with
a modern web browser can use it. Fees are then charged per user,
typically in a subscription-style contract, i.e., monthly payments
must be made to be able to continue to use the service. In this the-
sis we exclusively focus on the Infrastructure as a Service delivery
model, which greatly benefits from hardware virtualization.
An important part of the infrastructure cloud is its scheduler.
Customers specify exactly what kind of virtual machine they want,
i.e., number of CPUs, amount of memory, and disk space, before
submitting their request. The cloud provider then must decide
on which physical machine to place the virtual machine. Entire
PhD theses have been written on the subject 35 and we revisit the35 Anton Beloglazov. Energy-Efficient
Management of Virtual Machines in Data
Centers for Cloud Computing. PhD
thesis, Department of Computing and
Information Systems, University of
Melbourne, 2013
problem in Chapter 3. Our central research question is if and how
the scheduling for infrastructure clouds can be optimized knowing
the VM’s reservation time. Among the many parameters a cloud
customer has to specify for a VM, the intended lease or reservation
time is not among them.
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Hardware Virtualization
An important enabling technology that goes hand in hand with
cloud computing is hardware virtualization. Although existing in
some form or another since the early 1960s, for example, in IBM
mainframe computers, modern day virtualization technology only
became widely available in the early 2000s. With hardware virtu-
alization, it is possible to create the illusion of a dedicated physical
machine, while in fact the virtual machine runs alongside other
virtual machines on shared hardware. The ability to create custom-
sized virtual machines, i.e., vary the processor count and amount
of memory freely, enables the cloud provider to “chop up” pow-
erful servers into numerous smaller units, which are rented out to
individual cloud customers.
Because of the ability to run multiple virtual machines securely
isolated from one another on the same hardware, virtualization
enables high consolidation ratios. Previous deployments of one
service per server to achieve isolation and minimize interference
between different software components, can these days be realized
with much less hardware, due to virtualization.
Today, there are many different virtualization products on the
market: VMware, Xen, QEMU/KVM, VirtualBox, and HyperV, are
probably the most popular ones. Some of them are commercial
products, while others are freely available for download. Besides
the virtualization software itself, the accompanying tools to manage
a fleet of physical and virtual servers is what sets the different so-
lutions apart. As part of this thesis, we worked with QEMU/KVM
because its source code is available to download and modify.
With all the benefits there are, of course, also downsides. The
degree with which cloud computing has permeated the IT industry
becomes especially visible when a large cloud computing provider
fails. As a result of the outage, many of the relying companies with
inadequate fail-over strategies will not be reachable anymore. While
outages are less frequent, because the cloud providers have a vested
business interest in making the infrastructure as reliable as possi-
ble, they are, at the same time, more visible. When a “cloud” fails,
the outage affects many of its customers simultaneously. Also, the
cloud does not relief the system designer from incorporating fault
tolerance into the deployed applications 36. Large cloud providers 36 Bryan Ford. Icebergs in the Clouds:
The Other Risks of Cloud Computing.
In Workshop on Hot Topics in Cloud
Computing. USENIX Association, 2012
now routinely offer multiple availability zones, that provide certain
degrees of fault independence. If one data center goes offline, be it
due to squirrels, hunters, or lightning 37, only resources within the 37 http://www.wired.com/2012/07/
guns-squirrels-and-steal/affected availability zone become unavailable. Hence, while reliabil-
ity may generally be higher in the cloud, the failure probability is
still non-zero.
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Virtual Machine Migration
The execution of multiple securely isolated operating systems on
the same physical hardware is only one benefit of hardware virtual-
ization. Having another layer between the operating system and the
hardware also eases the task of managing the (virtual) infrastruc-
ture. An important selling point of virtualization is the convenient
relocation of VMs between different physical machines, also called
virtual machine migration. Virtual machines can be migrated for any
number of reasons, for example, to vacate a host for hardware/soft-
ware upgrades, to perform load balancing, or resolve resource hot
spots. Vogels 38 succinctly summarized these and other use cases of38 W. Vogels. Beyond Server Consolida-
tion. Queue, 6(1):20–26, 2008 virtualization.
The conceptual predecessor to virtual machine migration is
process level migration 39. The main difference, as the terms already39 Frederick Douglis. Transparent Process
Migration in the Sprite Operating System.
PhD thesis, University of California,
1987
suggest, is the execution context’s level of abstraction at which mi-
gration occurs. This naturally reflects on the challenges involved
with the migration process. For process level migration, there is
typically a problem with residual dependencies to the source host.
Open resource descriptors, such as file handles, must remain valid
on the migration target. Access to these resources is then typically
forwarded to the original host, restricting the applicability of pro-
cess migration to temporary scale-out scenarios.
One of the earliest works in the area of virtual machine mi-
gration is by Sapuntzakis et al. 40. Users can switch locations, for
40 C.P. Sapuntzakis, R. Chandra,
B. Pfaff, J. Chow, M.S. Lam, and
M. Rosenblum. Optimizing the
Migration of Virtual Computers. ACM
SIGOPS Operating Systems Review, 36
(SI):377–390, 2002. ISSN 0163-5980
example, moving between home and office, while their personal
“capsule” moves with them. Independent of the user’s physical
location, their virtual workspace follows them to provide a con-
sistent experience. To make the migration of capsules practical,
Sapuntzakis et al. introduced many ideas now taken as granted
in VM migration implementations, i.e., memory ballooning, com-
pressing memory pages for transfer, copy-on-write disks, and on
demand page fetching.
Soon, further virtualization solutions became available 41 and
41 P. Barham, B. Dragovic, K. Fraser,
S. Hand, T. Harris, A. Ho, R. Neuge-
bauer, I. Pratt, and A. Warfield. Xen
and the Art of Virtualization. In Pro-
ceedings of the 19th ACM Symposium
on Operating Systems Principles, pages
164–177. ACM, 2003. ISBN 1581137575
showed the viability of migrating a running VM instance 42. While
42 Christopher Clark, Keir Fraser,
Steven Hand, Jacob Gorm Hansen, Eric
Jul, Christian Limpach, Ian Pratt, and
Andrew Warfield. Live Migration of
Virtual Machines. In Proceedings of the
2nd USENIX Symposium on Networked
Systems Design and Implementation,
pages 273–286, Berkeley, CA, USA,
2005. USENIX Association
the capsules were suspended during migration, also called offline
or cold migration, live migration moves VMs without shutting them
down. Overall, the VM’s unavailability is small, sometimes as low
as a few hundred milliseconds for amenable workloads.
Since then, numerous academic works have taken up the mi-
gration topic and enhanced the basic technique in various ways: for
example, to reduce the volume of data transferred during migra-
tion, compression can be used 43. Others have proposed to replace
43 H. Jin, L. Deng, S. Wu, X. Shi, and
X. Pan. Live Virtual Machine Migra-
tion with Adaptive Memory Com-
pression. In International Conference
on Cluster Computing and Workshops,
pages 1–10. IEEE, 2009; and P. Svärd,
B. Hudzia, J. Tordsson, and E. Elmroth.
Evaluation of Delta Compression Tech-
niques for Efficient Live Migration of
Large Virtual Machines. In Interna-
tional Conference on Virtual Execution
Environments, pages 111–120. ACM,
2011
the original pre-copy live migration strategy by a post-copy approach.
During pre-copy migration, the virtual machine’s state is copied to
the destination in rounds. This is necessary, because the VM contin-
ues to run on the source while the migration is in progress. In the
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course of its normal operation, the VM will update memory pages
that have already been transferred to the destination, invalidating
the destination’s copy of the page. To synchronize the source with
the destination, the migration algorithm must track the page mod-
ifications at the source. During the next round, all the pages that
have been updated during the last round, must be copied again. To
make sure the migration eventually finishes, the number of possible
rounds is bounded. During the last round, the VM is paused, the
remaining pages transferred, and execution resumed at the destina-
tion.
Post-copy migration proposes to switch execution immediately
to the destination and transfer data on-demand 44. Whenever the 44 M.R. Hines and K. Gopalan. Post-
copy Based Live Virtual Machine
Migration Using Adaptive Pre-Paging
and Dynamic Self-Ballooning. In Inter-
national Conference on Virtual Execution
Environments, pages 51–60. ACM, 2009;
and T. Hirofuchi, H. Nakada, S. Itoh,
and S. Sekiguchi. Enabling Instanta-
neous Relocation of Virtual Machines
with a Lightweight VMM Extension.
In 2010 10th IEEE/ACM International
Conference on Cluster, Cloud and Grid
Computing, pages 73–83. IEEE, 2010
VM accesses not-yet-copied state, it is briefly paused while the
missing state is fetched from the source. The benefit is that each
page is copied exactly once, reducing the overall data volume to the
theoretical minimum. However, the frequent short interruptions,
due to fetching state from the source, reduce the VM’s performance
on the destination host initially.
A third alternative, besides pre- and post-copy, is replay-based
migration 45. The source creates a consistent checkpoint of the VM
45 H. Liu, H. Jin, X. Liao, L. Hu, and
C. Yu. Live Migration of Virtual Ma-
chine Based on Full System Trace and
Replay. In International Symposium on
High Performance Distributed Computing,
pages 101–110. ACM, 2009
and traces modification events. At the destination, the checkpoint
and event trace are combined to re-create the VM’s state. Multi-
ple rounds of tracing and replay may be necessary before the state
at the source and destination converge, as is the case with pre-
copy migration. Trace-based migration reduces the overall transfer
volume because traces capture high-level events instead of their
low-level manifestation in memory. The downside is the overhead
imposed by tracing relevant system-level events, which was accept-
able for the investigated workloads according to the authors.
Irrespective of how migration is implemented in a spe-
cific hypervisor, researchers have used migration as a mechanism
for solving various related problems: for example, to resolve hot
spots that may occur when over-committing resources 46. As one 46 T. Wood, P. Shenoy, A. Venkatara-
mani, and M. Yousif. Black-Box and
Gray-Box Strategies for Virtual Ma-
chine Migration. In Proceedings of the
4th USENIX Symposium on Networked
Systems Design and Implementation, 2007
use case of virtualization is to consolidate services that previously
were running on individual servers, it is tempting to push this idea
further and run more VMs than is strictly allowed by the hardware
resources. The underlying assumption is that the individual VMs
rarely use all their allocated resources simultaneously, because the
allocated resources in sum exceed the physically available resource.
If this should happen, the physical server becomes a hot spot. By
migrating VMs to less loaded servers, the hot spot is resolved.
VM migration between data centers is even more challeng-
ing. Because the network topology changes, i.e., the source and
target network are separate IP subnets, another layer of indirection
to refer to the VM is required, e.g., a domain name. Further adap-
tations are necessary because the migration logic can no longer rely
on shared storage: if the source and destination hosts are located
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in different data centers, they likely do not have access to the same
persistent storage pool. Whereas previously only the guest’s mem-
ory state had to be transferred, now the persistent storage must be
moved too. The migration overhead can be reduced by eliminating
redundancy 47 and exploiting similarity between VMs when mi-47 Timothy Wood, KK Ramakrishnan,
Prashant Shenoy, and Jacobus Van der
Merwe. CloudNet: Dynamic Pooling
of Cloud Resources by Live WAN
Migration of Virtual Machines. In
International Conference on Virtual
Execution Environments. ACM, 2011
grating entire virtual clusters 48. Virtual private networks (VPNs)
48 Pierre Riteau, Christine Morin, and
Thierry Priol. Shrinker: Improving
Live Migration of Virtual Clusters
over WANs with Distributed Data
Deduplication and Content-Based
Addressing. In Euro-Par 2011 Parallel
Processing, pages 431–442. Springer,
2011
can provide seamless network connectivity across geographically
distributed locations.
Virtualization-aided Energy Savings
Although not strictly related to energy savings in and around the
data center, similar approaches based on consolidation and VM
migration have been pursued for clusters of desktop machines. As
the PC is now a pervasive tool in offices of enterprises, government
agencies, and universities, there is a potential to power off machines
when they are not used, i.e., over night. While leaving the desktop
machines powered on over night may, at least partly, be an issue of
habit and workplace culture, having an unobtrusive and automated
power management solution is clearly preferable.
As opposed to the data center, where stringent request latency
requirements prevent the use of coarse grained full-system low-
power idles modes, they are very well applicable within a cluster
of desktop machines. Idle intervals last on the order of minutes
to hours, for example, during lunch or over night. One typical
approach is to virtualize the desktop and live migrate idle desktop
VMs to a centralized server 49.49 N. Bila, E. de Lara, K. Joshi, H.A.
Lagar-Cavilla, M. Hiltunen, and
M. Satyanarayanan. Jettison: Efficient
Idle Desktop Consolidation with
Partial VM Migration. In EuroSys, 2012
Forgoing virtualization, alternative solutions propose to create
a minimal proxy for each desktop 50. The proxy consumes sig-
50 Y. Agarwal, S. Savage, and R. Gupta.
Sleepserver: A Software-Only Ap-
proach for Reducing the Energy
Consumption of PCs within Enter-
prise Environments. In Proceedings
of the 2010 USENIX Annual Technical
Conference. USENIX Association, 2010
nificantly fewer resources than a fully virtualized desktop, while
its main job is to maintain the network presence of the original
desktop. The proxy participates in basic network protocols such
as ARP, extending the periods during which the desktop is turned
off. Whenever the proxy cannot handle a request, it wakes up the
desktop and forwards the network packets such that the desktop
can process them.
Previous proposals included making network cards more intel-
ligent such that they can handle packets without waking up the
host 51. The drawback of this approach is its reliance on custom51 Y. Agarwal, S. Hodges, R. Chandra,
J. Scott, P. Bahl, and R. Gupta. Somnil-
oquy: Augmenting Network Interfaces
to Reduce PC Energy Usage. In Pro-
ceedings of the 6th USENIX Symposium
on Networked Systems Design and Im-
plementation, pages 365–380. USENIX
Association, 2009
hardware, which does not yet exist. Moving state and computation
onto the network card also does not solve the problem of reintegrat-
ing the state, when the host is finally woken up again.
For small to medium sized enterprises with a few hundred desk-
tops, the savings due to energy costs can easily reach thousands
of USD/EUR. However, the cost/benefit calculation usually never
involves additional costs imposed by maintaining the additional
hardware, e.g., servers to consolidate the desktops on, nor any labor
costs, such as paying the developer to implement such a system.
Those costs may well nullify any energy-related savings.
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Cloud and Virtualization Summary
Cloud computing as a new paradigm has changed the way in
which computing is done. The flexibility and ease to acquire and
release resources on-demand is truly great for the customers. Be-
cause cloud computing is such a large industry now, it makes sense
to focus our energy efficiency efforts on this particular kind of com-
puting. The requirements and peculiarities are different enough
from request-parallel workloads to allow full-system power modes
to be applied.
Further, we highlighted the role hardware virtualization plays
within the cloud ecosystem. Ubiquitous and performant hardware
virtualization was an enabling technique for today’s clouds. Along
with virtualization came related technologies to manage the ever
growing number of virtual machines. Most prominent is the ability
to migrate VMs between servers, for example, either to vacate the
server for maintenance or to dynamically rearrange VMs accord-
ing to their current use of resources. VM migration is also used to
save energy in office environments, by consolidating idle virtual-
ized desktop machines on central servers. Some of the ideas from
this space have inspired our work on truly on-demand cloud re-
sources in Chapter 5. Instead of idle desktop machines, we target
idle virtual machines in cloud data centers.
2.3 Background Summary and Outlook
This chapter started with a look at the history of energy efficient
computing. While energy consumption has always been important
for mobile devices, say, laptops and mobile phones, the focus on
energy efficiency within data centers is more recent.
We briefly elaborated on the relationship between power and
energy, concluding that blindly reducing the power consumption
does not necessarily translate into a lower energy consumption. The
reduced energy consumption is typically achieved by sacrificing
performance. Reducing the performance may prolong the execution
such that the total power consumed by a task is effectively higher.
As is often the case, improving one metric, i.e., reducing the energy
consumption, often negatively affects other metrics, e.g., perfor-
mance, in this case.
Concerned about energy consumption in data centers we
turned our attention to the servers within those data centers as
a worthwhile optimization target. Studies have concluded that
about 60% of the IT equipment’s power is consumed by servers 52. 52 J. Hamilton. Cooperative Expendable
Micro-Slice Servers (CEMS): Low Cost,
Low Power Servers for Internet-Scale
Services. In Conference on Innovative
Data Systems Research. Citeseer, 2009
Combined with their overall low average utilization and high base-
line power consumption, it is sensible to look for techniques to
power off unused servers. Chapter 3 will present usage data for a
50 server cluster operated by our research group. The data from our
own analysis confirms the overall low server utilization.
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We also presented hardware virtualizations and accom-
panying techniques, e.g., virtual machine migration, as a means to
increase the server utilization. Services previously running on dis-
tinct hardware, for fear of interference and isolation concerns, can
now run in parallel on the same server, thanks to hardware virtu-
alization. Besides the ability to co-locate multiple virtual machine
instances, virtualization also made it easier to move workloads
between physical servers, either for load balancing, infrastructure
management or vacate servers before shutting them down. An
approach to increase the number of powered off servers in infras-
tructure clouds will be presented in Chapter 4.
Besides migrating VMs between servers, the virtual machine
abstraction further allows to conveniently suspend and resume a
self-contained execution context. A suspended VM does not ac-
tively consume any resources other than the disk space necessary to
store the VMs state. In particular, a suspended VM does not occupy
any memory, which is typically the most constrained resource in
a cloud data center. Chapter 5 presents a system employing trans-
parent VM suspend and resume which allows to multiplex between
active and inactive VM instances. Idle VMs are suspended to free
memory for other VMs or as a precursor to power down unused
servers.
As suspended VMs can be resumed on a machine different from
the machine it has been suspended on, a way to efficiently transfer
the VM’s local state is required. Before the physical server can be
powered off, the local state must be copied to another live server
to remain available. Locally attached disks become inaccessible
once the server is switched off. Chapter 6 on “Efficient Block-Level
Synchronization of Binary Data” presents a novel solution to pe-
riodically synchronize the state of block devices. One application
of this technology is exactly when migrating virtual machines and
their associated local state.
3
Research Cluster Usage Analysis
3.1 Introduction
With energy being a central concern of our work, we naturally
asked how well we ourselves are doing in terms of energy effi-
ciency. The System’s Engineering research group owns, adminis-
ters, and uses a small cluster of 50 machines. PhD students and
associated members of the group use the cluster to run experi-
ments for their research. The cluster consists of 50 blade servers
distributed across three racks, which are housed within the uni-
versity’s high performance computing center. The machines are
powered on 24/7, irrespective of any actual user activity.
Each machine has two 4-core Intel Xeon E5405 CPUs, 8 GiB of
memory, two network interfaces, and a single HDD. The idle power
consumption for a single server, as reported by the power distri-
bution unit (PDU), is approximately 120 − 130 Watt. No power
management is performed, not even dynamic frequency or voltage
scaling.
For a single day, the cluster’s baseline energy consumption is
150 kWh; 50 servers consuming 125 Watt for 24 hours. The energy
consumed during a whole year, roughly 55 MWh, is equivalent to
the consumption of about 16 average German households during
the same period 1. The German Federal Statistical Office publishes
1 http://shrinkthatfootprint.com/average-
household-electricity-consumption
statistics on the average energy price for industrial consumers in
Germany. Table 3.1 shows the energy prices from the 2nd half of
2009 up to the 2nd half of 2013, the most recent period for which
they had published data at the point of writing this thesis. Using
the most recently published energy price of 12.73 Cents/kWh as a
basis, it currently costs 19.10 EUR per day to power the 50 servers.
Over its entire life span of 4.5 years the total server energy cost
was at least 30, 000 EUR, based on the historic prices as reported by
the German Federal Statistical Office. The total energy to operate
the cluster is of course higher, as focusing only on the servers ig-
nores auxiliary power consumers, such as, for example, the network
switches and the cooling infrastructure.
Period Cents/kWh
2nd half 2009 10.07
1st half 2010 9.93
2nd half 2010 10.58
1st half 2011 11.21
2nd half 2011 11.39
1st half 2012 11.45
2nd half 2012 11.69
1st half 2013 12.78
2nd half 2013 12.73
Table 3.1: Average industrial en-
ergy prices (including excise
duties, excluding VAT). Data
available from https://www.
destatis.de/DE/Publikationen/
Thematisch/Preise/Energiepreise/
EnergyPriceTrendsPDF_5619002.pdf?
__blob=publicationFile
According to an analysis by Barroso and Hölzle 2, the server
2 L.A. Barroso and U. Hölzle. The
Datacenter as a Computer: An Intro-
duction to the Design of Warehouse-
Scale Machines. Synthesis Lectures on
Computer Architecture, 4(1), 2009
power only accounts for 3–11% of the total data center operating
cost. From a budgetary standpoint, the server energy costs may
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not worry the individual data center operator. However, from the
EPA report on Server and Data Center Energy Efficiency 3 we also3 Report to Congress on Server and
Data Center Energy Efficiency, 2007.
URL http://www.energystar.gov/
index.cfm?c=prod_development.
server_efficiency_study
know that the total energy consumption for “server room”-sized
clusters was on the order of 10 billion (1012) kWh for the US alone
in 2006. The overall consumption of small scale clusters will only
have grown since then, making their aggregate consumption an
even more worthwhile target for optimization. At the scale of bil-
lions of kilowatt hours, reducing the consumption only by a few
percent will save millions of dollars in electricity cost and reduce
CO2 emissions at the same time.
3.2 Analysis
To determine the cluster usage statistics, we analyzed machine
reservation information maintained as entries in a shared Google
Calendar. Our research group coordinates access to the cluster ma-
chines using advisory locks. Even though the locks are advisory, i.e.,
a user can still log in and start processes without creating a cal-
endar entry first, users have an incentive to be honest about their
intended machine usage. If user A uses the machines without cre-
ating a reservation first, he risks to disturb other users. Hence, even
if user A does not require exclusive access to the machines, it is still
common practice to make reservations to prevent interference. 44 One anonymous reviewer wrote:
“This reviewer found the notion of
honest reservations surprising from a
game-theoretic perspective. An agent
who accesses the system without a
reservation imposes all the costs on
others and receives all the utility.”
Well, the agent which does not duly
and honestly mark his reservations
will soon suffer the wrath of the
other agents whose benchmarks were
invalidated.
Figure 3.1: Screenshot showing ma-
chine reservations as entries in a
shared Google Calendar.
The shared calendar approach has some key benefits: it is easy
to create new and view existing reservations. The user only needs
a web browser, which means it is cross-platform and no tools must
be installed on a user’s machine. Once a reservation is made, the
user has guaranteed access to the resources. One common com-
plain about batch queuing systems is the lack of control over when
exactly jobs are run and results can be expected. With explicit reser-
vations, it is each user’s responsibility to reserve resources long
enough for the tasks to finish within the reserved time slot.
If the number of users grows further, and contention issues arise,
we might eventually switch to a proper cluster manager and/or
batch queuing system, for example, LSF. So far, the group felt this
was unnecessary.
When talking about usage and utilization we must be aware
that the data actually only represents resource reservations. We do
not have any information about the actual CPU, memory, network,
or disk utilization for the reserved time periods. It is still instructive
to analyze the reservation data, as it yields information on the time
periods the servers were not used at all. While we do not have any
information concerning actual usage during for the reserved time
periods, there is no doubt that for time periods without any reser-
vation, the corresponding server was unused. Hence, utilization
or usage in the context of our analysis refers to the time frames for
which machine reservations exist.
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Figure 3.2: Weekly utilization for the
entire trace period. Long stretches of
low utilization are interspersed with
brief periods of heightened utilization.
The overall utilization is at 15.09%.
The data set consists of about 4100 reservations, starting from
late 2009 up to the present day, representing about 4.5 years of data.
Figure 3.1 shows a screenshot clip from the Google Calendar to
coordinate access. Each reservation contains four basic pieces of in-
formation: (a) the start time, (b) end time, (c) user, and (d) the ma-
chines. In Figure 3.1, for example, user “lenar” reserves machines
“stream26–28” from 09:30 to 13:30. Based on those four items, we
can perform a number of interesting analyses.
First we determine the overall cluster usage. As discussed earlier,
we refrain from calling it cluster utilization because we only have
access to the reservation data. The actual utilization of individual
resources such as disk, network, and CPU, is unknown to us. We
calculate the cluster usage as the fraction of reserved machine time
and available machine time.
cluster usage =
reserved machine time
available machine time
We decided to plot the cluster usage on a weekly basis for the
entire trace period. A week-by-week breakdown is a reasonable
compromise between granularity and the resulting number of data
points. Figure 3.2 shows the usage over time for the 228 week-long
observation period. While the overall usage is low with 15.09%,
this falls squarely into the range of previously published utilization
statistics 5. Because usage is an upper bound of the utilization,
5 L.A. Barroso and U. Hölzle. The
Datacenter as a Computer: An Intro-
duction to the Design of Warehouse-
Scale Machines. Synthesis Lectures on
Computer Architecture, 4(1), 2009; James
Glanz. The Cloud Factories – Power,
Pollution and the Internet, 2012. URL
http://www.nytimes.com/2012/09/
23/technology/data-centers-waste-
vast-amounts-of-energy-belying-
industry-image.html; and Robert
Birke, Lydia Y Chen, and Evgenia
Smirni. Data Centers in the Cloud:
A Large Scale Performance Study.
In IEEE 5th International Conference
on Cloud Computing (CLOUD), pages
336–343. IEEE, 2012b
the cluster’s real utilization is actually at the lower end of the IT
industry’s average.
The brief periods, sometimes only a single week, where usage
peaks at 40% or more, coincide with EU project or paper deadlines,
when people have to run lots of last minute experiments or prepare
project demonstrators. We confirmed this by talking to the per-
sons responsible for the majority of the reservations during those
periods and cross-referencing with our group’s internal “deadline
calendar”. For example, in early 2010, when usage peaked at close
to 100%, a fellow PhD student used the cluster to participate in the
yearly TeraSort (http://sortbenchmark.org/) competition.
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Figure 3.3: Distribution of reservation
sizes (left). Reserving sets of 9, 10,
31, and 50 machines is particularly
popular. In the reservation length
histogram (right) each bar represents
a 15 minute interval of the form
[t, t + 15). Reservations lasting for one
hour are by far the most popular.
We also looked at the number of servers and the time periods
that people reserve machines for. Figure 3.3 plots the result as two
bar graphs. For typical reservation sizes there is a cluster from a
single machine up to 11 machines, with further peaks at 21, 31,
41, and 50 servers. The popularity of single machines can be ex-
plained by people debugging code or doing interactive develop-
ment within the environment their code will eventually run in.
Reserving smaller numbers of machines is also easier than booking
the entire cluster, which explains the popularity of reservation sizes
of up to and including 11 machines. In fact, 53.6% of the reserva-
tions are for 11 or fewer servers.
The peaks at 21, 31, and 41 server are best explained by people’s
laziness: typing “10–20” requires slightly fewer finger movements
than the probably intended alternative, “10–19”, for reserving ex-
actly ten machines. The human bias to favor exact multiples and
“round numbers” was previously speculated on by Reiss et al.,
2012, p. 10, sec. 3.2.3 6 in the context of task sizes for map-reduce6 Charles Reiss, Alexey Tumanov, Gre-
gory R. Ganger, Randy H. Katz, and
Michael A. Kozuch. Towards Under-
standing Heterogeneous Clouds at
Scale: Google Trace Analysis. Technical
report, Intel Science and Technology
Center for Cloud Computing, 2012.
URL http://www.pdl.cmu.edu/PDL-
FTP/CloudComputing/ISTC-CC-TR-12-
101.pdf
computations.
Turning to the time periods shows that 22% of reservations are
for periods of one hour. The most likely explanation is that one
hour is the default length when creating a new calendar entry
within Google Calendar. Even if users only require access to the
machines for a shorter time frame, they probably are too lazy to
decrease the reservation length, especially if resource contention is
low. Noteworthy are the 5% reservation for time periods of up to
15 minutes (leftmost bar): recently, people have started to automati-
cally reserve resources to run continuous integration tests. As these
reservations are scripted, it is easier to specify intervals that are not
multiples of one hour. Another effect of the Google Calendar inter-
face is the lack of reservations between 15 to 30 minutes and 45 to
60 minutes, plus their hourly offsets, e.g., 1:15 to 1:30, 1:45 to 2:00,
and so on. Changing the duration of a Google Calendar entry via
the browser interface happens in 30 minute steps. That is, adjusting
energy efficient cloud computing: techniques and tools 37
0 24 48 72 96
Time between successive reservations [hours]
0
5
10
15
20
25
%
of
al
lr
es
er
va
ti
on
s
Figure 3.4: Distribution of times
between successive reservations. In
20% of all cases, the idle time is less
than one hour (leftmost bar). The peak
for the [23, 24)-hour interval is due to
daily integration tests being executed
on the cluster in recent months.
the reservation to last for 1.5 hours instead of 1 hour is easily done
by pointing, clicking, and dragging. But setting an entry to 1 hour
and 15 minutes would require more steps, possibly involving the
keyboard, which is just too much inconvenience.
Another metric one might be interested in is how much time
typically passes between two successive uses of a single machine.
Put differently, this is the expected time for which servers could
be transitioned into low-power sleep states. Figure 3.4 shows a
histogram of the data with hour-long intervals, i.e., the first bar
includes reservations with a gap of 0 up to 59 minutes, the second
bar of 60–119 minutes, and so on. We make a number of interesting
observations: first, most reservations, about 20 percent, happen
within less than one hour of each other, i.e., servers are unused for
less than one hour between two successive reservations. In fact, 12.3
percent of the reservations are back-to-back without any spare time
in between. We also find that the time between two reservations
does not exceed 24 hours in 85.3 percent of the cases. Conversely, in
almost 15% of the cases servers are idle, i.e., no reservation exists,
for more than 24 hours.
The peak for the [23, 24)-hour interval in Figure 3.4 is again due
to daily integration tests. It turns out that a single user is responsi-
ble for most of the reservations in this particular bin. As mentioned
earlier, people have started using the cluster to run daily automated
integration tests. Those tests last less than an hour and are executed
daily. Hence the peak for inter-reservation times falling into the
[23, 24) hours interval.
We also note that the distribution of inter-reservation times has
a long tail. While the time between server reservations is less than
24 hours for 85.3 percent of reservations, in 14.7 percent of the
cases a machine is unused for 24 hours and longer. Particularly, the
95th percentile is 88.5 hours, still covered in Figure 3.4, but barely
discernible. The 99th percentile is a bit more than 12 days.
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3.3 Conclusion
Based on the analysis of our cluster’s usage we conclude that there
is ample opportunity to exploit existing coarse grain power saving
modes, for example, suspend-to-disk or suspend-to-memory, avail-
able to us. As the servers in our cluster are unused for hours, up
to days, it appears acceptable to have delays on the order of a few
seconds to transition the servers into and out of full-system idle
low-power modes.
One solution to transparently activate virtual servers was de-
veloped as part of this thesis. Chapter 5 will present a system to
activate and deactivate virtual machines based on their observed
network (in)activity. The mechanism can be extended to work with
physical servers too. On the theory side a deeper analysis of the
network traffic is needed to understand which network protocols
might require the server to be up. Frequent wakeups shorten the
sleep intervals and reduce the achievable energy savings. Low level
network protocols, for example, group membership protocols, and
periodic application-level “pings”, for example, by infrastructure
monitoring tools, may prevent an otherwise idle system to enter a
low-power state.
Based on the usage data and patterns found in our cluster, we
are confident that extending the technologies to be presented in
Chapter 5 to physical server, will enable us to save significant
amounts of energy in our research cluster. At the same time, us-
ability is preserved because the mechanisms to enter and resume
the servers from power-saving modes are transparent to the user.
4
Online Scheduling with Known
Resource Reservation Times
The content of this chapter originally appeared at CGC’12 1 and 1 Thomas Knauth and Christof Fet-
zer. Spot-on for timed instances:
striking a balance between spot
and on-demand instances. In In-
ternational Conference on Cloud and
Green Computing. IEEE, 2012b. URL
http://se.inf.tu-dresden.de/pubs/
papers/knauth2012spot.pdf
CloudCom’12 2.
2 Thomas Knauth and Christof Fet-
zer. Energy-aware Scheduling for
Infrastructure Clouds. In Interna-
tional Conference on Cloud Comput-
ing and Science. IEEE, 2012a. URL
http://se.inf.tu-dresden.de/pubs/
papers/knauth2012scheduling.pdf
4.1 Introduction
Chapter 3 looked at the usage of physical servers within a research
cluster. The cluster’s users expressed their demand for resources
by reserving machines in a shared calendar. This approach works
reasonably well at the small scale of a single research group. In a
commercial setting, with potentially thousands of customers, the
infrastructure provider uses more sophisticated means to coordi-
nate access to its compute infrastructure. Which brings us directly
to the topic of this chapter: cloud computing and scheduling within
infrastructure clouds.
Cloud providers are typically categorized into three groups,
based on the abstraction level at which they offer their resources.
Infrastructure providers, also called Infrastructure as a Service (IaaS)
providers, supply resources in the form of virtual machines. For
completeness, the two other groups are called Platform as a Ser-
vice (PaaS) providers, for example, Amazon Beanstalk, or Software
as a Service (SaaS) providers, for example, Google’s e-mail service
Gmail.
The distinction in how resources are provided is important be-
cause it directly affects how the resources are accounted for. IaaS
provides resources in a generic fashion as network-accessible vir-
tual machines, where customers pay for the individual resources
based on time, for example, CPU, or actual usage, for example, net-
work bandwidth. On the other hand, platform providers require
their customers to develop applications within a specific frame-
work. PaaS charges are based on higher-level metrics, such as the
number of processed requests. Software as a Service providers of-
fer whole applications over the internet and typically operate on a
subscription basis. For example, each user of an SaaS offering pays
a fixed monthly usage fee.
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In this work we focus exclusively on IaaS providers because the
virtual machine abstraction and the explicit starting and stopping
of virtual machines within an infrastructure cloud make it easy
to determine a system’s utilization state. A physical machine is
busy when it is hosting at least one virtual machine. Otherwise, the
machine is idle. In a sense, the workload serviced by an IaaS cloud,
suits the on/off model of relatively coarse-grained full-system low-
power idle states perfectly. Because the infrastructure exclusively
hosts virtual machines, as soon as all virtual machines running on
an individual server have terminated, the physical machine can
transition into a low-power idle mode.
Our study is motivated by the growing popularity and avail-
ability of infrastructure management software. OpenStack, Open-
Nebula, and Eucalyptus are three popular frameworks that have
significantly lowered the bar to deploy in-house private infrastruc-
ture clouds. Multiple departments within an organization can share
the previously fragmented IT resources. The same reasoning that
motivates customers to use, for example, Amazon Web Services,
also applies for private infrastructure clouds. However, load balanc-
ing or first fit schedulers are the norm within these frameworks, but
they were not developed with energy efficiency in mind.
With the existing interface, the infrastructure provider has no
knowledge of the intended virtual machine run time. Without
this information, there is little the provider can do to optimize the
assignment with respect to energy efficiency. Popular scheduling
strategies, like first fit, will scatter VMs with similar ending times
among physical machines. It is, however, sensible to aggregate
those VMs on a single PM. For example, if each physical machine
hosts one long running virtual machine, it is sensible to “dedicate”
a single server to host long running VMs. As a result, the servers
only running short-lived VMs can be powered off as soon as those
VMs terminate.
server A server B server C
Figure 4.1: A round robin scheduler
puts the five VMs onto servers A,
B, C, A, and B, irrespective of the
VM’s reservation times. Each VM’s
reservation time is represented by the
circle’s filled area.
Though giving information about the intended lease time to the
provider makes intuitive sense, it puts an additional burden on the
customer. However, customers may be easily motivated, if their ex-
tra effort leads to a price reduction: VM instances with known run
times are cheaper than regular instances with unknown run times.
We also argue that for many use cases lease time information is
already available and requires little extra work from the customer.
For example, if the customer needs additional capacity to handle
daily load increases for his web site between 10am and 2pm, the
lease time is four hours. Recurring, periodic tasks (e.g., calculating
a day’s worth of sales figures) over a quasi-constant data set (sales
volume will be constant for most days), have quasi-fixed run times.
Lease times are thus available using historic data from previous
runs.
server A server B server C
1
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Figure 4.2: A first fit scheduler puts
VMs 1, 2, and 3 on server A. VMs 4
and 4 on server B. Due to the order
in which VMs arrived, they are also
roughly grouped by their remaining
runtime. However, this is not the
case in general, but should actually
be enforced by an energy efficient
scheduler.
To explore and quantify the potential benefits of timed instances,
we use simulation. Because there exists no publicly available data
on virtual machine run times and request distributions, we eval-
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uated a range of possible parameters. For all simulated scenarios,
the extra run time information decreases the number of physical
machines. Compared against a round robin scheduler, the reduc-
tion in cumulative machine uptime varies between 28.4% and 51.5%
percent. Using a more competitive first fit scheduler as the baseline,
we still reduce the CMU between 3.3% and 16.7% percent.
Summary of Contributions
In this study, we make the following contributions:
• We propose a new virtual machine type called timed instance.
The user specifies the intended usage time along with all other
parameters describing the VM instance (Section 4.2).
• We describe our workload generator to compensate the lack of
publicly available data sets (Section 4.3).
• We introduce scheduling algorithms using the virtual machine
lease time to increase physical resource utilization (Section 4.4)
• Using simulation we quantify the possible savings for various
settings (Section 4.5).
4.2 Problem
We study the problem of scheduling virtual machines in an In-
frastructure as a Service cloud. Our main focus is on the potential
energy savings gained by assuming that the run time of each VM
is known. By co-locating VMs which terminate at approximately
the same time, we hope to reduce the overall number of powered
up physical machines. In fact, powering down servers, seems to
suit the IaaS paradigm particularly well. In other usage scenarios,
where server utilization is seemingly low, secondary purposes may
prevent shutdown, e.g., distributed, in-memory caches or holding
redundant copies of persistent storage items 3. Even without sec-
3 S. Ghemawat, H. Gobioff, and S.T.
Leung. The Google File System.
In ACM SIGOPS Operating Systems
Review, volume 37, pages 29–43. ACM,
2003
ondary purposes, the relatively long transition times of multiple
seconds between on and off states, is a show stopper if idle peri-
ods are on the order of milliseconds 4. For IaaS offerings, however,
4 D. Meisner, B.T. Gold, and T.F.
Wenisch. PowerNap: Eliminating
Server Idle Power. ACM SIGPLAN
Notices, 44(3):205–216, 2009
servers only host virtual machines and can be turned off as soon as
no VM is running anymore.
Once we decided that turning off servers is the best short-term
solution, the question becomes, how to maximize the “time off”?
Tolia et al. used virtual machine migration for the same purpose 5.
5 N. Tolia, Z. Wang, M. Marwah,
C. Bash, P. Ranganathan, and X. Zhu.
Delivering Energy Proportionality with
Non Energy-Proportional Systems:
Optimizing the Ensemble. In Proceed-
ings of the 2008 Conference on Power
Aware Computing and Systems. USENIX
Association, 2008
However, while virtual machine migration allows for a more dy-
namic resource allocation strategy, there also exist good reasons
to avoid it: VM migration involves transferring (potentially) giga-
bytes of in-memory and on-disk state 6, reducing the network and
6 Ali José Mashtizadeh, Min Cai,
Gabriel Tarasuk-Levin, Ricardo Koller,
Tal Garfinkel, and Sreekanth Setty.
XvMotion: Unified Virtual Machine
Migration over Long Distance. In
Proceedings of the 2014 USENIX Annual
Technical Conference, pages 97–108,
Philadelphia, PA, June 2014. USENIX
Association. ISBN 978-1-931971-
10-2. URL http://blogs.usenix.
org/conference/atc14/technical-
sessions/presentation/mashtizadeh
disk I/O capacity available to the actual applications. Further, even
though live virtual machine migration is less disruptive than of-
fline migration, the execution must still be paused from anywhere
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between 0.01 to 10 seconds; and possibly longer. The exact time
depends on the VM’s page dirtying rate and configuration 7. For7 Christopher Clark, Keir Fraser, Steven
Hand, Jacob Gorm Hansen, Eric Jul,
Christian Limpach, Ian Pratt, and
Andrew Warfield. Live Migration of
Virtual Machines. In Proceedings of the
2nd USENIX Symposium on Networked
Systems Design and Implementation,
pages 273–286, Berkeley, CA, USA,
2005. USENIX Association
those reasons, some people see migration as a valuable tool for
managing VM populations, while others, for example, Amazon EC2
and Microsoft Azure, do not use migration at all. In any case, we
do not aim to replace virtual machine migration as a tool for vacat-
ing servers. Instead, placing virtual machines more carefully in the
beginning, reduces the need to migrate them later on.
In order to make a more informed initial placement, we propose
to introduce a new purchasing option (in Amazon EC2 parlance)
called timed instance. Timed instances are a middle ground between
on-demand and spot instances. Timed instances are guaranteed
to exist for the whole time of the specified allocation, just like
on-demand instances. In contrast to on-demand instances, timed
instances have a fixed lease time specified by the requesting party.
We envision the price of a timed instance to be between on-
demand and (typical) spot prices. The customer pays a premium
for guaranteed, unbounded compute time with on-demand in-
stances. Timed instances are cheaper than on-demand instances,
because timed instances allow the provider to manage resources
more efficiently. Spot instances are cheaper still than timed in-
stances: there is no guarantee of availability at a fixed price and
spot instances face the risk of early termination. Exactly how much
cheaper timed instances can be priced at, depends on the savings
the provider manages to achieve based on the lease time informa-
tion. The purpose of this study is to find out just how large those
savings are.Au
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Figure 4.3: Historical spot price for
EC2 m3.xlarge Linux instances in
Amazon’s EU data center during the
month of August 2014. For compar-
ison, the listed price for on-demand
instances of the same type was 30.8
Cents, more than 7 times more expen-
sive than the baseline spot instance
price.
To summarize, our goal is to reduce energy usage in IaaS clouds
by increasing the time servers are powered down. We do not use
virtual machine migration to re-shuffle VMs between servers be-
cause of the limitations it entails. Rather, we assign VMs to servers
based on the VM’s requested run time, co-locating VMs with sim-
ilar expiration times. To this end, we propose to include the in-
tended lease time with the resource request sent to the provider.
4.3 Model
In this section, we present the system model, introduce notation,
and articulate assumptions underlying our evaluation.
Terminology
A virtual machine (VM) is an entity that must be scheduled. Vir-
tual machines enter the system randomly following according to
some probability distribution. Entering the system is synonymous
with “a customer requests a new virtual machine instance”. Vir-
tual machines are hosted by physical machines (PM). Each PM can
host a certain number of VMs simultaneously. The exact number
of VMs depends on the PM’s available resources and the resources
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requested by the VMs. A valid scheduler must honor this maxi-
mum, i.e., we do not oversubscribe resources. Each VM has a run
time, alternatively called lease time or reservation time. The run time
defines how long the VM stays in the system. Once a VM has been
assigned to a PM, it occupies a certain amount of resources on this
PM for the duration of its run time. After a VM’s run time has
elapsed, the VM’s slot on the PM becomes available again. The se-
quence of VMs entering the system together with their run times
defines a workload.
A configuration is an assignment of VMs to PMs. Two events
cause the configuration to change: (i) a VM entering and (ii) a VM
leaving the system. For the first case, the scheduler defines how the
configuration changes, i.e., it assigns the VM to an available PM.
When a VM expires, the configuration changes independently of
the scheduler. The resources previously used by the expired VM
become immediately available again. More formally, a scheduler can
be viewed as a mathematical function that, given a configuration
and a VM, produces a new configuration.
A single simulation run consists of individual rounds. The first
step during each round is to generate, according to a workload
model explained in the next section, a list of VM requests. The
scheduler takes this list of requested VMs and assigns them to PMs.
Note, that the scheduler has access to the entire list of VMs to
be scheduled during a single round. This allows for optimizations
which require knowledge about other, “concurrent” requests. For
example, if multiple VMs with identical run times are requested,
the scheduler can put all of them together on a dedicated server.
Identifying sets of VMs to schedule as a group rather than individ-
ually is impossible when scheduling each VM in isolation.
Because we are ultimately interested in energy savings, a sched-
uler’s performance is measured by how many PMs are occupied
and how many are vacant during each round. A PM is occupied or
up if it hosts at least one VM, otherwise the PM is down. The uptime
of a single PM is defined as the number of rounds for which it is
up. For example, if we assume each simulation step represents one
minute of real time and a PM hosts a single VM for 30 steps, the
PM’s uptime is 30 minutes. Analogously, the uptime over all PMs,
called cumulative machine uptime (CMU), is simply the sum of each
individual PM’s uptime. Clearly, the goal, i.e., objective function,
is to reduce the number of physical machines and minimize their
cumulative machine uptime.
We make the simplifying assumption of ignoring fractional en-
ergy costs for servers running at less than 100% utilization. We
focus on the machine uptime instead, because energy consumption
between 1% and 100% utilization increases linearly, and we only
want to eliminate the excessive energy wastage at 0% utilization.
Further, even if a server is populated with a large number of VMs,
the server’s actual utilization is still close to zero, if all the VMs are
idle too. Figure 4.4 illustrates this: we first measured the server’s
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idle CPU utilization which was, unsurprisingly, zero. Then we
started 24 virtual machines, each with one virtual CPU and 512 MiB
RAM. Once all the VMs had booted, the server’s overall CPU uti-
lization was still zero. Hence, a system’s CPU utilization cannot be
inferred only based on the VM count.
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Figure 4.4: The actual physical CPU
utilization shows no apparent correla-
tion to the number of virtual machines
running on the host.
As we already mentioned in the thesis’ background chapter, the
CPU is only one among a set of essential compute resources. While
the CPU may be idle, other resources, for example, memory, can
have a totally different utilization statistic: 24 idle VM instances still
occupy 12 GiB of main memory.
In the context of our simulation-based study, we define load as
the total number of virtual machines running across all servers.
This is in line with our observation that while some resource are
virtually unused, the VM instances still utilize memory. If resources
are guaranteed, i.e., they are not overcommitted, then memory
typically tightly constraints the number of virtual machines on a
server and the total cluster.
Workload
A time-varying load curve is a key assumption for our approach
to yield savings. Coping with time-varying load can be as simple
as always provisioning for peak load. This, however, is wasteful,
because peak load only lasts for a small fraction of the time. A
better strategy is to activate (e.g., power on machines) or lease
resources according to the current demand. If, on the other hand,
load does not vary over time, provisioning is trivial.
Diurnal load patterns are typical for “web workloads”, i.e., web
services receive the highest number of requests around noon;
with a trough of requests at night. Online Data-Intensive ser-
vices (OLDI) 8 is a second, web-related workload class. As de-8 D. Meisner, C.M. Sadler, L.A. Barroso,
W.D. Weber, and T.F. Wenisch. Power
Management of Online Data-Intensive
Services. In International Symposium on
Computer Architecture, 2011
scribed by Meisner et al., OLDI services show a diurnal load pat-
tern where the peak load is three times higher than the trough
load. We use this as the basis for our simulated workloads, which
also have a factor of three difference between peak and trough.
For more examples on time-varying workloads see, for example,
Feitelson [2014] 9.9 Dror G. Feitelson. Workload Modeling
for Computer Systems Performance
Evaluation. Cambridge University
Press, 2014. URL http://www.cs.huji.
ac.il/~feit/wlmod/wlmod.pdf
An important observation here is that savings can only be re-
alized during periods of decreasing demand. As long as demand
grows, more physical resources must be activated to meet it. Only
when demand decreases again, can resources be freed. The goal
is to release resources, i.e., physical servers, earlier such that they
can be powered off to save energy. In our IaaS scenario, decreasing
demand translates into a decreasing total number of VMs in the
system. As a result of fewer virtual machines, the total number of
switched on PMs should decrease accordingly.
Using clever scheduling, based on the intended lease time, PMs
should become vacant sooner and can be transitioned into low-
power modes earlier. Figure 4.5 illustrates the time-varying demand
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Figure 4.5: Number of occupied
physical machines over time for
different schedulers.
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first fit
for physical machines based on our simulations. The graph plots
the number of used physical servers over time for three different
schedulers. Even without exact knowledge of the schedulers, it is
apparent that some schedulers are worse than others, i.e., they use
more physical machines.
Workload Parameters
To the best of our knowledge, there exists no publicly available data
set describing VM properties, such as runtime distribution, typical
configurations, or inter-arrival time, in an infrastructure cloud. 10. 10 Since then, Birke et al. published a
study based on data collected from
IBM cloud data centers.
To compensate for this, we identified a set of parameters to describe
infrastructure cloud workloads and use a range of possible values
for each to evaluate the impact of timed instances. As we will see
in greater detail later, timed instances decrease the cumulative ma-
chine uptime in every case. In particular, we focus on the following
six parameters:
• number of physical machines/servers/hosts
• server heterogeneity
• run time distribution
• instance sizes
• purchase type
• batch instances
We will describe each parameter in the following paragraphs.
Number of hosts To simulate variable size data centers we varied
the number of hosts. Exploring different data center sizes allows us
to see whether savings are correlated to the number of machines.
The data center size affects the total number of handled requests
as well as their inter-arrival time, because the workload generator
must consider the available physical resources to not “overwhelm”
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the data center. Recall, that a key assumption is that there are al-
ways enough resources to satisfy all requests, i.e., requests are never
rejected nor does the scheduler maintain a request backlog.
Considering variable-sized data centers is interesting, because,
according to the EPA 11, the majority of energy is consumed by11 Report to Congress on Server and
Data Center Energy Efficiency, 2007.
URL http://www.energystar.gov/
index.cfm?c=prod_development.
server_efficiency_study
small to medium sized data centers. Consequently, even if small
data centers yield relatively small savings the absolute savings may
still be considerable given their sheer numbers.
Server heterogeneity A homogeneous server population eases man-
agement and service of the data center. However, over time, due
to machine failures or novel features in next generation servers,
the server population almost certainly becomes heterogeneous. We
model heterogeneity by varying the number of resources per server.
We use resources as an abstract measure to quantify a server’s
hardware capabilities. Using an abstract measure simplifies re-
source allocation because the scheduler must not match individual
resources, e.g., CPUs, RAM, and storage. Virtual servers, as rented
out to customers, then have fractional sizes of the original server
hardware, e.g., 1/8, 1/4, 1/2, or 1/1. Individual server resources,
such as CPU, RAM, and local disk, double between virtual machine
“sizes”. For example, a small instance may have one CPU, 1 GiB
memory, and 100 GB storage. The next instance size has 2 CPUs,
2 GiB memory, and 200 GB storage. Popular cloud providers, such
as Amazon and Google, also follow this scheme of predetermined
VM sizes. Hence, we consider this an appropriate choice for our
simulation.
We assume that less powerful servers have a worse performance
per watt than more powerful machines. In our context, a more
powerful machine can host more VM instances simultaneously
than a less powerful machine. The increased performance per watt
is due to more recent and more energy-efficient hardware. New
server generations may even consume less peak power than previ-
ous generation servers. Energy-wise, it makes sense to prefer more
recent, powerful machines, reserving the use of old machines for
peak load.
Instance size As with homogeneous servers, homogeneous instance
sizes make scheduling easier because a fixed number of instances
will fit on each server. However, customers have diverse resource
needs. As such, they want to mix and match the resource sizes to
their computing demands. Low-frequency web servers will run on
“small” instances, whereas compute intensive scientific applications
will run on “extra large” instances.
A problem related to variable instance sizes is fragmentation 12.
12 Ajay Gulati, Ganesha Shanmu-
ganathan, Anne Holler, Carl Wald-
spurger, Minwen Ji, and Xiaoyun Zhu.
VMware Distributed Resource Man-
agement: Design, Implementation, and
Lessons Learned. VMware Technical
Journal, March 2012
Fragmentation is the phenomenon where the global resource ag-
gregate indicates sufficient capacity yet there is no single host with
sufficient resources to host the VM. Take, for example, two servers
with two free resource units each. In aggregate, hosting another
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VM requesting 4 resource units seems possible, yet there is no sin-
gle host with a remaining capacity of 4 resource units.
Purchase type While we are primarily interested in timed instances,
it seems unlikely that an infrastructure provider would host only
this kind of VM. The infrastructure provider Amazon, for example,
offers two different purchase types: on-demand and spot instances.
On-demand instances have a fixed price, typically higher than
spot instances, and only the user determines when the instance
terminates. Spot instances are, in the common case, cheaper than
on-demand instances. However, because the spot instance price
varies and customers specify a maximum price they are willing to
pay, the provider terminates the instance when the current spot
price increases above the user-specified limit.
Timed instances, which we investigate in this work, essentially
represent a third purchase type. Timed instances have an a priori
specified reservation time of fixed length. The scheduling algorithm
uses the reservation time to co-locate instances with similar expira-
tion times. We based our energy-aware scheduler on this purchase
type to reduce the overall energy consumption. For easy reference,
Table 4.1 lists the defining characteristics of each purchase types.
purchase type reservation length price
on-demand indefinite high
timed fixed medium
spot unpredictable low
Table 4.1: Comparison of different pur-
chase types according to reservation
length guarantees and price.
Run time distribution Again, because we are missing any empirical
data on the runtime distribution of virtual machines in infrastruc-
ture clouds, we investigate two possible distributions, normal and
log-normal, while also varying their respective parameters.
The normal distribution is defined by its mean µ and scale σ pa-
rameter. We set the mean VM runtime to either 2 or 4 hours, while
the shape parameter σ is either 0.5, 0.75, or 1.0. Resulting instance
run times are rounded to full hours, because this is the accounting
granularity used by large cloud providers, for example, Amazon.
While hourly billing cycles may seem wasteful if the computation
finished 5 minutes after the full hour, it allows the leasing party to
incorporate some slack when specifying the lease time. Restrict-
ing runtimes to multiples of one hour also makes sense because
of the human preference for round numbers [Feitelson, 2014, sec.
9.1.6] [Reiss et al., 2012].
Because the probability distributions we use to generate VM
runtimes produce continuous values, we mathematically round
the random value to the closest full hour. In case of the normal
distribution, which may generate negative values, all runtimes of
less than 30 minutes are “rounded” to one hour.
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The lease times are fixed, i.e., it is not possible to extend or
shorten the lease time after issuing the request. Although inter-
esting, we leave scheduling under probabilistic deadlines for future
work.
As an alternative, we also investigate VM runtimes following
a log-normal distribution. The log-normal distribution is an inter-
esting alternative because its random values are asymmetrically
distributed around the mean. Our expectation is to have more VMs
with longer runtimes compared to a normal distribution, because of
the “right-tailed” nature of the log-normal distribution.
After the initial publication of our results, Birke et al. [2013,
Sec. IV] 13 published an empirical study about various metrics13 Robert Birke, Andrej Podzimek,
Lydia Y Chen, and Evgenia Smirni.
State-of-the-practice in Data Center
Virtualization: Toward a Better Under-
standing of VM Usage. In 43rd Annual
IEEE/IFIP International Conference on
Dependable Systems and Networks, pages
1–12. IEEE, 2013
within a private cloud environment. Among the many interesting
workload characteristic, the study also contained information about
the observed runtime of virtual machines. The study states:
In general, we see that for almost 90% of the VMs the on/off times
are less than a portion of the day, while a small percentage corre-
sponds to very long on/off durations.
The number of instances which run for less than 30 minutes (0.01
days) is also surprisingly high at 50%. As to the actual distribution
of runtimes, the study does not provide sufficient data to make an
informed statement. The difference between our assumed workload
characteristics and the recently published empirical data should be
kept in mind when interpreting the results.
Table 4.2: Virtual machine runtimes for
multiple private clouds as reported by
Birke et al. [2013].
Standard Percentiles
Mean deviation 5% 50% 95%
Time On [days] 0.39 1.91 0.01 0.01 1.19
Time Off [days] 0.25 1.13 0.01 0.04 1.00
Batch Instances While instantiating of a single VMs is common
use case, some workloads, e.g., MapReduce computations, require
the concerted deployment of multiple instances. When requesting
multiple instances simultaneously, we call them batch instances, it is
a reasonable assumption that they all have similar runtimes. Even
without explicitly stating the lease time upfront, it makes sense
to co-locate instances belonging to the same batch. All instances
within a batch have identical resource sizes. For timed batch in-
stances the runtime is known, while for other purchase types the
runtime is unknown, but still the same for each instance. Hence,
even without knowing the exact runtime, schedulers can tacitly rely
on the runtime being identical for all instance of a single batch.
Workload Generator
The previous section outlined the workload parameters and char-
acteristics which we want to model. We now explain the principles
underlying our workload generator. Figure 4.6 illustrates, based on
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Figure 4.6: Relationship between (a) in-
stances, (b) resources, and (c) hosts.
a synthetic sample workload, relationship between (i) virtual ma-
chine instances, (ii) occupied resources, and (iii) occupied servers.
The three plots show how each metric evolves over the course of a
single simulated day (1440 minutes).
The left-most plot shows the number of virtual machine in-
stances over time. As is typical for a diurnal workload pattern, the
instance number is highest around noon with a trough at night 14. 14 D. Meisner, C.M. Sadler, L.A. Bar-
roso, W.D. Weber, and T.F. Wenisch.
Power Management of Online Data-
Intensive Services. In International
Symposium on Computer Architecture,
2011; L.A. Barroso and U. Hölzle. The
Case for Energy-proportional Com-
puting. Computer, 40(12):33–37, 2007;
and Charles Reiss, Alexey Tumanov,
Gregory R. Ganger, Randy H. Katz,
and Michael A. Kozuch. Towards Un-
derstanding Heterogeneous Clouds at
Scale: Google Trace Analysis. Technical
report, Intel Science and Technology
Center for Cloud Computing, 2012.
URL http://www.pdl.cmu.edu/PDL-
FTP/CloudComputing/ISTC-CC-TR-12-
101.pdf
An important factor is the by how much the peak and trough work-
load differ, expressed as the peak-to-trough ratio. As stated earlier,
we target a peak-to-trough ratio of 3:1. Whereas the peak-to-trough
ratio of VM instance is closer to 2.5:1, the peak-to-trough ratio for
the raw resources (center figure) is much more “on target”.
The number of occupied resources depends on the sheer num-
ber of instance but also on their size. In the simplest case, there is
only a single instance size, i.e., the number of used resources is a
multiple of the instance count. However, if the instance population
is heterogeneous, a more realistic assumption, the total resource
consumption is the sum of each instance size times the instance
count of this size. The example workload of Figure 4.6 shows a mix
of instance sizes, evidenced by the similar but not identical shape of
the left and center curve.
The number of utilized host machines is again related to but
different from the instance count and occupied resources. The
curve’s shape, rightmost plot of Figure 4.6, resembles the other two
plots, but it is smoother and less jagged. The reason is that even if,
for example, the number of instances changes, the host count may
well remain the same. For example, if a running host has sufficient
resources to host the new VM, there is no need to power up a new
host. Similarly, if an instance expires, i.e., the VM count decreases,
the host may remain powered, because other instances are still
using it. Only when the last instance terminates, does the host
count decrease.
We further observe that the instance and resource count only
depend on the workload generator and are, in particular, indepen-
dent of the VM scheduler, the number of occupied hosts depends
exclusively on the scheduler.
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Workload generation is related to time series generation
but not identical. We can consider each plot of Figure 4.6 as an
individual time series and generate it according to some model.
However, some ways of arriving at a workload are easier than oth-
ers. For example, generating a time series for the resource count
is only the first step. The resource count must be translated into a
concrete number of instances, instance sizes, and runtimes. Instead,
we pick parameters for the inter-arrival and runtime distribution of
VMs such that we arrive at the desired load curve.
We define the base resource usage b to be 1/3 of the peak re-
source usage
b =
1
3
(number of hosts)× (host size)
For a mixed host population, the equation becomes
b =
1
3 ∑t∈host type
(number of hostst)× (host sizet)
Using the base resource usage b as our target resource usage,
we have to find suitable parameters λ, for the exponentially dis-
tributed inter-arrival time, as well as µ and σ for the (log-)normal
runtime distribution. The exponential distribution is defined by its
singular λ parameter, which signifies the mean arrival frequency.
Conversely, the reciprocal of λ, 1λ , is the mean inter-arrival time.
For the symmetric normal distribution, µ determines the random
variable’s mean, i.e., the mean VM run time in our case. Based on
this information, the following formula captures the relationship
between the parameters and the system’s load:
resource usage = (mean VM runtime)× (mean inter-arrival time)
= µ× λ
Because we know the target resource usage, i.e., our base load,
and the mean VM run time, we can calculate the corresponding
mean inter-arrival time.
mean inter-arrival time =
resource usage
mean VM runtime
Picking the parameters in this way, leads to an actual resource
usage that oscillates around the targeted resource load. For sim-
plicity, we set the shape parameter σ to one-third of the average
runtime, i.e., σ = µ/3. Note that the shape parameter does not in-
fluence the system’s load, as the shape only determines the “diver-
sity” of VM runtimes. A small σ, leads to runtimes tightly clustered
around the mean, whereas a large σ increases diversity albeit with-
out changing the average. Figure 4.7 shows two example workloads
with different target loads created according to the scheme above.
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Figure 4.7: Random workload curves
for two target loads of 500 and 1000.
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We determined the parameters for the log-normal distribution
in a similar fashion. The log-normal distribution’s µ parameter is
defined in terms of the distribution’s mean and its variance
µ = log(mean)− 0.5 ∗ (σ2)
In our case, mean is the average instance run time in minutes.
Defining the workload in terms of VM inter-arrival times and ran-
domly distributed runtimes results in a stationary workload. Once
the system passed the warm up phase, the workload oscillates
around the base load. The constant arrival of new instances and the
expiration of old instances yield a steady state.
What is needed, in fact, is to make the distribution parameters
time dependent, i.e., turning them into time-dependent functions
λ(t), µ(t), and σ(t). This would enable the workload generator to
vary the inter-arrival time and runtime distribution with the sim-
ulation time. To simulate the diurnal load curve, the inter-arrival
time would be low at noon, meaning faster arrivals, i.e, more work
and higher load. Similarly, the mean runtime could be increased
during peak hours to let instances run for longer.
We decided to keep the “static” random process to generate the
base load and have a second, time-varying random process to gen-
erate peak load. Choosing the appropriate probability distribution
parameters for the second random process requires care. Ideally,
the load curve should look bell-shaped. We make two observations
related to the load curve’s shape: first, the rising flank of the curve
is primarily defined by the VM inter-arrival time. The more VMs
enter the system per time unit, the steeper the load curve’s rising
slope. The trailing slope’s shape, on the other hand, is predomi-
nantly determined by the run time distribution. Using a normal
distribution for the run time naturally yields a bell-shaped trailing
slope.
Second, with a static setup of λ and µ, it takes µ time units to
reach the target load level. For example, if the target load is 400
VMs and the mean run time is two hours, choosing λ as outlined
above, it will take two hours to reach the target load. This is im-
portant, because the peak load (our target load) has to be reached
within a bounded amount of time. Using a large mean run time,
e.g., 12 hours, it takes 12 hours to reach the target load. Figure 4.8
illustrates relationship between average VM runtime and delay to
reach a certain target load.
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Figure 4.8: Workload rampup time for
three different average VM runtimes.
As the inter-arrival time depends on
the target load and average VM run-
time, increasing the average runtime,
decreases the inter-arrival time, i.e., a
fixed target load takes longer to reach
as average VM runtimes increase.
The observations above, lead to the following setup: a second
load generating process is active from 8 am until 1pm. The second
generator uses a mean run time of four hours. Because the gen-
erator is active for five hours, i.e., one hour longer than is strictly
necessary to reach peak load, the resulting workload has a small
“plateau” around noon. Figure 4.9 shows an example workload
generated this way.
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Figure 4.9: Three days of simulated
load for 20 physical machines (PM)
and a maximum of 16 VMs per ma-
chine.
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Simulator
We wrote a discrete event simulator in Python 15. Each simula-15 Code available at https:
//bitbucket.org/tknauth/cgc2012/. tion step represents a progress in time by one minute. Before any
VMs are created, expired VMs are removed from their respective
host machines. After removing expired VMs, a random number of
VMs are created according to the above outlined principles. Each
VM is assigned a random run time also according to the outlined
principles. The scheduler is responsible for assigning newly cre-
ated VMs to available host machines. These steps are repeated for
a given number of iterations. For example, two simulated days re-
quire 2*24*60 iterations. The simulator tracks metrics, such as the
number of occupied physical machines, which are used to compare
the different schedulers.
4.4 Schedulers
This section describes two scheduling algorithms we developed.
The algorithms optimize the assignment of virtual to physical ma-
chines based on the VMs run time. Figure 4.10 depicts an example
that we use to explain how each algorithm works. The figure shows
two physical machines, PM 1 and PM 2. In our example, each PM 1
and PM 2 can each host four virtual machines simultaneously. PM 1
runs three virtual machines, each of which will terminate at t = 3.
PM 2 only has one virtual machine, terminating at t = 2.
Figure 4.10: Example with two phys-
ical machines, running virtual ma-
chines (blue), and requested virtual
machine (orange).
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Reference Schedulers
We use a round robin and first fit scheduler as reference schedulers.
Round robin assigns the first VM to the first PM, the second VM
to the second PM, and so on. In many infrastructure cloud setups
round robin is the default scheduler. The benefits of round robin
scheduling are its easy implementation and its load balancing prop-
erties. For example, the Essex version of the popular OpenStack
framework uses a variant of round robin scheduling to load bal-
ance according to each host’s available RAM 16. However, while 16 http://docs.openstack.org/essex/
openstack-compute/admin/content/
ch_scheduling.html
distributing requests among all machines is good for load balanc-
ing, an energy-conscious scheduler would do the direct opposite,
i.e., concentrate the requests on a small (sub)set of all available
machines.
The second reference scheduler is first fit. In the absence of any
run time information, first fit is a good strategy for resource con-
servation. First fit assigns all VMs to a single PM until the PM’s
resources are depleted. At this point, first fit picks another PM and
continues to pack as many VMs as possible on the new host. We
chose first fit as our second reference scheduler, because it repre-
sents a more challenging baseline. Our achieved savings should
be smaller when compared to a first fit scheduler as opposed to a
round robin scheduler.
Scheduler 1 (S1)
The first algorithm is based on the simple idea to have each virtual
machine finish at about the same time. Mathematically, we want
to minimize the difference in termination times. For each server, a
score is calculated according to the following formula:
scorei = ∑
vm∈PMi
|vmnew. f inish− vm. f inish| (4.1)
The sum is computed only for PMs that are neither empty nor
full. By only considering machines that already have at least one
VM, this algorithm can be seen as a variant of first fit. New phys-
ical machines are only switched on, if all powered on machines
already hold the maximum possible number of VMs.
The VM is placed on the PM with the lowest score. If all PMs
host either zero or the maximum number of VMs, the VM is sched-
uled on some currently unoccupied PM.
Turning to our example: PM 1 has a score of 3 ∗ 1 because the
expiration time difference between the three existing instances and
the new instance is one time unit. PM 2 gets a score of 1 ∗ 2 because
it only has a single instance running with a delta of 2 time units
relative to the new instance. The scheduler S1 would assign the
instance to PM 2 because its score is lower.
However, this is actually a bad choice. Scheduling the VM on
PM 1, extends the time PM 1 needs to be up by one time unit. If the
VM would have been scheduled on PM 2, PM 1 could be turned of
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at t = 3. In fact, this was our first version of the scheduler. How-
ever, an initial evaluation showed that this scheduler performed
consistently worse than first fit. Instead of consolidating the vir-
tual machines, the scheduler spreads the VMs. The reason is, that
PMs with a high number of VMs automatically have higher scores.
To remedy this, the initial score (Equation 4.1) is divided by the
number of virtual machines:
scorei =
∑vm∈PMi |vmnew. f inish− vm. f inish|
|PMi| (4.2)
As a result, the second version of this scheduler consistently outper-
forms first fit.
Scheduler 2 (S2)
Our second algorithm is a variation on the idea of the first algo-
rithm. Instead of minimizing the difference in ending time for all
VM instances on a PM, only the difference to the VM with the
longest remaining run time is considered. The reasoning is that
as long as the new VM does not increase the PMs uptime, this is
good. The score for this scheduler is simply the difference between
the new VM’s ending time and the VM with the longest remaining
run time. If vmmax signifies the VM with the longest remaining run
time, the scoring formula becomes
scorei = vmmax − vmnew
and VM is put on the host with the lowest score. Note that the
score may be less than zero, if vmnew has a termination time exceed-
ing that of all running VMs on a host. As long as there is a single
PM with a positive score, the VM is scheduled on the PM with the
lowest positive score. If the score is negative for all PMs, meaning
that the new VM runs longer than any of the existing VMs, the
scheduler picks the PM with the highest score. The reasoning is
that when all scores are negative, choosing the PM with the highest
score is synonymous with putting the instance on the PM with the
longest remaining runtime.
In our example (see Figure 4.10), PM 1 scores −1 and PM 2 scores
−2. The VM is scheduled on PM 1, because the scores are all neg-
ative. Because the new VM runs longer than any existing VM, the
new VM is assigned to the highest scoring PM, i.e., PM 1. Again,
the idea is that by putting the instance on PM 1, its runtime is ex-
tended by only a single time unit, while PM 2’s runtime would have
been extended by 2 time units. PM 2 can now potentially be shut
down one time unit earlier.
Scheduler 3 (S3)
This scheduler is a variation of Scheduler 2 and only used for the
evaluation’s second part. Scheduler 3 incorporates features required
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for more realistic workloads consisting of multiple instance sizes,
heterogeneous hosts, mixed purchase types, and batch requests.
Scheduler 3 uses the same scoring function as S2 to assign a
score to each server. The lowest scoring server receives the instance.
This basic scheduling algorithm is adapted as follows: (1) Timed
instances and on-demand instances occupy non-intersecting sets
of hosts, i.e., each host only runs either timed or on-demand in-
stances. The motivation is that we do not want cancel the benefit of
knowing the runtime for some instance by co-locating them with
instances of unknown runtime. Hence, when scheduling timed in-
stances, only servers already hosting timed instance are considered.
(2) If the server population is heterogeneous, the scheduler fills
up powerful machines first. Only if an instance does not fit into
within a certain server class, is the next, less powerful server class
considered.
Batch-awareness
For scenarios with batch instances, each scheduler can operate in
a batch-aware mode. If this is enabled, the scheduler tries to pack
as many of the instances together on a single host. If the remaining
instances do not completely fill an empty host anymore, they are
scheduled according to the normal scheme, i.e., compute per host
scores and assign the instance to the lowest/highest scoring host.
Co-locating instances stemming from the same request is sen-
sible because it reduces the instances’ communication distance.
Requesting multiple instances in a single operation is an indicator
that those instances will cooperatively solve a problem or pro-
vide a service. A small communication distance reduces message
latency and cross-rack network traffic 17. It also makes sense to 17 Xiaoqiao Meng, Vasileios Pappas,
and Li Zhang. Improving the Scala-
bility of Data Center Networks with
Traffic-Aware Virtual Machine Place-
ment. In INFOCOM. IEEE, 2010
co-locate batch instances from an energy-perspective. Even if their
actual runtimes are unknown, as is typically the case with classic
on-demand instances, the probability of them expiring at approx-
imately the same time is higher than for two random individually
requested instances.
4.5 Evaluation
Based on the workload model and scheduling algorithms explained
earlier, we used simulation to evaluate the schedulers. The evalu-
ation is split into two parts: the first part uses a workload mix of
synthetic and real-world workloads. The synthetic workloads only
vary some of the workload parameters mentioned earlier on. For
example, we vary the maximum number of VM instances per host,
but do not vary the runtime distribution’s shape σ parameter. The
first part also looks at workloads modeled based on cluster trace
data published by Google 18. The mix of synthetic and real-world 18 http://code.google.com/
p/googleclusterdata/wiki/
TraceVersion2
workloads allows us to explore a wide range of parameters and
demonstrate the viability of our approach in a production setting at
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PMs VMs per Runtime Mean Run- Reduction in cumulative machine uptime [%]
PM Distribution time [min] S1 vs. FF S1 vs. RR S2 vs. FF S2 vs. RR
20 2 norm 120 5.0 32.2 4.6 32.0
100 4 norm 120 7.0 48.7 6.3 48.3
500 8 lognorm 240 10.7 49.3 11.6 49.8
1000 16 lognorm 480 9.5 44.8 14.2 47.7
Table 4.3: Reduction in cumulative
machine uptime achieved by scheduler
S1 and S2 for selected parameter
combinations.
the same time. In the evaluation’s second part we vary an extended
set of parameters which make our model more realistic such as the
host machine’s capacity and VM sizes.
Evaluation – Part I
The synthetic workloads used in the first part vary in the following
four parameters:
p is the number of physical machines; p ∈ {20, 100, 500, 1000}
v is the maximal number of VMs per physical machine; v ∈
{2, 4, 8, 16}
d is the distribution of virtual machine runtimes; d is either normal
or log-normal
m is the mean virtual machine runtime in minutes;
m ∈ {120, 240, 480}
The four-dimensional parameter space (p, v, d, m), along with the
possible parameter values, yields a total of 96 combinations. For
each combination we performed 1000 simulation runs. A single run
simulates three days. The first day of each run is for the system to
stabilize and not considered in the results.
Scheduler Performance
Table 4.3 shows the results for four selected parameter combina-
tions. The columns S1 and S2 list the average reduction in cumu-
lative machine uptime when compared to round robin (RR) and
first fit (FF). The question of whether S1 or S2 is consistently the
better scheduler cannot be clearly answered. Under certain condi-
tions, S1 was better than S2, for example, with workload parameters
as shown in the 1st and 2nd row of Table 4.3. However, for those
cases, the difference between the two schedulers is small (≤ 0.7 per-
centage points; average 0.3 percentage points). For the cases where
S2 is better than S1, the difference is much more pronounced with a
maximum and average difference of 5.9 and 2.2 percentage points,
respectively. As a guideline, S1 seems to perform better when the
VM/PM ratio is small, i.e., 2 or 4. For all other cases, i.e., 8 or 16
VMs per PM, S2 outperforms S1 in most cases.
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Figure 4.11: Average savings of S2
scheduler compared with first fit
scheduler. VM/PM ratio differs
between sub-plots. Results for log-
normal runtime distribution are
similar and omitted for brevity.
Saving Trends
Most encouraging, the two schedulers S1 and S2 reduced the phys-
ical machine uptime in every simulation run. As established in the
previous section, the difference between S1 and S2 is small: only
0.3 percentage points on average in cases were S1 is better. The sub-
sequent observations refer to results obtained for the S2 scheduler,
but they represent general trends which also hold for the scheduler
S1.
The average savings, relative to first fit, for the scheduler S2
across the entire parameter space are shown in Figure 4.11. A num-
ber of interesting observations can be made:
1. The runtime distribution has significant impact on accrued sav-
ings. For the parameter space covered in the evaluation’s first
part, the savings range from 3.3% to 10.7% (average 6.2%) for
normally distributed runtimes. With log-normally distributed
runtimes the scheduler reduces the CMU by at least 4.8% and
up to 16.7% (average 10.1%). Whatever the real runtime distri-
bution is, it has a major impact on achievable savings. As long
as no real-world data is available, we can only speculate about
achievable savings.
2. Higher VM/PM ratios lead to higher savings, because the prob-
ability of randomly coinciding VM expiration times decreases
with more instances per host. This gives the informed scheduler
more opportunities to positively influence the VM/PM assign-
ment.
3. Having fewer but more powerful PMs results in higher savings.
For any simulation setup where the maximal number of VMs is
fixed, the setup with fewer PMs results in higher savings. For
example, having 500 PMs with 4 VMs each, benefits more from
timed instances than a setup with 1000 PMs and 2 VM/PM. This
observation naturally follows from the previous observation that
higher VM/PM ratios yield higher savings (on average).
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For a small subset of configurations we also varied the shape
parameter σ of the normal and lognormal runtime distributions.
All results presented so far used a σ of µ/3, when runtimes were
normally distributed, or a σ of 0.5 when runtimes followed a log-
normal distribution. A small σ decreases the diversity of instance
runtimes. Inversely, increasing σ leads to a broader distribution,
i.e., runtimes further away from the mean become more likely. The
effect of different σ values is illustrated in Figure 4.12. 1000 random
instance runtimes with a mean length of 2 hours and three different
shape parameters were created. The orange bars represent the high-
est σ value. Runtimes of 5, 6, or 7 hours are much more frequent
with a large σ than they are for the other two distributions.
0 1 2 3 4 5 6 7 8 9
Instance runtime [hours]
0
50
100
150
200
250
300
350
400
F
re
qu
en
cy
σ = 0.5µ
σ = 0.75µ
σ = 1.0µ
Figure 4.12: Illustration of how the
shape parameter, σ, affects the dis-
tribution of instance runtimes. As σ
increases, runtimes further away from
the mean, 2 hours, are more frequent.
Figure 4.13: More diverse instance
runtimes lead to higher savings.
Parameters: runtimes normally dis-
tributed with three different means;
1000 PMs, 16 VMs/PM. Note: x-axis
starts at 8%.
0.5 0.6 0.7 0.8 0.9 1.0
σ as a fraction of µ, i.e, σ = x ∗ µ
8
10
12
14
16
18
Sa
vi
ng
s
re
la
ti
ve
to
fir
st
fit
[%
]
µ = 120 min
µ = 240 min
µ = 480 min
The change in reducing the cumulative machine uptime for
varying values of σ is shown in Figure 4.13. We find that savings
increase as σ increases. Our explanation is that as the shape pa-
rameter increases, the probability distribution’s entropy grows. If
instance runtimes are more or less homogeneous, i.e., σ is small, the
additional information available to the scheduler is not as valuable.
Even a simple strategy like first fit will inevitably place instances
with identical runtimes on the same physical machine. For large
values of σ, however, knowing the runtime provides more informa-
tion, in the information theoretical sense, and pays off more.
Google Cluster Workload
Google maintains a large fleet of servers which are used by many
different kinds of compute jobs. To provide researchers in the area
of job scheduling for large server clusters with real world data,
Google published a workload trace, collected from one of their
compute clusters, in 2011 19. Reiss et al. 20 later exhaustively an-
19 Google cluster trace (version
2). URL http://code.google.
com/p/googleclusterdata/wiki/
TraceVersion2
20 Charles Reiss, Alexey Tumanov,
Gregory R. Ganger, Randy H. Katz,
and Michael A. Kozuch. Towards Un-
derstanding Heterogeneous Clouds at
Scale: Google Trace Analysis. Technical
report, Intel Science and Technology
Center for Cloud Computing, 2012.
URL http://www.pdl.cmu.edu/PDL-
FTP/CloudComputing/ISTC-CC-TR-12-
101.pdf
alyzed the trace. The data, collected over a period of 29 days, in-
cludes job submission details, such as submission time, duration,
and, resource requirements. The trace contains approximately
650,000 jobs, which ran and have usage records, with a median
job length of 3 minutes. As we would like to use the cluster trace
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to drive our simulations, a median runtime on the order of minutes
is impractical for our purposes. We assume instance runtimes to be
full-hour multiples, which is still the accounting granularity at large
cloud providers, such as, Amazon EC2.
We adapt the original trace by performing the following steps:
1. Discard jobs which do not complete within the trace period. We
only consider jobs for which the trace contains valid SCHEDULE
and FINISH events such that we can compute the job’s duration.
2. Round each job duration to full minutes.
3. Discard jobs with a duration of 0 minutes. This is equivalent to
discarding all jobs with a duration of less than 30 seconds in the
original trace.
4. Interpret minutes as hours. If a job took 3 minutes to complete,
we deploy a virtual machine instance for 3 hours.
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Figure 4.14: Histogram of job runtimes
for the Google cluster trace. 90% of
jobs take up to 23 hours, with jobs of
up to one hour accounting for roughly
one-third of all executions.
This leaves about 305,000 jobs. The distribution of job runtimes is
shown in Figure 4.14. 90% of the jobs finish in 23 hours or less and
about one-third has a runtime of one hour. After transforming the
trace as explained above, we use it as input to drive our simulator.
Each job represents a single virtual machine. The job arrival and
runtime time is given by the transformed trace.
The results are encouraging: the scheduler S2 reduces the cumu-
lative machine uptime by 36.7% and 9.9%, compared to round robin
and first fit, respectively. Scheduler S1 reduces the CMU by a simi-
lar margin: 36.0% compared to round robin and 8.8% compared to
first fit.
How Close to Optimal?
Although a worst case improvement of 3.3% is an improvement, it
is far from impressive. It might be difficult to convince people to
adopt timed instances, if the savings are only a few percent. Hence,
a natural question to ask is how close our solutions are to the op-
timum. This also helps to put the improvement into perspective:
if the worst case improvement of 3.3% is close to the optimum,
further optimization will only marginally decrease the cumulative
machine uptime.
We achieve maximal possible savings when using a minimal
number of physical machines for a given workload. To arrive at the
minimum number of physical machines we either need an algo-
rithm that provably constructs an optimal solution or must inspect
all possible solutions. Unfortunately, we neither have a provably
optimal algorithm, nor is it feasible to enumerate all possible so-
lutions to find the best one. If s is the number of servers and i the
number of VM instances then there are on the order of si possi-
ble solutions. Each instance can potentially be scheduled on every
server, subject to capacity constraints, which makes si an upper
bound.
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Figure 4.15: Example to illustrate
the, likely unachievable, lower bound
on the number of required physical
machines. At t = 3, a single server
would suffice to host both VMs. Given
the initial configuration at t = 0,
however, it is impossible to arrive at
the theoretically minimal single server
configuration at t = 3.
But even if we cannot determine the optimal solution, we can
establish a lower bound, i.e., the optimal solution cannot be lower.
We define a solution’s lower bound by looking at the minimally
required number of physical servers for a certain workload. For
example, to run 100 VMs, when each physical machine can host 8
VMs, a minimum of d100/8e = 13 physical machines is needed.
The minimum cumulative machine uptime for a workload is de-
fined by summing up the minimum of physical servers at each time
step
CMU lower bound = ∑
t∈T
d number of VMs at time t
VMs per physical machine
e
This, however, is a typically unachievable theoretical minimum.
Situations may arise where it would be required to migrate VMs
between hosts to achieve this theoretical minimum. Without mi-
grations, the minimum often becomes infeasible. Figure 4.15 illus-
trates this with an example. At t = 0, only PM 2 has a free slot
for scheduling the incoming VM (orange), after which no further
VMs arrive. At t = 3, each PM only hosts a single VM, for a total
of two active physical servers. Given a VM/PM ratio of 4, hosting
two VMs theoretically only requires a single PM. However, given
the workload, we asses that no valid scheduler exists to achieve
this minimal configuration. Hence, our lower bound is a theoret-
ical minimum, likely not achievable in practice, but still useful to
estimate the quality of our schedulers.
Figure 4.16 shows how close our S2 scheduler is, on average, to
the maximal possible savings. The plot shows the percentage of
savings achieved relative to the theoretically maximal savings. 100%
means that the scheduler assigned the VMs optimally, i.e., it could
not have used fewer physical machines. Results of less than 100%
leave room for interpretation as there are two possible explanations:
first, there is a large gap between the lower bound and actually
valid solutions. Alternatively, the scheduler missed opportunities
for optimization and the solution it arrived at is far away from the
optimum. A combination of both is, of course, also possible.
We observe the following trends in Figure 4.16: As the number
of physical machines grows, the achieved savings grow for mean
instance runtimes of 120 and 240 minutes. This trend is much less
pronounced or even reversed for mean runtimes of 480 minutes.
Under certain conditions, for example, 1000 PMs, a mean runtime
of 120min,and 2 VM per PM, the scheduler achieves close to 100%
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Figure 4.16: Percentage of maximum
possible savings achieved by S2.
VM/PM ratio differs between sub-
plots. Results for log-normal runtime
distribution are similar and omitted for
brevity.of the maximum possible savings. In other words, the scheduler
operates close to the optimum. Even though the savings in this
example, rightmost blue bar of the first plot, are only around 5%
(cf. Figure 4.11), there exists no scheduler that can do better.
A second observable trend is the decrease of savings relative to
the theoretical maximum with larger VM/PM ratios. As explained
above, we can only speculate whether this means our scheduler has
room for improvement or whether this indicates a larger deviation
of the lower bound more from actual the optimum. One such ex-
ample is the parameter combination of 500 PMs, 16 VMs/PM, with
a mean runtime of 480 minutes. Here, the scheduler achieves less
than 20% of the theoretical maximum. Relating this to the actual
CMU reduction of about 7% (cf. Figure 4.11), its an open question
whether savings 5 times as much, i.e., 5 ∗ 7% = 35% are feasible.
To summarize the evaluation’s first part: using our workload
model we compared two schedulers, creatively named S1 and S2,
regarding their effectiveness to reduce the cumulative machine
uptime. Because we lack real data from production infrastructure
clouds, we varied key parameters of our workload model, such as,
number of physical servers, VMs per server ratio, runtime distribu-
tion, and the mean instance runtime. We found that our schedulers,
making use of the known instance runtime, were able to decrease
the cumulative machine uptime when compared to the baseline first
fit and round robin schedulers. Further, we adapted a real-world
cluster trace from one of Google’s data centers to drive our simula-
tor. Our schedulers, again, successfully reduced the cumulative ma-
chine uptime. Last, we performed an analysis of how many servers
our schedulers use when compared to the theoretical lower bound.
We find that for certain workloads our schedulers come close to the
lower bound, while at other times they only come within 20% of the
theoretical minimum.
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Evaluation – Part II
The evaluation’s second part focuses on a different set of questions.
We extend the workload model to make it more realistic. The first
part assumed homogeneous physical servers, a single VM instance
size, and only a single instance type whose runtime is known.
While those assumptions ease some analysis, for example, to derive
the minimal number of required servers for a given number of VM
instances, it is also a rather simplistic model. The following aspects
of the workload model change for the evaluation’s second part:
• Heterogeneous host machines. The servers can host varying
numbers and sizes of virtual machines. This also implies that
the system’s total capacity is no longer equal to the total number
of servers multiplied with the server capacity. Instead, the total
capacity is the sum over the capacity and number for individual
server types.
• VM instances come in various sizes. This impacts how many in-
stances can run in parallel on server. For example, if the server
has 8 “slots” it can host 2 instances each occupying 4 slots. Al-
ternatively, it can host 8 instances each occupying only a single
slot.
• Instances of multiple purchase types, i.e., a mix of instances with
known and unknown runtimes.
• Batch requests, i.e., instead of requesting a single instance at a
time, requests can specify multiple instances.
We varied the following parameters of our workload model:
runtime distribution (2), mean (2) and shape (3) parameter, the
host population (3), instance sizes (4), purchase type mix (2), and
ran with and without batch instances (2). In parentheses we give
the number of possible values for each workload parameter. In
total, there are 2 ∗ 2 ∗ 3 ∗ 3 ∗ 4 ∗ 2 ∗ 2 = 576 different parameter
combinations.
We performed 100 simulation runs for each combination. Each
simulation run covers three days. The first day is for the system
to stabilize, and the change in cumulative machine uptime is only
calculated for the last two days. The next sections will look at the
workload parameters individually. Specifically, how changing the
parameter affects the cumulative machine uptime. Savings are
expressed relative to first fit, i.e., by how many percent did the
runtime-aware scheduler S3 decrease the cumulative machine up-
time compared to first fit.
Impact of Sigma
We briefly looked at how the runtime distribution’s shape param-
eter, σ, affects the results in the first part. Here we have a more
thorough evaluation by aggregating results over a larger parameter
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space. We consider sigma values of 0.5µ, 0.75µ, and 1.0µ for nor-
mally distributed runtimes and 0.5, 0.75, and 1.0 for log-normally
distributed runtimes. In 237/244 cases did a higher sigma increase
the savings, while the savings remained constant in the other cases.
Changing sigma from 0.5 to 1.0, CMU increases by an average of
1.9 percentage points, with a maximum increase of 10.5 percentage
points. The highest increase in percentage points is for scenarios
that already have high CMU reductions. For example, with a single
instance size, only timed instances, a log-normal runtime distribu-
tion, 240 min mean runtime, and 8 instances per host, the savings
increase from 10.7% to 21.2%. Conversely, savings were unaffected
by a change in sigma for an already difficult optimization scenario:
multiple host and instance sizes, multiple purchase types, and a
normal runtime distribution with a mean of 120 min.
Diverse runtimes improve the efficacy of S3. Because the dis-
tribution’s entropy is higher, i.e., runtimes are more widespread
instead of clustered around the mean, knowing the runtime is more
advantageous. If the majority of instances have identical runtimes,
knowing the runtime is less valuable. In general, we expect CMU
and energy savings to increase with “flatter” runtime distributions.
Heterogeneous Hosts
We contrast a homogeneous infrastructure, with a 33/66 split be-
tween brawny and wimpy nodes. Brawny nodes are twice as pow-
erful as wimpy nodes, for example, brawny nodes can host 8 in-
stances instead of 4. The make up of Google’s infrastructure, as
reflected in their cluster trace, provides a third configuration.
# machines CPU RAM # machines CPU RAM
6730 0.5 0.5 52 0.5 0.12
3862 0.5 0.25 5 0.5 0.03
1001 0.5 0.75 3 1.0 0.5
795 1.0 1.0 1 0.5 0.06
126 0.25 0.25
Table 4.4: Relative CPU and RAM
resources for all machines in the
Google cluster trace.
Table 4.4 summarizes the number of hosts as well as their nor-
malized processor and memory resources. The most powerful pro-
cessor is assigned 1.0, as is the largest RAM configuration. Actual
configurations of other machines are assigned fractional values, rel-
ative to the maximum in each category. The majority of machines,
53%, belong to a single configuration class with 0.5 normalized
CPU and RAM. We add to this class the machines with 0.5/0.25
and 0.5/0.75 normalized CPU/RAM configurations, because our
model does not capture individual resources. Aggregating the three
configuration in a single class, it represents 92% of the total server
population. 6% of the machines have a 1.0/1.0 CPU/RAM config-
urations. An even smaller number of servers, ca. 1%, has 0.25/0.25
CPU/RAM. All other configuration types make up one percent or
less. Even though the data center has heterogeneous servers, the
64 thomas knauth
number of different configurations is small, i.e., less than ten in
Google’s sample cluster.
Ultimately, we investigate three different server populations:
(1) 526 servers with 8 slots each. (2) 263 servers with 8 slots, and
526 servers with 4 slots. (3) 460 server with 8 slots, 32 server with
16 slots, and 5 servers with 4 slots. A homogeneous configuration,
a 33/66 split between brawny and wimpy nodes, and a population
modeled after data from Google’s cluster trace. The total number of
resources for each configuration is as close to identical as possible.
After introducing heterogeneous hosts, we were surprised
to see S3 perform consistently worse than first fit. In fact, the per-
formance of S3 depends on the order in which server classes are
filled. Utilizing wimpy machines first, S3 performs better than first
fit. Conversely, filling brawny machines first, S3 has a higher CMU
than first fit. Clearly, the order in which machines are filled should
not impact the results.
Also, we actually want to utilize brawny machines first because
of their more favorable energy-performance characteristics. The
overall energy consumption is worse if wimpy machines are used
first, even though the relative savings may be high. For example,
hosting 8 instances on two wimpy server incurs a higher CMU than
consolidating the VMs on a single brawny server.
Figure 4.17 illustrates the behavior. Each plot shows the delta
in used hosts for the first fit scheduler and S3. For example, −40
means S3 used 40 hosts less than first fit. A positive value means
that first fit is better than S3. The leftmost plot of Figure 4.17 shows
the behavior for filling brawny machines first. Even though S3 uses
fewer hosts for the period t = 2200 until t = 2600, first fit has a
lower overall CMU in this example.
The effect of filling wimpy nodes first is illustrated in the center
plot of Figure 4.17. The curve’s shape is completely different, even
though the workload is identical. At no point in time does first fit
occupy fewer hosts than S3, i.e., S3’s CMU is better than first fits.
As a result of this discovery, we made the scheduler aware of
different server capacity classes. We modified the scheduler to par-
tition the server population by capacity. The algorithm optimizes
the assignment only within a single capacity class, beginning with
the highest capacity servers. Only if an instance does not fit in the
highest server class, does S3 assign instances to machines of the
second highest class. The rightmost plot of Figure 4.17 shows the
effectiveness of this change. The capacity-aware scheduler utilizes
a similar number of hosts as first fit until t = 2300. For the period
from t = 2300 until t = 2700 the benefit of S3 is clearly visible.
Comparing a homogeneous data center, configuration 1,
with the 33/66 split, and configuration 2, we observe that relative
CMU savings decrease in 167 cases. In one cases, there was no
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Figure 4.17: Reduction in number
of powered up machines over time.
Lower is better. Positive values mean
first fit uses fewer hosts than S3.
(a) Brawny hosts filled first; (b) wimpy
hosts filled first; (c) scheduler aware of
mixed host capacities
change, and in 24 cases did the savings increase. The average de-
crease is 2.1 percentage points, with a maximum of 11.6. Parameter
combinations that were favorable to S3 before introducing hetero-
geneous hosts, had the highest absolute decrease in savings. For
example, the configuration with a maximum decrease of 11.6 per-
centage points was: no batches, single host and instance size, only
timed instances, sigma of 1.0, and a log-normal runtime distribu-
tion with a mean of 120 min.
Comparing a homogeneous host population with an almost
homogeneous population, configuration 3, reveals the following:
in 69 out of 192 cases did the savings of S3 decrease. Savings are
unaffected in 85 cases. Savings actually increased slightly in 38
cases. The average change is a slight decrease of 0.1 percentage
points. We recorded a maximum decrease of 1.9 percentage points.
In the common case, S3 achieves higher reductions in CMU
and energy consumption if the host population is homogeneous.
Because optimization is only performed within a capacity class, op-
timization potential is lost if multiple capacity classes exist. Skewed
host populations, like in configuration 2, are less problematic than
50/50 resource-splits. In summary, a homogeneous server popula-
tion helps S3 to better optimize the VM assignment.
Heterogeneous Instances
Considering only a single instance size simplifies the problem of
resource allocation. The maximum number of instance a host can
accommodates only depends on the host’s capacity. With multiple
VMs sizes, the maximum instance count per host depends on the
instances’ size. A related problem is fragmentation: resources are
unused because they are too small to fit a particular VM.
Our simulated instances occupy 1, 2, 4, or 8 resources. We ex-
pect savings to decrease, because of the fragmentation issue. With
different resource sizes, the scheduler has to discard all hosts with
insufficient resources. The remaining hosts with sufficient resources
are ranked according to their score.
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Due to multiple instance sizes, we have to adapt the instance
inter-arrival time accordingly to keep the overall system load within
appropriate bounds. First, instead of using a single resource size
to calculate the inter-arrival time, we now use the average instance
size. For example, with four resource sizes of 1, 2, 4, and 8, and
a uniform distribution among them, the average instance size is
(1+ 2+ 4+ 8)/4 = 3.75. Further, due to fragmentation, we scale the
original inter-arrival distribution’s λ parameter by a fixed factor:
λmod =
λ
avg instance size ∗ 1.5 (4.3)
The fragmentation factor of 1.5 was determined experimentally by
observing the number of rejected instances. If no host has sufficient
resources to accommodate an instance, the instance is rejected.
The simulator records the number of rejected instances. With a
fragmentation factor of 1.5 we observed no rejected instance any
longer.
Our baseline is a homogeneous instance population where each
instance occupies one resource. We compare this to instance size
mixes of {1, 2}, {1, 2, 4}, and {1, 2, 4, 8}. Instance sizes are assigned
randomly with uniform probability.
For each instance size mix, there are 144 possible combinations
of other parameters. Moving to four different instance sizes, the
savings decreased in 132/144 cases and increased in the remaining
12 cases. The savings decreased by an average of 4.6 and a maxi-
mum of 17.3 percentage points. The mean and maximum increase
was much smaller with only 1.2 and 1.9 percentage points. The
maximum decrease was observed for a setting favorable to S3: no
batch requests, homogeneous instances and hosts, only timed in-
stances, sigma of 1.0, and a log-normal runtime distribution with a
mean of 120 min.
Savings are reduced more often and are more pronounced for
the other instance size mixes as well. We conclude that an envi-
ronment consisting of only a single instance size is better when
optimizing for CMU, as the savings are generally higher than with
multiple instance sizes. Resource fragmentation hampers the co-
location based on expiration times as it restricts the number of
eligible hosts.
Multiple Purchase Types
Intuitively, savings should decrease if the workload contains mul-
tiple purchase options. After all, we can only optimize the assign-
ment of instances if the instance runtime is known. For on-demand
instances, the scheduler does not have this knowledge.
We compare two scenarios: (1) only timed instances and (2) a
50/50 mix of on-demand and timed instances. Across the entire
parameter space, 288 combinations of other parameters, savings
decrease with multiple purchase types. Because of the equal split
between on-demand and timed instances, we expect savings to
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decrease by 50%, which our simulations confirm. On-demand in-
stances reduce CMU savings by 3.9 percentage points on average.
For some settings, the savings decrease to 0, i.e., S3 does not have
any effect. For example, CMU reductions of 1.8% dropped to 0%
for no-batches, 33/66 host split, four instance sizes, only timed
instances, sigma 0.5, and normal runtime distribution of 240 min.
The higher the fraction of on-demand instances is in the total
workload, the lower the benefit of S3 will be. An open question
is how many users would be willing to use timed instead of on-
demand instances. The fraction of timed instances in relation to all
instances already determines an upper bound on the expected sav-
ings. Conversely, savings tend toward zero as on-demand instances
make up more and more of the instance population.
Batch Requests
When allocating resources on-demand, customers occasionally need
more than a single instance, for example, for MapReduce-style com-
putations. To simulate this behavior we introduced batch requests.
With batch requests enabled, the number of instances requested
instance varies uniformly between 1 and 10. Batch instances are
identical in their configuration, i.e., each instance in a batch occu-
pies the same number of resources.
With only one instance per request, the scheduler treats each in-
stance independently. However, with batch instances, the scheduler
can make placement decisions by considering multiple instances.
Hopefully, looking at multiple instances in unison improves the
overall results. Irrespective of the purchase type, on-demand, spot,
or timed, knowing that certain instances belong to the same request
is beneficial. The probability of two instances to finish at the same
time is higher for batch instances than for random instances from
independent requests.
We incorporated the batching logic to all schedulers, includ-
ing our baseline scheduler first fit. Although first fit already does
“batching”, by putting as many instances as possible on the first
host with sufficient resources, it still benefits from batch-awareness.
The batch-aware first fit reduces the CMU by, on average, 2.9 per-
centage points compared to a batch-unaware first fit. S3 benefits
from batch-awareness too: on average, CMU reductions are 1.8 per-
centage points higher than without. Averaged over all outcomes,
batch requests reduce CMU savings by 1.0 percentage points.
104/288 increases, 173/288 decreases, and no change in 11/288
cases. The highest decrease in absolute terms was by 10.9 percent-
age points, from 21.4% to 10.5%. Decreases are more frequent and
on average more pronounced: on average 2.4 percentage points are
lost. An increase on average means a rise by 1.3 percentage points.
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Table 4.5: Average and maximal
change in percentage points for CMU
savings.
Parameter Average (p.p.) Maximal (p.p.)
increase sigma 1.9 10.5
heterogeneous hosts -1.8 -11.6
heterogeneous instances -4.1 -17.3
multiple purchase types -3.9 -13.4
batch requests -1.0 -10.9
Evaluation Summary
Table 4.5 gives an overview of the results. For each parameter the
average change (positive or negative) in percentage points of CMU
savings is shown. As an example take heterogeneous hosts: going
from a homogeneous server landscape to a 33/66 split between
brawny and wimpy servers reduces the CMU savings by 4.4 per-
centage points on average. The table can be used as a reference to
quickly assess how a change in one of the parameters will affect the
cumulative machine uptime. Averaged over all parameter combina-
tions, S3 reduces the CMU compared to round robin by 26.5% on
average; in favorable settings by as much as 60.1%. On average 4.9%
are saved over first fit, sometimes as much as 21.4%.
A critical look at these results suggests that CMU savings in a
production environment will be small compared against a standard
first fit scheduler. As our workload model became more realistic,
the additional constraints limit the freedom of our energy-conscious
scheduler to co-locate instances with similar expiration times. We
expect even more constraints in a real infrastructure cloud. For ex-
ample, customers may explicitly request certain instances to run on
distinct hosts, racks, or data centers. Constructing a good sched-
ule within reasonable time bounds for large compute clusters then
becomes a problem in its own right 21. It also remains to be seen21 Malte Schwarzkopf, Andy Kon-
winski, Michael Abd-El-Malek, and
John Wilkes. Omega: Flexible, Scal-
able Schedulers for Large Compute
Clusters. In Proceedings of the 8th
ACM European Conference on Computer
Systems, pages 351–364. ACM, 2013
how many customers could be motivated to provide the additional
runtime information. The prospective savings depend, first and
foremost, on the fraction of timed instances with respect to all other
instances types.
4.6 Related work
There exists a large body of work on the topic of virtual machine
scheduling, where reducing the energy consumption is only one of
many possible optimization criteria. For example, Beloglazov’s PhD
thesis provides a valuable overview on this topic 22. The defining22 Anton Beloglazov. Energy-Efficient
Management of Virtual Machines in Data
Centers for Cloud Computing. PhD
thesis, Department of Computing and
Information Systems, University of
Melbourne, 2013
difference is us forgoing live VM migration to dynamically adjust
the assignment of VMs to servers. While there definitely is merit
to the ability to freely move VMs between physical machines, it
also comes at a cost: service interruption, consumed network band-
width, CPU cycles spent transmitting and receiving data on the
network, and added complexity in terms of algorithms to decide
when and how to change the allocation. While dynamic consoli-
dation based on VM migration is an important selling point and
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feature in enterprise-grade virtualization solutions, e.g., VMware’s
Distributed Resource Scheduler (DRS) 23, we know of at least one
23 Ajay Gulati, Ganesha Shanmu-
ganathan, Anne Holler, and Irfan
Ahmad. Cloud-Scale Resource Man-
agement: Challenges and Techniques.
In Workshop on Hot Topics in Cloud
Computing. USENIX, 2011
major infrastructure cloud provider that does not use VM migra-
tion at all. Despite us explicitly not considering live migration, our
work actually complements existing work which uses live migra-
tion to improve, for example, energy proportionality 24. After all, 24 N. Tolia, Z. Wang, M. Marwah,
C. Bash, P. Ranganathan, and X. Zhu.
Delivering Energy Proportionality with
Non Energy-Proportional Systems:
Optimizing the Ensemble. In Proceed-
ings of the 2008 Conference on Power
Aware Computing and Systems. USENIX
Association, 2008
improved initial placements only reduce the total number of migra-
tions, which is certainly desirable.
Our work is unique in that we are not aware of any public cloud
computing provider that allows to specify the intended lease time
when requesting a virtual machine. The idea of specifying intended
runtimes has been explored in other contexts though. For example,
the virtual machine resource manager Haizea allows to reserve
resources for future use 25, as do some batch scheduling systems 25 Borja Sotomayor, Kate Keahey, and
Ian Foster. Combining Batch Execution
and Leasing Using Virtual Machines.
In Proceedings of the 17th International
Symposium on High Performance Dis-
tributed Computing, pages 87–96. ACM,
2008
like Condor 26 and LSF 27. While user-provided runtime estimates
26 http://research.cs.wisc.edu/
htcondor/
27 http://www.platform.com/
Products/platform-lsf
are not perfect 28, they at least theoretically give the scheduler more
28 Cynthia Bailey Lee, Yael Schwartz-
man, Jennifer Hardy, and Allan
Snavely. Are User Runtime Estimates
Inherently Inaccurate? In Job Scheduling
Strategies for Parallel Processing, pages
253–263. Springer, 2005
information to better plan the execution of jobs.
Even when job runtimes are taken into account, the purpose of a
traditional batch scheduling system is different from a virtual ma-
chine scheduler. Batch scheduling systems typically maintain one
or multiple job queues, to temporarily hold jobs until they can be
executed. It is the scheduler’s responsibility to balance wait times,
fairness, and overall job turn-around times. Often, the scheduler
has to weight and prioritize the different objectives, as they may
conflict with each other.
The reason such job queues exist, is because the total number of
resources requested by all jobs, queued and running, exceeds the
physically available resources. If sufficient resources for running all
jobs simultaneously were available, each job could run as soon as
it is submitted. Job runtime estimates influence the job execution
order where the goal is to fill gaps with smaller jobs by executing
them in between “big” jobs; a technique also known as backfilling 29. 29 Barry G Lawson and Evgenia Smirni.
Multiple-Queue Backfilling Scheduling
with Priorities and Reservations for
Parallel Systems. In Job Scheduling
Strategies for Parallel Processing, pages
72–87. Springer, 2002
Contrast this to the experience provided by cloud computing:
virtual machines are ready for service in a few minutes at most.
The “cloud” is essentially the complete opposite of a batch process-
ing system as its available capacity is larger than the demand. A
cloud scheduler does not need to maintain job queues and create
an elaborate schedule to efficiently execute as many jobs as possible
on a constrained set of resources. Instead, the question faced by
our virtual machine scheduler is which VMs to co-locate in order to
minimize the overall number of powered-on machines.
But even this seemingly simpler problem of co-locating VMs
without over-committing major resources, such as CPU and mem-
ory, can lead to contention on shared micro-architectural resources 30.
30 Jeongseob Ahn, Changdae Kim,
Jaeung Han, Young-ri Choi, and
Jaehyuk Huh. Dynamic Virtual
Machine Scheduling in Clouds For
Architectural Shared Resources.
In Workshop on Hot Topics in Cloud
Computing. USENIX, 2012
Another reason to dynamically reallocate, without prior over-
subscription, is to co-locate heavily communicating VMs. Network
bandwidth, especially across rack-boundaries, is limited, and opti-
mizations to reduce traffic between racks always welcome 31.
31 Xiaoqiao Meng, Vasileios Pappas,
and Li Zhang. Improving the Scala-
bility of Data Center Networks with
Traffic-Aware Virtual Machine Place-
ment. In INFOCOM. IEEE, 2010In the less generic context of data processing frameworks, re-
70 thomas knauth
searchers also identified the potential of co-locating VMs with sim-
ilar run times 32. While the intentions of their work are similar to
32 M. Cardosa, A. Singh, H. Pucha,
and A. Chandra. Exploiting Spatio-
Temporal Tradeoffs for Energy-aware
MapReduce in the Cloud. In Interna-
tional Conference on Cloud Computing,
pages 251–258. IEEE, 2011
ours, i.e., reduce the number of active physical servers, they achieve
this goal by aggregating MapReduce jobs with similar runtimes on
the same machines. Applying the same ideas at the virtual machine
level is arguably more widely applicable. Also, our problem def-
inition is more general in that we assume time-varying demand,
whereas Cardosa et al.’s setup is static, i.e., all jobs are known be-
fore a placement is calculated.
4.7 Discussion
The evaluation determined how many machine hours are saved
when the scheduler knows the instance runtimes. An open question
still is how the reduction in cumulative machine uptime translates
into actual power savings. We will give an analytical answer to
this here. The power consumption of a server is typically modeled
as a linear function in relationship to the CPU utilization. When
the system is idle, i.e., at 0% utilization, it has a baseline power
consumption of Pbase Watts. At the other end of the spectrum, at
100%, the system consumes maximum or peak power, denoted as
Ppeak. The difference between Pbase and Ppeak is the system’s dy-
namic range. Depending on the machine’s concrete configuration,
i.e., number of hard disks, network cards, CPUs, and amount of
memory, the baseline power consumption can be up to 60% of peak
for older servers 33. However, we expect modern servers to have a33 L.A. Barroso and U. Hölzle. The
Datacenter as a Computer: An Intro-
duction to the Design of Warehouse-
Scale Machines. Synthesis Lectures on
Computer Architecture, 4(1), 2009
larger dynamic range where Pbase is only 20-30% of Ppeak. To keep
the analysis generic, we define a peak-to-idle ratio rp2i, such that
Ppeak = rp2i ∗ Pbase
Given a cumulative machine uptime (CMU) without and with our
optimizing scheduler, named CMUbe f ore and CMUa f ter, we can now
define an upper and lower bound on the power savings. The power
consumed before optimizing the assignment is defined as
Pbe f ore = CMUa f ter ∗ Ppeak + (CMUbe f ore − CMUa f ter) ∗ Pbase
while the power consumption after optimizing the assignment is
Pa f ter = CMUa f ter ∗ Ppeak
Conceptually, the lower bound is based on the assumption that
during the reduced uptime, i.e., the difference between CMUbe f ore
and CMUa f ter, the machines only consumed minimal baseline
power, while they consumed peak power during the remaining
time. This is the most pessimistic view possible.
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To calculate the power savings, we relate the power consump-
tions before and after optimization
savingslower bound =
Pbe f ore − Pa f ter
Pbe f ore
=
∆CMU
rp2i ∗ CMUa f ter + ∆CMU
For the upper bound savings, we assume that the machines only
consume baseline power without optimizing their assignment
Pbe f ore = CMUbe f ore ∗ Pbase
After simplifying the equation, the resulting expression for the
upper bound on relative power savings is
savingsupper bound =
Pbe f ore − Pa f ter
Pbe f ore
=
∆CMU
CMUbe f ore
We can now apply the formulas to determine an upper and
lower bound on the power savings based on the CMU reduction
achieved through clever scheduling. We distinguish two scenarios,
acknowledging advances in reducing the baseline power consump-
tion of modern servers. For old servers, with a high baseline power
consumption, we assume a peak-to-idle ratio of 2, while we assume
a peak-to-idle ratio of 5 for more modern servers. That is, base-
line power consumption is only 1/5 of the peak power for modern
servers. The only other value required, according to the formulas
we just derived, is the CMU reduction. As an example, we assume
a CMU reduction of 20%. Based on this, CMUbe f ore, CMUa f ter,
and ∆CMU can be derived: CMUbe f ore = 1, CMUa f ter = 0.8,
∆CMU = 0.2. Plugging those values into the formulas for lower
and upper bound power savings gives
savingslower bound =
∆CMU
rp2i ∗ CMUa f ter + ∆CMU =
0.2
2 ∗ 0.8+ 0.2 = 0.11
savingsupper bound =
∆CMU
CMUbe f ore
=
0.2
1
= 0.2
That is, a 20% CMU reduction reduces the server power consump-
tion by 11-20%. For modern servers, with a larger peak-to-idle ratio,
reducing the CMU by 20% only yields power savings of 5%:
savingslower bound =
∆CMU
rp2i ∗ CMUa f ter + ∆CMU =
0.2
5 ∗ 0.8+ 0.2 = 0.05
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Figure 4.18: Upper and lower bound
on power savings based on CMU
reductions.
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Based on the formulas, we can plot how a CMU reduction trans-
lates into power savings across the entire spectrum. Figure 4.18
shows the upper and lower bound for two server generations. We
observe that the power savings’ upper bound is identical to the
CMU savings, while the lower bounds are convex, non-linear func-
tions. Based on the data from recently published studies on cloud
data centers 34 which confirmed the low average server utilization,
34 R. Birke, L. Y. Chen, and E. Smirni.
Data Centers in the Wild: A Large
Performance Study. RZ3820, 2012a.
URL http://domino.research.ibm.
com/library/cyberdig.nsf/papers/
0C306B31CF0D3861852579E40045F17F;
and Robert Birke, Lydia Y Chen, and
Evgenia Smirni. Data Centers in the
Cloud: A Large Scale Performance
Study. In IEEE 5th International Con-
ference on Cloud Computing (CLOUD),
pages 336–343. IEEE, 2012b
we expect actual savings due to our proposed optimized scheduling
technique to be closer to the upper than the lower bound.
4.8 Conclusion
We presented our idea of timed instances, a new class of virtual ma-
chine instances. Besides established VM configuration parameters,
for example, operating system, memory and CPU size, the user
also specifies the VM’s runtime when requesting an instance. The
infrastructure provider incorporates the VM’s runtime into the
scheduling algorithm.
As our primary concern is energy consumption, we evaluated
three different schedulers with respect to their ability to reduce the
overall number of used servers for a given workload. The sched-
ulers reduce the cumulative machine uptime by up to 60.1% and
16.7% when compared against a round robin and first fit scheduler,
respectively. Apart from these best-case scenarios, typical savings
are only about 1/3 of the maximum.
As we lacked real-world input data to drive our simulations, we
developed a workload model and generator. The parameters cov-
ered by the workload model are data center size and server mixes,
various VM sizes and mixes, different runtime distributions, batch
requests, and mixed purchase types. Even though CMU savings
decrease as the variability of our model parameters increases, the
optimizations still yield consistent improvements. How this trans-
lates into monetary savings depends on factors such as energy
price, data center size, and power usage effectiveness (PUE). The
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monetary savings, in turn, determine the price difference between
on-demand and timed instances.
A back-of-the-envelope calculation shows that even seemingly
small savings of a few percent can translate into cost reductions of
multiple hundred thousand dollars: according to the U.S. Environ-
mental Protection Agency 35, servers in mid-sized data centers in 35 Report to Congress on Server and
Data Center Energy Efficiency, 2007.
URL http://www.energystar.gov/
index.cfm?c=prod_development.
server_efficiency_study
the US alone consumed a total of 3.7 billion (1012) kWh. Reducing
this energy consumption by 5% already saves thousands of mil-
lions of dollars 36 let alone carbon emissions. Of course, not every
36 At $0.08/kWh 5% of 3.7 ∗ 1012 ∗ 0.08
is $14,800,000,000
data center is an infrastructure cloud, but even for a single site, the
potential savings are on the order of $100,000 per year.

5
On-Demand Resource Provisioning
in Cloud Environments
While Chapter 4 optimized the assignment of virtual to physical
machines, this chapter looks at the possibility to pause idle VMs
with minimal impact on their normal operation. By explicitly paus-
ing idle VMs, the infrastructure providers needs fewer physical
servers to host the same number of active virtual machines. Fewer
physical servers reduce the provider’s hardware as well as energy
costs.
One challenge in this context is how to re-activate a paused
virtual machine swiftly, such that the user’s experience is only
impacted minimally. To know when to resume the VMs again, their
activity must be monitored. A novel SDN-based network-activity
detector is presented as a more versatile alternative to a proxy-
based activity monitor.
The material in this chapter originally appeared at CGC’13 1, SYS-
1 Thomas Knauth and Christof Fetzer.
Fast Virtual Machine Resume for Agile
Cloud Services. In International Con-
ference on Cloud and Green Computing.
IEEE Computer Society, September
2013b
TOR’14 2, and HotSDN’14 3.
2 Thomas Knauth and Christof Fetzer.
DreamServer: Truly On-Demand
Cloud Services. In International Systems
and Storage Conference. ACM, June
2014. doi: 10.1145/2611354.2611362
3 Thomas Knauth, Pradeep Kiruvale,
Matti Hiltunen, and Christof Fetzer.
Sloth: SDN-enabled Activity-based
Virtual Machine Deployment. In
Hot Topics in Software Defined Net-
working. ACM, August 2014. doi:
10.1145/2620728.2620765
5.1 Introduction
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Figure 5.1: Comparison of startup
latency for two popular cloud/in-
frastructure providers. The delay
between requesting a virtual machine
instance and being able to log in to
that instance is tens of seconds up to
minutes.
Cloud computing, i.e., renting IT resources for indefinite time
spans, offers many benefits, the most touted of which is prob-
ably the flexibility to add and release resources based on ones
computing needs. However, we posit that current cloud provider
offerings are ill-suited for lower-end customers, especially consid-
ering user-facing, interactive services with frequent idle periods.
Cloud providers should allow resources to be acquired and released
even for time frames of a couple of minutes. While some cloud
providers, at the time of writing, still charge users by the hour,
for example, Amazon, there is no fundamental technical reason
preventing the adoption of more fine grained billing cycles. For
example, Google Compute Engine and Microsoft Azure, recently
started to charge by the minute. Even shorter billing intervals are
only useful if the startup latency, i.e., the time between submitting
a resource request and gaining access to the resource, is reduced at
the same time. Currently, the fastest startup times are still on the
order of tens of seconds 4.
4 http://gigaom.com/2013/03/15/by-
the-numbers-how-google-compute-
engine-stacks-up-to-amazon-ec2/
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While there are many factors influencing the total startup time of
a “cloud VM”, for example, the time to find a suitable host within a
cluster of computers 5, we demonstrate that bringing up a stateful5 Malte Schwarzkopf, Andy Kon-
winski, Michael Abd-El-Malek, and
John Wilkes. Omega: Flexible, Scal-
able Schedulers for Large Compute
Clusters. In Proceedings of the 8th
ACM European Conference on Computer
Systems, pages 351–364. ACM, 2013
virtual machine takes less than one second in the best case. This
allows low-end customers to deploy their services “in the cloud”
without requiring the services to run continuously. Temporarily
switching off idle services has benefits for the cloud provider and
customer: the cloud provider saves resources while the service is
off, requiring fewer physical machines to host services. The unused
servers can be powered off, saving energy and thus reducing the
provider’s operational costs. On the other side, the customer saves
money because he is not billed for periods when his service is sus-
pended. The customer essentially trades quality of service for re-
duced cost: by accepting a small latency increase for some requests,
he saves money compared to a continuously running service.
The key challenge is to reactivate services quickly in response
to incoming requests. As we expect humans to interact with these
services, fast response times are essential. As already mentioned
earlier, it takes up to several minutes to start a new virtual ma-
chine instance with some cloud providers. It is possible to shorten
the startup delay by resuming from a checkpoint instead of boot-
ing a new instance. However, we are unaware of any major cloud
provider exposing this functionality via their API. But, even though
resuming from a checkpoint may be faster than booting a fresh in-
stance, existing resume implementations still leave headroom for
further optimization. Typically, the delay to resume from a check-
point grows linearly with the checkpoint size, reaching into tens of
seconds for VMs with multiple gigabytes of memory. With Dream-
Server we apply results from previous work 6 to resurrect VMs6 Irene Zhang, Tyler Denniston, Yury
Baskakov, and Alex Garthwaite. Opti-
mizing VM Checkpointing for Restore
Performance in VMware ESXi. In
Proceedings of the 2013 USENIX Annual
Technical Conference, 2013; Irene Zhang,
Alex Garthwaite, Yury Baskakov,
and Kenneth C. Barr. Fast Restore of
Checkpointed Memory Using Working
Set Estimation. In International Confer-
ence on Virtual Execution Environments.
ACM, 2011; Thomas Knauth and
Christof Fetzer. Fast Virtual Machine
Resume for Agile Cloud Services. In
International Conference on Cloud and
Green Computing. IEEE Computer
Society, September 2013b; and Jun
Zhu, Zhefu Jiang, and Zhen Xiao.
Twinkle: A Fast Resource Provisioning
Mechanism for Internet Services. In
International Conference on Computer
Communications, pages 802–810. IEEE,
2011
with minimal delay.
With DreamServer, we propose a system architecture that sup-
ports the on-demand deployment of virtualized services. Dream-
Server suspends idle virtual machines and only resurrects them on
the next incoming request. This is completely transparent to the re-
quest issuer, except for a slight increase in response time. Applying
existing techniques and adapting them to the open-source virtual
machine emulator qemu/kvm, DreamServer resumes stateful VMs
in less than one second from local storage, and in slightly more
than one second from remote storage.
We also present two alternative solutions to monitor the service’s
activity. To resume VMs on incoming requests, DreamServer must
be somehow interposed between the client and the service, such
that it sees the flow of requests. One solution is to proxy requests
and adapt the proxy’s behavior according to our needs. This works
well for HTTP-based services and covers many use cases as the
hyper text transfer protocol is fundamental to the Internet. There
exists a large variety of proxy software and the overall integration
of proxies into the Internet’s architecture is established and mature.
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However, not all services run over HTTP and a more generic ap-
proach working for any application layer protocol would clearly be
preferable. This is why we developed an alternative to the proxy-
based solution: with the recent rise of Software Defined Network-
ing (SDN) there now exists a mechanism to effortlessly expose and
react to network-level events. We use the event notification frame-
work provided by SDN to monitor the in- and outgoing network
traffic of each service. Based on the perceived network (in)activity,
we determine when to switch a service on and off. Observing ac-
tivity at a lower network layer, the data link layer as opposed to
the application layer, makes the SDN approach more generic by
supporting arbitrary application layer protocols.
5.2 Problem
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Figure 5.2: Request inter-arrival time
for three exemplary web services. Idle
periods of tens of seconds up to tens of
minutes do exist.
We start with a motivating example for web services which
would benefit from more flexibility with respect to resource de-
ployment in the cloud. To make our case, we use publicly available
web server traces 7 as well as traces collected by us. The Calgary 7 Martin F Arlitt and Carey L
Williamson. Web Server Workload
Characterization: The Search for
Invariants (Extended Version). In
SIGMETRICS Performance Evaluation
Review, volume 24, pages 126–137.
ACM, 1996
and Dresden trace are from department-level web servers, while
the Saskatchewan trace represents data from a campus-wide web
server. Each trace includes a time stamp indicating when the web
server received the request. Based on the time stamp, we can de-
termine the inter-arrival time distribution, which forms the basis
of our analysis. Table 5.1 summarizes, for three exemplary traces
from our collection, the length of each observation period and the
total request volume. The three traces are interesting because they
illustrate different inter-arrival time distributions. The trace periods
range from 214 to 353 days, with a total request volume of between
0.7 and 4.2 million.
Name Period Requests
[days] [106]
Dresden 318 4.2
Saskatchewan 214 2.4
Calgary 353 0.7
Table 5.1: Trace length and total num-
ber of requests for three exemplary
web services.
Examining the traces, we observe that requests are sometimes
spaced minutes apart. During those times, the service performs no
useful work and may as well be disabled, saving the customer
money and potentially allowing the provider to re-allocate re-
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sources. Figure 5.2 visualizes the inter-arrival time distribution
for each of the three traces. Only looking at the inter-arrival time
distribution, we can already approximate the “idleness” of each
server. While close to 92% of the requests for the Dresden trace
have an inter-arrival time of 10 seconds or less, which are too short
to exploit, it also means that 8% of the requests arrive with a gap of
more than 10 seconds. The Saskatchewan and Calgary traces have
19% and 35% of their requests more than 10 seconds apart. A small
percentage of requests shows even larger inter-arrival times. For ex-
ample, 15%, 5%, and 2% of the requests have inter-arrival times of
more than 100 seconds for the Calgary, Dresden, and Saskatchewan
trace, respectively.
Figure 5.3: Accumulated idle time for
three web services. Higher is better.
More aggressive, i.e., lower, timeouts
increase the total idle time.
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While the inter-arrival time distribution already hints at the po-
tential to suspend idle services between requests, the savings are
more apparent when accumulated over longer intervals. We define
idle time as the time between two requests minus a predefined time-
out value. For example, assuming a timeout value of 60 seconds
and an inter-arrival time of 100 seconds, the resulting idle time
would be 40 seconds. During the idle time, the service is suspended
and does not incur any costs for the cloud customer. Figure 5.3
shows the idle time, accumulated over the entire trace period, for
varying timeout values. Even with a conservative timeout of 60 sec-
onds, the Calgary trace exhibits 65% idle time across the duration
of the trace. While the Calgary trace is an example of a service that
fits particularly well with our proposed strategy, even the Dresden
trace shows an accumulated idle time of 45%, i.e., 150 days over its
trace period of 318 days. The 45% idle time is even more impressive
considering that the Dresden trace contains 6x more requests than
the Calgary trace during a shorter trace period. The Saskatchewan
trace exhibits only marginal benefits from periodically suspend-
ing the service. Even with an aggressive 60 second timeout, the
Saskatchewan server could only be suspended for roughly 10% of
the time. That is OK though, because not every service exhibits the
request patterns that we are targeting with DreamServer.
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Our strive for more flexible on-demand cloud offerings is in line
with the recent move towards finer granular accounting intervals
by the major cloud providers. Ever since Amazon started to rent
its infrastructure in 2006, the standard billing period was one hour.
While low volume services may have hour-long idle periods, this
coarse granular billing reduces achievable savings. However, we
are convinced that the default one-hour billing cycle will soon be
replaced by more fine-grained charging intervals. For example,
Google8 and Microsoft9 have already announced that they would 8 http://goo.gl/5zPQrt
9 http://goo.gl/NZEOLNcharge customers of their respective cloud offerings by the minute.
Other researchers have already speculated whether the current
model of selling fixed-size resource bundles by the hour may soon
be replaced by a market where individual resources are traded
freely and acquire/release cycles are even shorter 10. 10 Orna Agmon Ben-Yehuda, Muli
Ben-Yehuda, Assaf Schuster, and Dan
Tsafrir. The Resource-as-a-Service
(RaaS) Cloud. In Hot Topics in Cloud
Computing. USENIX Association,
2012; and Orna Agmon Ben-Yehuda,
Eyal Posener, Muli Ben-Yehuda,
Assaf Schuster, and Ahuva Mu’alem.
Ginseng: Market-driven Memory
Allocation. In International Conference
on Virtual Execution Environments, VEE
’14, pages 41–52, New York, NY, USA,
2014. ACM. ISBN 978-1-4503-2764-
0. doi: 10.1145/2576195.2576197.
URL http://doi.acm.org/10.1145/
2576195.2576197
The techniques to detect idleness are not limited to virtual
machines running in the cloud, but can equally well be applied to
physical machines in home and office networks, as well as, server
clusters. According to a study by Nedevschi et al. 11 there is a large
11 S. Nedevschi, J. Chandrashekar,
J. Liu, B. Nordman, S. Ratnasamy, and
N. Taft. Skilled in the Art of Being Idle:
Reducing Energy Waste in Networked
Systems. In Proceedings of the 6th
USENIX Symposium on Networked
Systems Design and Implementation,
pages 381–394. USENIX Association,
2009
potential to save energy by powering down idle desktop machines.
In their study, the machines were actively used less than 10% of
the time, on average. We made similar observations of low overall
utilization values for our research group’s 50 machine cluster. A
controlled and automated solution to power down idle machines,
and resume them transparently on activity, would enable significant
power savings without manual intervention. As presented later on,
our novel mechanism to determine idleness at the network layer
with Software Defined Networking is one possible solution. It can
be used either to conserve resources, for example, by suspending
idle virtual machines, or for automated power management of a
server cluster. We explore the former in the following sections,
leaving the latter for future work.
To summarize, the goal is to suspend virtualized services when
they are idle and swiftly resume them on the next incoming re-
quest. In a cloud computing setting this saves the customer money,
as he only pays for the time when the VM is actually up. The
provider’s motivation is to be able to host a larger number of ser-
vices using fewer physical resources: suspended VMs do not oc-
cupy precious resources, such as RAM, which the provider can use
for other, active VMs instead.
To realize this idea, we need a mechanism to reactivate virtual
machines within a short time frame, ideally sub-second, and to
monitor the virtual machine activity. The next section describes our
DreamServer architecture and how we achieved those goals.
5.3 Architecture
DreamServer depends on two central building blocks: (1) a network-
level idleness detector, as well as (2) a mechanism to quickly re-
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sume inactive virtualized services. Infrastructure providers rou-
tinely use hardware virtualization to isolate users’ operating sys-
tems from each other. Hence, when referring to virtualized services,
we mean services running inside a virtual machine.
The network-level idleness detector can be implemented in many
ways. In the following sections, we present two possible idleness
detectors realized with different technologies. We start with the re-
verse proxy solution, which interposes messages at the HTTP level,
before presenting the more generic solution based on Software De-
fined Networking. Both solutions have in common that the activity
detector must be placed somewhere in between the client and the
server. This is necessary because we want to detect idleness solely
by observing the communication between the two parties. In partic-
ular, our idleness detector works without any modifications to the
hypervisor or guest operating systems.
Reverse Proxy
The reverse proxy is the central component strategically positioned
between the end user and the backend services. A reverse proxy, as
opposed to a forward proxy, is located close to the origin servers.
A common use case for a reverse proxy is load balancing by dis-
tributing requests among a set of functionally equivalent backend
servers.
Figure 5.4: DreamServer architecture.
Requests pass through a proxy (1)
which is aware of the on/off state of
backend servers. If the backend server
is up, the proxy forwards the request
immediately (2). Otherwise, the proxy
resumes the backend (3) and waits
until the server is up again before
forwarding the request (2). The entire
process is transparent to the client.
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Another responsibility, often assumed by a reverse proxy, is
forwarding of requests based on the domain name. This type of
forwarding is required whenever multiple domain names share a
single IP address. This setup is, for example, common with web
hosting providers. As IPv4 addresses are a rare commodity, the
hosting provider can serve multiple customers with only a single
IP address. However, individual customers still want to use their
own HTTP server. This is where the reverse proxy helps. The re-
verse proxy listens on port 80 of the shared IP address, i.e., it sees
every request destined for any of the domains associated with this
IP address. The proxy inspects the Host field of the HTTP request
header to determine which backend server should receive the cur-
rent request. While all domains handled by the proxy share a single
public IP address, each backend server has a unique private IP
address.
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DreamServer extends this setup by making the proxy aware of
the backend servers’ states. Instead of unconditionally forwarding
the request, the proxy ensures that a customer’s backend server
is up before forwarding the request. To this end, the proxy keeps
a small amount of soft state. For each domain, the proxy tracks
whether the backend server is running or suspended. Because the
additional state is soft state, bootstrapping is easy: the proxy has a
configuration file containing all the domain names and backend IP
addresses it is responsible for. To establish a backend’s state, e.g.,
after the proxy failed, the proxy tries to contact all of its backend
servers. Each responding server is considered awake while the
others are suspended.
The proxy resumes backend servers as soon as a request for a
suspended backend arrives. A separate process, independent of the
proxy, suspends idle backend servers. The suspender process runs
on the same machine as the reverse proxy and uses its statistics
to determine idleness. For example, for each backend server, the
proxy records the time stamp of the most recent request. The dif-
ference between the time stamp and current time tells us how long
the backend has been idle. A straightforward strategy to suspend
idle servers is to wait for a certain amount of time, say 30 seconds,
before suspending the backend. Naturally, more elaborate schemes
are possible, but we do not investigate them further here. The more
aggressive the strategy is, i.e., the more frequent a backend server
is deactivated, the higher the savings. However, more frequent sus-
pend/resume cycles may negatively impact the service’s latency
and, ultimately, user experience.
Monitoring requests with an application-specific proxy is one
possibility to determine service (in)activity. However, this restricts
the applicability of our prototype to services communicating over
HTTP. Each supported protocol would potentially require its own
application-specific reverse proxy. An ideal solution would work
independently and regardless of the application layer protocol. We
developed a generic solution that works for any type of network
traffic using Software Defined Networking (SDN) technologies 12. 12 Thomas Knauth, Pradeep Kiruvale,
Matti Hiltunen, and Christof Fetzer.
Sloth: SDN-enabled Activity-based
Virtual Machine Deployment. In
Hot Topics in Software Defined Net-
working. ACM, August 2014. doi:
10.1145/2620728.2620765
With SDN, it is possible to use DreamServer in a wider range of set-
tings, i.e., for arbitrary application layer protocols. As an example,
imagine a personal ssh server “in the cloud”, that is only started
whenever the user connects to it.
Similar ideas, based on network-layer idleness detection, have
been previously used to switch off idle desktop and laptop com-
puters 13. DreamServer extends the reach of these concepts to
13 S. Nedevschi, J. Chandrashekar,
J. Liu, B. Nordman, S. Ratnasamy, and
N. Taft. Skilled in the Art of Being Idle:
Reducing Energy Waste in Networked
Systems. In Proceedings of the 6th
USENIX Symposium on Networked
Systems Design and Implementation,
pages 381–394. USENIX Association,
2009
virtualized services running in anonymous data centers. Instead
of “unplugging” physical office desktops to conserve energy, we
“power off” virtual machines to efficiently reuse resources. Because
memory often limits the consolidation of virtual machines, tech-
niques have been developed to relief the memory pressure through,
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for example, page sharing 14 and compression 15. Explicitly sus-14 Sean Barker, Timothy Wood,
Prashant Shenoy, and Ramesh
Sitaraman. An Empirical Study
of Memory Sharing in Virtual Ma-
chines. In Proceedings of the 2012
USENIX Annual Technical Confer-
ence, pages 273–284, Boston, MA,
2012. USENIX. ISBN 978-931971-
93-5. URL https://www.usenix.
org/conference/atc12/technical-
sessions/presentation/barker
15 Irina Chihaia Tuduce and Thomas R
Gross. Adaptive Main Memory
Compression. In Proceedings of the 2005
USENIX Annual Technical Conference,
pages 237–250, 2005
pending inactive VM’s by writing their in-memory state to disk, is
another technique to free up physical memory to reuse for other
purposes.
A Brief Introduction to Software Defined Networking
Software Defined Networking aims to ease the management of
networking equipment through separation of concerns and stan-
dardized interfaces. Conceptually, basic network devices such as
switches, are divided into a control plane and a data plane. By inter-
acting with the control plane, the behavior of the data plane can be
altered. The data plane, based on how it has been set up through
the control plane, does the actual work. For each incoming packet it
decides if to forward and on which port to output it.
Without SDN, each networking device has its own integrated
control plane and each device acts independently of other devices.
The goal of Software Defined Networking is to create a single log-
ical control plane for all networking devices. By centralizing the
previously distributed decision making, some companies have re-
ported tremendous improvements in overall network utilization 16.16 Sushant Jain, Alok Kumar, Subhasree
Mandal, Joon Ong, Leon Poutievski,
Arjun Singh, Subbaiah Venkata, Jim
Wanderer, Junlan Zhou, and Min
Zhu. B4: Experience with a Globally-
Deployed Software Defined WAN. In
Proceedings of the ACM SIGCOMM 2013
Conference, pages 3–14. ACM, 2013
The OpenFlow protocol is sometimes used synonymously with
SDN. However, OpenFlow only standardizes how the control and
data plane communicate with each other. OpenFlow provides a rich
set of high-level interfaces and APIs which are supposedly easier
to use and are identical between OpenFlow-compliant components.
A standardized interface removes vendor lock-in because migra-
tion between different OpenFlow-compliant brands and models
becomes easier.
Detecting Idleness with SDN
For our purpose of detecting idleness at the network layer, we only
use a small subset of features offered by SDN. The DreamServer
architecture for our SDN-based prototype, Figure 5.5, is similar to
the architecture using a reverse proxy. The components include
an OpenFlow switch, an OpenFlow controller, and a set of servers
functioning as virtual machine hosts. The goal is to suspend VMs
deemed idle and to resume them on incoming network traffic. Be-
cause we target virtualized resources in a data center, using net-
work activity to determine (in)activity of the VM is reasonable.
Previous work, for example Bila et al. 17, used user input, or the ab-17 N. Bila, E. de Lara, K. Joshi, H.A.
Lagar-Cavilla, M. Hiltunen, and
M. Satyanarayanan. Jettison: Efficient
Idle Desktop Consolidation with
Partial VM Migration. In EuroSys, 2012
sence thereof, to determine idleness. However, tracking keystrokes
or mouse movements is not applicable to virtual machines hosted
in a data center. Any such activity, for example when interacting
with a remote desktop, invariably translates into network traffic.
The network switches, as intermediate elements between the
clients and servers, forward traffic based on installed flow entries.
A flow entry is a rule which tells the switch’s data plane how to
forward traffic. With OpenFlow, each flow entry has two timeouts
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Figure 5.5: The DreamServer archi-
tecture. Client network traffic arrives
at the router (1), which forwards the
traffic (2) to the final destination if
it is up and running (5). Otherwise,
the switches contact the controller (3)
which resumes the destination VM (4).
Once the VM is up again, the traffic is
finally forwarded as usual (5).
associated with it: an idle and a hard timeout. The switch removes
a flow entry automatically whenever one of the two timers expires.
As the name suggests, the idle timeout triggers a flow removal
after n seconds of inactivity, i.e., the switch has not forwarded any
traffic related to this entry. The hard timeout, on the other hand,
lets a flow expire n seconds after its installation, irrespective of
activity. The timeouts can be seen as a form of garbage collection.
The switch can only store a limited number of flow entries at a
time and this memory is precious. Upgrading a switch’s memory is
either very expensive or even impossible.
Suspending VMs
For our purposes of suspending idle instances we disable the hard
timeout by setting it to 0. We may reconsider this in light of differ-
ent constraints 18 or future uses cases, but the hard timeout does 18 Adam Zarek. OpenFlow Time-
outs Demystified. Master’s thesis,
Department of Computer Science,
University of Toronto, 2012. URL
http://www.eecg.toronto.edu/~lie/
papers/zarek_mscthesis.pdf
not serve any purpose for us. The idle timeout, on the other hand,
is how we detect idleness. Whenever a flow entry expires, either
due to the hard or idle timeout, the switch sends a message to the
controller informing it about the flow removal. Our SDN controller
tracks the active flow entries by monitoring the flow removal mes-
sages to determine unused VMs.
suspend
Figure 5.6: The OpenFlow controller
resumes VMs on incomming network
traffic. On inbound traffic the switch
sends a message to the controller
asking how to handle the incomming
packet. The controller recognizes that
the packet is for a sleeping VM and
resumes the VM before forwarding the
packet.
Because a VM can have multiple flows associated with it, the
controller only suspends the VM when the last flow expired. Most
of the time, each instance has at least two flows associated with
it: one for incoming and a second flow for outgoing traffic. The
controller tracks the flow entry count on a per VM basis, based on
the flow removal and missing flow entry messages it receives. An
alternative to reference counting at the controller is to query the
switches’ flow tables in fixed intervals. By parsing the switches’
flow table statistics, we can also determine which VMs have not
received any traffic for some time. However, this creates additional
and in the end unnecessary network traffic. Because the infor-
mation maintained by reference counting at the controller is also
available by querying the switches, this adds some degree of fault
tolerance. If the controller should loose the reference counting in-
formation, for example, due to a server crash, the information can
be reconstructed based on the statistics maintained by the switches.
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The idle timeout directly influences the frequency and delay
with which VMs are suspended. Setting a low idle timeout, e.g.,
60 seconds, translates into an aggressive suspension policy. If there
was no traffic for 60 seconds, the flow’s idle timeout fires. This
allows to exploit even short idle intervals but may increase the
frequency of suspend/resume cycles. A more conservative idle
timeout of, say, 5 minutes, reduces the number of suspend/resume
cycles, but also delays the suspension of idle instances.
For busy switches, idle timeouts measured in minutes are in-
feasible. The timeout is chosen to balance table occupancy and
performance, i.e., a switch can only store a limited number of flow
entries but each miss slows down the forwarding of packets. In this
case, a two-stage expiration process is possible. The flow entries
are installed with a short lived idle timeout of a few seconds. The
controller continues to receive messages for each expired flow entry.
After all flow entries, incoming and outgoing, belonging to a VM
have expired, the controller itself starts a timeout. When the con-
troller’s timeout fires, the VM is finally suspended. Alternatively,
the controller’s timeout is canceled if a new flow entry for the VM
is installed.
Because each flow entry can have a different timeout, it is possi-
ble to assign timeouts on a per-VM basis. If domain-specific knowl-
edge or historic information for certain VMs exists, it can be used to
adapt the idle timeout to the specific circumstances. In this way, an
administrator can fine tune the number of suspend/resume cycles
based on the workload.
Resuming VMs
Analogous to suspending VMs based on flow removal messages,
the controller resumes VMs on packet-in messages. When the switch
receives a packet for which no flow entry exists, the switch sends a
packet-in message to the OpenFlow controller. A missing flow entry,
in our use case, is synonymous with the corresponding destination
VM sleeping. That is, before pushing a flow entry to the switch
and forwarding the packet, the controller must wake the VM up.
In fact, the controller could not install a flow at this point, because
the virtual network port on the virtual switch belonging to the
VM does not even exists at this point. Instead of pushing a flow
entry, the controller puts the packet into a FIFO queue and sends a
command to the VM host to resume the VM.
resume
Figure 5.7: The OpenFlow controller
resumes VMs on incomming network
traffic. On inbound traffic the switch
sends a message to the controller
asking how to handle the incomming
packet. The controller recognizes that
the packet is for a sleeping VM and
resumes the VM before forwarding the
packet.
Bringing the VM up takes anywhere from less than a second,
in the best case, to a few seconds. Packets, arriving while the VM
is resuming, are also queued. Eventually, the controller realizes
that the VM is up again by listening for gratuitous ARP messages
originating from the VM. Gratuitous ARP messages are a common
feature of virtual machine monitors to help with re-establishing net-
work connectivity after a VM migration. Migrating a VM between
different physical hosts, likely also changes the physical switch
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ports the VM is reachable on. Gratuitous ARP messages proactively
inform the network infrastructure about the topology change.
The gratuitous ARP broadcast is visible to the OpenFlow con-
troller as a packet-in message. Upon receiving the gratuitous ARP
message, the controller installs the appropriate flow entries to allow
traffic from and to the VM. As a last step, the controller forwards
all queued packets destined for the instance.
Implementation Details
We implemented our prototype using the well-known OpenFlow
controller Floodlight 19. Floodlight is written in Java and follows an 19 Floodlight: Java-based OpenFlow
Controller . URL http://floodlight.
openflowhub.org/
event-driven and staged execution pattern. The core functionality
can be extended by writing and registering custom modules. A basic
module consists of handlers for predefined events. Because, at any
point in time, multiple handlers/modules may be listening for the
same event, the handlers are executed sequentially according to a
configurable order. Because our modifications sometimes prevent
packets from being forwarded, our module must run, for example,
before the Forwarding module. We achieve this by specifying the
execution order as part of the controller’s configuration.
Stale ARP Entries
During the prototype’s development we noticed that the controller
would only ever see and queue ARP requests prior to waking up
the VM. This seemed odd, since we were trying to establish a TCP
connection and expected TCP SYN packets. The intention behind
queuing packets, instead of simply dropping them, was to disturb
higher level protocols as little as possible. After all, dropping and
queuing are both legitimate options. If we dropped the packet,
a caring sender would retransmit it. This is, for example, imple-
mented in the ubiquitous Transmission Control Protocol to provide
reliable message delivery over unreliable channels. On the other
hand, if the sender used a communication protocol lacking deliv-
ery guarantees, it must expect and cope with lost messages. For
the sake of minimizing interference, we decided to queue packets
instead of dropping them.
The explanation for why the queues only ever contained ARP
requests is this: the VM is suspended because it has received no
traffic for some time. The lack of network traffic let the ARP entry
for the VM’s IP/MAC pair on the router become stale. To send
any packet to the VM, the router must re-validate the IP/MAC
mapping by issuing an ARP request 20. Until the router receives a 20 Martin A Brown. Guide to IP Layer
Network Administration with Linux.
2007. URL http://linux-ip.net/
html/index.html
reply to the broadcast ARP request, it cannot send any higher layer
packets to the VM. The ARP requests sent by the router, are the
packets being queued at the controller.
The only time we might see packets other than ARP requests
queued at the controller is when the ARP entry at the router is still
valid while the VM is already suspended. At least with the default
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ARP timeout settings, this scenario seems unlikely. On Linux, an
ARP cache entry is valid for a random time of 15-45 seconds by de-
fault. Because we intend to suspend VMs after minutes of inactivity,
the router’s ARP entry will always be expired when a packet for a
suspended VM arrives. Conversely, we would only ever see non-
ARP packets arriving at the controller for a suspended VM, if we
increase the ARP cache validity timer to several minutes.
Operating Resend
System Delay [s]
Ubuntu 12.04 1, 1, 1, 1, 1, 1
OSX 10.9 1, 1, 1, 1, 31, 32
Figure 5.8: Intervals between re-
sending ARP requests for different
operating systems. After a fixed num-
ber of retries the system gives up to
resolve the MAC address. ARP Replies
A problem related to the timed out ARP cache entries is the strat-
egy to re-validate them. By default, Linux sends out exactly 3 ARP
requests, spaced one second apart, before declaring the address
unreachable. That is, unless we manage to resurrect the VM within
3 seconds, we risk breaking the transparency of DreamServer, i.e.,
clients would experience temporarily unreachable services. As a
reference, we list the resend intervals for Ubuntu 12.04 and OSX
10.9 in Table 5.8.
While restoring a VM in less than 3 seconds is possible 21, in-21 Thomas Knauth and Christof Fetzer.
DreamServer: Truly On-Demand
Cloud Services. In International Systems
and Storage Conference. ACM, June
2014. doi: 10.1145/2611354.2611362
stances with a lot of state may take longer than this. Two solutions
come to mind: first, increase the number of retries before the op-
erating system gives up to resolve the MAC address. On Linux,
which our router runs, the corresponding parameter is configurable
separately for each network device. However, we would prefer a
solution that does not rely on changing default system values. Be-
cause ARP is a stateless protocol, i.e., each message can be handled
without knowledge of previous messages, it is possible for the con-
troller to answer ARP requests in-lieu of the VM. This way, we can
ensure that ARP requests are answered with minimal delay.
Having the controller answer ARP requests also reduces the
achievable lower bound resume latency. If ARP requests are sent
out in one-second intervals, the achievable end-to-end latency will
also only increase/decrease in one-second steps. For example, be-
fore modifying the controller to respond to ARP requests, the mini-
mum achievable end-to-end latency was slightly above one second.
The router would send out an ARP request, which nobody replied
to, because the VM was not running. One second later, the router
would send a second ARP request. By that time, the VM was up,
answered the request, and everything proceeded as normal. The
VM might have been, and was, up after only 500ms. However, be-
cause the packet was only resent after 1 second, this resend interval
puts a lower bound on the achievable resume latency.
The controller can reply to ARP requests because the protocol
itself is stateless. For stateful protocols, e.g., TCP, it is much more
complicated to have the controller act as an end point for the con-
nection. At least for TCP it is unnecessary to have the controller
reply to packets to avoid failed connection attempts. Higher level
protocols, e.g., TCP, are more forgiving when it comes to trans-
mission delays. For example, with the default settings on a recent
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Linux distribution, the client fails to establish a TCP connection
only after 63 seconds (cf. Table 5.9); much more lenient than the 3
seconds to resolve the MAC address. During this time the initial
SYN packet is retransmitted 6 times with increasing intervals. One
minute should be sufficient to resume VMs even if they have a lot
of state.
Operating Resend
System Delay [s]
Ubuntu 12.04 1, 2, 4, 8, 16, 32
OSX 10.9 1, 1, 1, 1, 1, 2, 4,
8, 16, 32
Figure 5.9: Intervals between resend-
ing the initial packet to establish a TCP
connection.
By having the controller resolve MAC addresses of resuming
VMs, we gain more time to resume a VM, without causing the
client to experience a temporary, but externally visible, error con-
dition. After having the VM’s MAC address resolved, the router
can send the higher level IP packets to their intended destination.
In case the VM is still not up yet, the packets are queued at the
controller.
Message Flow
TCP SYN
gratuitous ARP
wakeup VM
ARP request
for VM’s MAC
client router OpenFlowcontroller VM host VM
ARP reply
TCP SYN
TCP SYN
TCP SYN-ACK
Figure 5.10: Logical message flow
between the client, router, OpenFlow
controller, VM host, and VM. The
figure is not drawn to scale, i.e.,
there is no implied delay only causal
ordering.
The logical flow of messages exchanged between the different
components is pictured in Figure 5.10. We illustrate the message
flow when a client initiates a new TCP connection with a sus-
pended service. The initial TCP SYN packet arrives at the router,
which translates the public IP into the private IP associated with
the VM 22. Because it has been a while since the router last com- 22 Translating the public IP into a
private IP is called destination network
address translation (DNAT). Cloud
providers use this to associate public
IP addresses with a dynamically
changing pool of virtual machines.
VMs only have a single network
interface with a private IP address.
Access from the outside world is
realized by having the router forward
all packets destined to the VM’s public
IP to the VM’s private IP address.
municated with the VM, the ARP entry, mapping the VM’s IP to
a MAC address, is stale and must be re-validated. To this end, the
router broadcasts an ARP request for the VM’s IP.
The OpenFlow controller, recognizes the IP in the ARP request,
as belonging to one of the VMs it controls. As a result, the con-
troller sends a “wake up” message to the VM host and replies to
the ARP request. Having the controller answer the ARP request is
an optimization which reduces the overall wake up latency. Once
the router receives the ARP reply, it sends the TCP SYN packet
towards its intended destination. However, the OpenFlow switch
is missing the appropriate flow entries to forward the packet to
the VM. Because the switch does not know what to do with the
TCP SYN packet, it forwards it to the OpenFlow controller. The
controller recognizes the packet as being destined for a VM that is
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currently resuming. Instead of forwarding, the controller enqueues
the packet locally.
At some later point in time, the controller picks up gratuitous
ARP replies sent by the resuming VM. The gratuitous ARP packets
signal the end of the resume process, i.e., the VM is now able to
receive and handle network traffic. Any previously queued packets,
e.g., a TCP SYN packet, are forwarded to the VM. This is accom-
plished by injecting the previously queue packet back into the con-
troller. Injecting a packet causes the controller to execute the logic
which handles packets forwarded by the switch. The difference
now is, that the controller sees a packet destined for a running VM.
In this case, the standard Floodlight Forwarding module pushes
the appropriate flow entries to the switch. Ultimately, the TCP SYN
packet is sent to the VM, after which the three-way handshake to
establish the TCP connection continues as usual. Future packets do
not involve the OpenFlow controller anymore, because the switch
now has all the necessary flow entries. Client packets are forwarded
by the router and passed directly to the VM via the virtual switch.
Software Defined Networking Summary
This concludes the small detour into Software Defined Network-
ing. We described how DreamServer uses missing flow entries as
triggers to resume VM instances. Conversely, VM instances are sus-
pended when flow entries are removed due to inactivity. As SDN
operates at the lower layers of the network stack, e.g., layer 2 and
3, the ability to monitor activity at these layers makes DreamServer
more widely applicable than the alternative reverse proxy solution.
5.4 Fast Resume of Virtual Machines
Detecting idleness is only one part of DreamServer. The second
important part is the fast, ideally sub-second, reactivation of vir-
tualized services. To realize our goal of provisioning virtualized
resources within only a few seconds, we build on extensive pre-
vious work in this area 23. The basic idea to speed up the resume
23 Irene Zhang, Tyler Denniston, Yury
Baskakov, and Alex Garthwaite. Opti-
mizing VM Checkpointing for Restore
Performance in VMware ESXi. In
Proceedings of the 2013 USENIX Annual
Technical Conference, 2013; Irene Zhang,
Alex Garthwaite, Yury Baskakov,
and Kenneth C. Barr. Fast Restore of
Checkpointed Memory Using Working
Set Estimation. In International Confer-
ence on Virtual Execution Environments.
ACM, 2011; Thomas Knauth and
Christof Fetzer. Fast Virtual Machine
Resume for Agile Cloud Services. In
International Conference on Cloud and
Green Computing. IEEE Computer
Society, September 2013b; and Jun
Zhu, Zhefu Jiang, and Zhen Xiao.
Twinkle: A Fast Resource Provisioning
Mechanism for Internet Services. In
International Conference on Computer
Communications, pages 802–810. IEEE,
2011
process is to selectively read portions of the on-disk state into mem-
ory (lazy resume). Exactly what is read depends on the memory
pages accessed as part of the VM’s workload. The alternative is
to read the entire state into memory before continuing execution
(eager resume). However, because VM checkpoints can be multiple
gigabytes in size, resuming the VM eagerly incurs a high, tens of
seconds, penalty which must be avoided.
Eager and lazy resume are similar to the two live migration algo-
rithms pre-copy 24 and post-copy 25. During a pre-copy migration, the
24 Christopher Clark, Keir Fraser,
Steven Hand, Jacob Gorm Hansen, Eric
Jul, Christian Limpach, Ian Pratt, and
Andrew Warfield. Live Migration of
Virtual Machines. In Proceedings of the
2nd USENIX Symposium on Networked
Systems Design and Implementation,
pages 273–286, Berkeley, CA, USA,
2005. USENIX Association
25 M.R. Hines and K. Gopalan. Post-
copy Based Live Virtual Machine
Migration Using Adaptive Pre-Paging
and Dynamic Self-Ballooning. In
International Conference on Virtual
Execution Environments, pages 51–60.
ACM, 2009
VM runs on the migration source until almost all the VM’s state has
been copied to the destination. With a post-copy migration, only a
very small part of the VM’s state is copied to the destination before
the execution is switched. If the VM, executing at the destination,
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accesses state that has not yet been copied, the VM is briefly paused
to fetch the missing state from the source. The main distinction be-
tween live migration and suspend/resume is that the former is a
memory-to-memory transfer, whereas the latter involves writing
and reading data to and from disk.
Even though lazy resume is attractive due to its low initial over-
head, it is currently not supported by the popular open-source
hardware emulator qemu. While the ideas and techniques of lazily
resuming VMs are not new, we are, to the best of our knowledge,
the first to bring lazy resume support to qemu. Next, we detail the
design and implementation of our qemu-based implementation.
Qemu Suspend and Resume By default, qemu implements an eager
resume strategy. Before the guest continues execution, its entire
memory content is restored. This requires sequentially reading
the entire memory image from stable storage. Hence, the time to
eagerly resume the guest linearly depends on the speed at which
the system is able to read the suspend image from disk 26. 26 Thomas Knauth and Christof Fetzer.
Fast Virtual Machine Resume for Agile
Cloud Services. In International Con-
ference on Cloud and Green Computing.
IEEE Computer Society, September
2013b; Irene Zhang, Tyler Denniston,
Yury Baskakov, and Alex Garthwaite.
Optimizing VM Checkpointing for
Restore Performance in VMware ESXi.
In Proceedings of the 2013 USENIX
Annual Technical Conference, 2013;
and Irene Zhang, Alex Garthwaite,
Yury Baskakov, and Kenneth C. Barr.
Fast Restore of Checkpointed Mem-
ory Using Working Set Estimation.
In International Conference on Virtual
Execution Environments. ACM, 2011
The suspend image’s size depends on two factors: (1) the guest’s
configured memory size, and (2) the memory’s compressibility. The
more memory a guest is configured with, the longer it will take to
resume, as more data must be read from disk. The compressibility
of the image depends on the activity level of the applications run-
ning inside the guest. qemu employs a simple strategy to decrease
the suspend image’s size: during the suspend process, qemu walks
the guest’s entire physical address space. For each page, typically
4 KiB, qemu checks whether the page consists of a single byte pat-
tern. If this is the case, qemu writes the byte pattern together with
the page offset to the suspend image. Otherwise, the entire page
is stored as-is on disk. Although the check works for all possible
single byte patterns, in our tests the most prevalent compressible
pages are zero-pages, i.e., pages only containing zeros. Due to com-
pression, for example, a freshly booted Ubuntu 12.04 guest only
takes up between 200 to 300 MB on disk, even though it is config-
ured with 2 GiB of memory. The suspend image’s compressibility,
however, decreases over time as applications usually make no ef-
fort to scrub memory before releasing it. Also, Linux aggressively
uses available memory as a file system cache, further increasing the
checkpoint size. Compressing zero-pages can be seen as a crude
heuristic to detect which pages are actually used by the guest.
Resuming a virtual machine is analogous to suspending it. In-
stead of walking the guest’s physical address range, qemu se-
quentially reads the suspend image. Compressed pages must be
“uncompressed” by memset()ing the appropriate page with the
byte pattern stored in the suspend image. Uncompressed pages are
simply copied from disk into memory. An eager resume can take
anywhere from a few seconds for small checkpoints up to tens of
seconds for multi-gigabyte checkpoints (cf. Figure 5.12).
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Lazy Resume in Qemu When designing the lazy resume function-
ality for qemu we had two main goals: (1) it should be entirely in
userspace, and (2) reuse as much functionality as possible from the
Linux host OS. The former is easy to justify for all the benefits that
come from not touching the kernel, i.e., faster to develop, easier to
debug and maintain. The second constraint is motivated by the fact
that qemu guests are just normal processes from the host operat-
ing system’s point of view. This means the guest has access to all
libraries and host OS APIs as any other userspace process.
A natural candidate to implement lazy resume was to leverage
Linux’s mmap() system call. mmap() allows a program to blend files,
or parts thereof, into a process’ address space. Whenever the pro-
cess accesses memory within the mapped region, the OS makes
sure the corresponding memory page reflects the contents of the
underlying file. This is done either by reading the block from disk,
or, by simply updating the page table entry, if the block is already
in memory, e.g., due to prefetching,
It seems like mmap() would be the ideal candidate for a lazy
resume mechanisms. This could be done by replacing the exist-
ing memory allocation of qemu, with a call to mmap() using the
VM’s checkpoint as the backing file for the mapped region. We
would have to disable checkpoint compression to be able to map
the checkpoint file, but this would be acceptable. As 99% of the
compressible pages contained zeroes, the lack of compression could
be compensated for by using a sparse file for the checkpoint. With
sparse files, the empty, i.e., all zero, blocks/pages do not actually
occupy disk space. Sparse files are a common feature in modern
file systems, such as ext3, which are frequently used on Linux. In
summary, we do not expect an increase in disk I/O activity when
moving from compressed checkpoints to uncompressed sparse
files. However, we do gain the ability to use mmap() with the new
uncompressed checkpoint file.
mmap() Idiosyncrasies While mmap() allows us to implement lazy
resume easily, mmap() has some interesting idiosyncrasies on Linux.
Every mapping is either shared or private where the pages of a
shared mapping may be visible and accessible by multiple pro-
cesses at the same time. As the names suggest, shared mappings al-
low the mapping to exist in more than one process, e.g., to be used
for shared memory communication. While we are not interested
in sharing pages among multiple processes, the “sharedness” also
dictates how modifications to the mapped region are propagated to
the backing file.
While modification to a private mapping are never automatically
written to the backing file, a shared mapping entails periodic disk
updates. The automatic propagation of updates to disk for shared
mappings is useful as it essentially implements the functionality
required for writing a new checkpoint. However, we do not require
periodic updates, i.e., by default modifications are written to disk
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every 30 seconds. Ideally, it should be possible to write out mod-
ifications only when explicitly requested, e.g., when suspending
the guest again. For example, the mmap() system call on FreeBSD
has a nosync option. Specifying nosync for a file-backed memory
mapped region disables the periodic propagation of in-memory
changes to disk. With nosync, the changes are only written back to
disk when the mapping is dismantled or the user explicitly requests
it by calling msync().
Regarding the issues raised above, our prototype uses a shared
mapping because remapping of pages, covered in the next sec-
tion, is not supported for private mappings. We cope with the
potential gratuitous disk I/O, caused by periodic write-backs,
by adjusting parameters related to the operation of the virtual
memory subsystem in Linux. The three parameters are dirty_ratio,
dirty_writeback_centisecs, and dirty_background_ratio. By setting them
to 100, 0, and 99, respectively, we maximize the amount of dirty
memory Linux allows before starting automatic writeback 27. 27 More information on the virtual
memory parameters is available
at https://www.kernel.org/doc/
Documentation/sysctl/vm.txtResume Set Estimation As Zhang et al. [2013] noted in their prior
work, a key factor to quickly restore a guest is disk access locality.
With eager restore, the image is read sequentially from disk, re-
sulting in maximum I/O bandwidth. A lazy resume, where data
is read selectively on access, will have much less spatial locality
for the disk accesses. The reduced locality and I/O performance
is most visible when resuming from conventional spinning disks,
as they have a stringent limit on the number of I/O operations per
second.
After the initial benchmarks involving spinning disks were
rather discouraging, we decided to abandon our pure lazy re-
sume implementation in favor of a hybrid approach. The hybrid
approach reads the guest’s resume set sequentially before starting
the execution. The remaining pages are read lazily while the guest
is running. When suspending a guest, qemu appends the resume
set to the guest’s image. Our resume set estimator uses the pages
accessed during the first few seconds after a resume as a prediction
for the pages that will be accessed during the next resume. Other
predictors are possible, but do not fit our use case well: Zhang
et al. [2011] trace the VM’s execution past the point when it is sus-
pended. First, the cloud provider would have little incentive to
let the VM run longer than necessary. The whole point is to save
resources and evict the VM as quickly as possible. Further, the de-
cision to evict is based on the VM’s inactivity. Recording accesses
during the VM’s idle time will reveal only a small subset of the
pages accessed during the next resume.
On resume, we map the first n bytes of the checkpoint file into
the qemu process, where n is the guest’s memory size in bytes.
We then use the remap_file_pages() system call to break the lin-
ear mapping. The pages belonging to the guest’s resume set are
remapped to their respective location past the first n bytes. Fig-
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ure 5.11 illustrates this. After remapping the resume set pages, the
mapped region is still contiguous in the qemu process’ address
space. During the remap, we sequentially read the checkpoint file’s
“appendix”. Once the VM accesses a resume set page, this will only
trigger a minor page fault because the corresponding disk block is
already present in the host’s buffer cache.
Figure 5.11: The VM’s resume set
is appended to the suspend image.
Storing the resume set out-of-band for
sequential access especially benefits
the I/O throughput on spinning hard
disks.
mmap
region
file
remap
region
resume setcheckpoint
While qemu resumes the guest’s resume set eagerly, it reads
the non-resume set pages lazily, i.e., only when and if they are
accessed. Lazy resume reduces the time until the guest starts ex-
ecuting again, but may have a negative effect on the continued
execution. Therefore, we also added an option to trigger an eager
resume of the guest’s memory in the background. A thread walks
the guest’s memory sequentially, forcing data to be read from disk.
This way, we combine the best of both eager and lazy resume: lazy
resume reduces the time until the guest can service its first request
after a resume, while eagerly reading the image in the background
reduces the impact on the guest’s continued execution.
5.5 Evaluation
The evaluation consists of two parts. The first part focuses on the is-
sues of quickly resuming virtual machines. Specifically, we examine
three resume implementations: (a) eager resume, (b) lazy resume,
and (c) hybrid resume. When comparing the techniques, we are
interested in finding answers to the following questions.
1. How does the checkpoint size affect the resume time?
2. How fast can a VM respond to the initial HTTP request when
woken up from resume? How large is the difference between the
three resume strategies?
3. How does lazy resume affect the guest’s overall execution perfor-
mance? Answering the initial request quickly is important, but
so is the continued execution performance after the resume.
4. We compare different storage techniques, HDD vs. SSD, and
storage locations, direct attached vs. networked, with respect to
their impact on the resume time.
5. What is the net benefit of suspending VMs? We analytically
determine the reduction in running VMs based on the workload
traces used to motivate our study.
energy efficient cloud computing: techniques and tools 93
The evaluation’s second, much shorter, part examines the end-to-
end resume latency for our SDN-based idleness detector. We also
provide a detailed latency breakdown for the individual steps of
our SDN-based setup.
Hardware and Software Setup
Our virtual machine host has a 4-core AMD Phenom II processor,
12 GiB of main memory, and two hard drives. One drive is a 120 GB
SSD from Intel (model SSDSC2CT12), while the second drive is a
conventional 2 TB spinning disk from Samsung (model HD204UI).
The host runs Ubuntu 12.04.03 and the guests a variant of Ubuntu
12.04 adapted for virtualized environments. In addition to the VM
host, we have a second machine with a 6-core AMD Phenom II
processor, 8 GB RAM, and the same hard drive models. The second
machine serves as the networked storage target for experiments
which involve networked storage. The two machines are connected
via a single switched gigabit Ethernet line.
Some measurements involve a third machine, which hosts the re-
verse proxy (cf. Figure 5.4) and runs the RUBiS workload generator.
This setup most closely resembles the overall DreamServer architec-
ture. We use the reverse proxy setup only to measure the impact of
lazy resume on the VM’s continued execution performance. Other-
wise, we issue resume commands directly on the virtual machine
host. This excludes the delays associated with communicating over
the network, but the network delays are independent of the resume
techniques and not essential to our analysis.
In total we use seven different web application VMs for our
evaluation. Each VM runs Ubuntu 12.04 tailored for virtual envi-
ronments. One VM has an nginx/django setup that allows us to
control the VM’s memory consumption for experiments where this
is required. Another VM contains the full RUBiS software stack, i.e.,
a MySQL database, PHP, and an Apache web server. RUBiS 28 is 28 OW2 Consortium. RUBiS: Rice
University Bidding System. URL
http://rubis.ow2.org
a web application, modelled after eBay, where users can buy and
sell items. The RUBiS server-side components are complemented
by a client-side load generator. Using a complete web application,
instead of only static content, gives us a more realistic picture of the
expected performance. A third VM, prepared by us, contains a Me-
diawiki into which we imported a dump of the Spanish Wikipedia.
In addition to the VMs prepared by us, we also downloaded four
additional, representative appliances from Bitnami 29. Out of the 29 http://bitnami.com/
hundreds of appliances offered by Bitnami, we chose the following
four: (1) Wordpress, a popular blogging platform, (2) Trac, a lean
software project management environment, including a bug tracker,
wiki, and ticketing system, (3) OwnCloud, a data synchronization,
file sharing, and cloud storage web application, and (4) Jenkins, a
continuous integration framework.
The resume times shown here represent the average over ten
runs. Each run is executed with a cold buffer cache on the VM
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host, i.e., all the checkpointed data is read from disk. For scenarios
involving remote storage, we also clear the cache of the remote
storage target. Instead of wiping the host’s cache entirely, we re-
mount the partition, which stores the guest’s virtual disk as well
as the memory checkpoint. The unmount/mount cycle only clears
VM-related data, preserving the qemu binary and libraries.
Time to First HTTP Response
We start our evaluation by establishing a baseline for how fast we
can re-activate suspended services. To this end, we measure how
much time passes between triggering the resume and receiving the
first reply. Figure 5.12 illustrates the relationship between resume
time and checkpoint size. The resumed VM runs a nginx/django
service.
Figure 5.12: Time to answer the first
HTTP request. Lower is better. The
VM hosts a nginx/django server and
uses locally attached storage. Eager
resume times increase linearly with
checkpoint size while lazy resume
times stay constant.
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We observe two things: first, with lazy resume the time to an-
swer an HTTP request stays approximately the same for growing
checkpoint sizes, while eager resume takes time proportional to the
checkpoint size. The hybrid strategy also has a resume time inde-
pendent of the checkpoint’s size. We omitted hybrid resume from
the figure for better readability. Second, solid state drives offer a
definite advantage over spinning disks in this scenario. The main
advantage of SSDs is their capability to complete significantly more
I/O operations per second (IOPS). While spinning disks may com-
plete hundreds of IOPS, solid state disks offer tens of thousands of
IOPS. For example, the data sheet of the SSD we use for our evalua-
tion lists 25000 random reads per second 30. With 60 random 4 KiB30 http://ark.intel.com/products/
67287/Intel-SSD-330-Series-120GB-
SATA-6Gbs-25nm-MLC
reads for the HDD 31 that is a difference of more than two orders
31 http://www.storagereview.com/
samsung_spinpoint_f4eg_review_
hd204ui
of magnitude. Lazy resume benefits from the higher IOPS count,
because the previously sequential I/O pattern of eager resume is
replaced by an I/O pattern with significantly less spatial locality. In
addition, the SSD’s higher sequential read bandwidth is apparent in
the graph. The hdd/eager curve has a steeper slope than the ssd/eager
curve, indicating that the resume time increases faster for hdd/ea-
ger than it does for ssd/eager as the checkpoint size increases. For
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example, it takes 8.6 seconds to resume a 1.5 GB checkpoint stored
on an SSD. Restoring an equivalently sized checkpoint from HDD
takes 15.3 seconds.
We argue that storing memory checkpoints on SSD is a perfect
example how SSDs can be selectively deployed within the data
center. Unconditionally replacing HDDs with SSDs is very costly
as the capacity/price ratio is still much more favorable for tradi-
tional spinning disks. However, even a single 128 GB SSD provides
enough storage to hold the memory image of 32 virtual machines
with 4 GB per VM. We expect further resume time improvements by
using PCIe-based SSDs instead of the more common SATA drives,
although we have not done any measurements yet.
Effect on Continued Execution
The reduction in the time to answer the first HTTP request demon-
strates an important benefit of lazy resume. The improvement is
enabled by deferring work, reading data from disk, to the future.
Instead of a large penalty at the beginning, there are many smaller
penalties distributed over a longer time frame. The frequent small
penalties are page faults occurring whenever the guest accesses a
memory location that has not been read from disk yet.
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Figure 5.13: Latency distribution for
different resume strategies and storage
media. The latency distributions
are very similar and visually almost
indistinguishable.
To gauge the prolonged effect of lazily resuming guests, we mea-
sured HTTP request latencies over longer time frames (minutes).
We resumed a guest running the RUBiS application and subjected
it to 7 minutes of traffic generated by RUBiS’ own workload gen-
erator. The generator models the typical behavior of users on an
auction web site, e.g., browse items, post comments, and bid for
items. We repeated this experiment for eager and lazy resume from
HDD and SSD.
As can be seen in Figure 5.13, the latency distribution shows
little divergence between the two resume strategies. The reason
why eager and lazy resume perform similar is that lazy resume
employs a background thread to pre-fault guest pages before they
are accessed by the VM itself. Pre-faulting accesses are sequential to
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maximize I/O throughput. This improves the guest’s performance
because a page is already present in memory when a guest eventu-
ally accesses it. Even the different storage technologies do not have
a large impact on the latency distribution, i.e., the curves for HDD
and SSD also look almost identical. This indicates that an initially
higher latency due to the resume process is hardly noticeable when
looking at the overall latency distribution. The latency distribution
of hybrid resume is very similar to lazy resume, which is why we
did not include it in the figure.
Resume from Remote Storage
When it comes to designing a compute infrastructure, the architect
has to choose between direct attached or remote storage. Direct
attached storage (DAS) has the benefit of typically being cheaper
than remote storage solutions. No additional network capacity or
infrastructure must be allocated to provide persistent storage. In
the context of virtual machines and their migration, however, a cen-
tralized storage pool makes VM migrations easier 32. Instead of32 R. Bradford, E. Kotsovinos, A. Feld-
mann, and H. Schiöberg. Live wide-
area migration of virtual machines
including local persistent state. In
International Conference on Virtual Ex-
ecution Environments, pages 169–179.
ACM, 2007
transferring (potentially) hundreds of gigabytes of on-disk data be-
tween the migration source and destination, only the comparatively
small in-memory state must be copied. The reduced migration
overhead stemming from a centralized storage architecture allows
to migrate more often and at a lower cost.
Due to the attractive properties of a centralized storage pool, we
also investigate resuming a VM over the network. Among the many
remote storage technologies available, e.g., AoE, iSCSI, and nbd, we
chose the latter for our evaluation. The network block device (nbd)
was introduced into the Linux kernel in 1998 and is considered a
mature technology.
Figure 5.14: Time to answer the first
HTTP request. Lower is better. The
VM hosts a nginx/django server
and uses network-accessed remote
storage. Eager resume times increase
linearly with checkpoint size while
lazy resume times stay constant.
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We repeated our experiments with VMs accessing their data and
checkpoint image over the network. We find that resume times in-
crease across the board as we move from directly attached disks
to networked storage, as can be seen in Figure 5.14. This was ex-
pected because of the additional hardware- and software compo-
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Figure 5.15: Resume times for seven
applications from local HDD and SSD.
Lower is better. Error bars show one
standard deviation.
nents introduced into the setup. We also notice that resuming large
checkpoints, e.g., 1.5 GB, takes proportionally longer over the net-
work because the networking equipment caps the bandwidth at 1
gigabit per second. With directly attached disks, the throughput,
even for spinning disks, was higher than what a single gigabit link
is able to transfer. This is also the reason why the eager resume
curves diverge less with increasing checkpoint sizes than they did
for directly attached storage. At 1.5 GB, the difference between ea-
gerly resuming from HDD and SSD is only 2.2 seconds, compared
to 6.7 seconds for directly attached disks. Relatively speaking, lazy
resume reduces the resume time by roughly the same factor for
networked and direct storage: resuming from a 1.5 GB checkpoint,
lazy resume from remote HDD responds 2.5x faster compared to
eager resume. On SSD, lazy resume is 7x faster than eager. For local
storage, the factors are 2.2x and 7.1x.
Resuming Appliances
So far, our evaluation focused exclusively on two out of seven ap-
plications, RUBiS and nginx/django. We now present data for the
entire range of applications. As before, we vary the resume strat-
egy, storage technology and location. We start by looking at the
difference between resuming from local HDD and SSD.
Figure 5.15 shows the times to resume from local HDD. We ob-
serve the following: first, pure lazy resume from HDD is always
slower than eager resume. However, the measurements were done
with fresh instances which had a small memory footprint. Ear-
lier, in Figure 5.12, we saw that an eager resume can take up to
15 seconds or more. Hence, eager resume will only be faster than
pure lazy resume for small checkpoint sizes up to a few hundred
megabytes. The hybrid resume decreases the initial delay for some
applications, e.g., Django, Jenkins, and Rubis, while for other ap-
plications, e.g., Trac, it has no positive effect. Again, this must be
viewed in light of the comparatively small checkpoint size. The
98 thomas knauth
Django Jen-
kins
Media-
wiki
Own-
cloud
Rubis Trac Word-
press
0
5
10
15
20
T
im
e
[s
]
4.6
6.7
6.8
4.6
4.9
5.1
5.2
8.5
18.6
15.0
10.4
9.5
7.7
12.2
2.3
4.0
5.9
3.5 2.3
3.7
4.9
eager lazy hybrid
Django Jen-
kins
Media-
wiki
Own-
cloud
Rubis Trac Word-
press
0
1
2
3
4
5
6
7
T
im
e
[s
]
4.1
6.1
6.2
4.2
4.6
4.7
4.8
2.3
3.9
4.8
3.0
2.8 2.4
3.5
1.0
1.4
2.8
1.4 1.0
1.4
2.0
eager lazy hybrid
Figure 5.16: Resume times for seven
applications from remote HDD and
SSD over a gigabit connection. Lower
is better. Error bars show one standard
deviation. VM checkpoints vary between 230 MB for Trac, to 490 MB for Jenk-
ins, whereas a long running VM accumulates more state, up to the
VM’s configured maximum memory size, e.g., 2 GB. The eager re-
sume time for a 2 GB checkpoint in our setup is over 20 seconds.
Compared to this baseline, lazy and hybrid resume for any of the
applications are faster than the 20 second baseline.
Among the applications, Django resumes fastest from local HDD
with an average resume time of 1.6 seconds. While this is an im-
provement over the eager resume baseline and might be an ac-
ceptable initial delay, there is still room for improvement. By using
SSDs instead of HDDs the resume times, even for a pure lazy re-
sume, drop below those of an eager resume. Figure 5.15 shows
eager resume times between 3.0 and 4.0 seconds, compared to lazy
resume times of 0.7 and 2.2 seconds. When combining local SSDs
with hybrid resume, we are able to push the resume time below
one second, for the Django, Jenkins, and Rubis applications. Look-
ing at the difference between lazy and hybrid, it becomes apparent
that even SSDs benefit from access locality due to sequential access:
hybrid is faster than lazy resume across all applications.
With SSDs we are getting very close to what is possibly achiev-
able with qemu at the moment. Even with a hot cache, i.e., the
entire checkpoint is in memory before resuming the VM, we have
a consistent initial delay between 0.5 and 0.6 seconds. Combining
hybrid resume with flash-based storage we achieve almost optimal
resume times for three appliances: Django, Jenkins, and Rubis.
Moving from local to remote storage the resulting response times
are higher but analogous compared to resuming from local storage.
The extra hard- and software components introduce an additional
delay. Also, the gigabit LAN interface limits the throughput when
resuming from SSD, i.e., the local SSD connected via SATA offers
a higher throughput than can be effectively transmitted over giga-
bit Ethernet. Spinning disks impede pure lazy resume because of
their low IOPS count. The hybrid resume times from remote HDD
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Figure 5.17: Simulating 80 indepen-
dent VMs with an idle timeout of 60
seconds. Suspending idle instances
reduces the accumulated VM runtime
by 46%.
are between 2.3 seconds for Django and 5.9 seconds for Mediawiki
(Figure 5.16). Remote SSDs are much better, resulting in hybrid
resume times between 1.0 seconds for Django and 2.8 seconds for
Mediawiki (Figure 5.16). We consider this an acceptable delay con-
sidering that a stateful VM was resurrected.
In this context we want to point to a recent article comparing
the speed of different web sites 33. According to the article, 50% of 33 Patrick Meenan. How Fast is Your
Web Site? Queue, 11(2), 2013. URL
http://queue.acm.org/detail.cfm?
id=2446236
page loads take 2 seconds and longer to complete, i.e., page load
times on the order of a few seconds are still common enough to
not irritate users or be considered abnormal. We are also aware
of studies between the relationship of page load times and lost
revenue for online retailers. However, we explicitly do not advocate
to employ the techniques presented here in such a scenario. We set
our target on lower-end cloud customers, where infrequent access
warrants the shutdown of VMs to save resources and money. If
ones business model depends on a speedy browsing experience,
it is reasonable to pay more than customers with less demanding
requirements.
Savings Potential of Suspending VMs
We finish the evaluation by analyzing the potential of periodically
suspending idle VMs. The overall goal is to reduce the total num-
ber of running VMs. Explicitly decommissioning idle instances
either results in multiplexing a larger number of instances with the
same physical hardware or the ability to turn of vacant physical
servers, e.g., to save energy. In our motivation we already hinted at
the power saving potential of lower end services that motivated our
work. Figure 5.3 illustrated the accumulated idle time of a single
service over an extended time period. Pushing this idea further,
we now analytically quantify the savings across a set of VMs. To
this end, we randomly selected 80 days of traffic from the Dresden
trace. We pretend that each of the 80 days represents an indepen-
dent service and that each service is hosted in a separate VM. We
further assume that each VM instance is suspended after 60 seconds
of inactivity. The result of this analysis is represented in Figure 5.17.
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We visually determine that the number of active VMs averages
about 40 over the course of a 24 hour period. This is half the num-
ber of active VMs compared to a static resource provisioning sce-
nario where VMs are constantly on. The accumulated VM runtime
over the 24 hour period is reduced by 46% due to suspending idle
VMs. As the data underlying the analysis in Figure 5.17 is selected
randomly, we manually confirmed that this is not just a fluke. We
repeatedly calculated the savings for various combinations and
consistently achieved savings between 40-50% with a 60 second
timeout interval.
End-to-End Measurements with SDN
Our system setup consists of four machines, resembling the
general architecture shown in Figure 5.5: (1) a client, initiating
network activity, for example, by issuing HTTP requests. (2) A
router/NAT machine, mapping globally accessible IPs to private
network addresses used by the VMs. (3) A machine running the
OpenFlow controller, and (4) a virtual machine host.
The router, VM host, and OpenFlow controller are all part of the
same subnet. The OpenFlow controller manages an Open vSwitch
instance 34, running in bridge mode, on the VM host. Please note,34 Open vSwitch: An Open Virtual
Switch. URL http://openvswitch.
org/
that we use a virtual software switch running on the VM host only
because we do not have a physical OpenFlow-enabled switch. Sim-
ilarly, the evaluated scenario with a router in front of the virtual
machines is one possible setup, resembling configurations used by
major cloud providers, for example, Amazon. Figure 5.18 shows a
graphical representation of the setup. The memory images of sus-
pended VMs are stored on an SSD that is directly attached to the
VM host.
Figure 5.18: System setup for SDN-
related measurements. In absence of a
hardware OpenFlow capable switch,
the VM host runs a virtual software
switch, Open vSwitch (OVS).
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Previous benchmarks measured the time to answer an HTTP
request originating either from the VM host or passing through
the reverse proxy. We now present end-to-end measurements for
our SDN-based idleness detector, which can handle any appli-
cation layer protocol, not just HTTP. We determined the resume
speed for 8 different applications: 6 HTTP services, an SSH, and
an email server. The VMs hosting an SSH or email server demon-
strate the possibility to use application layer protocols other than
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HTTP. For the SSH benchmarks, we measure the time until a re-
mote command invocation returns, e.g., a simple ssh 192.168.2.2
date. With the e-mail server we measure the time to send an e-
mail via SMTP. Each data point represents the average of 10 runs.
Figure 5.19 shows the end-to-end latency as measured at the client.
We observe that the hot cache response times for all applica-
tions, except the Mediawiki, are between 0.6 and 0.7 seconds. Be-
cause essentially no data is read from disk, this presents the base-
line response time when resuming a KVM-based virtual machine.
Further reducing this baseline would require digging into the in-
ternals of QEMU/KVM, to identify potential optimization points.
We leave this for future work. Complex application stacks, such as
a full Mediawiki installation, impose an additional penalty even
when resuming from a hot cache. In our case, the average response
latency with a hot cache for the Mediawiki is twice that of the other
applications at 1.4 seconds.
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cold hot Figure 5.19: End-to-end initial re-
sponse latency. Includes the time spent
in the OpenFlow components and to
re-instantiate a virtual machine.
To better understand the impact of the OpenFlow infrastruc-
ture on the total latency, we also recorded timing information at a
finer granularity. Figure 5.20 shows the timing of various events
during the execution of a remote command with ssh. The times are
in milliseconds and relative to the client sending the first packet at
t = 0 ms. As ssh uses TCP for reliable communication, the initial
packet is a TCP SYN packet to establish a connection via a three-
way handshake. The SYN packet arrives at the router which issues
an ARP request for the VM’s MAC address. The OpenFlow con-
troller receives this ARP request at t = 26 ms. If the client and
router were connected over a wide-area network, it would take
longer for the first packet to arrive at the router, and, consequently,
for the controller to receive the resulting ARP request.
As a result of the ARP request, the controller sends an ARP
reply and wakes up the VM. After slightly more than 400 ms, at
t = 432 ms, the controller receives the first gratuitous ARP packet
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Figure 5.20: Timeline of events hap-
pening between connection initiation
and termination.
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from the VM. The controller now knows the VM is able to receive
incoming network traffic and forwards any queued packets. At
t = 453 ms the controller sees the VMs SYN-ACK packet as an
answer to the initial SYN packet. The packet is forwarded from
the switch to the router, which sends it on to the client. Finally, at
t = 631 ms, after several exchanged TCP packets, the client received
the entire output of the remote ssh execution. Now that the VM
is running and the appropriate flow entries are installed at the
switches, a second ssh invocation would not involve the OpenFlow
controller anymore.
Comparing this with a configuration where VMs are running
continuously, DreamServer’s overhead solely stems from the time
taken to resume the VM. Even if VM’s are not suspended, the
switch must contact the controller after the flow entries have ex-
pired due to inactivity. The SDN solution requires a communication
step between the switch and the controller to reactivate a VM. No
coordination with another entity is required for the reverse proxy.
Hence, we expect the end-to-end resume latency to be slightly
lower for the reverse proxy than for the SDN solution.
On the other hand, an application layer proxy may have to ac-
tively poll if the VM is up again, as the VM does not announce its
presence at the application layer, as it does, for example, at the net-
work link layer by generating gratuitous ARP messages. Further
investigation is necessary to better understand the trade-offs.
5.6 Related Work
Our work is closely related to Zhang et al. 35. They were the first35 Irene Zhang, Alex Garthwaite, Yury
Baskakov, and Kenneth C. Barr. Fast
Restore of Checkpointed Memory
Using Working Set Estimation. In
International Conference on Virtual
Execution Environments. ACM, 2011
to investigate techniques for speeding up the resume of suspended
virtual machines. Experimenting with different resume strategies,
Zhang et al. found that an entirely lazy resume could decreases
the VM’s performance to the point where customers considered it
unusable. Working set prediction helped to resume the VM faster
and with minimal performance impact on the guest’s workload.
We applied their findings and presented an implementation for the
open-source virtual machine emulator qemu. The key difference of
DreamServer to Zhang et al.’s initial work is our use of a different
predictor. Tracing the execution past the point where the VM is
suspended makes little sense in our case. An idle VM, accessing a
minimum of pages, is a bad predictor for pages accessed upon the
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next incoming request. Instead, we use the pages accessed during
resume N as the predicted pages for resume N + 1.
Our modifications to qemu are exclusively in the userspace part,
which makes our system more akin to Zhang et al.’s earlier work
based on VMware’s Workstation product. In later work 36, Zhang 36 Irene Zhang, Tyler Denniston, Yury
Baskakov, and Alex Garthwaite.
Optimizing VM Checkpointing for
Restore Performance in VMware ESXi.
In Proceedings of the 2013 USENIX
Annual Technical Conference, 2013
et al. required access to core parts of the hypervisor’s memory
management to implement their ideas, which was only possible
with VMware’s ESXi virtualization software. We feel that our cur-
rent prototype works well enough without access to privileged
kernel-level information.
We also set us apart from Zhang et al. by using a different hard-
and software setup. In addition to spinning disks, we use SSDs,
to see how much a higher IOPS count helps lazy resume. We also
presented data for local and remote storage to further diversify the
environment. Our application mix is also different in that we focus
on web services instead of CPU-intensive benchmarks. We pri-
marily care about a swift initial response, instead of the resume/-
suspend cycle’s impact on the turn-around time of a standardized
benchmark.
In later work, Zhang et al. [2013] moved away from predicting
page accesses. Instead, they proposed to track the causal relation-
ship between accesses and use this as a heuristic for prefetching.
The implementation is more elaborate and requires modifications
to the core parts of the hypervisor. The evaluation section of their
Halite system reports, among other things, the resume time of a
web server with 7.3 seconds. This is faster then their baseline, but
still slower than what we were able to achieve. For example, our ap-
pliances routinely reply to the first request in around 2 seconds (cf.
Figure 5.15) or even faster when stored on SSD. Although it is dif-
ficult to compare the two resume times directly, as the benchmark
setups are different, it is still illustrative to highlight the achievable
resume times.
While virtual machines allow to run existing applications with-
out modifications, a tailored runtime environment may also reduce
the initial startup overhead. If we forgo the flexibility and deploy
on a tailored platform, impressive application start up times are
achievable. Recently, the Erlang on Xen project 37 demonstrated 37 URL http://zerg.erlangonxen.org/
startup latencies of less than 0.3 seconds by running the application
directly on the hypervisor, without a traditional operating system
in between. Techniques to reduce the start up and resume latency
are relevant for DreamServer, because it ensures swift responses
whenever there is an incoming request for a suspended service.
Fast resume times also allow to exploit progressively smaller in-
tervals of idle time as the resume penalty is getting smaller and
smaller. Another noteworthy approach in the same direction is Ze-
roVM 38, which also aims to remove the traditional virtualized op- 38 URL http://zerovm.org/
erating system from the cloud computing environment. By repur-
posing a sandboxed environment originally developed for Google’s
Chrome web browser, the hypervisor becomes unnecessary to pro-
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vide security and isolation between co-located applications. Less
clutter, in the form of duplicate functionality at different levels of
the software stack, is beneficial to speed up application deployment
and launch.
Zhu et al. 39 also employ techniques to reduce the time to spin39 Jun Zhu, Zhefu Jiang, and Zhen
Xiao. Twinkle: A Fast Resource
Provisioning Mechanism for Internet
Services. In International Conference
on Computer Communications, pages
802–810. IEEE, 2011
up new virtual machines. The details are, however, geared towards
clusters of virtual machines running identical, stateless software
components, e.g., the web servers of a three-tiered web service. As
we focus on small services from different customers that explicitly
do not span multiple machines, the techniques to quickly instan-
tiate almost identical instances, have no direct application in our
scenario. Snowflock 40 and Potemkin 41 are two additional systems40 Horacio Andrés Lagar-Cavilla,
Joseph Andrew Whitney,
Adin Matthew Scannell, Philip
Patchin, Stephen M Rumble, Eyal
De Lara, Michael Brudno, and Ma-
hadev Satyanarayanan. SnowFlock:
Rapid Virtual Machine Cloning for
Cloud Computing. In Proceedings of
the 4th ACM European Conference on
Computer Systems, pages 1–12. ACM,
2009
41 Michael Vrable, Justin Ma, Jay Chen,
David Moore, Erik Vandekieft, Alex C
Snoeren, Geoffrey M Voelker, and
Stefan Savage. Scalability, Fidelity, and
Containment in the Potemkin Virtual
Honeyfarm. ACM SIGOPS Operating
Systems Review, 39(5):148–162, 2005
with similar goals.
An interesting direction for future work would be to exploit
commonality of instances to reduce the amount data to read from
disk when resuming a guest. Previous work, for example by Gupta
et al. 42 on page sharing between VMs, revealed that up to 50%
42 Diwaker Gupta, Sangmin Lee,
Michael Vrable, Stefan Savage, Alex C
Snoeren, George Varghese, Geoffrey M
Voelker, and Amin Vahdat. Differ-
ence Engine: Harnessing Memory
Redundancy in Virtual Machines. Com-
munications of the ACM, 53(10):85–93,
2010
of memory can be shared between VMs. This cannot only be ex-
ploited to save memory while the VMs are running, but also when
resuming instances from disk.
All the work on improving the resume time of virtualized in-
stances will contribute to reduce the notoriously long startup times
of today’s cloud providers. A recent study 43 found that it takes on
43 Ming Mao and Marty Humphrey. A
Performance Study on the VM Startup
Time in the Cloud. In International
Conference on Cloud Computing, pages
423–430. IEEE, 2012
average more than one minute until a newly provisioned instance
is ready for service. Waiting more than a minute for a reply to the
initial request is intolerable, i.e., today’s cloud providers do not yet
support the operational model suggested by DreamServer.
Another area of related work is on energy efficient comput-
ing infrastructure. For example, Krioukov et al. 44 deal with the
44 A. Krioukov, P. Mohan, S. Alspaugh,
L. Keys, D. Culler, and R. Katz. Nap-
SAC: Design and Implementation of a
Power-Proportional Web Cluster. ACM
SIGCOMM Computer Communication
Review, 41(1):102–108, 2011
problem of power-proportionality in stateless web clusters, while
Chen et al. 45 save energy in the context of stateful connection
45 G. Chen, W. He, J. Liu, S. Nath,
L. Rigas, L. Xiao, and F. Zhao. Energy-
aware Server Provisioning and Load
Dispatching for Connection-Intensive
Internet Services. In Proceedings of the
5th USENIX Symposium on Networked
Systems Design and Implementation,
pages 337–350. USENIX Association,
2008
servers. With our work we target a different environment in which
multiple virtualized services share the same infrastructure. To ben-
efit from the service’s idle times, the virtualized containers must
be quickly reactivated on incoming requests. The two examples of
previous work do not use virtualization and have a single service
spanning multiple physical machines.
Software Defined Networking
The novelty with DreamServer is in the use of SDN technology
instead of a special purpose application-level proxy. With SDN we
are able to determine (in)activity by monitoring network traffic at
the transport level. Previously, we relied on a customized HTTP
proxy to forward requests and initiate the wake up of suspended
VMs. DreamServer is more generic, as it works for any application
layer protocol, but requires SDN-compliant switches, either in hard-
or software.
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While SDN has been used to implement various networking
functions such as firewalls 46, load balancers 47, and network 46 Juan Wang, Yong Wang, Hongxin
Hu, Qingxin Sun, He Shi, and Longjie
Zeng. Towards a Security-Enhanced
Firewall Application for OpenFlow
Networks. In Guojun Wang, Indrakshi
Ray, Dengguo Feng, and Muttukrish-
nan Rajarajan, editors, Cyberspace Safety
and Security, volume 8300 of Lecture
Notes in Computer Science, pages 92–
103. Springer International Publishing,
2013
47 Richard Wang, Dana Butnariu,
Jennifer Rexford, et al. OpenFlow-
based Server Load Balancing Gone
Wild. In Hot Topics in Management of
Internet, Cloud, and Enterprise Networks
and Services. USENIX, 2011
anomaly detectors 48, we are not aware of any prior work where
48 Syed Akbar Mehdi, Junaid Khalid,
and Syed Ali Khayam. Revisiting
Traffic Anomaly Detection Using
Software Defined Networking. In
Recent Advances in Intrusion Detection,
pages 161–180. Springer, 2011
SDN is used to control the life cycle of VMs.
5.7 Conclusion
Infrastructure clouds offer the flexibility to add and remove com-
pute resources in relatively short time spans. However, the flex-
ibility is limited with respect to the speed with which resources
become available. For scenarios where minute-long idle intervals
exist, for example, because no requests arrive over the network,
cloud providers currently do allow to suspend the unused VM.
In this chapter, we presented a system design which allows to
transparently suspend and resume VMs based on the VMs activity.
A particular challenge we solved is to reactivate the VM quickly in
the presence of renewed activity. Our measurements show that the
best case reaction time can be below one second.
Suspending idle VMs allows to multiplex a larger population of
VMs given the same physical resources. As memory is the resource
primarily limiting the co-location factor, explicitly suspending VMs
frees up memory by writing the VMs in-memory state to persistent
storage. Fewer physical servers, for the same workload, reduces
infrastructure as well as energy related costs.

6
Efficient Block-Level Synchronization
of Binary Data
The material in this chapter was originally published at LISA’13 1. 1 Thomas Knauth and Christof Fetzer.
dsync: Efficient Block-wise Synchro-
nization of Multi-Gigabyte Binary
Data. In Large Installation System
Administration Conference, November
2013a
6.1 Introduction
The efficient periodic transfer of large binary data sets is the
topic of this chapter. In the context of virtualized data centers, large
binary data predominantly arise in two forms: virtual machine
checkpoints and virtual machine disks. Checkpoints are the result
of suspending VMs, i.e., writing their in-memory state to disk,
while VM disks are just like normal physical hard disks. They
allow the VM to store information persistently.
From time to time the data must be copied between two loca-
tions, for example, backups for disaster recovery or migration of
virtual machines. While in the former case the source and desti-
nation will sit in different data centers, the latter may only involve
servers in the same rack or data center. Indiscriminately copying
all the data is one option to synchronize the two replicas. However,
because we perform the synchronization periodically, e.g., once
per day, only a fraction of the data will have changed since the last
synchronization.
A plain copy might be acceptable if the data sets are small, but
today even a single consumer hard disk stores up to 4 TB of data.
Just sequentially reading through the content of a single disk, takes
more than six hours 2. The trend of ever more digitized informa- 2 Assuming an ideal sequential read
throughput of 170 MB/s, which is only
possible at the outer tracks of a disk
due to the constant angular velocity.
(4 ∗ 1012 bytes)/(170 MiB/s) =
6.23 hours
tion, whether in personal or business related contexts, is expected
to continue if not accelerate even more. Hence the importance of
reducing the overall volume of data which must be moved during
synchronization.
Because only a subset of the data changed between to subse-
quent synchronizations, the copied data volume can be reduced
by only transferring the differences. The question then becomes,
how to identify the differences. Common tools, like the command
line program rsync, compute checksums to determine the changed
parts. Checksums are used to detect changes after the fact and the
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whole data set must be read to compute the checksums. If, instead,
it were possible to track modifications as they happen, checksums
would no longer be required.
Unfortunately, modern Linux systems have no support to record
modifications at the block device layer. The remainder of this chap-
ter presents a system called dsync. It combines a Linux kernel ex-
tension with complementary userspace tools for the efficient, pe-
riodic synchronization of binary block-level data. The following
sections will expand and clarify the problem definition, present the
design and implementation of our solution, provide experimental
validation as to the benefits of dsync, before concluding with related
work.
6.2 Problem and Motivation
The task at hand is to periodically synchronize two data sets and to
do so efficiently. The qualifier “periodically” is important because
there is little to optimize for a one-off synchronization, except,
possibly, compressing the data. With periodic synchronizations, on
the other hand, we can exploit the typical case where the majority
of the data is unchanged between two successive synchronizations.
In the personal computing sphere there exist many solutions
to perform backups of personal data. For example, Dropbox 3, a3 http://www.dropbox.com
recent, popular service to replicate directory structures between
devices, is one such available solution. Dropbox hooks into the op-
erating system to receive notifications of file-system related events.
Using the OS-provided hooks, any application can get notified of
files being created, read, updated or deleted. On Linux, the subsys-
tem responsible for registering changes and notifying applications
is called inotify. Similar functionality exists for other operating
systems too 4. However, even using the file-system level notifica-4 On OSX the FSEvents API allows to
watch directories for changes. tion services provided by modern operating systems, the applica-
tion must still determine exactly which parts of modified file have
changed.
Change detection typically involves the computation of check-
sums for a given input. For example, the modified file is split into
non-overlapping 4 KiB blocks and a checksum computed for each
block. By comparing the checksums of each block between the
file’s old and new version, we can determine the modified blocks.
Merkle trees are a generalization of the same concept, which com-
bines the per-block checksums into a hierarchical hash tree.
Even if modifications of individual files can be detected, com-
puting checksums for multi-gigabyte files is costly and takes time.
To compute the checksums, the entire file must be read from disk.
This potentially destroys the system’s file cache, consumes disk
I/O bandwidth, and CPU cycles. While daemon-like applications,
such as Dropbox, can rely on storing checksums locally between
sync operations, on-demand tools, such as rsync, must compute the
checksums at the source and destination on each invocation.
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The task of monitoring individual files for changes can be gen-
eralized to monitoring directories, directory trees or even entire
file systems. Because a file system is an abstraction built on top of
block devices, we decided to monitor changes at this most generic
of interfaces – the block device level. By modifying a subsystem
of the Linux kernel, we are able to track modifications for arbi-
trary block devices. The tracked modifications, essentially a list of
block numbers, is exported to userspace. Two complementary tools,
called dmextract and dmmerge, use the tracking information to ex-
tract and merge modified blocks from the source and destination
block devices.
6.3 Design and Implementation
dsync relies on the ability to monitor changes at the block device
level. A block device provides an interface to read and write data
in fixed-size sectors, where each sector is identified by a logical
block address (LBA). Typical sectors sizes are 512 bytes, although
recently hard disk manufacturers are moving to 4 KiB sectors for
drives larger than 2 TB. This is because at 512 byte, a single 32 bit
integer can only address sectors up to 2.2 TiB. It is up to the drive’s
internals how a logical block address is mapped to a physical loca-
tion on the disk. For example, sectors can become faulty and maybe
remapped. Also, solid state drives (SSDs) have a much more so-
phisticated logic to cope with the characteristics of the underlying
flash memory 5. 5 Michael Cornwell. Anatomy of a
Solid-state Drive. Queue, 10(10), 2012;
and Adam H Leventhal. A file system
all its own. ACM Queue, 56(5):64–67,
2013
While sectors are the smallest addressable units with respect to
the underlying hardware, the Linux kernel’s smallest unit when
dealing with block devices is a block. The size of a block is typically
identical to that of a page, for example, 4 KiB. Consequently, a single
block consists of multiple sectors. For the purpose of persistently
storing information, block devices referring to hard disks are parti-
tioned and formatted with a file system.
Device Mapper
The Linux kernel comes with a subsystem to create arbitrary new
virtual block devices from existing physical block devices. The
device mapper, allows for example, to combine multiple physical
devices into a single logical device. Besides aggregation, the de-
vice mapper also supports various RAID configurations. Another
feature, which only partially solves our problem, are snapshots.
All writes to a snapshotted device are redirected to a special copy-
on-write device. This leaves the original data unmodified and can
be used, for example, to create ephemeral virtual machine disks.
A snapshot block device is created based on a VM disk template
and used as a disk by the VM. The VM can modify the disk, i.e.,
to write log files, which are redirected to the copy-on-write device.
After the VM terminated, the copy-on-write device, containing all
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the temporary modifications, is discarded, while the original disk
image is unmodified.
However, device mapper snapshots are inadequate to track
changes for three reasons: first, they require temporary storage to
hold the modified blocks. The required storage grows linearly with
the size of modified data. Second, the current implementation uses
a static space allocation for redirected writes. If the capacity limit of
the copy-on-write device is reached, future writes will fail. Third,
while the snapshot device will contain the modified blocks, they
must be merged into the underlying, tracked device eventually, in
addition to merging the changes with the remote copy.
In its current form, the device mapper does not support change
tracking for block devices, but it is a convenient place to start im-
plementing the sought functionality.
Device Mapper Internals
The device mapper’s functionality is split into separate targets. For
example, there exists one target for each supported RAID level 0, 1,
and 5. Each target implements a predefined interface laid out in the
target_type 6 structure. The structure contains a set of 17 function6 http://lxr.linux.no/linux+v3.6.2/
include/linux/device-mapper.h#L130 pointers for operations related to the specific target. The target-
independent part of the device mapper calls the target-dependent
code via the function pointers stored in this structure.
The most important functions for our purposes are: (1) the con-
structor (ctr), (2) the destructor (dtr), and (3) the mapping (map)
function. The constructor is called whenever a device of a particular
target type is created. Conversely, the destructor cleans up when a
device is dismantled. The mapping function translates the accessed
location of the mapped device to a location for one of the under-
lying (physical) devices. We will see shortly how to hook into the
map function to track modifications.
Use of the device mapper, for example, by a system administra-
tor, is facilitated by a userspace program called dmsetup. Given the
right parameters, dmsetup will, through a series of ioctl() system
calls, instruct the kernel to setup, tear down, or configure a mapped
device. For example,
# echo 0 1048576 linear /dev/original 0 | \
dmsetup create mydev
creates a new device called mydev. Access to the sectors 0 through
1048576 of the mydev device are mapped to the same sectors of
the underlying device /dev/original. The previously mentioned
function, map, is invoked for every access to the linearly mapped
device. It applies the specified offset, 0 in our example, to arrive at
the access location of the underlying device. Because the offset is
zero, the mapping function is effectively an identity function. The
example restricts accesses to the underlying device to the first 220
sectors, i.e., creating a device smaller than the original.
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The device mapper has convenient access to all the information
we need to track block modifications and it interfaces with the
block device layer; exactly what we are interested in. Every access
to a mapped device passes through the map function. Out of the
available device mapper targets, we modified the behavior of the
linear target.
Use Case: Track Modifications of Virtual Machine Disk
We continue by highlighting one possible use case of the tracking
functionality. The goal is to monitor a virtual hard disk for mod-
ifications, such that after the VM finished executing, it is possible
to extract, transfer, and merge the delta with a second copy of the
VM’s disk. Figure 6.1 shows a conceptual view of the layered ar-
chitecture. The lowest layer is a physical block device, for example,
a hard disk. Using the device mapper, a tracking device is created
on top of the physical block device, which is, in turn, used by the
virtual machine as its backing store.
block device
device mapper
virtual machine
block device
file system
loopback
device mapper
virtual machine Figure 6.1: Two configurations wherethe tracked block device is used by a
virtual machine (VM). If the VM used
a file of the host system as its backing
store, the loopback device turns this
file into a block device (right).
It is also possible for the VM to use a file in the host’s file system
as its virtual disk. In these cases, a loopback device first “converts”
the file into a block device. Instead of installing the tracking device
on top of a physical device, we track modifications of the loopback
device; pictured on the right in Figure 6.1. The VM uses the tracked
loopback device as its backing store.
To summarize, the tracking device enables to track arbitrary
block devices, from hard disks to loopbacked files. In particular,
by combining the loopback and tracking device it is possible to
monitor arbitrary files for changes. The tracking functionality itself
is implemented entirely in the host system’s kernel. In our example,
the guests VMs are unaware of the tracking and do not require any
modifications.
Implementation
Storing the modification status for a block requires exactly one bit:
modified blocks have their bit set, unmodified blocks not. The sta-
tus bits of all blocks form a bit vector indexed by the block number.
Given the size of today’s hard disks and the option to attach mul-
tiple disks to a single machine, the bit vector may occupy multiple
megabytes of memory. With 4 KiB blocks, for example, a bit vector
of 128 MiB is required to track the per-block modifications of a 4 TiB
disk. An overview of the relationship between disk and bit vector
size is provided in Table 6.1.
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Disk size Disk size Bit vector size Bit vector size Bit vector size Bit vector size
(bytes) (bits) (bytes) (pages)
4 KiB 212 20 20 20 1 bit
128 MiB 227 215 212 20 4 KiB
1 GiB 230 218 215 23 64 KiB
512 GiB 239 227 224 212 16 MiB
1 TiB 240 228 225 213 32 MiB
4 TiB 242 230 227 215 128 MiB
Table 6.1: Relationship between data
size and bit vector size. The account-
ing granularity is 4 KiB, i.e., a single
block or page.
The total size of the data structure is not the only concern when
allocating memory inside the kernel; the size of a single allocation
is also constrained. The kernel offers three different mechanisms
to allocate memory: (1) kmalloc(), (2) __get_free_pages(), and
(3) vmalloc(). However, only vmalloc() allows us to reliably allo-
cate multiple megabytes of memory with a single invocation. The
various ways of allocating Linux kernel memory are detailed in
“Linux Device Drivers” 7.7 Jonathan Corbet, Alessandro Rubini,
and Greg Kroah-Hartman. Linux
Device Drivers. O’Reilly Media, 3rd
edition edition, 2009
Total memory consumption of the tracking data structures may
still be a concern: even commodity (consumer) machines commonly
provide up to 5 SATA ports for attaching disks. Hard disk sizes of
4 TB are standard these days too. To put this in context, the block-
wise dirty status for a 10 TiB setup requires 320 MiB of memory. We
see two immediate ways to reduce the memory overhead:
1. Increase the minimum unit size from a single block to 2, 4, or
even more blocks.
2. Replace the bit vector by a different data structure, e.g., a bloom
filter.
A bloom filter could be configured to work with a fraction of the bit
vector’s size. The trade-off is potential false positives and a higher
(though constant) computational overhead when querying/chang-
ing the dirty status. We leave the evaluation of tradeoffs introduced
by bloom filters for future work.
Our prototype currently does not persist the modification status
across reboots. Also, the in-memory state is lost, if the server sud-
denly loses power. One possible solution is to persist the state as
part of the server’s regular shutdown routine. During startup, the
system initializes the tracking bit vector with the state written at
shutdown. If the initialization state is corrupt or not existing, each
block is marked “dirty” to force a full synchronization.
User-space Interface
The kernel extensions export the relevant information to user space.
For each device registered with our customized device mapper,
there is a corresponding file in /proc, e.g., /proc/mydev. Reading
the file gives a human-readable list of block numbers which have
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been written. Writing to the file resets the information, i.e., it clears
the underlying bit vector. The /proc file system integration uses the
seq_file interface 8. 8 P.J. Salzman, M. Burian, and
O. Pomerantz. The Linux Kernel Mod-
ule Programming Guide. The Linux
Documentation Project, 2007. URL http:
//www.tldp.org/LDP/lkmpg/2.6/html/
Extracting the modified blocks from a block device is aided by
a command line tool called dmextract. The dmextract tool takes
as its only parameter the name of the device on which to operate,
e.g., # dmextract mydevice. By convention, the block numbers
for mydevice are read from /proc/mydevice and the block device
is found at /dev/mapper/mydevice. The tool outputs, via stan-
dard out, a sequence of (blocknumber, data) pairs. Output can be
redirected to a file, for later access, or directly streamed over the
network to the backup location. The complementing tool for block
integration, dmmerge, reads a stream of information as produced by
dmextract from standard input. A single parameter points to the
block device into which the changed blocks shall be integrated.
Following the Unix philosophy of chaining together multiple
programs that each serve a single purpose well, a command line to
perform a remote backup may look like the following:
# dmextract mydev | \
ssh remotehost dmmerge /dev/mapper/mydev
This extracts the modifications from mydev on the local host,
sends the information over a secure channel to a remote host, and
merges the modifications into an identically named device on the
remote host.
6.4 Evaluation
A system administrator already has many tools available to syn-
chronize two versions of a file. Each and every tool has an intended
use case, is only available on certain platforms or works at a differ-
ent layer of abstraction. The evaluation section focuses on the ques-
tion of how quickly each tool synchronizes a single file or block
device. As mentioned earlier, under Linux, the loopback device can
turn any file into a block device, hence we consider the scenario
of synchronizing a single file or block device equivalent. However,
while a loopback device allows to treat a file like a block device,
it adds noticeable CPU overhead as Figure 6.2 clearly shows. We
used loopback devices because it eased setting up the experimental
environment. CPU utilization measurements include the loopback
device overhead as we recorded system-wide utilization values. w/o lo w/ lo
configuration
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Figure 6.2: Average CPU utilization for
updating 10% random 4 KiB blocks of
a 32 GiB file. Putting a loopback device
on the file, impose some noticeable
CPU overhead for this workload. 25%
utilization is equivalent to one core
completely busy.
Synchronization Tools
We compare dsync with four other synchronization methods:
(a) copy, (b) rsync, (c) blockmd5sync, (d) ZFS send/receive.
blockmd5sync is our custom implementation of a lightweight rsync.
In the following, we describe each tool in more detail.
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The tool scp, short for secure copy, copies entire files or direc-
tories over the network. The byte stream is encrypted with one of
several ciphers, hence the name secure copy. To save bandwidth, the
byte stream can be compressed, but we disabled compression for
our evaluation. Encrypting and decrypting the byte stream puts ad-
ditional CPU load on the transfer endpoints. Our benchmark setup
achieves a baseline throughput of 55 MB/s over a single aes128-ctr
encrypted stream. This is approximately half the maximal possible
throughput of a single gigabit Ethernet connection.
The achievable network throughput is typically CPU-bound and
depends on the cipher used. Figure 6.3 summarizes the measured
throughput for a representative subset of available ciphers. Besides
changing the cipher to reduce the computational overhead and
increase throughput, there have also been efforts to parallelize
some of the ciphers 9. For example, on our setup the application9 http://www.psc.edu/index.php/hpn-
ssh level throughput of the parallelized aes128-ctr cipher reaches 70 to
90 MB/s. Switching to a different cipher, for example, aes128-cbc,
gives an average throughput of 100 MB/s.
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Figure 6.3: Throughput over a single
SSH connection also depends on the
used cipher. Throughput is CPU-
bound as some ciphers are more
computationally demanding than
others.
To transfer unencrypted data, the tool netcat (nc), represents
an alternative to the standard ssh. However, our patched version
of ssh, in addition to multi-threaded ciphers, also allows to drop
encryption after the initial secure handshake. Relying on ssh also
makes experimentation and deployment easier because the ssh
server already runs on our benchmark machines. netcat would
require us to start a listening process manually each time we want
to transfer a file.
Disabling encryption after the connection setup, gives a clearer
picture of the CPU requirements for each workload. The through-
put for an unencrypted ssh transfer was 100 MB/s on our bench-
mark systems. We note, however, that whilst useful for evaluation
purposes, disabling encryption may be unacceptable in produc-
tion environments. Encryption not only prevents third parties from
reading the original data, among other things, but also helps to
detect in-flight data corruption.
The tool rsync also operates at the file-system level and synchro-
nizes two directory trees. The source and destination can be remote,
in which case data is transferred over the network. In case of re-
mote synchronization, rsync uses the secure shell protocol (ssh) to
securely establish an encrypted network connection. If encryption
is undesirable, there are two options: replace ssh by its insecure
and unencrypted sibling, rsh. Alternatively, use the drop-in ssh
replacement mentioned earlier, which also supports unencrypted
transfers.
While rsync and scp share the same transport mechanism, rsync
is much smarter than scp when it comes to minimizing the amount
of information exchanged to synchronize the two directories. To
this end, rsync employs several heuristics: for example, two files
are assumed unchanged if their modification time stamp and size
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match. For potentially updated files, rsync computes block-wise
checksums at the source and destination. In addition to block-wise
checksums, the sender computes rolling checksums. This allows
rsync to efficiently handle shifted content, e.g., a line deleted from a
configuration file. However, for binary files the checksum computa-
tion and detection of shifted content creates a huge computational
overhead. For example, only computing the non-overlapping check-
sums for a single 32 GiB input file takes about 8 minutes on our test
setup. In total, however, rsync takes 31 minutes to complete its job.
The interested reader can find an in-depth description of the rsync
algorithm in Tridgell and Mackerras [1996].
While rsync does an excellent job at minimizing the amount
of data transferred to synchronize two files, we posit that an in-
crease in transferred data is acceptable if it reduces the synchro-
nization time. rsync was initially developed with high latency and
low bandwidth links in mind. At least within a single data center
links are low latency and high bandwidth, such that it is reasonable
to trade a slight increase in data volume for faster synchronization.
Also note that the checksum computation consumes I/O and CPU
resources at the source and destination, i.e., any scheme that avoids
checksums will save resources twice. rsync block-
md5sync
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Figure 6.4: CPU time and network
traffic expended to synchronize a
single 32 GiB file with 10% updates.
Network measurements include TCP
protocol overhead, i.e., represent
values reported by the ifconfig Linux
tool.
Figure 6.4 illustrates the differences between rsync and
blockmd5sync by directly comparing the CPU time and source-
side transmit traffic. rsync spends more than 30 minutes of CPU
time at the source to compute and match checksums, compared
with only 6 minutes for blockmd5sync. The total amount of data
transmitted from the source to the destination is 3509 MB for rsync
and 3469 MB for blockmd5sync. Because the outgoing traffic is
dominated by the modified blocks, it is almost identically for both
tools – save for slight differences in the synchronization protocol.
rsync’s performance is limited by its effort to detect shifted
contents. If we discard this requirement, a simpler and faster ap-
proach to checksum-based synchronization is feasible. We com-
pute checksums only for non-overlapping blocks at the sender
and receiver. If the checksums for block Bi match, nothing is sent.
Only for blocks with mismatching checksums does the source send
the block to the destination. An input of N bytes, requires dN/Be
checksums to be computed at the source and target. For example,
if the block size B is 4 KiB, our algorithm splits a 32 GiB input into
(32 ∗ 230/4 ∗ 210) = 8 ∗ 220 blocks and computes as many checksums.
We implemented this lightweight rsync alternative as a mix of
Python and bash scripts. Checksum computation is interleaved
with the transmission of modified blocks to speed up the whole
process. We do not claim our implementation is the most efficient,
but the performance advantages over rsync will become apparent
in the evaluation section. As a lower bound on the synchronization
speed, we expect blockmd5sync to take as long as the initial phase
of rsync. During its initial phase, rsync computes checksums for
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non-overlapping blocks at the destination. blockmd5sync, just like
rsync’s initial phase, must read the entire input once, hence they
should progress at the same rate. Any difference in turnaround
time is either due to the computational complexity of the hash,
MD5 vs. rsync’s rolling checksum, or the additional time required
by blockmd5sync to transmit the data for updated blocks.
Comparing blockmd5sync to dsync, we expect dsync to synchro-
nize faster because it does not compute any checksums. On the
other hand, checksum computation is performed in parallel to the
data transfer and computation may have a negligible impact on the
net synchronization time. In this case, we point to the secondary
effects of not requiring any checksum computations: reduced disk
I/O traffic and saved CPU resources.
Approaching the problem from a different level, the function-
ality to synchronize files and directories can also be integrated
directly into the file system, instead of relying on userspace tools.
By recording the right kind of meta-data at the file system level, ef-
ficient snapshot extract and merge operations are feasible. The ZFS
file system 10, originally developed by Sun for their Solaris operat-10 Scott Wantanabe. Solaris 10 ZFS
Essentials. Prentice Hall, 2009. ISBN
0137000103
ing system, is one file system to support this 11. Additionally, ZFS
11 Another file system implementing
similar functionality is btrfs.
combines many advanced features, such as logical volume manage-
ment and capacity re-allocation, which are commonly handled by
different tools in a traditional Linux environment.
We include ZFS in our comparison because it offers the same
functionality as dsync albeit implemented at a different abstraction
level. Working at the file system layer allows access to information
unavailable at the block level. For example, ZFS may chose to ig-
nore updates to paths containing temporary data, such as /tmp,
during synchronization. Other kinds of meta-data, e.g., modifica-
tion time stamps, unavailable at the block device layer, may be used
as modification heuristics.
On the other hand, although ZFS has many desirable features, it
is not equally available on all platforms. As already mentioned, ZFS
is tightly integrated with the Solaris operating system. Hence, other
tools, like dsync, constitute an alternative on platforms where ZFS
is unavailable. Also, as ZFS relies on copy-on-write snapshots to
identify deltas, it incurs a disk space overhead proportional to the
amount of modified data.
Because of its many appealing features, ZFS has been ported to
systems other than Solaris 12. For our evaluation, we use version12 ZFS on Linux. URL http:
//zfsonlinux.org; and Pawel Jakub
Dawidek. Porting the ZFS file sys-
tem to the FreeBSD operating system.
AsiaBSDCon, pages 97–103, 2007
0.6.1 of the ZFS port available from http://zfsonlinux.org pack-
aged for Ubuntu. It supports the necessary send and receive opera-
tions to extract and merge snapshot deltas, respectively. While ZFS
is available on platforms other than Solaris, the port’s maturity and
reliability may be lacking with respect to the original implementa-
tion and discourage administrators from using it. We can only add
anecdotal evidence to this, by reporting one failed benchmark run
due to issues within the ZFS kernel module.
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Last but not least, we present our alternative dsync and its
defining characteristics. dsync differs from the previously men-
tioned solutions in two main aspects:
(a) dsync is file-system agnostic because it operates on the block-
level. While being file-system agnostic makes dsync more
versatile, exactly because it requires no file-system specific
knowledge, it also constrains the operation of dsync at the same
time. All the file-system level meta-data, e.g., modification
time stamps that are available to tools like, e.g., rsync, are un-
available to dsync. Further, the synchronization target is tacitly
assumed to be older than the source.
(b) Instead of computing block-level checksums at the time of syn-
chronization, dsync tracks the per-block modification status
at runtime. This obviates the need to calculate checksums be-
tween two subsequent synchronizations at the expense of some
tracking meta-data.
In addition to the kernel extensions, we implemented two userspace
programs: one to extract modified blocks based on the tracked in-
formation, called dmextract. Extracting modified blocks is done
at the synchronization source. The equivalent tool, which runs
at the synchronization target, is called dmmerge. dmmerge reads a
stream consisting of block numbers interleaved with block data.
The stream is merged with the target block device. The actual net-
work transfer is handled either by ssh, if encryption is required, or
nc, if encryption is unnecessary.
The tools compared in the evaluation are summarized in
Table 6.2 according to their defining attributes. While ZFS, for
example, is tightly bound to the Solaris platform, rsync has a high
computational overhead due to the checksum computation. For any
job, picking the right tool is important. In this sense, dsync presents
a new alternative with a unique combination of characteristics to
periodically synchronize two block devices with low overhead.
Tool Layer Platform CPU utilization Network utilization
scp file universal low high
rsync file universal high high
blockmd5sync file universal medium low
ZFS block device Solaris low low
dsync block device Linux low low
Table 6.2: Overview of the tools
evaluated for their synchronization
speed.Experimental Setup
Our experimental setup consisted of two machines: one sender
and one receiver. The two machines had slightly different proces-
sor and memory configurations. While the sender was equipped
with a 6-core AMD Phenom II processor and 12 GiB RAM, the re-
ceiver only had a 4-core Phenom II processor and 8 GiB RAM. Both
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units had two disks: a 2 TB spinning disk (Samsung HD204UI) as
well as a 128 GB SSD (Intel SSDSC2CT12), both attached via Serial
ATA (SATA) revision 2. The spinning disk had a dedicated 300 GB
“benchmark” partition at an outer zone for maximum sequential
I/O performance, while we formatted the SSD with a single parti-
tion spanning the entire disk. Except for the ZFS experiments, we
formatted the benchmark partition with an ext3 file system. All
benchmarks started and ended with a cold buffer cache. We flushed
the buffer cache before each run and ensured that all cached writes
are flushed to disk before declaring the run finished. The machines
had a PCIe gigabit Ethernet card which was connected to a gigabit
switch. We ran a recent version of Ubuntu (12.04) with a 3.2 kernel.
Unless otherwise noted, each data point is the mean of three runs.
The synchronized data set consisted of a single file of the appro-
priate size, e.g., 16 GiB, filled with random data. If a tool interfaced
with a block device, we created a loopback device on top of the
single file.
Benchmarks
We used two types of benchmarks, synthetic and realistic, to evalu-
ate dsync’s performance and compare it with its competitors. While
the synthetic benchmarks allow us to investigate worst case behav-
ior, the realistic benchmarks show expected performance for more
typical scenarios.
Random modifications In our synthetic benchmark, we randomly
modified varying percentages of data blocks. Each block had the
same probability to be modified. Random modification is a worst
case scenario because the modification pattern has little spatial
locality. Real world applications, on the other hand, usually ex-
hibit spatial locality with respect to the data they read and write.
Random read/write accesses decrease the effectiveness of data
prefetching and write coalescing. Because conventional spinning
hard disks have a tight limit on the number of input/output oper-
ations per second (IOPS), random update patterns severely limit
their I/O performance.
RUBiS A second benchmark measures the time to synchronize
virtual machine images. The tracked VM ran the RUBiS 13 server13 OW2 Consortium. RUBiS: Rice
University Bidding System. URL
http://rubis.ow2.org
components, while another machine ran the client emulator. RUBiS
is a web application modeled after eBay.com. The web application,
written in PHP, consists of a web server, and a database backend.
Users put items up for sale, bid for existing items or just browse the
catalog. Modifications to the virtual machine image resulted, for
example, from updates to the RUBiS database.
A single run consisted of booting the instance, subjecting it to
15 minutes of simulated client traffic, and shutting the instance
down. During the entire run, we recorded all block level updates
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Figure 6.5: Synchronization time
for five different synchronization
techniques. Lower is better. Data on
the source and target was stored on
HDD.
to the virtual machine image. The modified block numbers were
the input to the second stage of the experiment. The second stage
used the recorded block modification pattern while measuring the
synchronization time. Splitting the experiment into two phases
allowed us to perform and repeat them independently.
Microsoft Research Traces Narayanan et al. [2008] collected and
published block level traces for a variety of servers and services at
Microsoft Research 14. The traces capture the block level operations 14 Available at ftp://ftp.research.
microsoft.com/pub/austind/MSRC-io-
traces/
of, among others, print, login, and file servers. Out of the available
traces we randomly picked the print server trace. Because the print
server’s non-system volume was several hundred gigabytes in size,
we split the volume into non-overlapping, 32 GiB-sized ranges.
Each operation in the original trace was assigned to exactly one
range, depending on the operation’s offset. Further analysis showed
that the first range, i.e., the first 32 GiB of the original volume, had
the highest number of write operations, close to 1.1 million; more
than twice as many operations as the second “busiest” range.
In addition to splitting the original trace along the space axis, we
also split it along the time axis. The trace covers a period of seven
days, which we split into 24 hour periods.
To summarize: for our analysis we use the block modification
pattern for the first 32 GiB of the print server’s data volume. The
seven day trace is further divided into seven 24 hour periods. The
relative number of modified blocks is between 1% and 2% percent
for each period.
Results
Random modifications We start the evaluation by looking at how
the data set size affects the synchronization time. The size varies
between 1 and 32 GiB for which we randomly modified 10% of the
blocks. The first set of results is shown in Figure 6.5. First of all, we
observe that the synchronization time increases linearly with the
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Figure 6.6: Synchronization time
for five different synchronization
techniques. Lower is better. Data on
the source and target was stored on
SSD. data set size; irrespective of the synchronization method. Second,
rsync takes longest to synchronize, followed by blockmd5sync on
HDD and copy on SSD. copy, ZFS, and dsync are fastest on HDD
and show similar performance. On SSD, dsync and blockmd5sync
are fastest, with ZFS being faster than copy, but not as fast as dsync
and blockmd5sync. With larger data sizes, the performance differ-
ence is more markedly: for example, at 32 GiB dsync, copy, and ZFS
perform almost identically (on HDD), while rsync takes almost five
times as long (420 vs. 2000 seconds). To our surprise, copying the
entire state is sometimes as fast as or even slightly faster than ex-
tracting and merging the differences. Again at 32 GiB, for example,
copy takes about 400 seconds, compared with 400 seconds for dsync
and 420 seconds for ZFS.
We concluded that the random I/O operations were inhibit-
ing dsync performance. Hence, we performed a second set of
benchmarks where we used SSDs instead of HDDs. The results
are shown in Figure 6.6. While the increased random I/O perfor-
mance of SSDs does not matter for rsync, its synchronization time
is identical to the HDD benchmark, SSDs enable all other methods
to finish faster. dsync’s time to synchronize 32 GiB drops from 400 s
on HDD to only 220 s on SSD.
Intrigued by the trade-off between hard disk and solid state
drives, we measured the read and write rate of our drives outside
the context of dsync. When extracting or merging modified blocks
they are processed in increasing order by their block number. We
noticed that the read/write rate increased by up to 10x when pro-
cessing a sorted randomly generated sequence of block numbers
compared to the same unsorted sequence. For a random but sorted
sequence of blocks our HDD achieves a read rate of 12 MB/s and a
write rate of 7 MB/s. The SSD reads data twice as fast at 25 MB/s
and writes data more than 15x as fast at 118 MB/s. This explains
why, if HDDs are involved, copy finishes faster than dsync al-
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Figure 6.7: System-wide CPU uti-
lization and outgoing network traffic
as measured on the synchronization
source. 100% CPU utilization is equiv-
alent to all six cores completely busy.
Includes time spent in user and kernel
mode as well as waiting for I/O. rsync
and dsync transmit about the same
amount of data in total, although the
effective throughput of rsync is much
lower.
though copy’s transfer volume is 9x that of dsync: sequentially
going through the data on HDD is much faster than selectively
reading and writing only changed blocks.
To better highlight the differences between the methods, we
also present CPU and network traffic traces for three of the five
methods. Figure 6.7 shows the system-wide CPU utilization and
outgoing network traffic at the sender. The trace was collected at
the sender while synchronizing 32 GiB from/to SSD. The CPU
utilization includes the time spent in kernel and user space, as well
as waiting for I/O. We observe that rsync is CPU-bound by its
single-threaded rolling checksum computation. Up to t = 500 the
rsync sender process is idle, while one core on the receiver-side
computes checksums (not visible in the graph). During rsync’s
second phase, one core, on our 6-core benchmark machine, is busy
computing and comparing checksums for the remaining 1400 s (23
minutes). The network traffic during that time is minimal at less
than 5 MB/s. copy’s execution profile taxes the CPU much less:
utilization oscillates between 0% and 15%. On the other hand, it can
be visually determined that copy has a higher traffic volume than
either rsync or dsync. copy generates about 90 MB/s of network
traffic on average. dsync’s execution profile uses double the CPU
power of copy, but only incurs a fraction of the network traffic.
dsync’s network throughput is limited by the random read-rate at
the sender.
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Figure 6.8: The SSDs random read
throughput increases markedly with
the block size, while sequential read
throughput shows little dependence on
the block sizes.
Even though the SSD’s specification promises 22.5k random
4 KiB reads 15, about 90 MiB/s, we are only able to read at a sus-
15 Intel solid-state drive 330 series:
Specification. URL http://www.intel.
com/content/dam/www/public/us/en/
documents/product-specifications/
ssd-330-specification.pdf
tained rate of 20 MB/s at the application layer. Adding a loop-
back device to the configuration, reduces the application layer read
throughput by about another 5 MB/s. We confirmed these observa-
tions by measuring the SSD’s random and sequential throughput
for varying block sizes. As Figure 6.8 shows, the random through-
put only begins to approach the sequential throughput for block
sizes of 1 MiB and larger. Because dsync currently operates at a
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Figure 6.9: Varying the percentage of
modified blocks for an 8 GiB file/de-
vice stored on HDD (left) and SSD
(right). For comparison, rsync syn-
chronizes the same data stored on SSD
in 5, 21, and 41 minutes for 10%, 50%,
and 90% updated blocks, respectively.
A plain copy consistently took 1.5-2.0
minutes (HDD) and 1.5 minutes (SSD).
granularity of 4 KiB blocks, this explains why dsync’s sender trans-
mits at a seemingly low 17 MB/s. In this particular scenario dsync’s
performance is read-limited. Anything that would help with read-
ing the modified blocks from disk faster, would decrease the syn-
chronization time even further.
Until now we kept the modification ratio fixed at 10%, which
seemed like a reasonable change rate. Next we explored the effect
of varying the percentage of modified blocks. The data size was
fixed at 8 GiB and we randomly modified 10%, 50%, and 90% per-
cent of the blocks. We ensured that each block was written at most
once, i.e., we randomly picked blocks from the pool of available
blocks without replacement. Figure 6.9 shows the timings for spin-
ning and solid-state disks. On HDD, interestingly, even though the
amount of data sent across the network increases, the net synchro-
nization time stays almost constant for ZFS and blockmd5sync; it
even decreases for dsync. Conversely, on SSD, synchronization takes
longer with a larger number of modified blocks across all shown
methods; although only minimally so for ZFS. We believe the in-
crease for dsync and blockmd5sync is due to a higher number of
block-level re-writes. Updating a block of flash memory is expen-
sive and often done in units larger than 4 KiB 16. ZFS is not affected16 Michael Cornwell. Anatomy of a
Solid-state Drive. Queue, 10(10), 2012 by this phenomenon, as ZFS employs a copy-on-write strategy
which turns random into sequential writes 17.17 Jeff Bonwick and Bill Moore. ZFS:
The Last Word in File Systems. URL
https://www.google.com/search?q=
zfs+the+last+word+in+file+systems
Because for some configurations rsync takes an order of magni-
tude longer to run than the other methods, we provide a separate
figure to illustrate rsync’s runtime behavior. In Figure 6.10 we see
that as the percentage of changed blocks grows, rsync’s runtime
also increases linearly. In this particular case, the time to synchro-
nize a single 8 GiB file increases from 390 seconds for 10% updated
blocks to 2400 seconds for 90% updated blocks. As already pointed
out by rsync’s inventor in his doctoral thesis, rsync’s performance
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decreases for very large files 18. What is interesting here is that the 18 Andrew Tridgell. Efficient Algorithms
for Sorting and Synchronization. PhD
thesis, Australian National University,
1999
performance is also related to the number of changes.
While we would expect the synchronization time to increase
because more data must be transferred, the increase is dispropor-
tionally larger given the available transfer bandwidth. The actual
reason is related to the number of successfully matched blocks. If
the files are similar, many blocks will match and must not be trans-
ferred. Also, for each matched block, the sender does not need to
compute any checksums, weak or strong, for the next S bytes of
the input file, where S is the block size. Skipping a whole block is
especially beneficial for large files because of the high expected rate
of false alarms, i.e., a matching weak checksum with a mismatching
strong checksum. In the worst case, rsync computes a weak and
strong checksum for each byte of a single block. The worst case
computational complexity may thus be S times higher than the best
case complexity: computing S weak and strong checksums instead
of a single weak and strong checksum.
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Figure 6.10: rsync’s runtime directly
depends on how different the source
and destination are: the more they
deviate, the longer it takes rsync to
update the destination.
RUBiS results We argued earlier, that a purely synthetic workload
of random block modifications artificially constrains the perfor-
mance of dsync. Although we already observed a 5x improvement
in total synchronization time over rsync, the gain over copy was
less impressive. To highlight the difference in spatial locality be-
tween the synthetic and RUBiS benchmark, we plotted the number
of consecutively modified blocks for each; this is illustrated in Fig-
ure 6.11.
We observe that 80% of the modifications involve only a single
block (36k blocks at x = 1 in Figure 6.11). In comparison, there are
no single blocks for the RUBiS benchmark. Every modification in-
volves at least two consecutive blocks, i.e., the curve labeled realistic
only starts at x = 2 with a y-value of about 1000. At the other end
of the spectrum, the longest run of consecutively modified blocks
is 639 for the RUBiS benchmarks. Randomly updated blocks rarely
yield more than 5 consecutively modified blocks. For the RUBiS
100 101 102 103 104
Consecutivly modified blocks
0k
5k
10k
15k
20k
25k
30k
35k
40k
45k
M
od
ifi
ed
bl
oc
ks
to
ta
l
realistic
synthetic
Figure 6.11: Difference in spatial
locality between a synthetic and
realistic benchmark run. In both cases
45k blocks are modified. For the
synthetic benchmark 80% are isolated
individual blocks (36k at x=1). The
realistic benchmark shows a higher
degree of spatial locality, as observed,
for example, by the jump from 2.5k
(x=3) to 15k (x=4) blocks.
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Figure 6.12: Synchronization time
for (a) copy, (b) rsync, and (c) dsync.
Block modifications according to the
RUBiS workload.
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benchmark, updates of 5 consecutive blocks happen most often: the
total number of modified blocks jumps from 2k to 15k moving from
4 to 5 consecutively modified blocks.
Now that we have highlighted the spatial distribution of up-
dates, Figure 6.12 illustrates the results for our RUBiS workload. We
present numbers for the HDD case only because this workload is
less constrained by the number of I/O operations per second. The
number of modified blocks was never the same between those 20
runs. Instead, the number varies between 659 and 3813 blocks. This
can be explained by the randomness inherent in each RUBiS bench-
mark invocation. The type and frequency of different actions, e.g.,
buying an item or browsing the catalog, is determined by chance.
Actions that modify the database increase the modified block count.
The synchronization time shows little variation between runs of
the same method. copy transfers the entire 11 GiB of data irrespec-
tive of actual modifications. There should, in fact, be no difference
based on the number of modifications. rsync’s execution time is
dominated by checksum calculations. dsync, however, transfers
only modified blocks and should show variations. The relationship
between modified block count and synchronization time is just not
discernible in Figure 6.12. Alternatively, we calculated the corre-
lation coefficient for dsync which is 0.54. This suggests a positive
correlation between the number of modified blocks and synchro-
nization time. The correlation is not perfect because factors other
than the raw modified block count affect the synchronization time,
e.g., the spatial locality of updates.
The performance in absolute numbers is as follows: rsync, which
is slowest, takes around 320 seconds to synchronize the virtual
machine disk. The runner up, copy, takes 200 seconds. The clear
winner, with an average synchronization time of about 3 seconds,
is dsync. That is a 66x improvement over copy and more than 100x
faster than rsync. dsync reduces the network traffic to a minimum,
like rsync, while being 100x faster.
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Figure 6.13: Synchronization times for
realistic block-level update patterns on
HDD (left) and SSD (right). Lower is
better. The results for the remaining
days 3-6 are identical to the first.
Microsoft Research Traces In addition to our benchmarks with syn-
chronizing a single virtual machine disk, we used traces from a
Microsoft Research (MSR) printer server. The speed with which the
different methods synchronize the data is identical across all days
of the MSR trace. Because of the homogeneous run times, we only
plot three days out of the total seven.
In Figure 6.13 we see that rsync is slowest, taking more than
900 seconds (15 minutes) to synchronize 32 GiB of binary data.
The small number of updated blocks (between 1-2%) decreases
the runtime of rsync noticeably. Previously, with 10% updated
blocks rsync took 35 minutes (cf. Figure 6.5) for the same data size.
copy and blockmd5sync finish more than twice as fast as rsync,
but are still considerably slower than either ZFS or dsync. The
relative order of synchronization times does not change when we
swap HDDs for SSDs (cf. Figure 6.13 left and right), while absolute
synchronization times improve for each method. blockmd5sync
sees the largest decrease as its performance is I/O bound on our
setup: the SSD offers faster sequential read speeds than the HDD,
230 MB/s vs 130 MB/s.
Discussion
One interesting question to ask is if there exist cases where dsync
performs worse than rsync. For the scenarios investigated here,
dsync always outperformed rsync by a significant margin. In fact,
we believe, that dsync will always be faster than rsync. Our rea-
soning is that the operations performed by rsync are a superset of
dsync’s operations. rsync must read, transmit, and merge all the
updated blocks; as does dsync. However, to determine the updated
blocks, rsync must read every block and compute its checksum at
the source and destination. But the file’s size is not the only fac-
tor determining rsync’s runtime. While we expect large files to
take more time to synchronize than small files, the file’s divergence
also influences the computational overhead. As illustrated in Fig-
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ure 6.10, rsync’s synchronization time grows with the number of
updated blocks. Large files with only a few changes synchronize
much faster than identically sized, but very dissimilar files.
The speed at which dsync synchronizes depends to a large de-
gree on the spatial distribution of the modified blocks. This is most
visible in Figure 6.9 (left). Even though the data volume increases
by 5x, going from 10% randomly modified blocks to 50%, the syn-
chronization takes less time. For the scenarios evaluated here, a
simple copy typically (cf. Figure 6.5) took at least as long as dsync.
While dsync may not be faster than a plain copy in all scenarios, it
definitely reduces the volume of transmitted data.
Regarding the runtime overhead of maintaining the bitmap used
to track changed blocks, we do not expect this to noticeably affect
performance in typical use cases. Setting a bit in memory is orders
of magnitude faster than actually writing a block to disk.
6.5 Related Work
lvmsync 19 is a tool with identical intentions as dsync, but less19 Mick Stanic. Optimised syn-
chronisation of LVM snapshots
over a network. URL http:
//theshed.hezmatt.org/lvmsync/
generic than dsync. While dsync operates on arbitrary block de-
vices, lvmsync only works for partitions managed by the logical
volume manager (LVM). lvmsync extracts the modifications that
happened to an LVM partition since the last snapshot. To provide
snapshots, LVM has to keep track of the modified blocks, which are
stored as meta-data. lvmsync uses this meta-data to identify and
extract the changed blocks.
File systems, such as ZFS, and only recently btrfs, also support
snapshots and differential backups. In ZFS, differential backups
are performed using the ZFS send and receive operations. The delta
between two snapshots can be extracted and merged again with
another snapshot copy, e.g., at a remote backup machine. Only
users of ZFS, however, can enjoy those features. For btrfs, there
exists a patch to extract differences between two snapshot states 20.20 Jonathan Corbet. Btrfs send/receive.
URL http://lwn.net/Articles/
506244/
This feature is, however, still considered experimental. Besides the
file system, support for block tracking can be implemented higher
up still in the software stack. VMware ESX Server, since version 4,
implements a feature called changed block tracking which allows to
track changes to virtual machine disks 21. The purpose is the same21 VMware vSphere Data Protection,
2012. URL http://www.vmware.com/
files/pdf/techpaper/Introduction-
to-Data-Protection.pdf
as with dsync: knowledge of the changes improves the performance
when backing up virtual machine disks. Implementing support for
efficient, differential backups at the block device level, like dsync
does, is more general, because it works regardless of the file system
and application running on top.
If updates must be replicated more timely to reduce the incon-
sistency window, the distributed replicated block device (DRBD)
synchronously replicates data at the block level 22. All writes to the22 Lars Ellenberg. DRBD 9 and Device-
Mapper: Linux Block Level Storage
Replication. In Linux System Technology
Conference, 2009
primary block device are mirrored to a second, standby copy. If the
primary block device becomes unavailable, the standby copy takes
over. In single primary mode, only the primary receives updates
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which is required by file systems lacking concurrent access seman-
tics. Non-concurrent file systems assume exclusive ownership of
the underlying device and single primary mode is the only viable
DRBD configuration in this case. However, DRBD also supports
dual-primary configurations, where both copies receive updates. A
dual-primary setup requires a concurrency-aware file system, such
as GFS 23 or OCFS 24, to maintain consistency. DRBD has been part 23 Steven R. Soltis, Grant M. Erickson,
Kenneth W. Preslan, Matthew T.
O’Keefe, and Thomas M. Ruwart. The
Global File System: A File System for
Shared Disk Storage. IEEE Transactions
on Parallel and Distributed Systems, 1997
24 Mark Fasheh. OCFS2: The Oracle
Clustered File System, Version 2. In
Proceedings of the 2006 Linux Sympo-
sium, pages 289–302. Citeseer, 2006
of the Linux kernel since version 2.6.33.
There also exists work to improve the efficiency of established
synchronization tools. For example, Rasch and Burns 25 proposed
25 D. Rasch and R. Burns. In-Place
Rsync: File Synchronization for Mobile
and Wireless Devices. In Proceedings
of the 2003 USENIX Annual Technical
Conference, 2003
for rsync to perform in-place updates. While their intention was
to improve rsync’s performance on resource-constrained mobile
devices, in-place updates also help with large data sets on regular
hardware. Instead of creating an out-of-place copy and atomi-
cally swapping this into place at the end of the transfer, the patch
changes rsync’s behavior to directly update the original file. An
out-of-place copy reduces the transferred data volume if parts of
the file’s content have shifted from the beginning to the end. With
an in-place update, the content at the start of the file may already
have been overwritten once the rsync algorithm reaches the latter
parts of the file. On the other hand, an out-of-place copy temporar-
ily doubles the required disk storage space for the duration of the
synchronization. For gigabyte-sized files, this overhead may be un-
acceptable. Since their original patch, in-place updates have been
integrated into the regular rsync program and can be activated
using the --inplace command line switch.
A more recent proposal tackles the problem of page cache pollu-
tion 26. During the backup process many files and related meta-data 26 Improving Linux Performance by
Preserving Buffer Cache State. URL
http://insights.oetiker.ch/linux/
fadvise/
are read. To improve system performance, Linux uses a page cache,
which keeps recently accessed files in main memory. By reading
large amounts of data, which will likely not be accessed again in
the near future, the pages cached on behalf of other processes are
evicted from the cache. The above mentioned patch reduces cache
pollution to some extent. The operating system is advised, via the
fadvise system call, that pages, accessed as part of the rsync invo-
cation, can be evicted immediately from the cache. Flagging pages
explicitly for eviction, helps to keep the working sets of other pro-
cesses in memory.
Effective buffer cache management was previously discussed,
for example, by Burnett et al. 27 and Plonka et al. 28. Burnett et al. 27 N. Burnett, J. Bent, A. Arpaci-
Dusseau, and R. Arpaci-Dusseau.
Exploiting Gray-Box Knowledge
of Buffer-Cache Management. In
Proceedings of the 2002 USENIX Annual
Technical Conference, pages 29–44, 2002
28 D. Plonka, A. Gupta, and D. Carder.
Application Buffer-Cache Management
for Performance: Running the World’s
Largest MRTG. In Large Installation
System Administration Conference, pages
1–16, 2007
reverse engineered the cache replacement algorithm used in the op-
erating system. They used knowledge of the replacement algorithm
at the application level, here a web server, to change the order in
which concurrent requests are processed. As a result, the average
response time decreases and throughput increases. Plonka et al.
adapted their network monitoring application to give the operat-
ing system hints about which blocks can be evicted from the buffer
cache. Because the application ultimately knows best about data
access and usage patterns, the performance with application-level
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hints is superior to the operating system’s generic buffer manage-
ment. Both works agree with us on the sometimes adverse effects of
the default caching strategy. Though the default strategy certainly
improves performance in the average case, there will always be
cases where a custom strategy outperforms the default.
6.6 Conclusion
Recall that the overall goal is to power off unused servers to con-
serve energy. This chapter dealt with the “local state problem”, i.e.,
data residing on locally attached storage becomes inaccessible when
the server goes offline. One solution is to keep multiple copies of
the data, but this required periodically synchronizing the copies.
With dsync we developed a low-level tool to efficiently synchronize
data at the block device layer. dsync reduces the overall synchro-
nization time, does not require expensive checksum calculations,
and minimizes disk and network I/O. Hence, dsync is a novel addi-
tion with a unique set of properties to the existing set of bulk data
synchronization tools.
7
Conclusion
Energy efficiency in data centers and energy efficient computing
will remain on the agenda in the foreseeable future. Especially
providers of internet-scale services have a monetary interest to
decrease their energy use in the absence of clean and cheap energy
sources. The focus of this thesis was to develop techniques and
tools to improve the energy efficiency in cloud infrastructures. In
particular, the underlying research question was if and how hardware
virtualization and related technologies can help to decrease the energy
consumption. Our primary goal was to vacate physical servers and
save energy by powering them off.
As an introduction to the topic, we analyzed usage data of a
50 machine cluster with respect to its energy efficiency (Chapter 3).
Given the cluster’s low utilization, we proposed techniques to au-
tomatically and transparently power cycle the servers based on
their actual usage. In the context of infrastructure clouds, we pro-
posed novel VM types and schedulers (Chapter 4). By optimizing
the assignment of virtual to physical machines, fewer live servers
are required to handle the same workload. We further developed
new technologies for truly on-demand cloud computing (Chap-
ter 5) to switch off idle VMs as a precursor to powering off physical
servers. Last, we built tools for fast and efficient data synchroniza-
tion (Chapter 6). Frequent data synchronization is necessary when
turning servers off: state stored on local hard disks becomes inac-
cessible once the server is offline. Replicating the state to other live
servers ensures the data’s uninterrupted availability.
Each of the topics is individually summarized in the following
sections together with proposals for future work. A brief outlook
on the future of energy efficient computing is given at the very end.
7.1 Research Cluster Usage
In Chapter 3 we analyzed a research cluster of 50 servers according
to its usage and energy efficiency. More than four years of data
revealed an average usage of only 15.09%. Accordingly, the energy
efficiency is poor, as the servers are permanently powered on even
if nobody uses them.
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The workloads and usage patterns suggest that power can be
saved with minimal inconvenience to the users by putting unused
servers into a low-power mode. An automated solution, which in
its current form only works for virtual environments, can be set up
to automatically and transparently transition the servers into and
out of the low-power mode.
Future Work
We want to conduct a detailed analysis of the network traffic within
the cluster. This will allows us to better estimate the achievable
power savings. Even though servers are idle, i.e., no user is logged
in, they still receive periodic messages over the network. Waking
the server up for each message will leads to minimal energy sav-
ings. Exact knowledge about the traffic and its patterns will allow
us to determine when waking up the server is strictly necessary.
7.2 Online Scheduling with Known Resource Reservation
Times
Cloud computing allows those in need of IT resources to acquire
and release them swiftly. The resources are typically delivered
in the form of pre-packaged virtual machines, accessed over the
internet. This flexibility is good for the cloud user, but also requires
careful scheduling at the provider side to optimize his “bottom
line”. It is unknown to the provider for how long each resource is
acquired. We were curious to see if and how a priori knowledge
of the resource lease time helps the cloud provider to optimize the
scheduling of resources.
The goal was to reduce the number of required physical ma-
chines to service a given workload. Knowing the lease time, allows
the scheduler to incorporate it into its decision making process.
The general idea is to co-locate virtual machines with coinciding
termination times. A physical server can only be turned off once all
virtual machines are shut down. Hence, aligning the VM’s termi-
nation times creates more opportunities to shutdown the physical
servers.
Through simulations across a diverse parameter space we estab-
lished that reductions in physical machine uptime of up to 51.5%
are possible in very favorable scenarios. The savings depend on a
wide array of parameter, such as runtime distribution, VM sizes,
data center sizes, server capacity, VM purchase types, and batch
requests. If the savings observed in our simulations would actually
materialize in practice, strongly depends on how close our input
parameters match those of real deployments. As very little data
of real-world infrastructure clouds is publicly available, we can-
not make an informed statement regarding potential real-world
savings.
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Future work
As an interesting extension we have identified the interplay be-
tween online scheduling and planning. In online scheduling, deci-
sions have to be made instantaneously. For example, in the case of
virtual machine scheduling, the user’s request must be processed as
soon as possible to provide a satisfactory user experience. On the
other hand, planning does not have to operate within those tight
time constraints. In planning, all the inputs are known a priori and
the time to come up with a good schedule is measured in minutes
to hours, sometimes days. The research question then becomes:
how much does scheduling improve if we allow for a certain slack
time. Instead of processing every resource request as it arrives, re-
quests are collected over the course of several minutes. This gives
the scheduler more time to compute an assignment as well as en-
ables consider multiple requests at once.
7.3 On-Demand Resource Provisioning in Cloud
Environments
Virtualization in cloud data centers is used to isolate customers
from each other and to provide a self-contained execution envi-
ronment. These virtual machines can be suspended, halting their
execution and storing all their associated state on persistent stor-
age. Suspending an idle VM frees up resources to be used by other
active instances. Once all VMs are either migrated away or sus-
pended, the physical server is shut down to save energy.
A challenge with suspending VMs is to do so transparently, i.e.,
their network presence must be maintained. To this end, we pro-
posed an overall architecture to monitor incoming requests, either
using an application layer proxy or an alternative SDN-based solu-
tion. In cases where the VM must be resumed, our modifications to
the QEMU virtual machine monitor ensure that VM is responsible
again quickly.
Our benchmarks revealed best case end-to-end request latencies
as low as 0.8 seconds for the first request after a resume. Depend-
ing on the application running within the VM, we also observed
worst case resume latencies of more than 2 seconds.
Future work
In the area of on-demand resource provisioning we want to expand
from only managing virtual resources to managing the power of
physical machines. In Chapter 3 we presented a usage analysis of
a 50 node research cluster. Before actually deploying our solution
to manage the power of those 50 servers, we first have to perform a
more detailed network traffic analysis. A deep understanding of the
applications using the network is essential to estimate the potential
for powering down servers. Even a seemingly idle machine receives
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multiple packets per second. Discerning between essential and non-
essential packets is important to power off servers for reasonable
time periods.
7.4 Efficient Block-Level Synchronization of Binary Data
When turning off physical servers to save energy, the server’s lo-
cally attached disks and all the data on them are no longer acces-
sible. In the case of a cloud infrastructure, that state might include
virtual machine disks. To be able to start the VMs again on an alter-
native host, the local state must be replicated to another live server.
With our “dsync” system, we presented a tool to efficiently syn-
chronize data at the block-level. Instead of relying on computation-
ally expensive checksums to determine the updated state, “dsync”
actively tracks modifications. While some recent file systems poses
similar functionality by means of differential snapshots, implement-
ing it at the block device layer makes this technique independent
of the file system. Regardless of whether a particular file system
supports it out-of-the box, dsync enables delta updates generically
for all block devices.
We implemented the modification tracking functionality as a
Linux kernel module. The additional code is small, few hundred
lines of code, and localized. Our empirical measurement with dif-
ferent hardware setups showed that dsync performs at least as
good as its competitors.
Future work
For dsync it would be interesting so see if and how Bloom filters
affect the memory overhead. Currently, dsync uses one bit per 4 KiB
block arranged in a simple bit vector. For large storage arrays, the
memory overhead may become a problem, which warrants a look at
alternative data structures. On the practical side, getting the source
code accepted into the mainline Linux kernel is also on our agenda.
7.5 Outlook
In the absence of cheap and clean power sources, energy will con-
tinue to be on the agenda for data center operators, not just for
economic reasons. In the future, we see the biggest opportunity
to save energy by furthering the adoption of cloud computing in
general. Instead of multiple cabinet-sized installations, a single
large data center is much more energy efficient. All the supporting
infrastructure, such as uninterruptible power supplies, backup gen-
erators, and the cooling system, is typically more efficient in their
XL-version. Sharing a data center between multiple parties reduces
the cost of constructing and operating the infrastructure for each
individual partner.
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The challenge is to convince management and CTOs that mov-
ing the IT infrastructure into “the cloud”, is no less secure than
running it in on premise. This will take more time, as decision
makers are still wary of other people snooping on their confiden-
tial and business-critical data. Better technologies are required to
give strong guarantees that no unauthorized party can access your
private data in the shared environment.
Once all the world’s computing is performed in the cloud,
better scheduling algorithms will decrease the total number of live
servers. Google is already pushing the boundaries in this regard.
Since their data center report from 2008, the average server utiliza-
tion has allegedly climbed from 20-30% to around 50%. The goal
here is to create a generic infrastructure to run any kind of job on;
be it an internal MapReduce job to invert the web index or a new
virtual machine for one of the cloud customers. mixing and match-
ing jobs with complementing properties is the key to success in this
regard.
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