[FIG1] Image processing chain. 
WINDOW-BASED FILTERING BASICS
Natural images are nonstationary. Filtering schemes operate on the premise that an image can be subdivided into small regions, each of which can be treated as stationary [1] . Small image regions are determined using the supporting window The performance of a filtering scheme is generally influenced by the size of the local area inside W. Some applications may require larger support to read local image features and complete the task appropriately. On the other hand, a filter operating on a smaller spatial neighborhood can better match image details [2] .
A particular window ( Figure B ) can be designed to preserve specifically oriented image edges. For example, unidirectional windows [Figure B (11) and (12) ] follow the structural content of the image in two directions. The most commonly used window is a rectangular shape [ Figure B (1) and (4)] due to its versatility and performance. To completely process the input image, the filter window W is moved over the image domain to individually affect all the image pixels ( Figure C ). This concept is commonly known as a running (sliding) window.
Filtering schemes based on the ordering of the input samples within W are nonlinear in nature [1] . In the case of reduced ordering scheme, aggregated distances [FIGC] Sliding filter window concept. Interpolation can be performed on color images in either the spatial domain or in the spectral domain. Spatial interpolation involves increasing the apparent resolution of an image by increasing the number of pixels representing the visual data. Spectral interpolation, on the other hand, involves estimating individual color components based on known components within a processing window. This is a required operation in most digital cameras, since the image is formed using a monochromatic sensor and a color filter array (CFA), hence producing only one of the three required color components at each spatial location.
The basic filtering approach, described in "Window-Based Filtering Basics,'' is common to all the applications described here. Namely, a sliding window will pass over the image to capture information in a localized area that will be used to determine the output value of the pixel at the center of the window. This approach is chosen due to the localized nature of image features and the point-wise model of noise formation. The following will discuss the specific filtering frameworks.
COLOR FILTERING FRAMEWORKS
Since each individual channel of a color image can be considered a monochrome image, traditional image filtering techniques often involved the application of scalar filters on each channel separately. However, this disrupts the correlation that exists between the color components of natural images represented in a correlated color space, such as sRGB [7] . Since each processing step is usually accompanied by a certain inaccuracy, the formation of the output color vector from the separately processed color components usually produces color artifacts. Thus, vector filtering techniques that treat the color image as a vector field are more appropriate. With this approach, the filter output x (N+1)/2 is a function of the vectorial inputs x 1 , x 2 , . . . , x N located within the supporting window W (see "Window-Based Filtering Basics''). Assuming a color red, green, blue (RGB) image x : Z 2 → Z 3 (Figure 2 ), each pixel x i2 x i3
array or a two-dimensional (2-D) matrix of three component samples x i with x ik denoting the R (k = 1), G (k = 2), or B component (k = 3). The chromatic properties of x i as depicted in Figure 3 (b) and (c) relate to its magnitude
with
Both the magnitude and the direction can be used in classifying the differences between two vectorial inputs.
One of the most popular families of nonlinear filtering operators is based on robust order statistics [8] . These filters utilize algebraic ordering of a windowed set of data to compute the output signal. However, there is no universal method for defining the ordering of multivariate data. Hence, a number of possibilities arise, with the most common summarized as follows [9] - [11] .
■ Marginal ordering (M-ordering): the vector's components are ordered along each dimension independently. Since the M-ordering approach often produces output vectors that differ from the set of vectorial inputs, application of M-ordering to natural color images often results in color artifacts.
■ Conditional ordering (C-ordering): the vector samples are ordered based on the marginal ordering of one component. C-ordering fails to take into consideration the full vectorial nature of the input. ■ Partial ordering (P-ordering): the samples are partitioned into smaller groups that are then ordered. Pordering is difficult to perform in more than 2-D, and therefore it is not appropriate for three-component signals such as RGB color images. ■ Reduced or aggregated ordering (R-ordering): each vector is reduced to a scalar representative, and then the vectorial inputs are ordered in coincidence with the ranked scalars. The R-ordering approach is the most attractive, since it involves an overall ranking of the original set of input samples, and the output is selected from the same set. To order the color vectors x 1 , x 2 , . . . , x N located inside the supporting window W, the R-ordering based vector filters (Figure 4 ) use the aggregated distances or the aggregated similarities (see "Distance and Similarity Measures'')
DISTANCE AND SIMILARITY MEASURES
The most commonly used measure to quantify the distance between two color vectors
. The nonnegative scaling parameter c is a measure of the overall discrimination power. The exponent L defines the nature of the distance metric. The most popular members of this class are obtained when L = 1 (city-block distance) and when L = 2 (Euclidean distance). The chess-board distance corresponds to L → ∞. . In this case, the distance between the two 3-D vectors is considered equal to the maximum distance among their components. The parameter ξ k measures the proportion of attention allocated to the dimensional component k and, therefore, k ξ k = 1. Vectors having a range of values greater than a desirable threshold can be scaled down by the use of the weighting function ξ .
An alternative method to the Minkowski metric is the Canberra
The summand is defined to be zero if both x ik and x jk are zero [2] .
Opposite to distance measures, a similarity measure s(x i , x j ) is defined as a symmetric function whose value is large when the vectorial inputs x i and x j are similar. Similarity in orientation is expressed through the normalized inner product
, which corresponds to the cosine of the angle between x i and x j . Since similar colors have almost parallel orientations and significantly different colors point in different overall directions in a 3-D color space such as the RGB space, the normalized inner product, or equivalently the angular distance θ = arccos(x i x T j /(|x i ||x j |)), can be used instead of the Minkowski metric to quantify the dissimilarity (here the orientation difference) between the two vectors [2] .
It is obvious that a generalized similarity measure model that can effectively quantify differences among color signals should take into consideration both the magnitude and orientation of the color vectors. Thus, a generalized measure based on both the magnitude and orientation of vectors should provide a robust solution to the problem of similarity quantification between two vectors. Such an idea is used in constructing the generalized content model family of measures that treat similarity between two vectors as the degree of common content in relation to the total content of the two vectors. Therefore, given the common quantity, commonality C ij , and the total quantity, totality T ij , the similarity between x i and x j is defined as s(
Based on this general framework, different similarity measures can be obtained by using different commonality and totality concepts [2] :
.
[1] R.M. Nosovsky, "Choice, similarity and the context theory of classifi- 
associated with the vectorial input x i , for i = 1, 2, . . . , N. Thus, the ordered sequence of scalars
, implies the same ordering of the corresponding vectors
Many filters use the lowest ranked sample (lowest order statistic) x (1) as the output. This selection is due to the fact that vectors that diverge greatly from the data population usually appear in higher indexed locations in the ordered sequence [12] , [13] .
VECTOR MEDIAN FILTERS
The most popular vector filter is the vector median filter (VMF) [14] , [15] . The VMF is a vector processing operator that has been introduced as an extension of the scalar median filter. The VMF can be derived either as a maximum likelihood estimate (MLE) when the underlying probability densities are double exponential or by using vector order-statistics techniques.
In both definitions, the generalized Minkowski metric x i − x j L is used to quantify the distance between two color pixels x i and x j in the magnitude domain. The VMF output is the sample x (1) ∈ W that minimizes the distance to the other samples inside W:
The vector median of a population can be also defined as the minimal vector x (1) ∈ W according to the vector ordering scheme shown in Figure 4 . Since the ordering can be used to determine the positions of the different input vectors without any a priori information regarding the signal distributions, vector order-statistics filters, such as the VMF, are robust estimators.
Since the impulse response of the VMF is zero, it excellently suppresses impulsive noise [14] . To improve its performance in the suppression of additive Gaussian noise, the VMF has been combined with linear filters [14] . Other important VMF extensions include the weighted VMF [16] and VMF modifications following the properties of color spaces [17] . To speed up the calculation of the distances between the color vectors, the VMF based on the linear approximation of the Euclidean norm has been proposed [15] .
VECTOR DIRECTIONAL FILTERS
The family of vector directional filters (VDFs) [18] represents a different type of vector processing filter. These filters operate on the directions of image vectors, aiming at eliminating vectors with atypical directions in the color space. Similar to the VMF scheme, the basic vector directional filter (BVDF) [18] can be derived either as the MLE or by using vector order-statistics techniques.
[FIG4] Algorithm of the vector filters (e.g., VMF or BVDF) outputting the lowest ranked vector.
[FIG5] Angular noise margins for a color signal. Since the BVDF operates in the directional domain of a color image, its output is the color vector x (1) ∈ W whose direction is the MLE of directions of the input vectors [19] . The BVDF output x (1) minimizes the angular ordering criteria to other samples inside the sliding filtering window W:
where θ(x i , x j ) represents the angle between two color vectors x i and x j . Using the R-ordering scheme (Figure 4 ) based on the similarity measure θ(x i , x j ), the BVDF output can be equivalently expressed as the lowest vector order-statistic. The angular minimization approach is useful for directional data such as color pixels. Since a vector's direction corresponds to its color chromaticity, minimizing the angular distances between vector inputs may produce better performance than the VMF-based approaches in terms of direction preservation. On the other hand, the VDF filters do not take into account the brightness of color vectors. To utilize both features in color image filtering [18] , the generalized vector directional filters (GVDFs) and double window GVDF first eliminate the color vectors with atypical directions in the vector space, and subsequently process the vectors with the most similar orientation according to their magnitude. Thus, the GVDF splits the color image processing into directional processing and magnitude processing.
Another approach, the directional-distance filter (DDF) [20] , combines both ordering criteria used in the VMF and the BVDF schemes. Spherical medians [18] minimize the angular criteria (3), excluding the constraint requiring the output sample, and lie within the filtering window W . An orientation-based, image enhancement technique for color images has been developed as well [21] . Selection weighted VDFs [22] minimize the aggregated weighted angles between the color vectors and improve the detail-preserving filtering characteristics of the conventional VDF schemes. Another class of filters, the generalized weighted vector filters [23] , allow for the simultaneous utilization of both the magnitude and directional characteristics of the color vectors. These filters generalize a number of previous filtering techniques including VMF, BVDF, DDF, and their weighted modifications.
DATA ADAPTIVE FILTERS
Since standard color filters, such as VMF or BVDF, operating on the supporting window are designed to perform a fixed amount of smoothing, they cannot follow varying image statistics. Such a filter may exhibit excessive smoothing, affecting texture and blurring fine image details. To avoid such problems, local correlation in the data is used by applying fuzzy rules directly on the signal elements that lie within the processing window. Since the antecedents of fuzzy rules can be composed of several local characteristics, it is possible for such a filter to adapt to local data [24] . The most commonly used method to smooth high-frequency variations and transitions is averaging. Therefore, the general form of the data-dependent filter is given as a fuzzy weighted average [24] of the input vectors inside the supporting window W:
where f(·) is a nonlinear function that operates over the weighted average of the input set, and w i is the filter weight equivalent to the fuzzy membership function associated with the input color vector x i . Note that the two constraints w * i ≥ 0 and N i=1 w * i = 1 are necessary to ensure that the filter output is an unbiased estimator and produces the samples within the desired intensity range.
Operating on the vectorial inputs x i ,the weights w i of (4) are determined adaptively using functions of a distance criterion between the input vectors. Using a distance d(x i , x j ) between input vectors and the sigmoidal membership function, the weight adaptation in (4) can be performed [24] by
Within the general fuzzy adaptive filter framework (4), numerous filters may be constructed [24] by changing the form of the nonlinear function f(·), as well as the way the fuzzy weights are calculated. The choice of these two parameters determines the filter characteristics.
APPLICATION OF THE FILTERING FRAMEWORKS

NOISE REMOVAL
In real-world scenarios, noise may result from many sources, such as electronic interference, flaws in the data transmission procedure, sensor malfunction, and simply the underlying physics of the imaging sensor itself. Based on the difference between the observation (noisy) color vector
] T , the noise corruption is modeled via the additive noise model [14] defined as follows:
where
T is the vector describing the noise process and i denotes the spatial position of the samples in the image. Note that v i can describe either signal-dependent or independent noise. A charge-coupled device (CCD) is commonly used as the sensor in many imaging devices [6] and is accompanied by a whole host of noise sources such as photon shot noise, dark current shot noise, on-chip and off-chip amplifier noise, and fixed pattern noise [25] . Through appropriate system design choices and the availability of necessary resources, many sources of noise can be significantly reduced. However, shot noise resulting from the photo-electric process can never be removed through camera design.
The photo-electric process is governed by Poisson statistics [25] . However, considering the likely presence of many noise sources, it is reasonable to assume that the overall noise process can be modeled as a zero mean white Gaussian, affecting each color component and pixel position independently [24] , [26] . It is also assumed that the noise variance σ is the same for all three color components in a correlated color space, such as RGB. Given this model, the noise can be reduced to a scalar perturbation, the magnitude of the noise vector
. It follows that the distribution of the p i s is [26] :
As shown in Figure 5 , this perturbation results in a "noise cone'' in the RGB color space. Using basic geometry, this vector magnitude perturbation can be translated into an angular perturbation A. Assuming that o i σ for most pixels, A can be approximated to have the distribution [26] 
}. This is in the form of a Rayleigh distribution with mean A ≈ σ 2 π/(2 o 2 ).
Using this concept of color noise as an angular perturbation of the original color vector represented in a correlated vector color space, the effect of the median operator can be roughly derived. Assuming that the median vector x (1) chosen from a window of size N is the sample that is closest to the original signal o i , the average angular perturbation is reduced to A N ≈ σ 2 π/ (2N o 2 ) . This reduction by a factor of √ N represents a rough upper bound on the smoothing capability of the median operator. Of course, N should not be too large so as to corrupt the nonstationary features of the original image.
Aside from acquisition noise, noise generated during image transmission must also be considered. Transmission noise has been found to be mostly impulsive in nature with sources ranging from human-made (e.g., switching and interference) to natural (e.g., lightning) [24] , [27] , [28] . This noise can be simply modeled by replacing the original color vector o i with the impulse noise vector v i with probability p (typically expressed as a percentage). The impulse vector v i is independent from pixel to pixel and generally has significantly deviating characteristics (e.g., amplitude in at least one of the components) compared to those of the neighboring samples. Figure 6 shows some simulated examples of both individual and mixed noise corruption. The results obtained from applying the VMF, BVDF, and a data adaptive filter to various noisy images (both simulated and real) are shown in Figures 7-11 . Note that the data adaptive filter uses the angular distance criterion and a sigmoidal membership function. The typical 3 × 3 filter window ( Figure 15 ) was used in all cases. For the Gaussian, impulsive, and mixed noise (Figures 7-9 ), it can be generally said that the VMF and BVDF perform best under impulsive noise, while the data adaptive filter is able to remove both types of noise at the cost of some reduced sharpness. Figure 10 shows output from applying the filtering schemes to digitized artwork for the purposes of restoration [29] . Figure 11 shows the results where the input is a television image. Finally, "Vector Processing of cDNA Microarray Images" shows results from applying the filters to a cDNA microarray image.
EDGE DETECTION
In monochrome images, edges can be simply modeled as discontinuities in intensity. However, the situation is much more complex for color images. Although it is not common, the edge of an object may be characterized by a change in chromaticity with the intensity remaining constant. Numerous operators have been devised, such as the vector gradient operator, for the detection of edges in color images [24] , [30] . Following the theme of this article, the vector order statistics operators for color edge detection are discussed.
The simplest edge detector designed within this framework is the vector range (VR) detector [24] : (1) . ( 7) The vectors x (1) and x (N) correspond to the extremes of the Rordered list and d(·, ·) is some distance measure corresponding to the same measure used to order the vectors. Thus, VR quantitatively expresses the deviation of values within the processing window. By thresholding VR, the presence of edges may be detected. However, VR is rather sensitive to noise. In order to resolve this, the concept is generalized by using a linear combination of the ordered vectors. As a result, the vector dispersion edge detectors (VDEDs) are created as follows [24] :
where · is some appropriate norm. Using α 1 = −1, α N = 1, and α i = 0, i = 2, 3, . . . , N − 1 the special case of the VR detector is obtained. A further generalization is achieved by considering k sets of coefficients α i and then processing the set of resulting vector magnitudes. One useful example is the minimum vector dispersion (MVD) operator defined as follows [24] :
where the parameters k and l control the tradeoff between complexity and noise attenuation. For demonstration purposes, the simple VR detector is applied under noiseless conditions. This is shown in Figure 12 with (b) and (c) corresponding to the use of the Euclidean and
TWO FUNDAMENTAL TYPES OF NOISE ARE CONSIDERED: NOISE PRODUCED DURING IMAGE FORMATION AND NOISE PRODUCED DURING TRANSMISSION.
VECTOR PROCESSING OF cDNA MICROARRAY IMAGES cDNA Microarray Technology
Microarray technology [1] , [2] is the most popular functional genomic tool used to effectively analyze changes in human genome, which are caused by carcinogens, reproductive toxins, and genetic diseases. Using a Cy3/Cy5 system, complementary deoxyribonucleic acid (cDNA) microarrays are formed as red-green (RG) images indicating particular genes expressed as spots [2] . The vast number of spots contained in microarray images necessitates the development of an automated image processing pipeline for parallel analysis of thousands of genes [1] - [3] .
Problem Formulation
Due to variations in the image background and the spot sizes and positions, microarray image analysis task is complicated and challenging. Noise contamination caused by photon noise, electronic noise, laser light reflection, and dust on the glass slide significantly contributes to the overall noise contributions v i , [2] :
Impairments present in microarray images prohibit the extraction of absolute or relative intensity values from each spot and identification of the genes expressed in a particular cell type. Since each error is propagated down through analysis steps, image filtering prior to subsequent analysis is necessary [2] .
Differences Between two cDNA Vectors ■ Effective quantification of the differences between cDNA vectors: -differences in magnitude -differences in orientation (direction)
■ Euclidean metric (to quantify the magnitude difference) 
■ Noise can be removed using the vector median filter [2] 
■ or data-dependent adaptive filtering [4] 
with the weights adapted as follows [4] :
■ Microarray spots are localized using vector range detector
Experimental Results
Conclusions
Vector processing operations [2] , [4] use essential spectral and spatial information to remove noise and localize microarray spots. The proposed fully automated vector technique can be easily implemented in either hardware or software; and incorporated in any existing microarray image analysis and gene expression tool. angular distance measures, respectively. Figure 12(d) shows the output using the MVD detector using the Euclidean distance and parameters k = 3 and l = 4.
SPATIAL INTERPOLATION
Spatial interpolation of a digital image is the process of increasing the number of pixels representing the image data. It is required for tasks such as zooming and displaying on high resolution display devices [31] . Increasing the spatial resolution of digital camera output is an important application of spatial interpolation, which is currently of great interest [32] . Due to the commercial proliferation of single-sensor digital cameras, spatial interpolation closely relates to demosaicking [33] , and therefore, some new solutions combine both demosaicking and zooming concepts to provide the enlarged, demosaicked camera output [32] . As with most other color imaging applications, scalar techniques performed on the individual color channels are insufficient, since the correlation between the channels is not considered. Also, many conventional methods such as nearest neighbor pixel replication, bilinear interpolation, and spline based techniques often cause excessive blurring or geometric artifacts [31] . This begs for the more sophisticated vector based, nonlinear approaches discussed in this article. Configurations 2) and 3) provide an insufficient number of original pixels for the estimation of the unknown vector at the center of the window. Consequently, a two-pass procedure is employed. The first pass requires positioning the window to achieve all possible type 1) configurations and estimating the unknown vector using some operator on the four known values. After the first pass, all configurations become {0, x 2 , 0, x 4 , 0, x 6 , 0, x 8 , 0} , with the center of the window to be interpolated. Thus, the second pass is performed on all remaining positions with unknown pixels by using an operator on the two known and two estimated pixels within the window.
Using this methodology, the VMF, BVDF, and a data adaptive filter are applied with the input and output shown in Figure 13 . The data adaptive filter uses the Euclidean distance measure and a sigmoidal membership function. During each pass, the four color vectors available at each window position are used as input to the filters. As can be seen in Figure 13 (b) and (c), the VMF and BVDF are able to maintain sharp edges. The data adaptive output in Figure 13 (d) is not as sharp but provides an excellent tradeoff between sharpness and the reduction of artifacts.
SPECTRAL INTERPOLATION
In the domain of digital color imagery, spectral interpolation or demosaicking refers to the process of estimating individual color components [32] , [33] . Since the imaging sensor is a monochrome device, most consumer level digital cameras use either a CCD or CMOS sensor in conjunction with a CFA in order to obtain a mosaic of color components [32] , [33] . The sensor values constitute the so-called CFA image, which is a low-resolution color image due to the fact that only one spectral component is available at each spatial location [32] . These individual color components must be combined to produce an image with a full color vector at each position.
The common Bayer pattern CFA [34] is used here to demonstrate how the vector-based filtering approach may be applied to create the interpolated full color image. Following the principles of window based filtering, it is assumed that the image is stationary within the window, and so adjacent color components can be combined into color vectors. Thus, the vector filtering frameworks are not directly applied to a Bayer CFA image [ Figure 14(a) ], but instead, a set of "pseudopixels" is used as the vector filters' input [35] . For example, having a 3 × 3 window with the CFA inputs 1)
. If a G CFA component is located at the window center, then the population of four vectors is used as the input for the vector filtering frameworks. Otherwise, the window center is an R (or B) CFA component, and eight vectors are used to estimate the color pixel at the center of the window.
The images shown in Figure 14 (b)-(d) were generated using the VMF, BVDF, and a data adaptive filter based on the angular distance, respectively. The VMF and BVDF generate sharp results with some color artifacting around sharp, high contrast edges. The data adaptive method is able to reduce some of the color artifacts at the cost of some minor blurring.
CONCLUSION
Vector filtering of color images is a rich and expanding field. Noise removal and the correct perception of desired color is of paramount importance in emerging applications related to biomedical science, earth science, cultural heritage preservation, video communications, image postprocessing, robotic inspection and surveillance. From the presented examples, it is clear that vector image filtering techniques open up a world with almost endless possibilities. Selected sets of vector filtering techniques are being introduced as standard tools in sophisticated graphics/image processing software tools available to practitioners as well as end-users. A growing expanse of Internet applications will include color image processing tools in the form of active scripts automatically running when browsing the Web. Images appearing in the Web will be automatically filtered and displayed in high resolution quality. Other processing steps (e.g., edge detection, image segmentation, and adjusting operations such as histogram modification and changes of color appearance) will be performed in the same manner.
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