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Abstract
A vector field on a Ka¨hler manifold is called c-projective if its flow preserves the J-planar curves. We give a complete
local classification of Ka¨hler real 4-dimensional manifolds that admit an essential c-projective vector field. An im-
portant technical step is a local description of 4-dimensional c-projectively equivalent metrics of arbitrary signature.
As an application of our results we prove the natural analog of the classical Yano-Obata conjecture in the pseudo-
Riemannian 4-dimensional case.
Un champ de vecteurs sur une varie´te´ Ka¨hlerienne s’appelle c-projectif si son flot pre´serve les courbes J-planaires.
Nous donnons une classification locale comple`te des varie´te´s Ka¨hleriennes a` quatre dimensions re´elles qui posse`dent
un champ de vecteurs c-projectif essentiel. Une e´tape technique importante est une description locale des me´triques
de signature arbitraire et de dimension quatre qui sont c-projectivement e´quivalentes. Comme application de nos
re´sultats, nous de´montrons l’analogue naturel de la conjecture classique de Yano-Obata pour le cas pseudo-Riemannien
a` quatre dimensions.
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1. Introduction
1.1. Definitions, results and motivation
Let (M, J,r) be a real 2n-dimensional smooth manifold equipped with a complex structure J 2 End(TM) which
is parallel w.r.t. a torsion-free a ne connection r. A J-planar curve is a regular curve   : I ✓ R ! M such that the
2-plane spanned by  ˙ and J ˙ is parallel along  , i.e.,
r ˙ ˙ ^  ˙ ^ J ˙ = 0. (1.1)
In the literature, J-planar curves are also called holomorphically planar or simply h-planar curves. The notion of
J-planar curves is an analog of the notion of geodesics, since geodesics could be defined as regular curves satisfying
r ˙ ˙ ^  ˙ = 0.
Note that contrary to geodesics, at every point and in every direction there exist infinitely many J-planar curves.
A vector field v on (M, J,r) is called c-projective if its (possibly locally defined) flow maps J-planar curves to
J-planar curves. It is easy to see that such a vector field v automatically preserves the complex structure. The set of
c-projective vector fields with respect to (r, J) forms a finite-dimensional real Lie algebra; the set of a ne (i.e., r-
and J-preserving) vector fields form a subalgebra of this Lie algebra.
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Remark 1.1. Most classical sources use the name “h-projective” or “holomorphically-projective” for what we call
“c-projective” in our paper. We also used “h-projective” in our previous publications [10, 16]. Recently a group of
geometers studying c-projective geometry from di↵erent viewpoints decided to change the name from h-projective
to c-projective, since a c-projective change of connections (see (2.1)), though being complex in the natural sense, is
generically not holomorphic.
In this article we study essential c-projective vector fields of Levi-Civita connections of metrics of arbitrary sig-
nature. We assume that the metric g is hermitian w.r.t. to J, i.e., g(J., .) is skew-symmetric which, in view of rgJ = 0
implies that g is Ka¨hler. The word essential above means that the vector field is not an a ne vector field, i.e., it does
not preserve the Levi-Civita connection. In the four-dimensional Riemannian case, a vector field v being a ne for a
Ka¨hler metric g implies one of the following possibilities: 1) v is Killing for g; 2) v is a homothety vector field for
g; 3) the manifold is locally the direct product of two surfaces with a definite metric on each of them and v is the
direct sum of homothetic vector fields on the components; 4) g is flat. In view of this fact, all nonessential c-projective
vector fields are easy to describe, at least for Riemannian metrics.
Note also that if we forget about the metrics and speak about the local description of c-projective vector fields for
(M4, J,r) (where r is an a ne torsion-free connection preserving J), then the local description almost everywhere is
fairly simple. Indeed, in a coordinate system x1, ..., x4 such that the c-projective vector field is given by v = @
@x1 the
Christo↵el symbols  ijk of any connection r such that v is a c-projective vector field for (J,r) are given by
 ijk =  ˇ
i
jk +   j 
i
k +   j 
i
k    sJsjJik    sJskJi j,
where the functions  ˇijk do not depend on the variable x
1 and the functions  i are arbitrary.
The main result of our paper, see Theorems 1.2 and 1.5, is a complete local description of the triples (g, J, v)
(Ka¨hler metric, complex structure, essential c-projective vector field) in a neighbourhood of almost every point in the
four-dimensional case. Although the precise statements are slightly lengthy we indeed provide an explicit description
of the components of the metric, of the Ka¨hler form !(., .) = g(J., .) and of the c-projective vector field in terms
of elementary functions. The parameters in this description are almost arbitrary numbers  , c,C, c1, c2, d1, d2 and, in
certain cases, an almost arbitrary smooth nonzero function G of one variable.
An important step in this article (that may be viewed as a separate result, see Theorem 3.1 below) is a local de-
scription of c-projectively equivalent (i.e., sharing the same J-planar curves) four-dimensional split-signature Ka¨hler
metrics. As we shall explain in more detail below, a c-projectively equivalent metric is essentially the same object as
a so-called Hamiltonian 2-form. In the case where g is positive definite our description of c-projectively equivalent
metrics is a special case of the results of Apostolov et al [1] on the classification of Hamiltonian 2-forms. We use
their result on the one hand and on the other hand, extend it in certain cases to the split-signature setting by using
an approach di↵erent from that used in [1]. Also, the methods of Apostolov et al would work in the split-signature
setting as well and could have been applied but our approach seems to be shorter. We refer to §3 for details.
Despite the fact that the problem of classifying c-projectively equivalent pseudo-Riemannian Ka¨hler metrics is
interesting on its own, we have another motivation for allowing the metrics to have arbitrary signature: the method how
we obtained the description of the metrics admitting essential c-projective vector fields in fact requires the description
of c-projectively equivalent Ka¨hler metrics of arbitrary signature.
We had the following motivation to study this problem. First of all, the problem is classical. The notions
of J-planar curves, c-projective vector fields and c-projectively equivalent metrics were introduced by Otsuki and
Tashiro [20, 23]. For a certain period of time this theory was one of the main research directions of the Japanese
(⇠1950-1970) and Soviet (⇠1970-1990) di↵erential geometric schools. There are many publications and results in
this theory and especially in the theory of c-projective vector fields, see for example [16] for a list of references.
Most (actually, all we have found) results in the theory of essential c-projective vector fields are negative: under
certain assumptions on the geometry of the manifold, it is proved that an essential c-projective vector field cannot
exist. As far as we know, before our paper there existed no explicit examples of essential c-projective vector fields on
Ka¨hler manifolds of nonconstant holomorphic curvature. Our paper provides all possible examples in dimension four.
Furthermore, using the methods of our paper it is possible to construct an example for every dimension and every
signature of the metric. This problem will be studied in a forthcoming article.
The second motivation is that the problem is a natural complex version of a problem posed by Sophus Lie in 1882.
In [13], Sophus Lie explicitly asked to describe all two-dimensional metrics admitting projective vector fields. Recall
2
that a vector field is projective if its local flow sends unparametrised geodesics to unparametrised geodesics. From
the context it is clear that S. Lie stated the problem in the local setup and allowed pseudo-Riemannian metrics. In
this setting, it has been solved only recently in [7, 15]. The problem we solve in this paper is, in fact, just the Lie
problem if we replace “geodesics” by “J-planar curves”. The main idea of our approach is borrowed from [15] and
was also implicitly used in [7]. A main di culty in implementing this idea to the c-projective setting was the lack
of a local description of c-projectively equivalent Ka¨hler metrics of indefinite signature. As mentioned above, even
if we are interested in Riemannian metrics only, the approach borrowed from [15] requires the local description of
c-projectively equivalent metrics of all signatures, see §1.3 for details.
A third motivation is that there is a recent interest in the theory of c-projectively equivalent metrics from the side
of Ka¨hler geometers. As explained above, a c-projectively equivalent Ka¨hler metric corresponds to a Hamiltonian
two-form introduced and studied by Apostolov et al in [1, 2, 3, 4]. Such 2-forms appear in various situations for
Ka¨hler metrics with certain natural curvature properties. In this context, the existence of an essential c-projective
vector field is a natural geometric condition and we plan to study the possible implications of metrics admitting such
a vector field in the future.
Finally, a main motivation was to prove the natural pseudo-Riemannian generalisation of the Yano-Obata conjec-
ture in the 4-dimensional case (see Theorem 1.6 below).
1.2. Main theorems
Assume (M4, g, J) is a Ka¨hler surface (i.e., a real four-dimensional Ka¨hler manifold) of arbitrary signature. Let gˆ
be a J-hermitian metric on (M, J). We call the metrics g and gˆ c-projectively equivalent, if J-planar curves of g are
J-planar curves of gˆ. This condition automatically implies that (M4, gˆ, J) is also Ka¨hler (which easily follows from
the relation (2.1) below).
If a vector field v is c-projective for (g, J), then the pullback of g with respect to the flow of v is a Ka¨hler metric
that is c-projectively equivalent to g. Moreover, v is a c-projective vector field for every metric gˆ in the equivalence
class [g] of all metrics that are c-projectively equivalent to g. We call v essential for the class [g], if v is essential for
some metric gˆ 2 [g].
Our first theorem classifies all local c-projective equivalence classes [g] in (real) four dimensions admitting an
essential c-projective vector field v.
Theorem 1.2. Let (M, g0, J) be a Ka¨hler surface of non-constant holomorphic curvature admitting an essential c-
projective vector field v. Then in a neighbourhood of almost every point of M there are local coordinates such that
a certain metric g 2 [g0], its Ka¨hler form ! = g(J., .) and v are given by one of the cases L1–L4,CL1–CL4,D1–D3
described below.
Liouville case: There are coordinates x, y, s, t and functions ⇢(x),  (y), F(x), G(y) of one variable such that g and
! take the form
g = (⇢    )(F2dx2 + ✏G2dy2) + 1⇢  
⇣
⇢0
F
⌘2
(ds +  dt)2 + ✏
⇣
 0
G
⌘2
(ds + ⇢dt)2
 
,
! = ⇢0dx ^ (ds +  dt) +  0dy ^ (ds + ⇢dt),
where ✏ = 1 in case of positive signature and ✏ =  1 in case of split signature. The functions ⇢, , F,G and v are as
in the cases L1–L4 below.
• Case L1: ⇢(x) = x, (y) = y, F = c1,G = c2 and v = @x + @y   t@s, where c1, c2 are constants.
• Case L2: ⇢(x) = c1e(  1)x, (y) = c2e(  1)y, F(x) = d1e  12 ( +2)x,G(y) = d2e  12 ( +2)y and v = @x +@y   ( +2)s @s  
(2  + 1)t @t, where   , 1 and c1, c2, d1, d2 are constants.
• Case L3: ⇢(x) = x, (y) = y, F(x) = c1e  32 x,G(y) = c2e  32 y and v = @x + @y   (3s + t)@s   3t @t, where c1, c2 are
constants.
• Case L4: ⇢(x) =   tan(x), (y) =   tan(y), F(x) = c1e 
3
2  xp| cos(x)| ,G(y) =
c2e 
3
2  yp
| cos(y)| and v = @x + @y   (3  s   t)@s   (s +
3  t)@t, where  , c1, c2 are constants.
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Complex Liouville case: This case occurs in split signature only. There are coordinates z = x + iy, s, t and
holomorphic functions ⇢(z), F(z) such that g and ! take the form
g = 14 (⇢¯   ⇢)(F2dz2   F¯2dz¯2) + 4⇢ ⇢¯
⇣
1
F¯
@⇢¯
@z¯
⌘2
(ds + ⇢ dt)2   ⇣ 1F @⇢@z ⌘2 (ds + ⇢¯ dt)2  ,
! = @⇢@z dz ^ (ds + ⇢¯dt) + @⇢¯@z¯ dz¯ ^ (ds + ⇢dt).
The functions ⇢, F and v are as in the cases CL1–CL4 below.
• Case CL1: ⇢(z) = z, F(z) = c1 + ic2 and v = @z + @z¯   t @s, where c1, c2 are constants.
• Case CL2: ⇢(z) = e(  1)z, F(z) = (c1 + ic2)e  12 ( +2)z and v = @z + @z¯   (  + 2)s @s   (2  + 1)t @t, where   , 1 and
c1, c2 are constants.
• Case CL3: ⇢(z) = z, F(z) = (c1 + ic2)e  32 z and v = @w + @w¯   (3s + t)@s   3t @t, where c1, c2 are constants.
• Case CL4: ⇢(z) =   tan(z), F(z) = (c1+ic2)e 
3
2  zp
cos(z) and v = @z + @z¯   (3  s   t)@s   (s + 3  t)@t, where  , c1, c2 are
constants.
Degenerate case: There are coordinates x, t, u1, u2, functions ⇢(x), F(x) of one variable and a positive or negative
definite 2D Ka¨hler structure (h, j,⌦ = h( j., .)) on the domain ⌃ ✓ R2 of u1, u2 such that g and ! take the form
gˆ =  ⇢h + ⇢F2dx2 + 1⇢
⇣
⇢0
F
⌘2
✓2, !ˆ =  ⇢⌦ + ⇢0dx ^ ✓,
where ✓ = dt   ⌧ and ⌧ is a one-form on ⌃ satisfying d⌧ = ⌦. The functions ⇢, F and the forms h, ⌧ are as in the cases
D1–D3 below.
• Case D1: ⇢(x) = 1x , F(x) = c1p|x| , ⌧ = u1du2, h = G(u2)du21 +
du22
G(u2)
and v = @x + u2@t + @u1 , where c1 is a constant
and G(u2) is an arbitrary function.
• Case D2: ⇢(x) = c1e(  1)x, F(x) = d1e  12 ( +2)x for certain constant   , 1, where c1, d1 are constants
– Subcase   + 2 = 0: ⌧ = u1du2, h = G(u2)du21 +
du22
G(u2)
and v = @x + u2@t + @u1 ,
– Subcase  + 2 , 0: ⌧ =   1 +2e ( +2)u1G(u2)du2, h = e ( +2)u1G(u2)(du21 + du22) and v = @x   ( + 2)t@t + @u1 ,
where G(u2) is an arbitrary function.
• Case D3: ⇢(x) = 1x , F(x) = c1e
  32 xp|x| , ⌧ =   13e 3u1G(u2)du2, h = e 3u1G(u2)(du21 + du22) and v = @x   3t@t + @u1 ,
where c1 is a constant and G(u2) is an arbitrary function.
Conversely, given local coordinates on R4 and (g,!, v) as in one of the above cases, (g,!) defines a Ka¨hler
structure (whenever the formulas make sense) and v is an essential c-projective vector field for [g].
Remark 1.3. The listed metrics do not have constant holomorphic sectional curvature for the generic choice of pa-
rameters  , c1, c2, d1, d2. However, for some cases, parameters yielding constant holomorphic curvature metrics exist
and may easily be computed.
Remark 1.4. In Theorem 1.2 the vector field v need not be essential for the metric g, but only for its c-projective
equivalence class [g] = [g0]. In fact, v is a Killing vector field for g in the cases L1,CL1 and it is an infinitesimal
homothety for g in the cases L2,L3,CL2,CL3. In the cases L4,CL4, v is indeed an essential vector field for g. In the
degenerate case, v is essential for the metric g in the cases D1 and D3 and it is an infinitesimal homothety for the
metric in D2.
Theorem 1.2 describes all classes of c-projectively equivalent metrics admitting an essential c-projective vector
field. In order to describe all metrics admitting an essential c-projective vector field we need to describe all metrics
within these equivalence classes. The answer is given by:
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Theorem 1.5. Let (g, J) be one of the local Ka¨hler structures of Theorem 1.2. Assume that g does not have constant
holomorphic curvature and gˆ 2 [g]. Then gˆ is either proportional to g with a constant coe cient or given in the
same coordinate system by the formulas below (provided the parameters C and c are such that gˆ is well defined and
nondegenerate).
Liouville case:
gˆ =
C
(⇢   c)2(    c)2(⇢    )
"
(⇢    )2(⇢   c)(    c)
 
F2
⇢   cdx
2 + ✏
G2
    cdy
2
!
+
+
0BBBBB@ ⇢0F
!2
(    c) + ✏(⇢   c)
 
 0
G
!21CCCCCA ds2 + 0BBBBB@ ⇢0F
!2
 2(    c) + ✏⇢2(⇢   c)
 
 0
G
!21CCCCCA dt2+
+ 2
0BBBBB@ ⇢0F
!2
 (    c) + ✏⇢(⇢   c)
 
 0
G
!21CCCCCA dsdt#
(1.2)
Complex Liouville case:
gˆ =
C
(⇢   c)2(⇢¯   c)2(⇢¯   ⇢)
"
1
4
(⇢¯   ⇢)2(⇢   c)(⇢¯   c)
 
F2
⇢   cdz
2   F¯
2
⇢¯   cdz¯
2
!
+
+
0BBBBB@ 1F¯ @⇢¯@z¯
!2
(⇢   c)  
 
1
F
@⇢
@z
!2
(⇢¯   c)
1CCCCCA ds2 + 0BBBBB@ 1F¯ @⇢¯@z¯
!2
⇢2(⇢   c)  
 
1
F
@⇢
@z
!2
⇢¯2(⇢¯   c)
1CCCCCA dt2+
+ 2
0BBBBB@ 1F¯ @⇢¯@z¯
!2
⇢(⇢   c)  
 
1
F
@⇢
@z
!2
⇢¯(⇢¯   c)
1CCCCCA dsdt#.
(1.3)
Degenerate case:
gˆ =
C
c(⇢   c)
0BBBBB@⇢c h + ⇢F2⇢   cdx2 + 1⇢(⇢   c)
 
⇢0
F
!2
✓2
1CCCCCA . (1.4)
Combining Theorems 1.2 and 1.5, we obtain a complete list of Ka¨hler metrics of nonconstant holomorphic cur-
vature admitting a c-projective vector field. As an application of the local description of essential c-projective vector
fields given by Theorems 1.2 and 1.5, we obtain:
Theorem 1.6. Let (M4, g, J) be a closed Ka¨hler surface of arbitrary signature admitting an essential c-projective
vector field v. Then, for a certain constant C , 0 the metric C · g is a Riemannian metric of constant positive
holomorphic curvature and therefore (M4,C · g, J) is isometric to CP2 equipped with the Fubini-Study metric and the
canonical complex structure.
The Riemannian analog of this statement is known as the Yano-Obata conjecture. It was stated and much studied
in the 70th, see [16, §1.2] for a historical overview. A proof valid in full generality (in the Riemannian case) appeared
only recently in [16]. We hope that the methods and ideas developed here will allow to treat the higher-dimensional
case in arbitrary signature as well.
1.3. Main idea of the proof
The existence of a c-projective vector field for (g, J) can easily be cast as an overdetermined pde system on the
components of g, J and v. The system is nonlinear, of second order in the derivatives of the unknown functions and
is not tractable by standard methods. Another method to study existence of c-projective vector fields is based on an
observation of Mikes and Domashev [8] who found a linear system of pdes whose solutions correspond to Ka¨hler
metrics that are c-projectively equivalent to a given one. The system of Mikes-Domashev allows one to rewrite the
system of pdes that corresponds to the existence of a c-projective vector field as a linear system of pdes. The system
is overdetermined, but unfortunately of third order.
Let us explain a trick that allows us to reduce the existence problem for c-projective vector fields to solving a pde
system with more equations on less number of unknown functions (pde systems of higher degree of over-determinacy
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are usually easier to solve) and which is of first order in the derivatives. The occurrence of such a simplification might
be surprising and indeed requires several preliminary results. The trick was recently e↵ectively used to solve the Lie
problem [15] and is explained in [15, §2, especially §2.3]. One of the two ideas behind this trick already appeared
in projective geometry in [11, 22] and the other, in a certain form and in dimension two, in [14] (see also [9] for
the higher dimensional case). The trick was already used in c-projective geometry in the proof of the (Riemannian)
Yano-Obata conjecture [16]. Let us explain the rough schema/idea/tools of the trick, the details and the calculations
are in §4.
Let (M, J) be a complex manifold of real dimension 2n   4. We define a c-projective structure ([r], J) on M as
an equivalence class of J-parallel a ne torsion-free connections r on TM. Two such connections are (c-projectively)
equivalent if they have the same J-planar curves. The condition that two connections are c-metrisable equivalent
is in fact an easy linear algebraic condition, see (2.1). Certain c-projective structures ([r], J) contain a Levi-Civita
connection of a metric that is Ka¨hler with respect to J. In this case we say that the metric is compatible with the
c-projective structure, and the c-projective structure is metrisable.
It was recently observed in [16] that metrics which are compatible with a c-projective structure ([r], J) are in one-
to-one correspondence with nondegenerate solutions of a certain overdetermined system of linear partial di↵erential
equation. Actually, as we already mentioned above, the existence of such a linear system of pdes was known before,
see [8] or [21, Chapter 5, §2]. The advantage of the modification of this system suggested in [16] is that the obtained
system is c-projectively invariant. In the language of Cartan geometry, the system was obtained and explained in [18].
Since the system is linear, its space of solutions is a vector space. If its dimension is one, then all metrics
compatible with the c-projective structure are mutually proportional with a constant coe cient of proportionality.
Then, every c-projective vector field is a homothety or a Killing vector field. Hence, it is not essential and therefore
not of interest for this article. Now, as it follows from [10, Lemma 6] (and also from the earlier paper [2] where a
similar statement was proven in the language of Hamiltonian 2-forms for positively definite metrics), if the space of
solutions is at least three-dimensional, the metric has constant holomorphic sectional curvature and we are done. Thus,
the interesting case is when there exist two solutions h, hˆ of this system and any other solution is a linear combination
of these two.
We consider the Lie-derivative of these solutions w.r.t. the c-projective vector field v. Since the solutions are
sections of an associated tensor bundle, their Lie derivative is a well-defined section of the same bundle and by
standard arguments (using that the system is c-projectively invariant) one concludes that it is also a solution. Since
the space of solutions is two-dimensional, we have
Lvh =  h +  hˆ and Lvhˆ = ↵h +  hˆ (1.5)
for certain constants ↵,...,  . In other words, Lv is an endomorphism of the (two-dimensional) space of solutions of
the linear pde system we are interested in. If we replace h and hˆ by another pair of linearly independent solutions, i.e.,
if we consider another basis in the space of solutions, then the matrix
 
  ↵
   
!
changes by a similarity transformation.
Moreover, if we scale the projective vector field by a constant, the matrix of the corresponding endomorphism will be
scaled by the same constant. Thus, without loss of generality we may assume that the matrix
 
  ↵
   
!
is given by (4.7).
Now, the local description of the pairs of c-projectively equivalent metrics (provided by Theorem 3.1) gives us
the form of the solutions h, hˆ in a local coordinate system. The local form depends on two functions of one variable,
or on one holomorphic function of one variable, or on one function of one variable and one function of two variables
which we consider to be unknown functions. In addition, the four components of the projective vector field are also
considered to be unknown functions. The number of equations is relatively big: each equation of (1.5) consists of
actually six equations so altogether we have twelve equations. It appears that it is possible and relatively easy to solve
this system, which we do. The result is the desired local classification of c-projective vector fields.
The proof of the Yano-Obata conjecture (Theorem 1.6) consists of two steps. First we prove that c-projectively
equivalent metrics g and gˆ of complex Liouville type (see Theorems 1.2 and 1.5) cannot exist on a compact Ka¨hler
surface (unless they are a nely equivalent). The point is that in the complex Liouville case, the pair of metrics g and
gˆ gives rise to a natural (1, 1)-tensor field A = A(g, gˆ) with a complex eigenvalue ⇢ that behaves as a holomorphic
function on an open and (locally) dense set. As M is compact, this property finally leads to a contradiction with the
maximum principle unless ⇢ is a constant which implies that the metrics are a nely equivalent.
6
In the other two (Liouville and degenerate) cases we analyse the behaviour of the eigenvalues of A = A(g, g¯) and
the scalar curvature of g along trajectories of a c-projective vector field v. It turns out that the eigenvalues of Amay be
bounded only in the subcases L2 and D2 from Theorem 1.2. But in these two subcases, the explicit computation of the
scalar curvature Scal(⌧(t)) along a generic integral curve ⌧(t) of v shows that the boundedness of Scal(⌧(t)) amounts
to the fact that g has constant holomorphic curvature.
1.4. Outline
In §2 we recall and collect previously obtained results about c-projectively equivalent metrics and c-projective
vector fields. We give precise references whenever possible, and prove most of the results for self-containedness
(since certain results were obtained in a di↵erent mathematical setup, e.g., in the language of Hamiltonian 2-forms,
and it is easier to prove these statements than to translate them).
In §3 we partially extend the classification of Apostolov et al. to the four-dimensional (pseudo-Riemannian)
Ka¨hler case, see Theorem 3.1.
Having the classification of Theorem 3.1 at hand, in §4 we apply the technique explained in §1.3 to reduce our
problem to a first order pde-system on v and g in Frobenius form (i.e., such that all first derivatives of the unknown
functions are explicit expressions in the unknown functions), and solve it.
Finally, §5 contains the proof of the Yano-Obata conjecture.
2. Preliminaries
2.1. C-projective structures and compatible Ka¨hler metrics
Let M be a complex manifold of real dimension 2n   4 with complex structure J. Tashiro showed [23] that two
J-linear torsion-free connections r and rˆ are c-projectively equivalent if and only if there exists a 1-form   such that
rˆXY   rXY =  (X)Y +  (Y)X    (JX)JY    (JY)JX (2.1)
for all vector fields X,Y 2  (TM). The equivalence class of connections c-projectively equivalent to r will be denoted
by [r]. A Ka¨hler metric g on M is said to be compatible with ([r], J) if its Levi-Civita connection rg is an element
of [r]. Clearly, two Ka¨hler metrics are c-projectively equivalent if and only if they are compatible with the same
c-projective structure.
Let E( 1n+1 ) = (⇤2nT ⇤M)
1
n+1 denote the bundle of volume forms of c-projective weight 1n+1 . By definition, its
transition functions are those of ⇤2nT ⇤M taken to the power 1n+1 . Let S
2
JT
⇤M be the bundle of hermitian symmetric
(2, 0) tensors and denote by S 2JT
⇤M( 1n+1 ) = S
2
JT
⇤M ⌦ E( 1n+1 ) its weighted version. For any J-linear torsion-free
connection r, consider the linear pde system
rXh = X   ⇤ + JX   J⇤ (2.2)
on sections h of S 2JT
⇤M( 1n+1 ), where X   Y = X ⌦ Y + Y ⌦ X is the symmetric tensor product and ⇤i = 12nrkhki is a
vector field of weight 1n+1 .
In [16], it was shown that equation (2.2) does not change if we replace r in (2.2) by another connection in [r], in
other words, (2.2) is c-projectively invariant. Furthermore, it was shown that a Ka¨hler metric g on (M, J) is compatible
with ([r], J) if and only if the (2, 0) tensor field
hg = g 1 ⌦ (det g)1/(2n+2) 2  (S 2JT ⇤M( 1n+1 )) (2.3)
is a solution of (2.2). Conversely, every nondegenerate section h of S 2JT
⇤M( 1n+1 ) solving (2.2) gives rise to a unique
Ka¨hler metric g compatible with ([r], J).
Equation (2.2) is linear and of finite type. Consequently, the space of its solutions S([r], J) is a finite-dimensional
vector space whose dimension d([r], J) is called the degree of mobility of the c-projective structure ([r], J). The
generic c-projective structure has degree of mobility 0 and it remains an open problem to characterise the c-projective
structures having degree of mobility at least one (see [18] for partial results in the surface case). For a Ka¨hler metric
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g on (M, J) we define d(g, J) = d([ rg ], J) and call it the degree of mobility of the Ka¨hler structure (g, J). Note that we
always have d(g, J)   1 since hg defined in (2.3) solves (2.2).
If the c-projective structure ([r], J) admits a compatible Ka¨hler metric g, the equation (2.3) is more or less equiv-
alent to the one obtained by Mikes and Domashev [8]. They showed that the Ka¨hler metrics gˆ on (M, J) which are
c-projectively equivalent to g, are in one-to-one correspondence with nondegenerate g-symmetric endomorphisms
A : TM ! TM commuting with J and solving
rg XA = X[ ⌦ ⇤ + ⇤[ ⌦ X + (JX)[ ⌦ J⇤ + (J⇤)[ ⌦ JX (2.4)
for every vector field X 2  (TM), where ⇤ = 14 gradg(tr A) and X[ = g(X, .). The correspondence is given by
A = A(g, gˆ) =
 
det gˆ
det g
!1/(2(n+1))
gˆ 1g, (2.5)
where g, gˆ : TM ! T ⇤M are viewed as bundle isomorphisms and gˆ 1g : TM ! TM denotes the composition. In
local coordinates, we have (gˆ 1g)ij = gˆ
ikgk j, where gˆikgˆk j =  ij, so the matrix of the endomorphism gˆ
 1g is the product
of the inverse to the matrix of gˆ and of the matrix of g. We will use similar notation throughout the paper. If for
instance A : TM ! TM is a tensor of type (1, 1), then the composition gA : TM ! T ⇤M is the tensor of type (0, 2)
given in local coordinates by (gA)i j = gikAkj.
The linear space of g-symmetric J-commuting solutions of (2.4) will be denoted by A(g, J). It is easy to check
that this space is isomorphic to S([r], J) via the map 'g : S([r], J)! A(g, J) defined by
'g(h) = hh 1g (2.6)
where hg is defined by (2.3). In particular, we have 'g(hg) = Id.
As we will explain below, the existence of a c-projective vector field v for (g, J) gives rise to a c-projectively
equivalent metric gˆ. A first step towards the classification of local four-dimensional Ka¨hler structures admitting a c-
projective vector field is thus to classify the local four-dimensional Ka¨hler structures for which equation (2.4) admits
a (non-trivial) solution. Since we are looking for essential c-projective vector fields, we are seeking for Ka¨hler metrics
admitting an A 2 A(g, J) which is non-parallel.
In the Riemannian case the classification of Ka¨hler structures admitting solutions of (2.4) is already known.
Indeed, as the reader may easily verify, the elements A 2 A(g, J) are in one-to-one correspondence with the real
(1,1)-forms   on (M, g, J) satisfying
rg X  = 12
⇣
d tr!   ^ (JX)]   Jd tr!   ^ X]
⌘
for every vector field X 2  (TM). The correspondence is given by   = g(AJ·, ·). The solutions   of the above
equation are called Hamiltonian 2-forms. Inspired by the work of Bryant [6], Apostolov et al. [1] obtained a complete
local classification of Hamiltonian 2-forms (in all dimensions) and subsequently developed a comprehensive global
theory [2] with applications in extremal [3] - and weakly Bochner-flat Ka¨hler metrics [4].
Of course, the definition of a c-projective vector field does not require a metric: let ([r], J) be a c-projective
structure on the complex manifold (M, J) of real dimension 2n   4. A vector field v on M is said to be c-projective
with respect to ([r], J) if its (locally defined) flow preserves the J-planar curves of ([r], J). The set of c-projective
vector fields on M with respect to a given c-projective structure ([r], J) is a Lie algebra and will be denoted by
p([r], J). For a Ka¨hler metric g on (M, J), we define p(g, J) = p([ rg ], J).
As we already mentioned, Ka¨hler structures (g, J) admitting an essential c-projective vector field v necessarily
have degree of mobility d(g, J)   2. Indeed, let v be a c-projective vector field. Then, in a neighborhood of every
point we can define a metric gt = ( vt )⇤g for small values of t, that by assumption is c-projectively equivalent to g
on this neighborhood. Then, At = A(g, gt) constructed by (2.5) is contained in A(g, J). Note that the derivative of
the tensor At at t = 0 is an element of A(g, J). Calculating this derivative explicitly using (2.5), we obtain that a
vector field v on (M, g, J) whose flow preserves J is c-projective with respect to the Ka¨hler metric g if and only if the
symmetric J-linear endomorphism Av defined by
Av =
dAt
dt
     
t=0
= g 1Lvg   12(n + 1) tr(g
 1Lvg)Id, (2.7)
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is contained in A(g, J). It is straightforward to check that v is an infinitesimal homothety if and only if Av is propor-
tional to Id. Thus, if v is essential, Id and Av are linearly independent which implies that d(g, J)   2.
Many proofs in our paper essentially use some algebraic properties of the tensors g, J and A which can be easily
deduced from the following simultaneous canonical form for g, J and A. Let g be a symmetric nondegenerate bilinear
form on a vector space V and J : V ! V a complex structure such that g(J·, ·) =  g(·, J·). Suppose that an operator
A : V ! V is g-symmetric and commutes with J. Then, in an appropriate basis, the matrices of g, J and A can be
simultaneously reduced to the following forms:
A =
 
A0 0
0 A0
!
, g =
 
g0 0
0 g0
!
and J =
 
0 Id
 Id 0
!
(2.8)
where g0A0 = (A0)>g0, i.e., A0 is g0-symmetric. In particular, the determinant of A is a full square and below we use
the notation
p
detA for det A0. Notice that
p
detA is necessarily real but might be negative.
Moreover in dimension 4, there are three essentially di↵erent cases for A0 and g0:
A0 =
 
⇢ 0
0  
!
, g0 =
 
✏1 0
0 ✏2
!
, ⇢,  2 R and ✏i = ±1;
A0 =
 R I
 I R
!
, g0 =
 
0 1
1 0
!
, ⇢ = R + iI 2 C, I , 0;
A0 =
 
⇢ 1
0 ⇢
!
, g0 =
 
0 1
1 0
!
, ⇢ 2 R.
(2.9)
2.2. Hamiltonian Killing vector fields
An important tool in the theory of c-projectively equivalent Ka¨hler metrics are certain Killing vector fields for g
that can be canonically constructed from g and A. The Killing fields are Hamiltonian (i.e., they are skew-gradient for
certain functions on M) with respect to the symplectic structure g(J., .) on M. In the Riemannian situation, the results
of this section are special cases of the results in [1], see also [12].
Lemma 2.1. Let (M, g, J,!) be a Ka¨hler manifold of real dimension 2n   4 and let A 2 A(g, J) be non-degenerate.
Then the !-Hamiltonian vector field XH of the Hamiltonian H =
p
det A is Killing.
Proof. Let gˆ be a Ka¨hler metric on (M, J) which is c-projectively equivalent to g so that A = A(g, gˆ). Recall from (2.1)
that the Levi-Civita connections rg , gˆr are related by
gˆrXY   rg XY =  (X)Y +  (Y)X    (JX)JY    (JY)JX
for some 1-form   on M. Contracting this last equation implies   = d , where
  =
1
4(n + 1)
ln
 
det gˆ
det g
!
and hence p
det(A) =
 
det gˆ
det g
!  12(n+1)
= e 2 .
Consequently, in order to show that
p
det A is the Hamiltonian for a Killing vector field, it su ces to show that the
(0, 2)-tensor
2  ⌦     rg  
is hermitian. Equation (2.1) and straightforward calculations yield
Ric(gˆ)   Ric(g) + 2(n + 1)(  ⌦   +  (J·) ⌦  (J·)) =  2(n + 1)( rg     2  ⌦  )
where Ric(g) and Ric(gˆ) denote the hermitian Ricci tensors of g and gˆ respectively. Since the left hand side of the last
equation is hermitian, the claim follows.
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Replacing A with A   t Id in Lemma 2.1, we can expand the expression pdet(A   t Id) at every point p of M as a
polynomial of degree n in t (recall that
p
det A = det A0 and similarly
p
det(A   t Id) = det (A0   t Id0)). Hence,p
det(A   t Id) = ( 1)ntn + ( 1)n 1µ1(p)tn 1 + ... + µn(p), (2.10)
where µi(p) are the elementary symmetric functions in the (possibly complex) eigenvalues
 1(p), ...,  n(p)
of the J-linear g-symmetric endomorphism A : TpM ! TpM. Note that in view of (2.8) each eigenvalue of A has
even multiplicity.
From Lemma 2.1, we immediately obtain
Corollary 2.2. Let (M, g, J,! = g(J., .)) be a Ka¨hler n-manifold and A 2 A(g, J). Let µi be the functions defined in
(2.10), i = 1, ..., n. Then the corresponding !-hamiltonian vector fields Ki = Xµi are Killing.
Remark 2.3. We see that the vector field Jgradg(tr A) in equation (2.4) coincides with 2K1. The fact that this vector
field is Killing is well-known in the classical c-projective literature.
Since we will need it frequently throughout the article we give a proof of the next simple statement:
Lemma 2.4. Let (M, g, J,! = g(J., .)) be a connected Ka¨hler manifold and let f be a smooth function on M such that
f and f 2 are hamiltonian functions for Killing vector fields on M. Then, f is a constant.
Proof. Let f and f 2 be hamiltonian functions for Killing vector fields, i.e., the functions
d f (J ˙(t)) and f ( (t))d f (J ˙(t))
are constant along every geodesic   of g, that is, they do not depend on t. Then, f is constant on every convex
neighborhood and consequently, f is constant on M.
We next derive some properties of the eigenvalues of A.
Lemma 2.5. Let (M, g, J) be a connected Ka¨hler surface and let A 2 A(g, J) be non-parallel. Then, there are
continuous functions ⇢,  : M ! C and a decomposition
M = Mr t Msing t Mc
of M into disjoint sets, where Mr,Mc are open and Msing is closed, such that ⇢(p) <  (p) are real eigenvalues of A for
all p 2 Mr, ⇢(q) =  (q) are complex-conjugate eigenvalues for A with non-zero imaginary part for all q 2 Mc and in
the points of Msing, A has s single real eigenvalue ⇢ =   of multiplicity 4.
Moreover, the subset M0 = Mr [ Mc is dense in M and ⇢,  are smooth on M0.
Proof. Recall that at every point p of M the eigenvalues ⇢(p), (p) of A : TpM ! TpM are solutions to the quadratic
equation
t2   µ1(p) t + µ2(p) = 0,
where µ1, µ2 are defined in (2.10). Defining f = µ21   4µ2, we have that Mr = f  1((0,1)) is the set of points p
where A has two di↵erent real eigenvalues ⇢(p) ,  (p) and Mc = f  1(( 1, 0)) is the set of points q where A has
complex-conjugate eigenvalues ⇢(q) =  (q) with non-vanishing imaginary parts. Thus, M is the disjoint union
M = Mr t f  1(0) t Mc
of the open subsets Mr,Mc and the closed subset Msing = f  1(0) of points where A has a single real eigenvalue ⇢ of
multiplicity 4. Moreover, if Msing contains an open subset U, we have that by Corollary 2.2, ⇢ and ⇢2 are hamiltonian
functions for Killing vector fields on U and from Lemma 2.4 it follows that ⇢ is a constant. Then, the Killing vector
field Jgradg(tr A) vanishes on U and hence on M, implying that A is parallel on M. Consequently, excluding the case
that A is parallel, the set Msing does not contain an open subset, hence, M0 = Mr [ Mc is dense in M.
On Mr, we can define functions ⇢,  : Mr ! R by the ordering ⇢(p) <  (p) of the eigenvalues for all p 2 Mr.
On Mc we define complex conjugate functions ⇢,  : Mc ! C by assuming that the imaginary part of the eigenvalue
⇢(q) is smaller than that of  (q) for all q 2 Mc. The functions so defined can be extended to give continuous functions
⇢,  : M ! C which are smooth on M0.
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Of course, some of the sets Mr, Mc or Msing might be empty. Note that Lemma 2.5 also contains the case when
on Mr, the endomorphism A has a non-constant eigenvalue, say ⇢, and a constant eigenvalue   = c.
Notice that this lemma automatically excludes the case of a 2 ⇥ 2 Jordan block (see (2.8) and (2.9)) from our
further consideration. Indeed, if A is conjugate to
 
A0 0
0 A0
!
with A0 =
 
⇢ 1
0 ⇢
!
on an open non-empty subset U, then
U ⇢ Msing and, as we have just shown, A is parallel.
Theorem 1.2 we are going to prove gives a local description of c-projective vector fields in a neighbourhood of
almost every point. Now we are able to characterise such points explicitly in terms of the eigenvalues of A. Consider
the following subset
M  = {p 2 M | ⇢(p) ,  (p) and d⇢(p) , 0, d (p) , 0} ✓ M0
or, if one of the eigenvalues, say  , is constant on the whole of M:
M  = {p 2 M | ⇢(p) ,   and d⇢(p) , 0} ✓ M0.
Lemma 2.6. M  is open and dense in M.
Proof. Clearly, M  is open. To prove that M  is dense assume, by contradiction, that the di↵erential d⇢ of the non-
constant eigenvalue ⇢ vanishes on some open subset U ✓ M0. Suppose first that U ✓ Mr. Then, ⇢ is equal to a real
constant c on U. Let Kt be the Killing vector field corresponding to the hamiltonian function µt = t2   µ1t + µ2, see
(2.10). Then, Kc vanishes on U since µc vanishes on U and therefore, Kc vanishes on the whole M implying that ⇢ = c
on M contradicting the assumption that ⇢ is non-constant. Similarly, if U ✓ Mc, we have that ⇢ and hence   = ⇢¯ are
equal to complex-conjugate constants on U. Then, A is parallel on U, hence parallel on M and therefore ⇢ is constant
on the whole M contradicting the assumptions.
Lemma 2.7. Let (M, g, J) be a connected Ka¨hler surface and let A 2 A(g, J). Then the gradients of the eigenvalues
⇢,  of A on M0 are contained in the eigenspaces of A corresponding to ⇢,  respectively. In particular, the gradients
of the (non-constant) eigenvalues ⇢,  are linearly independent at each point p 2 M .
Proof. Let Y 2  (TCM) (where TCM = TM ⌦R C) be a smooth complex vector field such that AY =  Y . Taking the
covariant derivative of the equation AY =  Y with respect to a vector field X 2  (TCM) and inserting (2.4), we obtain
(A    Id)rXY = X( )Y   g(Y, X)⇤   g(Y,⇤)X   g(Y, JX)J⇤   g(Y, J⇤)JX, (2.11)
where ⇤ = 14gradg(tr A) and all operations are extended complex-linearly from TM to T
CM. Now insert a vector field
X such that AX = ⇢X into this equation, where we assume that ⇢ ,  . Using g(X,Y) = g(JX,Y) = 0, we obtain
(A    Id)rXY = X( )Y   g(Y,⇤)X   g(Y, J⇤)JX.
We can choose Y in such a way that it is not a null vector, i.e. g(Y,Y) , 0. Inserting Y together with the last equation
into the metric, we obtain 0 = X( ) = g(gradg , X). This proves the lemma.
Corollary 2.8. Let (M, g, J,! = g(J., .)) be a Ka¨hler surface and let A 2 A(g, J). Let µ1 = ⇢ +   and µ2 = ⇢  and
K1 = Xµ1 ,K2 = Xµ2 be the Killing vector fields from Corollary 2.2 and define V1 =  JK1,V2 =  JK2. Then, we have
the following:
1. The distributions D = span{V1,V2} and JD = span{K1,K2} defined on M  are orthogonal to each other and the
restriction of the metric g to each of these distributions is non-degenerate.
2. The vector fields V1,V2,K1,K2 are mutually commuting.
3. The leaves of the integrable distribution D are totally geodesic.
Proof. When proving this lemma, we take into account the algebraic representations (2.8) and (2.9).
(1) By definition D is spanned by V1 = gradg(⇢) + gradg( ) and V2 = ⇢ gradg( ) +   gradg(⇢). From Lemma 2.7,
we immediately obtain g(V1, JV2) = 0.
Since D and JD are orthogonal, the restriction of g to these distributions necessarily is non-degenerate.
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(2) It follows immediately from the first part, that !(K1,K2) = 0. Hence, the functions µi Poisson commute, i.e.
{µ1, µ2} = 0, and thus
[K1,K2] = [Xµ1 , Xµ2 ] = X{µ1,µ2} = 0.
Since the Ki are hamiltonian Killing vector fields, they are holomorphic which implies that also the Vi are holomorphic.
Then, the vector fields Ki,Vj mutually commute.
(3) It follows from (2) that the distributions D and JD are integrable. If A has two non-constant eigenvalues we
have TM = D ? JD. Then, since JD is spanned by Killing vector fields, the leaves of the distribution D are totally
geodesic. If A has a non-constant eigenvalue ⇢ and a constant eigenvalue c, we still have that the one-dimensional
leaves of D are totally geodesic. Indeed, since D is spanned by V = gradg ⇢, we have to show that rVV is proportional
to V . Since K = JV is Killing, we obtain g(rVV,K) =  g(V,rVK) = 0, thus rVV has no components in the direction
of K. Let X be an eigenvector field corresponding to the constant eigenvalue c. Using Lemma 2.7 and equation
(2.11) from its proof, we see that rVX is contained in the eigenspace of A corresponding to the eigenvalue c. Then,
g(rVV, X) =  g(V,rVX) = 0 and the claim follows.
3. Normal forms for 4-dimensional Ka¨hler structures admitting solutions to (2.4)
Our first goal is to classify the four-dimensional local Ka¨hler structures satisfying d(g, J) > 1 and then look among
the obtained Ka¨hler structures for those admitting a c-projective vector field.
Theorem 3.1 below provides the desired classification. The new part is the complex Liouville case which occurs
in split-signature only. The Riemannian part is a special case of the classification of Hamiltonian 2-forms [1]. Besides
a proof for the complex Liouville case we will also provide an alternative proof for the Liouville case. The degenerate
case cannot be proved with our method but is contained in the statement for the sake of completeness.
Theorem 3.1. Let (M, g, J,!) be a Ka¨hler surface. Suppose that A 2 A(g, J) is non-parallel. Then, in a neighborhood
of almost every point, we have one of the following cases:
• Liouville case: there are coordinates x, y, s, t and functions ⇢(x), (y) such that
g = (⇢    )(dx2 + ✏dy2) + 1⇢  
h
(⇢0)2(ds +  dt)2 + ✏( 0)2(ds + ⇢dt)2
i
,
! = ⇢0dx ^ (ds +  dt) +  0dy ^ (ds + ⇢dt) (3.1)
and
A = ⇢@x ⌦ dx +  @y ⌦ dy + (⇢ +  )@s ⌦ ds + ⇢ @s ⌦ dt   @t ⌦ ds, (3.2)
where ✏ = 1 in case of positive signature and ✏ =  1 in case of split signature.
• Complex Liouville case: there are coordinates z = x + iy, s, t and a holomorphic function ⇢(z) such that
g = 14 (⇢¯   ⇢)(dz2   dz¯2) + 4⇢ ⇢¯
✓⇣
@⇢¯
@z¯
⌘2
(ds + ⇢ dt)2   ⇣ @⇢@z ⌘2 (ds + ⇢¯ dt)2◆ ,
! = @⇢@z dz ^ (ds + ⇢¯dt) + @⇢¯@z¯ dz¯ ^ (ds + ⇢dt)
(3.3)
and
A = ⇢ @z ⌦ dz + ⇢¯ @z¯ ⌦ dz¯ + (⇢ + ⇢¯)@s ⌦ ds + ⇢⇢¯ @s ⌦ dt   @t ⌦ ds. (3.4)
• Degenerate case: there are coordinates x, t, u1, u2, a function ⇢(x) and a positively or negatively definite 2D-
Ka¨hler structure (h, j,⌦ = h( j., .)) on the domain ⌃ ✓ R2 of u1, u2 such that
g = (c   ⇢)h + (⇢   c)dx2 + (⇢0)2⇢ c ✓2, ! = (c   ⇢)⌦ + ⇢0dx ^ ✓ (3.5)
and
gA = c(c   ⇢)h + ⇢ (⇢
0)2
⇢   c✓
2 + ⇢(⇢   c)dx2, (3.6)
where ✓ = dt   ⌧ and ⌧ is a one-form on ⌃ such that d⌧ = ⌦.
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Conversely, let (g,!) and A be given on some open subset of R4 as in one of the cases above. Then, (g, J,!) defines a
Ka¨hler structure and A 2 A(g, J).
Remark 3.2. The Ka¨hler structures (g,!) in Theorem 1.2 can be obtained as a special case of the metrics in Theorem
3.1 by a change of coordinates, i.e. in the Liouville case we define
dxnew = 1F(x)dx, dynew =
1
G(y)dy,
in the complex Liouville case we define
dznew = 1F(z)dz,
and in the degenerate case we define
dxnew = 1F(x)dx,
to pass from the coordinates in Theorem 3.1 to the coordinates in Theorem 1.2.
Note that the formulas for g and A above yield the metrics (1.2)–(1.4) by solving equation (2.5) for gˆ.
In what follows the number of non-constant eigenvalues of A will be called the order of A. We give the proof of
Theorem 3.1 for any point from the open and dense subset M  ⇢ M introduced in §2.2.
3.1. Proof of Theorem 3.1 for A of order two
Let (M, g, J) be a Ka¨hler surface and assume A 2 A(g, J) has order two, i.e. it has two non-constant eigenvalues
⇢,  so that, by Corollary 2.8, the vector fields
V1 = gradg(⇢ +  ) and V2 = gradg(⇢ ) (3.7)
span a rank 2-subbundle D ⇢ TM  on the open dense subset M  ⇢ M and the orthogonal complement D? satisfies
D? = JD. Consequently, we have an orthogonal direct sum decomposition TM  = D ? JD with respect to which the
metric g decomposes as
g = g|D   g|JD. (3.8)
Recall from Corollary 2.8 that the vector fields Vi,Ki = JVi all Lie commute and the subbundle D is Frobenius
integrable and gives rise to a codimension two foliation F on M  with totally geodesic leaves. On each leaf L 2 F ,
the bundle metric g|D restricts to become a pseudo-Riemannian metric on L which agrees with the pullback gL of g
to L. Clearly, also A decomposes as
A = A|D   A|JD. (3.9)
according to the decomposition of TM. Note that A|D is a bundle endomorphism of D which restricts to each leaf
L 2 F to become an endomorphism AL of the tangent bundle of L. Now it follows immediately from equation (2.4)
and the fact that L is totally geodesic that on each leaf L 2 F we have
gLrXAL = 12
⇣
X[ ⌦ gradgL (tr AL) + (d tr AL)[ ⌦ X
⌘
(3.10)
for all X 2  (TL) where [ is taken with respect to gL. Equation (3.10) is the real version of equation (2.4), i.e. every
solution AL gives rise to a pseudo-Riemannian metric gˆL on L which has the same unparametrised geodesics as gL
(see for instance [5, Theorem 2]). In our case the eigenvalues of AL are ⇢,  (pulled back to L), in particular AL is
non-parallel with respect to gLr. It follows that we can take advantage of the local classification of (real) projectively
equivalent surface metrics (see the appendix of [15] and the references therein for details).
Let us use the fact that the vector fields V1,V2,K1,K2 all Lie commute to introduce local coordinates (x˜, y˜, s, t) in
a neighborhood of every point p 2 M  such that
V1 = @x˜, V2 = @y˜, K1 = @s, K2 = @t.
Note that the matrix representation of the metric g and the solution A with respect to the coordinates x˜, y˜, s, t decom-
poses into blocks
g =
 
g0 0
0 g0
!
, A =
 
A0 0
0 A0
!
(3.11)
where the matrix-valued functions g0, A0 do not depend on the coordinates s, t and the eigenvalues of A0 are ⇢, .
We distinguish two cases (see (2.9), the third case of a Jordan block has been already excluded):
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3.1.1. Assume ⇢,  are real
Then, (see the appendix of [15]), there is a coordinate transformation x = x(x˜, y˜), y = y(x˜, y˜) such that with respect
to the coordinates x, y, the pair (g0, A0) becomes
gL = (⇢(x)    (y))
 
1 0
0 ✏
!
, AL =
 
⇢(x) 0
0  (y)
!
, (3.12)
where ✏ = ±1, depending on whether g|D has Riemannian or Lorentzian signature, and the non-constant eigenval-
ues ⇢,  only depend on x, y respectively. As in the appendix of [15], we will call the coordinates x, y “Liouville
coordinates”.
From (3.7) and (3.12), we can compute V1,V2 in the Liouville coordinates x, y and obtain
V1 = @x˜ =
1
⇢    
⇣
⇢0@x + ✏ 0@y
⌘
, V2 = @y˜ =
1
⇢    
⇣
⇢0 @x + ✏⇢ 0@y
⌘
. (3.13)
Consequently, the di↵erential @(x,y)@(x˜,y˜) of the coordinate transformation expressing x˜, y˜ in terms of x, y is given by
@(x, y)
@(x˜, y˜)
(x˜(x, y), y˜(x, y)) =
0BBBBB@ @x@x˜ @x@y˜@y
@x˜
@y
@y˜
1CCCCCA = 1⇢    
 
⇢0 ⇢0 
✏ 0 ✏⇢ 0
!
.
From this, we can calculate the matrix representations g0, A0 of g|D, A|D in the coordinates x˜, y˜ by applying the
usual transformation rules. We obtain
g0 =
 
@(x, y)
@(x˜, y˜)
!T
gL
@(x, y)
@(x˜, y˜)
=
1
⇢    
 
(⇢0)2 + ✏( 0)2 (⇢0)2  + ✏⇢( 0)2
(⇢0)2  + ✏⇢( 0)2 (⇢0)2 2 + ✏⇢2( 0)2
!
,
A0 =
 
@(x, y)
@(x˜, y˜)
! 1
AL
@(x, y)
@(x˜, y˜)
=
 
⇢ +   ⇢ 
 1 0
!
.
Using these equations together with (3.12) and (3.13), we see that in the coordinates x, y, s, t the Ka¨hler structure
(g, J) takes the form (3.1) and A is given by (3.2).
3.1.2.   and ⇢ are complex conjugates
Writing R = 12 (⇢ +  ) and I = 12i (⇢    ) we have
K1 = 2J grad(R) and K2 = J grad(R2 + I2). (3.14)
In this case, we can introduce so-called complex Liouville coordinates x = x(x˜, y˜), y = y(x˜, y˜) (see [15]) in which the
corresponding matrices of g0 and A0 take the form
gCL =
 
0 I
I 0
!
, ACL =
 R  I
I R
!
, (3.15)
where ⇢(z) = R(z) + iI(z) is a holomorphic function of the complex variable z = x + iy.
Writing Rx = @R@x etc., from (3.14) and (3.15) we obtain
@
@x˜
=
2
I
 
Ry @
@x
+ Rx @
@y
!
,
@
@y˜
=
2
I
 
(RRy + IIy) @
@x
+ (RRx + IIx) @
@y
!
. (3.16)
Consequently, the di↵erential @(x,y)@(x˜,y˜) of the coordinate transformation expressing x˜, y˜ in terms of x, y is given by
@(x, y)
@(x˜, y˜)
(x˜(x, y), y˜(x, y)) =
0BBBBB@ @x@x˜ @x@y˜@y
@x˜
@y
@y˜
1CCCCCA = 2I
 Ry RRy + IIy
Rx RRx + IIx
!
.
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From this, we can calculate the matrix representations g0, A0 of g|D, A|D in the coordinates x˜, y˜ by applying the
usual transformation rules. Using the Cauchy-Riemann equations Rx = Iy,Ry =  Ix we obtain
g0 =
@(x, y)
@(x˜, y˜)
T
gCL
@(x, y)
@(x˜, y˜)
=
4
I
 
2RxRy I(RxIy + RyIx) + 2RRxRy
I(RxIy + RyIx) + 2RRxRy 2(RRx + IIx)(RRy + IIy)
!
,
A0 =
@(x, y)
@(x˜, y˜)
 1
ACL
@(x, y)
@(x˜, y˜)
=
 
2R R2 + I2
 1 0
!
.
Using these equations together with (3.15) and (3.16), the Ka¨hler structure (g, J) in the coordinates z = x + iy, s, t
takes the form (3.3) and A is given by (3.4).
3.2. The case when A has order one
Let us now present the normal forms of a 4-dimensional Ka¨hler structure (g, J) admitting A 2 A(g, J), having one
non-constant eigenvalue ⇢ and a constant eigenvalue c. Here the procedure of extending the projective setting to the
c-projective one, as it was applied in the last two subsections, does not work. Indeed, in the case that A has order one,
the distribution D is spanned by a single vector field V1 = gradg ⇢ and the corresponding one-dimensional block does
not determine the whole of the Ka¨hler structure as it was the case for Liouville coordinates (3.1), (3.2) and complex
Liouville coordinates (3.3), (3.4). We will therefore use the results of Apostolov et al [1] which we shall describe
briefly in what follows. Note that these results have been obtained for Riemannian signature only. However, in this
special case the proof does not need any modifications to work in the pseudo-Riemannian setting as well.
As before, let M  be the open and dense subset of the points of M where d⇢ , 0 and ⇢ , c. Then, according to
[1], we can introduce coordinates ⇢, t, u1, u2, in a neighborhood of every point of M  such that K1 = @t and the Ka¨hler
structure (g, J) takes the form
g = (c   ⇢)h + ⇢ cf (⇢)d⇢2 + f (⇢)⇢ c ✓2, d⇢   J =   f (⇢)⇢ c ✓, ✓   J = ⇢ cf (⇢)d⇢, (3.17)
where f is a function of one variable, (h, j) is a positively or negatively definite Ka¨hler structure on the domain ⌃ ✓ R2
of the coordinate functions u1, u2 and ✓ = dt   ⌧ for a 1-form ⌧ on ⌃ satisfying d⌧ = h( j., .).
Moreover, A in these coordinates takes the form
gA = c(c   ⇢)h + ⇢ f (⇢)
⇢   c✓
2 + ⇢
⇢   c
f (⇢)
d⇢2. (3.18)
To keep consistent with the notation of the previous sections, we introduce a new coordinate x = x(⇢) by requiring
dx = 1p
f
d⇢. In the coordinates x, t, u1, u2, the Ka¨hler structure (g, J) takes the form (3.5) and A is given by (3.6).
4. Proof of Theorem 1.2
Recall that given an essential c-projective vector field v for (g, J), we always have a non-trivial solution A 2
A(g, J), hence, the degree of mobility d(g, J) is at least two. On the other hand, we have
Proposition 4.1. Let (M, g, J) be a connected Ka¨hler surface (of arbitrary signature) of non-constant holomorphic
sectional curvature. Then, d(g, J)  2.
This statement was proven in [2] for Riemannian and in [10] for arbitrary signature.
Remark 4.2. Proposition 4.1 holds true in higher dimensions as well if M is assumed to be closed [10], but fails to be
true without the closedness assumption [17].
Thus, since we are working in the situation of Ka¨hler surfaces, we can restrict to the case d(g, J) = 2 in what
follows.
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4.1. Ka¨hler metrics of degree of mobility two admitting c-projective vector fields
4.1.1. Equations on g, A and v.
Suppose that (M, g, J) is a Ka¨hler surface with d(g, J) = 2 and h, hˆ 2 S([ rg ], J) is a basis of the space of solutions
to (2.2). Let v be a c-projective vector field. Since the Lie derivative Lv gives an endomorphism
Lv : S([ rg ], J)! S([ rg ], J)
we can write
Lvh =  h +  hˆ, Lvhˆ = ↵h +  hˆ, (4.1)
for certain constants ↵,  ,  ,  .
In the case when one of the basis vectors, say h, is non-degenerate on some open subset U ✓ M we can think of
it as arising from a metric g on U. Then, as explained in §2.1, instead of h and hˆ we can equivalently work with the
metric g and an endomorphism A 2 A(g, J) being a solution of (2.4). In particular, (4.1) is equivalent to a pde system
of first order on g, A and v as the next lemma shows.
Lemma 4.3. Let (M, g, J) be a Ka¨hler manifold such that the degree of mobility d(g, J) is two and let v be a c-
projective vector field. Then, for every A 2 A(g, J), A , const · Id, there exist constants ↵,  ,  ,   such that
Lvg =   gA  
⇣
1
2  tr A + (n + 1) 
⌘
g (4.2)
and
LvA =   A2 + (     )A + ↵ Id. (4.3)
Proof. Let A 2 A(g, J), A , const · Id. As we explained above, the spacesA(g, J) and S([ rg ], J) are isomorphic via
the map 'g defined by (2.6). Thus, we can define basis vectors h, hˆ 2 S([ rg ], J) from the relations Id = 'g(h) and
A = 'g(hˆ) so that
h = hg = g 1 ⌦ (det g)1/(2n+2) and A = hˆh 1. (4.4)
The Lie derivatives of h and hˆ along v can be written as in (4.1) for certain constants ↵,  ,  ,  . As A and g are
related to h and hˆ by means of explicit formulas (4.4), we can easily find their Lie derivatives too.
Taking the Lie derivative of A = hˆh 1 immediately yields equation (4.3).
Furthermore, writing out the Lie derivative of h = hg explicitly in terms of g by using (4.4), we obtain that the first
equation in (4.1) is equivalent to
g 1Lvg   tr(g
 1Lvg)
2(n + 1)
Id =   A    Id. (4.5)
Taking the trace gives
1
n + 1
tr(g 1Lvg) =    tr(A)   2n 
and inserting this back into (4.5) yields (4.2).
We can now insert the normal forms for (g, J) and A, as they have been obtained in Theorem 3.1, into (4.2),(4.3)
and obtain a pde system on the unspecified data appearing in the normal forms for g, A (for example, the functions
⇢,  in the Liouville case) and on the components of the c-projective vector field. This reduces our problem to solving
a system of odes.
The integration of these odes, which depend on the constants ↵,  ,  ,  , can be simplified further by choosing a
special basis h, hˆ of S([ rg ], J) in which the constants take a special form.
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4.1.2. Normal forms for Lv
Suppose that v is essential for at least one metric in the c-projective class of g. Then, there are, up to rescaling of
v, four possible normal forms for the matrix representation 
  ↵
   
!
(4.6)
of the endomorphism Lv : S([ rg ], J)! S([ rg ], J) in a basis h, hˆ of S([ rg ], J) as in (4.1): 
0 1
0 0
!
,
 
1 0
0  
!
for certain   , 1,
 
1 1
0 1
!
,
 
   1
1  
!
for certain  . (4.7)
To use these normal forms in Lemma 4.3 and in the pdes (4.2),(4.3), we must show that for each choice of basis
h, hˆ, at least one of these vectors is non-degenerate and can therefore be viewed as arising from a metric.
Recall that the order of A 2 A(g, J) is the number of non-constant eigenvalues of A. In the case d(g, J) = 2, this is
obviously an invariant of the c-projective class [g]: if A has order l, then every A0 2 A(g0, J), A0 , const · Id has order
l for every g0 2 [g] (see also Lemma 4.7 below).
Lemma 4.4. Let (M, g, J) be a connected Ka¨hler manifold. If h 2 S([ rg ], J) is non-degenerate at a point p 2 M, it is
non-degenerate on a dense open subset of M.
Proof. Let A 2 A(g, J) such that 'g(h) = A. Then, A is non-degenerate at p, in particular, the constant eigenvalues of
A are non-zero. Since the di↵erentials of the nonconstant eigenvalues of A are non-zero on the open and dense subset
M  (see [1] or Corollary 2.8), the nonconstant eigenvalues cannot be equal to zero on an open subset.
Lemma 4.5. Let (M, g, J) be a connected Ka¨hler surface such that d(g, J) = 2 and assume that the c-projective class
of g has order two. Then every non-zero h 2 S([ rg ], J) is non-degenerate on an open and dense subset of M and
hence, comes from a Ka¨hler metric gˆ on this subset (such that h = hgˆ) which is c-projectively equivalent to g.
Proof. A non-zero h 2 S([ rg ], J) corresponds to a non-zero A 2 A(g, J) via A = 'g(h). This A is either a non-zero
multiple of the identity (in which case it is nondegenerate at every point) or has two non-constant eigenvalues. These
eigenvalues cannot vanish on an open subset since their di↵erentials do not vanish on an open and dense subset of
M  ⇢ M.
The statement above is not true when the order is one. However, we have
Lemma 4.6. Let (M, g, J) be a connected Ka¨hler surface such that d(g, J) = 2 and assume that the c-projective class
of g has order one.
Given a basis h, hˆ 2 S([ rg ], J), at least one of these vectors is non-degenerate on an open dense subset of M and
hence, comes from a Ka¨hler metric gˆ on this subset which is c-projectively equivalent to g.
Moreover, suppose in the basis h, hˆ, the endomorphism Lv takes one of the normal forms in (4.7). Then we have
the following cases:
• Let
 
  ↵
   
!
=
 
0 1
0 0
!
. Then, h is degenerate.
• Let
 
  ↵
   
!
=
 
1 0
0  
!
for   , 0. Then, exactly one of the h, hˆ is non-degenerate, the other is degenerate.
• Let
 
  ↵
   
!
=
 
1 1
0 1
!
. Then, h is degenerate.
• The case
 
  ↵
   
!
=
 
   1
1  
!
cannot occur.
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Proof. Let A, Aˆ 2 A(g, J) correspond to h, hˆ, i.e. 'g(h) = A,'g(hˆ) = Aˆ. Since h, hˆ form a basis, we have Aˆ = c1A+c2Id
for certain constants c1, c2 where c2 , 0. Clearly, if one of the endomorphisms A or Aˆ is degenerate, i.e. has a constant
eigenvalue equal to zero, the other endomorphism is non-degenerate on a dense and open subset.
Let us now consider the normal forms in (4.7). If h is non-degenerate, i.e. h = hg0 for certain g0 2 [g], equation
(4.3) implies that the constant eigenvalue c of A0 = 'g0 (hˆ) must satisfy the equation
0 =   c2 + (     )c + ↵. (4.8)
Suppose that in the first case in (4.7), h is non-degenerate. Then, by (4.8), the constant eigenvalue of A0 must satisfy
0 = 1 which is a contradiction.
Suppose that in the second case in (4.7), h is non-degenerate. Then, by (4.8), the constant eigenvalue of A0 must
satisfy 0 = (    1)c for   , 1, hence, c = 0. Thus, A0 is degenerate and therefore also hˆ is degenerate.
Suppose that in the third case in (4.7), h is non-degenerate. Using (4.8), we again obtain a contradiction.
Suppose that in the fourth case in (4.7), h is non-degenerate. Then, (4.8) does not have any real solutions. This
contradicts to the fact that A0 has a constant real eigenvalue. The same argument works when hˆ is assumed to be
non-degenerate.
Thus, we can simplify the integration of the odes obtained from (4.2),(4.3) after inserting the normal forms from
Theorem 3.1, by first choosing an appropriate basis h, hˆ of S([ rg ], J) in which the matrix of Lv takes one of the
normal forms in (4.7). Then, by Lemma 4.5 and Lemma 4.6, either h or hˆ (or both) can be viewed as arising from a
metric, therefore, we can solve (4.2),(4.3) with respect to this new metric for the specified constants ↵,  ,  ,  .
4.2. The case when A 2 A(g, J) has order two
4.2.1. Decomposition of the components of the c-projective vector field
Let (M, g, J) be a Ka¨hler surface and let A 2 A(g, J) be a solution of (2.4) of order two. Let ⇢ and  be the two (real
or conjugate complex) nonconstant eigenvalues of A. We are working on the open and dense subset M  ⇢ M0 ⇢ M
where the distribution D spanned by the vector fields V1 =  JK1 and V2 =  JK2 (where K1 = J gradg(⇢ +  ),K2 =
J gradg( ⇢) are the Killing vector fields from Corollary 2.8) has rank equal to two. Recall that we have the orthogonal
direct sum decomposition (on M  ⇢ M)
TM = D ? JD. (4.9)
and the annihilator of JD in T ⇤M is given by D⇤ = span{d(⇢ +  ), d(⇢ )}.
Since we want to have the possibility to replace g with any other metric g0 2 [g] and, correspondingly, A with
A0 2 A(g0, J), we need to make sure that all the above geometric objects (namely, M , M0, D, JD and D⇤) remain
unchanged under such an operation, i.e., are projectively invariant. Since all of them are defined in terms of the
eigenvalues of A and the complex structure J, it is su cient to describe the relationship between A and A0.
Lemma 4.7. Let g0 2 [g], A0 2 A(g0, J) and d(g, J) = 2. Then A0 = (cA + d Id)(aA + b Id) 1 for some constants
a, b, c, d 2 R. In particular,
⇢0 =
c⇢ + d
a⇢ + b
and  0 =
c  + d
a  + b
where ⇢0, 0 are the eigenvalues of A0.
Proof. Let h, hˆ be the basis of S([ rg ], J) such that
h = hg = g 1 ⌦ (det g)
1
2(n+1) and A = 'g(hˆ) = hˆh 1.
Choosing g0 2 [g], A0 2 A(g0, J) leads to another basis q, qˆ 2 S([ rg ], J) defined in a similar way:
q = hg0 and A0 = 'g0 (qˆ) = qˆq 1.
Then, for certain real numbers a, b, c, d we have q = bh + ahˆ and qˆ = dh + chˆ and hence
A0 = (dh + chˆ)(bh + ahˆ) 1 = (cA + d Id)(aA + b Id) 1,
as required.
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Thus, the eigenvalues of A0 as functions on M behave in a similar way as those of A. In particular, ⇢0 ,  0 if and
only if ⇢ ,  . Also the di↵erentials d⇢ and d⇢0 are proportional (with nonzero coe cient) so that the distribution
D⇤ = span{d(⇢ +  ), d(⇢ )} (and therefore JD and D) remain unchanged if we replace ⇢ and   with ⇢0 and  0. Thus,
we get
Corollary 4.8. The subsets M0 and M  and the distributions D⇤, D and JD are c-projectively invariant.
Remark 4.9. Lemma 4.7 does not use the fact that A has order two, so M0, M  and D⇤ are c-projectively invariant in
both cases, i.e., for A of order 1 and 2.
This corollary immediately implies that the c-projective vector field v splits into two independent components with
respect to the decomposition (4.9) of TM in the following sense. Let x, y, s, t be the coordinates in which (g, J) and A
take the Liouville form (3.1),(3.2) or the complex Liouville form (3.3),(3.4). Since these coordinates are adapted to
the decomposition (4.9), we obtain
Corollary 4.10. In the coordinates x, y, s, t, every c-projective vector field splits into two independent components
v = vx(x, y)@x + vy(x, y)@y|                     {z                     }
=:vD
+ vs(s, t)@s + vt(s, t)@t|                   {z                   }
=:vJD
.
Let us write gD, gJD for the corresponding blocks of the metric. Using Corollary 4.10 and the fact that @s, @t are
Killing vector fields, it follows that Lvg decomposes into blocks
Lvg = LvDgD| {z }
upper-left
+LvDgJD|  {z  }
lower-right
+LvJDgJD|   {z   }
lower-right
, (4.10)
where “upper-left” respectively “lower-right” refers to the blocks spanned by the pairs of forms dx, dy and ds, dt
respectively.
Consequently, the pdes (4.2),(4.3) split into an upper-left block and a lower-right block. The upper-left block is a
system of pdes of first order in the two independent variables x, y on the functions vx(x, y), vy(x, y) and the parameters
of the metric ⇢(x), (y) in the Liouville case (3.1) and ⇢(z) in the complex Liouville case (3.3). Solving this system,
we can insert the obtained quantities in the lower-right block of (4.2),(4.3) which gives a linear pde system in two
independent variables s, t on the functions vs(s, t), vt(s, t) with coe cients that do not depend on s, t.
4.2.2. The Liouville case: Solving the pde system (4.2) and (4.3)
Let us work in the Liouville coordinates (3.1),(3.2) and recall that the pdes (4.2) and (4.3) split into two blocks of
equations.
By direct calculation, we obtain that the upper-left block of (4.2) is equivalent to the pdes
vx @⇢@x   vy @ @y + 2(⇢    ) @v
x
@x =  (⇢    ) ( (2⇢ +  ) + 3 ) ,
vx @⇢@x   vy @ @y + 2(⇢    ) @v
y
@y =  (⇢    ) ( (⇢ + 2 ) + 3 ) ,
@vx
@y + ✏
@vy
@x = 0.
(4.11)
Similarly, we obtain that the upper-left block of (4.3) is equivalent to the pdes
vx @⇢@x =   ⇢2 + (     )⇢ + ↵, vy @ @y =    2 + (     )  + ↵,
@vx
@y =
@vy
@x = 0.
(4.12)
We see that, since vx, ⇢ only depend on x and vy,  only depend on y, the equations (4.11),(4.12) give us a system
of odes.
Moreover, we can simplify (4.11) by inserting (4.12) and are left with the ode system
vx @⇢@x =   ⇢2 + (     )⇢ + ↵, vy @ @y =    2 + (     )  + ↵,
2 @v
x
@x =   ⇢       2 , 2 @v
y
@y =           2 .
(4.13)
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Since the functions vx, vy are non-vanishing on a dense open subset of the coordinate neighborhood we are working
in, we can introduce new coordinates x1, x2 be requiring dx1 = 1vx dx, dx2 =
1
vy dy. In these coordinates we have
vD = @x1 + @x2 ,
and the ode system (4.13) can be written as
@⇢
@x1
=   ⇢2 + (     )⇢ + ↵, @ @x2 =    2 + (     )  + ↵,
2
vx
@vx
@x1
=   ⇢       2 , 2vy @v
y
@x2
=           2 . (4.14)
First let us solve the lower-right block of (4.2) on the unknown components vs(s, t), vt(s, t) of the c-projective
vector field v. This can be done by replacing the derivatives of ⇢, , vx, vy by the equations (4.14) - we do not need to
know the explicit solutions to (4.14). Recall that the lower-right block of (4.2) reads
LvJDgJD =  LvDgJD    gJDAJD   ( (⇢ +  ) + 3 )gJD,
where vD = @x1 + @x2 and vJD = vs@s + vt@t.
Writing for short gst = g(@s, @t) etc., a straightforward calculation yields that the left-hand side of the above
equation is given by
LvJDgJD = 2
⇣
@vs
@s gss +
@vt
@s gst
⌘
ds2 + 2
⇣
@vs
@t gst +
@vt
@t gtt
⌘
dt2
+2
⇣
@vs
@t gss +
@vt
@s gtt +
⇣
@vs
@s +
@vt
@t
⌘
gst
⌘
dsdt.
(4.15)
On the other hand, using the equations in (4.14), a straightforward calculation shows that the right-hand side of
the above pde is equal to
 LvDgJD    gJDAJD   ( (⇢ +  ) + 3 )gJD
= 2 ( (  + 2 )gss    gst) ds2 + 2 ( ↵gst   (2  +  )gtt) dt2+
+2 ( ↵gss    gtt   3(  +  )gst) dsdt.
(4.16)
Comparing (4.15) and (4.16) and using the non-degeneracy of gJD, we obtain the equations
@vs
@s
=  (  + 2 ), @v
t
@s
=   , @v
s
@t
=  ↵, @v
t
@t
=  (2  +  ).
It follows that, up to adding constant linear combinations of the Killing vector fields @s, @t, the c-projective vector
field v is given by
v = @x1 + @x2   ((  + 2 )s + ↵ t)@s   (  s + (2  +  )t)@t.
It is straightforward to check that the lower-right block of (4.3) is equivalent to the equations @v
s
@t =  ↵, @v
t
@s =
  , @vt@t   @v
s
@s =  (     ). Thus, the solution for v from above also satisfies (4.3).
Now let us choose the metric g appropriately within its c-projective class and choose an appropriate solution
A 2 A(g, J) such that, in the basis h, hˆ of S([ rg ], J) corresponding to g, A, one of the normal forms in (4.7) holds for
the endomorphism Lv : S([ rg ], J)! S([ rg ], J). We obtain the following:
• Let
 
  ↵
   
!
=
 
0 1
0 0
!
. Then the ode system (4.14) takes the form
@⇢
@x1
= 1,
@ 
@x2
= 1,
@vx
@x1
=
@vy
@x2
= 0.
Thus, the functions ⇢, , vx, vy are given by
⇢(x1) = x1,  (x2) = x2, vx = c, vy = d,
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where c, d are non-zero constants.
Up to rescaling and up to adding constant linear combinations of the Killing vector fields @s, @t, the c-projective
vector field v is given by
v = @x1 + @x2   t@s.
• Let
 
  ↵
   
!
=
 
1 0
0  
!
for   , 1. Then the ode system (4.14) takes the form
@⇢
@x1
= (    1)⇢, @ 
@x2
= (    1) , 2
vx
@vx
@x1
=      2, 2
vy
@vy
@x2
=      2.
Thus,  , ⇢, vx, vy are given by
⇢(x1) = ce(  1)x1 ,  (x2) = de(  1)x2 ,
vx(x1) = c0e 
1
2 ( +2)x1 , vy(x2) = d0e 
1
2 ( +2)x2 .
Up to rescaling and up to adding constant linear combinations of the Killing vector fields @s, @t, the c-projective
vector field v is given by
v = @x1 + @x2   (  + 2)s @s   (2  + 1)t @t.
• Let
 
  ↵
   
!
=
 
1 1
0 1
!
. Then, the ode system (4.14) takes the form
@⇢
@x1
= 1,
@ 
@x2
= 1,
2
vx
@vx
@x1
=  3, 2
vy
@vy
@x2
=  3.
Thus, ⇢, , vx, vy are given by
⇢(x1) = x1,  (x2) = x2, vx(x1) = ce 
3
2 x1 , vy(x2) = de 
3
2 x2 .
Up to rescaling and up to adding constant linear combinations of the Killing vector fields @s, @t, the c-projective
vector field v is given by
v = @x1 + @x2   (3s + t)@s   3t @t.
• Let
 
  ↵
   
!
=
 
   1
1  
!
. Then, the ode system (4.14) takes the form
@⇢
@x1
=  ⇢2   1, @ 
@x2
=   2   1, 2
vx
@vx
@x1
=  ⇢   3 , 2
vy
@vy
@x2
=      3 .
Thus, ⇢, , vx, vy are given by
⇢(x1) =   tan(x1),  (x2) =   tan(x2),
vx(x1) =
ce 
3
2  x1p| cos(x1)|
, vy(x2) =
de 
3
2  x2p| cos(x2)|
.
Up to rescaling and up to adding constant linear combinations of the Killing vector fields @s, @t, the c-projective
vector field v is given by
v = @x1 + @x2   (3  s   t)@s   (s + 3  t)@t.
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4.2.3. The complex Liouville case: Solving the pde systems (4.2) and (4.3)
Let us work in the complex Liouville coordinates (3.3),(3.4) and consider first the upper-left block of the pde
systems (4.2) and (4.3).
By direct calculation, we obtain that the upper-left block of (4.2) is equivalent to the pdes
v¯z @⇢¯@z¯   vz @⇢@z + 2(⇢¯   ⇢) @v
z
@z =  (⇢¯   ⇢)( ⇢ +  (⇢ + ⇢¯) + 3 ),
@v¯v
@z   @v
z
@z¯ = 0.
(4.17)
Similarly, we obtain that the upper-left block of (4.3) is equivalent to the pdes
vz @⇢@z =   ⇢2 + (     )⇢ +  , @v
z
@z¯ = 0. (4.18)
In particular, we see that vz is a holomorphic function. Using (4.18), we can simplify (4.17) and finally are left
with the two equations
vz @⇢@z =   ⇢2 + (     )⇢ + ↵, 2 @v
z
@z =   ⇢       2 . (4.19)
As in the real case, it is now convenient to introduce new coordinates. Since the function vz is holomorphic, the
1-form 1vz dz is closed and we can introduce a holomorphic change of coordinates by dw =
1
vz dz.
In this new coordinate the equations (4.19) take the form
@⇢
@w =   ⇢2 + (     )⇢ + ↵, 2vz @v
z
@w =   ⇢       2 . (4.20)
Moreover, vD is given by vD = @w + @w¯ = @x1 , where w = x1 + i x2.
Similar to the case of real Liouville coordinates, we can solve the lower-right block of (4.2) with respect to the
unknown functions vs(s, t), vt(s, t) by replacing the derivatives of ⇢, vz by the equations (4.20). By a straightforward
calculation, we obtain exactly the same equations (4.15),(4.16) (with ⇢+  replaced by ⇢+ ⇢¯) as in the real case. Thus,
up to adding constant linear combinations of the Killing vector fields @s, @t, the c-projective vector field v is given by
v = @w + @w¯   ((  + 2 )s + ↵ t)@s   (  s + (2  +  )t)@t.
It is straightforward to check that this vector field also solves the equation (4.3).
Let us now solve the system (4.20) on the functions ⇢, vz in each of the cases (4.7) for the normal forms of Lv.
• Let
 
  ↵
   
!
=
 
0 1
0 0
!
. Then the ode systems (4.20) become equal to the equations
@⇢
@w
= 1,
2
vz
@vz
@w
= 0.
Thus, the functions h, vz are given by
⇢(w) = w, vz(w) = c + i d
for a non-zero constant c + i d. Up to rescaling and up to adding constant linear combinations of the Killing
vector fields @s, @t, the c-projective vector field v is given by
v = @w + @w¯   t @s.
• Let
 
  ↵
   
!
=
 
1 0
0  
!
for   , 1. Then the ode system (4.20) takes the form
@⇢
@w
= (    1)⇢, 2
vz
@vz
@w
=      2.
Thus, the functions ⇢, vz are given by
⇢(w) = e(  1)w, vz(w) = (c + i d)e 
1
2 ( +2)w.
Up to rescaling and up to adding constant linear combinations of the Killing vector fields @s, @t, the c-projective
vector field v is given by
v = @w + @w¯   (  + 2)s @s   (2  + 1)t @t.
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• Let
 
  ↵
   
!
=
 
1 1
0 1
!
. Then the ode system (4.20) takes the form
@⇢
@w
= 1,
2
vz
@vz
@w
=  3.
Thus, the functions ⇢, vz are given by
⇢(w) = w, vz(w) = (c + id)e 
3
2w.
Up to rescaling and up to adding constant linear combinations of the Killing vector fields @s, @t, the c-projective
vector field v is given by
v = @w + @w¯   (3s + t)@s   3t @t.
• Let
 
  ↵
   
!
=
 
   1
1  
!
. Then the ode system (4.20) takes the form
@⇢
@w
=  ⇢2   1, 2
vz
@vz
@w
=  ⇢   3 .
Thus, the functions ⇢, vz are given by
⇢(w) =   tan(w), vz(w) = (c + id)e
  32  wp
cos(w)
.
Up to rescaling and up to adding constant linear combinations of the Killing vector fields @s, @t, the c-projective
vector field v is given by
v = @w + @w¯   (3  s   t)@s   (s + 3  t)@t.
4.3. The case when A has order one
Suppose that A 2 A(g, J) has a constant eigenvalue c and a non-constant eigenvalue ⇢. In this section, we solve
the pde systems (4.2) and (4.3) for the normal forms (3.5),(3.6).
Let us introduce a unitary coframing ⌘1, ⌘2 on (⌃, h, j) such that dx, ✓, ⌘1, ⌘2 is a coframing on M. Note that we
have
⌦ = h( j., .) = ⌘1 ^ ⌘2.
Let us introduce functions hi on ⌃ by d⌘i = hi⌘1 ^ ⌘2. Then, for the dual frame @x, @t, ⌘1, ⌘2 we have the relation
[⌘1, ⌘2] = @t   h1⌘1   h2⌘2,
all the other Lie bracket relations being zero.
Let us write the c-projective vector field into the form
v = vx@x + vt@t + v1⌘1 + v2⌘2. (4.21)
We first evaluate the pde system (4.3). Note that in the frame @x, @t, ⌘1, ⌘2, the endomorphism A is diagonal:
A = ⇢(@x ⌦ dx + @t ⌦ ✓) + c
0BBBBBB@ 2X
i=1
⌘i ⌦ ⌘i
1CCCCCCA .
A straightforward calculation yields that (4.3) is equivalent to the equations
vx @⇢@x =   ⇢2 + (     )⇢ + ↵, ⌘1(vx) = ⌘2(vx) = 0, ⌘1(vt) + v2 = 0,
⌘2(vt)   v1 = 0, @v1@x = @v
1
@t =
@v2
@x =
@v2
@t = 0,   c2 + (     )c + ↵ = 0.
(4.22)
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In particular, we see that the vector field v⌃ = v1⌘1 + v2⌘2 is indeed (the lift to the horizontal distribution H =
span{@x, @t}? of) a vector field on ⌃. Moreover, we can apply d⇢ to the equation
[@t, v] =
@vx
@t
@x +
@vt
@t
@t
which gives
@vx
@t
⇢0 = @t(v(⇢)) = @t(  ⇢2 + (     )⇢ + ↵) = 0.
Thus, vx is a function of x alone. From this, since v is holomorphic and @x is proportional to J@t, we also obtain
that
[@x, v] =
@vx
@x
@x,
implying that vt does not depend on x.
As in the preceding sections, we introduce a new coordinate x1 by dx1 = 1vx dx. In particular, we have v =
@x1 + vt@t + v⌃.
Let us now evaluate equation (4.2). It is straightforward to see that (4.2) is equivalent to the equations
2
vx
@vx
@x1
=  ( ⇢ +   + 2 ), @vt@t =  ( c +   + 2 ),
Lv⌃h =  ( c +   + 2 )h.
(4.23)
We see that the vector field v⌃ is a homothety for the metric h on the base ⌃. Therefore, in certain coordinates
u1, u2, we have
v⌃ = @u1 , h = e
 u1G(u2)(du21 + du
2
2), ⌦ = e
 u1G(u2)du1 ^ du2 (4.24)
for an arbitrary function G(u2), where the constant   is defined as
  =  ( c +   + 2 ).
Note that we can write ( jv⌃)b =  v2⌘1 + v1⌘2 independently of the chosen frame ⌘1, ⌘2 on ⌃. By (4.22),(4.23),
given h,⌦ and v⌃ as in (4.24), it remains to solve the equations
@⇢
@x1
=   ⇢2 + (     )⇢ + ↵, 2vx @v
x
@x1
=  ( ⇢ +   + 2 ),
dvt =  ✓ + ( jv⌃)b, d⌧ = ⌦,
  c2 + (     )c + ↵ = 0
(4.25)
on ⇢, vx, vt and ⌧. We will solve these equations in each of the cases for the normal forms of Lv as they appear in
Lemma 4.6. Note that in the first and third case, we will use the transpose matrix, since by Lemma 4.6, the first basis
vector h is degenerate but the second basis vector hˆ is not and hence corresponds to a metric.
• Let
 
  ↵
   
!
=
 
0 0
1 0
!
. Then, c = 0 and   = 0, thus the formulas in (4.24) become
v⌃ = @u1 , h = G(u2)(du
2
1 + du
2
2), ⌦ = G(u2)du1 ^ du2.
and (4.25) reads
@⇢
@x1
=  ⇢2, 2vx @v
x
@x1
=  ⇢, dvt = G(u2)du2, d⌧ = G(u2)du1 ^ du2.
The solutions for ⇢, vx are
⇢(x1) =
1
x1
, vx(x1) =
c1p|x| .
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Further, we can set ⌧ = u1G(u2)du2 which solves d⌧ = ⌦. By a change of variables du˜2 = G(u2)du2, we have
⌧ = u1du˜2, h = G(u˜2)du21 +
1
G(u˜2)
du˜22, dv
t = du˜2.
Finally, the solution for v (up to rescaling and adding constant multiples of the Killing vector field @t) is
v = @x1 + u˜2@t + @u1 .
• Let
 
  ↵
   
!
=
 
1 0
0  
!
for   , 1. Then c = 0 and   =  (  + 2), thus the formulas in (4.24) become
v⌃ = @u1 , h = e
 ( +2)u1G(u2)(du21 + du
2
2),⌦ = e
 ( +2)u1G(u2)du1 ^ du2.
and (4.25) takes the form
@⇢
@x1
= (    1)⇢, 2vx @v
x
@x1
=  (  + 2),
dvt =  (  + 2)(dt   ⌧) + e ( +2)u1G(u2)du2,
d⌧ = e ( +2)u1G(u2)du1 ^ du2.
The solutions for ⇢, vx are
⇢(x1) = c1e(  1)x1 , vx(x1) = d1e 
1
2 ( +2)x1 .
Further, we have
– Subcase   + 2 = 0: we introduce a new variable du˜2 = G(u2)du2. Then,
⌧ = u1du˜2, h = G(u˜2)du21 +
1
G(u˜2)
du˜22, dv
t = du˜2.
Finally, the solution for v (up to rescaling and adding constant multiples of the Killing vector field @t) is
v = @x1 + u˜2@t + @u1 .
– Subcase   + 2 , 0: we can choose
⌧ =   1 +2e ( +2)u1G(u2)du2
and obtain dvt =  (  + 2)dt. Finally, the solution for v (up to rescaling and adding constant multiples of
the Killing vector field @t) is
v = @x1   (  + 2)t@t + @u1 .
• Let
 
  ↵
   
!
=
 
1 0
1 1
!
. Then c = 0 and   =  3, thus the formulas in (4.24) become
v⌃ = @u1 , h = e
 3u1G(u2)(du21 + du
2
2), ⌦ = e
 3u1G(u2)du1 ^ du2.
and (4.25) takes the form
@⇢
@x1
=  ⇢2, 2vx @v
x
@x1
=  ⇢   3,
dvt =  3(dt   ⌧) + e 3u1G(u2)du2, d⌧ = e 3u1G(u2)du1 ^ du2.
The solutions for ⇢, vx are
⇢(x1) =
1
x1
, vx(x1) =
c1e 
3
2 x1p|x1|
.
Further, we can set ⌧ =   13e 3u1G(u2)du2 which solves d⌧ = ⌦. From this we obtain dvt =  3dt.
Finally, the solution for v (up to rescaling and adding constant multiples of the Killing vector field @t) is
v = @x1   3t@t + @u1 .
This finally completes the last part of Theorem 1.2.
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5. Proof of the Yano-Obata conjecture in the 4-dimensional pseudo-Riemannian case
In this section, we prove the Yano-Obata conjecture (Theorem 1.6).
5.1. The complex Liouville case
First, we exclude the complex Liouville case from our further considerations (see Theorem 1.2). Our goal is to
prove
Theorem 5.1. Let (M, g, J) be a closed connected Ka¨hler surface and suppose A 2 A(g, J) has a complex eigenvalue
⇢ = R + iI, I , 0, at least at one point. Then, A is parallel.
Let p0 2 M be a point such that I(p0) = Imax = max{I(p) : p 2 M}. Such a point exists since M is compact.
We will say that a point p 2 M is called regular, if p 2 M , i.e. A has two distinct eigenvalues at this point and
their di↵erentials are not zero. Otherwise p will be called singular. Note that the regular points form an open and
dense subset of M. This implies that only two cases are possible:
• either ⇢ and ⇢¯ are constant eigenvalues of A on the whole M and then, according to (2.4), A is parallel,
• or ⇢(p) = R(p) + iI(p) is a smooth function in a su ciently small neighborhood U(p0) of p0 with d⇢ , 0
almost everywhere on U(p0).
We will show, by contradiction, that the second case is impossible and hence the statement follows.
The proof will be organised as follows. From now on, we consider a small geodesically convex neighborhood
U = U(p0) where ⇢ is smooth and I(p) > 0 for all p 2 U. Lemmas 5.2 and 5.3 show that p0 is a singular point and
moreover all singular points with d⇢ = 0 lie on a certain geodesic which we denote by  . The case when   contains
also regular points will be considered in Lemma 5.4. The case when all points of   are singular will be considered in
Lemma 5.5. In the both cases we will come to a contradiction with the maximum principle for holomorphic functions.
Lemma 5.2. The point p0 is singular.
Proof. Since dI = 0 at p0, we have d⇢ = d⇢¯. In view of Lemma 2.7, grad(⇢) is an eigenvector of A corresponding to
⇢ and grad(⇢¯) is an eigenvector of A corresponding to ⇢¯ so they coincide if and only if d⇢ = d⇢¯ = 0 at p0, i.e., p0 is
singular.
Lemma 5.3. There exists a geodesic   : (a, b)! U such that all singular points of U lie on  .
Proof. If there are at most two singular points lying in U, there is nothing to prove. Suppose there exist three singular
points p0, p2, p2 2 U that do not lie on a geodesic contained in U. Then, for a point q 2 U, denote by  i, i = 0, 1, 2,
the geodesics lying in U and connecting pi and q; we assume  i(0) = pi and  i(1) = q. For a generic point q 2 U, the
velocity vectors  ˙i(1) 2 TqM are linearly independent. On the other hand, they are orthogonal to the Killing vector
fields K1,K2. Indeed, the functions
t 7 ! g(K1( i(t)),  ˙i(t)) and t 7 ! g(K2( i(t)),  ˙i(t))
are constant on the geodesics and vanish at t = 0 since at this point K1 = K2 = 0. We may assume that the point q
is regular (otherwise replace it by a regular point from a very small neighborhood). Then, the linearly independent
vectors  ˙i 2 TqM are contained in the two-dimensional subspace given by the orthogonal complement to span{K1,K2}.
This gives us a contradiction and the claim follows.
The proof of Theorem 5.1 follows now from the next two lemmas below.
Lemma 5.4. Consider the geodesic segment   : (a, b) ! U containing all singular points of U. Then   contains no
regular points.
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Figure 1: The construction of the submanifold N.
Proof. Let  ((a, b)) be the geodesic line segment containing all singular points and  (0) = p0. Assume, by contradic-
tion, that p =  (1) is regular. Consider TpM and the two-dimensional subspace span{K1,K2}? ⇢ TpM. The straight
line segment connecting the vectors 0 2 TpM and   ˙(1) 2 TpM lies in span{K1,K2}? since as we have explained in
the proof of Lemma 5.3 the geodesic   is orthogonal to the Killing vector fields at every point.
We denote by V a thin tubular neighborhood of this segment in span{K1,K2}? ⇢ TpM, see figure 1. If the
neighborhood is su ciently thin, the exponential mapping is well defined on V and is an embedding of V into U, so
its image, which we denote by N, is a two-dimensional submanifold.
Notice that all the points q 2 N which do not belong to   are regular. On the other hand we know from the proof
of Theorem 3.1 that on U \ { ((a, b))} there is an integrable two-dimensional distribution defined by the subspaces
span{K1,K2}? whose leaves are totally geodesic. Hence every geodesic starting at p in the direction of V belongs to
the leaf of this distribution through p if it does not leave the set of regular points. In other words, the subset
N0 = {expp(X) : X 2 V, expp(tX) regular for all t 2 [0, 1]}
of N is contained as an open subset in the totally geodesic integral leaf of the distribution span{K1,K2} through the
point p and it is open and dense in N, since  ˙(1) is the only direction in V in which geodesics starting initially in this
direction can meet singular points. This implies that N is a totally geodesic submanifold since this condition holds in
a neighborhood of almost every point.
Furthermore, for all points q 2 N0 the tangent space TqN coincides with span{K1,K2}?. Therefore TqN is A-
invariant and the eigenvalues of the restriction AN = A|TqN are ⇢ and ⇢¯ with multiplicity one. By continuity, TqN is
still A-invariant even for q 2 N \ N0 and ⇢, ⇢¯ are still the eigenvalues of the restriction AN .
Thus, we see that at each point q 2 N, the operator AN is conjugate to the matrix
 R I
 I R
!
where ⇢ = R + iI.
This allows us to introduce a natural complex structure JN on N by setting JN = 1I (AN  R · Id). Alternatively, we can
define JN by noticing that (up to the sign) JN is the only complex structure on N that commutes with AN .
It is straightforward to see that at each regular point q 2 N0 this complex structure coincides with the one given by
the local classification of Theorem 3.1. In particular, ⇢ : N ! C is a holomorphic function on N0 with respect to JN .
Since ⇢ is a smooth function on U and hence on N, we obtain that ⇢ is holomorphic on the whole of N. This implies
that I : N ! R is a harmonic function that attains its maximal value at p0 2 N. Hence, by the maximum principle,
I and therefore ⇢ are constant on N. On the other hand, ⇢ does not depend on the direction orthogonal to N (see
Corollaries 2.2 and 2.8). Thus, we obtain that ⇢ is constant on an open neighborhood of p0 in M, which contradicts to
our assumption that d⇢ , 0 almost everywhere on U(p0). This proves the Lemma.
The next lemma excludes the other possibility.
Lemma 5.5. Consider the geodesic segment   : (a, b)! U containing all singular points of U. Then   cannot consist
of singular points only.
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Figure 2: All points on   are singular.
Proof. By contradiction, assume that all points of   are singular. Since the di↵erential of ⇢ vanishes at each singular
point, ⇢ is constant along  . Let p 2 U be a regular point and let V ✓ TpM be a star-like open neighborhood of 0 such
that it is mapped di↵eomorphically onto U by the exponential mapping. We define the two-dimensional submanifold
N to be the image of V \ span{K1,K2}? under the exponential mapping. The curve   lies on N and divides it into two
connected components, see figure 2. We denote by N0 the component containing p joint with  ((a, b)). Consider the
complex structure on N0 constructed similar as in the proof of Lemma 5.4 and smoothly extend it from N0 through the
boundary   to the domain N00 so that, as the result, we obtain a complex structure on N. More precisely, we have the
field of operators AN = A|TN defined on N0 as in Lemma 5.4. This field AN is smooth on N0 including its boundary
 . We can smoothly extend this field from N0 to N00 in such a way that AN still has two distinct eigenvalues at every
point, and then apply the formula JN = 1I (AN   R · Id) from Lemma 5.4 to define the complex structure.
The function ⇢ (restricted to N0) is holomorphic with respect to this complex structure and is constant on  . Then,
it is constant by Morera’s theorem [19] on N0. To come to a contradiction, we can now proceed completely analogous
to the proceeding lemma and the claim follows.
5.2. The Liouville and degenerate cases
It is our goal to prove the Yano-Obata conjecture Theorem 1.6, that is, we want to show that the existence of an
essential c-projective vector field v on a closed connected pseudo-Riemannian Ka¨hler surface (M, g0, J) implies that
g0 has constant holomorphic sectional curvature.
Having the normal forms of Theorem 1.2 and Theorem 1.5 at hand, the proof of Theorem 1.6 is basically an
exercise using your favourite computer algebra program. We will proceed by calculating the scalar curvature of the
metrics gˆ, given by the formulas (1.2) and (1.4) in the Liouville case and degenerate case respectively. For certain
values of the parameters c,C in the formulas (1.2) and (1.4), the metric gˆ is the initial metric g0. The condition that
the restriction Scal( (⌧)) of the scalar curvature to an integral curve   of the c-projective vector field v cannot explode
when ⌧ approaches infinity, will provide restrictions on the parameters appearing in Theorem 1.2.
We will show that for the parameters such that the scalar curvature is bounded, the corresponding metrics have
constant holomorphic sectional curvature. Note that we do not calculate the scalar curvature of the metrics g from
Theorem 1.2, since for these metrics it follows immediately that the restriction ⇢( (⌧)) of the nonconstant eigenvalue
⇢ of the tensor A 2 A(g, J) (given by the formulas from Theorem 3.1) explodes if ⌧ approaches infinity. These metrics
cannot be globally defined and we work with the generic representatives (1.2) and (1.4) of the c-projective class of g0
instead.
Let us explain, that it is su cient to consider the cases L2 and D2 in Theorem 1.2. Below we use the results
and notation that have been introduced in the beginning of Section 4. Let v be an essential c-projective vector field.
Without loss of generality, we can assume that d(g, J) = 2 and thus, can introduce h = hg and hˆ =  Lvh as a basis in
S([ rg ], J) so that the matrix of Lv : S([ rg ], J)! S([ rg ], J) in this basis becomes
Lv =
 
0 ↵
 1  
!
(5.1)
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for certain constants ↵,  . By Lemma 4.3 and the equation (4.3), the eigenvalues ⇢ of A = hˆh 1 satisfy v(⇢) = ⇢2+ ⇢+↵
on the dense and open subset where they are smooth. In particular, the restrictions ⇢(⌧) = ⇢( (⌧)) of the eigenvalues
of A to the integral curves   of v satisfy the equation
d⇢
d⌧
= ⇢2 +  ⇢ + ↵. (5.2)
The behaviour of solutions of (5.2) depends on the constants ↵ and  , more precisely, on the roots  1,  2 of the
quadratic equation ⇢2 +  ⇢ + ↵ = 0. On the other hand, di↵erent types of the roots correspond to di↵erent cases in the
classification Theorem 1.2. These relationships can be summarised as follows (in view of §5.1 we do not include the
complex Liouville case):
•  1 =  2 = 0: cases L1 and D1 in Theorem 1.2. The non-constant solutions of (5.2) are all unbounded,
•  1 =  2 , 0: cases L3 and D3 in Theorem 1.2. The non-constant solutions of (5.2) are all unbounded,
•  1,  2 2 R and  1 ,  2: cases L2 and D2 in Theorem 1.2. There exist non-constant bounded solutions of (5.2)
of the following form
⇢(⌧) =    2  
p
c tanh(
p
c(⌧ + d)), (5.3)
where c =  
2
4   ↵ is necessarily positive and d is some integration constant,
•  1 and  2 are complex conjugate and  1 ,  2: case L4 in Theorem 1.2. The solutions of (5.2) are all unbounded.
This implies, that we can restrict to the cases L2 and D2 since only in these two cases the (non-constant) eigen-
values of A might be bounded.
As mentioned in the beginning of this section, we will evaluate the scalar curvature of the metrics (1.2) and (1.4)
by using the coordinates provided in the cases L2 and D2 from Theorem 1.2 respectively. These coordinates can be
introduced in a neighborhood of every point of M , the dense and open subset of M, where the eigenvalues ⇢,  of A
satisfy ⇢ ,   and d⇢ , 0, d  , 0 unless they are constant.
To evaluate the behaviour of Scal( (⌧)) along the integral curves   of v by using the coordinates in Theorem 1.2,
we have to show that these integral curves do not leave M .
Lemma 5.6. The flow  v⌧ of v leaves M  invariant.
Proof. This follows immediately from Corollary 4.8.
We also need to explain why we are allowed to use local coordinates from Theorem 1.2 to study the global
behaviour of the function Scal( (⌧)). The situation we are dealing with can be described as follows. We have a Ka¨hler
surface (M, g, J) with a c-projective vector field v and a canonical model given by Theorem 1.2. We know that locally
these two geometric objects are isomorphic, i.e., there exists a local isometry between them sending one c-projective
vector field to the other. In order to be sure that the evolution of Scal along the corresponding flows is identical for
these two manifolds, we need to show that this local isometry can be prolonged along a trajectory of v as long as we
wish. Let us prove this fact.
Let (M, g, J) and (M0, g0, J0) be two Ka¨hler manifolds with c-projective vector fields v onM and v0 onM0. Consider
two points p 2 M and p0 2 M0 and the trajectories  (⌧) and  0(⌧) of v and v0 respectively such that p =  (0) and p0 =
 0(0). Assume that the both trajectories are defined for ⌧ 2 [0,T ] and there is a local isometry F0 : U(p) ! U0(p0)
between some neighbourhoods of these points which sends v to v0, i.e. dF(v) = v0. Then using the flows  v⌧ and  v
0
⌧
we can define a local isomorphism F⌧ : V(q) ! V 0(q0) between some neighbourhoods of q =  (⌧) and q0 =  0(⌧),
⌧ 2 [0,T ] by putting:
F⌧ =  v
0
⌧   F0    v ⌧.
Lemma 5.7. F⌧ is a local isometry.
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Proof. Without loss of generality we can assume that the flows  v⌧ and  v
0
⌧ are well defined for ⌧ 2 [0,T ] on the
neighbourhoods U(p) and U0(p0) respectively (otherwise we just take some smaller neighbourhoods). Consider the
“orbits” of these neighbourhoods under the action of these “partial” flows
UT (p) =
[
⌧2[0,T ]
 v⌧(U(p)) and U
0
T (p
0) =
[
⌧2[0,T ]
 v
0
⌧ (U
0(p0)).
For simplicity, we may assume that   : [0,T ]! M is an embedding (i.e.,   is not closed) and U(p) is su ciently
small so that UT (p) is a regular tubular neighbourhood of  ([0,T ]). It is a standard fact in the theory of dynamical
systems that all the maps F⌧ agree and can be glued together into a single map F : UT (p)! U0T (p0) that can be though
of as a prolongation of F0 along the flow(s). So actually we are going to prove that F is a local isometry (we still say
“local”, as in general F is not necessarily one-to-one, this map can behave as a covering). However the property we
need to verify is local, so without loss of generality we may assume that F is a di↵eomorphism.
Since F is a composition of three c-projective maps (two flows of c-projective vector fields and one isometry), F
is a c-projective map itself. By taking the pullback of the Ka¨hler structure (g0, J0) from U0T (p
0) to UT (p) we obtain a
Ka¨hler structure onUT (p) that is c-projectively equivalent to (g, J) and coincides with it onU(p). Since equations (2.4)
are of finite type, then the family of such Ka¨hler structures has finite dimension and, moreover, each such structure is
defined by finitely many initial conditions at one point, so we conclude that (g, J) coincides with the F-pullback of
(g0, J0) on the whole of UT (p) and therefore F is an isometry.
After these preliminaries, we can give the proof of the Yano-Obata conjecture in the Liouville case L2 and degen-
erate case D2.
5.2.1. The Liouville case L2
Let us calculate the scalar curvature Scal of the metric gˆ given by formula (1.2) in the local Liouville coordinates
L2 from Theorem 1.2 and restrict it to the flow lines of the c-projective vector field v. By Theorem 1.2, the evolution
of the coordinates (x, y) along the flow  v⌧ of v is given by  v⌧(x, y) = (x + ⌧, y + ⌧). Starting from an arbitrary point
p 2 M , we can assume without loss of generality that p has first coordinates equal to x = 0, y = 0. Note that
this necessarily implies that the constants c1, c2 from the case L2 of Theorem 1.2 satisfy c1   c2 , 0. After having
calculated Scal, the restriction Scal(⌧) = Scal( v⌧(p)) is given by replacing x and y in Scal with ⌧ since Scal does not
depend on the coordinates s, t and their evolution along the integral curves of v. We obtain
Scal(⌧) =
3 e3 ⌧
d21d
2
2(c1   c2)
· C0c
7 +C1c6e(  1)⌧ + ... +C2c5e2(  1)⌧ + ... +C7e7(  1)⌧
D0c4 + D1c3e(  1)⌧ + ... + D4e4(  1)⌧
(5.4)
where the constants C0, ...,C7 and D0, ...,D7 are given by
C0 = 2 (  + 12 )(d
2
1   d22),
C1 = 6(c2d22   c1d21)(  + 12 )  + 4(c1d22   c2d21)(  + 2) ,
C2 = 6(c21d
2
1   c22d22)(  + 12 )  + 2(c22d21   c21d22)(1 + 7  +  2) + 12c1c2(d21   d22)(  + 2) ,
C3 = 2(c32d
2
2   c31d21)(  + 12 )  + 8(c31d22   c32d21)(  + 12 ) + 6c1c2(c1d22   c2d21)(1 + 7  +  2)
+12c1c2(c2d22   c1d21)(  + 2) ,
C4 = (c42d
2
1   c41d22)(  + 2) + 4c1c2(c21d21   c22d22)(  + 2)  + 6c21c22(d21   d22)(1 + 7  +  2)
+24c1c2(c22d
2
1   c21d22)(  + 12 ),
C5 = 3c1c2(c31d
2
2   c32d21)(  + 2) + 24c21c22(c1d22   c2d21)(  + 12 )
+2c21c
2
2(c2d
2
2   c1d21)(1 + 7  +  2),
C6 = 3c21c
2
2(c
2
2d
2
1   c21d22)(  + 2) + 8c31c32(d21   d22)(  + 12 ),
C7 = c31c
3
2(c1d
2
2   c2d21)(  + 2)
(5.5)
and
D0 = 1,D1 =  2(c1 + c2),D2 = 2c1c2 + (c1 + c2)2,D3 =  2c1c2(c1 + c2),D4 = c21c22.
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In the case     1 > 0, we see from (5.4) that the condition | lim⌧!1 Scal| < 1 implies
C4 = C5 = C6 = C7 = 0.
From (5.5), we see that there is no choice of c1, c2, d1, d2,   such that this condition is fulfilled.
Let us suppose that     1 < 0. From | lim⌧!1 Scal| < 1 it follows that C0 = 0 that is, we either have   = 0 or
  =   12 or d21   d22 = 0.
Case   = 0: Note that the condition | lim⌧! 1 Scal| < 1 is already satisfied. The condition | lim⌧!1 Scal| < 1
implies that C1 = C2 = 0. Since   = 0, we have C1 = 0 and C2 = 0 is equivalent to c21d
2
2 = c
2
2d
2
1. Inserting the
conditions
  = 0, c21d
2
2 = c
2
2d
2
1
into (5.4) gives Scal(⌧) =   6c21d21 .
Inserting   = 0 and c21d
2
2 = c
2
2d
2
1 into the formula for the metric gˆ, a direct calculation shows that gˆ has constant
holomorphic sectional curvature as we claimed.
Case   =   12 : The condition | lim⌧! 1 Scal| < 1 implies that C7 = 0, thus c1d22   c2d21 = 0. From | lim⌧!1 Scal| <1 we conclude C1 = 0, which is already satisfied. Inserting the conditions
  =   12 , c1d22   c2d21 = 0
into (5.4) gives Scal(⌧) =   27c1c2d21 . As above, we can insert   =  
1
2 and c1d
2
2 = c2d
2
1 into the metric gˆ and calculate that
it has constant holomorphic sectional curvature as we claimed.
Case d21 = d
2
2: This case splits into three subcases according to the sign of  .
Subcase   > 0: The condition | lim⌧! 1 Scal| < 1 is satisfied. From | lim⌧!1 Scal| < 1 it follows that C1 = C2 =
C3 = 0. This cannot be fulfilled (for example, C1 = 0 already implies   =   52 ).
Subcase   = 0: Recall from the previously investigated case that this implies c21d
2
2 = c
2
2d
2
1 which implies that gˆ has
constant holomorphic sectional curvature as we wanted to show.
Subcase   < 0: The condition | lim⌧! 1 Scal| < 1 implies C7 = 0 from which we obtain   =  2. Inserting the
conditions
  =  2, d21 = d22
into (5.4) shows that Scal(⌧) =   54c2d21 and inserting it into gˆ, a straight-forward calculation shows that gˆ has constant
holomorphic sectional curvature as we claimed.
This completes the proof of Theorem 1.6 in the Liouville case.
5.2.2. The degenerate case D2
We proceed analogous to the last subsection and calculate the scalar curvature Scal of the metric gˆ given by
formula (1.4) in the coordinates from the case D2 of Theorem 1.2.
Subcase   =  2: In this case, we obtain
Scal(⌧) =   c
2
c1d21(c   c1e 3⌧)
·
0BBBB@0BBBB@36 + d21 @2G@u22
1CCCCA c21e 3⌧   0BBBB@18 + 2d21 @2G@u22
1CCCCA c1c + 0BBBB@ 18 + d21 @2G@u22
1CCCCA c2e3⌧1CCCCA .
We clearly have | lim⌧! 1 Scal| < 1. On the other hand, the condition | lim⌧!1 Scal| < 1 implies that G(u2) has to
satisfy the ode
d21
@2G
@u22
= 18.
Using this, the scalar curvature takes the form Scal(⌧) = 54c
2
d21
. Inserting the solution G(u2) = 9d21
u22 + d2u2 + d3 to
the above ode into the formula for the metric gˆ, we obtain after a straight-forward calculation that gˆ has constant
holomorphic sectional curvature as we wanted to show.
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Subcase   ,  2: Here we obtain
Scal(⌧) =
ce3⌧
c1d21G(u2)3
· C0c
4 +C1c1c3e(  1)⌧ +C2c21c
2e2(  1)⌧ +C3c31ce
3(  1)⌧ + c41C4e
4(  1)⌧
c2   2cc1e(  1)⌧ + c21e2(  1)⌧
, (5.6)
where the constants C0,C1,C2,C3,C4 are given by
C0 = 6 (  + 12 )G(u2)
3 + d21
✓⇣
@G
@u2
⌘2  G(u2) @2G@u22 ◆ ,
C1 =  12 (  + 2)G(u2)3   3d21
✓⇣
@G
@u2
⌘2  G(u2) @2G@u22 ◆ ,
C2 = 6(1 + 7  +  2)G(u2)3 + 3d21
✓⇣
@G
@u2
⌘2  G(u2) @2G@u22 ◆ ,
C3 =  24(  + 12 )G(u2)3   d21
✓⇣
@G
@u2
⌘2  G(u2) @2G@u22 ◆ ,
C4 = 3(  + 2)G(u2)3.
We can exclude the case     1 > 0. Indeed, the condition | lim⌧!1 Scal| < 1 implies C2 = C3 = C4 = 0 but since
  ,  2, we cannot have C4 = 0.
Suppose that     1 < 0. The condition | lim⌧!1 Scal| < 1 implies C0 = 0, thus, G has to satisfy the ode
@2G
@u22
=
1
G(u2)
0BBBBB@ @G@u2
!2
+
6
d21
 (  + 12 )G(u2)
3
1CCCCCA . (5.7)
Using (5.7), we can rewrite the constants C1,C2,C3 in the form
C1 =  (6    15)G(u2)3,
C2 =  (12 2   33    6)G(u2)3,
C3 = (6 2   21    12)G(u2)3.
(5.8)
Let us evaluate further the condition | lim⌧!1 Scal| < 1.
Suppose first that   > 0. We see from (5.6) that this implies C1 = C2 = C3 = 0. But the solution   = 156 of C1 = 0
is already excluded since we assumed     1 < 0.
Next suppose that   = 0. Then, we see from (5.6) that in order to have | lim⌧!1 Scal| < 1 satisfied, we must have
C1 = C2 = 0. But as we see from (5.8), C2 is not zero for   = 0. It follows that the case   = 0 cannot occur.
Now suppose that  2 <   < 0. From (5.6) we see that | lim⌧!1 Scal| < 1 implies C1 = 0. By (5.8), C1 = 0 is not
fulfilled for  2 <   < 0 which henceforth excludes this case.
For   <  2, the condition | lim⌧!1 Scal| < 1 is automatically satisfied. On the other hand, the condition
| lim⌧! 1 Scal| < 1 implies for example that C4 has to vanish which is not fulfilled.
Finally, we obtain that for no choice of parameters in the case   ,  2, the scalar curvature Scal is bounded. It
follows that this case cannot occur. This completes the proof of Theorem 1.6.
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