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In this thesis, we use first-principles methods to study a class of systems known as
strongly correlated materials in which exceptionally strong electron-electron repulsion in the
d or f electron shell can lead to intriguing physical properties. The focus is on transition
metal oxide and phosphate intercalation materials such as LixCoO2 and LixFePO4, which
are employed as the positive electrode in rechargeable Li ion batteries. We also study the
transition metal dichalcogenide system VS2 as a candidate for strong correlation physics
with analogous features to the cuprate high-temperature superconductors.
Density functional theory (DFT), the standard theory of materials science which can be
viewed as an effective single-electron theory, often breaks down for strongly correlated ma-
terials. In this thesis, we augment DFT with a more sophisticated many-electron approach
known as dynamical mean-field theory (DMFT). We use the resultant DFT+DMFT ap-
proach with the numerically exact continuous-time quantum Monte Carlo solver to explore
the physics of the materials studied here and probe compositional phase stability and related
observables within DFT+DMFT for the first time. The elementary but efficient Hartree-Fock
solver for the DMFT equations (i.e., DFT+U) is also utilized in order to cleanly separate the
role of dynamical correlations and to better understand the respective methods. With these
ab initio methods, we predict the compositional phase stability, average intercalation volt-
age, Li order-disorder transition temperature, structural phase stability, phonons, magnetic
properties, and other important characteristics of strongly correlated materials.
At the DFT+U level of theory, electronic correlations destabilize the intermediate-x com-
pounds of cathode materials via enhanced ordering of the endmember d orbitals. DFT+U
is qualitatively consistent with experiments for phase stable LixCoO2, phase separating
LixFePO4, and phase stable LixCoPO4. In Li1/2CoO2, which is not charge ordered in ex-
periments, the charge ordering predicted by DFT+U primarily stems from the approximate
interaction, is necessary to qualitatively capture the phase stability, and erroneously pre-
dicts an insulating state and an overestimated Li order-disorder transition temperature.
DFT+DMFT calculations describe LiCoO2 as a band insulator with appreciable correla-
tions within the Eg states and CoO2 as a moderately correlated Fermi liquid; for both these
systems we find evidence for appreciable charge and spin fluctuations. Dynamical corre-
lations substantially dampen changes in the number of d electrons per site and the total
energy as compared to DFT+U , which alters the predicted battery voltage between the two
methods. We find that our DFT+DMFT results underestimate the average intercalation
voltage for LixCoO2 and discuss possible reasons for the discrepancy.
In monolayer VS2, a combination of crystal field splitting and direct V–V hopping leads
to an isolated low-energy band for the trigonal prismatic phase within non-spin-polarized
DFT. Ferromagnetism spin splits this band within spin DFT and leads to a S = 1/2 ferro-
magnetic Stoner insulator. DFT+U opens this gap and leads to Mott insulating behavior,
though for sufficiently high U an octahedral phase becomes favored. Using the known charge
density wave of this octahedral phase, we assess the validity of DFT and DFT+U in this
class of materials. If realized, trigonal prismatic VS2 could be experimentally probed in an
unprecedented fashion due to its monolayer nature.
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1.1 The many-body problem in electronic structure
The underlying equation describing the properties of a molecule or a solid are known
from quantum mechanics. Ignoring relativistic effects, which are typically only relevant for





























where Rα is the position of nucleus α with mass Mα and charge Zαe and ri is the position
of electron i with mass m and charge −e. The terms correspond to the kinetic energy of
the nuclei and electrons, the nuclei-nuclei and electron-electron Coulomb interactions, and
the electron-nuclei Coulomb interaction. Since their mass is much larger than the electrons,
the nuclei can be treated separately (the Born-Oppenheimer approximation). In this case,














where pα and Rα are the classical momentum and position vectors (rather than opera-
tors). The electronic energy Eelec is determined by solving to the Schrödinger equation
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Although this equation can be easily written down, it is hopelessly difficult to solve for
any system with more than a few electrons. The fundamental difficulty is the fact that the
dimensionality of the problem grows extremely rapidly with the size of the system since the
fundamental quantity, the many-body wavefunction Ψ({ri}), depends on the positions of
all the Nelec electrons. In other words, it is a 3Nelec-dimensional function (the factor of 3
coming from the number of spatial dimensions). The size of the wavefunction Ψ increases
exponentially with Nelec, and therefore the time to solve the equation increases exponentially
or faster. To illustrate the basic problem, suppose there is a single-electron (Nelec = 1)
problem that can be solved numerically on a modern computer in one second. Table 1.1
illustrates how the time to solve increases extremely rapidly with Nelec: once we are interested
in even a 20-electron problem it will take over five years to get the answer.





100 3.1× 1035 years
Table 1.1: Exponential scaling of the time to solve the many-electron Schrödinger
equation, assuming a single-electron problem takes 1 second to solve numerically
and the scaling prefactor is unity. The time to solve a 100-electron problem (1035
years) is astronomical.
Paul Dirac best described this conundrum, known as the “many-body problem,” in his
famous quote [Dirac (1929)]: “The underlying physical laws necessary for the mathematical
theory of a large part of physics and the whole of chemistry are thus completely known, and
the difficulty is only that the exact application of these laws leads to equations much too
complicated to be soluble.”
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1.2 Density functional theory
There are generally two classes of approaches aimed at overcoming the many-body prob-
lem in electronic structure. In the first, from the chemistry community, one continues to work
with the many-body wavefunction Ψ but makes approximations to its form. Some examples
are Møller-Plesset perturbation theory, configuration interaction, and coupled cluster. While
such quantum chemistry approaches are extremely valuable, they are often less utilized out-
side the study of relatively small molecules since the scaling of the problem with Nelec is still
usually prohibitive (e.g. O(N5−7elec )). However, there is a widely-used alternative approach
from the physics community called density functional theory (DFT). The idea is to avoid Ψ
entirely as its size is massive and it contains much more information than we likely need. In
DFT, the electron density ρ(r) is taken as the fundamental variable instead of Ψ.
There are two fundamental underpinnings to DFT. The first, shown by Pierre Hohenberg
and Walter Kohn in 1964, is that the total energy of any Nelec-electron system is a unique
functional of ρ(r) that is minimized for the ground state [Hohenberg and Kohn (1964)]. This
surprising result known as the Hohenberg-Kohn theorem demonstrates that, if we restrict our
attention to the ground state, in principle one can circumvent dealing with the complicated
many-body wavefunction Ψ and instead deal with the much simpler function ρ(r).
The second component comes from Walter Kohn and Lu Sham, who a year later showed





where {ψi(r)} are auxiliary single-electron wavefunctions (orbitals) corresponding to non-
interacting electrons in a special effective potential [Kohn and Sham (1965)]. This “Kohn-
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Here the first term is the electron-nucleus interaction, the second term is the average (mean-
field or Hartree) Coulomb energy, and the exchange-correlation potential Vxc contains in it all
the effects not taken into account by the single-particle kinetic energy (−~
2
2m
∇2) or the other
two terms in VKS. In this context, correlation generally refers to the interactions beyond the
Hartree term and exchange refers to the effect of the Pauli exclusion principle. Formally,






The fundamental idea of DFT, as shown conceptually in Figure 1.1, is that we have mapped
a very complicated Nelec-electron problem with all the interactions onto a much simpler
1-electron (non-interacting) problem with an effective potential.
ALL COULOMB INTERACTIONS









Figure 1.1: DFT maps an interacting Nelec-electron problem with the full interac-
tions onto an auxiliary 1-electron problem with an effective Kohn-Sham potential
containing contributions from the electron-nucleus interaction, mean-field Coulomb
interaction, and the exchange-correlation potential. In this schematic, the black
circles correspond to electrons and the gradient on the right side represents the
fictitious Kohn-Sham potential.
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The beauty of this theory is that we have mapped an intractable 3N -dimensional problem
into a much simpler 3-dimensional problem. The “catch” here is that while we know the
exchange-correlation potential exists, we do not know its exact form. In practice we must
make approximations to this part of the Kohn-Sham potential. The first approximation to
Exc, proposed by Kohn and Sham in their paper and still often used today, is called the local
density approximation (LDA). It assumes that at a particular point in space Exc(r) is equal
to Exc of a model system called the homogeneous electron gas of the same fixed density, which
has been exactly numerically computed using quantum Monte Carlo calculations. Another
widely-used approximation is the generalized gradient approximation (GGA) (e.g. that of
Perdew, Burke, and Ernzerhof [Perdew et al. (1996)]), which goes a step beyond the LDA by
also including dependence on the gradient of the density ∇ρ. Note additionally that this is
a nonlinear partial differential equation since the single-particle wavefunctions ψ enter into
the Kohn-Sham potential via ρ, so the equations must be solved iteratively. DFT is referred
to as a “first-principles” or sometimes “ab initio” theory since usually there is no empiricism
in the approximations of the Kohn-Sham potential.
Walter Kohn won half of the Nobel Prize in Chemistry in 1998 for DFT. It has been
enormously successful in physics, chemistry, and materials science and is applied to materials
with elements across the periodic table. As such, DFT is considered to be the “standard
theory” of materials science. The fundamental quantities it provides are the total energy and
electron density. From derivatives of the total energy, it can tell us forces on the nuclei as
well as atomic vibrations (phonons). Furthermore, by interpreting the auxiliary Kohn-Sham
states as the actual wavefunctions much additional information can be predicted such as the
band structure and density of states.
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1.3 Strongly correlated materials
Correlated materials are systems in which the Coulomb interactions in an open d or f
electron shell are especially strong. Examples are transition metal oxides, actinides, heavy
fermion materials, and organic charge transfer salts. These materials can exhibit magnetism,
metal-insulator transitions, superconductivity, and charge density waves. Correlated materi-
als host some of the most fascinating phenomena such as high-temperature superconductivity
and colossal magnetoresistance. As such, it would be highly desirable to properly describe
correlated materials from theory.
Figure 1.2: Radial probability distribution for Cu 4s (black), Cu 3d (blue), and
F 2p based on LDA calculations of single atoms. The F 2p curve is centered at
r = 4aB, where aB is the Bohr radius. Cu and F are in in the [Ar]3d
104s1 and
[He]2s22p5 configurations, respectively. Figure taken from Pavarini et al. (2011).
Figure 1.2 illustrates the much more delocalized nature of s and p electrons using the
example of isolated Cu and F atoms separated by 4 times the Bohr radius. Since d and
f electrons are much more localized, the Coulomb repulsion between them is especially
large. In correlated materials this leads to significant many-body effects in open d or f
shells. Although it is an exact many-body theory for the ground-state energy and density,
in practice DFT fails to properly capture this strong Coulomb interaction. Furthermore, the
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interpretation of the Kohn-Sham states as approximate quasiparticle states as is often done
in DFT (though not completely justified) typically fails very severely for correlated materials
unlike for noncorrelated materials.
The most important failure of DFT in this context is the description of the Mott insulator
[Imada et al. (1998)]. This class of materials has an odd number of electrons, so band theory
(and typically DFT) predicts they are metallic. In reality they are strongly insulating even in
the paramagnetic phase above the magnetic ordering temperature since the strong Coulomb
interaction localizes the electrons. A couple of classic examples are NiO and LaTiO3.
1.3.1 Hubbard model
The minimal model Hamiltonian believed to describe the physics of strongly correlated
systems is the famous Hubbard model [Kanamori (1963); Hubbard (1963); Gutzwiller (1963)],








where ĉ†iσ (ĉiσ) is the creation (annihilation) operator in the second quantization picture for
lattice site i and spin σ and n̂iσ = ĉ
†
iσ ĉiσ is the corresponding number operator. Here t is the
hopping parameter, which is proportional to overlap between the orbitals of nearest neighbor
sites and gives the electronic bandwidth, and U is the on-site Coulomb repulsion strength.
The Hubbard model shown schematically in Fig. 1.3 describes the competition between
the hopping, which favors delocalized metallic states, and the tendency for electronic local-
ization and insulating behavior due to U . In this model only the strongest contribution to
the Coulomb interaction, that on a single lattice site, is retained. The 〈i, j〉 indicates we
only include nearest-neighbor hopping as in simple tight binding models, though this is easy




Figure 1.3: Schematic of the Hubbard model on a two-dimensional square lattice.
Electron hopping between sites is favorable with energy −t. Double occupancy on
a single site results in an energy penalty of +U .
1. Introduction 9
down, this is a many-body problem that is generally very difficult to solve. Exact solutions
only exist in one and infinite dimensions. In the strongly correlated electron materials com-
munity, there has been a large amount of effort to solve this and other model Hamiltonians
since an ab initio theory has been lacking.
1.4 DFT plus Hubbard U
In the DFT plus Hubbard U (DFT+U) method, DFT is augmented with an explicit
though approximate treatment of the Coulomb interaction for the strongly correlated elec-
tronic degrees of freedom [Anisimov et al. (1991, 1993); Liechtenstein et al. (1995); Anisimov
et al. (1997); Dudarev et al. (1998); Himmetoglu et al. (2014)]. This approach provides a
means to correct some of the deficiencies of pure DFT for strongly correlated materials and
is a useful and popular tool in electronic structure theory.
As summarized in Sec. 1.2, pure DFT is a theory in which the electron density ρ(r), a
three-dimensional function, is the fundamental variable. However, one is free to construct
alternative theories based on other variables containing more information. The general idea
is that variables other than the electron density can be better suited to capture the physics
of correlated materials.
In DFT+U we construct a theory in which the occupancies of localized orbitals are
primary variables in addition to ρ(r). The underlying logic here is to isolate the part of the
Hilbert space in which the correlations are particularly strong, for example the transition
metal d orbitals, and to provide an improved treatment of the interactions in this subspace.
Typically this partitioning is done using Wannier functions [Marzari and Vanderbilt (1997)]
or atomic-like orbitals {|φτm〉} where m labels the orbital and τ labels the atomic site.
While in DFT the total energy is a functional solely of ρ(r), in DFT+U a dependence
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is also included. Here |ψkvσ〉 is the Kohn-Sham state of crystal momentum k, band v, and
spin σ and fkvσ is the corresponding Fermi-Dirac occupation factor. This gives a modified
total energy expression of
EDFT+U [ρ, n
τσ] = EDFT [ρ] + EU [n
τσ]− Edc[nτσ],
where EDFT [ρ] is the total energy from DFT, EU [n
τσ] is the on-site Coulomb energy for the
correlated orbitals, and Edc[n
τσ] is a double counting term whose aim is to subtract out the
portion of EU [n
τσ] already captured by EDFT [ρ].
1.4.1 Basic form




































































Here for simplicity we are assuming there is a single correlated atomic species with on-site
Coulomb repulsion U , though this can be easily generalized to more complex situations.
The value of U is often taken as an adjustable parameter, though there are approaches
to compute it from first principles such as the linear response approach [Cococcioni and
de Gironcoli (2005)]. The total interaction energy EU is equal to 〈ĤU〉. Using a Hartree-
Fock approximation 〈n̂τσm n̂τσ
′
m′ 〉 = 〈n̂τσm 〉〈n̂τσ
′










Note that the use of Hartree-Fock is the main approximation in this method. DFT+U is
an approximation to more advanced theories such as DFT plus dynamical mean-field theory
(see Sec. 1.5) in which beyond-Hartree-Fock techniques are used to solve the correlation
problem.
Since there is typically no unique way to determine the portion of EU already taken into
account within DFT, in practice one must choose some form of the double counting energy
Edc. There are two forms popular in the literature. The first is called fully-localized-limit
(FLL) double counting. The idea here is that in a very correlated material the electronic
states of the correlated atom are very localized and atomic-like with occupancies of either
zero or one. In this limit we compute Edc as












































mm is the total number of electrons in the correlated shell on site τ . An
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alternative form for less correlated situations is around-mean-field (AMF) double counting,
which supposes that within DFT each orbital on site τ should have an average occupancy
〈nτ 〉.






































































Nτ (Nτ − 〈nτ 〉)
From here on only the FLL double counting, which is the most popular form, is considered.
This gives our overall energy functional as
EDFT+U [ρ, n














Nτ (Nτ − 1)
Notice that only EU contains orbitally-dependent terms. The double counting term only
depends on the trace of the density matrix, which makes sense since DFT is only concerned
with the density.
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The U and double counting terms can be written together in the following way:







































The form nτσmm(1 − nτσmm) shows that the correction to the total energy serves to penalize
fractional occupancy of the correlated orbitals. In other words, this term penalizes deviations
from idempotency (the condition of having eigenvalues of 0 or 1) of the density matrix.
In the plot of total energy versus number of electrons shown in Fig. 1.4, approximate
DFT gives a smooth, roughly quadratic curve. However, for exact DFT it can be shown
that one should have a piecewise continuous function with discontinuities in the derivative
at points of integer number of electrons [Perdew et al. (1982)]. This lack of a derivative
discontinuity is a well-known deficiency of approximate functionals like LDA and GGA that
is partly responsible for the underestimation of electronic band gaps. Since the correction
in DFT+U has the form nτσmm(1− nτσmm), one interpretation is that this helps to restore the
missing derivative discontinuity. This is consistent with improved prediction of electronic
band gaps for correlated materials within DFT+U .
We now also need to determine how the additions to the total energy functional change
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Figure 1.4: Schematic of total energy versus number of electrons N for exact
(red) and approximate (black) DFT. The correction to the total energy from the
DFT+U method shown in blue can be viewed as a means to help restore the missing
derivative discontinuity in approximate DFT. Figure taken from Cococcioni and
de Gironcoli (2005).
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where we have used the fact that ∂NT/∂n
TS
MM = 1. Overall our new effective potential is















This equation tells us the basic behavior of the DFT+U approach. When we have an
occupied correlated orbital, nTSMM is near unity so the correction to the potential is −U/2.
For an unoccupied correlated orbital, nTSMM is near zero so the correction to the potential is
+U/2. Therefore, we expect to open an electronic band gap of around the Coulomb energy
U . Note that we still solve our modified Kohn-Sham equations iteratively. So the method
does not just perform a rigid shift – it takes into account other factors such as changes in
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hybridization between the correlated and noncorrelated orbitals.
1.4.2 Rotationally-invariant formalism
While the above formalism captures the essence of the DFT+U method, it turns out
to not be invariant to a unitary rotation of the localized atomic basis. So it is preferable
in practice to use a rotationally-invariant implementation [Liechtenstein et al. (1995)]. The

















where Vee = 1/|r− r′| is the Coulomb potential and we use the notation |mm′〉 = |φτm〉|φτm′〉.














and F k are radial Slater integrals.
The screened (not bare) Coulomb potential is appropriate in this case due to the screening
of the noncorrelated degrees of freedom. So in practice we treat the matrix elements of the















F 2 + F 4
14
Typically we assume F 2/F 4 has the same value as in an isolated atom (0.625). So then we
have all the necessary Slater integrals parametrized in terms of U and J and our functional



















1.5 DFT plus dynamical mean-field theory
1.5.1 Dynamical mean-field theory
Dynamical mean-field theory (DMFT) is a newer approach to solve the many-body prob-
lem that relies on an approximation of an effective interaction potential that is local in
space but is dynamical (i.e., fluctuating in time) [Georges et al. (1996)]. There are a few
important foundational papers for DMFT. The first comes from Walter Metzner and Dieter
Vollhardt [Metzner and Vollhardt (1989)]. Using the Hubbard model (see Sec. 1.3.1) as
an example, they demonstrated that the limit of infinite dimensions, d → ∞, is non-trivial
if the hopping parameter is scaled as t/
√
d to ensure the energies remain finite. In this
limit, common approximations used in variational calculations such as the Gutzwiller ap-
proximation become exact. Soon after Erwin Müller-Hartmann proved that the self-energy
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Σ, which encodes all the interaction effects, is local in space (i.e., it has no dependence on
k) in this limit [Müller-Hartmann (1989)]. The final paper comes from Antoine Georges and
Gabriel Kotliar [Georges and Kotliar (1992)]. Also working in the context of the Hubbard
model, in 1992 they showed that in infinite dimensions this problem can be exactly mapped
onto an auxiliary problem known as a quantum impurity problem, with an additional self-
consistency condition. This contribution was also made by Fusayoshi Ohkawa around the
same time [Ohkawa (1991a,b)].
A quantum impurity problem corresponds to a single interacting lattice site embedded
in a reservoir or bath of non-interacting electrons. In this case, the bath is chosen to mimic
the effect of the discarded lattice sites. While the quantum impurity problem is still a many-
body problem, it is a drastically simpler one. The relevant quantum impurity problem, the
famous Anderson impurity model originally devised in the context of magnetic impurities

















σ is the annihilation (creation) operator for a correlated orbital of spin σ, energy εd,




kσ is the bath orbital annihilation (creation) operator for
crystal momentum k, spin σ, and energy εk with number operator n̂kσ. The first two terms
encode the non-interacting band structure of the correlated (e.g. d or f) and bath states,
respectively, while the third term is the on-site Coulomb interaction parametrized by U .
The final term, called the hybridization, contains the interaction between the bath orbitals
and the correlated orbitals via the hybridization parameters Vkd. The schematic picture of
DMFT is illustrated in Fig. 1.5.
DMFT, which was developed in the context of model Hamiltonians, is written in the
language of the single-particle Green function −i〈Ψ|T [ψ(r, t)ψ†(r′, t′)]|Ψ〉, where T is the

















Figure 1.5: DMFT maps the lattice many-body problem onto a quantum impurity
problem of a single lattice site embedded in a fictitious bath of electrons chosen to
mimic the effect of the discarded lattice sites. DMFT, which is exact in the limit
of infinite dimensions, captures the dynamical local correlations. In the right part
of this schematic, a single correlated orbital is considered. As a function of time,
electrons can hop on and off of the site via hybridization with the bath. The concept
of this image comes from Kotliar and Vollhardt (2004).
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the many-body wavefunction. In this language, working in the momentum and frequency
domain, the self-consistency condition of DMFT is the requirement that the Green function
of the impurity problem G(ω) equals the local lattice Green function Gττ (ω):






ω + µ− εk − Σ(ω)
,
where the k-sum is over the Nk k-points in the first Brillouin zone, ω is the frequency, and
µ is the chemical potential. The hybridization parameters in Ĥeff are chosen such that this
self-consistency condition is satisfied. The self-energy Σ contains all of the interaction effects
and can be determined by the Dyson equation
G−1(ω) = G−1(ω) + Σ(ω),
where G is the bath Green function. The real part of the self-energy dictates shifts in
the quasiparticle energy levels, whereas the imaginary part relates to the broadening and
incoherence of these states.
The fundamental approximation of DMFT is a local (i.e., k-independent) self-energy Σ.
As indicated above, the self-energy above only depends on frequency ω and is identical for
each k. Therefore, DMFT captures dynamical local correlations (as opposed to only static
local correlations in Hartree-Fock theory). This approximation becomes exact in the limit
of infinite dimension or lattice coordination, and there is evidence that this is generally a
reasonable approximation even in finite (e.g. two or three) dimensions [Georges et al. (1996)].
In cases in which nonlocal correlations are relevant, there are cluster extensions to DMFT
[Maier et al. (2005)] that can recover the momentum dependence of Σ, though we will not
discuss them here.
1. Introduction 21
1.5.2 Merging DFT and dynamical mean-field theory
DFT+DMFT is analogous to DFT+U , but it employs DMFT rather than the Hartree-
Fock approximation to solve the correlation problem [Kotliar et al. (2006)]. We note that
DFT+DMFT is a nonperturbative approach, unlike other beyond-DFT approaches such as
the GW approximation. Here we focus on the total energy formalism of Park et al. (2014),
which is employed in Chap. 3. In this formalism, the Wannier function basis is employed
and the DMFT equations are solved on the axis of imaginary Matsubara frequencies iωn.
The total energy becomes a functional of the single-particle Green function G in addition to
ρ:
EDFT+DMFT [ρ,G] = EDFT [ρ] + EKS[ρ,G] + EU [G]− Edc[G].
As the single-particle Green function contains much more information than the single-particle
density matrix, the additional fundamental variable of DFT+U , DFT+DMFT is a substan-










where T is the temperature. Here G and Σ are matrices in the space of correlated orbitals,
and we are assuming only a single correlated site τ for convenience. The double counting
energy, which is identical to that of DFT+U , is still only a function of N and is obtained






iωn0− , where Gk(ω) = [ω +
µ− εk −Σ(ω)]−1. EKS[ρ,G] is a correction term for the band energy, which is needed since
the density matrix component nkν for crystal momentum k and band ν differs from the






εKSkν (nkν − fkν),
where εKSkν is the Kohn-Sham eigenvalue.
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Here we focus on the rotationally-invariant Slater-Kanamori form of the interaction term,
as that will be used later in Chapter 3. This Hamiltonian can be split into components that
are diagonal (D) and off-diagonal (OD) in the density via Ĥ = ĤD + ĤOD. The diagonal




n̂m↑n̂m↓ + (U − 2J)
∑
m 6=m′























α,σ n̂ασ and N̂σ =
∑











and corresponds to the double exchange and pair hopping interactions. To compute the
mean-field (Hartree-Fock) part of the interaction energy, we take the expectation value of
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To derive the mean-field part of the corresponding potential V corMF , we take the mean-
field correlation energy expression above and take the derivative with respect to a particular
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(2Ns − 2〈n̂Ms〉)− J [(Ns̄ +Ns̄)− (〈n̂Ms̄〉+ 〈n̂Ms̄〉)]
= U(N − 〈n̂Ms〉)− 3J(Ns − 〈n̂Ms〉)− J(2Ns̄ − 2〈n̂Ms̄〉)
= U(N − 〈n̂Ms〉)− 3J(Ns − 〈n̂Ms〉)− 2J(Ns̄ − 〈n̂Ms̄〉)
Assuming paramagnetism, 〈n̂mσ〉 = 〈n̂mσ̄〉 ≡ nm ∀m and Nσ = Nσ̄ ≡ N/2. This gives


















= U (N − nm)− 2.5J (N − 2nm)
= U(N − 2nm) + Unm − 2.5J(N − 2nm)
= (U − 2.5J)(N − 2nm) + Unm




N(N − 1)− 5J
4
N(N − 2).
In order to capture dynamical correlation effects, one must utilize an impurity solver
that goes beyond the Hartree-Fock approximation. In this thesis we employ the continuous-
time quantum Monte Carlo (CTQMC) impurity solver, which relies on the diagrammatic
expansion of the partition function Z for the impurity problem and a stochastic sampling of
all the local Feynman diagrams [Gull et al. (2011)]. CTQMC is a numerically-exact, finite-
temperature approach in which the DMFT equations are solved on the imaginary frequency
axis. We utilize the hybridization expansion type of CTQMC [Werner and Millis (2006);
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Werner et al. (2006); Haule (2007)], for which the partition function is expanded in the









DMFT single-site DMFT calculation
Figure 1.6: Overall workflow for the DFT+DMFT calculations.
Figure 1.6 illustrates the basic workflow of our single-site, paramagnetic DFT+DMFT
approach. First a non-spin-polarized DFT calculation is performed. Then the Wannier
functions are computed and the real-space Hamiltonian is computed. Finally, we perform
the single-site DMFT calculation based on this Hamiltonian.
A workflow for the DMFT component is shown in Fig. 1.7. The non-interacting prop-
erties are first computed by setting the self-energy Σ to zero. Then the Hartree-Fock ap-
proximation is taken as an initial guess for Σ and the hybridization function ∆ encoding













Build Σ (previous iteration, 
otherwise Hartree-Fock)1
Initialize Σ=0 and compute Gii(ω), 
μ, Nd0
Compute Δ from Σ and Gii and 
compute Etot2
Solve impurity problem to get 
new Σ and G using CTQMC3
Figure 1.7: DMFT component of the workflow for DFT+DMFT calculations.
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step the total energy computation is performed. CTQMC is then employed to solve the
impurity problem to obtain the new Green function and self-energy for the next iteration of
the self-consistency loop. Note that here there is no charge self-consistency, so there is no
outer loop to recompute the DFT properties and Wannier functions.
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Chapter 2
Phase stability of strongly correlated
electron materials within DFT+U
Predicting the compositional phase stability of correlated transition metal oxides and phos-
phates is an outstanding challenge in condensed matter physics. In this work, we employ the
density functional theory plus U (DFT+U) formalism to address the effects of local corre-
lations arising from transition metal d electrons in the prototype materials layered LixCoO2
and olivine LixFePO4. We exploit a new spectral representation of the DFT+U total energy
revealing the distinct roles of the filling and ordering of the correlated subspace. The on-site
interaction U drives both of these very different materials systems towards phase separation,
stemming from enhanced ordering of the d orbital occupancies in the x = 0 and x = 1
species, whereas changes in the overall filling of the d shell contribute negligibly. Charge
ordering and structural relaxations dampen, but do not eliminate, this tendency to phase
separate. We show that DFT+U is qualitatively consistent with experiments for phase sta-
ble LixCoO2, phase separating LixFePO4, and phase stable LixCoPO4. A related observable
which probes the accuracy of total energies within DFT+U is the Li order-disorder transi-
tion temperature for Li1/2CoO2, and we find a substantial overestimation of this observable
stemming from unphysical charge ordering arising from the correlated subspace interaction
energy as opposed to the double counting. More generally, DFT+U tends to predict charge
ordering in nonstochiometric compounds, even for a wide range of composition, raising the
difficult question of when this effect is physical. We demonstrate that the phase stability of
Li1/2CoO2 within DFT+U is qualitatively incorrect without strong charge ordering, resulting
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in a large band gap, which is not observed in experiment. Our results motivate the need for
other advanced techniques, such as DFT plus dynamical mean-field theory, for total energies
in strongly correlated materials.
2.1 Introduction
Strongly correlated materials (SCMs), in which density functional theory (DFT) [Ho-
henberg and Kohn (1964); Kohn and Sham (1965)] calculations break down for selected
observables due to strong electron-electron interactions, are at the forefront of condensed
matter physics [Kotliar and Vollhardt (2004); Morosan et al. (2012)]. Phenomenologically,
SCMs exist in a ground state which is in the vicinity of a Mott transition [Mott (1968);
Imada et al. (1998)] whereby electronic hopping may be overwhelmed by local interactions,
resulting in an insulating state. Realizations of SCMs often contain atoms with open shell d
or f electrons, such as the high-temperature superconducting cuprates [Bednorz and Müller
(1986)], colossal magnetoresistance manganites [Ramirez (1997)], and heavy fermion actinide
based materials [Coleman (2007)].
Predicting the properties of strongly correlated materials is an outstanding problem in
solid state physics. The standard approach of DFT, which is the most generic theory of
electronic structure for materials physics, is in principle an exact theory for the ground state
energy and electron density of any many-electron system. However, the exact exchange-
correlation functional needed is unknown and typically is approximated based on the ho-
mogeneous electron gas. As a result, DFT in practice is typically unable to capture critical
aspects of the physics of strongly correlated materials [Jones and Gunnarsson (1989); Jones
(2015); Kotliar and Vollhardt (2004)].
One of many important technological contexts highlighting the need for an accurate
electronic structure method for strongly correlated materials is that of Li ion batteries. These
electrochemical cells, which enable energy storage via the reversible transport (cycling) of
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Li ions between two electrodes through an electrolyte, rely critically on a cathode material
that is able to intercalate Li ions while maintaining the same structure. Cathode materials
typically employ transition metals to accommodate the changes in oxidation state associated
with the presence or absence of Li ions. They usually also contain oxygen or another oxygen-
containing anion group. Since they have an open d electron shell, cathode materials are often
susceptible to strong correlation physics.
Many of the current cathode materials utilized today are based on the material LixCoO2,
shown in Fig. 2.1(a) for x = 1, which can store Li ions in between its CoO2 layers [Mizushima
et al. (1980)]. Although cathodes based on LixCoO2 have been very commercially successful,
there is currently strong demand for new cathodes with increased energy capacity, decreased
charge/discharge time, reinforced safety, and reduced cost as Li ion batteries enter large-scale
applications such as electric vehicles and grid-level energy storage. [Ellis et al. (2010)] To
help achieve to this goal, significant efforts are being made to computationally screen new
candidates for rechargeable battery cathodes [Ceder (2010); Hautier et al. (2011b); Mueller
et al. (2011); Hautier et al. (2011a)].
One of the most fundamental properties of a potential battery cathode material is whether
there are stable compounds of intermediate Li concentration (0 < x < 1). This property,
called phase stability, has a strong impact on the charge/discharge mechanism and also can
impact the voltage and capacity of the battery. For example, the fast charge/discharge ki-
netics and x-dependent voltage in LixCoO2 stem from its several stable intermediate phases
[Reimers and Dahn (1992); Van der Ven et al. (1998); Wolverton and Zunger (1998)]. Ir-
reversible phase transitions when delithiating to x < 0.5, for which the stable compounds
have significant structural differences, unfortunately limit the usable capacity of LixCoO2 to
x > 0.5 [Whittingham (2004)].
Exhibiting high thermal stability, voltage, and theoretical capacity and consisting of
Earth-abundant elements, olivine LixFePO4 [see Fig. 2.1(b)] is a promising candidate for
battery cathodes [Padhi et al. (1997b,a)]. However, in contrast to LixCoO2, LixFePO4 does












Figure 2.1: Crystal structures of (a) LixCoO2 and (b) LixFePO4. The large
green, medium blue, medium gold, small purple, and small red spheres represent
ionic positions of Li, Co, Fe, P, and O, respectively The black lines indicate for (a)
the unit cell of the lowest-energy Li1/2CoO2 configuration and for (b) the primitive
unit cell. Images of crystal structures are generated using vesta [Momma and
Izumi (2011)].
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not have any stable compounds for intermediate x. It instead exhibits phase separation into
its fully lithiated (x = 0) and fully delithiated (x = 1) endmembers, which may contribute
to slow charge/discharge kinetics. [Padhi et al. (1997b); Delacourt et al. (2005); Dodd
et al. (2006)] While nanostructuring LixFePO4 can reduce this phase separation at room
temperature, [Yamada et al. (2005, 2006); Meethong et al. (2007)] it is generally accompanied
by an undesirable loss in volumetric and gravimetric energy and power densities.
G. Ceder and coworkers performed several studies on the phase stability of LixFePO4
using electronic structure calculations. DFT predicts very stable compounds of intermediate
x in LixFePO4, in stark disagreement with experiment [Zhou et al. (2004c)]. In contrast,
DFT does not fail to capture the phase stability of LixCoO2 [Van der Ven et al. (1998);
Wolverton and Zunger (1998)]. A beyond-DFT approach combining DFT and exact Hartree-
Fock exchange, called a hybrid functional, also fails to capture the total phase separation
in LixFePO4 [Ong et al. (2011)]. DFT+U calculations, which include an explicit on-site
Coulomb interaction U for the transition metal d electrons, were found to predict phase
separation in LixFePO4 for sufficiently high values of U [Zhou et al. (2004c)]. In later work,
a cluster expansion based on such DFT+U energetics rationalized this phase separation in
terms of strong Li–electron interactions [Zhou et al. (2006)].
The DFT+U study claims that the instability of compounds of intermediate x for
LixFePO4 relates to energy penalties stemming from charge ordering (CO), a symmetry
breaking in which the number of electrons on different transition metal sites differs [Zhou
et al. (2004c)]. However, it is unclear if the CO is physical since this type of static ordering
is the only way in which a static mean-field theory like DFT+U can mimic a Mott insulating
state. Furthermore, the phase separation in LixFePO4 is fundamentally puzzling since with
reasonable parameters the canonical model Hamiltonians describing strong correlations such
as the Hubbard and t–J models do not exhibit phase separation for extended regions of the
phase diagram [Visscher (1974); Marder et al. (1990)].
To explore such issues, in this work we employ extensive DFT+U calculations to un-
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derstand in detail the impact of electronic correlations on phase stability in correlated in-
tercalation materials. We focus on phase stable LixCoO2 and phase separating LixFePO4
and explicitly investigate the role of CO and structural relaxations. A new energy decom-
position is elucidated to quantitatively analyze the impact of U on the overall filling and
on the ordering of orbitals within the d shell. Comparison is made to the LixCoPO4 sys-
tem, which is isostructural to LixFePO4 but does have a stable compound of intermediate x.
We also investigate another physical observable, the order-disorder transition temperature,
for Li1/2CoO2 to provide a clear benchmark of DFT+U theory. The tendency for CO in
DFT+U , how it impacts these thermodynamic properties, and whether it is physical or not
is investigated and discussed. A thorough understanding at the DFT+U level of theory is
critical as we advance to more sophisticated methods to study strongly correlated materials.
For all the materials we have investigated, we find that U destabilizes compounds of in-
termediate x. The Coulomb interaction most strongly affects the endmembers by enhancing
the deviations in the d orbital occupancies from their average value. The compounds of
intermediate x experience the same effect but are unable to orbitally polarize to the same
extent, which directly drives them towards phase separation as U increases. CO and struc-
tural relaxations serve to dampen, but not eliminate, this fundamental effect. CO leads to
a severe overestimation of the order-disorder transition temperature of Li1/2CoO2 and along
with experimental evidence suggests it is an unphysical artifact of DFT+U . Our calculations
demonstrate that the interaction term rather than the double counting term in DFT+U is
responsible for the CO, which suggests that more accurate approaches such as DFT plus
dynamical mean-field theory (DFT+DMFT) may be necessary to accurately describe this
class of materials.
The rest of this paper is organized as follows. Section 2.2 discusses the DFT+U approach
to materials with strong electronic correlations and elucidates our new energy decomposition
in this framework. Section 2.3 describes the computational details for the simulations per-
formed in this work. The electronic structure of the endmembers of LixCoO2 and LixFePO4
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within DFT are described in Sec. 2.4.1. The impact of U on the electronic structure of
LixCoO2 is discussed in Sec. 2.4.2. The origin of the tendency for CO in DFT+U , taking
LixCoO2 as an example, is the focus of Sec. 2.4.3. The impact of U on the phase stabil-
ity of LixCoO2 is discussed in Sec. 2.4.4. The electronic structure and phase stability of
LixFePO4 within DFT+U are described in Sec. 2.4.5 and Sec. 2.4.6, respectively. Section
2.4.7 discusses the formation energy trends for LixCoPO4. Section 2.4.8 elucidates to role
of the double counting on the formation energy trends. The average intercalation voltages
for LixCoO2 and LixFePO4 are presented in Sec. 2.4.9. Section 2.4.10 focuses on the order-
disorder transition temperature of Li1/2CoO2 and its dependence on CO. Finally, conclusions
are presented in Sec. 2.5.
2.2 Methodology
2.2.1 DFT+U approach for correlated materials
The idea of DFT+U [Himmetoglu et al. (2014)] is to provide an improved treatment of
electronic correlations by using not only the density ρ as a primary variable of the energy
functional, but also the single-particle density matrix of a relevant set of local orbitals asso-
ciated with strong correlations. This set of orbitals, which form the correlated subspace, are
typically localized electronic states having d or f character and in practice are defined using
Wannier functions or atomic orbitals |φτm〉 labeled by ionic site τ and angular momentum
projection m.
Having defined the correlated subspace, one needs to construct an approximation for the
energy as a functional of the density and the single-particle density matrix of the correlated
subspace. This is typically approximated using two separate additive functionals:
EDFT+U [ρ, n
τs] = EDFT [ρ] + EU [n
τs]− Edc[nτs]. (2.1)
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where nτs is the local single-particle density matrix for spin projection s and EDFT [ρ] is the
usual Kohn-Sham DFT energy functional using one of the many possible approximations to
the exchange-correlation energy such as the local density approximation (LDA) [Ceperley and
Alder (1980); Vosko et al. (1980); Perdew and Zunger (1981); Perdew and Wang (1992)] or the
generalized gradient approximation (GGA) [Perdew et al. (1992, 1996)]. The functional of
the density matrix EU [n
τs], to be defined mathematically below, is given by the Hartree-Fock
interaction energy based upon a set of screened interactions within the correlated subspace.
There is a clear double counting (dc) problem with such a formulation, as the LDA or GGA
already accounts for interactions of the density arising from the correlated subspace, and
therefore a double-counting energy Edc[n
τs] must be defined and subtracted.
It is common to employ the spin-dependent formulation of DFT (SDFT) rather than
pure DFT, in which case the total energy expression becomes
ESDFT+U [ρ




where ρs is the density for spin projection s. In the simplified rotationally-invariant formalism
of Dudarev et al. [Dudarev et al. (1998)] the interaction term, which we always write in the











where nτsm is the mth eigenvalue of n
τs and U represents the screened on-site Coulomb energy
between different spin-orbitals within the correlated subspace. This approach is equivalent to
the full rotationally-invariant formalism by Liechtenstein et al. [Liechtenstein et al. (1995)]
if the on-site exchange parameter J is set to 0, which can be justified by previous work
indicating that SDFT already contains an intrinsic J [Chen et al. (2015); Park et al. (2015)].
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N τ (N τ − 1), (2.4)




m is the total correlated occupancy on a site. In this work we focus
on materials in which d states form the correlated subspace, so at times we refer to this
quantity as N τd (or Nd if there is only a single site). This double counting energy is equal to
EU [n
τs] in the limit in which all nτsm take on values of 0 or 1.
Using this dc form, the total energy expression can be rewritten as
ESDFT+U [ρ








nτsm (1− nτsm ). (2.5)
This form illustrates that DFT+U penalizes fractional occupancy of the correlated orbitals
and serves to restore the derivative discontinuity of the total energy with respect to total
particle number that is missing in approximate DFT [Perdew et al. (1982); Anisimov et al.
(1993); Himmetoglu et al. (2014); Cococcioni and de Gironcoli (2005)].
2.2.2 Filling and ordering energy decomposition in DFT+U
Two important aspects of DFT+U calculations in correlated materials are (1) the total
number of correlated (d or f) electrons per site and (2) the ordering of electrons within the
correlated subspace based on spin (magnetism), angular momentum (orbital ordering), or
site (CO). These two effects can be labeled as the “filling” and “ordering” of the correlated
orbitals, respectively. Here we elucidate a decomposition of the interaction and dc energies
that enables a useful decoupling of these two effects for analysis of DFT+U results.
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m,s 1 is the number of correlated spin-orbitals per site (e.g. 10 for the d
shell). We then rewrite the interaction and dc energies to contain only terms containing the
mean µτ or the deviation from the mean n
τs
m − µτ .
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(2.8)
is the standard deviation of the occupancies for site τ . We call µτ (1− µτ ) the filling factor
and σ2τ the ordering factor, and at times in our discussion of results we drop the τ subscript







µτ (1− µτ ) (2.9)









These terms encapsulate the two ways in which a system can avoid paying the Coulomb
energetic penalty U . From the filling term, the system can minimize µτ (1− µτ ) by moving
towards completely empty (µτ = 0) or completely filled (µτ = 1) correlated shells on average.
From the ordering term, the system can maximize σ2τ by enhancing the spread in n
τs
m via some
type of ordering. Note that nτsm values for nominally-unoccupied orbitals still contribute to
στ , so this quantity is distinct from other measures of orbital ordering are determined solely
by nominally occupied orbitals.
In this work we are primarily interested in the formation energy, which is defined as
FE(x) = E(x)− [(1− x)E(0) + xE(1)], (2.11)
where E(x) is the cohesive energy of a system with intercalant concentration x. The for-
mation energy indicates whether a species of intermediate x has a higher or lower cohesive
energy than the corresponding linear combination of those of the endmembers. Therefore,
only energy terms beyond linear order in x contribute. The formation energy dictates the
stability of such a species in the limit of low temperature (T → 0); it is stable if negative
and unstable if positive. One can separately construct the formation energy contributions
stemming from EDFT , EU − Edc, Efill, Eord using expressions analogous expressions to Eq.
2.11, allowing one to understand the contribution of each term to the formation energy. Note
that FEfill will be negative if µ(1 − µ) is lower than the endmember linear combination,
while FEord will be negative if σ
2 is higher than the endmember linear combination due to
the negative sign in the definition of Eord in Eq. 2.10. All formation energies reported in
this work are normalized per formula unit (f.u.). We also compute the average intercalation
voltage V via eV = E(Li) + E(0) − E(1), where e is the elementary charge, E(Li) is the
cohesive energy of body-centered-cubic Li, and the energies are normalized to the number
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of f.u [Aydinol et al. (1997)].
2.3 Computational Details
DFT+U calculations based on the spin-dependent generalized gradient approximation
[Perdew et al. (1996)], and the rotationally-invariant Hubbard U interaction [Liechtenstein
et al. (1995)] with J set to 0, and FLL dc are performed using the Vienna ab initio simulation
package (vasp) [Kresse and Hafner (1994, 1993); Kresse and Furthmüller (1996b,a)]. The
projector augmented wave method [Blöchl (1994); Kresse and Joubert (1999)] is employed
and the single-particle equations are solved with a plane-wave basis set with a kinetic en-
ergy cutoff of 500 eV. We use a 9 × 9 × 9 (6 × 7 × 8) k-point grid for the rhombohedral
(orthorhombic) primitive unit cell of LixCoO2 (LixFePO4 and LixCoPO4) and k-point grids
with approximately the same k-point density for supercell calculations. The bulk lithium
calculation is performed using a 19 × 19 × 19 k-point grid. For structural relaxations in
metals we employ the first-order Methfessel-Paxton method [Methfessel and Paxton (1989)]
with a 50 meV smearing and for all other calculations the tetrahedron method with Blöchl
corrections [Blöchl et al. (1994)] is used. The ionic forces, stress tensor components, and
total energy are converged to 0.01 eV/Å, 10−3 GPa, and 10−6 eV, respectively.
The disordered (solid solution) phase of Li1/2CoO2 is modeled via the special quasirandom
structure (SQS) approach [Zunger et al. (1990)] using the Alloy Theoretic Automated Toolkit
(atat) [van de Walle et al. (2002); van de Walle (2009)] using point, pair, triplet, and
quadruplet clusters. Candidate structures are generated based on the correlation functions
of clusters with a maximum inter-site distance up to the in-plane 2nd nearest neighbor
and out-of-plane 1st nearest neighbor distance. To evaluate the structures, we consider the
minimal values of the following figure of merit: the root-sum-square of the differences between
the cluster correlation functions and those of the random structure. In this evaluation, the
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correlation functions of clusters containing a maximum inter-site distance up to the in-plane
5th nearest neighbor and inter-plane 6th nearest neighbor are taken into account.
2.4 Results and Discussion
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Figure 2.2: Electronic density of states for CoO2 in the O3 structure (solid black
lines) and O1 structures (dashed red lines) within DFT, indicating the different
layer stacking has a very small effect on the density of states. The thin dashed
black line indicates the Fermi energy.
We begin by reviewing the electronic structure of the endmembers of LixCoO2 and
LixFePO4 within DFT, comparing with the latest experimental understanding of these ma-
terials. LiCoO2 crystallizes in the layered structure illustrated in Fig. 2.1(a) consisting of
layers of edge-sharing CoO6 octahedra and layers of Li. It has a rhombohedral primitive unit
cell with the R3̄m space group and A-B-C (O3) oxygen stacking [Johnston et al. (1958); Or-
man and Wiseman (1984)]. CoO2 has a very similar structure with a hexagonal unit cell
and A-B (O1) oxygen stacking in the P 3̄m1 space group [Amatucci et al. (1996)]. Here
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Figure 2.3: Projected p and d density of states for (a) CoO2, (b) LiCoO2, (c),
FePO4, and (d) LiFePO4 within DFT. For antiferromagnetic FePO4 and LiFePO4
only a single spin channel is shown. The dashed gray lines indicate the valence band
maximum for insulators and the Fermi energy for metals. Insets are the nominal
transition metal 3d orbital fillings from crystal field theory.
for convenience we consider CoO2 in the O3 structure, which has a very similar electronic
structure to that of the O1 structure within DFT as shown in Fig. 2.2.
In LixCoO2 the octahedral coordination of Co is slightly distorted due to the ability of
the oxygens to relax in the out-of-plane direction, resulting in a symmetry lowering with
T2g → A1g + E ′g. Nominally LiCoO2 is in the d6 configuration with filled E ′g and A1g levels,
while CoO2 has one fewer electron (d
5).
The p and d projection of the electronic density of states within DFT for CoO2 and
LiCoO2 are shown in Fig. 2.3(a) and 2.3(b), respectively. LiCoO2 is found to be a band
insulator in agreement with experiments [van Elp et al. (1991); Ménétrier et al. (1999, 2008)].
The computed band gap of 1.1 eV underestimates the experimental value of 2.7 eV as is
typical for DFT [van Elp et al. (1991)]. The occupancies of A1g, E
′
g and Eg are 0.94, 0.95,
and 0.41 for LiCoO2, demonstrating that hybridization between Co d and O p states leads
to appreciable occupation of the nominally-unoccupied Eg states. CoO2 has a ferromagnetic
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low-spin metallic ground state with a Co magnetic moment of 0.8 µB. In experiments on
CoO2, there is evidence for Fermi liquid behavior and Pauli paramagnetism without any
long-range magnetic ordering [de Vaulx et al. (2007); Motohashi et al. (2007); Kawasaki
et al. (2009)]. For CoO2 the occupation of A1g, E
′
g and Eg are 0.96 (0.67), 0.96 (0.76), and
0.54 (0.52) for spin up (down) electrons, showing the significant degree of covalency in this
system.
LiFePO4 and FePO4 both take on the olivine structure, which has an orthorhombic
primitive unit cell containing 4 formula units in the Pnma space group [Santoro and Newn-
ham (1967); Rousse et al. (2003)]. The structure consists of corner-sharing FeO6 octahedra
layers connected via PO4 tetrahedra as shown in Fig. 2.1(b). For LiFePO4 there are one-
dimensional chains of Li ions.
LixFePO4 has significantly distorted FeO6 octahedra, though for convenience we still
crudely group the d orbitals as T2g and Eg. Experimentally LiFePO4 and FePO4 are high-spin
antiferromagnetic (AFM) insulators with Néel temperatures of 52 and 125 K, respectively
[Santoro and Newnham (1967); Rousse et al. (2003)]. While FePO4 (d
5) nominally has all
the d orbitals on a given site singly occupied with aligned spins (i.e., S = 5/2), for LiFePO4
(d6) there is one additional minority-spin electron in the T2g manifold [Tang and Holzwarth
(2003); Shi et al. (2005)]. Fe linked via corner-sharing octahedra in the same layer have
anti-aligned magnetic moments, while those laterally adjacent in different layers linked via
PO4 have aligned magnetic moments [Santoro and Newnham (1967); Rousse et al. (2003)].
The projected density of states for the olivine endmembers are shown in Fig. 2.3(c)
and 2.3(d). Due to the antiferromagnetism, both spin channels are identical so only one
is shown. FePO4 can be viewed as a charge transfer type insulator since the gap is p–d
in nature, whereas in LiFePO4 d states form both the valence and conduction bands and
the electronic bandwidths near the Fermi energy are extremely narrow (as little as 0.1 eV).
Although LiFePO4 has an even number of electrons, the local Coulomb interaction can play
a strong role in developing or enhancing the insulating behavior. Within DFT, the band
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Figure 2.4: Electronic band gap as a function of U for (a) CoO2, (b) Li1/2CoO2,
and (c) LiCoO2 with relaxations (filled red squares) and with frozen U = 0 struc-
tures (large open black circles). The corresponding plots of Co magnetic moment
are shown in panels (d)–(f). For panels (b) and (e), the additional small filled blue
circles correspond to calculations with frozen U = 0 structures and CO suppressed.
gaps of FePO4 and LiFePO4 are 1.0 eV and 0.4 eV, respectively. These values are brought
much closer to agreement with the experimental band gaps of 1.9 eV [Zaghib et al. (2007)]
and 3.8 eV [Zhou et al. (2004b); Zaghib et al. (2007)] using the DFT+U approach [Zhou
et al. (2004b); Seo et al. (2015)].
2.4.2 Impact of U on electronic structure of LixCoO2
The on-site interaction U has been computed as 4.9 and 5.4 eV for LiCoO2 and CoO2,
respectively [Zhou et al. (2004a)]. The U -dependence of the band gap and Co magnetic
moment for LixCoO2 are shown in Fig. 2.4. The band insulator LiCoO2 has no magnetic
moment and its band gap increases roughly linearly with U from 1.1 eV at U = 0 to 2.9 eV
for U = 5 eV. Structural relaxations with U have little impact on the electronic structure.
Note that we do not explore U > 5 eV since in this regime we find DFT+U predicts a
high-spin state for LiCoO2 [Andriyevsky et al. (2014)] in contradiction with experimental
observation [Ménétrier et al. (1999, 2008)].
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CoO2 is semimetallic at lower values of U with the A1g and E
′
g states both partially
occupied. Beyond U = 1 eV (or U = 2 eV when including structural relaxations), an orbital
ordering occurs in which E ′g completely fills and A1g becomes a nominally half-filled S = 1/2
state. This opens up a band gap of 0.5–1.2 eV and increases the Co magnetic moment to
1-1–1.4 µB, as compared to 0.7–0.8 µB for lower U .
The lowest-energy structure of Li1/2CoO2 has an in-plane ordering of Li and vacancies
corresponding to the unit cell shown in Fig. 2.1(a) with the Li1 ion removed [Reimers and
Dahn (1992); Van der Ven et al. (1998); Wolverton and Zunger (1998)]. Experimental studies
suggest Li1/2CoO2 is a paramagnetic metal with small Co magnetic moments of around 0.25–
0.35 µB [Motohashi et al. (2009); Miyoshi et al. (2010); Ou-Yang et al. (2012)]. Within our
calculations Li1/2CoO2 is a ferromagnetic metal for U ≤ 2 eV with equal Co magnetic
moments of 0.4 µB. For larger U values a new ground state with CO emerges in which the
first site takes on a CoO2-like configuration with a moment of 1.1–1.4 µB and the second
takes on a LiCoO2-like configuration with no moment. CO opens an electronic band gap
that increases with U of 0.6–1.2 eV (0.5–0.9 eV without structural relaxations). Ignoring
structural relaxations, the metallic state without CO is metastable and the Co magnetic
moments are 0.4–0.5 µB and remain roughly constant for all values of U considered.
2.4.3 Tendency for charge ordering in DFT+U
To understand the tendency for CO in DFT+U , we investigated whether its origin is
the interaction (U) term or the dc term. To do so, we implemented a modified DFT+U
approach in which the single-particle potential and total energy contributions stemming
from the interaction term or the dc term are averaged over correlated sites. We call this
site-averaged interaction and site-averaged dc, respectively.
Figure 2.5 illustrates the results of this computational experiment for ordered Li1/2CoO2
using the frozen U = 0 structure. With site-averaged dc (black squares) we still find a CO















































Figure 2.5: (a) Co Nd, (b) Co magnetic moments, and (c) total energy for
Li1/2CoO2 with the frozen U = 0 eV structure for standard DFT+U (blue lines)
as well as with the interaction (filled red circles) or double counting (open black
squares) terms averaged over correlated sites. Total energies in panel (c) are with
respect to those of the standard DFT+U .
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transition, for U > 2 eV. The magnitude of the CO in terms of Nd is slightly reduced, but the
deviations in Co magnetic moment are the same or even more substantial than the standard
DFT+U results (blue lines). The total energy shown in panel (c) for this case is only slightly
(on the order of 10 meV/f.u.) higher than in the case of standard DFT+U , which indicates
that the dc energetics are not very much lowered via CO. With site-averaged interaction
(red circles), however, no CO can be obtained and the total energy is massively penalized
as U increases (by hundreds of meV/f.u.). Therefore, we conclude that it is the interaction
term and not the dc term that is responsible for the CO in DFT+U . This suggests that
more accurate solutions to the interaction problem such as dynamical mean-field theory have
potential to solve this issue of artificial CO.
2.4.4 Impact of U on phase stability of LixCoO2
We first consider the formation energy of Li1/2CoO2 in the frozen U = 0 structure (i.e., no
structural relaxations when imposing U) and without allowing CO, in order to purely see the
effects of U in the absence of CO and lattice distortions. For the experimental Li ordering in
Li1/2CoO2, the two Co atoms in the unit cell are equivalent by point symmetry. Therefore
CO is a spontaneously broken symmetry, which enables one to precisely investigate various
observables with and without CO. We will return to the effects of both CO and structural
relaxations after thoroughly explaining the role of U in their absence.
As shown in Fig. 2.6(a), Li1/2CoO2 is phase stable with a total formation energy of −217
meV for U = 0. The formation energy increases monotonically with U and for U > 3 eV
it becomes positive, corresponding to a prediction of phase separation. This indicates that
the trend of a destabilization of compounds of intermediate x found previously in LixFePO4
[Zhou et al. (2004c)] also occurs for LixCoO2. Furthermore, it demonstrates that such a
trend is found even in the absence of CO.
To illustrate the origin of this behavior, we also examine the DFT and U–dc components














































Figure 2.6: (a) Total Li1/2CoO2 formation energy (open black circles) and its DFT
(filled red squares) and U–dc (filled blue circles) components as a function of U (b)
Li1/2CoO2 U–dc (filled blue circles) formation energy component and its orbital
filling (open red circles) and orbital ordering (open black squares) components as
a function of U (c) Number of d electrons per Co as a function of U for CoO2
(filled black circles), Li1/2CoO2 (open red squares), and LiCoO2 (open blue circles).
All data correspond to the case of frozen U = 0 structures and CO suppressed in
Li1/2CoO2.
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of the total formation energy in Fig. 2.6(a). For U = 1 eV the U–dc component is negligible
(< 0.01 eV) and the slightly less negative value of formation energy (−203 meV) stems from
the DFT component. Compared to the U = 0 values, for U = 1 eV the DFT energy increases
by 17 meV for Li1/2CoO2 compared to only 7 meV for CoO2 and 14 meV for LiCoO2. For
larger U the U–dc component is strongly positive and increases roughly linearly with U at a
rate of around 130 meV per eV, leading to a more rapid increase in total formation energy.
The DFT component has the opposite trend of becoming more negative with U , largely since
the DFT energy of CoO2 is strongly penalized by the orbital ordering, but the overall effect
on the formation energy is smaller with changes of around 15–30 meV per eV. Therefore, it
is the U–dc component that is responsible for the destabilization of Li1/2CoO2.
The number of d electrons per Co site (Nd) is plotted for x = 0, x = 1/2, and x = 1
as a function of U in Fig. 2.6(c). We note that the difference in Nd between CoO2 and
LiCoO2 is only around 0.1 even though Li is nominally donating a full electron, which is
due to the p–d rehybridization effect in LixCoO2 [Wolverton and Zunger (1998); Marianetti
et al. (2004)]. While the behavior of Nd is roughly constant at 7.3 for LiCoO2 and smoothly
increasing for Li1/2CoO2 between 7.25 and 7.28, there is discontinuous behavior for CoO2
in which Nd drops from 7.22 to 7.16 from U = 1 to U = 2 eV corresponding to the orbital
ordering. This change in electronic structure in the x = 0 endmember is responsible for the
change in behavior in the U–dc formation energy contribution.
Since the dc term in Eq. 2.4 is a negative quadratic function, one might expect that the
dc is responsible for the trend towards phase separation. This simple line of reasoning imme-
diately becomes more complicated given that Nd is a nonlinear function of x as demonstrated
in Fig. 2.6(c), and a careful analysis in Sec. 2.4.8 shows that it is not the dc that drives phase
separation. Alternatively, we proceed to understand the contributions of both the EU and
Edc terms simultaneously in a different framework using the energy decomposition described
in Sec. 2.2.2. In Fig. 2.6(b) we break down the U–dc formation energy contribution into
the filling and ordering contributions. Remarkably, the magnitude of the filling contribution
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contributes negligibly, only being at most tens of meV in magnitude, whereas essentially all
of the U–dc formation energy comes from the ordering term. Therefore, it is the ordering
rather than the filling of the correlated d orbitals that drives phase separation.
The individual filling factor µ(1−µ) and ordering factor σ2 as a function of Li concentra-
tion for different U are shown for this case in Fig. 2.7(a) and 2.7(d), respectively. We note
that based on nominal electron counting µ(1 − µ) will be 0.25 for Co4+ and 0.24 for Co3+.
Consistent with this expectation, we observe that the filling factor is highest for x = 0 and
lowest for x = 1. The actual values for LixCoO2 are lower in magnitude (around 0.2) due to
the substantial covalent nature of the bonding, in particular the hybridization of O p states
with Co Eg states. Although this filling factor magnitude is around half an order of mag-
nitude higher than that of the ordering factor, the relative deviations of the x = 1/2 value
compared to the average of the x = 0 and x = 1 values are tiny (around 10−3 electrons).
This is why filling term leads to a negligible contribution to the formation energy.
The values of σ2 increase with U for all x in agreement with the expectation that the U
and dc parts of the total energy functional will penalize fractional orbital occupancy (i.e.,
0 < nτsm < 1). For U ≤ 1 eV σ2 is nearly linear in x, thus leading to no appreciable formation
energy contribution. However, once CoO2 undergoes the orbital ordering, its value of σ
2
significantly increases from 0.03 to 0.08. After this phase transition, σ for Li1/2CoO2 is
substantially lower than the average of those of CoO2 and LiCoO2. For example, for U = 2
eV σ is 0.277 for CoO2 and 0.282 for LiCoO2 but only 0.239 for Li1/2CoO2. This lower-than-
average σ2 is translated to a positive formation energy contribution via the negative sign in
prefactor of Eq. 2.10.
The fundamental behavior we find is that U drives phase separation via enhanced ordering
of the correlated orbitals for the endmembers relative to the species with intermediate Li
concentration. For U ≤ 1 eV σ2 is much smaller for x = 0 than x = 1; CoO2 has a smaller
range of nτsm due to its semimetallic behavior and enhanced hybridization with O p states.
Once it has orbitally ordered at U = 2 eV and the hole in the T2g manifold is localized in
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Figure 2.7: Filling factor µ(1 − µ) as a function of x for different U in LixCoO2
for (a) frozen U = 0 structures and CO suppressed, (b) frozen U = 0 structures
and CO allowed, and (c) relaxed structures. Panels (d)–(f) show the corresponding
plots for the ordering factor σ2. The two lines per U in some plots correspond to
the two distinct Co sites in Li1/2CoO2. The line thickness increases for increasing
values of U .













































Figure 2.8: (a) Total Li1/2CoO2 formation energy (open black circles) and its DFT
(filled red squares) and U–dc (filled blue circles) components as a function of U (b)
Li1/2CoO2 U–dc (filled blue circles) formation energy component and its orbital
filling (open red circles) and orbital ordering (open black squares) components as a
function of U (c) Number of d electrons per Co as a function of U for CoO2 (filled
black circles), Li1/2CoO2 (open red squares), and LiCoO2 (open blue circles). All
data correspond to the case of frozen U = 0 structures and CO allowed and the
two lines in panel (c) for Li1/2CoO2 correspond to the two distinct Co sites.
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the minority-spin A1g state, however, CoO2 has 5 very occupied d orbitals (n
τs
m ≥ 0.96) and
5 much less occupied orbitals (nτsm of around 0.15 for minority-spin A1g and higher values
of 0.49–0.59 for Eg due to p–d hybridization). LiCoO2 is a band insulator, so there is no
abrupt change in σ2 as a function of U . In terms of σ2, LiCoO2 behaves very similarly to
CoO2 in the regime of U in which CoO2 is orbitally ordered. In LiCoO2 there are 6 very
occupied d orbitals (nτsm ≈ 0.96 for A1g and E ′g states) and 4 much less occupied orbitals
(nτsm = 0.39 for Eg states). This gives a large spread (σ) in orbital occupancies for LiCoO2
in addition to CoO2. In contrast, for Li1/2CoO2 we have a metallic state with a nominally
half-filled minority-spin A1g level (n
τs
m ≈ 0.61) and thus smaller σ2. This lower-than-average
σ2 for Li1/2CoO2 is what results in a positive contribution to the formation energy from the
U–dc energetics.
This same type of behavior is preserved even when we now allow CO in Li1/2CoO2 (we
still restrict the possibility of structural relaxations until later in this analysis). Fig. 2.8
shows the results with the frozen U = 0 structures but now allowing for CO in Li1/2CoO2.
Here again the formation energy increases with U . For small values of U the increase is
small and stems from the DFT contribution. After CoO2 orbitally orders and opens a band
gap, the U–dc energetics are a phase separating contribution to the total formation energy.
As before, essentially all of the U–dc contribution comes from the ordering, not the filling,
of the d orbitals. When Li1/2CoO2 charge orders for U greater than 2 eV, the U–dc phase
separating contribution is significantly dampened but there is always still a positive phase
separating contribution (53–84 meV). CO also leads to an increase in the DFT formation
energy contribution from −0.34 eV at U = 2 eV to −0.17 eV at U = 3 eV.
As illustrated in Fig. 2.7(b) and 2.7(e), the variations in filling factor µ(1− µ) are again
negligible so the only appreciable component to the U–dc energetics stems from the changes
in ordering factor σ2. The CO of Li1/2CoO2 significantly increases the average σ
2, but it
still always lags behind the average of those of CoO2 and LiCoO2. For example, for U = 5
eV Eord is 87 meV for x = 1/2 and 90 meV for the average for the x = 0 and x = 1 values.
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In this case we still end up with a total formation energy that steadily increases with U ,
though now CO dampens the process substantially such that for U = 5 eV the value remains










































Figure 2.9: (a) Total Li1/2CoO2 formation energy (open black circles) and its DFT
(filled red squares) and U–dc (filled blue circles) components as a function of U (b)
Li1/2CoO2 U–dc (filled blue circles) formation energy component and its orbital
filling (open red circles) and orbital ordering (open black squares) components as a
function of U (c) Number of d electrons per Co as a function of U for CoO2 (filled
black circles), Li1/2CoO2 (open red squares), and LiCoO2 (open blue circles). All
data correspond to the case of fully relaxed structures and the two lines in panel
(c) for Li1/2CoO2 correspond to the two distinct Co sites.
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When we include CO in Li1/2CoO2 and full structural relaxations, we find the same
fundamental effect as in the previous case only allowing CO: structural relaxations only
provide a further dampening. As shown in Fig. 2.9, the total formation energy increases with
U and the positive contribution stems from the ordering component of the U–dc energetics.
Here the CO and CoO2 orbital ordering both occur for U > 2 eV. The increase in the DFT
formation energy contribution upon CO is dampened due to relaxations. The total formation
energy remains negative at −61 meV at U = 5 eV. The plots of µ(1− µ) and σ2 are shown
in Fig. 2.7(c) and 2.7(f), respectively. Structural relaxations serve to slightly enhance σ2 for
CoO2 and decrease the difference in σ
2 for the distinct Co sites in Li1/2CoO2.
These results have significant implications on the accuracy and robustness of the DFT+U
description of strongly correlated materials. Without CO, which is not found in experiments
on this class of materials, DFT+U incorrectly predicts that LixCoO2 phase separates once U
becomes appreciable. This is true even if we allow structural relaxations while suppressing
CO, in which case the total formation energy values are -40 meV, +67 meV, and +182 meV
for U of 3, 4, and 5 eV, respectively. That DFT+U requires artificial CO to correctly capture
the phase stable nature of LixCoO2 is a significant weakness of this approach.
2.4.5 Impact of U on electronic structure of LixFePO4
The interaction U has been computed as 3.7 and 4.9 eV for LiFePO4 and FePO4, re-
spectively [Zhou et al. (2004a)]. The variation of the band gap, total magnetization, and
Fe magnetic moment as a function of U for LixFePO4 is illustrated in Fig. 2.10. The
endmembers are both AFM so there is zero net magnetization. The Fe magnetic moment,
which increases approximately linearly with U , is 4.0–4.4 µB for FePO4 and 3.6–3.8 µB for
LiFePO4 for 0 eV ≤ U ≤ 6 eV. The endmembers are both insulating. For this U range the
band gaps increases from 1.0 to 2.7 eV for FePO4 and 0.4 to 4.5 eV, a much larger range,
for LiFePO4. Very similar results for the endmembers are found when one freezes the ions
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Figure 2.10: Electronic band gap as a function of U for (a) FePO4, (b) Li1/4FePO4,
(c) Li1/2FePO4, (d) Li3/4FePO4, and (e) LiFePO4 with relaxations (filled red
squares) and with frozen linearly interpolated experimental structures (open black
circles). The corresponding plots of total magnetization and Fe magnetic moment
magnitudes are shown in panels (f)–(j) and (k)–(o), respectively. For panels (k)–(o),
the multiple symbols per U correspond to the 4 distinct Fe sites.
to the experimental structures.
For intermediate x we consider the lowest-energy configurations that fit within the prim-
itive unit cell shown in Fig. 2.1(b). The structures correspond to removing Li2, Li3, and Li4
for x = 1/4, Li3 and Li4 for x = 1/2, and Li4 for x = 3/4 [Zhou et al. (2004c)]. Calculations
on the two other possible primitive cell Li1/2FePO4 structures are always found to be higher
in energy, so we do not discuss them here. In addition to the case in which structures are
fully relaxed, we also perform calculations on structures constructed via linear interpolation
of the experimental x = 0 and x = 1 structures. This is an ideal manner to isolate the ef-
fect of lattice relaxations given that appreciable lattice distortions arise in the intermediate
compounds even for U = 0
For U = 0 the intermediate x species of LixFePO4 are AFM metals without any CO. The
Fe magnetic moments are 3.9, 3.8, and 3.7 µB for x = 1/4, x = 1/2, and x = 3/4, respectively.
The magnetic moment magnitude gradually increases with U , and above critical U values
a CO transition occurs leading to distinct Fe3+-like (d5) and Fe2+-like (d6) sites within the
primitive unit cell. This symmetry breaking leads to distinct local magnetic moments and the
opening of an electronic band gap. Unlike LixCoO2 for which Nd differences among correlated
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sites are 0.15-0.18 electrons in the CO state, LixFePO4 has CO states with substantially larger
Nd differences around 0.4 electrons due to the highly localized nature of this system.
For Li1/2FePO4 using the frozen structure (linear interpolation of endmember experi-
mental structures), the CO transition at U > 4 eV yields a ferrimagnetic state with total
magnetization 2 µB; there are 2 Fe magnetic moments of 3.7 µB (Fe
2+-like) and 2 Fe magnetic
moments of −4.3 µB (Fe3+-like). It opens a band gap of 0.6 eV for U = 4.7 eV that is further
increased with U to a value of 1.1 eV for U = 5.9 eV. Including structural relaxations has
little effect on the electronic structure in the regime of U before the onset of CO. However,
relaxations assist the CO transition and result in a lower critical value of U = 2 eV above
which the CO state remains AFM with Fe magnetic moments of ± 3.7 and ± 4.2 µB. In
addition, relaxation serves to enhance the band gap of the CO state to values of 0.4–2.2 eV.
Li1/4FePO4 and Li3/4FePO4 show similar behavior in which at critical values of U (lower
when structural relaxation is included) a CO transition opens an electronic band gap. For
Li1/4FePO4 with (without) relaxations a band gap opens at U = 4 eV (5.3 eV) when CO
yields 1 Fe3+-like site and 3 Fe2+-like sites. For Li3/4FePO4 with (without) relaxations a
band gap opens at U = 3 eV (5.3 eV) when CO yields 3 Fe3+-like sites and 1 Fe2+-like
site. For x = 1/4 and x = 3/4 the magnitude of the band gap is around 0.1–0.6 eV for
the frozen structures and a larger values of 0.5–1.8 eV including relaxations. For these x,
the CO transition always leads to a ferrimagnetic state with magnetization of 1 µB. The Fe
magnetic moments of the distinct sites are around 3.8 and 4.4 µB and slowly increase with
U as in the case of x = 1/2. Differences in the magnetic moments between the frozen and
relaxed structures in the CO regime are small. We note that for these x, unlike in x = 1/2,
we find partial CO for intermediate values of U in which the Fe magnetic moments begin to
take on slightly different values without the presence of a band gap. For example, including
relaxations for U = 1 eV Li1/4FePO4 is metallic with Fe magnetic moments of 3.9, −3.9,
−4.0, and 4.0 µB. This indicates DFT+U is driving LixFePO4 towards CO even for small
U , which is to be expected given the very narrow bandwidths.





















































Figure 2.11: Total LixFePO4 formation energy (open black circles) and its DFT
(filled red squares) and U–dc (filled blue circles) components as a function of U
for (a) x = 1/4, (b), 1/2, and (c) x = 3/4. (d)–(f) show the corresponding plots
of LixFePO4 U–dc (filled blue circles) formation energy component and its orbital
filling (open red circles) and orbital ordering (open black squares) components as
a function of U . (g)–(i) show the corresponding plots of number of d electrons per
Fe as a function of U for FePO4 (black line), LixFePO4 (open red squares), and
LiFePO4 (blue line). All data correspond to the case of frozen linearly interpolated
experimental structures.
Unlike for LixCoO2 (see Fig. 2.4), for LixFePO4 the CO is stabilized by structural
relaxations as evidenced by the lower critical U values for CO. The stabilization of CO by
structural relaxations suggests stronger coupling between the electronic and lattice degrees
of freedom in LixFePO4 as compared to LixCoO2. This is consistent with the evidence for
polarons in LixFePO4 [Ellis et al. (2006); Zaghib et al. (2007)].
2.4.6 Impact of U on phase stability of LixFePO4
The formation energy behavior for LixFePO4 as a function of U without allowing for
the effect of structural relaxations is summarized in Fig. 2.11. The behavior shares many
2. Phase stability of strongly correlated electron materials within DFT+U 58
similarities and a few differences to that of LixCoO2, which we will describe. As illustrated
in panels (a)–(c), for all intermediate x the total formation energy increases with U as in
the case of LixCoO2 and changes sign from negative to positive for sufficiently high U . For
example, for x = 1/2 the formation energy is −0.11 eV at U = 0 and increases to +0.21 eV
for U = 5.9 eV. For x = 1/4 and x = 3/4, there are only slightly negative values of around
−0.02 eV for U = 0, which increase to as much as +0.26–0.27 eV as U increases. We note
that the formation energies are higher for this frozen structure case since the intermediate
x species will exhibit more significant structural relaxations than the endmembers.
For most of the U range, that below the critical U for CO, the DFT component of the
formation energy is approximately constant and does not strongly influence phase stability.
For example, for x = 1/4 this component varies by only 25 meV for 0 eV ≤ U ≤ 4.7 eV. In
contrast, the U–dc component of the formation energy undergoes significant changes as it
increases roughly linearly with U ; the change is 0.21 eV over the same U range for x = 1/4.
This U–dc contribution is positive and therefore, as in the case of LixCoO2, is what drives
the total formation energy towards phase separation in LixFePO4 in this regime before CO.
One caveat to this characterization is that the DFT component varies more considerably (by
90 meV) for Li3/4FePO4 in this regime. In this case it is positive for 2 eV ≤ U ≤ 3 eV and
thus can be described as partially responsible for the positive total formation energy.
Upon CO there is a drastic change in the formation energy components, as in the case of
LixCoO2. The U–dc component drops steeply to much smaller values of around 0.06–0.08 eV.
For x = 1/2, for example, the value is 0.33 eV for U = 4 eV and only 0.07 eV for U = 4.7 eV
due to the CO transition; the drop in the U–dc contribution is substantial though smaller in
magnitude for x = 1/4 and x = 3/4. Here as in LixCoO2 we also find an increase in the DFT
formation energy contribution due to CO. For example, for Li1/2FePO4 the DFT formation
energy contribution jumps from −135 meV to +122 meV across the CO phase boundary.
Unlike in Li1/2CoO2 [see Fig. 2.8(a)], for Li1/2FePO4 the increase in the DFT component is
enough to make it positive. It is even larger in magnitude than the U–dc component. For
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x = 1/4 and x = 3/4 the DFT component is already positive but it becomes substantially
more positive after CO. Despite how sharp the changes in formation energy components are,
the total formation energy changes less abruptly from CO. For example, for x = 1/2 the
total formation energy changes only by 3 meV between U = 4 eV and U = 4.7 eV. After
the CO transition, the formation energy and its components are relatively flat versus U . For
x = 1/2, for example, the changes are on the order of only 15–25 meV.
The breakdown of U–dc formation energy into filling and ordering contributions is shown
in Fig. 2.11(d)–(f). As in LixCoO2, it can be seen that the average filling contributes neg-
ligibly to the phase separation; the maximum contribution is at most 25 meV and typically
much smaller. Therefore, again the impact of U and the dc is essentially entirely contained
within the ordering contribution. The ordering contribution tracks the behavior of the total
U–dc term and it can be as much as +0.3 eV.
The plots of Nd on each Fe site versus U in Fig. 2.11(g)–(i) illustrate that there is also a
p–d rehybridization mechanism in LixFePO4 similar but smaller than that in LixCoO2 with
differences in Nd around 20–30% of a full electron between x = 0 and x = 1. Like the Fe
magnetic moment data in Fig. 2.10, these Nd values illustrate the partial and full CO that
occurs as U increases. We note that without structural relaxations the spread in Nd values
after CO for the intermediate x can be larger than the difference between Nd of x = 0 and
x = 1.
To investigate the origin of the positive U–dc phase-separating contribution to the total
formation energy for LixFePO4, in Fig. 2.12 we plot the individual µ(1−µ) [panel (a)] and σ2
[panel (c)] values as a function of x for different U . For clarity, we take the average over the
4 Fe sites in the primitive unit cell. As in the case of LixCoO2, the magnitude of the filling
factor is high (around 0.24) but the changes with respect to the average of the endmember
values are very small (on the order of 10−3). This is responsible for the negligible contribution
of the filling component to the total formation energy. As for LixCoO2, the filling factor is
highest for x = 0 and x = 1. Compared to those of LixCoO2, the µ(1−µ) values of LixFePO4


























Figure 2.12: Filling factor µ(1 − µ) as a function of x averaged over Fe sites for
different U in LixFePO4 for (a) linearly interpolated experimental structures and
(b) relaxed structures. Panels (c) and (d) show the corresponding plots for the
ordering factor σ2. The line thickness increases for increasing values of U .
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are much nearer to the range expected from nominal electron counting for Fe2+ and Fe3+
(0.24–0.25) since there is less hybridization between p and d states. This is also the reason
for the enhanced magnitude of σ2 compared to that of LixCoO2.
Compared to µ(1− µ), σ2 has a smaller but still significant magnitude (around 0.18) for
LixFePO4. The σ
2 values monotonically increase with U (by around 0.003–0.006 per eV) for
all x, which as in the case of LixCoO2 is expected since the U and dc terms serve to enhance
orbital polarization in the correlated subspace. Unlike in µ(1 − µ), there are substantial
deviations of the σ2 values for intermediate x compared to the endmember average. For
example, for x = 1/2 at U = 3 eV σ2=0.172 as compared to 0.187 for the endmember
average. The ordering factor is consistently lower than the endmember linear interpolation,
thus leading to the positive formation energy contribution.
One can observe a moderate increase in σ2 values for intermediate x upon CO. For
example, for x = 1/2 σ2 jumps from 0.177 to 0.194 upon CO at U = 4.7 eV. However, as
in the case of LixCoO2 the σ
2 values still are always lower than the linear interpolation of
x = 0 and x = 1 values even after CO. For example, the endmember average σ2 is 0.196 for
U = 4.7 eV so it is still slightly larger than the value for Li1/2FePO4. Therefore, we find
that CO alleviates but does not eliminate the tendency for phase separation with U derived
from the ordering of correlated orbitals.
Figure 2.13(a)–(c) shows the formation energy behavior of LixFePO4 including full struc-
tural relaxations. In this case, since there are more significant total energy lowerings from
relaxing the intermediate x structures compared to those from relaxing the endmembers, the
total formation energy values are significantly lower. For example, for Li1/4FePO4 the maxi-
mum formation energy is 52 meV as opposed to 262 meV in the case of linearly interpolated
endmember experimental structures. Otherwise, the behavior is generally similar to the case
without relaxations. For all x, the total formation energy increases monotonically with U
and for sufficiently high U switches from negative to positive. We note that the formation
energy Li1/2FePO4 is only slightly positive (+6.7 meV) for the largest U we considered. This


















































Figure 2.13: Total LixFePO4 formation energy (open black circles) and its DFT
(filled red squares) and U–dc (filled blue circles) components as a function of U
for (a) x = 1/4, (b), 1/2, and (c) x = 3/4. (d)–(f) show the corresponding plots
of LixFePO4 U–dc (filled blue circles) formation energy component and its orbital
filling (open red circles) and orbital ordering (open black squares) components as
a function of U . (g)–(i) show the corresponding plots of number of d electrons per
Fe as a function of U for FePO4 (black line), LixFePO4 (open red squares), and
LiFePO4 (blue line). All data correspond to the case of relaxed structures.
is in quantitative disagreement with the original DFT+U work [Zhou et al. (2004c)] for
reasons which are not clear, but is consistent with a more recent report [Ong et al. (2011)].
Here again the DFT formation energy contribution is approximately constant (deviations
of at most 25 meV and typically less) before the CO transition with a slight tendency to
increase with U . In this case x = 3/4 is no longer an exception to the general trend. In
contrast, the U–dc contribution is positive and significantly increases (roughly linearly) with
U . The largest value it takes on is 151 meV for x = 1/2 at U = 2 eV. Therefore, again it
is the positive U–dc contribution that destabilizes the compounds of intermediate x in this
regime.
After CO, the U–dc formation energy contribution is significantly dampened but remains
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positive. For example, for x = 1/4 it decreases from 106 to 18 meV at the CO phase
boundary. The effect is similarly substantial for all x. At the same time, the DFT formation
energy component abruptly increases due to CO and becomes positive (x = 1/4 and x =
3/4) or much less negative (x = 1/2). The magnitude of this increase is more substantial
than that of LixCoO2, which suggests that in LixFePO4 CO constitutes a more significant
rearrangement of charge density. The net effect is that upon CO the increase in total
formation energy with U is slowed. For the x = 1/4 case, for example, the total formation
energy increases only by 12 meV from U = 3 to U = 4 eV as opposed to the lower-U regime
in which the same change in U yields increases of around 46 meV. In the CO state both
the DFT and U–dc components of the formation energy are nearly constant with respect
to U . As such, the total formation energies saturate to around +50, +6, and +50 meV for
x = 1/4, x = 1/2, and x = 3/4 in the regime of large U .
As illustrated in Fig. 2.13(d)–(f), in this case again the positive U–dc formation energy
contribution stems entirely from the ordering contribution (from the spread in orbital occu-
pancies); the filling component (from the average orbital occupancy) is negligible with values
less than 10 meV. CO lowers the filling contribution even further to no more than 1 meV. In
contrast, the ordering contribution is dampened but still positive and appreciable; it tracks
the behavior of the total U–dc formation energy contribution.
The evolution of the Nd values into two discrete groups (Fe
3+- and Fe2+-like) due to CO
is shown in Fig. 2.13(g)–(i). A similar magnitude of p-d rehybridization is observed based on
the overall range of Nd. As in the case without structural relaxations, here for x = 1/4 and
x = 3/4 though not x = 1/2 there is a regime of intermediate x in which there is partial CO
in metallic states. After the CO transition the two groups of Nd values closely match those
of x = 0 and x = 1, which suggests the CO is very complete and the local environments of
Fe for intermediate x mimic those of the endmembers.
The filling and ordering factors for relaxed LixFePO4 are shown in Fig. 2.12(b) and
2.12(d), respectively. We find similar results when including structural relaxations. The
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deviations in µ(1 − µ) with respect to the linear interpolation of endmember values are
negligible. σ2 gradually increases with U and the values for intermediate x always lag behind
the endmember linear interpolation; the effect is substantially dampened but not entirely
eliminated when CO increases σ2 for intermediate x. We note that with structural relaxations
after CO the σ2 versus x curves are nearly linear, which illustrates that relaxations provide a
further dampening of the general tendency towards phase separation with U stemming from
the ordering term.
2.4.7 Phase stability of LixCoPO4
To further validate our general understanding of the impact of U on phase stability, we
investigate LixCoPO4. This material is isostructural to the olivine LixFePO4 structure shown
in Fig. 2.1 with (nominally) an additional electron on the transition metal site. LixCoPO4
is of interest since it has been shown to have a very high voltage (4.8 V) as a cathode
material [Amine et al. (2000)]. It is intriguing physically since unlike LixFePO4 it does have
a stable intermediate compound, for x ≈ 2/3 [Bramnik et al. (2007); Ehrenberg et al. (2009);
Strobridge et al. (2014)].
We consider the lowest-energy configuration of Li2/3CoPO4 deduced by Strobridge et al.
[Strobridge et al. (2014)] and study the formation energy as a function of U with the frozen
U = 0 structures. Experimentally the LixCoPO4 system is AFM [Santoro et al. (1966);
Ehrenberg et al. (2009)], so our calculations consider the endmembers in the AFM state. We
base our calculations on the magnetic configuration of LiCoPO4, which is identical to that
of LiFePO4 [Santoro et al. (1966); Santoro and Newnham (1967)]. For Li2/3CoPO4 we find
the AFM state to be unstable and devolves into a ferrimagnetic state. In this state one of
the Co sites has no magnetic moment unlike the ± ≈ 2.6 − 2.7 µB values of the other 11
leading to a total magnetization of ≈ 3.2µB.
We find total formation energies of −0.18, −0.14, and −0.03 eV for U values of 0, 2, and
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5.48 eV, respectively. This corresponds to the same trend of formation energy increasing
with U . We again find the positive formation energy contribution is the U–dc component,
and here also the filling contribution is very small (magnitude of at most 20 meV) so the
origin is increased ordering of the endmember d states relative to those of the intermediate
x species.
For the above analysis we have restricted our attention to the AFM or AFM-like states
as they are the experimental magnetic structure for LixCoPO4. However, we note that the
magnetic ground state of LixCoPO4 predicted by DFT+U changes as a function of U , which
is likely the origin of a previous study finding the formation energy becomes more negative
as a function of U [Strobridge et al. (2014)]. For LiCoPO4 we find a ferromagnetic (FM)
ground state within DFT with the AFM state 37 meV higher in energy, whereas for CoPO4
we find a non-spin-polarized (NSP) ground state with the FM and AFM states 57–61 meV
higher in energy. At U = 2 the ground state of LiCoPO4 becomes antiferromagnetic, and by
U = 5.5 eV the ground state for both endmembers is AFM consistent with experiments. For
x = 2/3 we find the FM state is unstable within DFT and the NSP state is 0.54 eV higher
in energy than the ferrimagnetic state. At U = 2 eV the FM state becomes metastable only
7 meV above the ferrimagnetic state, and for U = 5.5 eV the FM state becomes the ground
state with the ferrimagnetic state 68 meV high in energy.
2.4.8 Impact of double counting on phase separation trend
Our preceding analysis shows that it is valuable to recast the U–dc energy as the sum
of ordering and filling terms, as the filling term was shown to have negligible impact on
formation energies. However, there is still utility in analyzing what can be learned by
separately inspecting EU and Edc, given that the EU term specifically is handled much more
precisely in the context of DFT+DMFT.
The simplest possible explanation for the positive U–dc formation energy contribution
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comes from the form of the dc term Eq. 2.4. We expect the Li in LixCoO2 and other
intercalation materials will be ionized and donate some amount of charge (depending on the
degree of hybridization with O p states) to Co. Therefore, we might make the assumption
that Nd is linear in x. Since energy contributions linear in x do not contribute to the
formation energy by the definition of Eq. 2.11, this means the term linear in Nd in the dc
term cannot contribute to the formation energy. The other part of the dc, however, yields
a term proportional to −N2d (a negative quadratic in Nd) in the total energy. With the
assumption of a linear relationship between Nd and x, this term is a negative quadratic in x
that necessarily provides a positive formation energy contribution.
This simple kind of argument fails to fully describe the observed behavior for the following
reasons, which we illustrate using the simplest example of Li1/2CoO2 without CO considering
in the frozen U = 0 structures. The first two reasons come from the fact that the variation
of Nd with x is in fact substantially nonlinear, as can be easily seen for the U > 1 eV data in
Fig. 2.6(c). In this regime, Nd for x = 1/2 is much closer to the x = 1 value than the x = 0
value. For example, for U = 5 eV the Nd values are 7.19, 7.28, and 7.30 for x = 0, x = 1/2,
and x = 1, respectively. First of all, this means that the contribution of the dc energy that
is proportional to Nd will contribute to the formation energy. For example, for this case it
takes on the value of +89 meV for U = 5 eV.
Secondly, the quadratic part of the dc energy no longer necessarily gives a positive for-
mation energy contribution for Nd that is nonlinear in x. One can parametrize the deviation
from linearity using the additive form Nd(x) = Nd(x) + δx, where Nd(x) is the Nd value for
Li concentration x, Nd(x) = (1−x)Nd(0) +xNd(1) is the linear value of Nd(x), and δx is the
deviation from linearity. Here we assume a single site for clarity. It then can be shown that
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Note that the term proportional to δ2x can be ignored as δx should be much smaller than
2Nd(x). When δx = 0 (Nd is linear with x), we indeed have a positive formation energy
contribution since the second term vanishes and the first term will be positive since Nd(0) 6=
Nd(1). However, this second term can lead to a significant negative (phase stabilizing)
formation energy contribution when δx is positive and non-negligible. This actually results
in a strongly negative formation energy contribution in the present case: for U = 5 eV, for
example, the formation energy contribution from the quadratic part of the dc is −1.29 eV.
The third and final reason the simple argument fails is that the EU term also contributes
significantly to the formation energy. For example, for U = 5 eV the formation energy
contribution from the interaction term is +1.78 eV. Therefore, the dc term is not responsible
for the observed trend towards phase separation.
2.4.9 Average intercalation voltage of LixCoO2 and LixFePO4
Up to now our analysis of the DFT+U energetics has focused on the formation energy,
which cannot straightforwardly be assessed experimentally, limiting the degree to which
we can quantitatively scrutinize DFT+U energetics. Therefore, we now turn to average
intercalation voltage. This quantity, which is a function of the energy difference of the
endmembers and the energy of bulk Li, can be measured experimentally.
Figure 2.14 shows the behavior of the average intercalation voltage as a function of U .
As found previously, the voltages tend to increase with U for both LixCoO2 and LixFePO4
[Zhou et al. (2004a)]. For LixCoO2 using relaxed structures, the computed voltage exhibits
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Figure 2.14: Average intercalation voltage of (a) LixCoO2 and (b) LixFePO4 as a
function of U shown using relaxed structures and frozen U = 0 relaxed structures.
For LixFePO4 the results using the experimental structures are also shown. Green
lines indicate the range of the average voltage measured from experiment, and grey
lines indicate U values of the endmembers computed via the linear response method
[Zhou et al. (2004a)].
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one discontinuity at U = 2 eV after which CoO2 gaps and another at U = 5 eV after which
LiCoO2 becomes high spin. Otherwise, the values are almost identical to those found using
the frozen U = 0 structures. The DFT value is 3.48 V and there is an increase to 3.92
V at U = 5 eV. We note that the predicted voltages for LixCoO2 are smaller than those
reported in the work of Zhou et al. [Zhou et al. (2004a)], but agree with several more recent
studies [Chevrier et al. (2010); Aykol and Wolverton (2014); Aykol et al. (2015)]. Ultimately,
DFT+U underpredicts the average voltage of LixCoO2 compared to the experimental value
of 4.26 V [Amatucci et al. (1996)]. For LixFePO4 using relaxed structures, the DFT voltage
is 2.85 V and increases approximately linearly to 3.50 V at U = 4.7 eV, in agreement with
the experimental voltage of 3.43 V [Padhi et al. (1997a); Yamada et al. (2001)]. Using the
experimental structures, the predicted intercalation voltage is enhanced by 0.1-0.2 V.
2.4.10 Li order-disorder transition temperature of Li1/2CoO2
Another observable with which we can assess accuracy of DFT+U energetics, albeit at
a fixed composition, is the order-disorder (O-D) transition temperature for Li. This is the
temperature above which the Li ions and vacancies become disordered. Here we consider
Li1/2CoO2, whose experimental O-D temperature is 333 K [Reimers and Dahn (1992)].
We estimate the O-D transition temperature based on the ground state total energies of





where kB is the Boltzmann constant and the factor of ln(2) comes from the entropy of mixing
for x = 1/2. This expression is an approximation to performing finite-temperature Monte
Carlo simulations on a cluster expansion based on such ground-state total energies. Past
work suggests that this simpler expression should reasonably capture trends in TO−D [Lu
et al. (1994); Jiang et al. (2004, 2005, 2009)].
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Figure 2.15: (a) Order-disorder transition temperature, (b) Co magnetic mo-
ments, (c) Co Nd, and (d) band gap for Li1/2CoO2 as a function of U using the
frozen U = 0 eV structures. The disordered phase is modeled by the optimal 42-ion
special quasirandom structure. In panel (a) the horizontal red line indicates the
experimental order-disorder transition temperature from Ref. 123. For the other
panels black lines (red squares) correspond to results from the ordered (disordered)
structure.
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Our predicted TO−D for the optimal 42-ion SQS cell frozen to the relaxed U = 0 structures
is illustrated in Fig. 2.15(a). Here within DFT the temperature is overestimated by around
25 K with respect to the experimental value. For small values of U the temperature decreases
by as much as 32 K, bringing the prediction closer to the experimental value. For U > 2 eV,
however, there is a very rapid increase in the predicted transition temperature to values of
around 500–600 K, nearly a factor of two greater than the experimental value.
The Co magnetic moments and Nd values as a function of U are shown in panels (b) and
(c) of Fig. 2.15, respectively. For small U there are small deviations of the magnetic moments
and Nd compared to those of the ordered structure due to the different local environments of
the Co in the disordered phase. The range of these values are enhanced for U = 2 eV, above
which both the ordered and disordered cells charge order and open an electronic band gap
[see panel (d)]. After the CO transition, there is still some spread in the magnetic moment
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Figure 2.16: Order-disorder transition temperature and Co magnetic moment, Co
Nd, and band gap for ordered and disordered structures as a function of U . For each
of the four SQS cells considered, the results without (with) structure relaxations
are shown to the left (right). For the Co magnetic moment, Co Nd, and band gap,
black lines and filled circles correspond to the ordered structure and red squares
correspond to the disordered structure. The figure of merit (f.o.m.) for each SQS
structure is indicated.
This demonstrates that the CO transition found within the DFT+U approach is responsi-
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ble for the severe overestimation of the order-disorder transition temperature for Li1/2CoO2.
In Fig. 2.16, we show results for additional SQS cells with and without structural relax-
ations. We find that within DFT TO−D can be overestimated or underestimated depending
on the particular cell. A substantial increase in TO−D due to CO is often observed, though
it is not always as dramatic this particular case and does not always lead to as large a
disagreement with the experimental value. In general, the results indicate that DFT+U is
highly unreliable in predicting the order-disorder transition temperature due to CO. This
suggests that CO is an artifact of the approximate nature of the interaction in DFT+U as
discussed in Sec. 2.4.3, which is consistent with the lack of evidence for static CO in nuclear
magnetic resonance experiments for LixCoO2 [Ménétrier et al. (1999)]. We note that other
spectroscopic studies that claim CO are likely observing many-body fluctuations rather than
static CO in the electronic state of LixCoO2 of intermediate x [Mizokawa et al. (2013)].
Since DFT+U often drives CO, this suggests that that CO predicted by DFT+U might be
artificial in a more general class of materials.
It should be noted that the spurious behavior we have documented in the context of this
SQS calculation of TO−D would likely manifest itself in any parameterization of the cluster
expansion. In the best case scenario, this could lead to a complicated cluster expansion with
long range interactions. The entire procedure could become ill-posed in the worst case with
numerous orbitally ordered and/or CO states close in energy for a given Li ordering). This
behavior does not bode well for the application of DFT+U in alloy thermodynamics.
2.5 Conclusions
At the DFT+U level of theory, electronic correlations tend to destabilize intermediate-x
compounds of both phase stable LixCoO2 and phase separating LixFePO4. A new formation
energy decomposition, which disentangles the distinct roles of the filling and ordering of d
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orbitals, reveals that reduced orbital ordering in compounds of intermediate Li concentra-
tion is responsible for this effect. For intermediate x DFT+U predicts charge ordering which
opens electronic band gaps and dampens, though does not eliminate, the tendency for phase
separation. Structural relaxations, which similarly only reduce the magnitude of this desta-
bilization, have a more significant impact on LixFePO4 than LixCoO2 due to the stronger
electron-lattice coupling. The same formation energy behavior is observed in LixCoPO4, for
which a stable intermediate-x compound exists unlike isostructural LixFePO4.
The order-disorder transition temperature of Li1/2CoO2 is severely overestimated within
DFT+U as a result of charge ordering. Along with a lack of experimental evidence, this
suggests static charge ordering is likely an unphysical artifact of the method. It is found
that the approximate treatment of the Coulomb interaction within DFT+U , rather than the
double counting correction, is responsible for this behavior. Therefore, future work should
focus on improved solutions to the interaction problem in realistic correlated battery cathode
materials using dynamical mean-field theory or other approaches.
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Chapter 3
Density functional plus dynamical
mean-field theory of LixCoO2
Transition metal oxides may exhibit strong electronic correlations and are a challenge for first-
principles electronic structure calculations. Here we employ the density functional theory
plus dynamical mean-field theory (DFT+DMFT) approach to study LixCoO2, the prototypi-
cal rechargeable battery cathode material, at the fully lithiated and delithiated compositions.
We solve the single-site, paramagnetic DMFT equations using the continuous-time quantum
Monte Carlo solver as well as the Hartree-Fock solver (DFT+U), and when possible com-
pare results for projector versus maximally-localized Wannier function correlated subspace.
Local interactions strongly impact the energetics of the band insulator LiCoO2, most signif-
icantly via the Eg orbitals, which are partially occupied via hybridization with O p states.
We find CoO2 to be a moderately correlated Fermi liquid with a quasiparticle weight of
0.6–0.8; here the interactions impact the T2g states the most. In both systems, there are
appreciable dynamical charge and spin fluctuations. As compared to the static (DFT+U)
method, DFT+DMFT tends to considerably dampen the increase in total energy as U is
increased, and leads to more modest changes in the number of d electrons (Nd) as a func-
tion of U (when excluding full charge self-consistency). The average intercalation voltage
predicted by DFT+DMFT differs substantially from that of DFT+U , which indicates that
dynamical correlations are important to describe this class of materials. Possible reasons for
an underprediction of the experimental LixCoO2 voltage within DFT+DMFT are discussed.
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3.1 Introduction
Strongly correlated materials, for which density functional theory (DFT) calculations
often break down due to strong electron-electron interactions, are a challenging class of
condensed matter systems relevant to several important technologies [Kotliar and Vollhardt
(2004); Morosan et al. (2012)]. One example is Li ion rechargeable batteries. These elec-
trochemical cells rely critically on a cathode material that can reversibly intercalate Li ions
[Whittingham (2004)]. Since cathode materials typically are based on transition metal ox-
ides to accommodate changes in oxidation state, they have an open d electron shell and are
susceptible to strong correlation physics.
Currently the dominant cathode material is based on LixCoO2 (LCO), a layered com-
pound in which Li ions are intercalated between layers of edge-sharing Co–O octahedra as
shown in Fig. 3.1(c) [Mizushima et al. (1980)]. Several early theoretical studies that re-
vealed significant insight into the electronic structure and phase diagram of LCO [Czyżyk
et al. (1992); Aydinol et al. (1997); Wolverton and Zunger (1998); Van der Ven et al. (1998)]
were based on DFT [Hohenberg and Kohn (1964); Kohn and Sham (1965)], the de facto
standard for first-principles calculations in solid-state physics and chemistry. It is not un-
common, however, for DFT to fail to capture the physics of correlated materials due to
the approximation for the exchange-correlation functional [e.g. local density approximation
(LDA) or generalized gradient approximation (GGA)].
While DFT in many ways reliably characterizes LCO, there are deficiencies in its de-
scription. DFT underestimates the voltage by around 0.8 V [Chevrier et al. (2010)] and
overestimates the order-disorder transition temperature for x = 1/2 by 100 ◦C [Van der Ven
et al. (1998)], for example. One widely utilized approach to go beyond DFT is the DFT+U
method [Liechtenstein et al. (1995)], in which an explicit on-site Coulomb interaction U is
added to describe strong correlations in the d shell along with a simple mean-field ansatz for
the energy functional, does not fully remedy these issues and in cases hurts the description
more than it helps. DFT+U still underestimates the voltage by 0.3 V, and it can overesti-
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mate the order-disorder transition temperature by as much as several hundred degrees [see
Chap. 2]. This method drives LiCoO2 towards a high-spin transition [Andriyevsky et al.
(2014)] not observed in experiments [van Elp et al. (1991); Ménétrier et al. (1999, 2008)]
and, unless spurious charge ordering is permitted to occur, incorrectly predicts phase sepa-
ration [see Chap. 2 and also Ref. 130]. Moreover, DFT+U finds CoO2 to be an insulator in
disagreement with experiment [Zhang et al. (2004)]. DFT+U clearly is problematic in the
context of LCO.
Here we revisit the electronic structure and voltage of LCO using more sophisticated DFT
plus dynamical mean-field theory (DFT+DMFT) calculations [Kotliar et al. (2006)]. In this
framework, the many-body DMFT approach captures the dynamical local correlations of
Co d electrons embedded in the crystal, whereas only the static correlations are described
within DFT+U . We find that DFT+DMFT describes LiCoO2 as a band insulator with
modest shifts and broadenings of the low-energy spectrum, most prominently via the Eg levels
partially occupied via hybridization with oxygen. CoO2 is a Fermi liquid with quasiparticle
weight of around 0.6–0.7, with the T2g states most strongly affected by the interactions.
Dynamical correlations significantly dampen the impact of U on the total energy of both
LiCoO2 and CoO2, but more substantially for CoO2, leading to a significantly lower value
of the average intercalation voltage as compared to DFT+U . This significant change in the
predicted voltage indicate that dynamical correlations, missing in DFT+U , will be necessary
for accurate total energy predictions in strongly correlated materials. Finally, we discuss the
impact of charge self-consistency, the effect of different choices of the correlated subspace, and
possible reasons for the underestimation of the experimental voltage within our DFT+DMFT
results.
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3.2 Computational Details
We perform single-site paramagnetic DFT+DMFT total energy calculations using the
formalism of Ref. 114 based on the spin-independent generalized gradient approximation
[Perdew et al. (1996)] and the projector augmented wave method [Blöchl (1994); Kresse and
Joubert (1999)] in vasp [Kresse and Hafner (1994, 1993); Kresse and Furthmüller (1996b,a)].
The structures are fixed to the fully relaxed spin-dependent DFT ground state structures
with O3 layer stacking [Van der Ven et al. (1998)], corresponding to a band insulator for x = 1
and a ferromagnetic low-spin metal for x = 0. Except where otherwise noted, calculations
are performed using the fixed non-spin-polarized DFT charge density so they are non-charge-
self-consistent (NCSC). A 500 eV energy cutoff and k-point mesh of 9× 9× 9 for LCO and
19 × 19 × 19 for bulk Li is employed and the ionic forces, stress tensor components, and
total energy are converged to 0.01 eV/Å, 10−3 GPa, and 10−6 eV, respectively. To define
the correlated subspace, we utilize the maximally-localized Wannier function (MLWF) basis
[Mostofi et al. (2008)] for the full p-d manifold and perform a unitary rotation of the d
orbitals to minimize the off-diagonal hoppings [Park et al. (2014)]. The Slater-Kanamori (SK)
interaction with JSK set to 0.7 eV is employed, and we use the numerically exact hybridization
expansion continuous-time quantum Monte Carlo (CTQMC) solver for the impurity problem
[Haule (2007)] at temperature T = 290 K. For DMFT, we perform calculations (1) using
density-density interactions and (2) augmenting the density-density interactions with the
off-diagonal J terms within the Eg manifold. For comparison, we also perform DFT+U
calculations in the projector basis in vasp (ldautype=4) and present all our results in terms
of the U and J corresponding to this interaction model via U = USK−8JSK/5 and J = 7JSK/5
[Pavarini et al. (2011)]. We employ the fully-localized-limit form of the double counting. The
average intercalation voltage V is computed via eV = E(Li)+E(CoO2)−E(LiCoO2), where
e is the elementary charge and body-centered-cubic Li is the reference electrode [Aydinol
et al. (1997)].
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3.3 Results and Discussion
3.3.1 Total energy
The DFT density of states of LiCoO2 and CoO2 are shown in Fig. 3.1(a) and (b),
respectively. In these materials, the ability of the oxygens to relax in the out-of-plane
direction slightly distorts the CoO6 octahedra and results in a symmetry lowering with
T2g → A1g + E ′g; however, we will still sometimes refer to this manifold as T2g for brevity.
Within DFT, LiCoO2 is a band insulator with nominally filled T2g and empty Eg, whereas
CoO2 is metallic with a hole in the T2g manifold. The density of states from the Wannier
basis for the full p-d manifold, shown in the dashed red lines, is identical to that of DFT by
construction. The Wannier functions are well localized with values for the spread 〈(r−r̄)2〉 of
around 0.42 and 0.45 Å2 for the individual Co d orbitals of CoO2 and LiCoO2, respectively.
The total energy of LiCoO2 and CoO2 are shown as a function of U for several method-
ologies in Fig. 3.2. The vertical dashed lines indicate the values of U computed from first
principles via linear response [Zhou et al. (2004a)]. The total energies increase with U as
expected, for both LiCoO2 and CoO2. We note that for U = 0 the total energies within
DFT+U and DFT+DMFT are not equal to those of DFT since we have chosen a fixed
finite J . The magnitude of the increase in total energy with U is generally greater for CoO2
than LiCoO2, which makes sense since the impact of the on-site interaction is expected to
be larger for the system for which T2g is partially filled (nominally). For NCSC DFT+U in
the Wannier correlated subspace, for example, over the full range of U shown the increase
in energy of CoO2 is 5.7 eV as compared to only 3.6 eV for LiCoO2. For the same set of
calculations using the projector correlated subspace, we find the same trend with energy
increases of roughly 4.9 eV for CoO2 and 3.5 eV for LiCoO2. Note that the individual total
energies from methods utilizing these different correlated subspaces (projector and Wannier)
are not directly comparable.
LiCoO2 is described as a band insulator within all of our DFT+U results for the range of




































Figure 3.1: Density of states for DFT (black solid lines) and using the Wannier
basis (dashed red lines) for (a) band insulating LiCoO2 and (b) metallic CoO2. (c)
crystal structure of LCO with O3 layer stacking with all the Li shown (x = 1). The
large green, medium blue, and small red spheres represent ionic positions of Li, Co,
and O, respectively. The image of the crystal structure is generated using vesta
[Momma and Izumi (2011)].
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Figure 3.2: Total energy of CoO2 (upper part) and LiCoO2 (lower part) as a func-
tion of U for several methodologies including DFT, DFT+U , and DFT+DMFT.
The dashed orange lines indicate the computed values of U for LiCoO2 (lower value)
and CoO2 (higher value) within the linear response approach.
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U shown. In the Wannier correlated subspace, we find CoO2 is a non-spin-polarized metal;
only for U above 6.9 eV does CoO2 transition to a magnetic insulator. In contrast, in the
projector correlated subspace CoO2 is a spin-polarized metal for smaller values of U . This is
possibly an artifact of a too-large value of J in this regime of U . Above U = 2.9 eV, CoO2 is
a non-spin-polarized metal in agreement with the Wannier result. Ultimately, the behavior
of the total energy with U is relatively similar for these two choices of correlated subspaces
within NCSC DFT+U .
For DFT+U in the projector correlated subspace, we also perform charge-self-consistent
(CSC) calculations. Here LiCoO2 is again a band insulator and we find only very small
differences (at most 23 meV) between the NCSC and CSC total energies. CoO2 is a spin-
polarized metal for smaller U with differences in total energy of at most 22 meV with respect
to the NCSC calculations. However, for U > 2.9 eV CoO2 orbitally orders and opens up a
band gap; in this regime the total energies are lowered by several hundreds of meV compared
to those of the NCSC calculations. The small impact of changes in charge density on the
total energies for LiCoO2 over the full U range and in the metallic phase for CoO2 suggest the
fixed charge density may be a reasonable approximation for DFT+DMFT. More importantly,
we have a clear guideline on the magnitude of the effect for charge self-consistency within
DFT+U , and we expect this is an upper bound for DFT+DMFT calculations in which the
impact will likely be dampened.
Within DFT+DMFT, we find very little impact of including the off-diagonal J interaction
terms within the Eg manifold in addition to the density-density interactions. The magnitude
of the differences is typically only around 5–15 meV for LiCoO2 and 3–9 meV for CoO2.
This suggests that density-density interactions are likely sufficient to describe this class of
systems. In all of the following results, we find no significant difference in employing these
two interaction forms. The DFT+DMFT results, which employ the Wannier correlated
subspace, appear to merge with the corresponding DFT+U results in the limit of small U ,
as should be the case. We note again in this limit neither the DFT+U nor the DFT+DMFT
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results converge to the DFT values (large purple diamonds in Fig. 3.2) simply since we take
have taken a fixed finite J value whereas the DFT values correspond to J = 0.
We find the general impact of dynamical correlations on the energetics is to dampen the
magnitude of the increase in total energy with U as compared to the static Hartree-Fock
treatment in DFT+U . When U is increased from 1.9 to 5.9 eV, the total energy of LiCoO2
increases by 2.3 eV within DFT+U as opposed to only 1.2 eV within DFT+DMFT. For CoO2
the magnitude of these energies is substantially larger with an increase of 3.9 eV for DFT+U
and 1.6 eV for DFT+DMFT. By this measure, dynamical correlations decrease the energy
penalty of U by a factor of 2 for LiCoO2 and 2.5 for CoO2. Therefore, dynamical correlations
appear to have a larger impact on CoO2 than LiCoO2. This corresponds to very large
absolute differences in the energies predicted by DFT+U and DFT+DMFT. For CoO2, for
example, around the linear response values of U the difference in energy is around 2 eV. This
strongly suggests dynamical correlations, missing in the DFT+U approach, are important for
accurate total energies. It should be emphasized that the difference between DFT+DMFT
and DFT+U changes substantially between LiCoO2 and CoO2, and this error will therefore
strongly affect observables; this point will be addressed in detail in our discussion of battery
voltages below.
3.3.2 Electronic properties
The electronic self-energy Σ on the imaginary (Matsubara) frequency axis obtained via
the CTQMC solver is shown for CoO2 and LiCoO2 in Fig. 3.3 for density-density interactions.
The corresponding plots including off-diagonal J in the Eg manifold, which show essentially
the same behavior, are shown in Fig. 3.4. The noise in the self-energy stems from the
stochastic nature of the CTQMC solver, and for frequencies above 20 eV there is no noise
since we utilize the analytic form of Σ in the high-frequency limit. We note that the self-
energy is sufficiently converged, particularly for low frequency.













































Figure 3.3: Imaginary part of the DMFT self-energy on the imaginary frequency
axis for (a) CoO2 and (b) LiCoO2 with density-density interactions for different
values of U . Solid, dashed, and dotted lines correspond to the E ′g, A1g, and Eg
orbitals. (c) and (d) show the corresponding real parts referenced to the chemical
potential.
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Figure 3.4: Imaginary part of the DMFT self-energy on the imaginary frequency
axis for (a) CoO2 and (b) LiCoO2 including off-diagonal J within the Eg manifold
for different values of U . Solid, dashed, and dotted lines correspond to the E ′g, A1g,
and Eg orbitals. (c) and (d) show the corresponding real parts referenced to the
chemical potential.
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For both CoO2 and LiCoO2, Im(Σ) goes to 0 at low frequency, which indicates that the
d states are well-defined quasiparticles. This is expected for the band insulator LiCoO2 and
indicates that CoO2 can be described as a Fermi liquid and is not a Mott insulator. This
description agrees with experiments on CoO2 [de Vaulx et al. (2007); Motohashi et al. (2007);
Kawasaki et al. (2009)], whereas past DFT+U studies incorrectly predict an insulating state
[Zhang et al. (2004)]. Therefore, DFT+DMFT is providing an improved description of the
electronic structure of LCO. As a function of U , the magnitude of Im(Σ) increases. The
imaginary part of the self-energy is essentially identical for the E ′g and A1g states, which
indicates the symmetry breaking within the T2g manifold is small. The overall magnitude
of Im(Σ) is moderately larger for CoO2 than for LiCoO2. For CoO2, the imaginary part
of the self-energy of the E ′g and A1g states are larger in magnitude than those of the Eg
states below iω ≈ 10 eV. The impact of correlations is stronger for these states since E ′g and
A1g are partially filled. The opposite trend is found for LiCoO2 with a larger magnitude of
Im(Σ) for the Eg states for the full range of frequency shown. This suggests that for LiCoO2
the correlations have a larger impact on the nominally-unoccupied Eg states since they are
partially occupied via hybridization with O p states, whereas the E ′g and A1g are basically
completely filled.
For LiCoO2, in the high-frequency limit Re(Σ) is typically negative for E
′
g and A1g and
positive for Eg. This indicates that the static part of the correlations tend to push E
′
g and
A1g down in energy and Eg up in energy as is observed using DFT+U . The U = 1.9 eV case
is an exception as J is likely too large relative to U in this case. The real part of the self-
energy increases at lower frequency for E ′g and A1g, whereas it decreases for Eg. This leads
to a higher Re(Σ) for E ′g and A1g than Eg towards zero frequency. Overall the magnitude of
the changes in Re(Σ) with U are significantly larger for E ′g and A1g than for Eg.
For CoO2 the self-energy of the Eg states have a small real part (at most 0.21 eV), which
decreases and becomes negative at low frequency. The magnitude is substantially larger for
E ′g and A1g than Eg with a maximum magnitude of 1.2 eV for U = 5.9 eV. For these states,
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like in the LiCoO2 case the values are negative at high frequency (except for very low U)
and becomes positive at low frequency. As opposed to the imaginary part, the real part of





















































Figure 3.5: Quasiparticle weight Z as a function of U for (a) E ′g, (b) A1g, and (c)
Eg orbitals.
From the low-frequency behavior of Im(Σ), we compute the quasiparticle weight Z =
[1 − ∂Im(Σ)/∂iω|iω→0]−1 shown in Fig. 3.5. This quantity is unity for non-interacting
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electrons [Im(Σ) = 0] and is inversely proportional to the effective mass arising from electron
interactions. All the values decrease with U , as expected, in a roughly linear fashion. Z is
always larger for LiCoO2 than CoO2, consistent with the fact that LiCoO2 is a band insulator.
This effect is pronounced in the E ′g and A1g states, for which the CoO2 values are 0.14–0.20
lower than those of LiCoO2. For the Eg states the disparity is smaller with differences of
only 0.01–0.04. For CoO2, Z is larger and decreases less rapidly for the Eg orbitals. From
U = 1.9 to 5.9 eV, Z of the E ′g and A1g orbitals of CoO2 goes from 0.79 to 0.57 and that of
the Eg orbitals goes from 0.88 to 0.73. For LiCoO2, over the same range of U , Z of the E
′
g
and A1g orbitals goes from 0.93 to 0.77 and that of the Eg orbitals goes from 0.89 to 0.77.
Here Z is smaller and decreases less rapidly for the Eg states such that at U = 5.8 eV Z is
the same for all the orbitals.
To further understand the detailed electronic configuration of CoO2 and LiCoO2, in
Fig. 3.6 we plot the probabilities of the different atomic configurations sampled by the
CTQMC solver in terms of the number of d electrons and the spin projection Sz. The results
for U = 4.9 eV are shown as a representative example. Here we note that the probability
distribution is symmetric about Sz = 0 since our DFT+DMFT calculations are paramagnetic
(i.e., there is no long-range magnetic order).
Although CoO2 and LiCoO2 are nominally d
5 and d6, respectively, the probability distri-
bution is centered at higher values of Nd for both cases due to the appreciable hybridization
with O p states. For example, for LiCoO2 there is substantial time in the Monte Carlo simu-
lation in which an electron from an O p state has hopped into an Eg orbital giving a d
7 state.
There are substantial fluctuations in N as well as Sz for the Co site in both systems. For
CoO2 the spin fluctuations are moderately larger than in LiCoO2; there is even probability
of Sz = 3/2 states. We note that these dynamics of the Co site highlight why both DFT
and DFT+U struggle to capture all the physics in this system.
We examine the behavior of Nd versus U for all the methodologies employed in this work
in Fig. 3.7. Within DFT, one can observe that Nd is larger for the projector correlated
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Figure 3.6: Probability of Co atomic states with number of electrons N and spin
projection Sz for (a) CoO2 and (b) LiCoO2.
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Figure 3.7: Nd versus U for (a) LiCoO2 and (b) CoO2 for all the methodologies
employed in this study. The dashed orange lines indicate the computed values of
U for LiCoO2 (lower value) and CoO2 (higher value) within the linear response
approach.
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subspace than the Wannier correlated subspace. The difference is moderate for LiCoO2
(0.09), but significantly larger for CoO2 (0.26). LiCoO2 has 0.08 (0.26) more electrons than
CoO2 in the projector (Wannier) correlated subspace. These values are much smaller than
the nominal value of unity, which is indicative of the strong p–d rehybridization in this system
[Wolverton and Zunger (1998); Marianetti et al. (2004)].
For LiCoO2, Nd generally decreases with U . For DFT+U in the projector correlated
subspace, the decrease is small in magnitude (around 0.03 electrons) and including charge
self-consistency leads to even smaller changes on the order of 0.006 electrons. In the Wan-
nier correlated subspace, the decrease in Nd with U for DFT+U is more substantial with a
change of 0.25 electrons. The inclusion of dynamical correlations (DFT+DMFT) substan-
tially dampens the decrease in Nd versus U to around 0.06 electrons.
DFT+DMFT also gives a similar decrease, of 0.04 electrons, in Nd of CoO2 with U . In
contrast, DFT+U show starkly different behavior. Here Nd increases dramatically with U ,
by 0.39 electrons for the projector correlated subspace and 0.19 electrons for the Wannier
case. This increase in Nd is dampened by the metal-insulator transition that occurs using
the projector correlated subspace including charge self-consistency, in which case the overall
magnitude of the Nd variation is only 0.02 electrons. The very large increase in Nd for
CoO2 within DFT+U to values even greater than those of LiCoO2 strongly suggests the
Hartree-Fock treatment of the impurity problem is breaking down for CoO2. This suggests
DFT+DMFT is more reliable to describe CoO2.
The behavior of Nd versus U can further be understood by decomposing Nd into the
components from the T2g (E
′
g and A1g) and Eg orbitals, as shown in Fig. 3.8. Within DFT,
the Wannier correlated subspace leads to higher (lower) occupancy of T2g (Eg) by 0.13–0.23
(0.32–0.39) electrons compared to the projector case. In DFT+U , the LiCoO2 T2g occupancy
increases with U , whereas the Eg occupancy decreases more rapidly; this leads to the overall
decrease in Nd. For the Wannier case the T2g occupancy increases more rapidly with U at
lower U compared to the projector case, and for larger U the occupancy begins to saturate
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(a) LiCoO2 T2g (b) CoO2 T2g
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Figure 3.8: Total T2g occupancy versus U for (a) LiCoO2 and (b) CoO2 for all
the methodologies employed in this study. (c) and (d) show the corresponding Eg
plots.
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close to the nominal value of 6. Similarly, the decrease in Eg occupancy is more substantial
in the Wannier case compared to the projector case. Including charge self-consistency has a
negligible effect on the occupancies of LiCoO2 in the projector case. The trends in Nd are
the same for DFT+DMFT as in DFT+U , but the magnitude of the changes in occupancy
are much smaller.
Within DFT+U , the CoO2 T2g occupancy increases substantially by 0.42 electrons with
U in the Wannier correlated subspace, whereas the Eg occupancy only decreases by 0.23
electrons. Here the T2g shell is very rapidly moving towards full filling (6) and, to accom-
modate this, O p holes are formed. In the projector case, the T2g occupancy increases by
around 0.06 electrons and then decreases once it becomes non-spin-polarized. Overall the
changes are much more moderate than those of the Wannier case, in which the Eg occupancy
is nearly constant with a range of only 0.02 electrons. Including charge self-consistency,
once CoO2 becomes insulating the T2g occupancy sharply increases and the Eg occupancy
sharply decreases by a larger amount. As in the case of LiCoO2, the changes in occupancy
within DFT+DMFT are much smaller than those of NCSC DFT+U with both T2g and Eg
occupancies slightly decreasing by 0.003 and 0.04, respectively, over the range of U . Dy-
namical correlations appear to dampen the changes in Nd in the same fashion as charge
self-consistency.
3.3.3 Average intercalation voltage
We turn our attention to the average intercalation voltage of LCO for 0 ≤ x ≤ 1, plotted
in Fig. 3.9, which is a key observable for a rechargeable battery cathode. As has been known,
DFT tends to underpredict the experimental voltage [Aydinol et al. (1997)], in this case by
around 0.7 V. For DFT+U in the Wannier correlated subspace, the voltage increases roughly
linearly with U at a rate of 0.28–0.33 V per eV. For U = 4.7 eV, the voltage agrees with the
experimental value of 4.26 V. For the projector correlated subspace, the computed voltage
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Figure 3.9: Computed intercalation voltage of LCO via DFT, DFT+U , and
DFT+DMFT as a function of U . The dashed orange lines indicate the computed
values of U for LiCoO2 (lower value) and CoO2 (higher value) within the linear
response approach. The dotted black lines indicate the expected range of the ex-
perimental result [Amatucci et al. (1996)].
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increases with U at a rate of 0.19–0.23 V per eV. For U = 4.2 eV, in this case, the voltage
agrees with experiment. The voltage curve using the Wannier correlated subspace is lower
than that of the projector case by a few tenths of an eV until U = 5.6 eV at which point they
intersect. In the projector correlated subspace, including charge self-consistency serves to
dampen the increase in voltage with U after CoO2 becomes insulating; in this case a voltage
of 4.15 V is reached by U = 5.9 eV. Within DFT+DMFT, the predicted intercalation voltage
increases much more slowly as a function of U as compared to DFT+U . Here the changes
are around 0.08–0.13 V per eV. This mainly stems from the dampened increase in energy
for CoO2. For the computed values of U , the predicted voltage is only 3.39–3.45 V.
The increase in V within DFT+U and general agreement with experiment was shown
previously [Zhou et al. (2004a)] and seemed to suggest that DFT+U is reliable for this class
of materials. In DFT+DMFT the quantum impurity problem is solved exactly, whereas in
DFT+U a crude, static (Hartree-Fock) approach is employed and dynamical correlations
are neglected: DFT+DMFT is superior in every respect. Since the voltage curve predicted
by DFT+DMFT is substantially different than that of DFT+U , dynamical correlations
are essential to describe the energetics of LCO and the closer agreement of DFT+U with
experiment is fortuitous.
Our result raises the important question of why there is a substantial disagreement be-
tween experiment and DFT+DMFT for the voltage of LCO. We explore several possibilities.
Finite temperature is not likely to play a significant role as in both experiment and finite-
temperature DFT cluster expansion results the changes in voltage with respect to tempera-
ture are only on the order of 10 mV [Wolverton and Zunger (1998); Reynier et al. (2004)].
In addition, we expect the paramagnetic nature of our DFT+DMFT calculations to not be
problematic as LiCoO2 and CoO2 do not exhibit long-range magnetic ordering.
It was noted in the original paper computing intercalation voltages from first princi-
ples that DFT underestimates the cohesive energy of body-centered-cubic Li [Aydinol et al.
(1997)]. Therefore, one should expect an underestimated voltage prediction in our approach
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due to the deficiences of GGA. We note that such an error is not related to the treatment
of the correlation problem in the battery cathode material. Within the particular flavor of
GGA we employ, the Li cohesive energy is -1.90 eV as opposed to -1.63 eV in experiment
[Kittel (1986)]. However, there is still a significant underestimation compared to experiment
even if one takes this into account.
The choice of the exchange parameter may be responsible for this remaining difference.
We find the predicted voltage increases by approximately 0.37 V via the use of JSK = 0.5
eV instead of JSK = 0.7 eV. Using this lower value of JSK and the experimental value of
E(Li), the DFT+DMFT predicted voltage is closer to experimental agreement (within 0.3
V). This indicates that computing an ab initio value of J , in addition to U , for LCO will be
important future work.
One additional possibility is that, within the DFT part of the energetics, errors related
to the approximate exchange-correlation potential are significantly different for the band
insulator LiCoO2 and the metal CoO2, such that they do not fully cancel in the expression for
V . Indeed, it has been shown that such a missing error cancellation can lead to significantly
inaccurate formation enthalpies (e.g. by as much as several tenths of an eV) for this reason
[Stevanović et al. (2012)]. A further possibility is that nonlocal correlations (i.e., momentum
dependence of the self-energy) are appreciable and nonlocal extensions to DMFT (cluster
DMFT) may be necessary to describe LCO. Our results reopen the question of and motivate
further study into what is necessary for accurate prediction of the total energies of battery
cathode materials and other strongly correlated electron materials.
3.4 Conclusions
The electronic structure and intercalation voltage of LixCoO2 have been computed us-
ing DFT+DMFT and compared to DFT and DFT+U results. In DFT+DMFT LiCoO2 is a
band insulator, while we find that CoO2 is a moderately correlated Fermi liquid in agreement
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with experiments. Both systems exhibit substantial dynamical charge and spin fluctuations.
Dynamical correlations as captured by DFT+DMFT dramatically impact LixCoO2 by sig-
nificantly dampening the changes in total energy and Nd found via the DFT+U approach,
especially for CoO2. The predicted intercalation voltage within DFT+DMFT differs starkly
from that of DFT+U and suggests that the Hartree-Fock treatment of the impurity prob-
lem in DFT+U is insufficient. DFT+DMFT underpredicts the average intercalation voltage
compared to experiment, raising important questions on what is needed for accurate total
energies of strongly correlated electron materials.
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Chapter 4
Electronic correlations in monolayer
VS2
The layered transition metal dichalcogenide vanadium disulfide (VS2), which nominally has
one electron in the 3d shell, is potent for strong correlation physics and is possibly another
realization of an effective one-band model beyond the cuprates. Here monolayer VS2 in
both the trigonal prismatic and octahedral phases is investigated using density functional
theory plus Hubbard U (DFT+U) calculations. Trigonal prismatic VS2 has an isolated
low-energy band that emerges from a confluence of crystal field splitting and direct V–V
hopping. Within spin density functional theory, ferromagnetism splits the isolated band of
the trigonal prismatic structure, leading to a low-band-gap S = 1/2 ferromagnetic Stoner
insulator; the octahedral phase is higher in energy. Including the on-site interaction U
increases the band gap, leads to Mott insulating behavior, and for sufficiently high values
stabilizes the ferromagnetic octahedral phase. The validity of DFT and DFT+U for these
two-dimensional materials with potential for strong electronic correlations is discussed. A
clear benchmark is given by examining the experimentally observed charge density wave
(CDW) in octahedral VS2, for which DFT grossly overestimates the bond length differences
compared to known experiments; the presence of CDWs is also probed for the trigonal
prismatic phase. Finally, we investigate why only the octahedral phase has been observed in
experiments and discuss the possibility of realizing the trigonal prismatic phase. Our work
suggests trigonal prismatic VS2 is a promising candidate for strongly correlated electron
physics that, if realized, could be experimentally probed in an unprecedented fashion due to
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its monolayer nature.
4.1 Introduction
Transition metal dichalcogenides (TMDCs), composed of layers of chalcogen–metal–
chalcogen units (hereafter called monolayers) that stack and adhere via weak bonding, are a
diverse class of materials known to exhibit charge density waves, metal-insulator transitions,
superconductivity, and novel optoelectronic properties [Wilson and Yoffe (1969)]. Recent
breakthroughs in the ability to isolate and manipulate few-layer and monolayer materials,
derived from TMDCs like MoS2 and other layered crystals such as graphite, have enabled
new possibilities for device applications as well as fundamental studies of low-dimensional
systems [Novoselov et al. (2005)].
Many TMDCs are nominally d0 (e.g. TiS2) or band insulators in which an even number
of d electrons completely fills the valence band (e.g. MoS2). Such configurations preclude the
possibility of strong electronic correlations and/or magnetism in the ground state. However,
there are known examples from experiments of non-oxide layered materials exhibiting mag-
netism and in some cases insulating behavior. Spin-3/2 CrXTe3 is a ferromagnetic insulator
with Curie temperature of 33 K for X=Si and 61 K for X=Ge; monolayers in this class of
materials have been predicted to be stable with ferromagnetic exchange as well [Carteaux
et al. (1991, 1995); Lebègue et al. (2013); Li and Yang (2014); Sivadas et al. (2015); Zhuang
et al. (2015)]. The spin-1/2 insulator CrX3 is a ferromagnet below 37 K for X=Br and 61
K for X=I; in CrCl3 ferromagnetic layers stack in an antiferromagnetic pattern with a Néel
temperature of 17 K [de Haas et al. (1940); Tsubokawa (1960); Cable et al. (1961); Dillon Jr.
and Olson (1965)]. Ferromagnetic Fe3GeTe2, which is metallic, has a substantial Curie tem-
perature of 150 K [Deiseroth et al. (2006); Chen et al. (2013)]. In-plane antiferromagnetism
is also observed; MnPS3 and MnPSe3 are spin-5/2 antiferromagnets with Néel temperatures
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of 78 and 74 K, respectively [Wildes et al. (1998); Jeevanandam and Vasudevan (1999)]. Ad-
ditionally, there are numerous antiferromagnets in the family of Fe pnictide superconductors
[Dai (2015)].
VS2 is an interesting candidate among the many possible TMDCs. Here nominal electron
counting indicates that V donates two electrons to each S, leaving it in a d1 (i.e., spin-
1/2) configuration. Therefore, VS2 might be potent for strong electronic correlation physics,
especially since its 3d electrons will be significantly more localized than the 4d or 5d electrons
of NbS2 or TaS2, respectively. Similarly, the electronic states of the sulfur anion should be
more localized than those of selenium or tellurium.
The structure of a monolayer TMDC consists of one metal layer sandwiched between
two chalcogen layers with each layer corresponding to a triangular lattice. This gives rise to
two basic types of chalcogen-metal-chalcogen stacking: ABA stacking, in which the metal
layer hosts a mirror plane, or ABC stacking. The latter gives rise to approximate octahedral
coordination of the transition metal (TM) by chalcogens, which results in the five-fold d
manifold splitting into a 3-fold set (T2g) and a 2-fold set (Eg) of orbitals. More precisely, the
octahedral environment experiences a trigonal distortion due to the ability of the chalcogens
to relax in the out-of-plane direction. This results in a point group symmetry lowering
Oh → D3d and a further splitting of the d orbitals T2g → A1g +E ′g. For convenience, we refer
to the distorted octahedral (D3d) phase as the OCT phase in the remainder of this paper.
Alternatively, ABA stacking results in a trigonal prismatic (TP) coordination of the TM
by the chalcogens. The TP coordination, which is compared to that of the OCT structure in
Fig. 4.1, splits the d manifold into a one-fold A′1 orbital and two different types of two-fold
orbitals (E ′ and E ′′). Both OCT and TP coordinations are possible for VS2, and the TP
coordination is particularly intriguing since it could potentially be a physical realization of a
one-band model with strong interactions; this rare feature is a hallmark of the copper oxide
(cuprate) high-temperature superconductors [Zhang and Rice (1988)].
Experimentally the TP phase has not been realized, but bulk VS2 was first synthesized














Figure 4.1: Side view of crystal structures of trigonal prismatic and octahedral
monolayer VS2 and schematic V 3d orbital fillings from crystal field theory. The
red and yellow spheres represent ionic positions of V and S, respectively.
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in the OCT phase in the 1970s by deintercalating LiVS2 [Murphy et al. (1977)]. It exhibits
a charge density wave (CDW) below T = 305 K with a wavevector q ≈ 2/3 K, where K is
the corner of the Brillouin zone [Murphy et al. (1977); Tsuda et al. (1983); Mulazzi et al.
(2010)]. In the CDW phase Mulazzi et al. found metallic resistivity and no lower Hubbard
band in the photoemission spectrum, suggesting rather weak electronic correlations [Mulazzi
et al. (2010)]. Only a very small paramagnetic response was observed in the magnetic
susceptibility, which it was suggested might stem from V located in between neighboring
VS2 monolayers. A more recent high-pressure synthesis by Gauzzi et al. found much more
appreciable local magnetic moments but no long-range CDW, and it was speculated that
“nm-size domains” might be responsible [Gauzzi et al. (2014)]. Using phonon calculations,
they also showed that the presence of a CDW soft mode is very sensitive to the lattice
parameters. Nanosheets, though not a monolayer, of OCT VS2 have been synthesized and
interpreted as showing ferromagnetism [Feng et al. (2011, 2012); Gao et al. (2013); Zhong
et al. (2014)].
Here we employ first-principles electronic structure calculations based on DFT to explore
the physics of VS2. We focus on a single layer of the material since the realization of a
strongly correlated monolayer material could enable one to probe Mott physics via gating
and strain in an unprecedented way. We find that DFT captures the q = 2/3 K CDW in OCT
VS2 and explains the lack of correlations observed experimentally, though it substantially
overestimates the structural distortion. The addition of an appreciable on-site Hubbard U
interaction to the V site leads to anti-aligned spins in OCT VS2 and yields V–V distance
distortions and metallic behavior in reasonable agreement with known experiments. Unlike
the OCT phase, we find that TP VS2 has an isolated low-energy A
′
1 band at the level of
non-spin-polarized DFT due to the crystal field and direct V–V hopping. The preferred
magnetic order is ferromagnetic, as opposed to the antiferromagnetic ordering found in the
cuprates, and this magnetism opens up a small band gap by splitting the A′1 band. The on-
site interaction leads to a low-band-gap S = 1/2 ferromagnetic Mott insulator. For a narrow
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range of U we find evidence for a CDW in TP VS2. Although DFT predicts ferromagnetic
TP VS2 is the ground state, for moderate values of U we find the OCT structure becomes
thermodynamically favored.
4.2 Computational Details
Density functional theory (DFT) [Hohenberg and Kohn (1964); Kohn and Sham (1965)]
calculations within the generalized gradient approximation of Perdew, Burke, and Ernzerhof
(PBE) [Perdew et al. (1996)] are performed using the Vienna ab initio simulation package
(vasp) [Kresse and Hafner (1994, 1993); Kresse and Furthmüller (1996b,a)]. The Kohn-Sham
equations are solved using a plane-wave basis set with a kinetic energy cutoff of 500 eV and
the projector augmented wave method [Blöchl (1994); Kresse and Joubert (1999)]. The out-
of-plane lattice vector length is chosen to be 20 Å. To sample reciprocal space we employ
a 24 × 24 × 1 k-point grid for the primitive unit cell and k-point grids with approximately
the same k-point density for supercells. We utilize the tetrahedron method with Blöchl
corrections [Blöchl et al. (1994)] for all calculations except for structural relaxations and
phonon calculations in metals, for which we employ the first-order Methfessel-Paxton method
[Methfessel and Paxton (1989)] with a 50 meV smearing. The total energy, ionic forces, and
stress tensor components are converged to 10−6 eV, 0.01 eV/Å, and 10−3 GPa, respectively.
To compute maximally-localized Wannier function (MLWFs) we employ the wannier90
code [Mostofi et al. (2008)]. The rotationally-invariant DFT+U approach with fully localized
limit double counting [Liechtenstein et al. (1995)] is used to explore the impact of an on-site
Hubbard U on the V 3d electrons. Values of on-site Coulomb repulsion U are computed from
first principles via the linear response approach of Cococcioni and de Gironcoli [Cococcioni
and de Gironcoli (2005)]. We do not employ an on-site exchange interaction J since this
effect is present within spin density functional theory [Park et al. (2015)]. We use the
direct (supercell) approach in phonopy [Togo et al. (2008)] to compute phonon dispersion
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relations. For these calculations we employ a 5×5×1 supercell for smaller U and a larger
6×6×1 supercell for U > 3 eV, which we find is needed to capture the presence of soft mode
instabilities. Phonons at select q-points are obtained using the frozen phonon method to
assess supercell convergence of direct calculations. Images of crystal structures are generated
with vesta [Momma and Izumi (2011)].
4.3 Results and Discussion
4.3.1 Charge density wave in octahedral VS2 within DFT
Given that a collection of experiments exist for the bulk OCT phase, we begin by address-
ing the physics of the OCT monolayer. Since bulk OCT VS2 is known to undergo a CDW
transition below T = 305 K [Murphy et al. (1977); Tsuda et al. (1983); Mulazzi et al. (2010)],
we explore the presence of such a CDW in the monolayer OCT structure. We compute the
phonon frequencies using the frozen phonon method for q = 2/3 K, the experimental CDW
wavevector from electron microscopy [Mulazzi et al. (2010)], and verify the soft mode in
the non-spin-polarized (NSP) bulk OCT phase as found in a previous study [Gauzzi et al.
(2014)]. We find the frequency is ω = 60i cm−1. For the monolayer, at this wavevector we
find the same soft mode in the NSP state now with a slightly softer frequency ω = 80i cm−1.
Given the experimental CDW wavevector is in-plane and the similarity of the soft mode for
the bulk and the monolayer, we expect the monolayer CDW to be representative of that of
the bulk. Additionally, at a slightly different wavevector of q = 3/5 K we find a soft mode
of smaller magnitude ω = 48i cm−1 in the monolayer.
Without any CDW the lowest-energy state of monolayer OCT VS2 is a ferromagnetic
(FM) metal with a V magnetic moment of 0.5 µB, which is 13 meV lower in energy than the
NSP state. The relaxed NSP q = 2/3 K OCT CDW state is 12 meV lower in energy than
the pristine (without-CDW) FM state. Although we find no soft mode for the pristine OCT
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(a) OCT q = 2/3 K
(b) TP q = 3/5 K
Figure 4.2: Orthographic projection along the out-of-plane axis of the (a) FM
U = 0 q = 2/3 K OCT and (b) FM U = 3.8 eV q = 3/5 K TP relaxed structures.
Vanadium (sulfur) ions are indicated by red (yellow) spheres and the thick black
lines show the shortest V–S bonds. The unit cell is indicated by thin black lines.
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FM structure, performing a further structural relaxation of the NSP q = 2/3 K OCT CDW
structure with FM initialization leads to an additional small (<1 meV) energy lowering (see
Fig. 4.5). In this structure, depicted in Fig. 4.2(a), distinct V sites have one, two, or
three nearest-neighbor S atoms instead of the six of the pristine OCT structure. The CDW
has substantially suppressed the V magnetic moments to 0.0–0.2 µB, which is consistent
with the weak correlations observed by Mulazzi et al. However, the V–S and V–V distances
exhibit massive variations of 2.2–2.6 and 3.0–3.7 Å, respectively. Sun et al. found that x-ray
absorption fine spectroscopy (XAFS) data within the CDW phase was better interpreted by
assuming two distinct V–V distances (as opposed to one); a difference in V–V distance of 0.19
Å was found [Sun et al. (2015)]. Therefore, DFT is severely overestimating the structural
deformation in the CDW state and beyond-DFT approaches will be necessary to describe
the OCT CDW phase; we address this point in detail using DFT+U in Sec. 4.3.4. Also,
additional experimental studies would be helpful to understand the lack of long-range CDW
found using high-pressure synthesis.
4.3.2 Non-spin-polarized DFT electronic structure
The NSP band structure and density of states for TP VS2 are shown in Fig. 4.3. We do
find an isolated low-energy band like in the crystal field picture shown in the top panel of
Fig. 4.1, but there is a major difference with the simple schematic. The projected density
of states shows this isolated band is mainly of d character, while the unoccupied manifold
above it has slightly less predominant d character (i.e., stronger hybridization with S p); the
manifold below is predominantly S p with some hybridization with V d. However, projecting
the V d density of states onto just the A′1 orbital (d3z2−r2) reveals the main discrepancy with
the simple schematic: the isolated band is only roughly half A′1 character and the remaining
half is E ′ character. This puzzle was first noted by Kertesz and Hoffman in the context of
TMDCs several decades ago [Kertesz and Hoffmann (1984)].
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Figure 4.3: NSP electronic band structure and total (solid black line), d (solid red
line), and d3z2−r2 (dashed blue line) density of states for TP VS2 within DFT. The
black dotted line indicates the Fermi energy and the shaded areas illustrate the gaps
around the isolated low-energy band. The k-point labels Γ, M , and K correspond
to the center, edge midpoint, and corner of the Brillouin zone, respectively.
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Figure 4.4: (a) Density of states and (b) Fermi surface for NSP TP VS2. The thick
black lines correspond to DFT, while the thick red (thin blue) lines indicate tight
binding results with (without) NN V–V hopping matrix elements. The dotted lines
show the irreducible Brillouin zone. Corresponding plots for OCT VS2 are shown
in panels (c) and (d).
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In order to resolve this anomaly and to gain further insight into the electronic structure
of the TP phase, we compute MLWFs for the full p-d manifold of TP VS2, which results in
atom-centered V d-like and S p-like orbitals. The Hamiltonian is represented in the MLWF
basis, and we explore the impact of removing various matrix elements in the Hamiltonian
corresponding to V–S and V–V hoppings; S–S hoppings are always retained. A similar
analysis is performed for the OCT phase for comparison.
Panels (a) and (c) of Fig. 4.4 show the density of states from the MLWF Hamiltonian
for NSP TP and OCT VS2 (black curves), respectively, which are identical to those of DFT
by construction. The OCT structure, unlike the TP structure, does not have an isolated
low-energy band since the crystal field splitting of the T2g into A1g and E
′
g is relatively
weak as is also typical for oxides in this structure. Now we examine the tight binding
(TB) approximation in which we remove all V–S and V–V matrix elements beyond nearest
neighbor (NN) (thick red lines). In both phases, we qualitatively reproduce all of the gaps
and other prominent features of the spectra. For both structures, we find V–V hopping
beyond NN is negligible, and therefore all of the quantitative deviation between the black
and the red curves is due to V–S hopping beyond NN.
If we only include NN V–S hoppings and no NN V–V hoppings (thin blue lines) we still
capture the qualitative features of the spectra for the OCT structure, though there are now
large quantitative differences. However, for TP phase there is a qualitative change: there is
no longer a gap between the isolated d band and the higher-energy d bands. Therefore, the
V–V hopping plays a strong contribution in splitting off the isolated band. Furthermore,
it addresses the observation presented by Kertesz and Hoffman. The fact that the NN V–
V hoppings have a strong interorbital component explains why A′1 only contributes half of
character of the isolated band. Interestingly, we also find that the rapid decay of these
direct TM–TM hoppings with strain explains the semiconductor-to-semimetal transition in
the isostructural d2 material MoS2 under strain [Scalise et al. (2012)].
Panels (b) and (d) of Fig. 4.4 illustrate the Fermi surfaces of the TP phase and OCT
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phase, respectively. In DFT, the Fermi surface of the TP structure has hole pockets centered
at Γ and K, while that of the OCT structure has a single cigar-shaped electron pocket
centered at M . For the OCT structure the TB approximation is sufficient to properly capture
the Fermi surface topology, but for the TP structure this is not the case and longer-range
V–S hopping is needed.
At this level of theory we predict an isolated low-energy band in the TP phase, but
as discussed in the next section there is a ferromagnetic instability once spin polarization
is included even at the DFT level. This strongly suggests electronic correlations will be
important in the TP phase of this material, which therefore is our focus for the remainder
of this paper.
4.3.3 DFT energy level diagram
The total energy of different structures and magnetic configurations of monolayer VS2
within DFT is shown in Fig. 4.5. For the NSP states, the TP structure is lower in energy
than the OCT structure by 15 meV. For both structures, the formation of a FM state results
in a significant energy lowering compared to the NSP state. The magnitude of the energy
decrease is 13 meV for OCT and 49 meV for TP. In the FM state, V in the TP structure is
fully spin polarized with a magnetic moment of 1.0 µB whereas for the OCT structure the
moment is only 0.5 µB, indicating that the TP phase exhibits stronger signatures of electronic
correlations. For the OCT phase one must also consider the CDW phase, which lowers the
OCT energy by 12 meV compared to the FM state and greatly weakens the magnetism
giving moments of only 0.0–0.2 µB. Ultimately, the TP FM state is the ground state since
it is still far lower in energy (38 meV) than the OCT FM CDW phase. The only remaining
task is to provide evidence that there are no other magnetic or phonon instabilities.
To confirm the exchange is FM in VS2, we also investigate q = M and q = 3/4 K
antiferromagnetic (AFM) configurations. For the TP phase, only the striped (q = M) AFM
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Figure 4.5: Energy level diagram for TP (left, in red) and OCT (right, in blue)
VS2 within DFT. The energy of the FM TP state is used as a reference energy.
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configuration is found to converge. This metastable state is metallic with small V magnetic
moments of ±0.2 µB and is only 1.4 meV lower in energy than the NSP state. Therefore,
TP VS2 strongly prefers ferromagnetism and we interpret it as a “Stoner insulator” rather
than a Mott insulator at the level of spin-dependent DFT, given that a gap does not persist
for an arbitrary magnetic ordering. For the OCT structure a metastable q = 3/4 K AFM
configuration is found only 2.4 meV lower in energy than the NSP state, and it similarly is
metallic with small V moments of ±0.4 µB. The FM nature of the exchange in this system is
not unexpected since the V–S–V angle is 84–85 degrees, close to the 90-degree ferromagnetism
given by the Goodenough-Kanamori rules [Goodenough (1955, 1958); Kanamori (1959)].
We compute the phonon dispersion and density of states of FM TP VS2, shown in Fig.
4.6, to assess the dynamic stability of this phase. The out-of-plane acoustic (za) branch has
the ω ∼ q2 form near Γ characteristic of two-dimensional materials. There is no frequency
gap between the acoustic and optical branches. The out-of-plane optical (zo) branches are
the highest-frequency phonons. Since there are no modes with imaginary frequency, this
phase is stable at the level of DFT.
The above analysis of the magnetism and the phonons allows us to conclude that the FM
TP phase is the ground state within DFT. One would not interpret this as a Mott insulator
within DFT given that the band gap does not persist for all spin configurations.
4.3.4 Impact of on-site Hubbard U
We use the linear response approach [Cococcioni and de Gironcoli (2005)] to estimate the
correlation strength U for V in VS2. Computing screened interactions for use in beyond-DFT
methods is still an active area of research, but the linear response approach is useful to set a
baseline for the expected value of U . For FM states, we obtain U = 3.84 eV for the TP phase
and U = 3.99 eV for the OCT phase. For the TP phase, we also compute the U for the NSP
state and obtain 4.14 eV. These values are generally smaller than those of oxides of vanadium
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Density of States (10-2 cm)
Figure 4.6: Phonon dispersion relation and total (black) and V-projected (red)
phonon density of states for FM TP VS2 within DFT. The band labels identify the
mode character near the Γ point. z, t, l, a and o refer to out-of-plane, transverse,
longitudinal, acoustic, and optical branches, respectively.
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[Xu et al. (2015)] and larger than those of sulfides of titanium and tantalum [Sánchez et al.
(2008); Darancet et al. (2014)]. Ultimately, one still needs to carefully investigate the effect
of U on the physical observables given the methodological uncertainties.
U (eV) ∆E (meV) V–S bond length range (Å) V mag. mom. range (µB)
NSP q = 3/5 K 0 -17 2.22–2.52 —
1 -20 2.23–2.51 —
2 -33 2.24–2.51 —
3 -60 2.25–2.51 —
NSP q = 2/3 K 0 -25 2.18–2.57 —
1 -27 2.20–2.56 —
2 -34 2.21–2.55 —
3 -60 2.25–2.52 —
FM q = 3/5 K 0 -7 2.21–2.53 0.03–0.38
1 -2 2.30–2.42 1.17–1.19
2 -14 2.26–2.51 1.21–1.39
3 -1 2.37–2.42 1.30–1.40
FM q = 2/3 K 0 -12 2.18–2.57 -0.02–0.18
1 -12 2.26–2.47 1.14–1.20
2 -10 2.27–2.49 1.27–1.32
3 -1 2.39–2.40 1.28–1.33
Table 4.1: Total energy change per formula unit with respect to the pristine
structure of the same magnetic state, V–S bond length range, and V magnetic
moment range for the NSP and FM states of OCT VS2 with q = 3/5 K and
q = 2/3 K relaxed structures.
Another useful benchmark that could provide a bound for U is the CDW in the OCT
phase. We performed structural relaxations to check if the CDW is still captured for finite U .
The total energy lowering ∆E, V–S bond length range, and V magnetic moment range for
the relaxed structures are given in Table 4.1 for NSP and FM OCT VS2 for q = 3/5 K and
q = 2/3 K. For the NSP states the energy lowering from the CDW increases substantially
with U and is 60 meV for U = 3 eV. For the FM states, the CDW persists for moderate
values of U but it is substantially dampened once U is 3 eV with a total energy lowering of
only 1 meV. However, at U = 3 we find evidence for a new q = 2/3 K CDW ground state
with AFM-like correlations. This system is a ferrimagnetic metal with 2 V moments of 1.3
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µB, 3 V moments of 1.4 µB, and 4 V moments of -1.2 µB. We refer to it as an AFM state
for simplicity since the total magnetization is only 0.21 µB per formula unit.
Further evidence for this tendency for AFM correlations in OCT VS2 for larger U comes
from calculations of the q = M and q = 3/4 K AFM states. For U = 3 eV the q = M
and q = 3/4 K AFM states are also lower in energy than the pristine FM state by 29 and
19 meV, respectively. The q = 2/3 K AFM CDW state is even lower in energy, 39 meV
lower than the pristine FM state, and therefore is the ground state. For U = 4 eV this trend
persists as q = M and q = 3/4 K phases with anti-aligned magnetic moments are lower in
energy than the pristine FM phase by 35 and 29 meV, respectively. It should be emphasized
that these anti-aligned magnetic states are strongly coupled to the structural distortions;
performing an unrelaxed U = 3 eV calculation based on the FM U = 0 or U = 3 eV relaxed
structure of the primitive unit cell (i.e., without any CDW) demonstrates that the FM spin
ordering persists as the ground state.
To assess which regime of U best agrees with experiments on the CDW phase, we compare
the V–V and V–S distances of our calculated structures to those of known experiments in
Fig. 4.7. For the V–V distance the high-temperature value of Sun et al. agrees well with
that of Murphy et al., which may be reasonable since the temperature is approaching the
CDW transition at 305 K. Gauzzi et al., who do not find a long-range CDW, observe a
slightly larger V–V distance at low temperature. The work of Sun et al. is the only work
that presents atomic distances at low temperature well within the CDW phase; they report
a V–V distance difference of 0.19 Å.
Applying DFT+U while not allowing spontaneously broken translational symmetry, the
V–V and V–S distances of the pristine FM state increase roughly linearly with U . For
this state, within DFT (U = 0) PBE predicts larger bond lengths than the local density
approximation (LDA) as is typical. As discussed in Sec. 4.3.1, for U = 0 the range of V–V
distances of the q = 2/3 K FM CDW phase (0.70 Å) is over 3.5 times the low-temperature
XAFS measurement from Sun et al. For U = 1 and 2 eV the range we compute is smaller











































q = 2/3 K PBE AFM
q = 2/3 K PBE FM
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Figure 4.7: (a) V–V and (b) V–S distances for OCT VS2 in the pristine FM
phase, q = 2/3 K FM CDW phase, and q = 2/3 K AFM CDW phase as a function
of U . The two green dashed lines for the low-temperature experiment of Sun et
al. in panel (a) correspond to the two measured V–V distances. For comparison,
the U = 0 value for the pristine FM phase is also shown within the local density
approximation (LDA).
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but still over twice the experimental value, while the range collapses to only 0.04 Å for
U = 3 eV. Alternatively, reasonable agreement with experiment occurs for the U = 3 eV
q = 2/3 K AFM CDW phase. This phase still contains an appreciable CDW distortion,
unlike the corresponding FM phase, and the range of V–V distances of 0.28 Å is comparable
to that in experiment. Furthermore, the metallic nature of this phase (unlike the gapped
FM CDW phase) is qualitatively consistent with the experimental resistivity [Murphy et al.
(1977); Mulazzi et al. (2010); Sun et al. (2015)]. Therefore, an appreciable U value of around
3 eV may be most reasonable for OCT VS2, and we find evidence for AFM correlations
in this regime. The V–S bond lengths show a similar trend: the q = 2/3 K FM CDW
phase exhibits a massive range of values for U = 0 that is dampened for U = 1 and 2
eV and nearly disappears for U = 3 eV. We note that Sun et al. reports only a single
temperature-independent V–S bond length, however. A detailed structural refinement from
experiment would be instrumental for a more stringent evaluation of available first-principles
methodologies.
DFT+U corresponds to a Hartree-Fock (mean-field) solution to the quantum impurity
problem of dynamical mean-field theory [Georges et al. (1996); Kotliar et al. (2006)]. Given
the manner in which Hartree-Fock tends to overemphasize the effects of interactions, it would
not be surprising to require a smaller value of U relative to that of linear response to provide
a proper description. Especially given that there are currently no experiments for the TP
phase, the above analysis indicates the need to explore a range of U values in what follows.
We explore the effect of U on the electronic spectrum of FM TP VS2 using DFT+U . As
shown in Fig. 4.8(a), for U = 0 already there is a small band gap of 30 meV generated by
the exchange splitting of the A′1 state. With increasing U the spin-down A
′
1 state is shifted
up in energy, which increases the band gap up to 0.6 eV; the band gap saturates once the
spin-up E ′ levels become the lowest unoccupied states. This value is somewhat smaller than
the 1.1 eV band gap obtained via hybrid functional calculations, which is presumably due to
the nonlocality of the potential in the hybrid functional [Huang et al.]. For small U , the U -








































Figure 4.8: Electronic density of states for FM VS2 in the (a) TP and (b) OCT
phases for different values of U . The dotted black line indicates the Fermi level.
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induced energy shift of correlated orbital |dα〉 with occupancy nα takes the form U(1/2−nα)
within DFT+U , so one expects an occupied state (nα = 1) to shift down in energy by U/2
and an unoccupied state (nα = 0) to shift up in energy by U/2. In this case, however, the
spin-up d levels are significantly hybridized such that their occupancies are very close to
1/2 (i.e., 0.45–0.48) within DFT. This necessitates that the spin-up d manifold is essentially
fixed in energy for small U . The trend happens to persist over the full range of U shown,
which is responsible for the band gap saturation observed here as well as in a previous study
[Huang et al.]. For comparison, the impact of U on the density of states of FM OCT VS2 is
shown in Fig. 4.8(b).
For U of 2 and 4 eV the metastable striped q = M AFM configuration is 115 and 66
meV higher in energy than the FM state with a band gap of 0.1 and 0.7 eV and V magnetic
moments of ±0.6 and ±1.3 µB, respectively. The insulating behavior for this higher-energy
magnetic configuration indicates that the system has been driven into a regime of Mott
physics, as crudely interpreted from DFT+U ; this is in contrast to the DFT description in
terms of a Stoner instability.
We also examine the impact of U on the phonon dispersion relation of the FM TP state
to assess the dynamical stability of VS2. Figure 4.9 illustrates the main result. For U = 3.0
eV the phonons are all still stable, as in the DFT case. For U = 3.2 eV one can observe the
formation of a small dip in the ta branch between Γ and K. Once U is equal to 3.4 eV, a
soft mode is formed. There is an additional soft mode at q = K whose eigenvalue is smaller
in magnitude.
To corroborate and refine our finding of U -induced soft modes in the TP phase, we
performed frozen phonon calculations at several q-points. The frozen phonon method re-
moves the possibility of image interactions, which can cause errors in the supercell approach.
For U = 3.4 eV we find a 130i cm−1 soft mode at the K point, a 100i cm−1 soft mode at
q = 1/2 K, and a 188i cm−1 soft mode at q = 3/5 K; this reveals that the supercell approach
is qualitatively correct but with substantial quantitative errors.
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Figure 4.9: Phonon dispersion relation for FM TP VS2 for U = 3.0 eV (thin solid
black lines), U = 3.2 eV (dashed thin blue lines), and U = 3.4 eV (thick solid red
line).
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U (eV) ∆E (meV) V–S bond length range (Å) V magnetic moment range (µB)
3.4 -0.1 2.38–2.40 1.38–1.39
3.6 -3 2.38–2.40 1.41–1.41
q = K 3.8 -10 2.38–2.41 1.44–1.44
4.0 +9 2.38–2.43 1.32–1.50
4.2 +16 2.38–2.44 1.33–1.52
3.4 -1 2.37–2.42 1.17–1.56
3.6 -7 2.37–2.44 1.16–1.71
q = 3/5 K 3.8 -19 2.36–2.45 1.18–1.82
4.0 -34 2.36–2.46 1.19–1.90
4.2 -45 2.36–2.47 1.20–1.97
Table 4.2: Total energy change per formula unit, V–S bond length range, and V
magnetic moment range for FM TP q = K and q = 3/5 K relaxed structures for
several U values.
We performed structural relaxations for the two wavevectors with the softest phonon
modes, q = K and q = 3/5 K, using supercells commensurate with those wavevectors.
The total energy lowering ∆E, V–S bond length range, and V magnetic moment range for
the relaxed structures are given in Table 4.2. For U = 3.2 eV no structural distortion is
found for either wavevector. With larger U values, the relaxed structures exhibit lower
total energy and modulation of V–S bond lengths and V magnetic moments. For q =
3/5 K the magnitude of ∆E increases monotonically from 1 meV to 45 meV as U increases,
corresponding to an enhanced CDW. The V–S bond lengths vary by as much as 0.09 Å and
the V magnetic moments differ by as much as 0.8 µB at a given U . For 3.4 eV ≤ U ≤ 3.8
eV the q = K soft mode also shows an appreciable but smaller energy lowering (|∆E| ≤ 10
meV) with significantly smaller magnitudes of the differences in V–S bond length (0.03 Å)
and V magnetic moment (0.01 µB); for U > 3.8 eV this CDW state becomes higher in energy
than the undistorted FM state. For U = 5 eV we do not find a stable (or even metastable)
q = 3/5 K or q = K CDW state, indicating the prediction of a CDW state for TP VS2 only
exists within a narrow window of U values.
For U ≥ 4 eV, both the q = 3/5 K and q = K soft modes disappear (not pictured).
Frozen phonon calculations indicate that the smallest phonon frequency at U = 4 eV is 126






































































Figure 4.10: (a) S–V–S bond angle, (b) V–S bond-length, (c) out-of-plane S–S
distance, and (d) electronic band gap as a function of U for FM TP VS2. The
density matrix difference for U = 4 eV (ground state minus metastable state) for
spin-up (left) and spin-down (right) electrons is displayed in panel (e). The matrix
rows (columns) correspond to dxy, dyz d3z2−r2 , dxz, and dx2−y2 states from top to
bottom (left to right).
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cm−1 for q = K, 97 cm−1 for q = 3/5 K, and 79 cm−1 for q = 1/2 K. In this regime of 4 eV
≤ U < 5 eV we find that the q = 3/5 K CDW phase is a separate lower-energy state that
exists in addition to the metastable undistorted FM state.
The disappearance of the soft modes at U ≥ 4 eV appears to be related to a separate
electronic and structural phase transition that occurs within the primitive cell of FM TP
VS2. To describe the phase transition, we plot in Fig. 4.10 several structural parameters
(out-of-plane S–V–S bond angle, V–S bond length, and out-of-plane S–S distance) and the
band gap as a function of U for FM TP VS2. There is a sharp discontinuity in the structural
parameters at U = 4 eV that most noticeably leads to decreases in S–V–S bond angle and
out-of-plane S–S distance. The band gap shows a discontinuity and begins to decrease at
U = 2 eV when the A′1 level is no longer the lowest unoccupied state. At U = 4 eV there
is a slight drop in band gap due to the phase transition, after which it begins to increase
roughly linearly. Using the relaxed crystal structure from U = 4 eV, we are able to converge
a U = 4 eV DFT+U calculation to a metastable state 6 meV higher in energy whose
electronic properties (e.g. density of states and local density matrix) resemble those of lower
U (i.e., U < 4 eV) as opposed to this new ground state. This, along with the presence of
discontinuities in the structural and electronic properties, indicates that the phase transition
is of first order.
To better understand the electronic aspect of the phase transition, in Fig. 4.10(e) we
plot the difference in the V on-site density matrices (ground state minus metastable state)
obtained using the same crystal structure. The most significant changes occur in the spin-up
channel. Compared to the metastable state, in this spin channel the ground state has 0.16
additional occupancy of the A′1 (d3z2−r2) state and 0.16 less in total occupancy of the E
′
(dx2−y2 and dxy) states.
Given the crude nature of DFT+U , one must view these results with caution. More
advanced calculations using DFT+DMFT, in addition to experiments, would be needed to
judge the veracity of this predicted CDW. A smaller value of U might be more relevant
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in VS2 to compensate for errors associated with Hartree-Fock treatment of the impurity
problem.





























Figure 4.11: Total energy of NSP TP (black dashed line and open circles), NSP
OCT (red dashed line and open squares), and FM OCT (red solid line and filled
squares) states referenced to the FM TP (black solid line and filled circles) state
energy as a function of U . The FM CDW state for the TP phase (purple solid
triangles) and OCT phase (green upside-down triangles) are a small perturbation
on the energetics.
To explore the impact of U on the relative energetics of the TP and OCT phases, in Fig.
4.11 we show the total energy of the NSP and FM states for TP and OCT VS2 referenced
to the TP FM state energy. Here we do not focus on the CDWs since they are a small
perturbation on the energetics. For U = 0 the TP FM state is the ground state with the TP
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NSP, OCT FM, and OCT NSP states 49, 50, and 64 meV higher in energy, respectively. As
U increases the NSP states are each monotonically destabilized by several hundreds of meV
compared to the TP FM state as expected. The OCT FM phase has a more complicated
nonmonotonic behavior, initially slightly increasing its relative energy with U and then
decreasing its relative energy for U > 1 eV. For U values larger than 1 eV the OCT FM
state becomes an insulator with the A1g state fully polarized (V magnetic moment of 1 µB)
and is energetically stabilized; for U = 3 eV it is lower in energy than the TP FM state by
88 meV, and the energy stabilization increases upon further increasing U .
To gain further insight into the stabilization of FM OCT over FM TP VS2 with U , we
introduce a new spectral decomposition of the DFT+U energy functional into contributions
from DFT (EDFT ), filling of V d orbitals (Efill), and ordering of V d orbitals (Eord):
EDFT+U = EDFT + Efill + Eord
Efill = U(2l + 1)µ(1− µ) Eord = −U(2l + 1)σ2
where l is the angular momentum (l = 2 for d electrons) and µ and σ are the mean and
standard deviation of the eigenvalues of the local d density matrix. The filling and ordering
terms added together give the standard interaction and double counting terms in DFT+U
for J set to 0. This decomposition provides a convenient way to isolate and quantify the
contributions of the average filling of the d shell and the spin and orbital ordering of the d
shell to the interaction and double counting energetics. The former elucidates the energetics
associated with moving charge into or out of the correlated subspace, while the latter is the
means by which Hartree-Fock captures the energetics of electronic correlations.
As shown in Fig. 4.12(a), for U = 1 eV EDFT (black circles) and Eord (blue diamonds)
are responsible for the further stabilization of the TP phase compared to U = 0. For larger
U , the Efill term (green triangles) increasingly favors the OCT phase by as much as 101
meV as U increases. The total E(OCT)–E(TP) (red squares) decreases with U a factor of
3 to 4 faster than Efill. EDFT and Eord tend to oppose each other, but overall the negative
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Figure 4.12: (a) DFT+U total energy of FM OCT phase minus that of FM
TP phase (red squares) and decomposition into DFT (black circles), filling (green
triangles), and ordering (blue diamonds) contributions as a function of U . (b)
µ(1 − µ) (green) and (c) σ2 (blue) as a function of U . Solid (dashed) lines with
(without) symbols correspond to the TP (OCT) phase in panels (b) and (c).
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Eord term is dominant and this contributes significantly to the overall stabilization of the
OCT phase. The Eord and EDFT terms increase in magnitude significantly faster once the
OCT phase becomes an insulator at U = 2 eV. We find the same qualitative behavior when
we freeze the ions at the U = 0 structures, indicating this is not an effect of structural
relaxation.
The filling factor µ(1− µ) and the ordering factor σ2 are plotted for both phases in Fig.
4.12(b) and Fig. 4.12(c), respectively. Interestingly, the TP and OCT phases have an almost
identical filling of the V d shell with µ(1 − µ) = 0.229 at U = 0. On the other hand, the
σ2 terms are substantially different at U = 0: σ2 is 0.0167 in the TP phase as opposed to
only 0.0083 in the OCT phase. This stems from the complete spin polarization of the A′1
state in the TP phase, as opposed to the partial spin polarization in the OCT phase. The
preceding statement can be supported by investigating the NSP state for both the TP and
OCT phases for U = 0, which yields much more similar σ2 values of 0.0037 and 0.0047,
respectively. Therefore, the pure crystal fields in each respective case results in a similar and
small σ2, while the differing degrees of spin polarization are responsible for the large initial
difference at U = 0. This enhanced spin ordering in the TP phase leads to the enhanced
stabilization of the TP phase in the limit of small U since ∂Eord/∂U ∼ −σ2 and because the
initial fillings are nearly identical. However, this trend is only guaranteed for small U and as
we pointed out above the trend reverses for U > 1 eV. We therefore proceed to examine each
contribution as a function of U . In terms of the filling contribution, the OCT phase filling
factor decreases with U twice as fast as it does for the TP phase for U ≤ 3.8 eV. The σ2
for the OCT phase increases 5.2 times as fast as does that of the TP phase for U ≤ 3.8 eV,
since both the A1g and the E
′
g states are polarizable, and for U = 3.8 eV it has an ordering
factor 2.3 times as large. Therefore, both the decreased filling and increased ordering of the
d orbitals of the OCT phase contribute to its stabilization for larger U .
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4.3.6 Possibility of realizing trigonal prismatic VS2
Only the OCT phase of VS2 has been observed experimentally, in bulk and nanosheet
forms [Murphy et al. (1977); Feng et al. (2011, 2012); Zhong et al. (2014); Gauzzi et al.
(2014)]. DFT predicts the TP phase is the thermodynamic ground state, while DFT+U
predicts that the OCT phase becomes the ground state when U surpasses a moderate value
of approximately 2.3 eV. More advanced calculations, including DFT+DMFT and possibly
cluster extensions of DMFT, will be needed to definitively settle this issue from a theoretical
standpoint. Given that TP may in fact be the ground state, or possibly a metastable state
sufficiently low in energy to be achieved experimentally, we explore possible reasons why it
has not been observed in experiment.
The initial synthetic route to VS2 was delithiation from LiVS2 [Murphy et al. (1977)].
This lithiated compound has a layered octahedral structure [van Laar and Ijdo (1971)].
Therefore, one possibility is that VS2 is stuck in a metastable OCT state. Within DFT,
we compute an energy barrier of 0.69 eV per formula unit based on a linear interpolation
between the TP and OCT monolayer structures allowing only out-of-plane ionic relaxation.
This value is in agreement with nudged elastic band calculations that found a barrier of
0.66 eV [Zhang et al. (2013)]. The large barrier supports the possibility that it could very
challenging to change phases. Another high-temperature synthesis technique did not use
LiVS2 but still resulted in the OCT phase [Ohno et al. (1982, 1983)]. One possibility is that
finite temperature plays a role in destabilizing the TP phase since there is evidence that the
phonon entropy is greater for the OCT phase [Zhang et al. (2013)].
A more recent high-pressure synthesis of VS2 also yielded the OCT phase [Gauzzi et al.
(2014)]. We performed spin-polarized DFT (i.e., U = 0) calculations of bulk VS2 under
pressure and find that for sufficiently high pressure the OCT phase becomes the ground
state, so this could be the reason why the TP phase is not observed. In these calculations we
considered 2Hc (MoS2-like) stacking [Katzke et al. (2004)] for the TP phase and O1 (CoO2-
like) and O3 (LiCoO2-like) stackings [Van der Ven et al. (1998)] for the OCT phase. At 5
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GPa the TP phase is still the ground state but only 15 meV lower in energy compared to
50 meV for 0 GPa. At 10 GPa the TP phase becomes 26 meV higher in energy than the
OCT phase. Based on these observations, if the TP phase is the ground state we predict
that synthesis under ambient pressure, under low temperature, and not involving a LiVS2
precursor will be most effective to attempt to realize TP VS2.
4.4 Conclusions
We have demonstrated that monolayer TP VS2 has an isolated low-energy band at level of
NSP DFT, which arises due to a combination of the TP crystal field and the nearest-neighbor
V–V hopping. Including spin polarization reveals that the exchange is ferromagnetic and
yields a FM insulator with a small band gap. Other spin configurations result in metallic
states substantially higher in energy, indicating that spin-dependent DFT is not putting
VS2 in the Mott regime. While TP VS2 has not been observed in experiment in any form,
spin-polarized DFT does predict it is lower in energy than the OCT phase. DFT captures
the known CDW in the OCT phase, which strongly diminishes the magnetism relative to
the undistorted phase. However, DFT appears to grossly overestimate the CDW amplitude
in this phase. Specifically, the V–V distance differences from DFT are far larger than those
of the existing XAFS study [Sun et al. (2015)].
Accounting for local correlations via DFT+U produces a S = 1/2 FM insulating state
in the TP phase, which is in the Mott regime for moderate values of U . For a small regime
of finite U , we find a CDW in the TP phase at q = 3/5 K. For the OCT phase, increasing
U diminishes the amplitude of the CDW. For the ferromagnetic CDW state, the amplitude
decreases slowly before rapidly collapsing near U = 3 eV. However, for this regime of U ,
magnetism with anti-aligned spins becomes energetically favored over ferromagnetism. In
this magnetic configuration we find metallic behavior as in experiments and the V–V distance
differences of the CDW phase are within reasonable comparison to XAFS experiments.
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Regarding relative phase stability, above a reasonably small U (approx. 2.3 eV) the
energy ordering of TP and OCT phases reverses with the OCT phase becoming the ground
state. More advanced calculations, including DFT+DMFT and possibly cluster extensions
of DMFT, will be needed to settle which is the ground state structure and determine whether
the CDW in the TP phase is physical.
If the TP phase can be realized, it has the potential for novel physics: it would be a rare
example of a S = 1/2 Mott insulator on a triangular lattice with strong FM correlations.
Its monolayer nature might enable doping via gating, allowing one to probe the doped Mott
insulator in a precise fashion without simultaneously introducing disorder.
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