Abstract. In this paper, we study Landau-Lifshitz equations of ferromagnetism with a total energy that does not include a so-called exchange energy. Many problems, including existence, stability, regularity and asymptotic behaviors, have been extensively studied for such equations of models with the exchange energy. Problems turn out quite different and challenging for Landau-Lifshitz equations of no-exchange energy models because the usual methods based on certain compactness do not apply. We present a new method for the existence of global weak solution to the Landau-Lifshitz equation of no-exchange energy models based on the existence of regular solutions for smooth data and certain stability of the solutions. We also study higher time-regularity, energy identity and asymptotic behaviors in some special cases, for the weak solutions.
1. Introduction 1.1. Landau-Lifshitz theory. The well-known Landau-Lifshitz theory of ferromagnetism models the state of magnetization vector m of a ferromagnetic material based on formulation of a total energy consisting of several competing energy contributions. The theory for rigid ferromagnetic bodies also assumes that, below certain critical temperature, the magnetization vector m has constant magnitude: |m(x)| = M s , where M s > 0 is the saturation magnetization. Throughout this paper, we will assume M s = 1; therefore, magnetization vector m is a unit director field. We refer to [4, 22, 23, 24] for more backgrounds on this theory and related mathematical developments.
Under this theory, equilibrium states (including reduction theory for thin-film limits) are studied usually through the minimization of total energy, while dynamic properties are modeled and analyzed by the associated Landau-Lifshitz equations or Landau-Lifshitz-Gilbert equations derived from the given total energy.
Both equilibrium and dynamic problems have been well studied for models with a total energy that includes a so-called exchange energy whose density is roughly proportional to |∇m| 2 ; see, e.g., [1] [2] [3] , [6] [7] [8] , [12] [13] [14] [15] [16] , [21, 25, 30] . Equilibrium problems for energies excluding the exchange energy (the "no-exchange energy" models) have been studied by, e.g., [9, 11, 17, 26, 27, 31, 32] ; however, few work has been done on dynamic problems for no-exchange energy models, except perhaps [10, 18, 19 ].
1.2.
Landau-Lifshitz equations of no-exchange models. In this paper, we study the Landau-Lifshitz equation of no-exchange energy models; namely, we assume the total energy is given by
Here Ω is a bounded domain in R 3 occupied by the material, functions ϕ and a are given physical quantities representing, respectively, material's crystallographic anisotropy and the external applied magnetic field, and the (stray) field H m is induced by m through (simplified) Maxwell equations:
where χ Ω is the characteristic function of domain Ω. Under this energy formulation, the associated dynamic Landau-Lifshitz equation governing the evolution of magnetization m = m(x, t) is given by
where γ < 0 is material-dependent electron gyromagnetic ratio, α ≥ 0 is LandauLifshitz phenomenological damping parameter, and H eff is the total effective magnetic field derived from E(m), which is given by (1.4)
In what follows, we assume ϕ(m) is a smooth function on R 3 and a ∈ L ∞ (Ω; R 3 ). The Landau-Lifshitz equation (1. 3) can also be written as a Landau-LifshitzGilbert equation:
Equation (1.3) or (1.5) will be supplemented with an initial value condition:
where m 0 ∈ L ∞ (Ω; R 3 ) is a given field. Therefore, if initial datum m 0 satisfies the saturation condition |m 0 (x)| = 1 a.e. on Ω, then solution m will also satisfy the saturation condition |m(x, t)| = 1 a.e. x ∈ Ω for all t ∈ [0, ∞).
(b) The regularity condition on weak solution m automatically requires that m ∈ C([0, T ]; L 2 (Ω; R 3 )) for all T > 0.
1.3. Quasi-stationary limits. Initial value problem (1.3) with (1.6) can be written as a quasi-stationary system:
where F a (x, m, H), specifying the dependence on applied field a, is the LandauLifshitz interaction function given by
with L(m, n) linear in n and defined by
Existence of global weak solution to system (1.7) has been established in [10, 18] using the quasi-stationary limit of certain Landau-Lifshitz-Maxwell systems as electric permittivity tends to zero. The method in [10] uses a simple LandauLifshitz-Maxwell system given by (1.9)
where > 0, and the initial data E 0 , H 0 for electric and magnetic fields E, H are any vector-fields satisfying
System (1.9) with = 1 has been studied by Joly, Metivier and Rauch [20] , where existence of global weak solutions was established. Similarly, one can show that, for any > 0, system (1.9) has a global weak solution (E , H , M ). In Deng and Yan [10] , we have showed that, as → 0, M → m strongly in both
) for all 0 < T < ∞ and that the limit m is a global weak solution to problem (1.7).
Main results.
In this paper, we present a different method for the existence of global weak solution to (1.7) with any initial data m 0 ∈ L ∞ (Ω; R 3 ); we do not assume the saturation condition here. Our method is based on the existence of solutions to (1.7) for smooth a and m 0 and a certain stability for solutions. We also study the higher time-regularity and the asymptotic behaviors of solutions in some special cases.
We organize our plans of the paper and summarize the main results as follows.
1.4.1. Finite-time Local L 2 -Stability. Our main stability result is stated as follows and will be proved in Section 2 (see Theorem 2.2). Theorem 1.1. Let 0 < R, T < ∞ be given. Then there exist constants C = C(R, T ) > 0, c = c(R, T ) > 0 and ρ = ρ(R, T ) > 0 such that, for any weak solution m k to the system (1.7) with applied field a k and initial datum m
This stability result also implies the uniqueness of weak solution to system (1.7).
1.4.2.
Existence of Global Weak Solutions. Based on the previous stability theorem, in Section 3, we present a new method for the existence of global solution to (1.7) with general applied fields a and intial data m 0 . First, we show the existence of global solution to (1.7) for smooth fields a and initial data m 0 ∈ H 2 (Ω;
) and is locally Lipschitz ; the proof uses a critical estimate that H m ∈ H 2 (Ω; R 3 ) for all m ∈ H 2 (Ω; R 3 ) (see, e.g., [8, 20] ). By the abstract ODE theory in Banach spaces, problem (1.7) has a local solution if m 0 ∈ H 2 (Ω; R 3 ). Then a no-blowup result (Theorem 3.4) shows that the local solution is in fact global on t ∈ [0, ∞). The proof of the no-blowup result, Theorem 3.4, is given in Section 4.
We remark that in the special case when ϕ = 0 and a = 0 (thus H eff = H m ), for smooth initial data m 0 ∈ H 2 (Ω) with ∂m0 ∂ν | ∂Ω = 0, Carbou and Fabrie [8] also established the global existence through a singular perturbation method, by including κ∆m in H eff and letting κ → 0.
Once we have obtained the global existence for smooth data a and m 0 , we use approximation and the stability result Theorem 1.1 to establish the existence for general data.
1.4.3.
Higher Time-Regularity. In Section 5, we study the higher time-regularity for the simple Landau-Lifshitz equation
where H m is given as above. 
where C is a constant only depending on T, p, m 0 H 2 (Ω) .
By similar methods, this result is also valid for the general equation (1.3) with smooth applied field a and anisotropy energy density ϕ.
1.4.4.
Energy Identity and Weak ω-Limit Sets. In Section 6, we first prove an energy identity for the global weak solutions to the Landau-Lifshitz equation (1.3). Theorem 1.3. The global weak solution m to (1.7) with bounded initial data satisfies the energy identity
Therefore, the global-in-time regularity for weak solutions (even for regular solutions) is that
But this regularity is not enough to have strong convergence as t → ∞; it would be enough if one has m t ∈ L 1 ((0, ∞); L 2 (Ω; R 3 )) (see [21] ). Therefore, it is quite challenging to study the asymptotic behaviors for even the regular solutions. The solution orbits for general initial data may not have strong ω-limit points; we thus study the weak ω-limit set:
We give an estimate of ω * (m 0 ) for the so-called soft-case, where there is no anisotropy energy (ϕ = 0). For more results on further special case when a = 0, see [32, 33] .
on Ω, it follows that
e. on Ω}.
1.4.5. The Special Dynamics on R 3 . In final Section 7, we study a special case of (1.7) when applied field a(x) = a is constant, domain Ω is an ellipsoid, and initial datum m 0 is a constant unit vector. In this case, it is well-known that the magnetostatic stray field H m induced by any constant field m has constant value on ellipsoid domain Ω (see, e.g., [27] ). Hence, problem (1.7) reduces to an ODE system on R 3 :
for some smooth function Φ : R 3 → R 3 ; see (7. 3) below. The dynamics of system (1.16) will be studied by the classical ODE theory using an explicit Lyapunov function.
Finite-time local L
2 -stability 2.1. Helmholtz decompositions. In order to study the field H m , we review the standard orthogonal (Helmholtz) decomposition:
where
) are the subspaces of curl-free or divergence-free functions in the sense of distributions, respectively. This decomposition can be explicitly given in terms of the Fourier transformf of
The projection operator P (f ) = f also extends to a bounded linear operator on L p (R 3 ; R 3 ) for all 1 < p < ∞, with operator norm bounded by C 0 p when p ≥ 2, where C 0 is an abstract constant independent of p ≥ 2 (see Stein [28] ).
With this projection operator, we see easily that the magnetostatistic stray field H m is given by H m = −P (mχ Ω ). 
, where H λ is a function such that
Proof. For the convenience of the reader, we include a proof of this result. Define H λ = H m χ {|Hm(x)|≤C ln λ} , where C > 0 is a constant to be selected later. Since H m = −m withm = mχ Ω , we have, for all p ≥ 2,
where C 0 is independent of p ≥ 2 (see [28] ). Hence,
We now select C = 4eC 1 and p = 4 ln λ ≥ 4 to obtain
This proves (2.1).
2.3.
Proof of Theorem 1.1. We now prove our main stability result, Theorem 1.1, which generalizes our previous result [10, Theorem 5.1] to the case of different applied fields a(x). A similar stability result including the different anisotropy functions ϕ(m) can also be proved.
Assume m k (k = 1, 2) is any weak solution to the problem (1.7) with given applied field a k and initial datum m
, where R > 0 is a given constant. Then, Theorem 1.1 will be proved once we prove the following result.
So we have
Step 2. The function L(m, n) defined by (1.8) above can be written as
where B(m) is a 3 × 3-matrix for each m ∈ R 3 ; note that each element of B(m) is a quadratic function of m. Given any
Step 3. By Remark 1 above, it follows that
2) and (2.6), we obtain the following point-wise estimate for δF :
are constants depending only on R. We apply Lemma 2.1 to function
, where constants A , B , C depend on R.
Step 4. From (2.4) and (2.9), it follows that
From this, a Gronwall inequality yields
(2.10)
Step 5. We consider two cases. Case 1. Assume both δm 0 = 0 and δa = 0. Then, by (2.10),
. If 0 ≤ t ≤ t 0 , then B t − 1 < 0 and hence, by (2.11) with λ → ∞, we have δm(t) = 0 for all t ∈ [0, t 0 ]. With m k (t 0 ) as initial datum at time t 0 , we obtain δm(t) = 0 on [t 0 , 2t 0 ]; eventually, we have δm(t) = 0 for all t ≥ 0; hence (2.3) holds. This also shows the uniqueness of the weak solution to the system.
where C 2 = C 1 + 1 depends only on R.
Step 6. Combining Cases 1 and 2 in
Step 5 above, with the constants t 1 = t 1 (R) and
as initial datum at time t 1 , we apply (2.13) again to obtain
We have thus proved that, if (2.14) holds then
By induction, we obtain that, for
Step 7. In this step, we complete the proof of the theorem. Let k be the integer such that 2
from which it is easily seen that (2.15) holds; so, by (2.16),
this proves (2.3) with constant C = C 2 2 (1 + DT ) ρ .
Existence of global weak solutions
In this section, we present a proof for the existence of global weak solution to (1.7) based on the stability theorem proved above. To this end, we introduce a nonlinear function
, where H m is defined by (1.2) and L is defined by (1.8). As before, we always assume the anisotropy function ϕ : R 3 → R 3 is smooth.
3.1. Properties of f for smooth applied fields. In this subsection, we assume the applied field a belongs to C ∞ (Ω; R 3 ) and show that, in this case, f :
and is locally Lipschitz. We need some estimates. 
Proof. We omit the proof, but only mention that (3.2) is a simple consequence of the well-known embeddings:
3) has been, e.g., proved in [8] . Finally, we remark that, from (3.2) and (3.3), it follows that, with constant
The main result of the subsection is the following local Lipschitz property of f on H 2 (Ω; R 3 ).
Proposition 3.2. Function f maps space H 2 (Ω; R 3 ) into itself and is locally Lipschitz on H 2 (Ω; R 3 ).
Proof. Since f (0) = 0, the self-mapping property of f will follow from the local Lipschitz property of f on H 2 (Ω; R 3 ). To prove the local Lipschitz property of f , given any two functions
and
where A, B are functions defined in Step 2 of the proof of Theorem 2.2 above. We also write I 1 as (3.8)
Note that C is linear in a. We aim to show
for some constant L(R) depending on R. By (3.5), (3.4) and Lemma 3.1, it follows that, for k = 1, 2,
We proceed with twol steps.
Step 1: Estimation of I 1 . Clearly, by (3.8) and (3.9),
We estimate the H 2 -norm. Denote by ∂ j the first partial derivative with respect to x j and by ∂ 2 ij the second partial derivative with respect to x j and x i (i, j = 1, 2, 3). Note that
Similarly, ∂ , with certain choices of p, q, k, l ∈ {1, 2} and i , j ∈ {i, j}. Hence ∂ 2 ij (C(m 1 , m 2 , a)) L 2 is bounded by the quantity 
Step 2: Estimation of I 2 . We write I 2 = I 21 + I 22 with
The term I 21 is more like term I 1 , except the constant field a is replaced by the field
(Ω) ≤ C 1 R, estimation resulting from H m 1 in A can be handled in a much similar way as the term a in C of I 1 .
The term I 22 is simpler but slightly different than I 1 in that H δm is in place of δm. Nevertheless this term can also be estimated in a similar fashion as I 1 , using the following estimate on H δm :
We eventually obtain I 2 H 2 (Ω) ≤ L(R) m H 2 (Ω) . This completes the proof.
3.2.
Existence of global solution for smooth data. We continue to assume a ∈ C ∞ (Ω; R 3 ) in this subsection. Let X = H 2 (Ω; R 3 ). With function f : X → X defined above, we formulate the problem (1.7) as an abstract ODE on X by (3.10)
We say m is a solution to (3.10) on [0, T ) if m is a solution on [0, T ] for all 0 < T < T (in this case T could be ∞). We claim that T * = ∞, which implies that (3.10) has a unique global solution m defined on [0, ∞). Clearly, this solution is also a global weak solution to the Cauchy problem (1.7) above. Suppose T * < ∞. Then, by the elementary ODE theory, a solution m to (3.10) would exist on [0, T * ) and satisfy
The following theorem asserts that this finite-time blowup is impossible; this completes the proof of Theorem 3.3. sup
The proof of this theorem involves lots of technical estimates and will be delayed to the next individual section.
3.3.
Existence of global weak solution for rough data. In this subsection, we assume both applied field a and initial datum m 0 are in
Consider the Cauchy problem (1.7) with applied field a and initial datum m 0 . Then, by Theorem 3.3, for each > 0, (1.7) has a global weak solution m . Since m · f (m ) = 0, it follows that ∂ t (|m (x, t)| 2 ) = 0 and hence |m (x, t)| = |m 0 (x)| for a.e. x ∈ Ω and all t > 0. This implies
For each n ∈ {1, 2, 3, · · · }, our stability result (Theorems 1.1 and 2.2) implies that sequence {m } is Cauchy in Banach space
). (Presumably, m = m n depends on n.) Hence, by (3.13), (3.16) m(0) = m 0 .
We also have
Using a subsequence, we can assume
Combining with (3.16), we have proved that m = m n is a weak solution to (1.7) on Ω × (0, n). By the uniqueness of weak solutions, we have m n+1 = m n on Ω × (0, n); therefore, the sequence {m n } ∞ 1 defines a unique function m by setting m(x, t) = m n (x, t) with n = [t] + 1. It is easy to see that m is a global weak solution to (1.7).
Finally, we have proved the following theorem.
, the problem (1.7) has a unique global weak solution.
Proof of Theorem 3.4
In this separate section, we give the proof of Theorem 3.4. This involves the special form of function L(m, n) and several estimates.
In what follows, assume a ∈ C ∞ (Ω; R 3 ), 0 < T < ∞ and m is a solution to (3.10) on [0, T ) with initial datum m 0 ∈ H 2 (Ω;
Then, similar to (3.15) above, we have
We would like to show
where C = C(R) is a constant depending on R. Once (4.3) is proved, one easily obtains that ln(y(t)) ≤ (ln(y(0)) + 1) e CT < ∞ ∀ t ∈ [0, T ), from which (4.2) follows. The rest of the section is devoted to proving (4.3).
Energy estimates.
It is convenient to use the special structure of function L to write function f (m) as follows:
where B(m) is a 3 × 3 matrix defined in (2.5) above, whose elements are quadratic functions of m; hence B (m) = D is a constant tensor. However, this special structure of B is not used; in fact, the following arguments are valid for arbitrary smooth functions B. Differentiating equation in (3.10) with respect to x i yields
Again, differentiating equation (4.4) with respect to x j yields
(4.5) Dot-product of (4.4) with m xi and of (4.5) with m xixj yields the following identities:
The energy estimates involve estimating the right-hand sides of (4.6) and (4.7) with
given by the right-hand sides of (4.4) and (4.5).
More subtle inequalities.
To handle the terms involved in the integrals on the right-hand sides of (4.6) and (4.7), more subtle inequalities are needed.
Lemma 4.1. Let Ω ⊂ R 3 be a bounded domain with smooth boundary. Then
Proof. The first inequality of (4.8) is a consequence of the well-known GagliardoNirenberg inequality:
, where θ = j/l ∈ (0, 1) and 1/q = θ/p + (1 − θ)/r, 1 ≤ p, r ≤ ∞. Here j = 1, l = 2, p = 2, q = 4, r = ∞ and θ = 1/2. While the second inequality of (4.8) is a Judovic-type inequality proved, e.g., in [20, Lemma 7.2] .
The following result is an immediate consequence of this lemma and (4.1).
Proposition 4.2. For the solution m(t), with y(t) defined above, it follows that
where C 7 , C 8 are constants depending on R = m 0 L ∞ .
4.3.
Energy estimates (continued) and proof of (4.3). First of all, the integral on right-hand side of (4.6) is bounded by
The third term is bounded by
and hence, by (4.9b), is bounded by C(R)y(t)(1 + ln y(t)), while all the other terms are bounded by C(R) m 2 H 2 and hence by C(R)y(t). Therefore,
Similarly, the integrand of the right-hand side of (4.7) is bounded by a constant C(R) times
Integrals of terms in the first group can all be bounded by Cy(t). Integrals of the first two terms in the second group can be bounded by constant times
, which, by (4.9a-b), is bounded by Cy(t)(1 + ln y(t)). Finally, the integral of the last term in the second group can be estimated as follows:
which, by using Lemma 4.1, is bounded by
≤ C y(t) · (1 + ln y(t)) 1 2 ≤ C y(t)(1 + ln y(t)). Therefore, by (4.7), we have obtained that
Summing up i, j = 1, 2, 3 in (4.10) and (4.11) and using (3.15), we obtain (4.3).
Remark 2. By the local Lipschitz property of f (m), from (4.2), one easily obtains (4.12) sup
In next section, we prove higher time-regularity for solutions.
Higher time-regularity
The higher time regularity has been studied for Landau-Lifshitz equation with exchange energy by Cimrak and Keer [6] . We study a higher time-regularity of weak solutions for simple Landau-Lifshitz equation
where Ω is a bounded smooth domain in R 3 and m 0 ∈ H 2 (Ω; R 3 ).
Theorem 5.1. For any time T > 0, the solution m to (5.1) satisfies, for p = 0, 1, 2, · · · ,
where C is constant depending on T, p and m 0 H 2 (Ω) .
Proof. We use induction on p. The case for p = 0 is already mentioned in Remark 2 above. Let us assume (5.2) holds for all powers up to p − 1. We consider the case for p. Note that ∂ i t (H m ) = H ∂ i t m and hence, by (3.4),
Therefore, by the induction assumption, it follows that, for all t ∈ [0, T ],
Taking p th -derivatives with respect to t to equation (5.1) yields
We need to prove
the L 2 -norm of each term on the right-hand side of (5.4) can be bounded by the L ∞ -norms of its factors, which are in turn bounded by constant C T,p, m0 H 2 . Hence we have
Taking p th derivative with respect to t on Eq. (5.6) yields
In order to estimate
, it is sufficient to estimate the following L 2 -norms:
All these norms can be estimated in the same way: For each of the individual cross-product integrands, use the L 2 -norm of a sole factor with x l -derivative and use the L ∞ -norms for the other factor or factors. All these norms can be bounded by constant C T,p, m0 H 2 < ∞. Finally, summing up l = 1, 2, 3, we have proved
. Differentiating (5.6) with respect to x l and summing up over l = 1, 2, 3 yields that 
For (5.9), we use
For (5.10), we use
For (5.11), we use
For (5.12), we use
Finally, from these estimates, we obtain
Combining (5.5), (5.7) and (5.13), we have shown that
This completes the induction process and hence the proof.
Remark 3. Theorem 5.1 is also valid for the general equation (3.10) with smooth functions ϕ(m) and a(x); the proof should be similar.
Energy identity and weak ω-limit sets
We first prove an energy identity for global weak solutions to the Landau-Lifshitz equation (1.3) . We write the initial value problem as
in terms of the Landau-Lifshitz interaction function L defined by (1.8) , where the effective magnetic field H eff is given by (1.4).
6.1. The energy identity. Let E(m) be defined by (1.1). Assume a, m 0 ∈ L ∞ (Ω; R 3 ).
Theorem 6.1. The global weak solution m to (6.1) satisfies the energy identity
Proof. By the definition of H eff , (6.2) follows from the identity
If γα < 0, by (6.2), it follows that
Also from the equation (6.1),
6.2. Weak ω-limit sets and the estimate for soft-case. The stability theorem and all the regularity estimates previously established for (6.1) are for finite time; the only global-in-time regularity for the solutions (even for the regular solutions) is that
But this regularity is not enough to have strong convergence as t → ∞; it would be enough if one has m t ∈ L 1 ((0, ∞); L 2 (Ω; R 3 )) (see [21] ). Therefore, it is quite challenging to study the asymptotic behaviors of even regular solutions. The solution orbits for general initial data may not have strong ω-limit points; we thus study the weak ω-limit points.
Given m 0 ∈ L ∞ (Ω; R 3 ), let m be the global weak solution to the initial value problem (6.1) and define the weak ω-limit set for m to be
3 ) with |m 0 (x)| = 1 a.e. on Ω, it follows that
Proof. Let m be the global weak solution to (6.1) with the given initial datum m 0 . Then |m(t)| = 1 a.e. on Ω for all t ≥ 0. Assume m(t j ) m weakly in L 2 (Ω; R 3 ) for a sequence t j ↑ ∞. In the following, we show that (6.6) |m| 2 + 2|m × (a + Hm)| ≤ 1 a.e. on Ω.
Let e(t) = E(m(t)). Then, by (6.2), e(t) is non-increasing and bounded and hence e(t) has limit as t → ∞; this again by (6.2) implies
Hence there exists some s j ∈ [t j , t j + 1] such that
. Therefore, by (6.7), (6.6) follows from the following lemma with m j = m(s j ). This completes the proof.
and satisfy the following conditions:
Thenm satisfies the condition (6.6) above.
Proof. This result can be proved by a similar method as used for [32, Theorem 1.1]. However, we present a different but direct proof based on the div-curl lemma [29] .
and, by the div-curl lemma [29] ,
Since m j = G j − H j on Ω, it follows that
By assumptions (a), (b), from (6.8)-(6.10), it follows that
for all φ ∈ C ∞ 0 (Ω) with φ ≥ 0. This implies |G| 2 + |H| 2 + 2|G ×H| − 2G ·H ≤ 1 a.e. Ω, which, exactly, is equivalent to (6.6) . This completes the proof.
Special dynamics on R 3
In this final section, we study a special case of (6.1) where applied field a(x) = a is constant, domain Ω is an ellipsoid, and initial datum m 0 is a constant unit vector. Therefore, in (6.1), the effective magnetic field H eff is now given by H eff = −ϕ (m) + a + H m as above, but with constant vector a. In what follows, we assume ellipsoid domain Ω is given by
where a i > 0 are constants. It is well-known that (see, e.g., [27] ), for the ellipsoid domain Ω given as above, the magneto-static stray field H m induced by any constant field m has constant value on Ω given by
where Λ is a diagonal matrix of positive numbers. In fact, Λ = diag (b 1 , b 2 , b 3 ) with (7.1)
(a i + t) (a 1 + t)(a 2 + t)(a 3 + t) .
Note that, if Ω is a ball in R 3 , all b i 's are equal to 1/3.
7.1. Associated ODE system and the special dynamics. Let m 0 be a constant unit vector. Then, problem (6.1) reduces to the following ODE system on m ∈ R 3 : Since m·Φ(m) = 0, system (7.2) also preserves the length of m(t). Thus we have |m(t)| = 1 for all t ≥ 0. Moreover, L(m, n) = 0 if and only if m × n = 0; hence, the equilibrium points of (7.2) , that is, the solutions of Φ(m) = 0 on unit sphere |m| = 1, are characterized by vectors m ∈ R 3 for which there is a real number λ ∈ R such that on unit sphere |m| = 1. In most cases, there will be at least two distinct equilibrium points for system (7.2); for example, all maximum or minimum points of P on |m| = 1 (always exist) are such points.
The dynamics of system (7.2) can be studied by the classical ODE theory. For example, we have the following result. Theorem 7.1. Function P defined by (7.5) is a Lyapunov function for system (7.2). Assume γα < 0. The ω-limit set of (7.2) for any initial unit vector m 0 ∈ R 3 is contained in the set of all critical points of P on unit sphere.
Proof. Since H eff = −ϕ (m) + a − Λm = −∇P (m), ∀ m ∈ R 3 , it follows that for solution m = m(t) of (7.2), by (6.3),
Hence P is a Lyapunov function for system (7.2).
To show the second part of the theorem, assume m(t j ) →m for a sequence t j ↑ ∞. Let p(t) = P (m(t)). Then p(t) is smooth and has limit as t → ∞. Hence p(t j + 1) − p(t j ) = p (s j ) → 0 for some s j ∈ (t j , t j + 1). Since γα < 0, this implies This implies m(s j ) →m; hence, by (7.6), |m × ∇P (m)| = 0, which provesm is a critical point of P on unit sphere. This completes the proof.
Finally, we prove a special result for a = 0 and ϕ = 0. Proof. Without loss of generality, let us assume b 1 = min{b 1 , b 2 , b 3 }. It is trivial to see that P has a strict relative minimum at (±1, 0, 0). According to the Lyapunov stability theorem, (±1, 0, 0) are the asymptotically stable equilibrium points.
