Abstract. We consider the space X = Sym 3 C 2 of binary cubic forms, equipped with the natural action of the group GL2 of invertible linear transformations of C 2 . We describe explicitly the category of GL2-equivariant coherent DX -modules as the category of representations of a quiver with relations. We show moreover that this quiver is of tame representation type and we classify its indecomposable representations. We also give a construction of the simple equivariant DX -modules (of which there are 14), and give formulas for the characters of their underlying GL2-representations. We conclude the article with an explicit calculation of (iterated) local cohomology groups with supports given by orbit closures.
Introduction
Let W = C 2 denote a 2-dimensional complex vector space, and let X = Sym 3 W denote the corresponding space of binary cubic forms. There is a natural action of the group GL(W ) = GL 2 (C) (which we'll simply denote by GL) on the space X, with four orbits:
• The zero orbit O 0 = {0}.
• The orbit O 2 = {l 3 : 0 = l ∈ W } of cubes of linear forms, whose closure O 2 is the affine cone over the twisted cubic curve.
• The orbit O 3 = {l 2 1 · l 2 : 0 = l 1 , l 2 ∈ W distinct up to scaling} whose closure O 3 is the hypersurface defined by the vanishing of the cubic discriminant (and it is also the affine cone over the tangential variety to the twisted cubic curve).
• The dense orbit O 4 = {l 1 · l 2 · l 3 : 0 = l 1 , l 2 , l 3 ∈ W distinct up to scaling}. Note that our indexing of the orbits is chosen so that O i has dimension i for i = 0, 2, 3, 4. Letting D = D X denote the Weyl algebra of differential operators on X with polynomial coefficients, our goal is to completely classify and give concrete constructions of the simple GL-equivariant D-modules, as well as to give an explicit quiver description of the category of equivariant coherent D-modules and to analyze its structure.
By the Riemann-Hilbert correspondence, the simple equivariant D-modules are known to be indexed by irreducible equivariant local systems on the orbits of the group action, but their explicit realization is in general difficult to obtain (see Open Problem 3 in [MV86, Section 6] ). In the case of binary cubic forms the classification is summarized as follows.
Theorem on Simple D-modules. There exist 14 simple GL-equivariant D-modules on X = Sym 3 W , which can be classified according to their support as follows:
• 6 of the modules, denoted G −1 , G 0 = S, G 1 , G 2 , G 3 , G 4 , have full support and correspond to irreducible rank one equivariant local systems on O 4 .
• 3 of the modules, denoted Q 0 , Q 1 , Q 2 , have full support and correspond to irreducible rank two equivariant local systems on O 4 .
• one of the modules, denoted P , has support O 3 .
• 3 of the modules, denoted D 0 , D 1 , D 2 , have support O 2 .
• one of the modules, denoted E, has support O 0 . All the modules have a concrete description, starting with G 0 = S which is the affine coordinate ring of X. They are permuted by the Fourier transform, which fixes P and G 3 and swaps the modules in each of the pairs (S, E), (G −1 , D 1 ), (G 1 , D 2 ), (G 2 , G 4 ), (Q 1 , Q 2 ), (D 0 , Q 0 ), and are also permuted by the holonomic duality functor, which fixes S, Q 0 , P, D 0 , E, G 3 and swaps the modules in each of the pairs
We will analyze in more detail each of the 14 simple modules in the theorem above, but before doing so we discuss the category mod GL (D X ) of GL-equivariant coherent D X -modules. It is known quite generally that categories of D-modules (or perverse sheaves) admit a quiver interpretation [GMV96, Vil94, LW17] , but explicit descriptions of such categories are hard to come by [GGM85a, GGM85b, MV88, BG99, LW17] . In the case of binary cubic forms we have the following. and the set of relations I is given by all 2-cycles and all non-diagonal compositions of two arrows: α i β i and β i α i for i = 1, 2, 3, 4, γ i δ i and δ i γ i for i = 1, −1, and α 1 β 2 , α 1 β 4 , α 2 β 1 , α 2 β 3 , α 3 β 2 , α 3 β 4 , α 4 β 1 , α 4 β 3 . Moreover, the bijection between the simple GL-equivariant D X -modules and the nodes of the above quiver is given by replacing upper case symbols with the corresponding lower case symbols.
Once a quiver description of the category mod GL (D X ) is given, there are powerful tools available to understand its structure, such as Auslander-Reiten theory or tilting theory. We give an indication of this at the end of Section 4 without going into the details of the theory. Instead we focus on proving that the quiver of mod GL (D X ) is of tame representation type, and to classify its indecomposable objects by relating them to the indecomposables of the extended Dynkin quiver of typeD 4 . These latter indecomposables are well-understood, as their classification constitutes the solution of the celebrated four subspace problem (see [GP72] and [SS07a, Section XIII.3 
]).
In commutative algebra, the importance of the study of equivariant D-modules comes from the desire to understand local cohomology modules with support in orbit closures [RWW14, RW14, RW16, Rai17] .
Our investigations owe a great deal to the work of Gennady Lyubeznik, who pioneered the use of Dmodule techniques in commutative algebra. In the seminal paper [Lyu93] , Lyubeznik studies iterated local cohomology groups with respect to general families of supports, which lead to invariants known to be notoriously hard to compute in concrete examples. We show in Section 5 how basic knowledge of the structure of mod GL (D X ) can help to compute explicitly local cohomology groups associated with the space of binary cubics.
What is missing (and we promised to clarify) from the statements of the theorems above is the concrete construction of the simple equivariant D-modules. In order to achieve this, we begin by setting up some notation. We let V = W * denote the dual vector space to V so that Sym 3 V is naturally identified with the space of linear forms on X, and let S = Sym(Sym 3 V ) denote the ring of polynomial functions on X. If {w 0 , w 1 } is a basis for W then {w 3 0 , 3w 2 0 w 1 , 3w 0 w 2 1 , w 3 1 } is a basis for Sym 3 W . Choosing {x 0 , x 1 , x 2 , x 3 } to be the dual basis of Sym 3 V we obtain an identification S = C[x 0 , x 1 , x 2 , x 3 ]. The condition for a cubic form (1.1) to be in O 2 is equivalent to the vanishing of the 2 × 2 minors of
while the condition that f ∈ O 3 is equivalent to the vanishing of the discriminant
We write S ∆ for the localization of S at ∆ and for every integer i ∈ Z we define
which is a D-module. Moreover, we have F i = F j if and only if i − j is divisible by 6. For i = −1, 0, 1, 2, 3, 4 we define G i to be the D-submodule of F i generated by ∆ i/6 , and part of the Theorem on Simple D-modules is the fact that each G i is a simple D-module. It is easy to see that G 0 = S is simple, and we will show later that in fact G i = F i for i = 2, 3, 4. Moreover, F 1 and F −1 have D-module length two so that the quotients F 1 /G 1 and F −1 /G −1 are simple D-modules, which we label D 1 and D 2 respectively. The modules D 0 and E arise as local cohomology modules, for instance
(S), while in order to construct P we proceed as follows. The D-module F 0 = S ∆ is generated by ∆ −1 , and therefore the same is true about the quotient S ∆ /S. There exist a surjective D-module map π : S ∆ /S −→ E sending ∆ −1 to the socle generator of E, and P can be realized as ker(π).
To construct the remaining modules Q 0 , Q 1 , Q 2 we use the Fourier transform, which may be defined as follows. If we write
, then for every D-module M its Fourier transform F(M ) is the D-module with the same underlying abelian group, but with the new action of the generators x i , ∂ i of D given in terms of the old action by
We use this definition only for the purpose of this Introduction, but in order to preserve equivariance more care is needed in defining the Fourier transform, as we explain in Section 2.2. The most basic example of Fourier transform is exhibited by the identification of E with F(S), but this extends to other pairs of simple D-modules as indicated in our first theorem. We have Q 0 = F(D 0 ) and
finalizing the list of simple objects in mod GL (D X ). The article is organized as follows. In Section 2 we record some preliminaries and basic notation regarding GL-representations, (equivariant) D-modules, and quivers. In Section 3 we analyze the simple GL-equivariant D-modules on the space of binary cubic forms, and describe their characters. In Section 4 we study the category of equivariant D-modules by providing its quiver description and classifying its indecomposable objects. We finish with a number of explicit computations of local cohomology modules in Section 5.
Preliminaries
2.1. Admissible representations and their characters. Throughout this paper we let W denote a complex vector space of dimension two, we let V = W ∨ be its dual, and write GL for the group GL(W ) ≃ GL 2 (C) ≃ GL(V ) of invertible linear transformations of W . We let Λ denote the set of (isomorphism classes of) finite dimensional irreducible GL-representations, which are classified by dominant weights λ = (λ 1 , λ 2 ) ∈ Z 2 , λ 1 ≥ λ 2 . Concretely, we write S λ V for the irreducible GL-representation corresponding to λ, which is determined by the following conventions:
• If λ = (0, 0) then S λ V = C with the trivial GL-action.
• If λ = (a, 0) with a ≥ 0 then S λ V = Sym a V is the space of homogeneous degree a polynomial functions on W .
• For every dominant λ = (λ 1 , λ 2 ) we have S (λ 1 +1,λ 2 +1) V = S λ V ⊗ 2 V , and in particular if λ = (1, 1) then S (1,1) V = 2 V . We will often refer to 2 V as the determinant of V and denote it det(V ).
More generally, if U is any k-dimensional vector space (or a GL-representation), we define the determinant of U to be det(U ) = k U , so for instance we get
We write S λ W for the GL-representation dual to S λ V , so that if we let λ ∨ = (−λ 2 , −λ 1 ) then
We next consider admissible GL-representations to be representations that decompose into a (possibly infinite) direct sum
The Grothendieck group Γ(GL) of virtual admissible GL-representations is defined as a direct product of copies of Z indexed by the set Λ Γ(GL) = Z Λ = {maps f : Λ −→ Z}.
We will often represent elements of Γ(GL) as formal sums
where e λ corresponds to S λ V and a λ ∈ Z is the multipicity of S λ V . The correspondence between maps f : Λ −→ Z and the formal sum a in (2.3) is given by a λ = f (λ) for all λ ∈ Z 2 dominant. Given an element a ∈ Γ(GL) as in (2.3) we will write a, e λ = a λ .
Besides the additive group operation, Γ(GL) also has a partially defined multiplication given by convolution of functions:
which is defined precisely when all the sums in (2.4) involve finitely many non-zero terms. Using this multiplication, we can make sense of inverting some virtual representations such as (1 − e λ ):
Given an admissible representation M as in (2.2) we write [M ] for the class of M in Γ(GL). For example, when Sym(V ) = i≥0 Sym i V is the ring of polynomial functions on W then [Sym(V )] = 1/(1 − e (1,0) ). The following will be important in our study of D-modules on binary cubics:
is the ring of polynomial functions on the space X = Sym 3 W of binary cubic forms then
We say that a sequence (f n ) n of elements in Γ(GL) converges to f , and write lim n→∞ f n = f , if for each dominant weight λ we have that the sequence of integers (f n (λ)) n is eventually constant, equal to f (λ). A typical example of convergent sequence arises from localization: if ∆ is the discriminant of the binary cubic form (see (1.2)) then it spans a one-dimensional GL-representation with [C · ∆] = e (6,6) . We get based on Lemma 2.1 that
where e (6,6)Z = i∈Z e (6i,6i) . We have more generally the following.
Lemma 2.2. Suppose that M is a GL-equivariant S-module which is an admissible representation, and suppose that ∆ is a non-zerodivisor on M . If for each dominant weight λ we have that the sequence of multiplicities [M ], e λ+(6n,6n) is eventually constant, with stable value equal to m stab λ , then
Proof. The condition that ∆ is a non-zerodivisor on M insures that M embeds into M ∆ and that one can write M ∆ = n≥1 ∆ −n · M . It then suffices to show that for each dominant weight λ we have that ∆ −n · M, e λ = m stab λ for n ≫ 0. Since [C · ∆] = e (6,6) , it follows that [C · ∆ n ] = e (6n,6n) and therefore
The main examples of admissible representations in this work come from GL-equivariant coherent D Xmodules (see [LW17, Theorem 2.4], where admissible representations are called multiplicity-finite). If M is a GL-equivariant D X -module then the same is true about the localization M ∆ , hence Lemma 2.2 applies. In the next section we record some more generalities on equivariant D-modules. [HTT08] . Given a smooth complex algebraic variety Y we denote by D Y the sheaf of differential operators on Y . If G is a connected affine algebraic group acting on Y , with Lie algebra g, we get by differentiating the G-action on Y a map from g ⊗ C O Y to the sheaf of algebraic vector fields on Y , which in turn extends to a map of sheaves of algebras U (g) ⊗ C O Y → D Y , where U (g) denotes the universal enveloping algebra of g. We will always assume that G acts on Y with finitely many orbits and we will be interested in the study of .3] to be equivalent to the category of finitely generated modules over a finite dimensional C-algebra, which in turn is equivalent to the category of representations of a quiver with relations (see [ASS06, Corollary I.6.10, Theorems II.3.7 and III.1.6]). A more direct, D-module theoretic approach to express mod G (D Y ) as a category of quiver representations is described in [LW17] , and it is this approach that we will follow in our study.
Equivariant D-modules
In what follows it will be important to consider several other categories of D-modules, as well as the functors between them. If Z ⊂ Y is a G-stable closed subvariety of Y , we define mod 
. We next consider a non-empty G-stable open subset U ⊂ Y , and write j : U → Y for the corresponding open immersion. The direct and inverse image functors j * and j * for quasi-coherent sheaves restrict to functors between the corresponding categories of D-modules:
where in the last pair of categories W denotes a closed G-stable subvariety of Y . In each of the three cases, we have that j * is right adjoint to j * , and j * is (left) exact, so j * takes injective objects to injective objects. For any D Y -module M , the adjunction between j * and j * gives a natural map M → j * j * M . If we let Z = Y \ U we get an exact sequence
and for every k ≥ 1 we have isomorphisms (where R k j * denotes the k-th derived functor of j * ) 
O is a G-orbit and S is an equivariant irreducible local system on O ←→ {simple objects of
Moreover, if we fix O = G/K and let H = K/K 0 as in part (a), then we have a bijective correspondence {equivariant irreducible local systems on O} ←→ {irreducible representations of H}.
The following will play a key role in our description of the category of equivariant D-modules in Section 4. 
is semisimple and in particular j * M is an injective object. As remarked earlier, j * takes injectives to injectives, hence j * j * M is injective in mod
To show that j * j * M is indecomposable, we note that j * M is simple and therefore
If j * j * M decomposed as a direct sum of two submodules then Hom D Y (j * j * M, j * j * M ) would have dimension at least two, concluding our proof.
We end this section by recalling two important functors on mod 
where n = dim(Y ), ω Y is the canonical line bundle on Y , and where
]. What will be important for us is that D interchanges injective and projective objects in mod
, and that it permutes the collection of simple objects.
• The Fourier transform. If Y is an affine space, corresponding to a finite dimensional G-representation U , we let Y ∨ denote the affine space corresponding to the dual representation U ∨ . As explained in [Rai16, Section 2.5] we get an equivalence of categories
In the case when G = GL(W ) and Y = S λ W , we can further use the natural isomorphism τ : GL(W ) ≃ GL(V ) given by τ (φ) = (φ ∨ ) −1 (the inverse transpose), which is compatible with the respective actions of GL(V ) and GL(W ) on S λ V , to obtain an equivalence of categories
Fixing a vector space isomorphism T : V → W we obtain a group isomorphism
, and because of the functoriality of S λ an isomorphismT : S λ V −→ S λ W compatible with the respective actions of GL(V ) and GL(W ) on the source and the target. This provides a further equivalence of categories
Putting all of these equivalences together, we obtain a self equivalence of categories
which we will refer to (by abuse of language) as the Fourier transform on Y = S λ W .
Remark 2.5. The construction of a Fourier transform as a self-equivalence of mod G (D Y ) can be done more generally when G is a connected linear reductive group. Let T ⊂ G be a maximal torus and let B ⊂ G be a Borel subgroup containing T . There exists an involution θ ∈ Aut(G) such that θ(t) = t −1 for all t ∈ T and B ∩ θ(B) = T (for example, see [Jan87, II. Corollary 1.16]). If V is any G-module, we can twist the action of G by θ to obtain a G-module V * , which is isomorphic to the usual dual representation V ∨ of V . Twisting the action of G on Y by θ gives then an equivalence of categories
we obtain an involutive self-equivalence of mod G (D Y ) (which we also call the Fourier transform)
2.3. The Fourier transform of admissible representations. We let U = Sym 3 W and recall from (2.1) that det(U ) = S (6,6) W.
We define the Fourier transform (relative to U ) F : Λ → Λ via
This in turn induces a Fourier transform F : Γ(GL) −→ Γ(GL) given by
The motivation behind this definition is as follows. If X = Sym 3 W is the affine space corresponding to U , and
is an admissible GL-representation, and therefore
Applying the Fourier transform F : mod GL (D X ) −→ mod GL (D X ) as constructed in (2.10) we obtain
We rewrite the above conclusion as follows:
We record two basic instances of the Fourier transform which will be used later. Using the fact that the simple D-module E = L(O 0 ; X) supported at the origin can be realized as F(S) it follows from (2.5) that
We can also use (2.11) in conjunction with (2.6) to show that the character of S ∆ doesn't change under taking Fourier transform:
This is a reflection of the fact that F(S ∆ ) has three composition factors, S, E and P , and the Fourier transform exchanges S and E, and it preserves P .
Quivers and their representations.
We begin by establishing some notation and reviewing some basic results regarding the representation theory of quivers, following [ASS06] . A quiver Q is an oriented graph, i.e. a pair Q = (Q 0 , Q 1 ) formed by a finite set of vertices Q 0 and a finite set of arrows Q 1 . An arrow α ∈ Q 1 has a head (or a target) h(α) and a tail (or a source) t(α) which are elements of Q 0 :
A (directed) path p in Q from a to b of length l is a sequence of arrows
where a i ∈ Q 0 and α i ∈ Q 1 . We call a (resp. b) the source (resp. target) of the path, and write p = α 1 α 2 · · · α l . The complex vector space with basis given by the paths in Q has a natural multiplication induced by concatenation of paths (where pq = 0 if the source of q is different from the target of p). The corresponding C-algebra is called the path algebra of the quiver Q and is denoted CQ. A relation in Q is a C-linear combination of paths of length at least two having the same source and target. We define a quiver with relations (Q, I) to be a quiver Q together with a finite set of relations I. The quiver algebra of (Q, I) is the quotient A = CQ/ I of the path algebra by the ideal generated by the relations. We will often use the word quiver to refer to a quiver with relations (Q, I), and talk about c i · p i = 0 as being a relation in the quiver if c i · p i ∈ I , or equivalently if the relation c i · p i = 0 holds in the quiver algebra A. We will moreover always assume that the ideal of relations I contains any path whose length is large enough, so that the corresponding quiver algebra A is finite dimensional (see [ASS06, Section II.2]).
A (finite-dimensional) representation V of a quiver (Q, I) is a family of (finite-dimensional) vector spaces {V x | x ∈ Q 0 } together with linear maps {V (α) : V t(α) → V h(α) | α ∈ Q 1 } satisfying the relations induced by the elements of I. More precisely, for every path p : a → b as in (2.13) we consider the composition
and we ask that for every element i c i · p i ∈ I with c i ∈ C and p i a path from a to b, we have that
with the property that for each α ∈ Q 1 we have
We note that the data of a representation of (Q, I) is equivalent to that of a module over the quiver algebra A, and a morphism of representations corresponds to an A-module homomorphism. In other words, the category rep(Q, I) of finite-dimensional representations of (Q, I) is equivalent to that of finitely generated A-modules [ASS06, Section III.1, Thm. 1.6]. Moreover, this is an abelian category with enough projectives and injectives, and having finitely many simple objects, as we explain next. The (isomorphism classes of) simple objects in rep(Q, I) are in bijection with the vertices of Q. For each x ∈ Q 0 , the corresponding simple S x is the representation with (S x ) x = C, (S x ) y = 0 for all y ∈ Q 0 \ {x}, and S x (α) = 0 for all α ∈ Q 1 . (2.14)
A representation of (Q, I) is called indecomposable if it is not isomorphic to a direct sum of two non-zero representations. Just like the simple objects, the indecomposable projectives (resp. injectives) in rep(Q, I) are in bijection with the vertices of Q. For each x ∈ Q 0 , we let P x (resp. I x ) denote the projective cover (resp. injective envelope) of S x , as constructed in [ASS06, Section III.2]. For y ∈ Q 0 , the dimension of (P x ) y (resp. (I x ) y ) is given by the number of paths from x to y (resp. from y to x), considered up to the relations in I. More precisely (P x ) y = Span{p ∈ A : p is a path from x to y}, (I x ) y = Span{p ∈ A : p is a path from y to x} ∨ , (2.15)
where ∨ denotes as usual the dual vector space. For an arrow α ∈ Q 0 , thought of as an element of A, we have that P x (α) is right multiplication by α, while I x (α) is the dual to left multiplication by α. Unlike the classification of simple objects, and that of indecomposable injective and projective objects, the classification of general indecomposable objects in rep(Q, I) is significantly more involved. A quiver (Q, I) is said to be of finite representation type if it has finitely many (isomorphism types of) indecomposable representations. It is of tame representation type if all but a finite number of indecomposable representations of (Q, I) of a given dimension belong to finitely many one-parameter families [SS07b, XIX.3, Definition 3.3], and it is of wild representation type otherwise. As the name suggests, in the wild case the classification of indecomposables is essentially intractable, while in the finite and tame cases it is more manageable. A special instance of tame representation type, and the one that will concern us in this paper, is when the number of one-parameter families of indecomposables is bounded as the dimension of the representations grows. We say in this case that the quiver (Q, I) is of domestic tame representation type [SS07b, XIX.3, Definitions 3.6, 3.10 and Theorem 3.12]. One example of such a quiver, which will appear again in Section 4.2, is given by the following.
Example 2.6. Let Q be the extended Dynkin quiverD 4 (with no relations):
The representation theory of the the quiverD 4 is well-understood. The quiver is of (domestic) tame representation type, and all its indecomposable representations have been classified -this is, in the language of quivers, the famous four subspace problem solved in [GP72] . For the complete description of the indecomposables ofD 4 together with the Auslander-Reiten quiver, we refer the reader to [SS07a, Section XIII.3]. In the following we illustrate only the 1-parameter families of indecomposable representations (they are taken from [SS07a, XIII.3. Table 3 .14]): for each n > 0 there exists precisely one 1-parameter family of indecomposable representations V ofD 4 with dimension vector (n, n, n, n, 2n) (i.e. with dim V 1 = dim V 2 = dim V 3 = dim V 4 = 1 and dim V 5 = 2n), and moreover these are all the 1-parameter families occuring in the classification of indecomposable ofD 4 .
Let I n denote the n × n identity matrix, and for any λ ∈ C we denote by J n (λ) the n × n Jordan block
Then for any n > 0, we have the following 1-parameter family of indecomposables R n (λ), where λ ∈ C:
R n (λ) :
In x x
In Section 4 we will be concerned with the quiver associated with the category of GL-equivariant Dmodules on the space of binary cubic forms. We will prove that the said quiver is of (domestic) tame representation type and we will classify its indecomposables by directly relating them to indecomposables ofD 4 . The following reduction lemmas will play a key role in describing this relationship.
Consider a vertex x in a quiver (Q, I):
, we say x is a node of (Q, I) if we have α i β j = 0 for all 1 ≤ i ≤ m, 1 ≤ j ≤ n. If x is a node of (Q, I), we can "separate the node" to obtain a new quiver (Q ′ , I ′ ):
The relations in I ′ are the natural ones obtained from I by removing the relations α i β j = 0. If V is a representation of (Q, I), then we can induce a representation V ′ of (Q ′ , I ′ ) by letting
The following is a consequence of [MV80, Theorem 2.10(b)] (albeit formulated in a slightly different language):
Lemma 2.7. The functor V → V ′ induces a bijection between the (isomorphism classes of ) non-simple indecomposable objects in rep(Q, I) and those in rep(Q ′ , I ′ ).
Consider next the following situation. Suppose that (Q, I) is the quiver
with relations α i · β = 0 and α · β j = 0, for all 1 ≤ i ≤ m, 1 ≤ j ≤ n, where the diagram above is indicative of the fact that the only arrow connected to the vertex y (resp. z) is α (resp. β). Let P y be the indecomposable projective corresponding to y, and let I z be the indecomposable injective corresponding to z. It follows from the explicit description in (2.15) that P y ≃ I z with (P y ) y = (P y ) x = (P y ) z = C, P y (α) = P y (β) = id C , and (P y ) t = 0 for t = x, y, z.
We have moreover the following.
Lemma 2.8. If (Q, I) is a quiver as above and if V is an indecomposable representation of (Q, I) with
Proof. We let A = m j=1 im V (α j ) and denote i : A ֒→ V x the inclusion. We consider the Dynkin quiver of type D 4 (with no relations)
and its representation V ′ given by
If we assume that V (β) • V (α) = 0, then V ′ has an indecomposable summand X with the property that X(β) • X(α) = 0. Moreover, it follows from the relations in (Q, I) that 
We can then write V ′ ≃ X ⊕k ⊕ Y , for some k ≥ 1, where Y is a representation of the quiver of type D 4 with Y (β) • Y (α) = 0. Due to the relations α · β j = 0, we can lift this isomorphism to a decomposition V ≃ (P y ) ⊕k ⊕ Z in rep(Q, I), where Z is a representation of (Q, I) with Z(α) = Y (α), Z(β) = Y (β). Since V was indecomposable, we conclude that k = 1 and Z = 0, i.e. V ≃ P y which is a contradiction. It follows that we must have V (β) • V (α) = 0, concluding the proof.
The simple equivariant D-modules on binary cubics
In this section we give a classification of the simple GL-equivariant holonomic D-modules on the space X = Sym 3 W of binary cubic forms. For each of these simple modules we give an explicit description of the characters of the underlying admissible representations.
3.1. The classification of simple equivariant D-modules. We will use Theorem 2.3 in order to obtain a classification of the simple equivariant D-modules. We choose a basis {w 0 , w 1 } for W and identify GL ≃ GL 2 (C) relative to this basis. The non-zero elements of X = Sym 3 W are homogeneous cubic polynomials in the variables w 0 , w 1 as in (1.1), and as such they factor into a product of three linear forms. The GL-orbit structure of X is then described by the different types of factorizations: a non-zero cubic form may have three distinct (up to scaling) linear factors, or precisely one factor that is repeated twice, or it could be the cube of a linear form. The following table records representatives of each orbit O i (i = 0, 2, 3, 4), together with their stabilizers K i and the component groups
i of these stabilizers (we write 1 for the trivial group, C k for the cyclic group of order k, and ⋊ for a semidirect product).
Orbit Representative
Stabilizer Component group
We note that the semidirect product H 4 = K 4 = (C 3 × C 3 ) ⋊ C 2 (where C 2 acts on C 3 × C 3 by interchanging the factors) is in fact isomorphic to C 3 × S 3 (where S 3 denotes the group of permutations on 3 letters) if we make the identifications
The irreducible representations of C 3 are all 1-dimensional (and there are three of them), while S 3 has one 2-dimensional irreducible representation, and two 1-dimensional. By tensoring the irreducible representations of C 3 with those of S 3 we conclude that H 4 ≃ C 3 × S 3 has three 2-dimensional irreducible representations, and six 1-dimensional ones. According to Theorem 2.3, we obtain the following classification for the simple GL-equivariant D-modules on X:
• 6 modules with full support, corresponding to the 1-dimensional representations of H 4 .
• 3 modules with full support, corresponding to the 2-dimensional irreducible representations of H 4 .
• 1 module with support O 3 .
• 3 modules with support O 2 , corresponding to the 1-dimensional representations of H 2 .
• 1 module with support O 0 . Our next goal is to describe the characters of the 14 simple modules listed above and establish some basic links between them. We have discussed the character of E = L(O 0 ; X) in (2.12). The characters of the 3 modules with support O 2 have been computed in [Rai17] and we start by recalling their description below.
3.2. D-modules supported on O 2 (the cone over the twisted cubic). We consider the collection of integers (ν i ) i∈Z encoded by the generating function i∈Z ν i · t i = 1 (1 − t 2 )(1 − t 3 ) = 1 + t 2 + t 3 + t 4 + t 5 + 2t 6 + t 7 + 2t 8 + 2t 9 + 2t 10 + · · · and define for each dominant weight λ = (λ 1 , λ 2 ) the integers We have moreover that e (9,6) = [S], e (3,0) = 1 + e (6,3) (1 − e (3,0) )(1 − e (4,2) )(1 − e (6,6) ) , e This is equivalent to proving that a 1 (9,5) = 1 and a 2 (1,−3) = 0, which in turn follow from m (9,5) = ν 4 − ν −1 = 1 and m (1,−3) = ν −5 − ν −9 = 0. Lemma 3.3. The values of m (a,a) when a ∈ Z are as follows:
Proof. Since m (a,a) = ν a−5 − ν a−6 , it follows that m (a,a) = 0 for a < 5. To compute m (a,a) for a ≥ 5 we consider the generating function
from which the formula for m (a,a) follows.
Combining Lemma 3.3 with (3.4) we conclude that for a ∈ Z we have Proof. Using (3.2), it suffices to consider the case when a ∈ 3Z. Using (3.3), and replacing a by −a, it is then enough to show that m (a,a) + e (a,a) = 0 for all a ∈ 3Z which follows from m (a,a) + e (a,a)
(a−6,a−6) (2.5),(3.8)
Equipped with the description of the characters of D 0 , D 1 , D 2 , we next prove that none of them appears as a composition factor in the localization S ∆ . This will be important later in our analysis of the remaining simple D-modules. Assuming this isn't the case, it follows from (2.6) that we can find integers 0 ≤ a ≤ 1, b, c ≥ 0 and t ∈ Z such that (−1, −5) = a · (6, 3) + b · (3, 0) + c · (4, 2) + t · (6, 6). (3.12) Considering the difference between the first and second components of the above weights we get that 4 = 3a + 3b + 2c which has a unique solution satisfying 0 ≤ a ≤ 1, b, c ≥ 0, namely a = b = 0 and c = 2. The equation (3.12) becomes (−1, −5) = (8 + 6t, 4 + 6t) which has no integer solution. We get a contradiction, showing (3.11) and concluding our proof.
3.3. The remaining simple equivariant D-modules. We are left with describing the character of P , as well as those of the simple D-modules with full support. We first identify P as a composition factor of S ∆ .
Lemma 3.7. The D-module P appears with multiplicity one as a composition factor of S ∆ .
Proof. Since S ∆ /S does not have full support, S is the only composition factor of S ∆ with full support. It follows from the classification and Lemma 3.6 that the remaining composition factors of S ∆ /S must be among P, D 1 , D 2 , E. Consider the dominant weight (3, −3) and note that in order to compute [S ∆ ], e (3,−3) we need to solve, as in the proof of Lemma 3.6, the equation Using (2.5), (2.12) and (3.5) we conclude that
so the only composition factor of S ∆ that may contain S (3,−3) V is P . Since the multiplicity of S (3,−3) V in S ∆ is 1, the same must be true about the multiplicity of P as a composition factor of S ∆ .
Remark 3.8. Since Proof. We start by noting that since F(D 0 ) is simple and has full support, it is torsion free as an S-module.
In particular ∆ is a non-zerodivisor on F(D 0 ) and we get using Lemma 2.2 that
We also note that To conclude it remains to show that P does appear as a composition factor and that it has multiplicity one.
We We have e (6n+4,6n+2) = [S], e 6n−2,6n−4 = 1 for all n ≥ 1, and m (6n+4,6n+2) = ν 6n−1 − ν 6n−4 which can be computed from the generating function
Taking i = 6n − 1 we get that ν i − ν i−4 = 0 and therefore m (6n+4,6n+2) = 0 for all n. We conclude that
so there is a composition factor of F(D 0 ) ∆ containing S (−2,−4) V as a subrepresentation. Since D 0 and F(D 0 ) do not have this property, this composition factor must then be P , occurring with multiplicity one as desired.
Corollary 3.11. The module P has no SL-invariant sections, and is therefore not isomorphic to S ∆ /S. In fact, S ∆ /S has length two as a D-module, with composition factors P and E.
Proof. It follows from Lemma 3.10 that P is a composition factor of F(D 0 ) ∆ . Since F(D 0 ) ∆ has no SLinvariant sections, the same must be true about P , but , e (−6,−6) = 1 we conclude that (S ∆ /S)/P = E.
As a consequence of Corollary 3.11 and using (2.5), (2.6), (2.12), we determine the character of P via Proof. We already know that P and F(D 0 ) appear as composition factors with multiplicity one, so we need to show that the same is true for D 0 . We consider the weight λ = (−6, −9) and observe using (2.5), (2.6) and (2.12) that
[S], e (−6,−9) = 0 and [S ∆ ], e (−6,−9) = [E], e (−6,−9) = 1 which based on Corollary 3.11 implies that = 0.
Since P and F(D 0 ) do not contain S (−6,−9) V as a subrepresentation, and D 0 contains it with multiplicity one, it follows that the multiplicity of D 0 as a composition factor of
We have e (6n,6n−3) = [S], e 6n−6,6n−9 = 1 for all n ≥ 1, and m (6n,6n−3) = ν 6n−5 − ν 6n−9 which can be computed from the generating function
Taking i = 6n − 5 we get that ν i − ν i−4 = 0 and therefore m (6n,6n−3) = 0 for all n. We conclude that [F(D 0 ) ∆ ], e (−6,−9) = 1, so that D 0 appears with multiplicity one as a composition factor of F(D 0 ) ∆ , concluding the proof. We write Q 0 = F(D 0 ) and let Q j = (Q 0 ) ∆ · ∆ j/3 for j = 1, 2. We have that Q 0 , Q 1 , Q 2 are D-modules with full support and no SL-invariant sections, and Q 0 is simple because the Fourier transform preserves simplicity. Our aim is to show that Q 1 and Q 2 are also simple, but for now we only show the following.
Lemma 3.14. All of the composition factors of Q 1 , Q 2 have full support, or equivalently, none of the modules
so it suffices to check that D 1 is not a composition factor of Q 2 , and that D 2 is not a composition factor of Q 1 . To see this it suffices to observe that by (3.9) the modules D 1 , D 2 have non-zero SL-invariant sections, whereas Q 1 and Q 2 do not.
We define as in the introduction F i = S ∆ · ∆ i/6 for i = −1, 0, 1, 2, 3, 4, and let G i ⊆ F i denote the D-submodule generated by ∆ i/6 . Lemma 3.15. We have that G i = F i for i = 2, 3, 4. Moreover, G i is a simple D-module for i = 0, 2, 3, 4.
Proof. We have that G 0 = S = L(X; X) is a simple D-module, so we only need to focus on the cases Corollary 3.16. The 9 simple equivariant D-modules on X = Sym 3 W having full support are
Moreover, we have that
Proof. We have already seen that
denote any of the composition factors of Q j , which by Lemma 3.14 has full support. It follows from (3.15) that the modules Q 0 , Q ′ 1 , Q ′ 2 are mutually distinct. Moreover, they are distinct from G 0 , G 2 , G 3 , G 4 , F(D 1 ), F(D 2 ) since the latter contain non-zero SL-invariant sections, whereas
are all the 9 simple equivariant D-modules on X = Sym 3 W having full support. Since for j = 1, 2 the modules Q ′ j were chosen arbitrarily among the composition factors of Q j , and since the list (3.16) is independent on these choices, we conclude that in fact each Q j only has one composition factor (possibly with multiplicity bigger than one). We have seen in (3.14) that [Q 0 ], e (−2,−4) = 1, which implies that [Q 1 ], e (0,−2) = 1 and [Q 2 ], e (2,0) = 1, and thus the composition factors of Q 1 and Q 2 cannot appear with multiplicity bigger than one. This means that Q ′ 1 = Q 1 and Q ′ 2 = Q 2 , proving our first assertion. The D-modules F 1 and F −1 are torsion free, so they contain a simple submodule with full support. Looking at the congruence of λ 1 + λ 2 modulo 3 for the representations S λ V contained in F 1 and F −1 , and comparing with the list of simple equivariant D-modules that we obtained, we conclude that
• F(D 2 ) and Q 2 are the only possible submodules of F 1 with full support, and D 1 is the only possible composition factor of F 1 that does not have full support.
• F(D 1 ) and Q 1 are the only possible submodules of F −1 with full support, and D 2 is the only possible composition factor of F −1 that does not have full support.
Since F 1 = S ∆ · ∆ 1/6 it follows from (2.6) that 2) ) · e (6,6)Z+(1,1) (3.17) and in particular [F 1 ], e (a+2,a) = 0 if and only if a ≡ 3 (mod 6). This shows that [F 1 ], e (2,0) = 0, and since [Q 2 ], e (2,0) = 1 we conclude that Q 2 is not a submodule of F 1 . It follows that F(D 2 ) is a submodule of F 1 , and in fact F(D 2 ) has multiplicity one as a composition factor of F 1 , due to the fact that
(1,1) (2.11),(3.9) = 1 and [F 1 ], e (1,1) = 1.
Since C · ∆ 1/6 is the unique copy of S (1,1) V inside F 1 , it follows that ∆ 1/6 ∈ F(D 2 ). Since F(D 2 ) is simple, it is generated by ∆ 1/6 as a submodule of F 1 , hence F(D 2 ) = G 1 . Now the quotient F 1 /G 1 can only have D 1 as a composition factor, and D 1 will appear with multiplicity one since We end this section by analyzing some non-simple D-modules. In Section 4 we will study from a quiver perspective the indecomposable objects in the category of equivariant D-modules. Two such example is given below.
Lemma 3.18. The module D 0 is not isomorphic to a submodule of (Q 0 ) ∆ /Q 0 , and in particular (Q 0 ) ∆ /Q 0 is indecomposable.
Proof. Recall from Corollary 3.12 that (Q 0 ) ∆ /Q 0 has length two with composition factors P and D 0 . If it were decomposable, it would be isomorphic to P ⊕ D 0 , and in particular D 0 would be a submodule of (Q 0 ) ∆ /Q 0 . It is then enough to prove that this is not the case. = 0 which implies that ∆ ·ṽ λ = 0. This is a contradiction since ∆ is a non-zero divisor on (Q 0 ) ∆ , concluding our proof.
Lemma 3.19. The module E is not isomorphic to a submodule of S ∆ /S, and in particular S ∆ /S is indecomposable.
Proof. By Corollary 3.11, S ∆ /S has length two, with composition factors P and E, so we can prove our result using the same strategy as in Lemma 3.18. For that it suffices to take again λ = (−6, −9) and use
[E], e λ = 1, and [E], e λ+(6,6) = [S], e λ+(6,6) = 0.
The category of equivariant coherent D-modules
In this section we continue to denote by W a 2-dimensional complex vector space, by GL = GL(W ) the group of invertible linear transformations of W , and by X = Sym 3 W the space of binary cubic forms which is equipped with a natural action of GL. The goal of this section is to describe the category of GL-equivariant coherent D X -modules as the category of finite-dimensional representations of a quiver (as mentioned in Section 2.2). Then we identify (up to isomorphism) all the indecomposable representations of the quiver, so implicitly, all the indecomposable equivariant D X -modules.
4.1. The quiver description of the category of equivariant D-modules. We now proceed to determine the quiver (Q, I) for the category of GL-equivariant coherent D X -modules. We will use freely the following general properties of the correspondence between the category mod GL (D X ) and the quiver (Q, I) representing it:
• There is a bijective correspondence between simples M ∈ mod GL (D X ) and nodes m of Q -using notation (2.14), the representation of (Q, I) corresponding to M is S m .
sponding to a node m we have that the multiplicity of M as a composition factor of D is equal to dim V D m .
• Specializing the remark above to the case when D is the injective envelope of the simple M , we have that V D = I m . Using (2.15), it follows that for every simple N with corresponding node n, the multiplicity of N as a composition factor of D is equal to the number of paths in Q (modulo relations) from n to m.
• Dually, if D is the projective cover of a simple M then the multiplicity of a simple N as a composition factor of D is equal to the number of paths from m to n.
• If m, n are nodes of Q corresponding to the simples M, N , then the number of arrows from m to n equals dim C Ext 1 (M, N ) [ASS06, Chapter III, Lemma 2.12].
• The holonomic duality functor D (resp. the Fourier transform F) described in Section 2.2 induces a self-duality (resp. a self-equivalence) of the category rep(Q, I). If m, n are nodes of Q corresponding to the simples M, N , then we write
The number of arrows from m to n is equal to the number of arrows from D(n) to D(m), as well as to the number of arrows from F(m) to F(n). An analogous relationship holds for the number of paths from m to n (considered as always modulo the relations in I). Based on these general remarks we can prove the following. 
where the vanishing of Ext 1 (•, I M ) follows from the fact that I M is injective. We get that Ext 1 (N ′ , M ) = C and Ext 1 (N ′′ , M ) = 0, i.e. there exists exactly one arrow from n ′ to m, and no arrow from n ′′ to m.
We are now ready to prove the main theorem regarding the quiver description of mod GL (D X ).
Theorem 4.2. There is an equivalence of categories
where rep(Q, I) is the category of finite-dimensional representations of a quiver Q with relations I, described as follows. The vertices and arrows of the quiver Q are depicted in the diagram
and the set of relations I is given by all 2-cycles and all non-diagonal compositions of two arrows:
α i β i and β i α i for i = 1, 2, 3, 4, γ i δ i and δ i γ i for i = 1, −1, and
Proof. Let M be any of the simples G 2 , G 3 , G 4 , Q 1 , Q 2 , and consider the open embedding j : O 4 → X. We have by construction that j * j * M = M ∆ = M , hence M is injective by Lemma 2.4. The holonomic duality functor D takes a simple D-module corresponding to a local system on U to the simple corresponding to the dual local system and therefore
Since D takes injectives to projectives, this shows that M is both injective and projective, hence Ext 1 (M, N ) = Ext 1 (N, M ) = 0 for all N ∈ mod GL (D X ). We conclude that g 2 , g 3 , g 4 , q 1 , q 2 are isolated nodes of the quiver Q. Consider next the modules G i with i = ±1. We have by Lemma 2.4 that j * j * G i = F i is the injective envelope of G i . Combining this with Corollary 3.16 we get non-split exact sequences
It follows that in Q there exist unique arrows δ 1 from d 1 to g 1 , and δ −1 from d 2 to g −1 . Moreover, since F i is the injective envelope of G i there are no other paths of positive length (and in particular no arrows) with target g 1 or g −1 . Using We are left to consider the restriction of the quiver to the nodes e, d 0 , p, q 0 , s. Since the modules E, D 0 , P, Q 0 , S are preserved by holonomic duality, it follows that for m, n ∈ {e, d 0 , p, q 0 , s}, the number of arrows from m to n is equal to the number of arrows from n to m.
Applying Lemma 2.4 with Y = X, O = O 3 and M = S we find that S ∆ is the injective envelope of S, and combining Lemmas 4.1 and 3.19 we conclude that there exists a unique arrow from p to s, which we denote by β 1 , and no arrow from e to s. Applying the duality D we find a unique arrow α 1 from s to p. Since D 0 and Q 0 do not appear as composition factors of S ∆ , there is no path (and thus no arrow) from either d 0 or q 0 to s. We can next argue in the similar fashion by taking M = Q 0 and appealing to Lemma 3.18 to conclude that there are unique arrows β 4 from p to q 0 and α 4 from q 0 to p, there is no arrow from d 0 to q 0 , and no path from either e or s to q 0 .
Since the Fourier transform fixes P and swaps the elements in each pair (E, S) and (Q 0 , D 0 ), it follows from the conclusions of the preceding paragraph that there exists a pair of arrows α 3 , β 3 between p and e, and another pair of arrows α 2 , β 2 between p and d 0 . Moreover, there are no paths from either d 0 or q 0 to e, and no paths from either e or s to d 0 , so in particular we have obtained a complete list of arrows in Q.
The relations α 1 β 1 = α 4 β 4 = 0 follow from the fact that S and Q 0 appear with multiplicity one inside their respective injective envelopes. Applying the duality D we conclude that β 1 α 1 = β 4 α 4 = 0, and further applying the Fourier transform we get α 2 β 2 = β 2 α 2 = α 3 β 3 = β 3 α 3 = 0. Since there are no paths between either of e, s and either q 0 , d 0 we conclude that α 1 β 2 = α 1 β 4 = α 2 β 1 = α 2 β 3 = α 3 β 2 = α 3 β 4 = α 4 β 1 = α 4 β 3 = 0.
Since E appears in the injective envelope of S, there has to be a path from e to s which is necessarily α 3 β 1 . By holonomic duality, there is a path from s to e, namely α 1 β 3 . Similarly, since D 0 appears in the injective envelope of Q 0 we get the path α 2 β 4 from d 0 to q 0 , and by duality we have the path α 4 β 2 from q 0 to d 0 . This shows that there are no more relations in the quiver Q, concluding our proof. Remark 4.3. As any D-module in mod GL (D X ) has a projective (resp. injective) resolution, the indecomposable projective (resp. injective) D-modules play a special role. We can construct all the indecomposable projective (resp. injective) D-modules in mod GL (D X ) using D-module-theoretic tools as follows. Up to duality D, it is enough to describe the injectives. We already obtained in the proof of Theorem 4.2 the injective envelopes for the simples with full support. Namely, if M is a simple equivariant D-module with full support, then its injective envelope is M ∆ (see Lemma 2.4). By taking Fourier transform (which preserves injectives), the injective envelopes of E, D 0 , D 1 , D 2 are F(S ∆ ), F((Q 0 ) ∆ ), F(F −1 ), F(F 1 ), respectively. We are left to identify the injective envelope of P . One possible description is as follows. Let U = X\O 2 and j : U → X the open embedding. Since O 3 is smooth and closed in U of codimension 1, the sheaf H 1
(X, O X ) degenerates. By Lemma 2.4, this shows that
(X, O X ) is the injective envelope of P in the subcategory mod with relationsĨ as in Theorem 4.2. In contrast with the quivers obtained in [LW17] , the quiver (Q,Ĩ) is not representation-finite, that is, the category rep(Q,Ĩ) has infinitely many indecomposable representations. This follows by realizing the extended Dynkin quiverD 4 as a subquiver Q(α) (resp. Q(β)) of (Q,Ĩ) by considering only the arrows α i (resp. the arrows β i ), where i = 1, 2, 3, 4. Nevertheless, we are able to describe the indecomposables due to the fact that (Q,Ĩ) is of tame representation type (Theorem 4.4). More precisely, consider the quiverD 4 as in Example 2.6. We construct two embeddings of categories Clearly, α, β send indecomposables to indecomposables. For example, for an arbitrary n > 0, we have in rep(Q,Ĩ) two 1-parameter families of indecomposables α(R n (λ)) and β(R n (λ)) in the dimension vector (n, n, n, n, 2n) induced by the representations R n (λ) ∈ rep(D 4 ) described in Example 2.6.
Note that we have 4 projective-injective indecomposable representations of (Q,Ĩ) that are not obtained from α, β, namely: P 1 = I 2 , P 2 = I 1 , P 3 = I 4 and P 4 = I 3 .
As explained in Example 2.6, the indecomposable representations ofD 4 are classified. Using this, we obtain the classification for (Q,Ĩ):
Theorem 4.4. Let X be an indecomposable representation in rep(Q,Ĩ). Assume that X is not isomorphic to either of the projective-injectives P 1 , P 2 , P 3 , P 4 . Then there is an indecomposable V in rep(D 4 ) such that X is isomorphic to either α(V ) or β(V ). In particular, the quiver (Q,Ĩ) is of (domestic) tame representation type.
quiver of (Q,Ĩ). Finally, the last component of the Auslander-Reiten quiver of (Q,Ĩ) is obtained by gluing together the preinjective component of Q(β) and the preprojective component of Q(α) along the simple module S 5 . The four projective-injective modules P 1 , P 2 , P 3 , P 4 are also part of this component, and they occur in the middle along with S 5 . They are part of four almost split sequences, described as follows. Denote by M α i the two dimensional module with the nonzero linear map α i and by M β j the two dimensional module with the nonzero linear map β j . Then we have an almost split sequence
and three more analogous ones by symmetry.
Some local cohomology calculations
We conclude this article with a couple of examples of local cohomology computations for equivariant D-modules, with support in orbit closures. Many of these calculations are standard, but some require an understanding of the structure of the category mod GL (D X ). We begin with the following general observation. Suppose that M is a GL-equivariant D X -module with support contained in O i . It follows that for j ≥ i we have
We will thus only be interested in studying the local cohomology groups H k O j (M ) when j < i. For iterated local cohomology groups of S with respect to a family of GL-invariant closed subsets we have the following. 
