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OPERATORS HAVING CLOSED OR SELF-ADJOINT POWERS
AND A GENERALIZATION OF SOME REVERSED VON
NEUMANN THEOREM
SOUHEYB DEHIMI AND MOHAMMED HICHEM MORTAD∗
Abstract. In this paper, we show that a densely closable operator A such
that the resolvent set of A2 is not empty is necessarily closed. In particular, a
closable operator with a self-adjoint square is automatically closed. These two
results are then extended to the case of a polynomial p(A). We also generalize
a recent result by Sebestyén-Tarcsay (reproved by Gesztesy-Schmüdgen) con-
cerning the converse of a famous result by von Neumann. Other interesting
consequences are also given, one of them is a characterization of unbounded
normal operators.
Notation
First, we assume readers have some familiarity with the standard notions and
results in operator theory (see e.g. [11] and [14] for the further reading). We do
recall most of the needed notions though.
Let H be a Hilbert space and let B(H) be the algebra of all bounded linear
operators defined from H into H .
If S and T are two linear operators with domains D(S) ⊂ H and D(T ) ⊂ H
respectively, then T is said to be an extension of S, written as S ⊂ T , if D(S) ⊂
D(T ) and S and T coincide on D(S).
The product ST and the sum S+T of two operators S and T are defined in the
usual fashion on the natural domains:
D(ST ) = {x ∈ D(T ) : Tx ∈ D(S)}
and
D(S + T ) = D(S) ∩D(T ).
When D(T ) = H , we say that T is densely defined. In this case, the adjoint T ∗
exists and is unique.
An operator T is called closed if its graph is closed in H⊕H . T is called closable
if it has a closed extension.
We say that T is symmetric if
< Tx, y >=< x, Ty >, ∀x, y ∈ D(T ).
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If T is densely defined, we say that T is self-adjoint when T = T ∗; normal if T is
closed and TT ∗ = T ∗T . Observe that a densely defined operator T is symmetric
iff T ⊂ T ∗.
A symmetric operator T is called positive if
< Tx, x >≥ 0, ∀x ∈ D(T ).
Recall that the absolute value of a closed T is given by |T | = √T ∗T where √· des-
ignates the unique positive square root of T ∗T , which is positive by the closedness
of T . It is also known that D(T ) = D(|T |) when T is closed and densely defined.
Let A be an injective operator (not necessarily bounded) from D(A) into H .
Then A−1 : ran(A)→ H is called the inverse of A with domain D(A−1) = ran(A).
If the inverse of an unbounded operator is bounded and everywhere defined (e.g.
if A : D(A)→ H is closed and bijective), then A is said to be boundedly invertible.
In other words, such is the case if there is a B ∈ B(H) such that
AB = I and BA ⊂ I.
Clearly, if A is boundedly invertible, then it is closed. Recall also that T + S is
closed (resp. closable) if S ∈ B(H) and T is closed (resp. closable), and that ST
is closed (resp. closable) if if e.g. S is closed (resp. closable) and T ∈ B(H).
Based on the bounded case and the previous definition, we say that an unbounded
A with domain D(A) ⊂ H is right invertible if there exists an everywhere defined
B ∈ B(H) such that AB = I; and we say that A is left invertible if there is an
everywhere defined C ∈ B(H) such that CA ⊂ I. Clearly, if A is left and right
invertible simultaneously, then A is boundedly invertible.
The spectrum of unbounded operators is defined as follows: Let A be an operator
on a complex Hilbert space H . The resolvent set of A, denoted by ρ(A), is defined
by
ρ(A) = {λ ∈ C : λI −A is bijective and (λI −A)−1 ∈ B(H)}.
The complement of ρ(A), denoted by σ(A), i.e.
σ(A) = C \ ρ(A)
is called the spectrum of A.
Clearly, λ ∈ ρ(A) iff there is a B ∈ B(H) such that
(λI −A)B = I and B(λI −A) ⊂ I.
Also, recall that if A is a linear operator which is not closed, then σ(A) = C.
Recall also that
σ(A2) = [σ(A)]2
when A is closed.
1. Introduction
As is known, if A is a closed operator, then A2 need not be closed. There
are known counterexamples, see e.g. [12]. On the other hand, there are closable
operators having closed squares, e.g. if F0 denotes the restriction of the L2(R)-
Fourier transform to the dense subspace C∞0 (R) (the space of infinitely differentiable
functions with compact support), then it is well known that
D(F20 ) = {0}
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(see again [12]). Hence F0 is an unclosed whilst F20 is trivially closed on {0}. We
would like to investigate this type of questions a little more.
If A is a closable operator such that A
2
is self-adjoint, then A2 need not be self-
adjoint. A simple example is to take A to be the restriction of the identity operator
I (on H) to some dense (non closed) subspace D of H . Denote this restriction
by ID. Then A
2
= I fully on H and so A
2
is self-adjoint. However, A2 is not
self-adjoint for A2 = ID and so A
2 is not even closed.
What about the converse, i.e. if A is closable and A2 is self-adjoint, then could
it be true that A
2
is self-adjoint? A positive answer can be obtained if one comes to
show that if A is a closable operator with self-adjoint square A2, then A is closed.
This question (which appeared in [12]) and other related and more general ones are
investigated in the present paper.
There are known conditions for which p(A) is closed whenever A is closed, where
p is a complex polynomial in one variable of degree n say. For instance, if A is a
closed operator in some Hilbert (or Banach) space with domain D(A) such that
σ(A) 6= C, then p(A) is closed on D(An). See e.g. pp. 347-348 in [2]. Also,
K. Schmüdgen showed in [13] that if A is a densely defined closed and symmetric
operator, then p(A) is closed. In this paper, we also investigate the converse of
these results.
Before announcing an interesting application of our results, recall first a well
known result by the legendary von Neumann stating that if T is a densely defined
closed operator, then both TT ∗ and T ∗T are self-adjoint (and positive). Amazingly,
no one had studied the converse until very recently, i.e. in [16]. The outcome is
quite interesting. Indeed, in the previous reference, the writers Sebestyén-Tarcsay
discovered that if TT ∗ and T ∗T are self-adjoint, then T must be closed. Then
Gesztesy-Schmüdgen provided in [6] a simpler proof based on a technique using ma-
trices of unbounded operators. This result with the two different proofs is referred
to here as the Sebestyén-Tarcsay-Gesztesy-Schmüdgen reversed von Neumann the-
orem. Notice that the self-adjointness of only one of TT ∗ and T ∗T is not sufficient
to guarantee the closedness of T . This was already noted in [15]. In this paper, we
show that if T is a densely defined closable such that σ(TT ∗) ∪ σ(T ∗T ) 6= C, then
T is necessarily closed.
2. Main Results
We choose to deal first with the case of squares for it is closely related to the
important notion of square roots. Then the we give the generalizations to p(A) as
long as these generalizations are possible.
Theorem 2.1. Let A be a closable densely defined operator with domain D(A) ⊂ H
(where H could also be a Banach space here) such that σ(A2) 6= C. Then A is closed.
Proof. Let λ ∈ C \σ(A2). Then A2−λI is boundedly invertible. Let α be complex
and such that α2 = λ and write
A2 − λI = (A− αI)(A + αI) = (A+ αI)(A − αI).
Letting B to be the bounded inverse of A2 − λI, we see that
I = (A2 − λI)B = (A− αI)(A + αI)B.
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Since A is closable, so is A+ αI. Hence (A+ αI)B too is closable. But
H = D[(A− αI)(A + αI)B] ⊂ D[(A + αI)B],
whereby (A + αI)B becomes everywhere defined. Therefore, (A + αI)B must be
in B(H) by invoking the closed graph theorem. In other words, A − αI is right
invertible, i.e. it possesses an everywhere defined bounded right inverse. Now, by
the first displayed formula, we see that A−αI is one-to-one as well. Thus, A− αI
is bijective. So, let C be a left inverse (a priori not necessarily bounded) of A−αI.
Clearly, C must be defined on all of H . Moreover,
C(A− αI) ⊂ I =⇒ C(A− αI)(A + αI)B ⊂ (A+ αI)B =⇒ C ⊂ (A+ αI)B
and so C = (A + αI)B as they are both defined on all of H . This actually says
that A − αI is boundedly invertible. Accordingly, A − αI is closed or merely A is
closed, as needed. 
The following simple consequence seems to be interesting.
Corollary 2.2. If A is a closable (unclosed) operator such that A2 is closed, then
σ(A2) = C.
Proof. If σ(A2) 6= C, Theorem 2.1 yields the closedness of A which is a contradic-
tion.

Remark. The assumption σ(A2) 6= Cmade in Theorem 2.1 may not just be dropped.
A simple counterexample is to consider a closable non-closed A such that A2 is
closable but unclosed. Then σ(A2) = C. An explicit example would be to take
A = ID, the identity operator restricted to some dense subspace D.
Remark. The closability is indispensable for the result to hold. For example, there
are non-closable everywhere defined operators T (i.e. D(T ) = H) such that T 2 = 0
everywhere on H . Clearly
σ(T 2) = {0} 6= C
and yet T is not even closable.
Similarly, there are everywhere defined unclosable operators T such that T 2 = I
on all of H and hence σ(T 2) = {1}. These examples may be consulted in [12].
Corollary 2.3. Let A be a closable densely defined operator such that A2 is self-
adjoint. Then A is closed.
Proof. Recall that a self-adjoint operator has always a real spectrum (see [1] for a
new proof). Since A2 is self-adjoint, σ(A2) ⊂ R. Now, apply Theorem 2.1. 
It was shown in [17] that a symmetric operator having a self-adjoint (and pos-
itive!) square must be self-adjoint as well. As a consequence of Corollary 2.3, we
have a different proof of this result.
Proposition 2.4. Let A be a symmetric operator (not necessarily densely defined)
such that A2 is self-adjoint. Then A too is self-adjoint.
Proof. First, as A2 is self-adjoint, it is densely defined and hence so is A. So A is
a densely defined symmetric operator, i.e. it becomes closable. Let us show that A
is self-adjoint. Indeed, since A ⊂ A∗, we have
A ⊂ A∗ = A∗.
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Hence
A2 ⊂ A2 ⊂ A∗A.
By the self-adjointness of both A2 and A
∗
A as well as maximality, it ensues that
A
2
= A
∗
A.
Theorem 3.2 in [5] now intervenes and gives the self-adjointness of A. But
Corollary 2.3 gives the closedness of A, that is, A is self-adjoint. 
Corollary 2.5. Let A be a symmetric operator such that A2 is normal. Then A is
self-adjoint.
Proof. That A is densely defined is clear. Since A ⊂ A∗, we equally have A2 ⊂
(A∗)2. In other words, A2 is symmetric. But as is known, symmetric operators
which are also normal are clearly self-adjoint. Therefore, A2 is self-adjoint and so
A is self-adjoint as well by the foregoing results. 
The following result contains some important conclusions (observe that it gen-
eralizes Proposition 2.4).
Theorem 2.6. Let A be a linear operator with domain D(A) such that A2 is self-
adjoint and D(A) ⊂ D(A∗). Then A is closed, D(A) = D(A∗), (A∗)2 = A2 and
D(AA∗) = D(A∗A).
Proof. As above, A is densely defined. Since D(A) ⊂ D(A∗), it follows that A is
closable. Hence A is closed by Corollary 2.3. So, it only remains to show that
D(A) = D(A∗). To this end, observe that
(A∗)2 ⊂ (A2)∗ = A2.
Since D(A) ⊂ D(A∗), we get
(1) D(AA∗) ⊂ D[(A∗)2] ⊂ D(A2) ⊂ D(A∗A).
By Theorem 9.4 in [18], we obtain D(
√
AA∗) ⊂ D(
√
A∗A) for AA∗ and A∗A are
self-adjoint and positive (because A is closed). But
√
AA∗ = |A∗| and
√
A∗A = |A|.
So, by the closedness of both A and A∗, we finally infer that
D(A∗) = D(|A∗|) ⊂ D(|A|) = D(A)
thereby D(A) = D(A∗).
To prove the other claimed properties, start with the inclusion (A∗)2 ⊂ A2 which
was obtained above. Since A2 is self-adjoint, ∅ 6= σ(A2) ⊂ R. So, let λ ∈ σ(A2)
and so λ = µ2 for some µ ∈ σ(A). Hence µ ∈ σ(A∗). Therefore,
λ = λ = µ2 ∈ [σ(A∗)]2 = σ(A∗2).
That is, ρ(A∗2) ⊂ ρ(A2). On the other hand, ρ(A∗2) 6= ∅ as it is easy to see that
σ(A∗2) 6= C. So let α ∈ ρ(A∗2) and write
(A∗)2 − αI ⊂ A2 − αI.
Since (A∗)2 − αI is onto and A2 − αI is one-to-one, by a simple maximality result
(see Lemma 1.3 in [14]), it follows that
(A∗)2 − αI = A2 − αI
or merely (A∗)2 = A2. Finally, as D(A) = D(A∗) and (A∗)2 = A2, Inclusions (1)
become
D(AA∗) = D[(A∗)2] = D(A2) = D(A∗A),
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marking the end of the proof. 
Corollary 2.7. Let A be an unbounded hyponormal operator such that A2 is self-
adjoint and positive. Then A too is self-adjoint.
Proof. First, recall that a densely defined operator A with domain D(A) is called
hyponormal if
D(A) ⊂ D(A∗) and ‖A∗x‖ ≤ ‖Ax‖, ∀x ∈ D(A).
Recall also that closed hyponormal operators having a real spectrum are self-adjoint
(see the proof of Theorem 8 in [3]). Let λ ∈ σ(A) and so λ2 ∈ σ(A2), i.e. λ2 ≥ 0
because A2 is positive. Thus λ must be real. Consequently, A is self-adjoint. 
Proposition 2.8. Let A be a quasinormal operator such that A2 = A∗2. Then A
is normal.
Proof. Recall that a quasinormal operator A is a closed densely defined one such
that AA∗A = A∗A2 (or AA∗A ⊂ A∗A2 as in say [7]). Now, we may write
|A|4 = A∗AA∗A = A∗2A2 = A4
and
|A∗|4 = AA∗AA∗ = A∗A2A∗ = A∗4.
Since A2 = A∗2, we have A4 = A∗4, thereby |A|4 = |A∗|4. Upon passing to the
unique positive square root, we obtain |A|2 = |A∗|2 or A∗A = AA∗. Since A is
already closed, the normality of A follows, as needed. 
Corollary 2.9. Let A be a quasinormal operator such that A2 is self-adjoint. Then
A is normal.
Proof. First, remember that quasinormal operators are hyponormal (see e.g. [8]
and [9]). So, in our case D(A) ⊂ D(A∗). Next, the self-adjointness of A2 then
yields A2 = A∗2 by Theorem 2.6. Finally, Proposition 2.8 gives the normality of A,
as wished. 
Remark. If A ∈ B(H), then A2 is self-adjoint if and only if A2 = A∗2. This is not
apparently always the case when A is closed and densely defined. Indeed, in [4] we
found a closed densely defined operator T such that
D(T 2) = D(T ∗2) = {0}
(and so T 2 cannot be self-adjoint).
Another simple but important result is a generalization of the Sebestyén-Tarcsay-
Gesztesy-Schmüdgen reversed von Neumann theorem. Observe in passing that
when TT ∗ and T ∗T are assumed to be self-adjoint, then TT ∗ and T ∗T are closed
and σ(TT ∗), σ(T ∗T ) ⊂ R.
Theorem 2.10. Let T be a densely defined closable such that σ(TT ∗)∪σ(T ∗T ) 6= C.
Then T is necessarily closed.
Proof. Just write
A =
(
0 T
T ∗ 0
)
which is closable. Then
A2 =
(
TT ∗ 0
0 T ∗T
)
.
NILPOTENCE IMPLYING NORMALITY 7
By the assumption σ(TT ∗) ∪ σ(T ∗T ) 6= C, we see that neither σ(TT ∗) = C nor
σ(T ∗T ) = C. Therefore, TT ∗ and T ∗T are both closed. Hence A2 is equally closed.
Since σ(A2) 6= C, Theorem 2.1 entails the closedness of A which, in turn, yields the
closedness of T . 
Next, we give two simple characterizations of (unbounded) normal operators.
Corollary 2.11. Let T be a densely defined closable linear operator. Then
T is normal ⇐⇒ TT ∗ = T ∗T and σ(T ∗T ) 6= C.
Proof. If T is normal, then TT ∗ = T ∗T and T is closed. Hence T ∗T is self-
adjoint and so C 6= σ(T ∗T ) ⊂ R. Conversely, as σ(T ∗T ) 6= C, T ∗T is closed.
Hence TT ∗ too is closed. Theorem 2.10 then yields the closedness of T because
σ(TT ∗) ∪ σ(T ∗T ) = σ(T ∗T ) 6= C. 
Corollary 2.12. Let T be a densely defined closable linear operator. Then
T is normal ⇐⇒ TT ∗ ⊂ T ∗T and σ(TT ∗) ∪ σ(T ∗T ) 6= C.
Proof. We only show the implication "⇐=". As σ(TT ∗) ∪ σ(T ∗T ) 6= C, we know
that T must be closed. Hence both T ∗T and TT ∗ are self-adjoint. Since self-adjoint
operators are maximally self-adjoint, it is seen that
TT ∗ ⊂ T ∗T =⇒ TT ∗ = T ∗T.
Thus, T is normal, as wished. 
Before giving another related result, we give an example.
Example 2.13. ([10]) Consider the following two operators defined by
Af(x) = e2xf(x) and Bf(x) = (e−x + 1)f(x)
on their respective domains
D(A) = {f ∈ L2(R) : e2xf ∈ L2(R)}
and
D(B) = {f ∈ L2(R) : e−2xf, e−xf ∈ L2(R)}.
Then obviously A is self-adjoint while B closable without being closed.
Now, the operator BA defined by BAf(x) = (e2x + ex)f(x) on
D(BA) = {f ∈ L2(R) : e2xf, exf ∈ L2(R)}
is plainly self-adjoint. Readers may also check that AB is not self-adjoint.
Inspired by this example, we have:
Proposition 2.14. It is impossible to find two unbounded linear operators A and
B one of them is closable (without being closed) and the other is self-adjoint such
that both BA and AB are self-adjoint.
Proof. Let B be a solely closable operator with domain D(B) and let A be a self-
adjoint operator with domain D(A). Then set
T =
(
0 B
A 0
)
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which is defined on D(T ) = D(A)⊕D(B). Clearly, T is only closable (i.e. T is not
closed). Now,
T 2 =
(
BA 0
0 AB
)
.
So if BA and AB were both self-adjoint, it would ensue that T 2 is self-adjoint
which, given the closability of T , would yield the closedness of T (by Corollary 2.3).
But, this is absurd and so one of AB and BA at least must be non self-adjoint. 
Now, we treat the more general case of p(A) where p is a complex polynomial.
Theorem 2.15. Let p be a complex polynomial of one variable of degree n. Assume
that A is a closable operator in a Hilbert (or Banach) space such that p(A) (is
densely defined and) σ[p(A)] 6= C. Then A is closed.
Remark. Observe that the closedness of p(A) is tacitly assumed because σ[p(A)] 6=
C.
Proof. Let λ be in C \ σ[p(A)]. We may also assume that the leading coefficient
of p(A) equals 1. By the fundamental theorem of Algebra, we know that there are
complex numbers µ1, µ2, · · · , µn such that
p(z)− λ = (z − µ1)(z − µ2) · · · (z − µn)
where z ∈ C. Hence
p(A)− λI = (A− µ1I)(A− µ2I) · · · (A− µnI).
The previous is a full equality for
D[p(A)− λI] = D[(A− µ1I)(A − µ2I) · · · (A− µnI)] = D(An)
(which may be checked using a proof by induction). Since p(A)− λI is boundedly
invertible, we have that
(A− µ1I)(A− µ2I) · · · (A− µnI)B = I
for some B ∈ B(H). But (A − µ2I) · · · (A − µnI)B ∈ B(H). Indeed, since A is
closable, so is A− µnI and so (A− µnI)B is closable. Hence (A− µnI)B ∈ B(H)
for D[(A− µnI)B] = H .
Now, (A−µn−1)(A−µnI)B ∈ B(H) by using a similar argument. By induction,
it may then be shown that (A − µ2I) · · · (A − µnI)B ∈ B(H). Thus, A − µ1I is
right invertible. Since
(A− µ1I)(A− µ2I) · · · (A− µnI) = (A− µ2I)(A− µ3I) · · · (A− µnI)(A − µ1I),
it is seen that A − µ1I is one-to-one. Finally, as in the proof of Theorem 2.1, we
may conclude that A is closed, as suggested. 
As in the case of p(z) = z2, we have:
Corollary 2.16. Let p be a complex polynomial of one variable. Assume that A
is a closable non-closed operator in a Hilbert (or Banach) such that p(A) is closed.
Then
σ[p(A)] = C.
Next, we generalize Proposition 2.4.
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Theorem 2.17. Let p be a polynomial of one variable of degree n. Assume that A
is a symmetric (not necessarily densely defined) operator in a Hilbert space H such
that p(A) is self-adjoint. Then A is self-adjoint.
Proof. Since A is symmetric, to show it is self-adjoint we may instead show that
ran(A−µI) = H and ran(A− µI) = H where µ is the complex conjugate of µ (see
Proposition 3.11 in [14]).
Let λ ∈ C \ σ[p(A)]. As above, we may assume that the leading coefficient of
p(A) is equal to 1. Write
p(A)− λI = (A− µ1I)(A − µ2I) · · · (A− µnI)
where µi, i = 1, · · · , n are complex numbers. As above, it can be shown that A−µ1I
is right invertible, i.e. it is surjective. Since p(A) − λI is boundedly invertible, so
is [p(A)− λI]∗. But
[p(A)− λI]∗ = p(A) − λI
as p(A) is self-adjoint. Since A is symmetric and using some standard properties,
we see that
(A− µ1I)(A − µ2I) · · · (A− µnI) ⊂ (A∗ − µ1I)(A∗ − µ2I) · · · (A∗ − µnI)
⊂ [(A− µ1I)(A − µ2I) · · · (A− µnI)]∗
= p(A)− λI.
Therefore,
(A− µ1I)(A− µ2I) · · · (A− µnI) = p(A)− λI
as both sides have the same domain, namelyD(An). Thus, A−µ1I too is surjective.
Accordingly, A is self-adjoint. 
Corollary 2.18. Let p be a polynomial of one variable of degree n with real coef-
ficients. Assume that A is a symmetric (not necessarily densely defined) operator
in a Hilbert space H such that p(A) is normal. Then A is self-adjoint.
Proof. Since A is symmetric, so is p(A) for p has real coefficients. Hence p(A) ⊂
p(A∗) ⊂ [p(A)]∗, i.e. p(A) is symmetric. Given its normality, it becomes self-adjoint
and so A is self-adjoint by Theorem 2.17. 
The results above may not be generalized to functions f(A) even when the latter
is well defined. Let us give a counterexample.
Example 2.19. Let A be densely defined symmetric (hence closable) unclosed
operator such that A∗A is self-adjoint. Then |A|2 is self-adjoint while A is not
closed. An explicit realization (inspired by one which appeared in [15]) reads:
Let T = i d
dx
be defined on H1(R) = {f ∈ L2(R) : f ′ ∈ L2(R)}. Then T is
self-adjoint (hence T ∗T = T 2 is self-adjoint). Set A = T |H2(R) where H2(R) =
{f ∈ L2(R) : f ′′ ∈ L2(R)}. Then A is not closed and T ∗ = A∗. Since
D(A∗A) = D(T 2) = H2(R),
it follows that A∗A = T 2. Thus, since T 2 is self-adjoint so is A∗A.
An open question
It remains unknown to us whether a densely defined closable operator A such
that A2 is closed and densely defined and obeying σ(A2) = C is closed?
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