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We employ holographic techniques to investigate the dynamics of the order parameter of a strongly
coupled superconductor after a perturbation that drives the system out of equilibrium. The gravity
dual that we employ is the AdS5 Soliton background at zero temperature. We first analyze the
normal modes associated to the superconducting order parameter which are purely real since the
background has no horizon. We then study the full time evolution of the order parameter after a
quench. For sufficiently a weak and slow perturbation we show that the order parameter undergoes
simple undamped oscillations in time with a frequency that agrees with the lowest normal model
computed previously. This is expected as the soliton background has no horizon and therefore,
at least in the probe and large N limits considered, the system will never return to equilibrium.
For stronger and more abrupt perturbations higher normal modes are excited and the pattern
of oscillations becomes increasingly intricate. We identify a range of parameters for which the
time evolution of the order parameter become quasi chaotic. The details of the chaotic evolution
depend on the type of perturbation used. Therefore it is plausible to expect that it is possible to
engineer a perturbation that leads to the almost complete destruction of the oscillating pattern and
consequently to quasi equilibration induced by superposition of modes with different frequencies.
PACS numbers: 05.70.Fh,11.25.Tq;74.20.-z
Advances in cold atom physics and numerical tech-
niques have renewed the interest in the route and con-
ditions for thermalization in closed, strongly interacting,
quantum systems [1, 2] after a quench. Until recently the-
oretical progress had been relatively slow as traditional
analytical and numerical approaches are not in general
well suited to describe far from equilibrium dynamics.
However the application of the holographic principle, also
called the AdS/CFT correspondence [3], has opened [4–
11] new research avenues to tackle this problem.
This correspondence states that, under certain condi-
tions, strongly coupled gauge conformal field theories
(CFT) in d dimensions are dual to a classical gravity
theory in Anti de Sitter (AdS) space in d+1 dimensions.
The out of equilibrium dynamics of the field theory has
an especially appealing interpretation in the gravity dual:
it corresponds with the time evolution of a mass distribu-
tion in an asymptotic AdS background. Thermalization
is thus related to the formation of a black hole in the
gravity dual [7, 8]. In the context of holographic su-
perconductivity [12] there are recent studies on the time
evolution of the order parameter [6, 9, 13, 14] at finite
temperature. In [14] it was found that, in the probe
limit, normal modes (NM) of the order parameter have
finite real and imaginary parts (therefore usually called
quasi normal modes) which indicates that, for long times,
the superconducting order parameter oscillates with an
amplitude that decays exponentially as thermal equilib-
rium is approached. Moreover Ref.[14] also identified the
Goldstone mode that signals the spontaneous breaking
of the U(1) symmetry at sufficiently low temperature.
These results have been recently confirmed in [9] by the
explicit calculation of the order parameter after a quench
taking into account backreaction effects. Similarly a pre-
vious study [6], also including backreaction, showed that,
for sufficiently long times after a quench, deviations of
the order parameter from the thermal equilibrium pre-
diction are exponentially small. Moreover a quench in a
Reissner-Nordstro¨m-AdS black hole can induce an insta-
bility in the metric that leads to holographic supercon-
ductivity [6].
Recent experimental [2] and theoretical [1, 15, 16] re-
sults in condensed matter points to a richer phenomenol-
ogy. Integrability and localization [1, 2, 15] can prevent,
or slow down [15], thermalization after a quench at zero
temperature. In the context of weakly coupled supercon-
ductors [16] undamped oscillations of the order parame-
ter after a quench have been observed provided that the
final coupling is much larger than the initial one. For
intermediate quenches the superconducting gap is oscil-
latory in time with an amplitude that decays towards
equilibrium in a power-law fashion [16].
Motivated by these results we explore the time evolu-
tion of holographic superconductors after a perturbation.
2Our main aim is to study the time evolution of the order
parameter in a gravity background with no horizon so
relaxation to equilibrium is not expected even after long
times. In condensed matter that behavior is typical of
insulator and integrable systems but we refrain to pursue
this analogy to the gravity dual that we investigate,
a superconducting AdS Soliton background [17, 18]
which has a well defined limit at zero temperature. This
is a key departure from previous holographic studies
[6, 9, 14] which were carried out at finite temperature,
namely, in an AdS black hole background. In order to
gain insight into the late time dynamics of the order
parameter we study first the NM [19] related to the
order parameter [20]. The AdS Solition background
the NM’s are always real which suggests that the
order parameter oscillates without any damping. A
detailed analysis of the time evolution after a quench
confirms this prediction, namely, after a perturbation
the strongly coupled superconductor does not return to
equilibrium. The oscillating pattern strongly depends
on the perturbation details. In some cases we observed
quasi chaotic oscillations which suggests that some sort
of quasi equilibration is possible for some perturbations
even if there is no horizon.
I. THE MODEL
We study the time evolution of a holographic super-
conductor in an AdS5 Soliton [17] gravity background.
This background [18] is constructed from the usual AdS5
geometry by a double Wick rotation followed by com-
pactification of one of the spatial dimensions. In order
to have a smooth geometry it is necessary to impose pe-
riodicity χ ∼ χ+ piLr0 in the compactified dimension. The
resulting geometry has no horizon, it looks like a cigar
with a tip at r = r0. The most stable configuration which
satisfies this constraint, the so called AdS Soliton [18], is
fully specified by the metric,
ds2 = L2
dr2
f(r)
+ r2(−dt2 + dx2 + dy2) + f(r)dχ2 (1)
with f(r) = r2 − r40r2 . In this background we in-
troduce a charged scalar field Ψ minimally coupled
to a Maxwell field, which leads to the following five-
dimensional Einstein-Maxwell-scalar gravity theory,
S =
∫
d5x
√−g(R+ 12
L2
− 1
4
FµνFµν (2)
−|∇µΨ− iqAµΨ|2 −m2|Ψ|2).
We refer to (2), together with the metric (1), as the AdS
soliton holographic superconductor [11]. We note that
this model, unlike the usual AdS-Schwarzschild super-
conductor, has a well defined zero temperature limit.
The properties of this model, investigated in [17] in the
probe limit and in [21] including the backreaction of the
scalar on the metric, depend on the value of the chemical
potential µ, which corresponds to the time component of
the gauge field at the boundary (see below). For µ < µc
the conductivity in the linear response regime vanishes
and therefore the field theory resembles that of a Mott
insulator [17]. However for µ > µc the scalar condenses
and the system becomes a superconductor though the
background is still an AdS Soliton. It is therefore ex-
pected that some of the Mott insulator physics might still
be at play in this regime. For sufficiently large µ≫ µc a
confinement-deconfinement transition occurs for any fi-
nite temperature but not at strictly zero temperature
[21]. Superconductivity survives this transition but the
gravity background becomes an AdS black hole [12].
We restrict ourselves to the probe limit in which the back-
reaction of the gauge field and scalar on the metric is neg-
ligible. We are motivated by the fact that, putting aside
the expected black hole formation for stronger quenches,
which is far beyond the scope of the paper, it seems that
[21] including backreaction will not modify substantially
the results obtained in the probe limit [17]. In any case
this is an interesting problem for future research.
II. THE EQUATIONS OF MOTION (EOM)
Since we are interested in the time-evolution we seek
solutions of the EOM that depend on both the temporal
and holographic coordinates: A = (At, Ar, 0, 0, 0), Ψ =
|Ψ|eiθ whereAt, Ar, |Ψ| and θ are functions of t and r [23].
In the following, we will work with the gauge-invariant
quantities M = A − dθ. Without losing generality we
set L = r0 = q = 1 and m
2 = −15/4 so that the time
evolution depends only on the chemical potential. For
numerical purposes it is more convenient to make the
following change of variables, z = 1/r and |ψ| = |Ψ|/r3/2
so that the boundary is at z = 0. The resulting EOM
are:
0 =|ψ|
(
− (z4 − 1)Mz2 − z4Mt2 + 9z6/4
)
+ 4z7∂z |ψ|
+
(
z4 − 1) z4∂2z |ψ|+ z4∂2t |ψ|, (3)
0 =
(
z4 − 1) z∂t∂zMz + (z4 + 3) ∂tMz + (3z6 + z2) ∂zMt
+
(
z4 − 1) z3∂2zMt + 2z4Mt|ψ|2, (4)
0 =∂2tMz + 2zMz|ψ|2 + z2∂t∂zMt, (5)
0 =− (z4 − 1) z|ψ|∂zMz + z3|ψ|∂tMt + 2z3Mt∂t|ψ|
− 2Mz
(
z
(
z4 − 1)∂z |ψ|+ (z4 + 1) |ψ|
)
. (6)
We note that Eqs. (4), (5) and (6) are not independent
since Eq.(6) can be obtained from Eqs. (4) and (5).
Boundary conditions.-
In order to solve the EOM above it is necessary to specify
initial conditions (t = 0) and boundary conditions at the
tip z = 1 and at the boundary z = 0. Near the boundary
3and with the definitions above,
|ψ| = |ψ1(t)|+ |ψ2(t)|z +O(z2),
Mt = µ(t)− ρ(t)z2 +O(z3),
Mz = O(z3) (7)
where µ and ρ stand for the chemical potential and the
charge density of the dual field theory respectively. We
choose solutions for which |ψ1| ≡ 0, |ψ2| 6= 0. Following
the standard AdS/CFT dictionary [12] the condensation
of the operator O2,
〈O2(t)〉 = |ψ2(t)| (8)
stands for the order parameter of the dual field the-
ory which describes the time evolution of the strongly-
coupled superconductor. Both the gauge field and the
scalar must not be singular at the tip. A simple choice is
|ψ| = a1+ a2(1− z)+ . . . , Mt = a3+ a4(1− z)+ . . . and
Mz = a5 + a6(1 − z) + . . . , where the ai’s depend only
on time. In order to obtain the initial conditions, t = 0,
we solve the EOM in the static limit for µ(t = 0) ≡ µi.
III. NM OF THE SCALAR FIELD
In order to gain insight on the asymptotic dynamics of
〈O2(t)〉 we compute the NM associated to the scalar |ψ|.
The NM’s in the gravity theory correspond to the poles of
the retarded Green’s function of the dual field theory [19].
Therefore it is a powerful tool to investigate the asymp-
totic time evolution of the order parameter after a small
perturbation. We define |ψ(t, z)| = |ψ0(z) + e−iωtψ˜(z)|
where ψ˜ is small with respect to the static solution ψ0(z).
We carry out a similar expansion for the other fields. We
keep only terms in the EOM that are leading in these
small perturbations. The NM are defined as the discrete
set,
ω(µ) = ωR − iωI (9)
frequencies that solve the EOM. Our background has no
horizon so it is expected these frequencies will be al-
ways real ωI = 0. We used the determinant method
[14] to calculate the NM. More specifically, we employ
the Chebyshev differential matrix to convert the differ-
entiation with respect to spacetime coordinate into a ma-
trix. The zeros of the determinant of the resulting ma-
trix are the NM. In order to find the lowest mode, we
calculated the lowest modes for different number of sites
corresponding to the Chebyshev collocation grids in the
radial direction. The physical lowest mode is the mode
which is closest to zero and is stable as the number of
sites increases.
A zero NM is a signature of a phase transition [25].
As was expected, see the upper plot in Fig. 1, it occurs
at µ = µc where the insulator-superconductor transition
occurs [17].
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FIG. 1. (Color online) Upper: First (blue) and second (green)
order NM Re[ω] (9) as a function of µ for ψ1 = 0 (no source).
A vanishing NM (black dot) signals the superconducting tran-
sition at µ = µc ≈ 1.88 [17]. Within the numerical precision
of the calculation the imaginary part of the NM vanishes for
any µ. This suggests that after a quench the dual field theory
does not return to equilibrium. The dynamics of the order
parameter is expected to become more intricate for µ ∼ 3.8
since there is a minimum in the energy needed to excite the
second or higher order NM’s. Lower: First (blue) and second
(green) order NM Re[ω] (9) as a function of µ for ψ1 = 1. The
lowest modes are very close to the lowest frequency spectrum
of the order parameter in the next section.
For µ < µc (region I) , the EOMs decouple and the rele-
vant NMs correspond to the pole of the retarded Green’s
function of the scalar. As shown in the upper part in Fig.
1, the NM’s only contain a real part with ωR ∝ |µ− µc|.
This linear behavior of the NM can be predicted from in-
spection of the EOM’s by noticing that ω(µ) = ω(0)−µ.
For µ > µc, in the superconducting phase, the calcula-
tion is more challenging since the scalar is coupled to a
gauge field. In order to compute the NM’s we use Cheby-
shev spectral method where the perturbations above are
explicitly gauge-invariant. This is important in order to
avoid spurious NM’s. In the upper part of Fig. 1 we plot
the two lowest order NM’s ω as a function of µ. The
black dot is the marginal stable mode which corresponds
to ω = 0, this is the critical point. As can be observed
in the upper part of Fig. 1 there is a jump of the NM at
µ = µc. According to [17] this jump is directly related
to the mass gap in the Soliton geometry, which is corre-
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FIG. 2. (Color online) 〈O2(t)〉 (8) for a relatively weak
quench ψ1(t) = J tanh(vt) with J = 1, v = 0.1 and, from
top to bottom, µ = 5, 4, 3 and 2. The solid lines are the
best fit to a simple sinusoidal function cos(ωt) of frequency
ω = 1.3, 1.22.1.18, 1.12.
sponding to the mass gap in the phase transition from
insulator to superconductor. Region II is also character-
ized by a growing (decreasing) lowest (second) NM’s as
µ increases. This trend is reversed for µ ≥ 3.8 (region
III). As was expected for all µ > µc, ωI = 0 and ωR 6= 0
which indicates undamped oscillations of 〈O2(t)〉. This is
a striking indication that a holographic superconductor
in a AdS Soliton background does not return to equilib-
rium after a perturbation.
The results for the case in which the source ψ1 = 1 is
turned on, relevant for some of the quenches we study
in the next section, are shown in the lower plot of Fig.1.
In the next section we shall see that for strong quenches
the existence of several close NM’s induces a qualitative
change in the oscillating pattern of the order parameter,
from simple sinusoidal to much more complex oscillations
which eventually become quasichaotic. In order to fully
confirm this quasichaotic behavior we study 〈O2(t)〉 next.
IV. FULL TIME EVOLUTION OF 〈O2〉 AFTER A
QUENCH
NM’s only provide information about the dynamics for
asymptotically long times and for small perturbations.
In order to investigate shorter times and stronger per-
turbations we compute explicitly the full time evolution
of 〈O2(t)〉 (8) after a perturbation from equilibrium.
We study a perturbation in the order parameter while
keeping the chemical potential constant. Following
Ref.[9, 26] we turn on the source ψ1(t) in the expansion
of the scalar in the boundary Ψ(t, z) = ψ1(t)z + ψ2(t)z
2.
The quench details are determined by the functional form
of ψ1(t). We present results for
ψ1(t) = J tanh(vt), (10)
[26] and later in the paper [9] for
ψ1(t) = δe
−t2/τ2. (11)
In order to solve the EOM’s we use the spectral method
for the holographic dimension but, for technical reasons,
we employ the Runge-Kutta method in the time direc-
tion. Also for technical reasons we have added a small
constant to the source ψ1(t) so it never vanishes.[27]
The parameter J control the strength of the perturba-
tion and v its abruptness. For sufficiently small v and
J the perturbation is slow and weak so only low energy
excitations contribute to the dynamic of the order pa-
rameter. In the gravity dual these low energy excitations
are nothing but the normal modes computed previously.
Therefore we expect that, in this limit, only the lowest
or a few NM contribute to the full time evolution. In
this case the order parameter should undergo simple os-
cillations with a frequency corresponding to the lowest
NM.
We note that since our gravity background has no hori-
zon, the NM’s are purely real, so the order parameter
does not return to equilibrium after the quench. In Fig.2
we compare the order parameter dynamic in the v ≪ 1
limit for different µ with a simple sinusoidal function. For
t >> 1/v the agreement is excellent. We have checked
that numerical value of the condensate oscillation is in
fair agreement with the lowest NM in the lower part of
Fig.1 around ω ∼ 1.1. Small disagreements might be
possible because the quench in the full time calculation
modifies the system, by turning on the source, in a way
which is not necessarily captured by the linear NM anal-
ysis. Similar results (not shown) are also obtained for
the quench Eq.(11).
Still in the region v ≪ 1 we now discuss the role of the
perturbation strength J in the time evolution of the order
parameter. For t→ 0, the order parameter is not affected
by the source 〈O2〉 = ∆0. For t → ∞, ψ1(t = ∞) ≈ J .
The order parameter in this limit 〈O2〉 = ∆f is given by
the static solution of the EOM’s with ψ1 = J . It is clear
[9] that ∆f 6= ∆i. At least for small quenches, where only
one mode is excited, we expect that the time evolution
of the order parameter is closely related to these two pa-
rameters. More specifically we expect that the amplitude
and frequency of the order parameter are an increasing
function of J . In Fig.3 we show that the numerical cal-
culation fully supports the theoretical prediction. We
note that for a fixed small v we did not observe a more
complex oscillating pattern by only increasing J provided
that vJ < 1. This is a consequence that for a sufficiently
slow v ≪ 1 quench the dynamics is almost adiabatic and
not many higher energy modes are excited. Non-linear
effects do not seem to be important in this regime as
the frequency of the oscillations is still consistent with
the lowest stable NM. Please see the following TABLE.I
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FIG. 3. (Color online) 〈O2(t)〉 (8) for a quench ψ1(t) =
J tanh(vt) with v = 0.1, µ = 2 and, from top to bottom,
J = 1, 0.3 and 0.1. As J increases the perturbation is stronger
as the difference between the initial and final state increases
as well. As a result, for sufficiently small v, the amplitude
and frequency of 〈O2(t)〉 become larger. Even for large J ,
assuming v small, we did not observe any chaotic oscillations
provided that vJ ≪ 1. The frequency of the oscillations is
still consistent with the lowest stable NM.
which contains the NM’s from the linear perturbation
with ψ1 = 1, 0.3, 0.1 compared to the frequencies of the
order parameter from Fig.3. We can see that the NM’s
and the frequencies are very close to each other.
We now turn to the case of a stronger perturbation.
Strictly speaking, an abrupt perturbation, namely, a true
quench, corresponds to the limit v ≫ 1 where the source
ψ1 reaches the asymptotic value ≈ J in a small time
TABLE I. The NM’s from the linear perturbations compared
to the frequencies from Fig.3.
J NM’s Frequencies from Fig.3 Errors
1 1.0577 1.12 5.56%
0.3 0.6008 0.61 1.50%
0.1 0.3887 0.39 0.3%
(12)
tQ ∼ 1/v as compared with other time scales of the
problem. Physically, abrupt changes in the system in-
duce high energy excitations. In the holographic context
this means that several NM’s contribute simultaneously
to the time evolution of the order parameter. The linear
approximation, in which the NM analysis is based on,
breaks down so a full calculation of the time evolution
of the order parameter is needed to have a good under-
standing of the dynamics. Qualitatively we expect the
pattern of oscillations of the order parameter to become
more intricate as v increases and higher energy states are
excited simultaneously. For sufficiently large v, the su-
perposition of many single modes should lead to a rather
chaotic pattern where single oscillations are not clearly
distinguished. Non-linear effects should further enhance
the chaoticity of the time evolution. The results depicted
in Fig. 4 fully confirm these theoretical predictions. We
note that for a larger value µ, the chaotic region is ob-
served for smaller v’s. As was shown in the previous sec-
tion more normal modes in the region µ ∼ 3.8 are closer
so it is expected that a less abrupt, smaller v, quench
will have a similar effect. Results for the quench Eq.(11),
see Fig. 5, show a similar qualitative behavior. However
there are important quantitative differences. In the range
of parameters that we can get meaningful results, the
chaotic evolution is more evident for the quench Eq.(11).
While for the quench Eq.(10) the single oscillation in-
duced for the lowest NM can still be distinguished for
larger quenches (v ≫ 1) though it is severely modified.
By contrast to the other quench Eq.(11) no trace of the
first normal mode remains, or it is easily observed, for
larger quenches. We believe that the reasons for that be-
havior is that the quench Eq.(11) is abrupter since the
decay is Gaussian instead of exponential. Finally we note
that oscillating patterns with a even richer structure, cor-
responding to smaller v, are harder to simulate numeri-
cally because the need of a smaller lattice spacing which
is beyond our numerical capabilities.
We speculate that for a certain quench protocol it
might occur that interference among the different NM
excited by the quench, together with non-linear effects
beyond the NM analysis, might lead to a dramatic de-
structive interference. Very likely the resulting order pa-
rameter evolution might be not very different from a weak
form of equilibration induced by interference instead of a
finite temperature. In order to further explore this idea
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FIG. 4. (Color online)Left panel: 〈O2(t)〉 (8) for a quench ψ1(t) = J tanh(vt) with J = 1, µ = 3 and, from top to bot-
tom, v = 3, 1 and 0.3. As v increases the perturbation is more abrupt, higher energy modes are excited and the pat-
tern of oscillations of the order parameter 〈O2(t)〉 become increasingly chaotic. Right panel: Fourier transform Eq.(14)
of the order parameter time evolution in the left panel. From top to down, the first two highest mode correspond to
ω = (1.1312, 3.5193), (1.1310, 2.1361), (1.0996, 2.1991), respectively. We note that for the quasi-chaotic spectra, the lowest
mode is around ω = 1.1 which is still qualitatively consistent with the results depicted in Fig.2. However, in this case many
other higher modes also contribute to the time evolution of the order parameter, which results in a finite support for the Fourier
transform. This is an indication that the motion is quasi-chaotic. Indeed as the quench becomes stronger, i.e., v increases,
more higher modes will be excited as the time evolution gradually becomes more chaotic.
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FIG. 5. (Color online) Left panel: 〈O2(t)〉 (8) for the quench Eq.(11) with δ = 0.5, µ = 3 and, from top to bottom, τ = 1, 0.5
and 0.2. As τ decreases the perturbation is more abrupt, higher energy modes are excited and the pattern of oscillations of the
order parameter 〈O2(t)〉 becomes also increasingly chaotic but quantitatively different from the one obtained from the quench
Eq.(10), see Fig.4. Right panel: The Fourier transform Eq.(14) of the order parameter in the left panel. From top to down,
the first two highest modes in all cases still correspond to ω = (0.6283, 1.0472) for δ = 0.5, µ = 3. That is expected as the
position of the low energy mode should not depend on the quench strength. We can also see that when the quench becomes
stronger, i.e., τ becomes smaller, higher modes will be excited, the Fourier transform seems to have a finite support for small
frequencies which suggests that the dynamic of the order parameter becomes more chaotic.
we also investigate the time evolution after a oscillatory
perturbation,
ψ1(t) = a cos(ωt), (13)
with a and ω real numbers. Results are shown in Fig.6.
For small frequencies around the smallest NM, ω ∼ 1.17,
and for µ = 3, we have observed a relatively small pertur-
bation of the order parameter with a very intricate oscil-
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FIG. 6. (Color online) 〈O2(t)〉 (8) after the perturbation
Eq.(13) with a = 0.1, µ = 3 and, from top to bottom, ω = 7, 2
and 1.17. As ω increases the perturbation is theoretically
more abrupt however 〈O2(t)〉 becomes more chaotic in the
opposite limit. We believe that this is due to the fact that in
this region the dynamic is becoming controlled by the exter-
nal frequency rather than by the natural NM associated to
the order parameter.
latory pattern which, at least superficially, is not related
to the original perturbation. However as the frequency of
the perturbation increases, see Fig.6 the dynamic of the
order parameter becomes more regular and closer to the
perturbation. For ω = 7 the oscillating pattern seems to
be a superposition of two sinusoidal functions with differ-
ent frequency. We do not have a clear understanding of
this phenomenon but it might be that weaker perturba-
tion couple better to the normal modes that the stronger
one. As a consequence many normal modes are more
excited for weaker quenches than for stronger quenches.
More work is needed to fully solve this issue.
V. FOURIER TRANSFORMATION OF THE
TIME EVOLUTION
In order to get a more quantitative description of the
time evolution of the order parameter 〈O2(t)〉, especially
in the chaotic region, we have computed the Fourier
transform of 〈O2(t)〉,
Y [〈O2〉](ω) = A
∫
∞
−∞
〈O2(t)〉e−iωtdt, (14)
Where A is a scaling constant which are different for each
plots in Fig. 4 and 5. However, A is not important to the
frequency positions in these plots, therefore, we did not
show the values of A explicitly in this paper. Simple si-
nusoidal oscillations in time corresponds to a single peak
at ω 6= 0 in the Fourier spectrum. A more complex oscil-
latory pattern in time corresponds to several peaks being
excited in the Fourier spectrum. Finally, a fully chaotic
evolution in time leads to a Fourier spectrum with finite
support in a large region of frequencies, due to overlap-
ping of close Fourier modes, and with many peaks still
superimposed over the finite background.
In the right panels of Figs.4 and Figs.5 we depict
Eq.(14) corresponding to the time evolution for the pa-
rameters after quenches, Eq. (10) and Eq.(11). Please
note that we have subtracted the mean value of the or-
der parameter which only contributes to the ω = 0 fre-
quency, which is not of relevance for our analysis. We
clearly observe in both figures that for weak quenches
(τ = 1,v = 0.3) only very few Fourier modes are excited.
However for the stronger quenches (τ = 0.2,v = 3) we
observe multiple peaks and a finite support in a rela-
tively large window of frequencies. This is a strong sug-
gestion that for strong quenches the time evolution is
already quasi-chaotic. For a rigorous demonstration we
would have to show that higher order correlation func-
tions, such as 〈O2(t)O2(t′)〉, decay exponentially for suf-
ficiently long time separations |t − t′|. However this is
beyond the scope of the paper. In Fig.7 we also plot the
frequency spectrum corresponding to the time evolution
of the order parameter after the oscillatory perturbation
Eq.(13) with, a = 0.1, µ = 3 and ω = 7. As it can be
observed, the highest mode of the Fourier spectrum is
close to the driving frequency ω = 7 which indicates that
the dynamics of the order parameter is well described by
the superposition of the driving frequency and the closest
normal modes.
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FIG. 7. (Color online) The frequency spectrum corresponding
to the order parameter after the perturbation Eq.(13) with
a = 0.1, µ = 3 and ω = 7, i.e., the top plot in Fig.6. The
first two highest modes are ω = 3.77 and 7.54. One of the
frequencies is close to the external driving frequency ω = 7.
This may indicate that in this case the time evolution of the
order parameter is controlled by interference effects between
the normal modes and external frequency.
VI. CONCLUSIONS
We have investigated the time evolution of a holo-
graphic superconductor in a soliton background by
computing the NM’s and the explicit time evolution of
the order parameter after a perturbation. Full relaxation
to equilibrium never occurs in the strongly coupled
superconductor that we study. This is a consequence of
the lack of horizon in the soliton background. For slow
perturbation the order parameter performs undamped
sinusoidal oscillations typical of integrable systems
which do not reach thermal equilibrium after a quench.
The frequency of the oscillations is in fair agreement
with the lowest NM of the system. For sufficiently
fast, and strong quenches, many modes contribute
to the time evolution of the order parameter. The
resulting pattern of oscillations of the order parameter
becomes increasingly chaotic with no trace of the single
oscillations typical of smooth and slow perturbation. In
these chaotic region although a horizon is evidently not
formed the order parameter reaches some sort of quasi
equilibrium with deviations that superficially resemble
noise.
As was mentioned previously the probe limit is enough
because the transition is not induced by a dynamical
instability [22] and because previous results including
backreaction [21] were qualitatively similar. Finally we
stress that our results are valid provided that quan-
tum gravity corrections are neglected. For sufficiently
long times it is expected that these corrections will
induce some sort of thermalization in the system.
However, even if thermalization finally occurs, its
typical equilibration time will be much larger than in
other field theories whose gravity dual has a horizon[4, 6].
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