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We present results from the SPring-8 Angstrom Compact free electron LAser (SACLA) XFEL
facility, using a high intensity (∼ 1020 W/cm2) X-ray pump X-ray probe scheme to observe changes
in the ionic structure of silicon induced by X-ray heating of the electrons. By avoiding Laue spots
in the scattering signal from a single crystalline sample, we observe a rapid rise in incoherent
scattering, which we attribute to a loss of lattice order and a transition to a liquid state within
100 fs of irradiation, a timescale which agrees well with first principles simulations. This method is
capable of observing liquid scattering without masking or filtering of signal from the ambient solid,
allowing the liquid structure to be measured throughout and beyond the phase change.
Nonthermal melting is the loss of periodic order in a
system without thermal equilibration between the elec-
tron and ion subsystems. It has been observed in a
wide range of semiconductors [1–3], where a high-fluence
laser pulse can excite large numbers of electrons to the
conduction band. This leads to an electrostatic poten-
tial between the now-ionized atoms and, if the crys-
talline structure is open-packed, rapid disordering into a
closer-packed state, a process known as Crystal Mismatch
Heating (CMH) [4]. This process, or the closely-related
Coulomb explosion [5], is therefore expected in any sys-
tem where a large population of electrons can be excited
on ultrafast timescales. While optical or infrared photons
can cause such excitation in semiconductors, high fluence
X-ray pulses, capable of penetrating through samples and
exciting core electrons, can cause such an effect in a much
wider range of materials [6].
X-ray Free Electron Lasers (XFELs) can deliver far
higher brilliances than previous X-ray sources, and to-
gether with new focusing approaches that deliver spot
sizes of less than 1 µm in diameter [7, 8], irradiation in-
tensities comparable to those of optical lasers can now
be reached. Unlike in optical-driven transitions, X-rays
deposit energy throughout the depth of the sample, ex-
citing high-energy photoelectrons which take more time
to thermalize with the electron system, heating electrons
over a larger region. Although this means that a lower
energy density will be reached with the same incident
intensity, it delivers a significantly more homogeneous
initial energy density across a larger volume than can be
excited with optical lasers.
To date, X-ray measurements of ultrafast melting or
disordering have largely relied on changes in diffraction
peaks, as in previous work at SACLA [9, 10] and else-
where [11]. The latter, by Pardini et al., demonstrates
the challenges of studying phase transitions by observing
weakening of diffraction lines, particularly when both the
pump and probe pulse are at the same energy; what was
initially believed to be strong diffraction signal from sili-
con 〈333〉 up to 150 fs after X-ray heating was in fact due
to fluctuations in the pulse fluences and a loss of beam
overlap [11, 12]. The work we present here also looks at
X-ray induced silicon melting, but by aligning our single
crystal sample such that none of the Laue spots meet the
diffraction condition, the transition from solid to liquid
can be discerned from the rise in incoherently scattered
signal as the lattice order is lost, rather than the weak-
ening diffraction peaks.
The data presented in this paper was collected at
BeamLine 3 of the SACLA X-ray Free Electron Laser
facility in Hyo¯go, Japan [13, 14]. Using their two color
mode, pulses at different X-ray energies with a variable
delay between them are generated by undulators up-
stream and downstream of an electron chicane [15]. Both
pulses are 7 fs in duration (full width half maximum),
such that we can assume that each pulse does not affect
the sample structure as it probes it [16]. The delay be-
tween the pulse can be varied arbitrarily, with a precision
of <1 fs, although delays shorter than the pulse lengths
would not give meaningful data in this experimetal setup.
This experiment used an initial (pump) pulse at 9.83±
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2FIG. 1: Schematic of the experimental chamber setup,
showing the two-color XFEL beam incident at normal
incidence onto the silicon target. The diffraction
detector at the rear side shows example data at 0 fs,
with both pulses scattering from the ambient lattice, and
at 150 fs, where the delayed probe pulse signal is
significantly stronger due to scattering from the
disordered structure. The image is adapted from our
previous paper [9].
0.05 keV containing 130 ± 40 µJ and a second (probe)
pulse at 9.62 ± 0.04 keV; the probe pulse has a similar
fluence at 0 fs delay (120± 30 µJ), but this decreases by
around 50% (to 60±20 µJ) at the maximum delay of 300
fs, due to loss of electron beam quality in the chicane.
A pick-off diffractive optic (<1% loss) upstream of the
chamber allows us to monitor the incoming spectrum on
each shot, such that it can be accounted for in the anal-
ysis; averages of the incoming spectra are shown in the
inset of Figure 3. The beam is focused using Kirkpatrick-
Baez mirrors for an elliptical spot size of (205±17 nm) ×
(163±15 nm), which was remeasured by a knife-edge scan
after each change in pulse delay. The spot size gives an
incident pump beam intensity (fluence) of 6.8± 2.2×1019
W/cm2 (4.8± 1.6×105 J/cm2). Due to the use of re-
flective, rather than refractive, focusing optics, the spot
sizes of the pump and probe beams are almost identical,
and remain overlapped so long as the pulses are collinear
as they leave the undulators, and there is only minimal
(∼ 1%) signal outside the focal spot [17].
The pulses were normally incident onto 20 µm thick,
〈001〉-oriented single crystalline silicon samples at a repe-
tition rate of 30 Hz, with the target scanned >50 µm be-
tween shots to ensure a fresh sample. An estimated 15%
of the pump pulse energy is absorbed by the silicon, excit-
ing photoelectrons which go on to deposit energy across
a wider region of the sample [18], with a maximum range
estimated at around 1 µm [19]. If we assume that all of
the deposited energy remained within the focal spot, we
would obtain a deposited dose of around 3.8 keV/atom,
while assuming that the energy is uniformly spread across
the photoelectron range gives a much lower dose, on the
FIG. 2: Averaged diffraction data images across the
angular ranges, at delays of 0, 150 and 300 fs (top to
bottom) between the pump and probe beams. The color
scale is arbitrary, but consistent between images.
order of 30 eV/atom; in practice, the dose in the centre of
the spot would be somewhat above this lower estimate.
There exists a large amount of theoretical work estimat-
ing the behavior of silicon under XFEL irradiation, with
a damage threshold for nonthermal melting estimated at
between 0.9 eV/atom [20, 21], with significant interplay
between nonthermal and electron-phonon effects, and 2.1
eV/atom [22] under the Born-Oppenheimer approxima-
tion. The deposited dose here is well above these es-
timates, so we would expect to see purely nonthermal
melting effects, resulting in a high-density liquid within
at most 100s of fs, and subsequent ablation over longer
timescales [6]. These rapid phase changes are driven by
induced Coulomb forces between the ions, which ener-
getically favor a transition from the inefficiently-packed
diamond lattice to a closer-packed liquid [4].
The scattered signal of both the pump and probe
pulses is collected on a pair of MultiPort Charged Cou-
ple Devices (MPCCDs) [23], located outside the chamber
at a distance of 169 mm above the XFEL axis. The to-
tal detector coverage was 2048× 512 pixels (102.4× 25.6
mm2, pixel size 50×50µm2) and could be translated hor-
izontally, along the direction of the beam axis, to obtain
data from different angular ranges. The detector posi-
tions were calibrated using diffracted signal from copper
samples, and covered regions of 35◦-51◦and 49◦-75◦. Due
to the crystal orientation of the sample, no diffraction
(Laue) spots can be reached on the detector.
Example 2D data images shown in Figure 2 are aver-
ages over all shots at the same time delay and detector
position. The pump-probe jitter is <1 fs, although the
use of non-gated detectors means that the signal is effec-
tively averaged over the transit time of the pulse through
the target, approximately 66 fs. The data images account
for filtering on the detector and the variable angular cov-
erage of the pixels.
As described above, this experimental setup does not
probe any coherent diffraction orders, therefore at 0 fs
(Figure 2a) the only signal seen is temperature diffuse
3FIG. 3: Scattering lineout data from silicon for varying
pump-probe delays, with corresponding XFEL spectra
shown in the inset. Signals were taken at two separate
detector positions, with angular ranges 35◦-51◦and
49◦-75◦; at 50 fs delay, only the former was taken.
Most lineouts are the average of around 300 shots,
except 100 fs which uses only 60.
scattering (TDS) of both the pump and probe pulses from
phonon modes of the crystalline lattice [24]. At longer
delays, the pump pulse still interacts with the ambient
lattice, so a similar (although weaker) TDS signal can be
seen in the 300 fs image, on top of a much higher scat-
tered signal of the probe pulse from the heated sample.
The significantly weaker TDS at 150 fs appears to be due
to a different crystal rotation around the 〈001〉 vector for
this sample, such that the TDS feature seen at 0 fs is
translated off the detector. The drop in signal from 150
to 300 fs is primarily due to the weaker probe pulse at
the longest delay.
Figure 3 shows azimuthally integrated lineouts of the
images from Figure 2 and other delays probed, as a func-
tion of the scattering angle, along with the associated
incoming spectra; the scattering vector (top axis) is cal-
culated for the probe pulse wavelength λ = 1.29 A˚. It can
clearly be seen that there is a strong rise in signal between
the weak lineouts at 0 and 10 fs, and the smoother signal
at 100+ fs, with the data point at 50 fs approximately
midway between. This rise in signal, across regions of
k-space with no diffraction peaks, is therefore strong ev-
idence of a loss of crystalline order and a transition to
a liquid, or liquid-like, state within 100 fs of irradiation.
The only other source of signal would be from the heated
target, but since the detectors are not gated, this would
FIG. 4: Scattered pump pulse Rayleigh weight as a
function of scattering vector for increasing time. The
lines are extracted from DFT-MD simulation and
assume a constant ionization of +3 for the form factor.
The dashed lines indicate diffraction peaks of the
ambient lattice, and are reduced by 75% for easier
comparison. The two shaded areas show the detector
angular coverages. The dotted line indicates previously
measured scattering from liquid silicon, at an ion
temperature of 1893 K [27].
not be expected to vary with the changing delay between
the two pulses, as a similar electron temperature is likely
reached in all cases. Due to the relatively small k-range
probed, Fourier transforming the signal lineout to ob-
serve the corresponding change in the pair distribution
function, as is standard in synchrotron experiments e.g.
[25], is not possible in this case.
In order to estimate the expected timescale of the ob-
served phase transition, we performed a density func-
tional molecular dynamics (DFT-MD) simulation of the
crystalline solid with the electron temperature instan-
taneously raised to Te = 10 eV, with the sample then
allowed to evolve under a microcanonical ensemble. This
assumes that there is no bulk change in mass or energy
density over the timescale considered, which are justi-
fied by the short timescales and the large region heated
by the excited photoelectrons, respectively. The atomic
positions at each timestep of the simulation were Fourier
transformed to obtain the static structure factor S(k) and
multiplied by a tabulated atomic form factor f(k), which
describes the distribution of electrons around the atom
in reciprocal space; in this case, we assumed a constant
ionization of +3, estimated from comparison of S(k) with
that from a simpler Yukawa/Debye model [26]. Together,
these give the Rayleigh Weight WR(k) = S(k) × f(k)2,
which is directly proportional to the scattered signal.
4FIG. 5: Scattered probe signal, normalized to the
incoming probe intensity, as a function of time. The
ratio was calculated for each individual shot, with points
and error bars marking the average and standard
deviation. The simulation lines have been scaled to the
measured values, and so should only be taken as an
indicator of the evolution timescale.
Figure 4 shows the simulated Rayleigh Weight as a
function of k-vector over the delay range 0-100 fs. As
in the experimental data, there is a strong rise in signal
within 100 fs, as well as changes in peak position, despite
the constant mass density. The simulated rise in signal
at the lowest k-vectors probed by our setup is not obvi-
ously visible in the data, although this would be partly
mitigated by the sharply decreasing TDS signal from the
probe pulse at the same angles. Since this simulation
was set up to observe the time-dependent changes, the
low-frequency phonon modes that give rise to the TDS
seen at t = 0 fs on our detector are not reproduced. Also
shown in Figure 4 is liquid silicon x-ray diffraction data
from a magnetically levitated molten silicon sample at
1893 K [27]. This is notably different from the structure
seen in the simulation, which does not feature the peak
‘shoulder’ at 3.5 A˚−1, and has a strong peak at 5.5 A˚−1.
These differences may be due to the Coulombic nature
of the liquid in the simulation, and consequently the lack
of transient covalent bonds. However, our data is not
sufficient to distinguish this effect in the sample. The
slight offset of the lowest-k is likely due to the density
increase across the melting line in silicon; the simulation
is constrained to remain at solid density, and we would
also not expect a bulk density change in the experiment
on this timescale.
To highlight the agreement in the timescale of the dis-
ordering, Figure 5 plots the signal from the probe pulse
as a function of time. This is calculated by subtract-
ing the t=0 signal, normalized to the pump pulse in-
tensity of each shot, and then normalizing the sum of
this pump-subtracted signal to the probe pulse inten-
sity. Also shown is the signal simulated by DFT-MD,
described above, and that from a purely inertial molecu-
lar dynamics model – this simulation was performed with
Lammps [28, 29], using a 1000 Si atoms intialized in a
cubic diamond structure at 300 K, and evolved with only
a Lennard-Jones potential between the particles, such
that their evolution is dominated by the room temper-
ature thermal motion [30]. As expected, the DFT-MD
simulation disorders more quickly, due to the Coulomb
forces induced between the ionized silicon, driving them
towards a closer-packed liquid state [4]. We also note that
the timescales for the two angular regions are more sim-
ilar for the DFT-MD than the inertial case, where the
intensity decays as I(t) ∼ exp(−k2v2rmst2/3) [31], with
vrms =
√
3kBT0
mSi
the root mean square thermal velocity.
While the DFT-MD simulation does give better agree-
ment with the observed behavior, both this and the in-
ertial evolution agree with the disordering timescale ob-
served, within the uncertainties of the data. The angular
dependence implies that a future experiment looking at
lower angles, where inertial behaviour would take longer
to cause disordering, would make the effect easier to dis-
tinguish.
We have observed a rapid rise in incoherent scatter-
ing from an initially single-crystalline silicon sample ir-
radiated by an intense X-ray pulse. This indicates an
ultrafast phase change due to a loss of covalent bonding
between the atoms, and Coulomb forces induced by ion-
ization. Rather than relying on weakening of diffraction
lines, our method observes the rise in diffuse scattering
from the newly formed liquid, allowing the structure to
be observed throughout and beyond the phase transi-
tion, with the potential for unprecedented insight into
melting dynamics in a wide range of sample materials.
Due to the weak scattering from liquids, this method
will generally only be feasible with the high X-ray flux
available on XFEL facilities, particularly if it is to be ap-
plied to even lower Z samples, with carbon likely to be
a particularly interesting material [6]. However, it offers
significant advantages by allowing the entire liquid sig-
nal to be observed without the need for signal from the
pumping pulse to be masked out and, with more careful
crystal orentiation, we can minimize thermal diffuse or
other ambient lattice scattering. This could be be further
improved with filtering which more strongly attenuates
the pumping pulse, such as by choosing energies either
side of a K-edge, where a coherent diffraction experiment
may not be able to attenuate peaks strongly enough to
observe the weaker liquid scattering.
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