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Abstract
The Gro¨bner bases of the ideal generated by the symmetric functions are presented. Moreover we
show how they can be fruitfully applied to a problem arising from coding theory.
c© 2003 Elsevier Science Ltd. All rights reserved.
Keywords: Gro¨bner bases; Symmetric functions; Cyclic codes; Distance; 94B15; 13P10
1. Introduction
Cyclic codes are the class of error correcting codes (MacWilliams and Sloane, 1997),
which is most widely used, containing in particular BCH codes and Reed–Solomon codes.
There are some methods, exploiting Gro¨bner bases techniques, which allow the decoding
of generic cyclic codes (see Caboara and Mora, 2002; Chen et al., 1994a; Fitzpatrick,
1995; Loustaunau and York, 1997). Some of them are based on the beautiful description
of the algebraic variety containing occurred errors by Chen et al. (1994b). This variety was
used by the second author (Sala, 2002a, Academic year 1999/2000) to find the distance of
cyclic codes.
The elementary symmetric functions are often encountered while dealing with
symmetric systems and related problems. Their importance is given primarily by the well-
known fundamental theorem on symmetric functions, which assures that any symmetric
function can be expressed as a polynomial function of the elementary symmetric functions.
In this paper we present the following results:
• we present the general Gro¨bner basis of the ideal generated by the elementary
symmetric functions;
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• we show how it can be used to reduce significantly the computation time needed by
the second author’s method for the distance of cyclic codes.
2. On some classes of symmetric functions
Definition. Let K be a field. A polynomial f ∈ K[x1, . . . , xN ] is called a symmetric
function if and only if for each permutation π of {1, . . . , N} the equality
f (x1, . . . , xi , . . . , xN ) = f (xπ(1), . . . , xπ(i), . . . , xπ(N))
holds.
Remark. In the literature, the symmetric functions are sometimes called symmetric
polynomials.
Definition. Let F ⊂ K[x1, . . . , xN ]. We say that F is a symmetric family, if all following
conditions hold:
• each element of F is a homogeneous symmetric function;
• F can be indexed by the degrees of its elements, so that
F = {Fd (x1, . . . , xN )}d∈D⊂N, degree (Fd) = d;
• Fd (x1, . . . , xN ) = 0 for 1 ≤ d ≤ N ;
• F0(x1, . . . , xN ) = 1.
If N is fixed, we can write simply Fd = Fd (x1, . . . , xN ).
From a symmetric family with N variables, there is an obvious way to obtain a symmetric
family of ν variables, ν ≤ N , as in the next definition:
Definition. Let {Fd(x1, . . . , xN )} be a symmetric family and let ν be an integer 1 ≤ ν ≤
N . We will denote, indifferently, F(d, ν) or Fd (xν) the symmetric function
F(d, ν) = Fd(xν) := Fd (x1, . . . , xν, 0, . . . , 0) ∈ K[x1, . . . , xν],
which is of degree d in x1, . . . , xν , if it is different from 0.
We are mainly interested in four remarkable classes of symmetric functions:
Definition. Let d , N and ν be integers such that 1 ≤ d , 1 ≤ ν ≤ N .
• The elementary symmetric functions of x1, . . . , xN are the symmetric functions
σ1 := x1 + x2 + · · · + xN ,
σ2 := x1x2 + x1x3 + · · · + x1xN + x2x3 + · · · + xN−1xN ,
. . .
σN−1 := x1x2x3 . . . xN−2xN−1 + · · · + x2x3 . . . xN−2xN−1xN ,
σN := x1x2x3 . . . xN−2xN−1xN .
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• The complete sums are the polynomials consisting of the sum of all terms of degree
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• The Gro¨bnerian symmetric functions are the polynomials
gd(xν) := hd (xν−d+1) ∈ K[x1, . . . , xν−d+1] ⊂ K[x1, . . . , xν].
Remark. It is trivial to see that these four classes are symmetric families. The first three
families are well-known, the last one is introduced in this paper for the first time.
Example 2.1. For N = 3 we have
sd(x3)= xd1 + xd2 + xd3 ,
h2(x3)= x21 + x1x2 + x1x3 + x22 + x2x3 + x23 ,
g1(x3)= x1 + x2 + x3,
g2(x3)= x21 + x1x2 + x22
g3(x3)= x31 .
Definition. We denote by IS(N) the ideal generated by all symmetric functions in
K[x1, . . . , xN ].
Let F be a symmetric family in N variables. We say that F is a complete symmetric family
if {F1, . . . , FN } generates (as an ideal) IS(N).
If any symmetric function in K[x1, . . . , xN ] can be written in a unique way as a
polynomial in K[F1, . . . , FN ], we say that F is a totally complete symmetric family.
Remark. With our notation, it is obvious that a totally complete symmetric family is also
a complete symmetric family.
We can now restate a well-known result:
Theorem 2.1 (Fundamental theorem on symmetric functions). For any field, the
symmetric family of the elementary symmetric functions is a totally complete symmetric
family.
Proof. See for example MacDonald (1995). 
To discuss the completeness of the other symmetric families, we propose a lemma:
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Lemma 2.1. Let { f j (xN )} ⊂ K[x1, . . . , xN ] be a symmetric family, satisfying for 1 ≤ j ≤
N the relations
Fj := a jσ j (xN )+
j−1∑
λ=1
f j−λ(xN )h jλ(xN )+ f j (xN ) = 0,
for suitable h jλ(xN ) ∈ K[x1, . . . , xN ], a j ∈ K\{0}. Then { f j (xN )} is a complete
symmetric family.
Moreover, if h jλ(xN ) can be chosen as a scalar multiple of σλ(xN ), then the family
{ f j (xN )} is a totally complete symmetric family.
Proof. From equation Fj = 0 we deduce that
σ j (xN ) ∈ 〈 f1(xN ), . . . , fN (xN )〉,
so that 〈 f1(xN ), . . . , fN (xN )〉 ⊃ 〈σ1(xN ), . . . , σN (xN )〉. Since Fj = 0 proves also
f j (xN ) ∈ 〈 f1(xN ), . . . , f j−1(xN ), σ j (xN )〉, one can deduce inductively ∀ j ≤ N that
f j (xN ) ∈ 〈σ1(xN ), . . . , σ j (xN )〉 and hence the desired inclusion
〈 f1(xN ), . . . , fN (xN )〉 ⊂ 〈σ1(xN ), . . . , σN (xN )〉.
Similarly, in the case h jλ(xN ) = µσλ(xN ), with µ ∈ K, it is easy to show inductively that
any σi can be written as a polynomial in the { f j }. As a consequence, due to Theorem 2.1,
any symmetric function can be written as a polynomial in the { f j }. 
We can use this lemma to prove another classical result:
Theorem 2.2. Let c be the characteristic of the field. If c = 0 or c > N, then the symmetric
family of the Waring functions is a totally complete symmetric family.
Proof. It is enough to apply Lemma 2.1 with the following well-known relations
(Newton’s formulae):
• s j (xN )+
j−1∑
λ=1
(−1)λs j−λ(xN )σλ(xN )+ (−1) j j σ j (xN ) = 0, j ≤ N ;
• s j (xN )+
j−1∑
λ=1
(−1)λs j−λ(xN )σλ(xN ) = 0, j > N . 
We can also obtain a similar result for the complete sums:
Theorem 2.3. For any field, the symmetric family of the complete sums is a totally
complete symmetric family.
Proof. It is enough to apply Lemma 2.1 with the following relations:
(−1) jσ j (xN )+
j−1∑
λ=1
(−1)λh j−λ(xN )σλ(xN )+ h j (xN ) = 0, ∀ j ≤ N (1)
which are another well-known kind of Newton’s formulae (see MacDonald, 1995). 
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We are ready for our first result of this section:
Proposition 2.1. For any field, the symmetric family of the Gro¨bnerian symmetric
functions
G := {g1(xN ), . . . ,gd (xN ), . . . ,gN (xN )}
is a complete symmetric family.
Moreover, it is the Gro¨bner basis of IS(N) under the lexicographical ordering s.t.
x1 < x2 < · · · < xN .





(−1)igi (xN )σd−i (xN−i )+ (−1)dgd (xN ) = 0. (2)
The proof of these formulae is contained in the appendix.
The fact that G is the stated Gro¨bner basis follows immediately from the shape of its
leading terms (no two of them have a common factor). 
We can state a simple lemma:
Lemma 2.2. Let K be a field and G = {t1, . . . , ts} be a subset of the ring K[x1, . . . , xN ].
Let I be the ideal generated by G. Let the polynomials ti satisfy the following conditions:
• for any i , ti is homogeneous of degree d(i);
• the degrees are all different, i.e d(i) = d( j) if i = j ;
• for any i , ti has a term Ti of the form xd(i)l(i) and such that there are no terms in ti
containing variables x j with j > l(i);
• the variables xl(i) are all different, i.e. l(i) = l( j) if i = j .
Then G is the Gro¨bner basis of I with respect to any ordering such that x1 < x2 < · · · <
xN .
Proof. Suppose that < is an order such that x1 < x2 < · · · < xN . Then the terms Ti are
obviously the leading terms of the ti w.r.t. <. Since GCD(Ti,Tj) = 1 for i = j , {ti } is the
stated Gro¨bner basis. 
From Lemma 2.2 and Proposition 2.1, we immediately obtain our main result of this
section:
Proposition 2.2. For any field and with respect to any ordering <, the Gro¨bner basis of
the ideal IS(N) is the family of the Gro¨bnerian symmetric functions G, whose variables
have been permuted via π ∈ Sn in such a way that
xπ(1) < xπ(2) < · · · < xπ(N).
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Remark 2.1. From the definition of a complete symmetric family F , it is easy to see that
the subfamily Fd of the polynomials with degree up to d generates the symmetric functions
of degree up to d.
Moreover, this fact and the structure of G clearly imply that the subfamily {g1, . . . ,gd}
is the Gro¨bner basis of the ideal generated by the symmetric functions up to degree d.
3. A method for the distance of cyclic codes
In this section, we fix some notation and recall some known facts.
Let C be an [n, k, d] code on a field Fq such that q is prime to n. If C is cyclic
there exists a generator polynomial g of the code C , that is g is a polynomial of degree
r = n − k such that the words of C are exactly the polynomials vanishing at its roots.
Let α be a primitive n-root of unity in the splitting field FQ of xn − 1 over Fq . A defining
set SC = {h1, . . . , hv} of C is a set of powers of α such that g is the minimal degree Fq -
polynomial vanishing on them. If for C one can choose SC = {1, 2, . . . , δ−1}, we say that
C has designed distance δ and we denote it by Cyclic(n, δ,Fq ). If it happens that d = δ,
then we say that C has coincident distances.
A case often encountered in coding theory is the binary one, i.e. Fq = Z2. In this
case, we denote by Cyclic(n, δ) the binary cyclic code Cyclic(n, δ,Z2) (with designed
distance δ) and we denote by BCH(n, δ) the binary narrow-sense primitive BCH code
BCH(n, δ,Fq ) (with designed distance δ and n = 2m − 1). For the latter, we adopt also
the standard notation BCH[n, k, d].
There is a method employing Gro¨bner basis techniques that is used to get the Hamming
distance of cyclic codes, as shown by the second author in Sala (2002a). It is based on the
beautiful idea by Chen, Reed, Helleseth and Truong: to express the solutions of syndrome
equations as points in an algebraic variety, the so-called CRHT variety. We briefly recall
the method presented in Sala (2002a) in this section, inviting the interested reader to exam-
ine Caboara and Mora (2002), Chen et al. (1994a, b) for more details on the CRHT variety.
In the remainder of this section, we always suppose that C is a binary cyclic code
such that n is odd and 1 ∈ SC , i.e. among the roots of the generator polynomial of
C there is a primitive n-root of unity α of the splitting field of xn − 1 over Z2. An
important class of such codes is the class of the binary primitive codes BC H [n, k, d] (see
MacWilliams and Sloane, 1997, pp. 257–268).
Remark. It can be shown that, for any odd n, one half of the binary cyclic codes (with
length n) satisfies our hypothesis 1 ∈ SC .




zh11 + zh12 + · · · + zh1t = 0· · · = 0
zhv1 + zhv2 + · · · + zhvt = 0
zn1 − 1 = 0
. . . = 0
znt − 1 = 0
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where {h1, . . . , hv} is a defining set for C and n is its length.
Remark. The first part of the system is composed by some Waring functions.
In this framework an important fact can be proved:
Fact 3.1 (Sala, 2002a). Let C be a binary [n, k, d] cyclic code such that 1 ∈ SC and n is
odd. If w is such that d ≥ w and w is odd, then the the following alternative holds:
• either the polynomials of J˜ nC (w) generate the whole ring Z2[z1, . . . , zw] (and so
d > w);
• or the polynomials of J˜ nC (w) generate a proper ideal of Z2[z1, . . . , zw] (and so
d = w).
The previous fact can be fruitfully exploited in the case of BCH codes with odd designed
distance, to check whether they have coincident distances:
Corollary 3.1 (Sala, 2002a). Let n be odd and 3 ≤ δ ≤ n − 2. Let C be the binary BCH
code Cyclic(n, δ). Then the following two statements are equivalent:
• C has coincident distances d = δ;
• the Gro¨bner basis G of the ideal associated to J˜C (δ) is not trivial, i.e. G = {1}.
The computation of the basis G is clearly the computational problem, which makes the
effective use of Corollary 3.1 unfeasible.
To partially solve this problem, the accelerator polynomials were introduced
in Sala (2002a) for the case Cyclic(n, 5). Consider the following polynomials in
Z2[x, y, z, t, u]:
p1 = y2 + yt + t2 + yu + tu + u2 + yz + tz + uz + z2
p2 = z3 + z2t + zt2 + t3 + z2u + ztu + t2u + zu2 + tu2 + u3
p3 = t4 + t3u + t2u2 + tu3 + u4.
Remark. Actually, they are Gro¨bnerian symmetric functions.
For any n, we can then form a new system AnC(5) adding these polynomials to J˜
n
C (5):
{x + y + z + t + u, x3 + y3 + z3 + t3 + u3, xn + 1,
yn + 1, zn + 1, tn + 1, un + 1, p1, p2, p3}.
The following fact is an obvious corollary of Corollary 3.1:
Fact 3.2 (Sala, 2002a). Let C be the [n, k, d] Cyclic(n, 5) code, with n odd. Let G¯ be a
Gro¨bner basis for the ideal associated to AnC(5) (with any ordering). If G¯ is not {1}, then
C has coincident distances:
d = δ = 5.
The significant improvement in the speed of the computation is summarized in Table 1.
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Table 1
Computation times for some Cyclic(n, 5)
n k Time J˜C Time AC (5)
(s)
35 11 469.63 s 10.02
55 15 305.03 s 29.28
75 61 >1 day 143.71
4. A general form of accelerator polynomials
The polynomials {p1, p2, p3}, introduced in the previous section, are nothing else than
some Gro¨bnerian symmetric functions. In this section, we clarify why they work so well as
accelerator polynomials and we generalize the ideas behind them to all designed distances
δ. Unless differently stated, from now on we assume there has been chosen a term-order
(so that talking about the Gro¨bner basis of an ideal is meaningful).
It is convenient to describe the situation met in the previous section, to get an interesting
generalization:
• the environment is a polynomial ring Z2[x, y, z, t, u] over the field Z2;
• there is a family of ideals Jn :
〈x + y + z + t + u, x3 + y3 + z3 + t3 + u3,
xn + 1, yn + 1, zn + 1, tn + 1, un + 1〉
indexed by n (which are of interest for n odd and n ≥ 7);
• we want to find the n such that Jn differs from the whole ring (so that there are some
solutions of the associated system); computing the related Gro¨bner bases appears to
be the most suitable method;
• there is an ideal I = 〈p1, p2, p3〉, which is independent of n; for any n, we can form
a new ideal I ∪ Jn and we say to have enlarged Jn;
• due to the structures of the added polynomials p1, p2, p3, for any n the Gro¨bner
basis of the enlarged ideal I ∪ Jn is much easier to be computed;
• for any n, if the enlarged ideal is not the whole ring, the original ideal will not be; so
we can get our goal just working with the enlarged ideal;
• the key point is to avoid enlarging the ideal too much, that is to avoid enlarging the
ideal to the whole ring if the original ideal was not the whole ring, at least for some
interesting n; experimental results prove that there are some n of interest for which
our strategy works (see Table 1).
Generalizing the ideas behind our previous argument, we can define in a more rigorous
way our notion of a set of accelerator polynomials:
Definition 4.1. Let K be a field and let K[x1, . . . , xN ] denote as usual the polynomial ring
over K with N variables. Let Jn be an ideal in K[x1, . . . , xN ], for any n ∈ N. Let I be a
non-void set of polynomials in K[x1, . . . , xN ]. Let An be the ideal generated by Jn ∪ I .
Let acc(I, J) be the set of those n such that An differs from the whole ring.
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We say that I is a set of accelerator polynomials for the ideals Jn , if both the following
conditions hold:
• for any n, the Gro¨bner basis of An is computable in a significantly smaller time than
the Gro¨bner basis of In is;• acc(I, J ) contains an infinite number of elements.
So the accelerator polynomials enlarge the ideal, but not too much as to lose all solutions
of the corresponding system, at least in an infinite number of cases.
Remark. We can slightly generalize Definition 4.1, allowing the index of the ideals Jn
to lie in an infinite subset of N. Clearly, the effectiveness of the accelerator polynomials
remains unaltered.
In our previous particular case N was 5, the field was Z2 and n was forced to lie in
{n ∈ N | n ≥ 7, n odd}.
In this section, we exhibit a set of accelerator polynomials which can be applied to all
systems of the kind J˜ nC(δ), in order to obtain a result of coding theory. In the next section
we exhibit a different set which allows more results of coding theory.
We need a technical lemma:
Lemma 4.1. Let δ ≥ 5 be an odd number. Let α be a δth primitive root of unity in
the algebraic closure F of Z2. Then the vector A = (α, . . . , αδ) is a solution of system
{g1(xδ) = 0, . . . ,gi (xδ) = 0, . . . ,gδ−1(xδ) = 0}.
Proof. In virtue of Remark 2.1, it is enough to show that A is a solution of system
{σ1(xδ) = 0, . . . , σδ−1(xδ) = 0}. From Newton’s formula∏
i
(x − βi ) =
∑
j
x jσ j ({βi})
and from the definition of a δth primitive root of unity
∏
(x − αi ) = xδ − 1,
one immediately gets the thesis, since
x δ − 1 =
∏
(x − αi ) =
∑
j
x jσ j ({αi }). 
We are now ready for our first result of this section:
Proposition 4.1. For any odd δ ≥ 5 and any odd n ≥ δ + 2, the set of the first
(δ − 1) Gro¨bnerian symmetric functions is a set of accelerator polynomials for the
ideals associated to the systems J˜ nC (δ), i.e. for the ideals associated to the BCH codes
Cyclic(n, δ).
Proof. Let n and δ be as in our hypothesis. The set of the first (δ−1)Gro¨bnerian symmetric
function is Sδ = {g1(xδ), . . . ,gi (xδ), . . . ,gδ−1(xδ)}. The ideals Jn = J˜ nC(δ) have been
already defined and represent the ideals to be enlarged by the adding of the accelerator
polynomials in I = 〈Sδ〉.
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Let Mδ = {m ∈ N | m odd, δ | m}. We claim that Mδ ⊂ acc(Sδ, J˜ nC(δ)). If this claim
is true, then the first condition of Definition 4.1 is trivially satisfied, since #(Mδ) = ℵ0.
Let A be as in Lemma 4.1. We are going to show that A is a solution of J˜ nC(δ), for n
such that δ | n (this fact will clearly prove our claim).
First observe that the polynomials in J˜ nC (δ) of the form x
i
1 + · · · + xiδ are Waring
functions and are symmetric functions contained in the ideal I generated by Sδ . So the
enlarged ideal An = 〈 J˜ nC (δ), Sδ〉 is actually An = 〈Power(n), Sδ〉, where Power(n) =
{xn1 − 1, . . . , xnδ − 1} is the set formed by the remaining polynomials in the system J˜ nC(δ).
But if a ∈ A, then aδ = 1 and hence an = (aδ)(n/δ) = 1, so that A is a solution for
both Sδ and Power(n). As a consequence, the enlarged ideal An is not the whole ring
Z2[x1, . . . , xδ].
That the second condition of Definition 4.1 is satisfied, is clear to all Gro¨bner basis
experts, due to the extremely simple structure of the leading terms of Sδ . 
Proposition 4.1 can be seen as a formalization and a generalization of the heuristic
approach present in Sala (2002a), as this easy corollary shows:
Corollary 4.1. The polynomials {p1, p2, p3} introduced in Sala (2002a) form a set of
accelerator polynomials for the ideals J˜ nC (5).
Proof. Applying Proposition 4.1 to the case δ = 5, we see that as a set of accelerator
polynomials we can take S5 = {g1,g2 = p1,g3 = p2,g4 = p3}. But p1 is already present
in J˜ nC(5), so we can use as a set of accelerator polynomials S5\{g1} = {p1, p2, p3}. 
Proposition 4.1 has a direct (well-known) corollary in coding theory:
Corollary 4.2. Let C be the cyclic code Cyclic(n, δ). If δ divides n, then C has coincident
distances d = δ.
Proof. For any n such that δ divides n, the ideal J˜ nC(δ) is not the whole ring, due to
Proposition 4.1. This means (see Corollary 3.1) that C has (Hamming) distance δ. 
In the particular case of primitive narrow-sense BCH codes, we obviously get:
Corollary 4.3. Let C be the binary primitive narrow-sense BCH code of length n and
designed distance δ. If δ divides n, then C has coincident distances d = δ.
Remark. These coding theory facts are classical (see for example Peterson and Weldon,
1972), but it is interesting to note that our methods can also prove general results from an
unusual point of view.
5. Other accelerator polynomials
The accelerator polynomials introduced in Section 4 present a disadvantage: they are
effective only when (δ, n) = 1, as the next fact shows:
Fact 5.1. Let δ and n be odd integers such that n − 2 ≥ δ ≥ 5. If (n, δ) = 1, there is no
solution of the enlarged systems J˜ nC (δ) ∪ Sδ .
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Table 2
Computation times for Cyclic(n, 7) with d = 7 enlarged with S¯7
n k Time J˜C Time J˜C ∪ S¯7
(s)
15 5 >1 min ∗2
21 6 >30 min 22
31 16 >1 h ∗271
35 8 >1 h 447
45 23 >5 h ∗1354
Proof. The last equation induced by Sδ is gδ−1(xδ) = 0. It is easy to see that gδ−1 =∑δ−1
i=0 xi1x
δ−1−i
2 , so that
0 = gδ−1(xδ)(x1 − x2) = xδ1 − xδ2. (3)
Since xn1 = xn2 = 1, we can set β = x1/x2 and obtain βn = 1.
From Eq. (3) we also get βδ = 1, so that β(n,δ) = 1. But our hypothesis implies then β = 1
and hence x1 = x2. This is impossible, because system J˜ nC (δ) cannot have solutions with
some coincident coordinates (these solutions are a special kind of the spurious solutions of
system J˜ nC(δ), which have been introduced and deeply studied in Sala, 2002a). 
We now propose another set of accelerator polynomials, whose application range does
not suffer from the limitations imposed by Fact 5.1.
Proposition 5.1. Let δ and n be odd integers such that n − 2 ≥ δ ≥ 5. Let S¯δ be the set
formed by the first δ − 2 Gro¨bnerian symmetric functions, S¯δ = {g1(xδ), . . . ,gδ−2(xδ)}.
Then S¯δ is a set of accelerator polynomials for the ideals J˜ nC(δ).
Proof. The proof is exactly the same as the proof of Proposition 4.1, but with the key
remark that to generate the Waring functions present in J˜ nC (δ) only the first δ−2 Gro¨bnerian
symmetric functions are needed (see Remark 2.1). 
The argument in Fact 5.1 works no longer, for the set S¯δ lacks the polynomial gδ−1 used
there.
Remark. Proposition 4.1 does not add directly a theoretical consequence in coding theory
to the one (Corollary 4.2) implied by Proposition 4.1. However this new set of accelerator
polynomials can be well used in practical computations.
Computational experiments show the wider effectiveness of S¯δ . In Tables 2 and 3 some
experimental results are summarized. One should note:
• the non-triviality of the ideals J˜ nC (5) for n = 21, even if (5, 21) = 1 (so the addition
of S¯δ does not automatically enlarge the ideal too much when (δ, n) = 1);
• the fact that we could compute in a reasonable time the enlarged ideal of all
Cyclic(n, 5) with coincident distances up to n = 255 (a “∗” marks the 5 cases
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Table 3
Computation times for Cyclic(n, 5) with d = 5 enlarged with S¯5
n k Time J˜C Time J˜C ∪ S¯5
(s)
15 7 <1 s <1
21 12 <1 s <1
31 21 30 s ∗<1
35 11 386 s <1
45 29 306 s <1
51 35 2532 s ∗<1
55 15 202 s <1
63 51 >1 h 2
65 41 745 s <1
75 35 >1 h 3
85 69 >1 h 2
93 78 >1 h 7
95 59 >1 h 25
105 81 >1 h 3
115 71 >1 h 8
125 25 >1 h 19
127 113 >2 h ∗52
135 87 >2 h 37
145 89 >2 h 19
147 84 >2 h 39
153 121 >2 h ∗37
155 115 >2 h 70
165 125 >2 h 29
175 55 >2 h 154
185 113 >2 h 61
189 165 >2 h 139
195 171 >2 h 40
205 165 >2 h 80
215 159 >2 h 160
217 187 >2 h ∗81
225 145 >2 h 49
231 171 >2 h 162
235 143 >2 h 182
245 77 >2 h 170
255 239 >2 h 848
where the ideal has still been enlarged too much), which is a gain with respect to
Sala (2002a);
• the large gain in computational time achieved using the suitable set of accelerator
polynomials also in the case δ = 7 (this is important because it reveals the effective-
ness of our strategy with a δ different from the value 5, which is our usual choice).
Remark. A different approach to the accelerator polynomials, which does not depend
on symmetric functions arguments, can be found in Sala (2002c), where some techniques
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based on concentrated solutions are studied. This approach has recently led Sala (2002b)
to the determination of all binary BCH codes such that d = δ = 9 and n ≤ 511.
6. Some remarks on complexity issues
The problem of computing the minimum distance of a binary linear code is NP-hard, and
the corresponding decision problem is NP-complete, as shown in Vardy (1997). Moreover,
the best known algorithms to get the distance for binary linear codes have an asymptotic
complexity of
2nT (1+o(1))
where T depends essentially on the information ratio R and some covering properties
of the code (see Barg, 1998). Even if there are some improvements in the case of codes
with polynomial decoding, such as the BCH codes, the asymptotic complexity of the
computation of the minimum distance remains exponential in the length n (see Barg, 1998).
Remark. If the distance d is fixed and n grows, there is a well-known procedure which
is polynomial in nd+3. As a matter of fact, one can check for all d-tuples of columns of a
parity check matrix, whether they are dependent (giving a codeword). The complexity of





n3, which is no more than nd n3 = nd+3.
Let “procedure A” denote the second author’s procedure presented in Sala (2002a). The
complexity of procedure A depends clearly only on the complexity of the computation
of the associated Gro¨bner basis. As the underlying ideal is zero-dimensional, it is
known that this computation has a polynomial complexity in the number of solutions
(see Remark 6.1) and a single exponential complexity in the number of variables
(Giusti, 1984; Mora and Moeller, 1984).
To make comparisons with results from coding theory, we need to look at the behaviour
with respect to n. As the number of the variables corresponds to the distance, the
complexity will be exponential for all classes of codes having distance growing with the
length. If we restrict to binary primitive BCH codes Cyclic(n, δ), it is well-known that
asymptotically their distance will be small with respect to δ, and a famous conjecture states
that d ≤ δ + 4 for binary narrow-sense BCH codes.
Let C be a class of codes, indexed by n, whose distance does not differ “too much” from
a fixed distance (i.e. binary narrow-sense BCH codes with fixed designed distance). For C,
the complexity of procedure A (with respect to n) depends only on the growing of the zero
set of the ideal. The zero set contains all permutations of the minimum weight words, so
its cardinality is just d!Ad . As a consequence, in C the complexity of procedure A depends
only on the link between n and Ad : Ad(n). There are codes which have many minimum
weight words (an extreme case is given by simplex codes, whose non-zero codewords have
the same minimum weight, see MacWilliams and Sloane, 1997), growing exponentially
with n. For such codes the complexity of procedure A remains exponential in n. But for
some classes of primitive BCH codes the weight distribution approaches the binomial
distribution (Sidelnikov, 1971), so that Ad(n) is only polynomial in n. In particular this
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is true for primitive BCH codes with the ratio R going to 1 (Lazic et al., 1998), and
Cyclic(n, δ) (with δ fixed) obviously belong to these classes. We have thus shown:
Proposition 6.1. The complexity of procedure A is polynomial in n for all classes of codes
Cyclic(n, δ) formed by binary primitive BCH codes Cyclic(n, δ) with fixed δ.
Let “procedure B” denote the first variation of procedure A proposed in this paper (i.e.
the adding of the first δ − 1 Gro¨bnerian symmetric functions). Let “procedure C” denote
the second variation of procedure A proposed in this paper (i.e. the adding of the first δ−2
Gro¨bnerian symmetric functions).
The same arguments used for procedure A are valid for both procedure B and procedure
C. So a rough measurement of the improvement in the complexity, introduced by procedure
B and C, could be given by the comparison between the zero set of the two ideals. This is a
difficult task, because it is not clear how many solutions are discarded by these functions.
However, the computed Gro¨bner basis G has to contain the added functions and some
divisors of xnδ−1 − 1 (in case B) and xnδ − 1 (in both cases), plus other possible elements
(if G is not {1}, of course). So the number of solutions has an upper bound given by
Π1≤i≤d−1 in ∼ n
in case B, and by
Π1≤i≤d−2 inn ∼ n2
in case C. The gain in case B is apparent, as the bound is even linear in n, but also the gain
in case C is significant, since, clearly, a quadratic bound cannot be achieved in the general
case with procedure A.
Remark 6.1. The computation of the Gro¨bner basis of J nC(t) as proposed by
Traverso (1992) can be simply performed by linear algebra in the vector space
K [z1, . . . , zn]/(zn1 − 1, . . . , znt − 1) with n3t complexity.
To be more precise, since in all these cases J nC (t) is a larger ideal of an ideal I given
through a Gro¨bner representation (Traverso, 1992; Alonso et al., 2002), namely
•A) zn1 − 1, . . . , znt − 1;•B) the first t − 1 Gro¨bnerian plus znt − 1;•C) the first t − 2 Gro¨bnerian plus znt − 1, znt−1 − 1;
a Gro¨bner representation and a Gro¨bner basis of it can be obtained simply by linear algebra
(as proposed by Traverso and discussed in Alonso et al., 2002) with complexity D3 where
D = dim(K [z]/I ). We have:
•A) D = nt ,
•B) D = (t − 1)!n,
•C) D = (t − 2)!n2.
7. Computer algebra systems
The computations involving Gro¨bner bases have been made with the software package
ALPI and using a Celeron 900 MHz.
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ALPI (“A Lisp POSSO Interface”) has been developed by the Computational Algebra
group at the University of Pisa (Italy) and exploits the POSSO C++ Library. This library
provides tools for symbolic solving of polynomial systems and more advanced features
(see POSSO).
As an additional check, all Gro¨bner bases have been tested via the software package
MAGMA (see MAGMA) at the Centre MEDICIS (see MEDICIS).
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Appendix
The aim of this section is to prove the relations (2) between the Gro¨bnerian symmetric




(−1)igi (xν)σd−i (xν−i )+ (−1)dgd(xν) = 0.
First we prove
gd (xν) = gd (xν−1)+ xν−d+1gd−1(xν−1). (4)







































1 · · · x jν−dν−d

 .
Clearly gd (xν) = P1 + P2. Moreover, by definition of gd (xν−1), we see that P1 =
gd (xν−1). In P2 we collect x1ν−d+1 and change the indices
( j1, . . . , jν−d, jν−d+1) (i1 = j1, . . . , iν−d = jν−d, iν−d+1 = jν−d+1 − 1)






















1 · · · xiν−dν−d x iν−d+1ν−d+1,
which is exactly xν−d+1gd−1(xν−1) by definition of gd−1(xν−1). Thus relation (4) has
been proved.
There is a relation among the elementary symmetric functions which is similar to (4):
σd (xν) = σd (xν−1)+ xνσd−1(xν−1). (5)
Relation (5) is obvious by definition of the σi .
We are going to show an interesting inductive relation:
B := σd (xν)+
d−1∑
i=1




(−1)igi (xν−1)σd−i (xν−i−1)+ (−1)dgd (xν−1). (6)
Applying (4) and (5), we have




(−1)i(gi (xν−1)+ xν−i+1gi−1(xν−1))σd−i (xν−i )
+ (−1)d(gd (xν−1)+ xν−d+1gd−1(xν−1))








(−1) j xν− j+1 g j−1(xν−1)σd− j (xν− j )
+ (−1)d xν−d+1 gd−1(xν−1)+ (−1)dgd(xν−1).
Since g0 = σ0 = 1, the polynomial
d−1∑
j=1
(−1) j xν− j+1 g j−1(xν−1)σd− j (xν− j )+ (−1)d xν−d+1 gd−1(xν−1)




(−1) j xν− j+1 g j−1(xν−1)σd− j (xν− j ).
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Collecting in B the multiples of (−1)igi (xν−1), we get:




(−1)igi (xν−1)[σd−i (xν−i )− xν−iσd−i−1(xν−i−1)]
+ (−1)dgd (xν−1).
Applying (5) again and simplifying we finally obtain:
B = σd (xν−1)+
d−1∑
i=1
(−1)igi (xν−1)[σd−i (xν−i−1)] + (−1)dgd (xν−1) (7)
which proves (6).




(−1)igi (xd)σd−i (xd−i )+ (−1)dgd (xd ) = 0, (8)
is equivalent to the general case, so it is enough to prove (8). To do that we again use
(4) and (5):
C = σd (xd)+
d−1∑
i=1













(−1) j [xd− j+1g j−1(xd−1)]σd− j (xd− j )+ (−1)d x1gd−1(xd ).
Let Q be the following sum of polynomials:
d−1∑
j=1
(−1) j [xd− j+1g j−1(xd−1)]σd− j (xd− j ).
The first addendum of Q is exactly the opposite of the first polynomial of our last
expression of C, so we can drop both. To the remaining part of Q we change the index
194 T. Mora, M. Sala / Journal of Symbolic Computation 35 (2003) 177–194
as usual: j i( j = i + 1), so that we can collect the multiples of (−1)igi (xd−1) and








(−1)igi (xd−1)[σd−i(xd−i−1)] = 0,
where we have used both (5) and the obvious fact that σs(xt ) = 0, whenever s ≥ t .
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