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Abstract. In this paper, the proximal point algorithm for quasi-convex mini-
mization problem in nonpositive curvature metric spaces is studied. We prove
∆-convergence of the generated sequence to a critical point (which is defined in
the text) of an objective convex, proper and lower semicontinuous function with
at least a minimum point as well as some strong convergence results to a minimum
point with some additional conditions. The results extend the recent results of
the proximal point algorithm in Hadamard manifolds and CAT(0) spaces.
1. Introduction
Convex functions and their generalizations (pseudo-convex and quasi-convex func-
tions) have founded several applications in optimization and economics because of
their nice minimization properties. These concepts are traditionally defined in linear
1E-mail: 1hkhatibzadeh@znu.ac.ir, 2mohebbi@znu.ac.ir.
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2spaces. But they are extendable in some geodesical spaces like Riemannian mani-
folds and nonpositive curvature metric spaces by means of Alexandroff, which are
nonlinear version of Hilbert spaces.
In some of constrained minimization problems the objective function may not be
convex or even quasi-convex and the constraint set is not a linear space, but the
objective function may be convex or quasi-convex along geodesics of the constraint
set as a submanifold of the linear space. Then the non-convex and constrained
minimization problem can be change to a non-constrained and (quasi)convex mini-
mization problem. In [2] the reader can see an example.
A popular method in convex minimization is the proximal point algorithm which
introduced and improved by Martinet [19], Rockafellar [23] and the others. As an
advantage of this method, it is extendable to nonlinear spaces, like Riemannian
manifolds and metric spaces of nonpositive curvature. Ferreira and Oliveira [11],
Li, Lopez and Martin-Marquez [18] and Ahmadi and the first author [1] studied the
proximal point algorithm in Hadamard manifolds. Bacak [4] studied the proximal
point method in nonpositive curvature metric spaces. He proved ∆-convergence of
the algorithm to a minimum point of the convex function. The proximal point algo-
rithm also has been used for minimization of a quasi-convex function in Hadamard
manifolds in [6, 21, 24, 25]. The main goal of this paper is to study the proximal
point algorithm for quasi-convex functions in Hadamard spaces framework, which
extends the previous results in the literature. In Section 2, we introduce Hadamard
spaces and quasi-linearization of Berg and Nikolaev as well as ∆-convergence intro-
duced by Lim [16] in Hadamard spaces as a similar argument of weak convergence in
Hilbert spaces. In the sequel we introduce some necessary definitions of generalized
3convex functions and their basic properties. Section 3 is devoted to the proximal
point algorithm and ∆-convergence of its generated sequence to a critical point of a
quasi-convex function with at least a minimum point. We also establish the strong
convergence with additional assumptions.
2. Preliminaries and Basic Facts
Let (X, d) be a metric space. A geodesic from x to y is a map γ from the closed
interval [0, d(x, y)] ⊂ R to X such that γ(0) = x, γ(d(x, y)) = y and d(γ(t), γ(t′)) =
|t − t′| for all t, t′ ∈ [0, d(x, y)]. The space (X, d) is said to be a geodesic space if
every two points of X are joined by a geodesic. The metric segment [x, y] contains
the images of all geodesics, which connect x to y. X is called unique geodesic iff
[x, y] contains only one geodesic.
Let X be a unique geodesic metric space. For each x, y ∈ X and for each t ∈ [0, 1],
there exists a unique point z ∈ [x, y] such that d(x, z) = td(x, y) and d(y, z) =
(1− t)d(x, y). We will use the notation (1− t)x⊕ ty for the unique point z satisfying
the above statement.
In a unique geodesic metric space X, a set A ⊂ X is called convex iff for each
x, y ∈ A, [x, y] ⊂ A. A function f : X →]−∞,+∞] is called
(i) convex iff
f(λx⊕ (1− λ)y) ≤ λf(x) + (1− λ)f(y), ∀x, y ∈ X and ∀ 0 ≤ λ ≤ 1
(ii) strictly convex iff
f(λx+ (1− λ)y) < λf(x) + (1− λ)f(y), ∀x, y ∈ X,x 6= y and ∀ 0 ≤ λ ≤ 1
(iii) α-weakly convex for some α > 0 iff
f(λx⊕(1−λ)y) ≤ λf(x)+(1−λ)f(y)+αλ(1−λ)d2(x, y), ∀x, y ∈ X and ∀ 0 ≤ λ ≤ 1
4(iv) α-strongly convex for some α > 0 iff
f(λx⊕(1−λ)y) ≤ λf(x)+(1−λ)f(y)−αλ(1−λ)d2(x, y), ∀x, y ∈ X and ∀ 0 ≤ λ ≤ 1
(v) quasi convex iff
f(λx⊕ (1− λ)y) ≤ max{f(x), f(y)}, ∀x, y ∈ X and ∀ 0 ≤ λ ≤ 1
equivalently, for each r ∈ R, the sub-level set Lfr := {x ∈ X : f(x) ≤ r} is a convex
subset of X.
(vi) α-strongly quasi-convex for some α > 0 iff
f(λx⊕(1−λ)y) ≤ max{f(x), f(y)}−αλ(1−λ)d2(x, y), ∀x, y ∈ X and ∀ 0 ≤ λ ≤ 1
for each x, y ∈ X and 0 < λ < 1.
(vii) pseudo-convex iff
f(y) > f(x) implies that there exist β(x, y) > 0 and 0 < δ(x, y) ≤ 1 such that
f(y)− f(tx⊕ (1− t)y) ≥ tβ(x, y), ∀t ∈ (0, δ(x, y)).
A unique geodesic space X is called CAT(0) space if for all x ∈ X the map-
ping d2(x, ·) : X → R is 1-strongly convex. A complete CAT(0) space is called
a Hadamard space.
Berg and Nikolaev in [7, 8] introduced the concept of quasi-linearization along
these lines. Let us formally denote a pair (a, b) ∈ X ×X by
→
ab and call it a vector.
Then quasi-linearization is defined as a map 〈·, ·〉 : (X ×X)× (X ×X)→ R defined
by
〈
→
ab,
→
cd〉 = 12{d
2(a, d) + d2(b, c)− d2(a, c) − d2(b, d)} (a, b, c, d ∈ X).
It is easily seen that 〈
→
ab,
→
cd〉 = 〈
→
cd,
→
ab〉, 〈
→
ab,
→
cd〉 = −〈
→
ba,
→
cd〉 and 〈
→
ax,
→
cd〉+ 〈
→
xb,
→
cd〉 =
〈
→
ab,
→
cd〉 for all a, b, c, d, x ∈ X. We say that X satisfies the Cauchy-Schwarz inequality
if 〈
→
ab,
→
cd〉 ≤ d(a, b)d(c, d) for all a, b, c, d ∈ X. It is known (Corollary 3 of [8]) that a
5geodesically connected metric space is a CAT(0) space if and only if it satisfies the
Cauchy-Schwarz inequality.
A kind of convergence was introduced by Lim [16] in order to extend weak con-
vergence in CAT(0) setting. Let (X, d) be a Hadamard space, {xn} be a bounded
sequence in X and x ∈ X. Let r(x, {xn}) = lim sup d(x, xn). The asymptotic radius
of {xn} is given by r({xn}) = inf{r(x, {xn})|x ∈ X} and the asymptotic center of
{xn} is the set A({xn}) = {x ∈ X|r(x, {xn}) = r({xn})}. It is known that in a
Hadamard space, A({xn}) consists exactly one point.
Definition 2.1. A sequence {xn} in a Hadamard space (X, d)△-converges to x ∈ X
if A({xnk}) = {x}, for each subsequence {xnk} of {xn}.
We denote △-convergence in X by
△
−→ and the metric convergence by →.
It is well-known that every bounded sequence in a CAT(0) space has a ∆-convergent
subsequence (see [15]).
Definition 2.2. Let f : X →] −∞,+∞]. The domain of f is defined by D(f) :=
{x ∈ X : f(x) < +∞}. f is proper iff D(f) 6= ∅.
Definition 2.3. A function f : X →]−∞,+∞] is called (∆-)lower semicontinuous
(shortly, lsc) at x ∈ D(f) iff
lim inf
n→∞
f(yn) ≥ f(x)
for each sequence yn → x (yn
△
−→ x) as n→ +∞. f is called (∆-)lower semicontinu-
ous iff it is (∆-)lower semicontinuous in each point of its domain. It is easy to see that
every lower semicontinuous and quasi-convex function is ∆-lower semicontinuous.
6Definition 2.4. [5] Let f : X →]−∞,+∞]. For each x ∈ D(f) the slop of f at x
or scaler subdifferential of f at x is defined as follows
|∂f |(x) := lim sup
y→x
max{f(x)− f(y), 0}
d(x, y)
D(|∂f |) := {x ∈ X : |∂f |(x) < +∞} is called the domain of |∂f |. Obviously
D(|∂f |) ⊂ D(f).
A point x ∈ D(f) with |∂f |(x) = 0 is called a critical point of f . Obviously each
local minimum of f is a critical point. The converse is true if f is pseudo-convex.
Proposition 2.5. For each proper and pseudo-convex function f : X →]−∞,+∞],
every critical point is a minimum point.
Proof. Suppose x is a critical point which is not a minimum point. Then f(x) > f(y)
for some y ∈ X. By the definition of pseudo-convexity, there exist β(x, y) > 0 and
0 < δ(x, y) ≤ 1 such that
f(x)− f(ty ⊕ (1− t)x) ≥ tβ(x, y), ∀t ∈ (0, δ(x, y))
Therefore
|∂f |(x) = lim sup
z→x
max{f(x)− f(z), 0}
d(z, x)
≥ lim sup
t→0
f(x)− f(ty ⊕ (1− t)x)
td(x, y)
≥
β(x, y)
d(x, y)
> 0,
which is a contradiction. 
Definition 2.6. LetX be a metric space and x0 ∈ X. A function f : X →]−∞,+∞]
is called coercive iff
lim
d(x,x0)→+∞
f(x) = +∞.
7Obviously coercivity is not dependent to point x0 and every α-strongly convex is
coercive.
Definition 2.7. A metric space X has property (R), iff the intersection of any
decreasing family of nonempty, convex and closed sets is nonempty.
Proposition 2.8. [5] Let f : X →] −∞,+∞] be a quasi-convex and lsc function
with D(f) 6= ∅, where X is a geodesic metric space with property (R). If f is coercive
and bounded from blow, then f has at least a minimum point.
Proof. Set Cn = {x ∈ X : f(x) ≤ infx∈Xf(x)+
1
n
}, then Cn, n = 1, 2, · · · are convex,
closed, bounded and decreasing. By the assumption on X, ∩∞n=1Cn 6= ∅. Therefore
Argminf 6= ∅. 
3. Proximal Point Algorithm
Throughout this section we assume X is a Hadamard space, which is a unique
geodesic metric space with property (R) (see [13]). Using Proposition 2.8, we intro-
duce the notion of resolvent for weakly convex and quasi-convex functions in CAT(0)
spaces. Finally we study the proximal point algorithm for quasi-convex functions in
non-positive curvature setting. Our results extend several results in the literature of
convex and quasi-convex functions in CAT(0) spaces and Hadamard manifolds (see
[1, 4, 5, 6, 11, 17, 18, 21, 24, 25, 26]).
Theorem 3.1 and Proposition 3.2 were essentially mentioned in [5] for convex
functions.
8Theorem 3.1. Let X be a CAT(0) space. Suppose f : X →]−∞,+∞] is α-weakly
convex. Then for each x ∈ X and λ < 12α , the function y 7→ f(y) +
1
2λd
2(x, y) has a
unique minimum point, which we denote it by Jλx.
Proof. Take g(y) = f(y) + 12λd
2(x, y), then g is ( 12λ − α)-strongly convex. Then g is
coercive and strictly convex and therefore has a unique minimum point. 
Proposition 3.2. Let f : X →] −∞,+∞] be α-weakly convex and lsc. Then for
each λ > 0, Jλx ∈ D(|∂f |) and consequently belongs to D(f).
Proof. By the definition of Jλx, for each y ∈ X,
f(Jλx)− f(y) ≤
1
2λ
(d2(y, x)− d2(x, Jλx)) ≤
1
2λ
d(Jλx, y)(d(y, x) + d(x, Jλx)).
Then we have
0 ≤
max{f(Jλx)− f(y), 0}
d(Jλx, y)
≤
1
2λ
(d(y, x) + d(x, Jλx))
Taking limsup when y → Jλx, we get |∂f |(Jλx) < +∞ as desired. 
Lemma 3.3. Suppose that f : X →]−∞,+∞] is α-weakly convex, quasi-convex and
lsc. Then for each x ∈ X and each z ∈ X such that f(z) ≤ f(Jλx), 〈
→
Jλxz,
→
Jλxx〉 ≤
0, equivalently P{z: f(z)≤f(Jλx)}x = Jλx.
Proof. By Theorem 3.1 for each x ∈ X and λ < 12α
f(Jλx) +
1
2λ
d2(x, Jλx) ≤ f(u) +
1
2λ
d2(u, x), ∀u ∈ X
Now for each z ∈ X such that f(z) ≤ f(Jλx) by taking u = tJλx ⊕ (1 − t)z, and
using quasi-convexity of f and strong convexity of d2(·, x), we get
d2(x, Jλx)− d
2(z, x) + td2(Jλx, z) ≤ 0
9for each 0 < t < 1. Now the result is concluded by letting t→ 1 and the definition
of quasi-inner product. 
The proximal point algorithm for each α-weakly and quasi-convex function is
defined by
xn+1 = Jλnxn (3.1)
Tanks to idea of Goudou and Munier [12] to prove weak convergence of gradient
flow of a quasi-convex function, we prove ∆-convergence of the sequence given by
(3.1) for continuous quasi-convex and weakly convex functions.
Theorem 3.4. Suppose f : X →]−∞,+∞] is a α-weakly convex and quasi-convex
function on a Hadamard space X, which is continuous in D(f). If Argminf 6= ∅,
then for each λ¯ ≤ λn ≤
1
2α , the sequence given by (3.1) is ∆-convergent to a critical
point of f , which is a minimum point when f is pseudo-convex.
Proof. By the hypothesis
f(xn) +
1
2λn−1
d2(xn, xn−1) ≤ f(y) +
1
2λn−1
d2(y, xn−1), ∀y ∈ X (3.2)
Taking y = xn−1, we get: {f(xn)} is nonincreasing. Now taking y = tx˜⊕ (1 − t)xn
in (3.2), where x˜ ∈ Argminf and using quasi-convexity of f , we get
f(xn) +
1
2λn−1
d2(xn, xn−1) ≤ f(xn) +
1
2λn−1
td2(x˜, xn−1)
+
1
2λn−1
(1− t)d2(xn, xn−1)−
1
2λn−1
t(1− t)d2(xn, x˜)
By letting t→ 0, we receive to
d2(xn, xn−1)− d
2(xn−1, x˜) + d
2(xn, x˜) ≤ 0.
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Therefore {d(xn, x˜)} is nonincreasing and 〈
−−→
xnx˜,
−−−−→xnxn−1〉 ≤ 0. In the sequel, we
distinguish two cases:
1) lim inf f(xn) = inf f = f(x˜). Since xn is bounded, there is a subsequence xnj of
xn, which is ∆-convergent to x¯. By ∆-lower semi-continuity of f , which is concluded
by lower semi-continuity and quasi-convexity of f , we get:
f(x¯) ≤ lim inf f(xnj) = lim f(xn) = f(x˜).
By Opials lemma (see Lemma 2.1 [22], also [3]) xn ∆-converges to x¯ ∈ Argminf .
2) lim inf f(xn) = lim f(xn) > f(x˜) = infx∈X f . By continuity of f there exists
r > 0 such that for each x ∈ Br(x˜), f(xn) > f(x), ∀n ≥ n0 > 0. By taking
x = xn−1, Jλn−1x = xn, and z = x in Lemma 3.3, we get
〈−−→xnx,
−−−−→xnxn−1〉 ≤ 0, ∀x ∈ Br(x˜)
By quasi-inner product properties
〈
−→
x˜x,−−−−→xnxn−1〉 ≤ 〈
−−→
x˜xn,
−−−−→xnxn−1〉 =
1
2
(d2(xn−1, x˜)− d
2(xn, x˜)− d
2(xn, xn−1)).
By Proposition 9.2.28 of [5] there exists a geodesic ray from x˜ parallel to geodesic
segment [xn, xn−1]. Take the point x ∈ Br(x˜) in this geodesic ray such that d(x, x˜) =
r
2 , then
d(x, x˜)d(xn, xn−1) = 〈
−→
x˜x,−−−−→xnxn−1〉
Therefore
rd(xn, xn−1) ≤ d
2(xn−1, x˜)− d
2(xn, x˜).
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It proves that xn is a Cauchy sequence and therefore xn → x¯. Now by letting
n→ +∞ from (3.2), we have
f(x¯)− f(y) ≤
1
2λ¯
d2(y, x¯)
Therefore
f(x¯)− f(y)
d(y, x¯)
≤
1
2λ¯
d(y, x¯)
Then
0 ≤ lim sup
y→x¯
max{f(x¯)− f(y), 0}
d(y, x¯)
≤ 0,
which follows |∂f |(x¯) = 0. 
Corollary 3.5. Suppose f : X →]−∞,+∞] is a α-weakly convex and quasi-convex
function on a Hadamard space X, which is continuous in D(f). If int(Argmin f) 6=
∅ and λ¯ ≤ λ ≤ 12α , then the sequence given by (3.1) is strongly convergent to a
critical point of f , which is a minimum point of f if f is pseudo-convex.
Proof. Take x˜ ∈ Argmin f , since int(Argmin f) 6= ∅ hence there exists r > 0 such
that Br(x˜) ⊆ int(Argmin f). Therefore for each x ∈ Br(x˜), we have f(x) ≤ f(xn)
for all n ∈ N. The rest of the proof is exactly similar to the proof of the second part
of Theorem 3.4. 
We can reduce continuity assumption to lower semi continuity in Theorem 3.4 but
we obtain only ∆-convergence to an element of {x ∈ X : f(x) ≤ f(xn), n ∈ N}.
Theorem 3.6. Suppose f : X →] − ∞,+∞] is a proper, lsc, α-weakly convex
and quasi-convex function on a Hadamard space X with Argminf 6= ∅. Then for
12
each λ¯ ≤ λn ≤
1
2α , the sequence given by (3.1) is ∆-convergent to an element x¯ of
{x ∈ X : f(x) ≤ f(xn), n ∈ N}.
Proof. Since Argminf 6= ∅, C := {x ∈ X : f(x) ≤ f(xn), n ∈ N} 6= ∅. For each
z ∈ C, since f(z) ≤ f(xn) by Lemma 3.3, 〈
−−→xnz,
−−−−→xnxn−1〉 ≤ 0, therefore d(xn, z) ≤
d(xn−1, z), for all n = 1, 2, · · · . So limn→+∞ d(xn, z) exists. On the other hand if
the subsequence xnj of xn ∆-converges to x¯, by ∆-lower semi-continuity of f , we
get
f(x¯) ≤ lim inf f(xnj) = lim f(xn)
and since by (3.2) f(xn) is nonincreasing, x¯ ∈ C. Now the result is concluded by
Opials lemma in CAT(0) spaces [22] (see also [3]). 
Theorem 3.7. Suppose that the assumptions of Theorem 3.6 are satisfied. If for
some n > 0, {x ∈ X : f(x) ≤ f(xn)} is compact, then {xn} converges strongly to
an element of C, which is also a critical point of f . Moreover, if f is pseudo-convex,
then {xn} converges strongly to a minimum point of f .
Proof. Note that {f(xn)} is nonincreasing. Since {x ∈ X : f(x) ≤ f(xn)} is
compact for some n > 0, hence there are a subsequence {xnk} of {xn} and x
∗ ∈ C
such that xnk → x
∗. Now, since f is lower semi-continuous, we have:
f(x∗) ≤ lim inf f(xnk) = lim f(xn).
By Theorem 3.6 x∗ = x¯ ∈ C, where x¯ is the ∆-limit of xn by Theorem 3.6. Since By
the proof of Theorem 3.6, limn→+∞ d(xn, x
∗) exists, hence xn → x
∗ ∈ C. By taking
13
liminf from (3.2), we get
f(x∗) ≤ f(y) +
1
2λ¯
d2(y, x∗)
which implies that x∗ is a critical point of f . 
The following lemma is elementary and we cancel the proof.
Lemma 3.8. Let {an} and {bn} be two positive sequences such that {an} is non-
increasing and convergent to zero. If
∑∞
n=1 anbn < +∞, then (
∑n
k=1 bk)an → 0 as
n→ +∞.
Theorem 3.9. Suppose f : X →]−∞,+∞] is proper and α-strongly quasi-convex
with Argminf 6= ∅. If
∑∞
n=0 λn = +∞, then the sequence {xn} generated by
(3.1) converges strongly to the unique element x˜ of Argminf ; moreover d(xn, x˜) =
o((
∑n
k=0 λk)
− 1
2 ).
Proof. Let x˜ be the unique element of Argminf . By (3.1), α-strong quasi-convexity
of f and 1-strong convexity of d2(x, ·), we have
f(xn) +
1
2λn−1
d2(xn, xn−1) ≤ f(tx˜⊕ (1− t)xn) +
1
2λn−1
d2(tx˜⊕ (1− t)xn, xn−1)
≤ f(xn)−αt(1−t)d
2(xn, x˜)+
t
2λn−1
d2(xn−1, x˜)+
1− t
2λn−1
d2(xn, xn−1)−
t(1− t)
2λn−1
d2(xn, x˜)
By substituting terms and letting t→ 0, we get
αλn−1d
2(xn, x˜) ≤ d
2(xn−1, x˜)− d
2(xn, x˜).
Then summing up the recent inequality from n = 1 to ∞, we arrive to
α
∞∑
n=1
λn−1d
2(xn, x˜) ≤ d
2(x0, x˜) < +∞ (3.3)
14
Since
∑∞
n=0 λn = +∞, we get: lim infn→+∞ d
2(xn, x˜) = 0 and since d
2(xn, x˜) is
nonincreasing, we obtain the strong convergence of xn to x˜. The rate of convergence
is concluded by (3.3) and Lemma 3.8. 
References
[1] P. Ahmadi and H. Khatibzadeh, On the convergence of inexact proximal point algorithm on
Hadamard manifolds, Taiwanese J. Math. 18 (2014), 419-433.
[2] P. Ahmadi, H. Khatibzadeh, On the convergence of solutions to a difference inclusion on
Hadamard manifolds. Bull. Iranian Math. Soc. 41 , no. 4, (2015) 1045-1059.
[3] M. Bacak, I. Searston and B. Sims, Alternating projections in CAT(0) spaces, J. Math Anal.
Appl. 385 (2012), 599-607.
[4] M. Bacak, The proximal point algorithm in metric spaces, Israel J. Math. 194 (2013), 689-701.
[5] M. Bacak, Convex Analysis and Optimization in Hadamard Spaces, De Gruyter Series in
Nonlinear Analysis and Applications, 22. De Gruyter, Berlin, 2014.
[6] G. C. Bento, O.P. Ferreira and P. R. Oliveira, Local convergence of the proximal point method
for a special class of nonconvex functions on Hadamard manifolds, Nonlinear Anal. 73 (2010),
564–572.
[7] I.D. Berg, I.G. Nikolaev, On a distance between directions in an Alexandrov space of curvature
≤ K, Michigan Math. J., 45 (1998), 275-289.
[8] I. D. Berg, I.G. Nikolaev, Quasilinearization and curvature of Alexandrov spaces, Geom. Ded-
icata, 133 (2008), 195-218.
[9] M. R. Bridson and A. Haefliger, Metric Spaces of Non-positive Curvature, Springer-Verlag,
Berlin, 1999.
[10] D. Burago, Y. Burago and S. Ivanov, A Course in Metric Geometry. Graduate Studies in
Mathematics, 33. American Mathematical Society, Providence, RI, 2001.
[11] 0 . P. Ferreira, P. R. Oliveira, Proximal point algorithm on Riemannian manifolds, Optim.,
Vol. 51(2), (2002) 257-270.
15
[12] X. Goudou and J. Munier, The gradient and heavey ball with friction dynamical systems: the
quasiconvex case, Math. Program., Ser. B 116 (2009), 173-191.
[13] M. A. Khamsi and A. R. Khan, Inequalities in metric spaces with applications, Nonlinear Anal.
74 (2011), 4036-4045.
[14] W. A. Kirk, B. Panyanak, A concept of convergence in geodesic spaces, Nonlinear Anal., 68
(2008), 3689-3696.
[15] W. A. Kirk, Geodesic geometry and fixed point theory. II, in International Conference on Fixed
Point Theory and Applications, pp. 113-142, Yokohama Publishers, Yokohama, Japan, 2004.
[16] T.C. Lim, Remarks on some fixed point theorems, Proc. Amer. Math. Soc., 60 (1976), 179-182.
[17] C. Li, G. Lopez, V. Martin-Marquez and J.H. Wang, Resolvent of set valued monotone vector
fields in Hadamard manifolds, Set-Valued Anal. 19 (2011), 361-383.
[18] C. Li, G. Lopez, V. Martin-Marquez, Monotone vector fields and the proximal point algorithm
on Hadamard manifolds, J. London Math. Soc. 79 (2009), 663-683.
[19] B. Martinet, Re´gularisation d’ine´quations variationnelles par approximations successives, Rev.
Franc¸aise Informat. Recherche Ope´rationnelle 3 (1970), 154-158.
[20] A. Papadopoulos, Metric Spaces, Convexity and Nonpositive Curvature, IRMA Lectures in
Mathematics and Theoretical Physics, 6. European Mathematical Society (EMS), Zrich, 2005.
[21] E.A. Papa Quiroz, P. R. Oliveira, Proximal point method for minimizing quasiconvex locally
Lipschitz functions on Hadamard manifolds, Nonlinear Anal. 75 (2012), 5924-5932.
[22] S. Ranjbar and H. Khatibzadeh, ∆-convergence and w-convergence of the modified Mann iter-
ation for a family of asymptotically nonexpansive type mappings in complete CAT(0) spaces,
Fixed Point Theory, 17 (2016), 151-158.
[23] R. T. Rockafellar, Monotone operators and the proximal point algorithm, SIAM J. Control
Optim. 14 (1976), 877-898.
[24] G. Tang, L. Zhou, and N. Huang, The proximal point algorithm for pseudomonotone variational
inequalities on Hadamard manifolds, Optim. Lett. 7 (2013), no. 4, 779-790.
[25] G. Tang and Y. Xiao, A note on the proximal point algorithm for pseudomonotone variational
inequalities on Hadamard manifolds, Adv. Nonlinear Var. Inequal. 18 (2015), 58-69.
16
[26] J.H. Wang, G. Lopez, V. Martin-Marquez and Li, Monotone and accretive vector fields on
Riemannian manifolds, J. Optim. Theory Appl. 146 (2010), 691-708.
