Individual and ensemble functional link neural networks for data classification by Babaei, Toktam
  
 
Individual and Ensemble Functional Link 
Neural Networks for Data Classification 
 
 
 
 
 
by 
 
 
Toktam Babaei 
BSc. and MSc Physics 
 
 
 
 
 
Submitted in fulfilment of the requirements for the degree of 
 
Doctor of Philosophy  
 
 
 
 
Deakin University 
 
December, 2017 


iii 
 
 
Abstract 
 
In artificial neural network (ANN) research, the functional link neural network (FLNN) is a 
well-known alternative to the standard feedforward ANNs such as the Multilayer Perceptron 
network.  The FLNN has a flat structure, i.e., with no hidden layer(s), therefore reducing its 
structure complexity while retaining the capability of solving non-linear classification and 
regression problems.  This research focuses on using different FLNN-based models to tackle 
data classification tasks. Firstly, an evolutionary-based modification to the FLNN, known as 
reduced-FLNN1 (rFLNN1), is proposed to optimise the network structure and improve its 
classification performance. Encouraged by the good performance of rFLNN1, another 
improved version, known as reduced-FLNN2 (rFLNN2), is proposed.  The rFLNN2 model 
merges optimisation of both network structure and network weights into one search problem, 
in order to generate a parsimonious FLNN model with high classification capabilities.  To 
further improve the robustness of rFLNN2 an ensemble of multiple rFLNN2-based models is 
formulated.  Coupled with the behavioural knowledge space and a novel decision fusion 
method based on the ordered weighted averaging operator, the ensemble model is able to 
handle noise-corrupted data classification problems. Extensive experiments covering 
benchmark classification problems from the machine learning repository of the University of 
California, Irvine and KEEL-data set repository are performed to evaluate the effectiveness of 
the proposed rFLNN-based individual and ensemble models for data classification. In addition 
to benchmark data sets, two real-world problems are used for evaluation. The results are 
analysed, discussed, and compared with those published in the literature.  The outcomes 
positively demonstrate the potential and efficacy of the proposed rFLNN-based models for 
undertaking data classification problems.  
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 Introduction 
This chapter starts with the preliminaries of artificial intelligence (AI) and artificial neural 
networks (ANNs).  It then presents the motivations for using the functional link neural network 
(FLNN) for data classification, which is the main research focus of this thesis. A discussion on 
the development of ensemble models for data classification is provided. The research 
objectives and research methodology are explained.  The thesis outline is described at the end 
of this chapter. 
 
1.1 Artificial Intelligence 
The recognition of AI as an important research domain dates back to 1956[1].  The term 
AI broadly refers to how  a machine emulates the "cognitive" functions of the human brain, such 
as "learning" and "problem solving", and uses them  to operate autonomously in complex, 
changing environments. In general, AI encompasses a number of machine learning 
methodologies. They cover conventional statistics, neural computing, evolutionary computing, 
and fuzzy computing models, to name a few [2]. The artificial neural network (ANN) is one of 
key data-based learning AI methodologies.   
In general, learning techniques can be divided into three categories: supervised learning, 
unsupervised learning, and reinforcements learning [1]. Supervised learning establishes a 
mapping function from a training set containing input-output data pairs. Regression and pattern 
classification are supervised learning tasks, which comprise continuous and discrete outputs, 
respectively. Data (pattern) classification is concerned with building machines to classify data 
samples based on either a priori knowledge, or statistical information extracted from data 
samples [3-5]. A classical definition of pattern is an entity that can be represented by a set of 
attributes (a feature vector) [6]. As an example, a pattern can be an audio signal, where the 
corresponding feature vector is its frequency spectral components; or a patient, where the feature 
vector is the results of his/her medical tests.  This thesis is focused on data classification 
problems with supervised ANN models.   
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1.2 Data classification and Artificial Neural Networks 
Data classification is a key task in accomplishing many activities. Accordingly, many studies 
have been devoted to developing methods from different principles to solve data classification 
problems.  One of the earliest investigations is from the statistics community. Fisher [7] proposed a 
linear discriminant function to tackle data classification problems. It was later extended to a 
quadratic form[8]. Bayesian theory is another fundamental statistical method used in devising 
various data classification methods [9, 10]. While these statistical principles have certain limitations 
with respect to the underlying statistical assumptions [11, 12], they provided the necessary basis for 
further research.  In addition to statistical principles, a variety of AI-based models have been 
researched for data classification, e.g. rough sets, fuzzy sets, decision trees, k-nearest neighbors, and 
support vector machines (SVM). 
Among different learning methodologies, ANNs are popular AI-based data learning models. 
Indeed, research interest in ANNs stems from two aspects: (i) to understand and model 
mathematically the biological nervous system in humans; (ii) to develop intelligent learning systems 
that mimic the way how humans perform certain tasks, such as capturing data and interpreting 
information.  This research is concerned with the data learning aspect of ANNs, in view of the 
potential impact of such learning models in undertaking data classification problems in the real 
environments.  
ANN emerges as useful data processing models [13]. To date, there are a number of 
different ANN models, which include the Multi-Layer Perceptron (MLP) network [14] , 
Hopfield network [15, 16], and Radial Basis Function (RBF) network [16].  These models have 
been used as a promising method to support and improve human decision-making in different 
areas, e.g. function approximation [17-19], rule extraction [20], forecasting and prediction [21, 
22], business [23, 24], engineering [25], and medicine [26]. An ANN requires knowledge 
through a learning process.  It simulates the inter-neuron connection strength as weights to 
store knowledge [30]. As a result, it has unique characteristics including the ability to learn the 
relationships between inputs and output data pairs for tackling data classification problems.  
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1.3  Problem statement and motivations 
One of the popular ANN models is the Multilayer Perceptron (MLP). The input layer in 
an MLP consists of units (neurons) equal in number to the input features and one bias unit. The 
output layer consists of units equal in number to the output classes (labels). It has one or more 
hidden layers in between the input and output layers. The role of the hidden units is to provide 
the MLP with the capability of handling non-linear input-output mapping.  It has been shown 
that an MLP with a suitable architecture is able to approximate (or learn) any nonlinear decision 
boundary [27]. Training the MLP includes finding the appropriate weights.  The most common 
training method is the back-propagation (BP) learning algorithm. 
There are a number of issues in designing and developing an efficient and effective 
learning algorithm for the MLP network, which include local minima, saturation, weight 
interference, initial weight dependence, and overfitting. On the architecture side, the issues 
include how to determine the number of hidden layers and the number of hidden units in an 
MLP network.  All these learning and architecture issues present great impacts on the usability 
and usefulness of the MLP in tackling real-world problems.   As such, a straight forward way 
to avoid some of the key problems is to remove the hidden layer(s), which would compromise 
the ability of an MLP to capture nonlinear input-output relationships. However, studies have  
been shown that if higher order neurons (also known as  sigma-pi neurons [28]) are added to 
the original neurons in the input layer, an MLP network without any hidden layers could retain  
its nonlinearity ability. This is the main idea behind the research on higher order neural 
networks (HONNs) [29], [30].  HONNs have appeared as an attractive alternative to eradicating 
some of the MLP limitations. In this respect, the functional link neural network (FLNN) poses 
as  a class of HONNs  that utilizes a function of the original inputs to enhance the inputs [30]. 
In an FLNN, the hidden layers are removed and the network complexity is reduced, resulting 
in a straightforward architecture and a straightforward learning process.  These advantages 
make FLNN attractive for researchers in the field [31-36], as the FLNN model alleviates the 
key issue in determining the network complexity (the number of hidden nodes and hidden 
layers) and the associated learning process of a standard MLP network, which is the building 
block of deep learning models. In an FLNN, the number of enhanced inputs is determined by 
the set of basis functions, and leaning can be framed in the form of a quadratic optimization 
[37]. Moreover, a standard MLP network is not efficient in dealing with dynamically changing 
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environment which require an on-line learning capability.  In this aspect, FLNN-based models 
have been successfully used in undertakings on-line learning problems [37]. 
The design and development of FLNN-based learning models with the capability of 
handling various data classification problems constitutes the main aim of this research. The 
resulting models are evaluated using a variety of benchmark and real-world classification data 
sets. On the other hand, studies have been shown that ensemble models, in which the 
predictions from multiple classifiers are combined using a suitable decision combination 
method, can generate more accurate  decision for each input, therefore improving  the overall 
classification performance [38]. In this respect, majority voting is a straightforward strategy to 
combine the decisions from an ensemble of individual classifiers. Other elaborated schemes 
are also available to aggregate individual decisions, e.g. the behaviour knowledge space (BKS) 
method. The BKS can efficiently aggregate decisions of individual classifiers to deliver better 
results [39]. While the BKS can be used as an effective component in an ensemble model, it 
has some limitations. The major limitation with the BKS is its rejection rate. When the BKS 
fails to give a prediction for an input sample, due to lack of confidence, the input sample is 
rejected [40-42]. This issue becomes serious when noisy data samples are available. Therefore, 
this research investigates the use of an aggregation operator to tackle the rejection 
problem of the BKS in an ensemble model. 
 
1.4 Research aim and objectives 
The main aim of this research is to formulate a framework that utilizes the FLNN-based 
models as a useful and usable ensemble system for undertaking complex data classification 
problems.  The specific research objectives are as follows:  
1. to enhance the FLNN by optimising its network architectures and overcoming issues 
related to  curse of dimensionality using evolutionary methods; 
2. to improve the classification performance by devising an ensemble system consisting 
of different individual FLNN-based models 
3. to adapt an aggregation operator to effectively combine the predictions from multiple 
individual FLNN-based models in the ensemble system  
4. to apply the resulting individual and ensemble models to complex and noisy data 
classification problems.  
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1.5 Research methodology   
A systematic, step-by-step methodology is adopted in this research. The focal point lies 
on investigating the FLNN capability of handling complex and noisy data classification 
problems. Firstly, different ANN and FLNN models proposed in literature are surveyed, in 
order to provide a comprehensive understanding pertaining to the current advances in the ANN 
and related domains. Besides that, understanding the properties and limitations of the existing 
ANN and related models is important, so that appropriate methods to tackle them can be 
formulated.  
By analysing different methods, data classification models using FLNN and 
complementary methods are devised. Systematic and comprehensive empirical studies are 
carried out to evaluate and ascertain the usefulness of the developed models. Figure 1.1 shows 
a summary of the research methodology adopted in this research.  
 
 
Figure 1.1: Summary of the relationship of research methodology 
 
In this research, the key activities to achieve the research objectives are as follows: 
Key goal: An FLNN-based framework for undertaking 
complex and noisy data classification problems
Key objective: To enhance the FLNN classification 
capabilities by formulating an ensemble model 
comprising different individual FLNN models
Key research question: How to devise effective FLNN 
learning algorithms and decision combination 
algorithms for data classification using multiple FLNN-
based models?  
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Activity 1. The FLNN classifier is thoroughly examined, in order to identify the existing 
limitations, particularly the curse-of-dimensionality problem. This results in a parsimonious 
FLNN model with reduced architectural complexity, known as rFLNN1.  
Activity 2. The performance of rFLNN1 is evaluated comprehensively using benchmark data 
sets, and the results are compared with those of  other models reported in the literature.  
Activity 3. An enhanced FLNN-based model using an evolutionary method, known as 
rFLNN2, is proposed. Both network architecture and weight tuning are combined as 
optimization problem, which is solved using the evolutionary method.  
Activity 4. The performance of rFLNN2 is evaluated comprehensively using benchmark data 
sets, and the results are compared with those of other models reported in the literature.   
Activity 5. An ensemble system to tackle the problem of combining multiple predictions from 
individual FLNN-based models with different expansion functions is formulated. An effective 
aggregation operator is formulated for the ensemble system. 
Activity 6. The performance of the ensemble model is comprehensively evaluated using 
benchmark noisy data sets, and the results are compared with those of other models reported 
in the literature.  In addition, real-world data sets are used to ascertain the applicability of the 
ensemble system in undertaking real data classification problems.  
Figure 1.2 summarises the key activities of this research.   
 
1.6 Outline of the thesis  
  The outline of the rest of this thesis is as follows. Chapter 2 contains the background 
and literature review related to ANNs and FLNN-based models as well as complementary 
methods such as evolutionary algorithms and ensemble methods. The detailed dynamics of the 
proposed rFLNN models and the ensemble system are presented in Chapter 3.  A 
comprehensive experimental study with benchmark and real-world data sets is presented in 
Chapter 4.  The results are analysed, compared, and discussed thoroughly.  Finally, conclusions 
and suggestions for further research are presented in Chapter 5. 
 
7 
 
 
Figure 1.2: Overview of research methodology 
 
  
Activity 1
• Enhamcing the FLNN model by reducing its architectural complexity, resulting in 
rFLNN1
Activity 2
• Evluating the performance of rFLNN1 using benchmark problems
Activity 3
• Improving rFLNN1 by combining both network architecture and weight tuning as an 
optimisation task , resulting in rFLNN2 
Activity 4
• Evaluating the performance of rFLNN2 using benchmark problems 
Activity 5
• Devising an ensemble system with multiple individual FLNN-based models 
Activity 6
• Evaluating the performance and applicability of the ensemble system with benchmark 
and real-world data classification problems
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 Background and Literature Review 
As described in the first chapter, the focus of this thesis is on investigating the efficiency 
of ANNs, particularly FLNN-based models, for data classification. The evolutionary 
computing and ensemble methods are adopted.  A linguistic aggregation operator, i.e., ordered 
weighted average (OWA), is also used to combine multiple decisions in ensemble framework. 
As such, this chapter provides the related background ANN, FLNN, evolutionary networks, 
ensemble methods, and OWA operator as the linguistic aggregation operator is defined in this 
framework. A critical review on the corresponding literature is also presented.  
In the first section, the general standard MLP is described. Then the fundamental theory 
of FLNN is presented.  A review on the related publications in the literature is provided. The 
review covers different FLNN variants and different applications. The next section deals with 
evolutionary models, in which various evolutionary algorithms (EAs) to optimise ANNs are 
reviewed. Then, a review on classification ensemble methods, with the focus on the ANN-
based ensemble models is presented.  
 
2.1 Overview of Artificial Neural Networks 
ANNs offer an important paradigm for approximating nonlinear decision boundaries in 
classifying data. Being a black-box, they serve as valuable candidates when no appropriate 
physical/mathematical models exist for complex data classification tasks. An ANN in general 
consists of several processing units known as artificial neurons. These neurons are connected 
together according to a topology to form a network that mimic the biological neurons of human 
brain [43] . Figures 2.1 and 2.2 depict the biological neuron and its artificial counterpart. The 
first mathematical model  of an artificial neuron was proposed by McCulloch and Pitts in 1943 
[13]. Then, Rosenblatt in 1957 [44] refined the artificial neuron, and devised the so-called  
perceptron [45]. Equation (2-1) shows the mathematical model of an artificial neuron 
𝑦 = 𝜌(∑ 𝑥𝑖𝑤𝑖
𝑛
𝑖=0 ) (2-1) 
where the input features, {1, 𝑥1, 𝑥2, … , 𝑥𝑛}, are multiplied by the respective weight coefficients  
𝑤0, 𝑤1, … , 𝑤𝑛,  before  the summation takes place.  
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Figure 2.1: Schematic representation of a real neuron 
 
Figure 2.2: Representation of an artificial neuron-single  perceptron, w0 indicates the 
threshhold value of the perceptron 
 
The summation result passes through an activation function ρ(.) to generate the output 
of the perceptron. The function output can be the final output, or can be an input to another 
perceptron. The activation function determines the properties of the artificial neuron. Table 2.1 
shows the common activation functions and their derivatives for ANNs. Among them, the 
unipolar logistic (sigmoid) function and  hyperbolic tangent (𝑡𝑎𝑛ℎ) are  used  frequently as an 
activation function [45].  
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Table 2.1: Common activation functions used in ANNs 
Name 𝝆(𝒛) = Derivative (𝝆′ =) 
Logistic (Sigmoid) 1
1 + 𝑒−𝑧
 
𝜌(1 − 𝜌) 
Hyperbolic tangent tanh (𝑧) (1 − 𝜌2) 
Gaussian 𝑒−𝑧
2
 −2𝑧𝑒−𝑧
2
 
Linear 𝑧 1 
Binary threshold {
0  𝑧 < 0
1 𝑧 ≥ 0
 
 
{
0                   𝑧 ≠ 0
𝑈𝑛𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝑧 = 0
 
Soft plus  ln (1 + 𝑒𝑧) 1
(1 + 𝑒−𝑧)
 
 
Figure 2.3 shows how a number of perceptron are organised in a network-like structure to 
form the so-called Multi-Layer Perceptron (MLP).  The key learning procedure of an MLP is 
the back-propagation algorithm, which is summarised in Figure 2.4. 
 
Figure 2.3: A schematic diagram of an MLP with two hidden layers, with h1 neurons in the 
first hidden layer and h2 neurons in the second hidden layer 
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Figure 2.4: The backpropagation algorithm for training the MLP network 
 
Despite many successful applications of the MLP in function approximation and 
classification tasks, one of the problems is the plateaus error surface of the MLP [46, 47]. This 
is because gradient decent, as well as other training methods which are based on standard 
numerical optimization techniques, is susceptible to local minima of the error surface. The local 
minima trap poses a severe obstacle when the MLP is used to approximate complex functions. 
In approximating complex functions, the MLP architecture could grow to thousands of 
neurons, which makes the training process a difficult one.  
function Backpropagation (𝑠𝑎𝑚𝑝𝑙𝑒𝑠, 𝑛𝑒𝑡𝑤𝑜𝑟𝑘 ) returns a neural network 
inputs:  (input vector x ,true output vector y) samples, 
network , a multilayer network with L layers, weights 𝑤𝑖,𝑗, activation function 
ρ 
local variables: Δ, a vector of errors, indexed by network node 
while (some stopping criterion satisfied) do 
 
       for each weight 𝑤𝑖,𝑗in the network  
       𝑤𝑖,𝑗 ←initialize randomly  
for each sample  (𝒙, 𝒚)  
Propagate the inputs forward to compute the outputs  
       for each node 𝑖 in the input layer  
𝑎𝑖←𝑥𝑖 
       for  𝑙= 2 to 𝐿  
for each node j in layer 𝑙  
        𝑖𝑛𝑗 ←∑ 𝑤𝑖,𝑗𝑖  𝑎𝑖 
         𝑎𝑗 ←ρ(𝑖𝑛𝑗) 
  Propagate deltas backward from output layer to input layer  
for each node j in the output layer  
Δ[j]←𝜌  (𝑖𝑛𝑗) × (𝑦𝑗 − 𝑎𝑗) 
for 𝑙 =  𝐿 −  1 to 1 do 
for each node i in layer  
Δ[i]← 𝜌  (𝑖𝑛𝑖) ∑ 𝑤𝑖,𝑗𝑗  Δ[j] 
Update every weight in network using deltas  
for each weight  𝑤𝑖,𝑗,  in network do 
𝑤𝑖,𝑗 ←𝑤𝑖,𝑗+ α × 𝑎𝑖 × Δ[j] 
return network 
12 
 
To alleviate the local minima problem some modification to the standard BP was 
proposed [48-50]. However a more recent method to deal with local minima is to use stochastic 
and heuristic optimisation methods [47]. Evolutionary algorithms (EAs) are heuristic 
optimization methods inspired by different mechanisms in natural evolution of organisms [51]. 
Mechanisms such as mutation, reproduction, and recombination are introduced to help EAs in 
searching large and high dimensional. 
Another problem is that finding the appropriate MLP structure for a given task is not easy.  The 
MLP performance strongly depends on whether it has an adequate structure to model the 
underlying data distribution. A small network structure may not be able to learn the underlying 
problem properly, while an excessively large network may over-fit training data as 
geometrically demonstrated in [52]. An over-fitted network lacks the generalization ability and 
fails to perform well on new instances. In fact, there is no theory that governs finding the 
optimum MLP structure, making it a tedious trial-and-error process [53].   
 
2.2  Functional Link Neural Network (FLNN)  
As proposed by Klassen and Pao [12], the FLNN can be used for data classification and 
prediction tasks with a faster convergence speed and a lighter computational load as compared 
with the MLP network. This is because that the FLNN has a structure without any hidden 
layers, in contrast to the stacked structure of the MLP network. Although the FLNN model has 
only one layer of trainable weights, it is able to undertake non-linear classification and 
regression problems. This is owning to the functional expansion units embedded in the FLNN. 
These functional expansion units (or nodes) effectively enhance the input features by 
expanding them into a higher dimensional space, allowing the boundary (either linear or non-
linear) to be approximated by hyperplanes in the expanded feature space [12].  
The general topological structure of a single input- single output FLNN is shown in 
Figure 2.5. The FLNN consists of two parts: a transformation part and a learning part. In the 
transformation part, which includes the functional expansion block, each input is expanded to 
several terms using the expansion function. Denote each input pattern as: 
  𝑥 =  [𝑥1, 𝑥2, . . . , 𝑥𝑛] ∈ 𝑅
𝑛       (2-1) 
 
The FLNN enhances the original 𝑛 −dimensional input space to an 𝑁 = (𝐹 +  1)𝑛 
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dimensional space by expanding each element of the input vector to (𝐹 +  1) secondary 
features using a set of basis functions that can be represented as follows:  
𝜑(𝑥𝑖) = [𝜑0(𝑥𝑖), 𝜑1(𝑥1),… , 𝜑𝐹(𝑥𝑖)]    (2-2) 
 
where 𝐹 is  the number of expansion terms.  
 
Figure 2.5: Schematic diagram of FLNN 
 
The set of expansion functions perform as the basis of the enhanced space.  As such, they 
must be a subset of some orthogonal functions, {𝜑}𝜖ℒ(𝐴) , and hold the following 
characteristics [54, 55]: 
– 𝜑0 is a linear function 
 
– 𝜑𝑖, 2 ≤ i ≤ n are linearly independent functions 
 
– 𝑠𝑢𝑝𝑛(∑ (‖𝜑𝑖||)
2 < ∞𝑛𝑖=2  
 
Trigonometric functions, power polynomial functions, Chebyshev polynomial 
functions, Hermite polynomial functions , Legendre polynomial functions are some 
common orthogonal functions that can be used in the FLNN[56].  Finally the FLNN 
generates an output by applying an activation function ρ to the weighted sum of the 
expanded inputs, as follows: 
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𝑦 𝑗 = 𝜌(𝑧𝑗)       ( 2-3 ) 
𝑧𝑗 = ∑ 𝑤𝑗𝑖
𝑁
𝑖=1 𝜑𝑖(𝑥)      ( 2-4) 
 
where 𝑤𝑗 = [𝑤𝑗1, 𝑤𝑗2, … , 𝑤𝑗𝑁]  is the weight vector associated with the 𝑗th output.  Similar to 
the MLP, different types of activation functions can be applied to the weighted sum to 
generate the final output of the FLNN. The flat architecture of FLNN results in that only 𝑤𝑗 
are need to be learnt, and learning can be carried out rapidly in the form of quadratic 
optimization [37].  
 
 Computational Complexity  
A discussion on computational complexity between an FLNN and an L-layer MLP 
network, both trained with the BP algorithm is presented.  Considering that the L-layer MLP 
has 𝑛𝑙 number of nodes in layer l, where l=1,…,L , and 𝑛0 and 𝑛𝑙 are the number of inputs and 
outputs, respectively. The computation that needs to be accomplished to update the weights of 
the MLP include addition, multiplication, and computation of tanh(. ). In case of the FLNN, 
computation of 𝜑𝑖 functions is also included. The computation steps in the MLP network are 
as follows [57]:  
– Forward calculation to find the activation value of all nodes of in the network ;  
– Back error propagation for calculation of square error derivatives; 
– Updating of the weights of all the links in the network.  
 As such, the total number of weights to be updated in one iteration in the MLP is  
∑ (𝑛𝑙 + 1)𝑛𝑙+1
𝐿−1
𝑙=0 . 
In the FLNN, it becomes [57]:  
𝑛0 + 1, 
 
It can be seen that as there is no hidden layer in the FLNN, the computational complexity is 
drastically reduced in comparison with that of the MLP.  A comparison of computational load 
in one iteration for an MLP and an FLNN is summarized in Table 2.2. 
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In addition to a lower computational cost, the simpler structure of the FLNN means that 
it is less complex to combine the FLNN with an EA, and is less time consuming as compared 
with that of the MLP networks. 
 
Table 2.2: Comparison of computation complexity between FLNN and an L-MLP layer in 
one iteration with BP algorithm (adapted from [57]) 
Operation  MLP  FLNN 
Addition  3 ∑ 𝑛𝑖𝑛𝑖+1
𝐿−1
𝑖=0 + 3𝑛𝐿 − 𝑛0𝑛𝑙 2𝑛𝑙(𝑛0 + 1) + 𝑛1 
Multiplication   4∑ 𝑛𝑖𝑛𝑖+1
𝐿−1
𝑖=0 + 3 ∑ 𝑛𝑖 − 𝑛0𝑛𝑙 + 2
𝐿
𝑖=1 𝑛𝐿 3𝑛1(𝑛0 + 1) + 𝑛0 
𝑡𝑎𝑛ℎ (. ) 
 𝑛𝑖
𝐿
𝑖=1
 
𝑛1 
𝜑(.) --- 𝑛0 
 
 
 On-Line Learning 
 
Generally there are two main learning paradigms for neural networks, i.e., batch or off-
line learning and incremental or online learning, in off-line learning scenarios the optimization 
process is conducted to update the knowledge base of the neural network with respect to the 
training data samples. While in online learning it attempts to update the knowledge base of the 
neural network incrementally as each training sample is presented [37]. 
Off-line learning, which normally consists of a training phase and test phase, is a widely 
used method in many neural networks including the standard MLP model. Once the training 
cycle is completed, the network is put into operation. Generally, no further learning is permitted 
when the network is in the operating mode, in order to preserve the learned knowledge base. 
The off-line learning paradigm is able to form an optimized knowledge base in the network 
structure. It is a viable method when the problem environment is stationary, and the training 
data samples are sufficiently representative of the problem [58]. However, when the network 
trained with off-line learning is presented with a previously unseen data sample, there is no 
built-in mechanism for the network to absorb the new information into its knowledge base on 
the fly. To absorb new information, the network normally needs to be retrained using the new 
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data sample together with all previous samples. On the other hand, online learning is able to 
deal with dynamically changing problems, e.g. stock price prediction [59] , sensory motor 
control [37] , and text mining [60].  In these applications, the learning period often varies 
according to the changing nature of the problem; therefore, the concept of ongoing learning is 
critically important.  However, one major concern of online learning is the ability of the trained 
network to form an optimized knowledge base for tackling dynamically changing problems. 
This is a subject that has attracted a lot of attentions in neural network research.  While the 
standard MLP model is not suitable for handling dynamic environments ,  the flat structure of 
FLNN and its quadratic optimization form of learning makes it one of the suitable candidates 
for on-line learning [37]. These works as well as other prominent works on FLNNs are 
reviewed in the next section.   
 
2.3.2 Related Studies on the FLNN 
A number of FLNN models have been proposed using various basis functions. They 
include the Chebyshev FLNN [18], Legendre FLNN (Le-FLNN), Hermite FLNN (He-FLNN), 
and Laguerre FLNN (La-FLNN). The Chebyshev FLNN (or Ch-FLNN) uses Chebyshev 
polynomials as the expansion block to enhance the inputs. Chebyshev polynomials, which come 
from solving the Chebyshev differential equations, make an orthogonal set of polynomials. The 
Ch-FLNN models have been successfully applied to system identification [61], function 
approximation [44], and digital communication [45] problems.  
In [62], the FLNN was used to capture the dynamics and temperature–time dependent 
relationship of larva’s food in-take. It was shown that the FLNN yielded better results than 
several conventional models. Moreover, a sensitivity study revealed that the Legendre, 
Chebyshov, trigonometric functions performed better than Laguerre and Hermite functions 
[62].In a recent study [63], the FLNN models based on power polynomials, Laguerre, Legendre, 
and Chebyshev polynomials were devised. Their performances in financial time series 
forecasting were compared, with a term based on moving averaging calculation introduced in 
the expansion unit.  
In [15], the gradient-based BP algorithm was replaced with a modified artificial bee 
colony algorithm to train the FLNN.  The proposed FLNN variant was able to overcome the 
limitations of gradient decent, and achieve better classification rates, as compared with the 
original FLNN. In [16], Harmony search (HS) was integrated with the BP algorithm to improve 
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the learning capability of the original FLNN.  In [17], the original FLNN was trained with 
another meta-heuristic algorithm, i.e., the firefly algorithm. The resulting FLNN was used for 
time series forecasting. The predictive accuracy and processing time were better than those from 
the original FLNN. In [18], an FLNN with a hybrid Particle Swarm Optimization (PSO)-BP 
learning algorithm for data classification was proposed. An improved version of this model was 
developed in succession [14]. The same group of researchers attempted to decrease the 
complexity and computational load of the FLNN by using a GA to select a subset of the input 
features from the original feature space [19]. 
A Functional Neural Fuzzy Network (FNFN) which uses the functional link neural 
network was proposed for solving classification problems in [64].  The FNFN model was able 
to construct its structure and adapt its parameters using an online learning algorithm. The online 
learning algorithm consisted of a structure learning procedure based on the entropy measure, 
while the parameter learning produce was based on the gradient-descent method [64]. Various 
simulation studies were conducted, and the results showed that FNFN performed better than 
other models in classification applications [64]. In  [31] a nonlinear system control using a 
functional link-based neuro-fuzzy network (FLNFN) was presented. The online learning 
algorithm for the FLNFN model, which tackled both structure and parameter learning, was 
similar to that in [64]. The convergence analysis and universal approximation property of the 
FLNFN model were demonstrated in various simulations [31]. In [65] a random vector type of 
FLNN or RVFLNN was incorporated with convolutional network and CRVFL model was 
presented. This model was easy to train in contrast to other ANN model used for visual tracking. 
Moreover it was shown that by using a recursive least square approach the proposed in learning 
algorithm of the model, it can be updated online  Various simulation on the visual tracking 
benchmark using this model showed its favorable performance against state-of–the-art 
methods, and an ensemble CRVFL also proved to be able to further improve the performance.  
In [66], an FLNN-based model was used to predict machinery noise in the mining 
industry. In [17], a benchmark study was conducted to compare an FLNN-based classifier 
against different common classifiers, including kNN (k- nearest neighbour), C4.5 decision tree, 
and the MLP. In [67], a model that combined the Radial Basis Function (RBF)  network and 
Random Vector FLNN (RVFLNN) was presented. The proposed model could improve the 
recognition of words in an English script.  In [66], the prediction capability of the FLNN was 
compared with several statistical models. For this purpose, the problem of predicting the 
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machineries noise in opencast mining, and some common standard noise forecasting models 
were examined.  In [68], the FLNN with trigonometric basis function was adopted to handle 
multi-label classification problems. Enhancing the original input features to a higher order 
space helped to improve the separability of the class boundaries, and solved the major challenge 
in multi-label classification problems.  
A few studies found the FLNN useful in solving differential equations, which are hard 
to solve using the existing mathematical methods. In [69], the FLNN with Chebyshev function 
expansion and the BP algorithm was used to solve a second order Lane-Emden type differential 
equation. The equation has singularity at the origin, which makes it challenging to find the 
answer function around this area. It was shown that Ch-FLNN was effective in solving both 
homogeneous and non-homogeneous Lane-Emden equations. In [70], the Hermite orthogonal 
polynomials were used as the expansion functions in an FLNN. The developed model was used 
to solve another differential equation known as Van der Pol-Duffing oscillator equation.  
Despite many advantage of the FLNN, some issues arise in real-world application of the FLNN.  
One key issue is related to the drastic increase of the number of expanded features, which leads 
to the “curse of dimensionality” [71] problem. As such, some studies addressed this problem 
by selecting an optimal set of original features, and then sending this smaller feature set to the 
functional expansion units for further processing [72]. Table 2.3 shows the summary of the 
works reviewed in this section.  
Table 2.3: Summary of studies reviewed in this section 
Reference  Basis function  Purpose of study 
[63] Power, Laguerre, Legendre, 
Chebyshev FLNN 6 2012 
Forecasting and classification of 
financial time series 
[73] Trigonometric functions Electric load forecasting 
[74] Trigonometric functions Adaptive channel equalization  
[75] Legendre polynomials System identification  
[76] Chebyshev polynomials System identification  
[61] Chebyshev polynomials Solving singular differential equations 
[70] Hermite polynomials Solving singular differential equations 
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[77] Trigonometric functions FLNN model based on differential 
evolution and feature selection for noisy 
data 
[78] Power Polynomials Evolution of functional link neural 
networks 
[32] Trigonometric functions Hybrid GA-FLNN model for 
classification 
[56]  Chebyshev polynomials Improving the FLNN learning procedure 
using the PSO algorithm  
[79] Trigonometric functions Improving  the FLNN learning procedure 
using Harmony search algorithm 
[80] Power polynomial Improving the FLNN learning procedure 
using Bee colony algorithm  
[64] Trigonometric functions Adopting FLNN in a fuzzy network for 
handling online learning tasks 
[31] Trigonometric functions An FLNN neuro-fuzzy network model 
for controlling a nonlinear system (on-
line learning) 
 
 
The curse-of-dimensionality problem of the FLNN constitutes the key motivation of this 
research to devise the rduced-FLNN1 (rFLNN1) and rFLNN2 models in Chapter 3. The 
rFLNN1 model uses the GA to optimize the number of neurons expanding to the output 
neurons. The rFLNN2 model takes the advantage of the simple structure of the FLNN, and uses 
the GA to find the optimal expanded feature set and network weights simultaneously. To 
achieve this, novel reproduction operators including crossover and mutation are introduced in 
Chapter 3. As such the next sections are dedicated to a literature review on EAs used in ANN 
models as well as EA based optimization techniques for feature selection and feature 
extraction.  
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2.4 Evolution of Neural Networks 
Designing ANNs using EAs has become an appealing method to tackle the shortcomings 
of gradient based algorithms such as BP and the constructive or pruning algorithms [81-85] . 
EAs can perform global search for almost all existing ANN types, which do not require gradient 
information.  
The development of EAs is inspired by the natural evolution process. In other words, 
EAs simulate the natural evolutionary mechanisms such as mutation, reproduction, 
recombination and selection in their algorithms. EAs are population-based stochastic search 
algorithms in the sense that they deploy a population stochastically, whereby individuals in the 
population are solution candidates. By starting from an initial population, the solutions evolve 
through multiple generations, where a fitness measure is used to evaluate each individual 
(solution). Individuals and species can be pictured as genotype-phenotype models, where the 
genotype refers to the inheritable information stored in the genes and the phenotype is the 
associated physical expression and properties [86].  
EAs provide well approximate solutions to different problems because they do not 
make any assumption about the underlying search space. As such, in the ANN community, 
many studies have been dedicated to evolution of ANNs by taking advantage of the capability 
of EAs. Two major methods exist [87]. The first uses EAs to find the optimal ANN structures.  
In this case, the fitness evaluation process requires BP or other gradient training method to find 
the weights.  The second evolves the ANN structure and network weight simultaneously.  
The structure evolution method is more common since it usually uses the BP algorithm 
or its improved variants, which are widely studied and well established [34] [85]. A dual 
representation is required to indicate the weight learning process by BP and structure evolution 
by EA. As such, GA-based methods are often adopted to develop these models [88].  
As stated in [85], the fitness evaluation is very noisy in the first method, as it depends 
on the random initial set of weights and other parameters of BP. A solution can be calculating 
the genotype’s fitness by averaging over multiple times with different initializations [89, 90]. 
However, this strategy is effective almost only when the ANN is small, because the 
computational burden increases dramatically with the ANN size. Moreover, the ANN still 
undergoes gradient error optimization, which is prone to the local optima trap problem [53, 85, 
91]. In [92], the population of individuals is grouped into multiple clusters, where the gradient 
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learning method is used to evolve the ANN weights in each sub-network cluster. This strategy 
alleviates the local optima problem partially, but not completely.  
In the second method, both ANN structure and weights are encoded as the genotype. 
This removes the problems relating to BP.  However, devising  an appropriate encoding 
scheme, and finding a proper mapping function that maps such genotype to the phenotype is a 
challenging task [93].  
In [85], a strategy called EPNET was proposed to evolve ANNs. Gradient learning and 
simulated annealing were combined together to provide a framework for ANN evolution. The 
evolutionary part of its algorithm was based on evolutionary programming, and five mutation 
operators were introduced to emphasize the evolving behavior of ANNs. Moreover, the 
evolution targeted to produce parsimonious ANNs. The model was evaluated with various 
benchmark problems, and compact ANNs with good results were demonstrated. In [84], a 
Mutation based Genetic Neural Network (MGNN) was proposed. Specifically, BP was 
replaced by a mutation strategy to address the problems associated with BP. A scheduled 
mutation probability over a range was formulated to improve the performance, as compared 
with just a static probability value. Several experiments using benchmark classification 
problems showed that MGNN had a good generalization ability. In [81], a parameter known as 
the growth probability was proposed to allow evolution of the weights as well as the number 
of hidden neurons. Evolution of the network started from a one- hidden-neuron network.  The 
network could grow by adding one or more hidden neurons. A growth rate based on the 
Gaussian distribution was used to avoid the local minima trap. Various experiments using 
benchmark problems showed good classification accuracy with a low network complexity.  
However, it was difficult to set the mutation probability properly, which affected the learning 
and fine-tuning process. 
  In [82], both parametric and structural mutations were used to evolve ANN weights 
as well as hidden nodes and network connections. Simulated annealing was used to find the 
step size to perturb the weights of a network in the population. Evolutionary programming was 
applied to evolve the structure and weights of the ANN. In [83], evolutionary programming 
was used to evolve feedforward and recurrent ANNs. However, the proposed method did not 
consider a strategy for mutation parameter adaptation, which was required in the process of 
finding the global optimum.  
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Another model proposed in [94] used an improved GA  to evolve the structure and 
weights of ANNs. The model applied floating points to encode the chromosomes and showed 
that as a result the processing time became shorter, since coding and decoding were excluded 
from the process. In [95], simulated annealing was used to control the parametric mutation.  
Five structural mutations were applied to help the evolution of parsimonious ANNs. All of 
these studies were intended to produce compact and well-generalized ANNs.  
Two general categories of methods can be identified in studies on evolutionary ANNs. 
In the first category, the ANN topology is encoded into a chromosome using a direct encoding 
scheme.  In the second category, the encoding process is indirect.  In the direct encoding 
scheme, the ANN structure is encoded directly into a chromosome by using a binary 
representation that indicates the existence of network connections and hidden nodes, e.g. one 
gene for each connection weight in the MLP network [46]. In the indirect encoding method, 
some important ANN parameters, such as the number of hidden layers and number of their 
neurons, are encoded. Other structural parameters of the ANN are found deterministically, or 
are pre-defined [47].  
Implementing a model using the direct encoding method is straightforward. Moreover, 
the search process is more precise and comprehensive. The indirect encoding method reduces 
the length of chromosome. However, it may not provide an appropriate method for finding a 
compact ANN with good generalization ability [47]. The problem of designing ANN is 
normally a multi-objective optimization problem. Since there are multiple objectives such as 
the network topology and its generalization ability should be optimized. As such, Pareto 
dominance, which is commonly used in multi-objective EAs, has become a popular method 
[93]. The computational cost for finding and estimating the fitness of each Pareto front 
increases when there is an increase in the number of objectives to be optimized [96]. Another 
popular method is based on scalarized multi-objective learning [83, 84], which aggregates 
several objectives into a scalar cost function.  
As  optimization is used in this research to deal with the curse of dimensionality in 
FLNN, a review on  EA-based optimization techniques used in feature selection and feature 
extraction is presented in the next section.  
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2.5 Evolutionary Feature selection  
Several studies have investigated the effectiveness of EAs in feature selection. The aim of 
feature selection in classification problems is to obtain some representations of the dataset that 
are more adequate for learning the decision boundaries from that data samples [97]. Generally 
feature selection includes two objectives, namely maximizing classification accuracy and 
minimizing the number of features. both are often conflicting objectives. Therefore, feature 
selection can be considered as a multi-objective problem. On the other hand EAs that use 
population based approaches are effective in handling multi objective optimization problems 
[98]. Various studies adopted different kinds of EAs such as Genetic Algorithm (GA) [99-101] 
, PSO Algorithm [102-104] , Differential Evolution (DE) Algorithm [105] , Ant Colony 
Optimization (ACO) algorithm [106]. According to [107], PSO and GA are the most common 
EAs used for feature selection in classification problems. The feature selection approaches also 
would act as filter, wrapper, hybrid or embedded depending on the way they evaluate fitness 
of their population [98]. In wrapper methods, a classification algorithm is used to evaluate the 
subset of features [107]. Different classification algorithms were used in wrapper methods, e.g., 
SVMs [108-110]; KNN [111-113]; ANNs [114-116]; Decision Tree (DT) [117]; Naïve Bayes 
(NB) [117, 118]. In filter-base methods , different measures from various disciplines are 
adopted for feature selection, e.g., information theory-based measures [119], consistency 
measures [120], correlation measures [113] and distance measures[121] .  
For GA based feature selection methods several enhancements to GAs are available, which 
focus mainly on the search mechanisms, representation, and the fitness function. Some early 
studies on GAs for feature selection are presented in [122] and [123]. Those studies 
investigated the influence of the population size, mutation, crossover, and reproduction 
operators, but with limited experiments. In [124] a bio-encoding scheme in a GA was proposed, 
where each chromosome included a pair of strings. The first string was binary-encoded to 
indicate the selection of features, and the second was encoded as real-numbers to represent the 
weights of the selected features. By combining the proposed method  with an Adaboost learning 
algorithm, the bio-encoding scheme obtained better performance than binary encoding. In 
[125] a new representation was proposed that included both feature selection and parameter 
optimization of a classification algorithm, e.g., an SVM. The length was the total number of 
features and parameters. [115] developed a three-level representation of a GA and MLP for 
feature selection, which indicated the selection of features, pruning of the neurons, and the  
MLP architecture, respectively. These studies in [124], [125], and [115] indicated that 
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combining  feature selection and optimization of a classification algorithm was an effective 
way to improve classification performance since both the data and the classifier are optimized. 
Several studies also proposed improvements of the exploration and local search powers of EAs 
for feature selection. These capabilities are crucial to better handle feature selection problems. 
As an example the GRASP model proposed in [126] involved an iterative process where  each 
iteration compromised two phases of construction and local search. In the construction phase 
a potential solution was created, while its neighborhood was searched in search phase. The 
final solution was the best one found after all iterations. In [127] a new modification to the PSO 
algorithm called Catfish BPSO was proposed for feature selection. In Catfish BPSO a 
competition function was introduced to the individuals by defining the Catfish effect. If the 
fitness could not be improved over a number of iterations, the catfish particles were introduced. 
They initialized new search and opened up new opportunities for finding better solutions at 
extreme positions of the search space and guided the whole swarm to promising regions of the 
search space. Introducing catfish particles in Catfish BPSO algorithm helped avoid converging 
toward a local optimum solution by increasing the exploration power and diversity of its 
population. 
 
In [128] Memetic Algorithm (MA), which consisted of a population based method and a local 
search mechanism to improve the solutions, was used for feature selection. MA utilised the 
advantages of local search as well as exploration of the search space to find effective and 
accurate feature subsets. In [98] a multi-modal optimization method was used for feature 
selection. It considered that the optimal subset of features might not be unique for the problem. 
Dynamic Fitness Sharing (DFS), local best PSO variants and GA_SN_CM, were proposed for 
feature selection with several benchmark data sets. The obtained results were compared with 
those from some well-known heuristic methods for feature selection using statistical analysis 
methods. The comparison results indicated the effectiveness of the proposed method. 
 
In [129] a binary ABC algorithm was proposed for feature selection and its performance was 
statistically compared with common EA- based feature selection techniques with 10 benchmark 
problems. The proposed algorithm could converge more quickly, with less computational 
expenses. 
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In the following the GA is described in detail, as it is used for secondary features selection as 
well as optimization of the network parameters (weights) in the FLNN-based models in this 
research.  Table 2.4 summarizes the EA based optimization techniques of the reviewed 
literature.  
 
Table 2.4 Summary of papers on Evolutionary feature selectionation  
Reference  EA technique for feature selection  
[77] A GA with mixed binary and real valued encoding 
[83] A three level GA to handle feature selection, parameter 
optimisation and pruning of a MLP   
[129] Dynamic Fitness Sharing, local best PSO, GA_SN_CM 
models for dealing with feature selection as a 
multimodal optimization problem 
[128] Memetic Algorithm (MA), used local search approach 
[127] Catfish BPSO, add new search areas to the extreme 
position of the search space 
[126] GRASP, uses local search power of the EAs 
[129] A binary ABC algorithm based on advanced similarity 
scheme for feature selection 
 
 
 
Genetic Algorithm: The GA is a well-established EA invented by John Holland at University 
of Michigan. The design of GA, like ANNs, was inspired by the processes occurring in nature. 
The GA has been theoretically and empirically shown to perform consistently in complex 
search spaces [93]. The rationales behind the GA come from natural genetic processes. It 
involves terms such as gene, chromosomes, offspring, generation, crossover, and mutation. The 
GA begins with generating a random population of chromosomes (individuals) as the initial 
solution. A fitness or evaluation function, which reflects the problem objectives, is defined to 
determine the fitness of individuals in the population. During the process, the GA selects some 
chromosomes according to a particular criterion on the fitness value, and dismisses other 
chromosomes. 
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The GA progresses by developing offspring using reproduction processes. They are known as 
crossover and mutation that recombine and develop a new generation. As a result, a number of 
generations are iterated until the GA converges to the best solution, or stops when a given 
stopping criterion is reached. The main GA characteristics can be described as follows [93]. 
 Since the GA performs a stochastic search and does not require gradient information, it 
is an effective way for finding the global optimum solution of most problems, whether 
the corresponding function is differentiable or not. 
 The GA is a multi-point search method.  In other words, it considers multiple points in 
the search space simultaneously. As a result, the chance of finding the global optimum 
solution increases, and the probability of being trapped in local optima decreases.  
 The GA is a robust method in the sense that it does not require information about the 
structure or parameters of the problem [117]. Therefore, it can be applied to almost all 
types of ANNs. 
The pseudo-code for the GA is presented in Figure 2-6. 
 
Figure 2-6: Pseudo code for standard GA algorithm 
 
1: begin 
2: Initialize population of individuals 
3: Evaluate the fitness of each individual 
4: while (not termination criterion) do: 
5: Select the best individuals and send them to GA operators 
6: Evaluate the fitness of new individuals from GA operators 
7: Replace the least fit individuals by the best new individuals 
8: end while 
9: end 
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2.6 Remarks on Evolutionary methods  
Optimization of ANN structure is one of the major research directions. Methods that 
employ constructive and pruning algorithms are basically hill climbing schemes, which search 
for structural subsets. EAs can be effectively employed not only for optimizing ANN 
structures, but also for optimizing the ANN weights. However, when an EA method is 
combined with a gradient based method, the fitness evaluation process can become noisy [47]. 
A method to tackle this problem is to find both the weights and structural parameters by 
evolution.  
In this research, firstly, a well-known EA, namely the GA is combined with BP, and used 
to develop a parsimonious FLNN-based model. Then, the proposed model is further enhanced 
in a way that the FLNN structure and weights are optimized simultaneously. The proposed 
models are explained in detail in Sections 3.2 and 3.3.  
 
2.7 Ensemble Methods 
In cases of more complicated classification problems, it is difficult for a single classifier 
to properly find the underlying mapping function based on the complex input features. 
Moreover, in overlapping or unbalanced data sets, it becomes harder for a learning model to 
generalize well. A useful method to improve the performances of individual classifiers in 
dealing with such problems is to design an ensemble of classifiers. Ensemble models employ 
a group of classifiers, rather than an individual classifier, for decision making, and select the 
best one or combine the decisions from all classifiers to reach a final decision. Figure 2.8 shows 
an ensemble structure comprising multiple classifiers.  In essence, an ensemble method benefits 
from utilizing a group of learners [40].  
An interesting issue in the research concerning classifier ensembles is the way they are 
combined, and the ways to combine the decisions of constituent classifiers. If only the labels 
are available, majority vote is the most commonly used method [14], [9]. Sometimes, label 
ranking can be used [2], [13]. If continuous outputs like posteriori probabilities are supplied, 
an average or some other linear combination methods are available [11], [23], [25], [33]. All 
these depend on the nature of the input classifiers and the feature space whether this can be 
theoretically justified. In [130], a theoretical framework for most common combination 
methods is provided.  
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Consider 𝑥 𝜖 ℝ𝑛 is the 𝑛 −dimensional feature vector of the test sample, and consider 
Ω = {𝜔1, 𝜔2, … , 𝜔𝑀} represents the set of classes. The output of a classifier can come in three 
forms as follows [40] : 
 The class label; as such, the classifier can be represented as the mapping function, 
i.e. 
𝜓1 ∶  ℝ
𝑛 →  Ω 
 A set of ranks given to each classifier in Ω, i.e. : 
  
𝜓2 ∶  ℝ
𝑛 → ℘( Ω) 
where ℘( . ) is a permutation of class labels, {𝜔1, 𝜔2, … , 𝜔𝑀}.  
 Quantitative degrees of classifier membership to each class: 
𝜓3 ∶  ℝ
𝑛 → [0,1]𝑀 
A combination method can be chosen, depending on which type of output is available. The 
voting method is applicable to any kind of classification output [131]. Having a set of 
independent classifiers, which their accuracy scores are more than 50 %, the more individual 
voters used, the higher the ensemble accuracy, which is limited by the optimal Bayesian 
accuracy [132]. Despite its simplicity, voting has been shown to perform reasonably in several 
problems [132]. 
Besides modifying standard MLP, different ANNs have been also proposed to alleviate 
the issues related to MLP. Functional link neural networks (FLNN) are one of these networks 
which was originally proposed by Klassen and Pao [12]. In designing a FLNN learning of the 
network can be formulated in the form of quadratic optimization [133], moreover the number 
of hidden layers and hidden neurons are not un-known parameters. Another advantage of 
FLNN over the standard MLP is its capacity to be used in on-line learning applications.  Next 
section describes the FLNN and reviews most prominent related works.  
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Figure 2.7: Schematic representation of an ensemble classification system. Decisions from 
individual classifiers are combined to generate the final decision 
 
 
A number of studies have investigated the case of implementing a combination process 
for the ranked outputs, e.g [132], while many studies on ensemble and combination methods 
address the third type of outputs. Different aggregation schemes can be implemented for 𝜓3 
type of outputs. Because of the flexibility of fuzzy set theory, there exist a vast number of 
aggregation operators that resemble human rationale for decision fusion [134, 135]. 
The Behavior-Knowledge Space (BKS) is a combination method that can effectively 
aggregate the outputs of an ensemble of classifiers. The BKS method for combining multiple 
classifiers was proposed in [136] for hand written numerals recognition tasks. It has been used 
in different applications after that [42, 137, 138]. One of the advantages of BKS is that it does 
not require the assumption that all classifiers are independent, since independency of individual 
classifiers is unlikely to hold in many applications. In [136], it has been shown that the BKS 
method outperforms some common decision combination methods, e..g majority voting, 
Bayesian and Dempster-Shafer methods in unconstrained hand written numerals recognition. 
However, for the BKS method to generate good results, a representative training data set is 
necessary.  In [137], the BKS method was used to integrate the decisions of multiple ANNs in 
online classification tasks. The BKS method outperformed the voting and Bayesian 
combination methods, as shown in a number of empirical evaluations.  
Decision Combination  
Classifier 1 Classifier 2 Classifier N … 
Decision 1 Decision 2 Decision N 
Final decision 
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In the ANN community, neural network ensembles (NNEs) have been developed for 
classification [85, 139-142]. The general aim of using an ANN ensemble is to tackle the 
limitations of single individual networks. Since each network is prone to making errors from 
one realization to another, their outputs can be combined in such a way that the effect of these 
errors is minimized. NNEs as a learning paradigm originates from [143]. The research therein 
showed that the generalization ability of an ANN could be improved through combining several 
ANNs. In [144], it was shown that averaging in ensemble learning can effectively reduce the 
variance, rather than bias, of the network errors. 
 
2.7.1 Related Studies on Ensemble Methods 
NNE models were established in different ways. In some studies, NNE has been used 
for feature selection and for finding the subset of input features that represents the problem 
appropriately [145]. Bagging and boosting algorithms [146, 147] are methods that have been 
widely used for developing ensemble learning systems, including NNEs, for solving different 
problems. In bagging, an ensemble of classifiers is generated by resampling with replacement 
(referred to as bootstrapping) from the original samples.  Each “bag” of the samples is presented 
to a learner in the ensemble. Boosting, on the other hand, uses all samples in each repetition, 
but assigns different weights to different training samples. Boosting algorithms differ from 
each other based on their weighting strategy.  By adjusting these weights, boosting forces a 
classifier to focus on different samples and, therefore, generates the required diversity of the 
underlying learners.  Both bagging and boosting utilise voting to combine individual 
predictions. 
In [148], an empirical comparison of bagging and boosting algorithms using several 
classification data sets was conducted. It showed that boosting performed better on most data 
sets than bagging, but not in all cases. In [149], an ensemble made of k-nearest neighbour 
classifiers was proposed. A method based on the multiple features subsets (MFSs) was applied 
to combine individual decisions. In the proposed model, each constituent classifier had access 
to a randomly selected subset of features. Different sampling strategies were used to select 
subsets, e.g. sampling with replacement and sampling without replacement.  The final decision 
was reached using a simple voting method. In [150], an ensemble processing combination 
model was used to substitute multiple feature subsets in [149]. The proposed model used 
different distance functions for the k-nearest neighbour classifiers to improve their 
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performances [150]. The weights of the distance function were optimally found using the GA. 
The final decision was reached by s simple voting method. 
In [151], a new method for selecting and adding members to the NNE was proposed.  
The proposed algorithm looked for a new potential member that was at least partially anti- 
correlated to the previous ensemble. In [152], a model based on switching between selection 
and fusion was proposed for combining multiple classifiers. A statistical inference method was 
used to perform the switching process. Classifier selection was applied to the feature space 
covered thoroughly by at least one good classifier, and was denoted as Clustering-and-
Selection (CS). A classifier fusion was then applied to the remaining feature space using the 
Decision Template (DT) method. The combination model was known as CS+DT, and it aimed 
to increase the accuracy rate by combining the outputs of a group of trained classifiers [153]. 
In [154], a new ensemble that used an online Bayesian learning scheme was proposed.  
The proposed model used a linear logistic regressor as the base classifier with Bayesian 
learning for regression, while the Randomly Varying Coefficient model [155] was used to build 
the ensemble classifier. The combining method used was majority voting or linear aggregation 
of the predictions. Linear combination of votes was used at the regression level of the model.  
The aim of the proposed model was to produce an efficient ensemble with online, real-time 
learning ability[154, 155]. 
In [156], an extension to the weighted majority method was proposed. In the proposed 
model, the Dynamic Weighted Majority (DWM) scheme was deployed.  The concept drift 
method was exploited to add or remove weighted experts based on changes in the performance. 
Four mechanisms were incorporated into DWM to introduce the concept drift into the proposed 
model, i.e., using online learning to train the learners in the ensemble; weighting the learners 
by reducing or adding weights to the expert based on performance; removing bad experts; and 
adding a new expert based on the global performance of the ensemble. The aim of the DWM 
method was to function as a general algorithm that could support any online learning algorithm 
for problems with the concept drift [156]. 
In [157], a new framework of classification ensemble for text classification was 
introduced. It included a systematic distributed ensemble model based on kernel based 
classifiers such as Support Vector Machines (SVM) and Relevance Vector Machines (RVM). 
The aim was to address a major challenge in text classification task known as “overload of 
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digital texts and the growth of algorithms’ complexity”. Kernel classifiers as member of the 
ensemble were built with different baseline kernels. The combination method was designed 
using the principles of partitioning, communication, agglomeration, and mapping to define and 
optimize a graph of dependent tasks [157]. 
In [158], a Weight-Adjusted Voting for Ensembles of classifiers (WAVE) was 
proposed. The WAVE model served as an example of weighted voting classification ensemble 
methods. It deployed two types of weight vectors. The first was a weight vector of classifiers, 
which identified better classifiers by assigning higher weights for classifiers that could perform 
better on hard-to-classify instances. The second was a weight vector of instances, which 
assigned higher weights to hard-to-classify observations [158]. The aim of the WAVE model 
was to evaluate the performance of students by giving assigning higher weights (scores) to 
students who could solve more difficult problems  [158]. 
In [159], a sparse ensemble model using Linear Programming (LP) techniques was 
presented. It used LP to perform linear weighted combination. The model deployed the sparse 
weight vector to combine the continuous outputs from all classifiers. It was able to adapt both 
hinge loss and/or 1-norm regularization in LP problems that induced a sparse solution in 
machine learning [159]. Each classifier was given a weight value, which could be zero or non-
zero. The classifiers with non-zero coefficients played a role in the ensemble by selecting an 
optimal subset of classifiers in the pruned ensembles. Selecting an optimal subset resulted in 
less memory requirement and, therefore, improved the test speed [159].  
A novel sentiment classification method was proposed in [160]. The proposed model 
used the BKS to combine the individual classifiers’ decisions. The model was considered a 
heterogeneous ensemble model as it combined two types of supervised and unsupervised 
learning algorithms into one ensemble. The resulted ensemble model had two supervised and 
two unsupervised learning algorithms (four learning algorithms). The proposed heterogeneous 
ensemble showed good performance in document level sentiment classification problems 
[160]. 
A summary of the reviewed studies is presented in Table 2.5. 
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Table 2.5: Summary of papers on Ensemble classification methods 
Reference  Description of proposed model 
[149] A multiple Feature Subsets (MFS) strategy  to combine kNN 
classifiers, whereby different sampling methods are employed to 
select different subsets of features 
[151] A learning algorithm for neural network ensembles  
 
[150] kNN classifier ensemble, where the GA is used to find weights of 
the distance function  
[152] Switching between classifier selection and fusion by using 
statistical inference  
[157] An ensemble of different kernel classifiers (namely SVM and 
RVM)  
[158] A weight-adjusted voting ensemble (WAVE) method for 
classification  
[159] Linear programming (LP) for sparse weight vector for sparse 
ensembles  
[160] A Behavior-Knowledge Space (BKS) ensemble method  
 
 
2.8 Remarks on Ensemble Methods  
As explained in Section 2.3, the FLNN is a useful ANN for undertaking data 
classification problems. Therefore, it is worthwhile to conduct further research for enhancing 
its learning algorithm and improve its performance. To minimize the classification errors, one 
useful way is to deploy a group of classifiers for decision making, i.e., combining all 
predictions, instead of using only single classifier to make the final decision. The focus of an 
ensemble method is to use the decisions of a group of individual classifiers and combine them 
in some way to reach a final decision. As reported in the literature, the combination of multiple 
classifiers in an ensemble leads to more reliable and accurate predictions for both supervised 
and unsupervised learning problems [40] [160-162]. 
Classification ensemble methods have been shown as an effective technique to improve 
classification performance in several studies [40, 150, 163]. They generally can be divided to 
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three groups based on the combination scheme: classifier level, feature level, and data level 
[153].  In [40], numerous combination functions such as majority voting, weighted majority 
voting, maximum/minimum/sum/product, fuzzy integral, Dempster-Shafer, and decision 
templates have been presented. An ensemble can be formed in several ways based on the 
diversity in terms of the individual classifiers and the type of training samples. In other words, 
it is possible to form an ensemble by the use of multiple copies of the same classifier and vary 
the input data among them based on some criterion, or use a group of different classifiers that 
all receive the same data for training. Some of the well-known ensemble methods are: Bagging, 
Random Forest, Boosting, AdaBoost, Stacked Generalization, and Mixture of Experts [40].  
Combining ensemble learning and EA-based methods is an active research area [158, 
164, 165]. The general methods in the related literature can be grouped into three major 
approaches.  The first is to apply EA-based methods to improve feature extraction and/or 
selection part of the underlying model, and to use ensemble methods to generate the final 
decision.  The second is to use EA-based methods for their individual learning in an ensemble 
model.  The third is to use EA-based methods to evaluate the goodness of each member of the 
ensemble, and exploit this knowledge to develop a more data-sensitive combination rule for 
the ensemble model. Many studies have used the MLP as the based learner in the NNE design. 
However, generating FLNN-based ensemble has received little attention, which is one of the 
key contributions of this research.   
Generally, the FLNN with different basis functions offer different knowledge about the 
problem. In other words, they project the original space of the features into different new 
spaces, based on their set of expansion functions. Moreover, some studies have showed that an 
ensemble of shallow networks is able to yield better performance than a single deep network 
[131]. This constitutes the motivation of this research to investigate an ensemble of FLNNs for 
data classification. In the proposed method, FLNN-based models with different basis functions 
constitute the individual member of ensemble, while each individual FLNN-based model 
exploits the benefit of the GA during its learning phase.  
Using several ANNs instead of only one is a popular ensemble research direction. 
Bagging and boosting are two ensemble learning algorithms, which explicitly sample the 
training data for each ANN in the ensemble to maximize the diversity among the ensemble 
individuals. There is another group of ensemble models that does not create separate training 
sets for each ANN in the ensemble like what the Bagging or boosting does.  They, instead, use 
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ANNs with different structures and/or different parameters as the individuals.  All of these 
models have been shown to perform better than using a single ANN [161, 166] 
 However, investigations on FLNN-based ensemble models is new. Therefore, a rigorous 
research is conducted in this thesis to find a better ensemble learning method for FLNN-based 
models.  The BKS is a combination method that can effectively aggregate the output of multiple 
classifiers.  However, the BKS method has the shortcoming of rejecting test samples due to 
ambiguity. The OWA averaging operator can exploit the outputs from individual classifiers 
and the BKS knowledge to generate predictions for test samples rejected by the BKS method.  
Therefore, this research focuses on how to combine the BKS with OWA for formulating an 
effective FLNN-based ensemble model for tackling data classification problems. 
 
2.9 Chapter Summary 
The background information of related techniques used in this research, which include 
the MLP, FLNN, evolutionary models and ensemble methods, has been described in this 
chapter.  In addition, a literature review on the FLNN networks, evolutionary networks and 
ensemble methods has been presented. It is clear that the FLNN is one of the useful ANNs for 
data classification, which has less computational complexity. Some studies have been carried 
out to further improve the FLNN performances. However, some limitations still exist, e.g. those 
that are directly related to high dimensionality due to expansion in the FLNN, as well as those 
that are common among feedforward networks such as MLP and FLNN, e.g. the local optimum 
trap in BP learning, and noise tolerance capability. This research aims to address these 
shortcomings in the FLNN.  
An effective alternative for optimising ANN structures is evolutionary methods. EAs 
with their global search capability provide a suitable framework for developing ANNs. 
However, when the ANN structure is complicated, designing an efficient EA model can be 
hard. Moreover, it may be expensive in terms of time and/or computational burden. As the 
FLNN has a simple one layer structure, the GA is investigated in this research to optimise first 
the structure, and then both structure and weights in two proposed FLNN-based models.   
An effective method for enhancing the performance of a single classifier is devising an 
ensemble of classifiers. From the literature, many ensemble schemes have been proposed to 
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combine multiple predictions and to provide the best final decision from a set of classifiers.  
This constitutes an efficient method to improve the overall classification performance. As such, 
an ensemble of FLNN-based model has been proposed in this research.  The details of the 
evolutionary and ensemble FLNN-based models proposed in this thesis are presented in the 
next chapter.  
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 Research Methodology 
The FLNN serves as a supervised classifier. In the FLNN, the dimensionality of the input 
space is increased by applying function expansion to the input vector.  As a result, the decision 
boundaries generated by the FLNN provides a greater discriminating capability of the input 
patterns.  A major property of the FLNN is its simple, single layer structure. Choosing an 
appropriate set of basis functions is the key in designing FLNNs. Polynomial terms, 
trigonometric functions, Legendre polynomials, and Chebyshev polynomials are the four 
commonly used basis functions to expand the input patterns [56, 63, 167].  In the first section 
of this chapter, FLNN classifiers using these basis functions are studied for classification using 
a series of benchmark problems. 
As discussed in Section 2.3, while the simple structure of the FLNN makes it a fast 
learner, its structure may not be optimized for a given problem. In other words, its structure 
contains a number of redundant nodes and links.  To address this problem an evolutionary 
method is considered in this research.  Specifically, a GA-based FLNN model is proposed in 
Section 3.2.  The resulting model is known as rFLNN1. The GA is used to generate an 
optimized structure of rFLNN1, while the weights are learnt using the BP algorithm. The 
rFLNN1 structure is reduced, as compared with that of the original FLNN. In addition, a 
scheme that optimizes both FLNN structure and weights simultaneously is proposed in Section 
3.3. The resulting model is known as rFLNN2. 
Both rFLNN1 and rFLNN2 aim to produce optimized FLNN models for classification.  
However as the difficulty of the problem grows, for example in the case of noisy data, a single 
FLNN model may not be very efficient. Ensemble models offer an effective method to improve 
ANN performance for different tasks.  As a result, an ensemble model utilizing different 
rFLNN2-based classifiers is devised in Section 3.4. Diversity is created by considering 
different basis functions in individual rFLNN2s.  A decision combination method based on the 
Behavior Knowledge Space (BKS) is adopted with a modified ordered weighted aggregator 
(OWA).  A series of empirical evaluations is conducted to demonstrate the effectiveness of the 
ensemble model in undertaking noisy classification problems. The details are presented in 
section 4.4. 
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3.1 Functional link neural networks with different basis functions 
For the FLNN models used in this research, the 𝑡𝑎𝑛ℎ(. ) function (Table 2.1) is selected 
as the activation function of the output nodes: 
 
  𝑦 ̂𝑗 = 𝑡𝑎𝑛ℎ (𝑧𝑗)      (3-1) 
 
From Equations (2-4) and (2-5), it is clear that to exploit the FLNN outputs, only one layer of 
weights is required to be learnt. Considering the BP algorithm for a single layer of weights, if 
𝑒(𝑘) = 𝑦(𝑘) − 𝑦 (𝑘) is the error at the 𝑘th time step, and 𝑡𝑎𝑛ℎ (. ) is the activation function of 
the output nodes, the update rule for the FLNN weights becomes: 
  𝑤(𝑘 + 1) = 𝑤(𝑘) + 𝜇𝛿(𝑘)𝜑(𝑥𝑘)    (3-2) 
 
where 𝑘 denotes the 𝑘th time step, and δ(𝑘) = (1 − 𝑦2)𝑒(𝑘). 
Four types of FLNNs are developed using four different expansion functions to enhance 
the original input features in this research.  They are the FLNN with the polynomial basis 
function (denoted as p-FLNN), trigonometric basis function (tr-FLNN), the Legendre basis 
function (Le-FLNN), and Chebyshev basis function (Ch-FLNN). All FLNNs are trained using 
BP algorithm.  Figure 3.1 shows the structure of each FLNN model, while Figure 3.2 shows 
the pseudo-codes of each respective model. 
In terms of the number of expansion terms, the guideline in [48] is followed. 
Accordingly, higher-order terms beyond the second order are not required for most of the 
problems. In [168], it has been mentioned that polynomial expansion up to a degree higher than 
2 leads to the risk of over-fitting in FLNNs. In case of the trigonometric basis functions, the 
terms up to {𝑠𝑖𝑛 2𝜋𝑥, 𝑐𝑜𝑠2𝜋𝑥} are kept in the expansion unit.  The set of functions to enhance 
the input 𝑥 in each FLNN model are as follows: . 
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Figure 3.1: Structure of FLNN models with different basis functions used in this work 
  
  
  
     
𝑥1 
𝑥2 
𝑥0 
P
o
ly
n
o
m
ia
l E
xp
an
si
o
n
 U
n
it
  
  
𝑤0 
𝑤𝑁 
𝑤1 
𝑥1. 𝑥2 
... 
𝑥1 
𝑥2 
𝑥1
2 
1
𝑥2
2 
𝑦  
  
  
  
     
𝑥1 
𝑥2 
𝑥0 
Le
ge
n
d
re
 (
C
h
e
b
ys
h
ev
) 
Ex
p
an
si
o
n
 U
n
it
  
  
𝑤0 
𝑤𝑁 
𝑤1 
𝐿1(𝑥1)(𝑜𝑟𝑃1(𝑥1)) 
. . . 
𝑥1 
𝑥2 
𝐿2(𝑥1)(𝑜𝑟 𝑃2(𝑥1)) 
𝑦  
𝐿2(𝑥2)(𝑜𝑟 𝑃2(𝑥2)) 
r𝐿1(𝑥2)(or 𝑃1(𝑥2)) 
  
  
  
     
𝑥1 
𝑥2 
𝑥0 
Tr
ig
o
n
o
m
et
ri
c 
fu
n
ct
io
n
al
 E
xp
an
si
o
n
 U
n
it
  
  
𝑤0 
𝑤𝑁 
𝑤1 
𝑠𝑖𝑛(𝜋𝑥1) 
. . . 
𝑐𝑜𝑠(𝜋𝑥1) 
𝑠𝑖𝑛(𝜋𝑥2) 
𝑐𝑜𝑠(𝜋𝑥2) 
𝑥1 
𝑥2 
𝑦  
40 
 
 
 
 Power polynomials of p-FLNN 
The following power series terms are used to enhance each input feature x: 
  𝜑(𝑥) = {𝑥, 𝑥2, … , 𝑥𝑛}       (3-3) 
1: Begin 
2: Initialize weight values   𝑊 = [𝑤𝑖] randomly from the range [-1  1] 
3: Make the functional block as: 
(for p-FLNN:) 
 𝑋𝑖=[1, 𝑥1, 𝑥1
2, 𝑥2, 𝑥1𝑥2, 𝑥2
2, … ] 
(for tr-FLNN:) 
𝑋𝑖 = [1, 𝑥1, 𝑠𝑖𝑛 𝜋𝑥1 , 𝑐𝑜𝑠 𝜋𝑥1, sin 2𝜋𝑥1 , 𝑐𝑜𝑠2𝜋𝑥1, 
𝑥2, 𝑠𝑖𝑛 𝜋𝑥2 , 𝑐𝑜𝑠 𝜋𝑥2, sin 2𝜋𝑥2 , 𝑐𝑜𝑠2𝜋𝑥2, … ] 
(for Le-FLNN:) 
𝑋𝑖=[1, 𝑥1, 𝐿2(𝑥1), 𝑥2, 𝐿2(𝑥2), … ] 
(for Ch-FLNN:) 
𝑋𝑖=[1, 𝑥1, 𝐶2(𝑥1), 𝑥2, 𝐶2(𝑥2),… ] 
 
4: Calculate the output of the system   : 
𝑧𝑖 =  𝑋 ∗ 𝑊 
5: Calculate the error of the system :  
𝑒𝑖 = 𝑦𝑖 − 𝑦?̂? 
Where 𝑦𝑖 is the desired output and the 𝑦?̂? is he actual output of the system. 
6: while (the error is not within the limit or the maximum iteration (𝑘 maximum ) isn’t met) do: 
7: Update the weights as: 
𝑤𝑖(𝑘 + 1) = 𝑤𝑖(𝑘) + 𝜇𝛿(𝑘)𝜑(𝑥𝑘) 
8: end while 
9: End 
Figure 3.2: Pseudo code for FLNN 
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 Trigonometric functions of tr-FLNN 
For tr-FLNN, the function expansion unit that enhances input feature 𝑥 is as follows: 
𝜑(𝑥) = {𝑥, 𝑠𝑖𝑛 𝜋𝑥 , cosπx, sin2πx, cos 2𝜋𝑥,… ,    (3-4) 
sin 𝑛𝜋𝑥, cos 𝑛𝜋𝑥}   
 Legendre polynomials of Le-FLNN 
In Le-FLNN, the Legendre polynomial functions of feature 𝑥 is calculated. The Legnedre 
polynomials are the solutions to the Legendre differential equation. They are orthogonal for 
−1 ≤ 𝑥 ≤ 1 . The first few Legendre polynomials are given by: 
  
{
 
 
𝐿0(𝑥) = 1                        
𝐿1(𝑥) = 𝑥                          
𝐿2(𝑥) = 1/2(3𝑥
2 − 1)   
𝐿3(𝑥) = 1/2(5𝑥
3 − 3𝑥) 
      (3-5) 
 
where higher order terms can be obtained using the following recursive formula: 
  𝐿𝑛+1(𝑥) =
1
𝑛+1
   [(2𝑛 + 1)𝑥𝐿𝑛(𝑥) − 𝑛𝐿𝑛−1(𝑥)]   (3-6) 
 
As such, the enhanced input of Le-FLNN is:  
  𝜑(𝑥) = {𝑥,
1
2
 (3𝑥2 − 1),… , 𝐿𝑛}       (3-7) 
 
 Chebyshev polynomials 
Chebyshev polynomials are the solution to the well-known Chebyshev differential equation. 
They are orthogonal for −1 ≤ 𝑥 ≤ 1.  The first few polynomials are as follows:    
 
  
{
 
 
𝐶0(𝑥) = 1             
𝐶1(𝑥) = 𝑥               
𝐶2(𝑥) = 2𝑥
2 − 1   
𝐶3(𝑥) = 4𝑥
3 − 3𝑥 
        (3-8) 
 
42 
 
The higher Chebyshev polynomials can be generated by using the recursive formula: 
  𝐶𝑛+1(𝑥) = 2𝑥𝐶𝑛(𝑥) − 𝐶𝑛−1(𝑥)      (3-9) 
 
The enhanced input 𝑥 with the Chebyshev polynomial expression is as follows: 
  𝜑(𝑥) = {𝑥, (2𝑥2 − 1),… , 𝐶𝑛}     (3-10) 
 
In all FLNNs, all input vectors are normalized between 0 and 1. The normalized inputs 
are enhanced by undergoing the expansion unit. The initial value of weights are generated at 
random. Then the weighted summation of the expanded features becomes the argument of the 
activation function of the output node. The output of the network is obtained using Equation 
(3-1). The BP algorithm is used to update the FLNN weights[𝑊].  
 
3.2 The Proposed rFLNN1 Model 
Despite its simplicity, the FLNN generates a large number of expanded units, many of 
them usually do not contribute toward discriminating different target classes. As an example, 
in the case of p-FLNN, the expanded input features grow according to [78]: 
  
(𝑚+𝑛)!
𝑚!𝑛!
       (3-11) 
 
where 𝑛 is the number of original input features and 𝑚 is the highest degree of polynomials 
considered for expansion. For most real-world problems, this leads to a large input dimension 
even if it is expanded up to a degree of 2. It affects the FLNN performance, as well as increases 
its computational burden.  This is the first issue tackled in this research. 
Several studies in the literature [32, 55, 169, 170] have attempted to reduce the FLNN 
complexity by using different feature selection strategies.  The aim is to reduce the original 
input features before expansion. However, this method eliminates certain original features. 
This is a shortcoming because, while an original feature by itself may not be important in 
constructing a decision boundary, its expanded, higher order terms may be useful in building 
the decision boundary in the expanded feature space. 
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 On the other hand, since the FLNN expands all features in the same way, it is expected 
that a number of expanded features are redundant, therefore increasing its computational cost 
and comprising its performance. Moreover, it is expected that different expanded features have 
different importance. Embedding a suitable feature selection method after the expansion 
process, instead of focusing on feature selection in the original feature space, can tackle the 
highlighted shortcoming. As a result, the feature selection algorithm can search through both 
the expanded and original features. This allows the expanded features to be used for 
constructing the decision boundary, even when their corresponding original features are 
eliminated after the feature selection procedure. 
As an example, consider the synthetic circle-in-the-square classification problem. The 
original predictive features of an input sample are the two position variables in the x-y plane, 
{𝑥1, 𝑥2}, while the class attribute indicates whether the sample falls inside or outside the circle 
within a unit square, where the area of the circle is half the unit square. A total of 1000 samples 
of this problem are represented in Figure 3.3. This problem is clearly a linearly non-separable 
classification problem.  
Considering the enhanced features using the polynomial basis function up to degree 2, 
i.e. {𝑥1, 𝑥2, 𝑥1
2, 𝑥1𝑥2, 𝑥2
2}.  It is easy to know that the {𝑥1
2, 𝑥2
2} subset of the expanded features 
is enough to linearly separate the two classes (Figure 3.3). By dismissing any of the original 
features {𝑥1, 𝑥2}, none of its derivatives  would show up in the expanded space. On the other 
hand, in the expanded input space, two features are sufficient to separate the two classes, and 
others are redundant.  
To tackle this issue, in rFLNN1, the GA is used to optimally select the expanded features. 
While other optimization algorithms such as PSO [171], Bee colony [80], and harmony search 
algorithm [79] are also applicable, this research initially uses a standard GA owing to its 
capabilities in feature selection as well as parameter and structure optimization of ANNs[124] 
The standard GA is then modified and adopted in a way that leads to rFLNN2.  For this purpose, 
modified chromosomes and the reproduction operators i.e. cross-over and mutation, are 
introduced. 
Figure 3.4 shows an example of a typical chromosome and the associated FLNN 
topology in rFLNN1 model. A binary chromosome representation is used. Each gene of the 
chromosome contains 0 or 1. The gene values determines the presence (the value of 1) or the 
absence (the value of 0) of the particular expanded feature. In each round of evaluation of a 
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chromosome, the BP algorithm is executed to find the network weights.  Figure 3.5 shows the 
pseudo-codes of rFLNN1, while Figure 3.6 shows the structure of rFLNN1. 
 
 
Figure 3.3: Data representation of circle-square classification problem (left), same problem 
in  {𝑥1
2, 𝑥2
2}  space (right) 
 
 
0 0 1 0 1 
     
 
Figure 3.4 : A chromosome and corresponding network in rFLNN1 
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Figure 3.5:Algorithm description of rFLNN1 
Algorithm:  the reduced FLNN (rFLNN1) 
Input:  
a. Population Size: N pop 
b. Stopping criteria: total number of generations  
c. Number of elite chromosomes N elite 
d. Crossover rate  
e. Mutation rate  
f. Trade off factor : 𝛾 
g. Training patterns  
Output:Trained FLNN with optimised architecture 
Begin:  
Division of data set 
The dataset is divided into two parts: training and testing  
Generate expanded representations 
Enhanced features are generated for each training pattern using the predefined set of  
basis functions  
Initialization  
Generate N pop binary chromosomes for the initial generation at random. 
For each chromosome:  
Backpropagation learning  
Tune the weights of the corresponding architecture using the BP algorithm 
Calculate fitness value  
Calculate fitness value of each individual using Equation (3-12 ) 
Termination criteria  
Check if the stopping condition (maximum number of generations), if it is not  satisfied 
proceed to the next step  
Generate new population 
N pop new chromosomes are generated using the selection, mutation, and crossover 
operators 
end 
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Figure 3.6: Topology of the rFLNN1 model 
 
 As described in Section 2.5, to use the GA in solving a problem, an appropriate fitness 
function is required.  The fitness function in rFLNN2 evaluates the goodness of a chromosome 
by considering two factors:  classification performance and network complexity.   This fitness 
function is formulated as follows: 
𝑓(𝑐ℎ𝑖) = 𝐸 + 𝛾 
𝜇
𝐹
       ( 3-12)  
in which 𝐸 is the classification e  encoded by chromosome 𝑖 (𝑐ℎ𝑖); 𝜇 is the number of selected 
expanded features from  the total number, 𝐹; and 𝛾 is a trade- off factor between 0 and 1.  To 
ensure that classification accuracy is preferred to network structure,  𝛾 is set 0.01  in rFLNN1.  
 
3.3 The Proposed rFLNN2 Model 
In essence, it is possible to combine both processes of weight tuning and expanded 
feature selection as one optimization task. As stated earlier, one advantage of the FLNN as 
compared with other ANNs, especially the MLP network, is that it has only one layer of tunable 
weights. By exploiting this advantage, the rFLNN2 model is proposed. Figure 3.7 shows the 
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rFLNN2 structure.  Similar to rFLNN1, the GA is employed to undertake both weight tuning 
and expanded feature selection processes in one operation. However, to evolve the rFLNN2 
model, it is required to introduce an appropriate chromosome structure to encode the weight 
values in addition to indicating the status (on or off) of the expanded features.  
 
 
Figure 3.7:Topological structure of rFLNN2 
 
 
All chromosome in rFLNN2 has the same length which is equal to the number of all 
expanded features plus the number of weight links.  This chromosome representation is used 
for different FLNN structures.  As an example, consider the representation of a chromosome 
for a two-class problem and its corresponding rFLNN structure is in Figure 3.8 (bias value is 
omitted). 
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Figure 3.8: A chromosome and corresponding network in rFLNN2 
 
The chromosome indicates that the 3rd and 5th expanded features are selected to 
construct the network, while others are dismissed. It shows the value of weights associated to 
the 3rd and 5th expanded feature vectors are 0.5 and 0.74 and 0.8 and 0.56 for the two output 
nodes in the FLNN, respectively.  
As shown in Figure 3.9, the chromosome structure consists of a binary part and a real-
valued part. Binary genes indicate whether the corresponding node is on or off (selected or 
otherwise), while the real-valued genes indicate the value of network weights. As such, the GA 
reproduction operators are designed in a way that they could handle such binary – real valued 
mixed chromosomes.  
For the crossover operation, the locations for crossover are selected randomly from the 
binary part of the two chromosomes. The corresponding weights are exchanged accordingly. 
As such, if a node in the parent chromosome is turned off in the resulted child after crossover, 
the associated weights are set to zero. On the other hand, if a 0 in binary part turns into 1 in the 
child after crossover, the weights associated with this node in the parent chromosome are 
brought to the child.  
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Figure 3.9: Cross over in rFLNN2 and the two resulted children 
 
For the mutation operator, two scenarios are considered: 
1. If mutation location in the binary part of a chromosome is selected, the corresponding 
weights are processed, as follows.  If the status is flipped from 0 to 1 , a random value 
from the feasible range is generated as the corresponding weight. If it is flipped from 1 
to 0, the corresponding weight become 0. Figure 3.10 represents an example of the first 
mutation scenario. 
2. If the mutation location is selected from the real-valued part of the chromosome, the 
corresponding binary part is checked.  If it is not zero (i.e the node exist), the weight is 
changed with a new value randomly generated from the weight range. If the weight 
gene is associated with a binary value of zero (i.e. the corresponding node does not 
exist), the weight part is left intact.  
 
 
Figure 3.10:The first scenario of mutation in rFLNN2 system; the mutation point was 
selected from the binary part 
 
 
The fitness function of the rFLNN2 system is the same as Equation (3.12 ). However in 
rFLNN2 no BP algorithm is required to calculate the fitness value, as the GA is responsible for 
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optimizing weights too. The population size is set to a few times of the number of the enhanced 
features. Meanwhile the crossover rate is set to 0.8 , which obtained after several trial and error. 
  
3.4 An Ensemble of rFLNN2-based Models  
Studies [146] have noted that significant performance improvements can be obtained by 
creating a group of learning systems, and then combining their outputs. Indeed, ensemble 
methods can be used to improve the performance of the single classifiers. In this research, the 
rFLNN2 models are used as the individual classifiers, since both expanded feature selection 
and weight tuning processed are tackled in one go. As shown in Figure 3.11, four rFLNN2 
classifiers with power polynomial, trigonometric, Chebyshev, and Legendre polynomial 
expansion functions form an ensemble model. 
 
 
Figure 3.11: Overview of ensemble classification system with rFLNN2 individual classifiers 
and BKS combination method 
 
 
The behavior knowledge space (BKS) is utilized to aggregate the output of individual 
classifiers.  For a given problem, the data are divided into training and test sets according to 
certain strategies (the details are described in Chapter 4 where the experimental setup is 
explained). Then the training data are used to train the four individual classifiers. After that the 
BKS combination method 
p-rFLNN2 Ch-rFLNN2 Le-rFLNN2 
Final decision 
tr-rFLNN2 
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decisions of individual classifiers on train data are exploited to populate BKS table. Details of 
which is described as following section. 
 
3.4.1 The BKS Combination Method  
BKS is an 𝑁-dimensional space.  Each dimension is the decision of one classifier. Each 
unit of BKS is defined as one point in this space. In other words, it is the intersection of 
individual classifiers’ decisions, As such, the BKS space contains all possible combination of 
decisions. 
As an example, let 𝑒1(𝑥) = 𝑗𝑘, … , 𝑒𝑁(𝑥) = j𝑘 , represent the decisions of N classifiers, 
𝑒𝑖, for an input sample 𝑥 in a K class problem, such that each classifier predicts a class label, 
j𝑘 ; 𝑘 = 1, . . 𝐾 for an input sample 𝑥. As such, each combination of 𝑗𝑘s is associated with a unit 
in BKS space and it contains 𝐾 cells, 𝑐1, . . , 𝑐𝐾 , where each cell has the number of the samples 
that their true class label is 𝑐𝑖.  
The BKS procedure comprises two stages of knowledge modelling and operation. In 
the first stage, the BKS table is built using training data. The decisions of individual classifiers 
pertaining to the training samples are used to populate the training samples into the respective 
BKS units.  
As such, each BKS unit accumulates the number of training samples which receives the 
particular combination of decisions. Moreover, the number of samples in each unit that belong 
to each target class is also recorded in the cells of each unit.  As an example, Table 3.1: A 
general BKS table associated with a three-classifier model for a binary classification problem 
(Nunits= 23) . 𝑁1(𝑈1)  is the number of training samples with  the received predictions 
according to the combination of unit 1, that their true class label is c1 shows a table associated 
with a unit in the BKS that combines the decisions of three classifiers for a binary classification 
problem. The BKS has 23 = 8 units, one for each possible combinations. Some units may 
contain no sample, (𝑈𝑖) = 0.  In some units, the number of each cell may be equal, i.e., 
𝑁1(𝑈𝑖) = 𝑁2(𝑈𝑖).  Since the rFLNN2 ensemble comprises four individual classifier, namely 
p-rFLNN, tr-rFLNN, Ch-rFLNN, and Le- rFLNN , the corresponding BKS  has 𝐾4 units, where 
K is the number of classes. 
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In the second stage, each test sample,𝑥, is presented.  Based on the decision combination x 
receives from individual classifiers, a unit in the BKS becomes active, and is 
 
Table 3.1: A general BKS table associated with a three-classifier model for a binary 
classification problem (Nunits= 2
3) . 𝑁1(𝑈1)  is the number of training samples with  the 
received predictions according to the combination of unit 1, that their true class label is c1. 
Uni
t 
Decision 
Combination 
Number of samples  
with true label 𝑐1 = 1 
Number of samples 
 with true label 𝑐2 =
2 
Best 
representative 
class of the unit 
U1 1,1,1 𝑁1(𝑈1) 𝑁2(𝑈1) 𝑅(𝑈1) 
U2 1,1,2 𝑁1(𝑈2) 𝑁2(𝑈2) 𝑅(𝑈2) 
U3 1,2,1 𝑁1(𝑈3) 𝑁2(𝑈3) 𝑅(𝑈3) 
U4 2,1,1 𝑁1(𝑈4) 𝑁2(𝑈4) 𝑅(𝑈4) 
U5 2,2,1 𝑁1(𝑈5) 𝑁2(𝑈5) 𝑅(𝑈5) 
U6 2,1,2 𝑁1(𝑈6) 𝑁2(𝑈6) 𝑅(𝑈6) 
U7 1,2,2 𝑁1(𝑈7) 𝑁2(𝑈7) 𝑅(𝑈7) 
U8 2,2,2 𝑁1(𝑈8) 𝑁2(𝑈8) 𝑅(𝑈8) 
 
 
known as the focal unit.  Then, the total number of samples in that unit are summed, i.e.,  
  𝑁𝑇(𝑈𝑓) = ∑ 𝑁𝑖(𝑈𝑓)
𝐾
𝑖=1      (3-13) 
 
The class with highest number of samples is then identified as the best representative class of 
the unit, i.e.,  
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  𝑅 (𝑈𝑓) = 𝑗      𝑤ℎ𝑒𝑟𝑒   𝑁𝑗(𝑈𝑓) = 𝑚𝑎𝑥{𝑁𝑖∈{1,..𝐾}(𝑈𝑓)}  (3-14) 
 
The final decision for the test sample  is  determined as follows : 
  
{
 
 
 
 𝑅 (𝑈𝑓)  𝑖𝑓  𝑁𝑇(𝑈𝑓) > 0                  𝑎𝑛𝑑 
𝑁𝑗(𝑈𝑓)
𝑁𝑇(𝑈𝑓)
≥  𝜆
𝐾 + 1 ,                                                        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                                         
 (3-15) 
 
0 ≤ 𝜆 ≤ 1 is a user-defined confidence threshold.  
For samples that their focal unit happens to be empty and also for samples that the 
numbers in different cells of the focal unit are equal, it is not possible to extract a decision from 
the BKS table. The first case is because of a blank BKS unit, while the second case is because 
of ambiguity. These samples are labeled as ”Rejected Samples”. If it is required to generate 
predictions for all samples, one strategy is to accept the decision given by the best individual 
classifier, i.e., the classifier that has the highest training accuracy rate. This method will be 
called single best (SB) in the remainder of the thesis.  In this research, the OWA operator is 
used to generate predictions for these samples. It is expected that OWA method that aggregates 
all classifiers output can generate predictions more effectively than the SB method in which 
the winner takes all. 
 
3.4.2 The Ordered Weighted Averaging Aggregation Operator 
In the BKS method, when the focal unit is not able to provide a combined decision because of 
two or more cells of the respective unit has the same number of training samples, the test sample 
is rejected. To tackle this problem, the classification of these samples can be defined in a multi 
agent negotiation framework, in which each of the agents provides a preference function over 
a set of alternatives [172]. All preferences are aggregated to obtain a group preference value. 
It also involves a selection procedure for choosing an alternative based on the group preference 
value.  In this research, the agents are individual classifiers, together with the BKS table, while 
the alternatives are class labels. The final decision is the class label that receives the maximum 
support value.  Specifically, the ordered weighted averaging (OWA) operator is adopted to 
obtain the preference value.  
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The OWA operator is  introduced by Yager [173].  In applied mathematics, specifically 
in fuzzy logic, the OWA provides a parameterized class of mean type of aggregation operators.  
It has been widely used in computational intelligence because of its ability to model 
linguistically expressed aggregation instructions. Yager [173] addressed the problem of 
aggregation of multiple criteria to form an overall decision function. It introduces the ‘orness’, 
which explains how much the results of the OWA operator is ‘and-like’ or ‘or-like’.    
The fundamental property of the OWA operator is the re-ordering step of the 
variables, which is applied to the extraneous variables. The OWA operator is basically a 
parameterized operator that can be described as a mapping,  𝐴𝑜𝑤𝑎: ℝ
𝑚 → ℝ  such that: 
  𝐴𝑜𝑤𝑎(𝑎1, . . . , 𝑎𝑚) = ∑ 𝑤𝑖
𝑚
𝑖=1 𝑎𝜋(𝑖)    (3-16) 
 
where 𝑎𝜋(𝑖) is the 𝑖 − 𝑡ℎ largest of  𝑎𝑖 , and  {𝑤𝑖} 𝜖 [0  1], is a set of weights, such that it 
satisfies  ∑ 𝑤𝑖𝑖 = 1  𝑓𝑜𝑟 𝑖 = 1,… ,𝑚.The weights of the OWA operator are shown as a 
vector, i.e. 𝑊 = [𝑤1, … , 𝑤𝑚]
𝑇 . Furthermore,  Equation (3-16) can be show as below: 
  𝐴𝑜𝑤𝑎(𝑎1, . . . , 𝑎𝑚) = 𝑊.𝐵     (3-17) 
 
where B=[aπ(1), aπ(2), … aπ(m)]  is the vector representation of ordered a𝑖  values.  
Different values of 𝑤𝑖 s result in different aggregation behaviors of the resulted OWA 
operator. Specifically, the three conventional aggregation operators, i.e. 
𝑎𝑣𝑒𝑟𝑎𝑔𝑒,𝑚𝑎𝑥, and 𝑚𝑖𝑛 can be generated by particular choices of 𝑤𝑖 sets, as follows.    
  𝑤𝑖 =
1
𝑚
 ;   𝐴𝑜𝑤𝑎(𝑎1, . . . , 𝑎𝑚) = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 (𝑎1, . . . , 𝑎𝑚) 
 𝑤1 = 1  𝑎𝑛𝑑   𝑤𝑖≠1 = 0 ; 𝐴𝑜𝑤𝑎(𝑎1, . . . , 𝑎𝑚) = 𝑚𝑎𝑥 (𝑎1, . . . , 𝑎𝑚) 
  𝑤𝑚 = 1 𝑎𝑛𝑑  𝑤𝑖≠𝑚 = 0;   𝐴𝑜𝑤𝑎(𝑎1, . . . , 𝑎𝑚) = min(𝑎1, . . . , 𝑎𝑚) 
It is straightforward  to note that these OWA operators are bounded, monotonic, symmetric, 
and idempotent [172, 174]. 
Having introduced the OWA aggregation operator, the process of quantifier guided 
aggregation is described.  Under the quantifier guided mediation method, a group mediation 
protocol is expressed in term of a linguistic quantifier, Q, indicating the proportion of agents 
whose agreement is necessary for a solution to be acceptable. The basic form of the mediation 
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rule is the Q agents must be satisfied by an acceptable solution, where Q is a quantifier. [175]. 
shows the quantifier functions of “all”, “any”.  Figure 3.13 shows the weights calculation of a 
quantifier. 
 
Figure 3.12: Quantifier functions "all"(𝑄∗(𝑟)) and "any" (𝑄
∗(𝑟)) 
 
 
 
Figure 3.13: Exploiting weights from a quantifier function 
 
The quantifier Q is used to generate the OWA weights as follow:  
 
0 1 
1 
𝑄∗(𝑟) 
“ALL” 
0 1 
1 
𝑄∗(𝑟) 
“ANY” 
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  𝑤𝑖 = 𝑄 (
𝑖
𝑛
) − 𝑄 (
𝑖−1
𝑛
)    𝑓𝑜𝑟 𝑖 = 1,… , 𝑛  (3-18) 
 
The acquired weighting vector 𝑊 = [𝑤1, … , 𝑤𝑚]
𝑇 is then used to determine the group support 
for each alternative as in Equation (3.17). Figure 3.14 summarizes the steps towards generating 
final decision using OWA operator with linguistic quantifier function Q. 
In this research, the quantifier guiding function “most” which is defined mathematically 
by[172]: 
  𝑄(𝑟) = 𝑟2        (3-19) 
 
is selected to generate the weights for OWA in the rFLNN2 ensemble model. It means that an 
alternative is selected if it is supported by most of the agents.   If the rejected sample is from 
an empty unit, each individual classifier is considered as an agent. The 𝜓3 type of classification 
outputs, i.e., the degree of membership to each class (Section 2.7), is considered as the support 
given to each alternative, i.e., each class label.  If the rejected sample is from an ambiguous 
unit, the BKS table is considered as an agent in addition to the individual classifiers. The 
associated weight of each cell of the unit is: 
  𝑁𝑖(𝑈𝑗)/∑ 𝑁𝑖(𝑈𝑗)𝑖        (3-20) 
 
where 𝑖 = 1,… , 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒 𝑐𝑒𝑙𝑙𝑠, is used as the support that the BKS is given to each 
alternative.  
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Figure 3.14: Steps to make final decision using the support value of an alternative given by 
m agents, using the OWA aggregation operator, where OWA weights are calculated using 
the quantifier function, Q. 
 
 
where i = 1,… , number of the cells, is used as the support that the BKS is given to each 
alternative.  
Finally, the support each alternative (class label) receives from the group of agents 
(classifiers and BKS table) is calculated using the OWA operator.  The alternative that receives 
the highest support is the final prediction. Figure 3.15 shows the steps of implementing the 
algorithm of BKS-OWA ensemble system, including both the modelling and operation stages.  
To illustrate the OWA, let us consider an example. If for a given class label each classifier 
(agent) gives membership values (support) of 0.8, 0.1, 0.9, and 0.5. The ordered vector of 
support values becomes𝐵 = [0.9,0.8,0.5,0.1] .  The weights are calculate using (3.18) and 
(3.20) as [
1
16
,
3
16
,
5
16
,
7
16
].  The group support is then calculated using (3.17), which becomes 
𝑆 = 2.3.  A schematic diagram of the operation phase of the ensemble rFLNN2 model with 
BKS-OWA is shown in Figure 3.16. 
 
1. Use quantifier function  𝑄 to generate a set of weights, {𝑤1, 𝑤2, …𝑤𝑛} : 
i. 𝑤𝑖 = 𝑄 (
𝑖
𝑛
) − 𝑄 (
𝑖−1
𝑛
)    𝑓𝑜𝑟 𝑖 = 1,… , 𝑛  
As Q is a non-decreasing function, it follows that 𝑤𝑖 ≥ 0. Moreover 
𝑄(0) = 0 and 𝑄(1) = 1, it results in ∑ 𝑤𝑖𝑖 = 1. It can be seen that the 
generated weights are an acceptable class of the OWA weights.   
2. Calculate the group support for each  class label 
i. 𝑆(𝑥) = 𝐴𝑜𝑤𝑎(𝑎1(𝑥), . . . , 𝑎𝑚(𝑥))…                                    
3. The alternative with the highest support is the final decision. 
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Algorithm: rFLNN2 based ensemble model with BKS-OWA 
Input:  
a. Number of classifiers: 4 
b. Number of classes : K 
c. Training patterns  
d. Quantifier function : 𝑄(𝑟) = 𝑟2 
Output: FLNN ensemble classification system and set of final decisions 
Begin:  
Division of data set 
The dataset is divided into two parts: training and testing  
I. Knowledge modelling: 
For four types of basis functions (i.e. polynomial, trigonometric, Legendre, and Chebyshev): 
Build the rFLNN2 classifiers  
Build rFLNN2 according to section3.3  
Build BKS table  
Initialize  Nunit  = K(number of classifiers)    BKS units , such that each unit have 𝐾 empty cells 
Generate decision combination for each training sample  
Use the decision combination and the true class of each sample to populate the cells of BKS 
units 
II. Operation 
For each test sample: 
Generate decision combination 
Present each test sample to the four rFLNN2 individual classifiers and use the outputs to 
generate decision combination 
Find focal unit 
Using the decision combination find the focal unit which is the BKS unit that has the same 
decision combination 
Rejection criteria 
Check if the focal unit is not empty proceed to the below otherwise classify the sample as 
rejected 
Check if the best representative class of the unit is unique select it as final decision, otherwise 
classify it as rejected  
… 
59 
 
 
Figure 3.15: Algorithm representation of ensemble rFLNN2 model 
 
 
For each rejected sample: 
Calculate support values for each class 
The quantitative degrees of membership to each class from each classifier is considered as the 
support value  
If the focal unit of the sample is not empty, the support of BKS table is calculated using 
Equation ( 3-18 )  
Order support values 
Order the support values in a descending manner 
Calculate weight values of OWA operator 
Use quantifier function Q and Equation (3-16) 
Calculate group support value 
Having all weights and ordered support values calculate the group support value for each class 
using ordered weighted summation 
Generate final decision 
Generate final decision for initially rejected sample by selecting the class that its group 
support value is maximum  
  
End 
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Figure 3.16: Schematic diagram of operation phase in BKS-OWA ensemble model.𝜑3 
indicates the degrees of membership to each class (Section 2-7) 
 
3.5 Chapter Summary 
The FLNN is the core of the models developed in this thesis. As such, this chapter starts with 
describing the details of deploying the FLNN for solving a general classification problem. It 
includes describing four FLNNs with polynomial, trigonometric, Chebyshev and Legendre 
basis functions. 
An evolutionary approach has been proposed in order to optimize the architecture of 
the FLNN. More specifically a framework is designed using the GA to generate FLNN with 
61 
 
parsimonious topologies. Two corresponding models are developed. In the first model, which 
is called rFLNN1, the structure of the FLNN is encoded to a binary chromosome while BP 
algorithm is used for tuning the weights of the FLNNs during fitness evaluation of the 
chromosomes. 
 For the second model, rFLNN2, the rFLNN1 is modified such that both the weight 
tuning and architecture tuning are handled simultaneously. This model benefits from the key 
advantage of the FLNNs which is their one layer nature, and formulates the problem of finding 
the compact FLNN into a single objective problem. In order to handle the corresponding search 
space with GA the problem is encoded to chromosomes that have binary genes as well as real-
valued genes. As such, novel mutation operator and cross over operator are introduced to be 
able to deal with the mixed- type chromosomes.  
Using a group of networks to solve a problems is a popular approach in ANN research 
community. The diversity between FLNNs with different basis functions (namely polynomial,  
trigonometric, Legendre, and Chebyshev) is considered for proposing an FLNN-based 
ensemble system. The ensemble model combines the class label output of the individual. 
rFLNN2 classifiers using the BKS decision combination method. It proposes a framework in 
which an OWA operator with linguistic quantifier works in accordance with the BKS 
combination method to make the final decision for all the test samples. 
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 Experimental Results, Analysis, and Discussion 
 
The individual and ensemble FLNN- based models proposed in Chapter 3 are evaluated 
thoroughly through a series of systematic and comprehensive experiments. In this chapter, 
details of the experiments, which include the data sets, experimental settings, and evaluation 
metrics, are described. First the results of experiments using the benchmark datasets are 
described, which includes the comparative studies of the models. Then the results of solving 
two real world problems using the proposed ensemble model is given and discussed. Section 
4.4 describes the results of solving several benchmark classification tasks using four FLNN 
variants, namely power polynomial (p-FLNN), trigonometric (tr-FLNN), Legendre (Le-
FLNN), and Chebyshev (Che-FLNN), are given and discussed. All four classifiers are used to 
solve clean data sets as well as noise contaminated datasets. Then their performance is 
compared using a statistical significant test [176].  
The experiments conducted using the rFLNN1 and rFLNN2 models are explained in 
Section 4.6, where the obtained results are discussed to evaluate the usefulness of the proposed 
models as well as their limitations. Section 4.7 describes the results of experiments concerning 
the rFLNN2 ensemble classification system.  For confirming the usefulness of the proposed 
models, the performance of each model is compared with those from related works found in 
the literature.  The rFLNN1 model is compared with a hybrid FLNN (HFLNN) model [170] 
and rFLNN2 model is compared with an evolutionary FLNN (EFLNN) model [78]. The results 
show that the performance of rFLNN1 is as good as or better than HFLNN for most of the 
comparison cases. The comparison results for rFLNN2 shows that it performs satisfactory and 
promising. The performance of rFLNN2 ensemble model is compared with other 8 ensemble 
models. Moreover, the performance of BKS-SB and BKS-OWA systems are evaluated through 
the experiments. The results indicate the superiority of BKS-OWA system in handling the 
rejected samples.  
Finally in section 4.8 the ensemble model is used to solve two real world problems. One 
of which deals with the power quality evaluation [177] , and the other one deals with the fault 
detection in induction motors[178]. The results show the promising performance of the 
developed ensemble classification model in handling the real world problems. 
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4.1 Description of Benchmark Data Sets 
A total of twelve benchmark data sets are selected for experiments. All these data sets are 
publically available from the UCI machine learning repository [179]. Diverse data sets from 
different domains are used to evaluate the proposed rFLNN-based models. They differ in terms 
of the number of classes, number of samples, and input dimensionality.  Specifically, six  data 
sets have low input dimension (< 10) while the remaining six  have high input dimension (10 
<=dimension <=33)  Each group consists of one binary classification problem, with the rest 
involve multi-class problems. A brief description of each data set is as follows. 
  
Wisconsin Breast Cancer (WBC): This data set contains cases from a study conducted at the 
University of Wisconsin Hospitals, Madison. The data samples were collected from patients 
who had undergone surgery for breast cancer. The task is to determine whether the detected 
tumor is benign or malignant. A total of nine predictive features are computed from a digitized 
image of a fine needle aspirate (FNA) of a breast mass. They describe the characteristics of the 
cell nuclei present in the image [180]. The attributes are as follows: 
 Radius (mean of distances from center to points on the perimeter)  
 Texture (standard deviation of gray-scale values)  
 Smoothness (local variation in radius lengths)  
 Compactness of the cell nuclei 
 Concavity (severity of concave portions of the contour)  
 Concave points (number of concave portions of the contour)  
 Symmetry  
 Fractal dimension  
 Class : (M = malignant, B = benign) 
 
Dermatology: This data set addresses the problem of differential diagnosis of Eryhemato-
Squamous diseases. There are six diseases to be distinguished, namely psoriasis, seboreic 
dermatitis, lichen planus, pityriasis rosea, cronic dermatitis, and pityriasis rubra pilaris.  A total 
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of thirty-four features are provided, in which thirty-three of them are linear and one of is 
nominal. The detailed description of the features can be found in [179].  
 
E.Coli: Escherichia coli describes a protein localization problem. The data set was created by 
Institute of molecular and cellular biology of Osaka University. It has seven predictive 
attributes calculated from the amino acid sequences, as follows: 
 mcg: McGeoch's method for signal sequence recognition. 
 gvh: Von Heijne's method for signal sequence recognition. 
 lip: Von Heijne's Signal Peptidase II consensus sequence score, (binary attribute). 
 chg: Presence of charge on N-terminus of predicted lipoproteins, (binary attribute). 
 aac: Score of discriminant analysis of the amino acid content of outer membrane and 
periplasmic proteins. 
 alm1: Score of the ALOM membrane spanning region prediction program. 
 alm2: Score of ALOM program after excluding putative cleavable signal regions from 
the sequence. 
 Class: The localization site of protein (cytoplasm, inner membrane without signal 
sequence, periplasm, inner membrane, un-cleavable signal sequence, outer membrane, 
outer membrane lipoprotein, inner membrane lipoprotein, inner membrane, cleavable 
signal sequence)  
The detailed description is presented in [181]. 
 
Glass: This data set represents a six glass types identification problem. It contains nine input 
features and the class attribute. The input features are as follows: 
 RI: refractive index 
 Weight percentage of the corresponding oxides in:  
 Na: Sodium  
 Mg: Magnesium 
 Al: Aluminum 
 Si: Silicon 
 K: Potassium 
 Ca: Calcium 
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 Ba: Barium 
 Fe: Iron 
 Class (type of glass): building_windows_float_processed, building_windows, vehicle 
windows, containers, table ware , headlamps. 
 
Ionosphere: This data set contains signals collected from a radar in Goose Bay, Labrador. The 
signals were processed using an autocorrelation function with time of the pulse and pulse 
number as argument. It contains thirty-three predictive features and a binary class attribute 
(“Good” versus “Bad” signals). The Good signals are those indicating some type of structure 
in the ionosphere, while the Bad one are those do not. All thirty-three features are continuous 
numeric values.  The detailed description about them can be found in [182] . 
Iris . This is an Iris plant classification data set. The task is to discern among three types of 
flowers, based on 4 physical properties of the plant, as follows: 
 Sepal length (cm) 
 Sepal width (cm) 
 Petal length (cm) 
 Petal width (cm) 
 Class: Setosa, Versicolour, Virginica 
 
Page Blocks: This problem is concerned with classifying all the blocks of the page layout of 
a document according to ten features obtained by a segmentation process.  A description of 
each feature is as follows: 
 height: Height of the block 
 length: Length of the block 
 area: Area of the block (height * length) 
 eccen: Eccentricity of the block (length / height) 
 p_black: Percentage of black pixels within the block (blackpix / area) 
 p_and: Percentage of black pixels after the application of the Run Length 
 Smoothing Algorithm (RLSA) (blackand / area) 
 mean_tr: Mean number of white-black transitions (blackpix / wb_trans) 
 blackpix: Total number of black pixels in the original bitmap of the block 
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 blackand: Total number of black pixels in the bitmap of the block after the RLSA 
 wb_trans: Number of white-black transitions in the original bitmap of the block 
 class: text, horizontal line, picture, vertical line, graphic 
 
Pima Indian dataset (or diabetes data set): This data set contains 768 instances taken from a 
larger set of data, considering several constrains. All selected patients are female, who are at 
least 21 years old, and they are of Pima Indian heritage. The task is to predict whether the 
patient would develop diabetes within the next five years.  Each sample data consists of eight 
real-valued medical attributes, and the last attribute is the class value:  
 Number of pregnancies 
 Plasma glucose concentration  
 Glucose tolerance test  
 Diastolic blood pressure (mmHg) 
 Triceps skin fold thickness (mm) 
 2 Hour serum insulin (mu U/ml) 
 Body mass index (weight in Kg/(height in m)^2) 
 Diabetes pedigree function  
 Age (years)  
 Class (0 or 1) 
 
Segmentation: This problem involves image segmentation data taken randomly from seven 
outdoor image databases. Each sample encodes a three-by-three pixel region. The task is to 
classify each instance into 7 classes. A total of 19 continuous input features are available as 
follows: 
 The column of the center pixel of the region,  
 The row of the center pixel of the region. 
 the number of pixels in a region = 9. 
 short-line-density-5:  the results of a line extractoin algorithm that counts how many 
lines of length 5 (any orientation) with low contrast, less than or equal to 5, go through 
the region. 
 Number of high contrast, greater than 5 
 Mean of the measure of the contrast of horizontally adjacent pixels in the region.   
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 Standard deviation of the measure of the contrast of horizontally adjacent pixels in the 
region  
 Mean of the measures of the contrast of vertically adjacent pixels 
 Standard deviation of the measures of the contrast of vertically adjacent pixels 
 Average of the intensity over the region; (R + G + B)/3 
 Average of the R value over the region 
 Average of the B value over the region 
 Average of the G value over the region 
 Measure of the excess red: (2R - (G + B)) 
 Measure of the excess blue: (2B - (G + R)) 
 Measure of the excess green: (2G - (R + B)) 
 3-d nonlinear transformation of RGB. (obtained according to the algorithm in [183] 
 Mean of the above saturation 
 Mean of the hue value. 
 Class : brickface, sky, foliage, cement, window, path, grass 
 
Thyroid: Among the several data sets available about the Thyroid disease, the one including 
215 instances is used throughout this research. This data set is also known as the “new thyroid” 
dataset in the literature. The task is to determine, for a given patient, whether he/she is normal 
or suffers from hyper/ hypo-thyroidism. The input features are as follows: 
 T3-resin uptake test result. (in percentage) 
 Total Serum thyroxin as measured by the isotopic displacement method.  
 Total serum triiodothyronine as measured by radioimmune assay. 
 Basal thyroid-stimulating hormone (TSH) as measured by radioimmune assay. 
 Maximal absolute difference of TSH value after injection of 200 micro grams of 
thyrotropin-releasing hormone as compared to the basal value. 
 Class attribute ( normal, hyper, hypo) 
 
Vowel: This problem involves recognition of eleven vowels of British English. Each one is 
part of a word made by several speakers. It has ten numeric predictor features as follows 
Class: (vowels involved in the words: ) heed (i), hid (I), head (E), had (A), hard (a:), hud (Y), 
hod(O), hoard (C:), hood (U), who’d (u:), heard (϶:)   
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Wine: This data set contains the results of a chemical analysis on wines grown from three 
different cultivars in a region in Italy. The results include the amount of thirteen constituents. 
There are 178 instances, and the task is to classify them into three groups of wines. The thirteen 
predictive features and class attribute are as follows: 
 Alcohol 
 Malic acid 
 Ash 
 Alkalinity of ash   
 Magnesium 
 Total phenols 
 Flavonoids 
 Neoflavanoid phenols 
 Pro anthocyanins 
 Colour intensity 
 Hue 
 OD280/OD315 of diluted wines 
 Proline  
 Class: Three different types of wine represented as 1,2, and 3.  
 
Yeast: This data set also involves a protein localization site problem [184].  A total of 1484 
proteins are classified into 10 classes. Each pattern is composed of eight predictive features, 
calculated from the amino acid sequences, as follows: 
 mcg: McGeoch's method for signal sequence recognition.  
 gvh: Von Heijne's method for signal sequence recognition.  
 alm: Score of the ALOM membrane spanning region prediction program.  
 mit: Score of discriminant analysis of the amino acid content of the N-terminal region 
(20 residues long) of mitochondrial and non-mitochondrial proteins.  
 erl: Presence of "HDEL" substring (thought to act as a signal for retention in the 
endoplasmic reticulum lumen). Binary attribute.  
 pox: Peroxisomal targeting signal in the C-terminus.  
 vac: Score of discriminant analysis of the amino acid content of vacuolar and 
extracellular proteins.  
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 nuc: Score of discriminant analysis of nuclear localization signals of nuclear and non-
nuclear proteins. 
 
The key characteristics of all described data sets are summarized in Table 4.1. For each data 
set, the number of samples, number of features, number of classes, and number of samples per 
each class are shown.  
 
Table 4.1: Summary of the benchmark data sets employed in the experimental study 
 
  Data set No. of 
Samples 
No. of 
Features 
No. of 
Classes 
No. of Samples per class 
In
p
u
t D
im
en
sio
n
 <
1
0
 
Binary Breast 
C.W. 
699 9 2 241/458 
Multi-
Class 
Iris 150 4 3 50/50/50 
Thyroid 215 5 3 150/35/30 
Glass 214 9 6 70/76/17/13/9/29 
E.Coli 336 7 8 143/77/2/2/35/20/5/52 
Yeast 1484 8 10 244/429/463/44/35/51/163/30/20
/5 
1
0
≤
 In
p
u
t D
im
en
sio
n
 ≤
3
3
 
Binary Ionosphere 351 33 2 225/126 
Multi-
Class 
Wine 178 13 3 59/71/48 
Page 
Blocks 
5472 10 5 4913/ 329/ 28 /87/ 115 
Segment 2310 19 7 161/162/159/159/161/159/161/15
8/155/158 
Vowel 990 10 11 90/90/90/90/90/90/90/90/90/90/9
0 
 
 
4.2 Noisy data  
To further evaluate the proposed rFLNN-based models, a series of experiments using noise 
contaminated data are conducted as well. Three noise contamination scenarios have been 
considered in this research, as follows: 
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I. Noise in both training and test data samples, (denoted as noisy-noisy) 
II. Noise only in the test data samples, (denoted as clean-noisy) and 
III. Noise only in the training data samples (denoted as noisy-clean).  
For each scenario, noise is added to the features, i.e., a certain percentage (e.g. 20%) of the 
feature is replaced with a random uniformly generated from the range of that feature.  The 
noisy data sets are taken from the KEEL repository [185] and used for evaluation in this 
research. 
 
4.3 Performance Metrics 
For the empirical evaluation in this research, the performance metrics used are as 
follows. 
Accuracy: accuracy (i.e. the percentage of correctly classified samples) is a common metric to 
evaluate classification models.  
The overall accuracy of multi-class classification is the sum of individual class accuracy 
rates, as follows 
Accuracy =
1
𝑇𝑠
∑ 𝑀𝑖𝑖
𝑁
𝑖=1       (4-1) 
 
where 𝑀𝑖𝑖 is the true positive predictions for each class and 𝑇𝑠 is the total number of samples 
in the evaluation set. 
Cross validation: Cross-validation is a technique to evaluate predictive models by 
partitioning the original samples into a training set for training the model, and a test set for 
evaluation. 
In k-fold cross-validation, the original set of samples is randomly partitioned into k subsets. 
Each subset contains an approximately equal number of samples.  A total of K-1 sub sets are 
used for training the model, and the one remaining is used for testing the model. The cross-
validation process is then repeated k times (equal to the number of the folds). In each repetition, 
a new subset is considered for validation, while others used for training the model. As such, k 
results are produced, which are averaged to give an overall performance metric.  In the cross-
validation method all samples are used for training and evaluation, and each of which is utilized 
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for evaluation only once.  Figure 4.1 is a schematic representation of the k-fold cross-
validation.  
 
Figure 4.1: Schema of k-fold cross validation 
 
 
For classification problems, stratified k-fold cross-validation is used, in which the folds 
are selected so that each fold contains roughly the same proportions of class labels. Generally 
in this research, a 5−fold cross validation is carried out to evaluate the proposed models.  The 
corresponding average and standard deviation of performance metrics are recorded and 
analysed.  However, in certain comparative studies, the experimental procedures follow those 
reported in the literature, in order to have a fair comparison. 
 
4.4 Comparison of Two Classifiers 
In order to compare different algorithms and to show whether there exist significant 
differences among them, a statistical comparison is required [176]. In this research, a non-
parametric test, i.e., the Sign test [176, 186, 187], is adopted.  To compare the overall 
performance of algorithms, the number of cases on which an algorithm is the overall winner is 
counted.  These counts are used in inferential statistics, with forms a two-tailed binomial test, 
namely the Sign test [188]. If both compared algorithms are equivalent, as assumed under the 
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null hypothesis, each should win on approximately 𝑛/2 out of n problems. The number of wins 
is distributed according to a binomial distribution, which allows the use of the z-test [176].  
Table 4.2 shows the critical number of wins needed to achieve both 𝛼 =  0.05 (95% 
confidence) and 𝛼 =  0.1 (90% confidence) levels of significance [176]. Note that, since tied 
matches support the null hypothesis, they should not be discounted when applying this test, but 
split evenly between the two algorithms; if there is an odd number of them, one should be 
ignored. 
 
Table 4.2: Look up table for the two-tailed sign test at  0.05 and 0.1 levels of significance 
[176] 
#cases 5 6 7 8 9 10 11 12 13 14 15 16 
𝛼 = 0.05 5 6 7 7 8 9 9 10 10 11 12 12 
𝛼 =  0.1 5 6 6 7 7 8 9 9 10 10 11 12 
 
4.5 FLNNs with different basis functions  
In this section, the evaluation results of four FLNN classifiers namely, FLNN with 
polynomial basis function (p-FLNN), FLNN with trigonometric basis function (tr-FLNN), 
FLNN with Legendre basis function (Le-FLNN), and FLNN with Chebyshev basis function 
(Ch-FLNN), are presented. The corresponding experiments have been carried out using both 
clean and noisy data sets. The R2015b version of Matlab programming language has been used 
to develop these FLNN models and conduct the respective experiments.  
For the experiments, 12 data sets from the Knowledge Extraction based on Evolutionary 
Learning (KEEL) repository are considered. This repository maintains several benchmark data 
sets, originally taken from UCI [179] .  The data sets are organized in various categories of 
data mining tasks like classification, regression and time series analysis. Classification data 
sets are provided in both clean and noisy versions.  They are presented in complete format as 
well as in stratified 5−fold and 10−fold partitioned formats. For noisy data sets, different 
levels of noise are added to the features or to the class labels.  The sample ordering remains 
the same for clean and noisy data sets, which makes comparison of different algorithms 
consistent. To run the experiments of this section the 5-fold partitioned of clean and 20% noise 
level data sets are selected for conducting the experiments. 
73 
 
Table 4.3, Table 4.5,Table 4.7,Table 4.9 summarize the mean accuracies obtained by four 
FLNNs through a 5-fold cross validation procedure. Table 4.3 shows the results using the clean 
data, while the other tables describe the results of noisy data. In each experiment the average 
of performance over low dimensional and high dimensional problems is calculated. While to 
compare the performance of FLNNs statistically, the number of wins and losses of the FLNN 
over all problems is counted and the statistical sign test has been conducted (according to 
Table 4.2). The sign test results on the clean and noisy datasets are summarized in 
Table 4.4,Table 4.6,Table 4.8 and Table 4.10. In each of which the significantly better FLNN 
and the detected level of significance is reported. 
 
 Results and discussion for FLNNs experiments 
Table 4.3 shows the average test accuracy of four FLNN classifiers on clean data.  The overall 
results indicate that, the optimal choice of basis function is problem dependant. As an instance, 
in case of Ecoli, the trigonometric basis function is the best option, while for Vowel, the 
polynomial basis function performs the best. Theoretically, it is obvious that using a basis 
function that is closer to the underlying distribution function of the data could result in a better 
FLNN, but it requires prior domain knowledge.  
Table 4.3: Test Accuracies of FLNN classifiers with different basis functions, over 5-fold 
dataset taken from KEEL repository :  
 Data set p-FLNN tr-FLNN Le-FLNN Ch-FLNN 
 Breast C.W. 95.78 96.33 96.64 96.94 
 Iris 97.67 96 97.29 96.18 
Input 
dimension<10 Thyroid 94.13 94.23 94.21 94.32 
 Glass 64.25 66.31 62.24 62.11 
 Ecoli 58.51 81.55 57.56 32.07 
 Yeast 59.41 60.29 58.7 58.93 
 Average 78.29 82.45 77.77 73.42 
 Ionosphere 92.43 92 92.14 91.38 
 Wine 96.24 96.65 96.91 96.93 
10≤ Input 
dimension ≤33 Page Blocks 95.06 94.52 94.59 94.58 
 Dermatology 97.02 97.21 97.49 97.44 
 Segmentation 90.06 91.8 89.11 88.77 
 Vowel 77.39 74.35 68.08 67.74 
 Average 91.37 91.09 89.72 89.47 
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Moreover the performance of the FLNN models with different basis functions are grouped into 
two, i.e., low (<10) and high (between 10 and 33) input dimension problems. The average 
results over low dimensional and high dimensional problems (Table 4.3) show that, on average, 
the tr-FLNN model performs better than  other three models, and the Ch-FLNN model produces 
the worst results.  To statistically validate this observation, a statistical hypothesis test on the 
performance over all data sets is conducted. The results are shown in Table 4.4. 
Table 4.4: Statistical sign test results for significance levels of 𝛼 = 0.05 and 𝛼 = 0.1. 
 P-FLNN TR-FLNN LE-FLNN CH-FLNN 
P-FLNN  Not statistically 
different 
Not statistically 
different 
Not statistically different 
Detected 
differences 
    
TR-
FLNN 
  Not statistically 
different 
Not statistically different 
Detected 
differences 
    
LE-FLNN    Not statistically different 
Detected 
differences 
    
CH-
FLNN 
    
Detected 
differences 
    
 
 
 Table 4.4 summarise the sign test results for pairwise comparison of four FLNN models 
in solving twelve  classification problems with significance levels of 𝛼 = 0.05 and 𝛼 = 0.1. 
According to pairwise comparison outcome, no significant difference can be observed for the 
four FLNN models  in tackling all twelve problems.    
Figure 4.2 represents the test accuracy of each FLNN on the datasets. It indicates that 
the general trend is the same for all FLNNs. In other words, a complicated problem is harder 
to solve for almost all FLNN classifiers. All classifiers perform closely well for Thyroid, while 
their performances show the most variation in case of E.Coli. On the other hand, the FLNN 
with Polynomial basis function gives its best performance for the Iris problem, while the other 
three FLNNs perform best for Dermatology.  In case of the worst performance, the FLNN with 
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trigonometric basis function performs the worst in case of Yeast, while other three show the 
worst performance for E.Coli. 
 
Figure 4.2: Test accuracies of FLNNs with 4 different basis functions on 12 benchmark data 
sets 
 
 
Noisy training and clean test data sets 
For noisy training and clean test data, the sign test reveals that p-FLNN performs 
significantly better than Ch-FLNN and tr-FLNN at the significance levels of 𝛼 = 0.05 and 𝛼 =
0.1 , respectively.  tr-FLNN performs better than Ch-FLNN at the significance level of 𝛼 =
0.05. All other comparisons do not show performance with significant difference. 
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Table 4.5: Average test accuracies and standard deviations for data with 20% level of noise in 
training data and clean test 
 20%NC p-FLNN tr-FLNN Le-FLNN Ch-FLNN 
 Breast C.W. 96.1 96.44 95.9 95.93 
 Iris 90 95.33 95.33 96.67 
Input dimension<10 Thyroid 87.44 91.63 85.12 86.98 
 Glass 54.2 54.65 51.4 50.47 
 Ecoli 53.3 79.48 60.72 44.42 
 Yeast 51.78 53.15 51.55 51.28 
 Average 72.13 78.44 73.33 70.95 
 Ionosphere 88.04 89.18 88.03 87.18 
 Wine 96.63 95.51 96.63 95.52 
10≤ Input dimension 
≤33 Page Blocks 92.58 91.67 91.06 91.41 
 Dermatology 96.44 96.39 96.66 96.14 
 Segmentation 14.18 83.41 17.06 19.6 
 Vowel 62.02 62.32 57.68 57.58 
      
 Average 74.98 86.41 74.52 74.57 
 
Table 4.6: Pairwise comparison of FLNN classifiers based on their performance over 12 data 
sets, using two tailed sign test 
 P-FLNN TR-FLNN LE-FLNN CH-FLNN 
P-FLNN  tr-FLNN  Not statistically 
different 
p-FLNN ,  
Detected 
significance 
level 
 𝛼 = 0.1  𝛼 = 0.05 
TR-FLNN   Not statistically 
different 
tr-FLNN,  
Detected 
significance 
level 
   𝛼 = 0.05 
LE-FLNN    Not statistically 
different 
Detected 
significance 
level 
    
CH-FLNN     
Detected 
significance 
level 
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Clean training, noisy test data sets 
For evaluation with clean training and noisy test data, tr-FLNN performs significantly better 
than all other three FLNNs at the significance level of 0.05.  Other FLNNs do not show 
performances with significant difference in pairwise comparisons. 
Table 4.7: Average test accuracies for data with clean train and 20% level of noise in test data  
 20%CN p-FLNN tr-FLNN Le-FLNN Ch-FLNN 
 Breast C.W. 91.24 94.59 94.6 95.04 
 Iris 80.67 86 84 85.33 
Input dimension<10 Thyroid 66.98 80 77.67 79.53 
 Glass 49.99 53.69 53.71 55.14 
 Ecoli 57.62 69.36 64.41 63.82 
 Yeast 41.41 43.35 43.93 43.14 
 Average 64.65 71.165 69.72 70.33 
 Ionosphere 82.45 85.18 87.19 86.05 
 Wine 78.62 83.65 84.25 83.7 
10≤ Input dimension 
≤33 Page Blocks 63.12 77.42 69.02 67.74 
 Dermatology 91.34 92.18 92.16 90.93 
 Segmentation 14.05 67.05 65.68 57.92 
 Vowel 45.56 48.89 42.93 43.56 
 Average 62.52 75.73 73.54 71.65 
 
 
Noisy training Noisy test data sets 
A series of evaluations using noisy data sets for both the training and test sessions has 
been conducted with all twelve problems. Table 4.9 presents the obtained classification 
accuracy results. Where Table 4.2 shows the sign test results accordingly. It can be seen that 
when both training and test data are noisy, tr-FLNN performs better than p-FLNN at the 
significance level of 𝛼 = 0.1.  It performs better than both Le-FLNN and Ch_FLNN at the 
significance level of 𝛼 = 0.05.  p-FLNN, Le-FLNN, and Ch-FLNN perform equivalent, up to 
the significance level of 𝛼 = 0.1.   
Figure 4.3 shows the overall average accuracy of each FLNN for all datasets, with 
respect to the different clean/noisy data combinations. In all cases, as expected, adding noise 
results in performance degradation. However, when performance degradation is particularly 
obvious in clean training and noisy test scenarios. Another observation from Figure 4.3 is that 
tr-FLNN generally performs better in noisy data problems. 
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Table 4.8: Pairwise comparison of FLNN classifiers over 20% level of noise in train-clean 
test problems 
 p-FLNN tr-FLNN Le-FLNN Ch-FLNN 
P-FLNN  Tr-FLNN  Le-FLNN  Ch- FLNN 
Detected 
significance 
level 
 𝛼 = 0.05 𝛼 = 0.05 𝛼 = 0.05 
Tr-FLNN   Not statistically 
different 
Not statistically 
different 
Detected 
significance 
level 
    
Le-FLNN    Not statistically 
different 
Detected 
significance 
level 
    
Ch-FLNN     
Detected 
significance 
level 
    
 
Table 4.9: Average test accuracies for data with 20% level of noise in both training and test 
data 
 Data set p-FLNN tr-FLNN Le-FLNN Ch-FLNN 
 Breast C.W. 94.7 95.39 95.29 95.56 
 Iris 87.22 84.89 82.31 78.33 
Input dimension<10 Thyroid 77.21 83.26 77.67 77.67 
 Glass 52.78 55.13 55.59 53.72 
 Ecoli 64.29 70.25 66.07 64.57 
 Yeast 43.95 46.52 43.93 44.2 
 Average 70.02 72.57 70.14 69.00 
 Ionosphere 86.63 86.9 81.78 80.56 
 Wine 88.76 88.73 85.95 88.22 
10≤ Input dimension 
≤33 Page Blocks 90.86 90.46 90.41 90.39 
 Dermatology 89.57 91.45 92.27 91.9 
 Segmentation 77.55 82.75 80.09 79.86 
 Vowel 42.63 44.04 38.79 38.99 
 Average 79.33 80.72167 78.215 78.32 
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Table 4.10: Pairwise comparison of FLNN classifiers for 20% of noise in train and test data, 
using two tailed sign test with 𝛼=0.05, and 0.1 level of statistical significance 
 P-FLNN Tr-FLNN Le-FLNN Ch-FLNN 
P-FLNN  Tr-FLNN  Not statistically 
different 
Not statistically 
different 
Detected 
significance 
level 
 𝛼 =  0.1   
Tr-FLNN   Tr-FLNN Tr-FLNN 
Detected 
significance 
level 
  𝛼 =  0.05 𝛼 =  0.05 
Le-FLNN    Not statistically 
different 
Detected 
significance 
level 
    
Ch-FLNN     
Detected 
significance 
level 
    
 
 
 
Figure 4.3: Average of average accuracies with different noise placements in train and test 
sets respectively 
 
 
0
10
20
30
40
50
60
70
80
90
100
P-FLNN Tr-FLNN Le-FLNN Ch-FLNN
Average Performance of FLNN classifiers
clean-clean noisy-clean clean-noisy noisy-noisy
80 
 
 Remarks on FLNNs with different basis functions 
To perform an in-depth investigation on the FLNN classifiers with different basis functions, 
their test performances on the Ecoli problem have been considered. Figure 4.4. It can be seen 
that there is diversity among the decisions of FLNNs. In other words, FLNN classifiers with 
different basis functions capture different aspects of knowledge from the data set. This 
understanding motivates the development of an ensemble model using these four FLNN 
classifiers, as presented in section 3.4. 
 
 
Figure 4.4: True class labels and class predictions by P-,tr-,Le-,and Ch- FLNN classifiers for 
67 test samples of Ecoli problem  in a fold  
 
4.6 rFLNN Models 
In this section the results of a comparative study for rFLNN1 and rFLNN2 models are 
given.  For this purpose, two closely related publications in the literature, i.e., [32] and [78], 
have been used for performance comparison.  To ensure fairness, the experimental procedures 
follow those used in [82] and [81], which include the data sets and their partitions as well as 
evaluation settings. 
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 Experimental Procedure for rFLNN1 
The rFLNN1 model is compared with three similar models , namely Hybrid FLNN 
(HFLNN)[32], standard FLNN, and the radial basis function network (RBF) from [55].  Both 
rFLNN1 and standard FLNN have been extensively described in Chapters 2 and 3. A 
description of the HFLNN model is given, as follows, while its details can be found in the 
original paper of HFLNN [55]. 
The HFLNN model [32, 55] selects an optimal subset of the original features using a 
feature selection procedure. The original feature subsets are optimized by evolution through a 
GA. In the designed GA, each individual represents a selected subset of original features with 
a binary chromosome. An FLNN model is then built using that subset. The cost value 
associated with each individual includes a combination of the classification error of that FLNN 
over training data, and also the number of selected features. As such, the fittest individual 
represents the FLNN with the best classification performance, and with the least number of 
features.  The schema of this HFLNN model is shown in Figure 4.5. 
 
 
Figure 4.5: Schematic diagram of HFLNN proposed in [32] vs. rFLNN1 with the same basis 
functions  
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 rFLNN1 Configurations 
Basis functions: As described in Chapter 3, rFLNN1 can be built with any basis 
function. However, for the comparative study, the trigonometric function is adopted, which is 
in accordance with that in the HFLNN model [55]. Moreover, the same data sets and cross 
validation settings of HFLNN in [137] have been followed for a fair comparison. 
GA parameters: The GA population size is problem dependant [189]. After a few trails and 
error evaluation, it is set to three times of the length of an individual for each problem. 
The crossover probability is set to 0.8 and the mutation probability is set to 0.05 for all 
experiments.  These values have been determined after several trials. 
Cross validation: The same data sets and cross validation settings of HFLNN in [137] have 
been followed for a fair comparison. A two-fold cross validation procedure has been used for 
all data sets. Each data set is randomly divided into two subsets.  Each subset is alternatively 
used for training and test. Since the GA and FLNN are stochastic in nature, each experiment 
has been repeated thirty times, and the average test accuracy rates are calculated. 
 
 Results of the rFLNN1 Evaluation 
Table 4-11Table 4.1: Summary of the benchmark data sets shows the performance of 
rFLNN1 with respect to its average testing accuracy rates on eight data sets.  The results are 
compared with those of HFLNN, standard FLNN and RBF models [15]. It can be observed that 
in all problems, except IRIS, rFLNN1 performs better than three other models. In the case of 
IRIS, HFLNN and standard FLNN yield the best performances of 97.33% and 96.33% 
accuracy rates, respectively. The rFLNN1 model achieves 94.00% average test accuracy.  
Based on the statistical sign test [176], rFLNN1 performs significantly better than the other 
three models at the significance level of 𝛼 = 0.05.  
Table 4-12 as well as Figure 4.6 show the comparative results between rFLNN1 and other 
models with respect to test accuracy at maximum train accuracy achieved for each data set. 
For all data sets, rFLNN1 outperforms other models in terms of training and test accuracy 
rates. With the Zoo data set, all models can achieve 100% accuracy on training data; however 
rFLNN1 gives the best performance for test data of Zoo.  
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Table 4-11: Performance (2-fold cross validation test accuracy) comparison of proposed 
rFLNN1 and three other models with eight benchmark data sets  
 Dataset  rFLNN1 HFLNN FLNN RBF 
1 Iris 94.00 97.33 96.66 38.50 
2 Wine 92.40 90.45 88.76 79.21 
3 Pima 76.45 72.14 72.14 76.04 
4 Bupa 69.82 69.28 69.28 66.95 
5 Ecoli 76.57 50.08 47.31 26.11 
6 Glass 64.67 51.51 50.38 34.64 
7 Lymph. 78.79 77.03 74.32 72.29 
8 Zoo 91.75 86.19 85.16 81.08 
 
The results empirically indicate that rFLNN1, which performs feature selection in the 
expanded feature space, is more efficient than HFLNN, which performs feature selection in the 
original feature spaces; therefore ascertaining the usefulness of the methodology adopted in 
this research for improving the FLNN model in data classification tasks.  Figure 4.6 shows the 
overall training and test accuracy rates. 
Figure 4.7 represents the fraction of expanded features that have been discarded by 
rFLNN1 for each data set. It can be observed that up to half of the expanded features are 
discarded by rFLNN1.  Recalling the original FLNN structure (Figure 2.5), this means 
reduction in the number of network parameters by half, because, as stated in Chapter2, there is 
a one to one correspondence between the numbers of expanded features and the network 
parameters in original FLNN.  
The fewest number of expanded features discarded occurs with the Wine data, which 
is at 11%. For Lymph and Zoo data sets, rFLNN1 has more than 50% fewer expanded features,  
as compared with those in original FLNN used to solve these problems.  
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Figure 4.6: Performance comparison (bottom) with respect to maximum training accuracy 
(top) 
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Table 4-12: Comparative performance study w.r.t. maximum train accuracy / test accuracy 
 Max train accuracy/test accuracy 
Dataset  rFLNN1 HFLNN FLNN RBF 
     
Iris 100/97.33 
 
98.67/97.33 98.67/97.33 57.33/48.00 
Wine 100/94.44 
 
100/91.01 97.75/93.26 86.51/82.02 
Pima 84.74/75.41 
 
81.51/72.66 80.21/72.66 78.12/77.60 
Bupa 84.97/68.61 
 
77.91/70.35 78.49/70.93 71.68/68.21 
Ecoli 83.04/81.25 59.83/54.70 52.14/52.14 38.46/27.43 
Glass 89.72/59.81 63.81/57.14 60.95/55.05 53.21/38.09 
Lymph. 100/79.73 
 
97.30/78.38 94.60/77.03 86.49/75.68 
Zoo 100/96.02 
 
100/87.75 100/85.71 100/84.62 
 
 
 
 
Figure 4.7: Fraction of discarded expanded features 
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 Remarks on rFLNN1 model 
The proposed rFLNN1 model utilizes the GA for feature selection in the expanded 
feature space. Then, the BP algorithm is employed for weight tuning. The experimental results 
confirm that feature selection in the expanded feature space is an effective strategy to prune the 
structure of original FLNN, and to achieve either similar or higher accuracy rates as compared 
with those using all the original features.  In the experiments, more than half of the expanded 
features have been eliminated.  This confirms that rFLNN1 is effective and efficient in terms 
of classification performance and computational requirement.  
 
 Experimental Procedure for rFLNN2 
The performance of rFLNN2 is compared with three models, namely, an evolutionary 
FLNN model (EFLNN [78]), a constructive algorithm of higher order perceptron (HOP) [78], 
and the RBF model [78]. The EFLNN model proposed in [78] uses the polynomial basis 
function to expand the original features. It then uses the GA to select an appropriate set of the 
polynomial terms.  EFLNN uses the BP algorithm to train the resulting network.  
The experimental procedure in [78] has been followed in evaluating rFLNN2, and the 
polynomial basis function has been selected to construct rFLNN2.  Three benchmark 
classification problems in [81] are used for evaluation and comparison.  Cancer1 and Diabetes1 
are extracted from [190]. According to [152], in Cancer1, 525 data samples are used for 
training, with the remaining 174 samples used for test, while in Diabetes1, 576 samples are 
used for training, with the remaining 192 samples used for test.  
The Ionosphere data set is taken directly from the UCI machine learning repository. It 
is randomly divided into two sets, one with 276 samples for training and another with 192 
samples for test. This data set is selected for experimentation in order to compare the 
performance of rFLNN2 with the HOP model.  In HOP, real-valued data are approximated by 
Boolean functions, and the resulted Boolean data are used to train the HOP model [78]. 
 
 Results of the rFLNN2 Evaluation 
Table 4.8 shows the average test accuracy results of a two-fold cross validation using the 
partitioning setting described earlier.  
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Table 4-13: Comparative results of rFLNN2 
Dataset  rFLNN1_poly rFLNN2 EFLNN  HOP RBF 
Cancer1 98.33 
 
98.35 
 
98.85 -- -- 
Diabetes1 75.26 
 
75.39 
 
78.08 
 
-- 75.7 
Ionosphere 94.78 
 
95.32 
 
94.27 94.7 -- 
 
 
From the results, both rFLNN2 and EFLNN perform better than HOP and RBF for the 
selected problems. In particular, while rFLNN2 outperforms EFLNN in Ionosphere, EFLNN 
performs better than rFLNN2 in Cancer1 and Diabetes1.  
Figure 4.8: Percentage of weights in rFLNN2 and EFLNN models compared to that in 
original FLNN. The difference in performance of rFLNN2 and EFLNN in term of optimising 
the standard FLNN structure is significant for Diabetes1.  Both models perform equally well 
in Cancer1 and Ionosphere.  In general, EFLNN outperforms rFLNN2 in term of network 
pruning. This could be due to the more complex search space in rFLNN2, whereby the search 
space of rFLNN2 covers both the expanded features and network weights.  On the other hand, 
EFLNN deals with only the search problem pertaining to the expanded features, and optimises 
the weights using the BP algorithm. This indicates that further research on enhancing rFLNN2 
is necessary, e.g. using other evolutionary or swarm intelligence-based optimising methods, as 
highlighted in further research in the next chapter. 
 
4.7 Ensemble rFLNN2 Model 
The proposed rFLNN2 ensemble model coupled with the BKS and BKS-SB and BKS-
OWA combination methods are evaluated thoroughly in this section. Firstly, the performances 
of the ensemble with standard BKS method is evaluated based on 12 benchmark classification 
problems. Clean and noise-contaminated data sets are used for experimentation.  Then, the 
performances of the ensemble with BKS-SB and BKS-OWA systems are compared. Finally, 
the performance of the proposed rFLNN2 ensemble model is evaluated through a comparative 
study with eight other ensemble classification methods reported in a recent study [153].  
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Figure 4.8: Percentage of weights in rFLNN2 and EFLNN models compared to that in 
original FLNN 
 
 
 Experimental Procedure for the rFLNN2 Ensemble Model 
For the first and second parts of the evaluation, the 12 data sets from the KEEL 
repository [185], in both clean and noisy versions, are used. The results are based on the 5-fold 
cross validation method and the noise level at 20% is used. Three noise-corrupted scenarios, 
i.e. noise in both training and test sets, noise only in the training set, and noise only in test set, 
are adopted. The performance metrics are the average test accuracy rates over 5 folds and the 
rejection rate of the standard BKS combination method. 
 Results and Discussion of the rFLNN2 Ensemble Model 
Table 4.14 to Table 4.17 summarize the experimental results using the proposed ensemble 
rFLNN2 model on the benchmark data sets including clean and noisy data.  The results include 
the ensemble model with the standard BKS method and the BKS-OWA combination method. 
The rejection rate of the standard BKS method is also reported. Note that in the BKS-OWA 
combination method, the rejection rate is always zero.  
0
0.1
0.2
0.3
0.4
0.5
0.6
Cancer1 Diabetes1 Ionosphere
rFLNN2 EFLNN
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Figure 4.9 and Figure 4.10 depict the classification accuracy and rejection rates of the standard 
BKS method, respectively. They represent results for each data set according to various noisy 
scenarios, which are clean train-clean test, noisy train-clean test, noisy test-noisy test, and clean 
train-noisy test. The highest classification accuracy is yielded from the clean-clean scenario, 
which implies that the existence of noise affects classification accuracy.  As can be seen from 
Figure 4.9, when noise is introduced to corrupt the data samples, a decreasing trend in 
classification accuracy 
Table 4.14: Five folds cross validation accuracy of rFLNN2 ensemble with normal BKS and 
with BKS-OWA combination systems - results for clean datasets five folds 
 Data set BKS BKS_OWA Rej. Rate (of 
BKS method) 
1 Breast C.W. .97 49 96.64 1.17 
2 Dermatology 98.70 97.49 2.44 
3 EColi 89.28 88.30 8.93 
4 Glass 69.26 67.90 8.81 
5 Ionosphere 94.36 92.61 3.98 
6 Iris 97.83 97.89 2.78 
7 Page Blocks 95.53 95.02 1.10 
8 Segmentation 94.11 92.55 3.33 
9 Thyroid 94.35 94.42 1.86 
10 Vowel 86.94 80.24 16.11 
11 Wine 97.11 95.51 3.95 
12 Yeast 60.62 59.56 3.55 
 
 
Table 4.15: Five folds cross validation accuracy of rFLNN2 ensemble with normal BKS and 
with BKS-OWA  combination systems- results for  noisy train –clean test  datasets 
 BKS BKS_OWA Rej. rate 
Breast C.W. 96.69 96.37 0.76 
Dermatology 97.66 96.58 3.06 
EColi 80.20 65.19 60.31 
Glass 57.57 56.05 9.78 
Ionosphere 88.14 87.75 1.71 
Iris 95.95 94.67 4.00 
Page Blocks 92.87 92.87 0.27 
Segmentation 50.13 29.76 40.18 
Thyroid 92.71 92.09 4.19 
Vowel 68.84 64.02 19.83 
Wine 97.17 96.63 2.24 
Yeast 52.99 52.67 4.61 
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Table 4.16: Five folds cross validation accuracy of rFLNN2 ensemble with normal BKS and 
with BKS-OWA  combination systems- results for clean train –noisy test datasets  
 BKS BKS_OWA Rej. rate 
Breast C.W. 93.82 93.05 3.27 
Dermatology 96.26 93.17 9.07 
Ecoli 73.10 65.73 24.62 
Glass 52.21 50.83 18.05 
Ionosphere 82.16 80.91 5.41 
Iris 88.28 83.33 8.67 
Page Blocks 72.72 66.68 14.15 
Segmentation 56.76 47.85 82.28 
Thyroid 83.68 78.14 23.26 
Vowel 57.67 51.17 29.13 
Wine 85.86 83.68 11.81 
Yeast 45.10 42.96 15.26 
 
Table 4.17: Five folds cross validation accuracy of rFLNN2 ensemble with standard BKS 
and with BKS-OWA combination systems for noisy train-noisy test datasets   
 BKS table 
accuracy 
BKS BKS_OWA Rej. Rate (of 
BKS method) 
Breast C.W. 97.04 95.76 95.25 1.24 
Dermatology 100 94.84 91.68 9.78 
EColi 80.36 72.85 70.25 10.71 
Glass 75.23 56.03 53.79 12.74 
Ionosphere 99.29 87.24 86.91 1.71 
Iris 94.17 88.41 85.11 9.00 
Page Blocks 91.53 91.03 90.79 0.49 
Segmentation 89.40 82.57 80.39 5.46 
Thyroid 88.26 83.06 81.86 3.72 
Vowel 78.46 48.40 43.03 30.64 
Wine 97.19 91.41 88.76 7.89 
Yeast 54.16 46.65 45.01 9.60 
 
pertaining to clean-noisy, noisy-clean or noisy-noisy can be observed for all 12 benchmark data 
sets, irrespective whether noise is introduced to the training or data sets, or both. 
Generally, it can be seen that when both training and test sets are clean (clean train-
clean test), the highest accuracy is achieved, and with the fewest rejected samples. On the other 
hand, when the test set is noisy, i.e. noisy train-noisy test and clean train-noisy test, the lowest 
accuracy rates are produced, regardless whether the training set is clean or noisy.  
The performance of in the clean train-noisy test scenario is inferior to that of noisy 
train-noisy test scenario. This indicates that the strategy to eliminate noise-corrupted data from 
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training is not effective, when the test data are subject to noise corruption in practice. The noisy 
train-clean test scenario produces the second highest accuracy rates. This indicates that the 
ensemble with standard BKS method is able to learn from noisy data (up to 20%), and produces 
good results when the test data are clean. For the clean train-noisy test scenario, the highest 
rejection rates are observed.  In this scenario, the model with standard BKS method contains 
no information about the underlying noise distribution, therefore rejects most of the noise-
corrupted test samples.   
From Figure 4.10, introducing noise to the training or test data results in an increase of 
the rejection rate. When the test samples are noisy (i.e. in both clean train-noisy test and noisy 
train-noisy test scenarios), the rejection rate is higher than that of noisy train-clean test scenario. 
This, again, indicates that the BKS method is robust against noise (up to 20%) in the training 
data). But when the test data are corrupted by noise, the BKS method becomes conservative 
and less effective, leading to a high rejection rate.  
 
 Evaluation of rFLNN2 Ensemble Model with BKS-OWA and BKS-SB systems 
As pointed out in Chapter3, the performance of BKS is compromised by the empty units and  
the so-called ambiguous units.  When the combined decision of a test sample falls in one of 
these units, it is rejected, in order to maintain the generalization error [42].  This can cause a 
high rejection rates if many empty or ambiguous units exist. As described earlier in Section 
3.4, one way to make decision for rejected samples is accepting the prediction of the single 
classifier with higher training accuracy. This results in the BKS-SB system. The OWA operator 
based aggregation method is a more elaborate strategy to make decision for rejected samples 
which the system is called BKS-OWA accordingly.  The effectiveness of both methods is 
investigated by comparing their performance using twelve benchmark problems.  Table 19 
shows the results of 2-fold cross validation. 
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Figure 4.9: 5-fold classification accuracy results for clean train –noisy test datasets 
 
 
Figure 4.10: 5-fold rejection rate results for data sets with different clean and noisy 
configurations. 
 
 
When the decision is reached using the OWA operator, instead of simply accepting the 
best individual classifier’s decision, the performance of BKS-OWA is better in ten out of 
twelve problems.  As such, BKS-OWA performs significantly better than BKS-SB statistically 
at the significance level of α=0.05 .  
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Table 4.18: Test accuracy  of rFLNN2 ensemble with BKS-SB BKS- OWA systems. The 
higher performance for each problem is bolded.  
 
 Data set BKS-SB BKS-OWA 
1 Breast C.W. 97.08 97.37 
2 Dermatology 95.13 95.80 
3 EColi 86.66 87.25 
4 Glass 65.11 66.04 
5 Ionosphere 92.02 92.14 
6 Iris 96.56 97.22 
7 Page Blocks 93.68 94.13 
8 Segmentation 93.98 94.98 
9 Thyroid 93.86 95.26 
10 Vowel 90.00 90.90 
11 Wine 95.62 95.28 
12 Yeast 60.00 59.41 
 Average 88.31 88.82 
 
The better performance of model with BKS-OWA system is expected as it retains the 
knowledge of BKS as well as individual classifiers’ predictions in decision fusion. It also 
associates an appropriate weight to the decision of each individual classifier according to its 
accuracy during the training phase.  On the other hand, BKS-SB system merely considers the 
decision from an individual classifier that performs the best during the training phase, and 
ignores the information of other classifiers.  
 Results and Discussion of rFLNN2 Ensemble with BKS-OWA and BKS-SB 
systems 
The empirical results in the previous section have proven that the proposed BKS-OWA 
performs statistically better than BKS-SB.  A comprehensive study to evaluate the 
effectiveness of the ensemble model with BKS-OWA in handling rejected test samples is 
conducted.  Specifically, the hypothesis is whether BKS-OWA is able to maintain the accuracy 
rate within a 5% limit of those from standard BKS, despite the fact that it does not reject any 
sample. The results from both clean and noisy data sets are examined.  
Table 4.14 summarizes the results of 5-fold cross validation for clean data sets. BKS-
OWA is able to maintain its accuracy within the 5% limit of those from standard BKS in eleven 
out of twelve benchmark problems. In case of IRIS and THYROID problems, model with BKS-
OWA system outperforms the model with standard BKS. From the results, it can be observed 
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that even when the rejection rate is high and standard BKS combination method cannot yield 
any prediction for many samples, BKS-OWA system is able to perform with acceptable 
accuracy.  As an example, in GLASS, a total of 8.82% of test samples are rejected by standard 
BKS, and the accuracy obtained for the remaining test samples is 69.26%.  BKS-OWA system 
provides predictions for all test samples (including the rejected samples) and achieves an 
accuracy rate of 67.90%, which is close to that of standard BKS. 
 Evaluation of rFLNN2 Ensemble Model 
A performance comparison between rFLNN2 ensemble model and eight other related 
models published in the literature [191] is conducted.  The experimental procedure in [153] is 
followed, which includes using the same data sets with 2-fold cross validation to evaluate all 
models. During the experiments, rFLNN2 ensemble model coupled with BKS-based 
combination method is compared against two groups of ensemble methods, as follows.  
(A) Conventional Combination Methods 
The predictions from individual classifiers in the ensemble are combined using the 
conventional combination methods, namely single best as well as majority voting schemes: 
Single-best (SB): This scheme selects the best individual classifier in the ensemble and uses its 
prediction as the final decision.  
Majority voting (MV): This scheme combines the predictions from all classifiers in the 
ensemble using the voting strategy, and selects the prediction with the highest vote as the final 
decision. 
(B) Competence-based Methods 
This group includes six competence-based combination methods described in [153], as 
follows.  
(i) Dynamic Classifier Selection Local Accuracy (DCS-LA): This method defines the 
competence of individual classifiers for each test sample using its local classification accuracy.  
The local accuracy is calculated based on the 𝑘 = 10 nearest neighbors of the test data in the 
training/validation set.   
(ii) DCS with Multiple Classifier Behavior (DCS-MCB): This method defines the competence 
of the individual classifiers for each test example, x, as the classification accuracy calculated 
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for a data set, 𝑉, which is dynamically generated from the validation data set 𝑉, as follows. 
Firstly, the multiple classifier behavior (MCB) is calculated for the test sample, x, and for its 𝑘 
nearest neighbours taken from 𝑉. The MCB is defined as a vector with its elements as the 
decisions (i.e. class labels assigned to sample 𝑥) of all classifiers in the ensemble. Next, 
similarities between the MCB are calculated using the averaged Hamming distance. The 
samples in 𝑉 that are most similar to 𝑥 (i.e. below some similarity threshold) are used to 
generate the data set 𝑉 [191].  
(iii) DCS Modified Local Accuracy (DCS-MLA): This method is similar to DCS-LA, except 
the local classification accuracy is estimated using weighted 𝑘 nearest neighbors of the test 
example, x, taken from 𝑉. 
(iv) Dynamic Ensemble Selection Knora Eliminate (DES-KE): For each test sample, this 
method dynamically selects a subset of classifiers with the best classification accuracy of 𝑘 
nearest neighbours of the test example 𝑥. The 𝑘 nearest neighbors are taken from the validation 
data set. 𝑉. If there is no classifier with a perfect classification accuracy of all 𝑘 nearest 
neighbors, the value of 𝑘 is decreased until at least one such classifier is found [191]. 
(v) Dynamic Ensemble Selection Performance (DES-P): this method is based on the definition  
of the measure of competence random classification (MCR)[191].   
(vi) DES-Kullback-Leibler (DES-KL): This method selects a subset of classifiers for each test 
sample. The competence measure of a classifier is estimated based on information theory. For 
each validation sample, 𝑦, a “source” competence is calculated as the Kullback–Leibler (KL) 
divergence between the uniform distribution and the vector of discriminant function generated 
by the classifier The competence of the classifier for the test sample is obtained by weighted 
sum of the source competences, where the weights are related to the Euclidean distance 
between the test sample and validation samples.  
In [153], the classifier ensembles with the aforementioned methods consist of eleven 
individual classifiers: linear and quadratic discriminant classifiers, nearest mean classifier 
(NMC), k-NN classifiers with = 1,5,15 , two Parzen classifiers with different Gaussian kernel 
parameters , a tree classifier, and two feedforward ANN-based classifiers with different number 
of hidden layers and nodes. Table 4.19 summarizes the average classification accuracy rates of 
the test set for all models, including the proposed rFLNN2 ensemble with BKS-SB and BKS-
OWA systems.  
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The performances of all methods are evaluated using the paired sign test [176] at both 
levels of significance of α=0.05 and α= 0.1.  The results are summarized in Table 4.19. It 
indicates that the performances of rFLNN2 ensemble system (with BKS-SB and BKS-OWA) 
are comparable with those from other methods.  
BKS-OWA rFLNN2 ensemble model yields the highest test classification accuracy 
averaged over all data sets, which is 88.82%. On average, it outperforms the SB, MV, DCS-
LA, DCS-MCB, DCS-MLA, DCS-KE, DES-P, and DES-KL methods by 0.96%, 1.28%, 
2.33%, 2.29%, 2.24%, 1.74%, 0.23%, and 0.61%, respectively.  BKS-OWA performs 
significantly better than BKS-SB, MV, DCS-LA, DCS-MCB, DCS-MLA, DCS-KE, at the 
significance level of α=0.05, and significantly better than DES-P and DES-KL at the 
significance level of α=0.1.  BKS-OWA outperforms other methods in nine out of twelve 
problems. As such, considering Table 4.2, the rFLNN2 ensemble with BKS-OWA system is 
statistically significant better than other systems with a significance level of α=0.1. 
Note that the performances of all methods deteriorate in Ecoli and Yeast problems.  
Both data sets are highly skewed with different prior probabilities. In both problems, BKS-
OWA achieves the highest test classification accuracy rates.  In summary, the rFLNN2 
ensemble model with BKS-OWA system is able to yield best performance in comparison with 
other decision combination methods published in [153]. 
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Table 4.20: Pairwise comparison of rFLNN2 ensemble with BKS-OWA system. The 
rFLNN2 ensemble with BKS-OWA is α- level significantly better than other system 
considering the cases it performed better on the 12 cases  
 
Number of cases BKS-OWA won against : 
SB MV 
DCS-
LA 
DCS-
MCB 
DCS-
MLA 
DES-
KE 
DES-
P 
DES-
KL 
α =0.05 11 12 12 12 12 12 - - 
α =0.1 - - - - - - 10 10 
 
 
4.8 Real-World Classification Problems 
In the previous section, the proposed rFLNN-based models have been evaluated 
comprehensively using benchmark problems, and comparative studies have been conducted. 
In this section, the applicability of the proposed ensemble rFLNN2 model to two real-world 
classification problems is demonstrated.  They are power quality monitoring and motor fault 
detection. The first problem shows that BKS-OWA is able to eliminate rejection from the 
standard BKS.  The second problem illustrates BKS-OWA is able to eliminate rejection and 
maintain its good performance in undertaking noise-corrupted data. 
 
 Power Quality Monitoring 
Power quality, or quality of electrical power, has been a growing concern during the last decade 
as it can cause  malfunction of devices and shortened equipment life [192]. Similar to other 
commodities, electrical power can be categorized based on its quality [193]. In general, power 
quality can be evaluated from electricity supplier or electricity consumer perspectives [194]. 
At the supplying end, power quality is considered as the generator’s ability to generate power 
at 50/60 Hz with small fluctuations. On the other hand, at the transmission and consumption 
end, it refers to voltage staying within the range of plus or minus five percent [194]. Low power 
quality is commonly caused by disturbances such as impulses, flickers, and harmonic 
distortion, and could affect production operations in industry [192]. The widespread usage of 
nonlinear loads, e.g. personal computers, laser printers, variable speed drives, and many other 
electronic systems, creates harmonics as a major source of disturbance in power distribution 
systems [194]. As such, it is imperative to have a reliable power quality monitoring system, in 
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order to improve the quality of electrical power [192]. In the following section, a power quality 
monitoring problem is addressed using the proposed rFLNN2 ensemble model coupled with 
BKS-OWA system.  
The data set contains power measurements collected in a university in Malaysia. The data 
samples were collected for 11 days from 21-31 October, 2013.  A three-phase power quality 
recorder was used to capture power-related data every 10 minutes. The data samples was pre-
processed to produce 1430 samples.  Each samples comprised six features, i.e., voltage 
harmonics and total harmonic distribution from phases A, B , and C [177].  The task. is to 
detect power quality problems by differentiating between low quality signals and good signals 
 
Table 4.21: Summary of key characteristics of the Power quality dataset 
No. of Samples  No. of  classes No. of 
features 
No. of samples per 
class 
1430 2 6 1232/198 
 
The results are summarized in Table 4.22. Note that the BKS table contains 24 units, 
with only six non-empty ones. The average rejection rate for the test set from standard BKS is 
16%.  The accuracy of BKS-OWA system is the same as that of standard BKS.  However, 
BKS-OWA gives predictions for all test samples. This means that the OWA method has 
successfully made useful predictions for all rejected test samples.  
 
Table 4.22: rFLNN2 ensemble with Standard BKS and with BKS-OWA combination 
systems- results for power quality monitoring problem 
Model Accuracy (%) Rejection 
(%) 
 normal BKS 
BKS  98.88 0.28 
BKS-OWA 98.88 -- 
 
 
 Motor Fault diagnosis 
The proposed rFLNN2 ensemble model is used to classify fault conditions of induction 
motors. The problem consists of data from a series of real experiments [195]. The experiment 
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acquired current signals from induction motors under five different conditions, including 
healthy motor condition and four faulty conditions: eccentricity, unbalanced voltage, one/two 
broken rotors, and stator winding faults.  
The motor current signature analysis (MCSA) method was applied and stator current 
signatures were collected. Then, the signal harmonics of the power spectral density were 
extracted as the input features for fault classification (Figure 4.11).  
 
 
Figure 4.11: Schematic diagram of fault detection and diagnosis (adapted from [178]) 
 
There are twenty-one input features, which are the 1st, 5th, 7th, 11th, 13th, 17th, and 
19th harmonics of phase current A, phase current B, and phase current C, respectively. The 
output is one of the five motor conditions. Table 4.23 summarizes the key characteristics of 
this data set.  
 
 
Table 4.23: Summary of key characteristics of the induction motor fault diagnosis dataset 
No. of Samples No. of  features No. of class No. of samples per 
class 
200 21 5 29/58/29/28/56 
 
 
To evaluate the ensemble model, a series of experiments have been conducted with two 
sets of data, one without noise and one with noise. To generate noisy data, 20% of the input 
features in test samples are corrupted by Gaussian noise. In other words, for each feature, 20% 
randomly selected values are replaced by values generated according to the Gaussian noise 
function.. Table 4.24 shows the summary of accuracy rates obtained for clean data set as well 
as the noisy data set. It also shows the rejection values of standard BKS method.   
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Table 4.24: rFLNN2 ensemble with normal BKS and BKS_OWA combination systems -
results for four motor faults diagnosis problem 
Noise(in 
percentage) 
Model Accuracy (%) Rejection rate 
(%) 
of standard BKS 
0 (Clean) 
Standard 
BKS  
97.94 3 
BKS-OWA 97 -- 
20 
Standard 
BKS  
95.74 6 
BKS-OWA 93 -- 
 
 
From Table 4.24, standard BKS fails to provide predictions for 3% of the test samples, while 
in the case of noise-corrupted test samples, the rejection rate increases to 6%. The accuracy 
of BKS-OWA for the noise-corrupted test set is 93%, which indicates that it can provide 
useful predictions without any rejected samples.  
 
4.9 Chapter Summary  
In this chapter, a series of comprehensive evaluations to evaluate the proposed individual 
and ensemble rFLNN-based models has been conducted.  The first part of this chapter presents 
the evaluation using publicly available benchmark data sets. The results are compared with 
those from other methods published in the literature. The outcomes indicate that the proposed 
rFLNN-based models is a good extension to the FLNN family. Based on numerous benchmark 
data sets, rFLNN-based models perform either better or as good as original FLNN or hybrid 
FLNN (HFLNN) models in terms of classification accuracy, while maintaining a parsimonious 
network structure. In addition, rFLNN2 focuses on maintaining the key characteristics of 
FLNN, which is its simple network structure as compared with that of MLP. Specifically, 
rFLNN2 manages the optimization of both FLNN network structure and weights using the GA.  
The results from benchmark data sets show the effectiveness of rFLNN2. 
The experiments using rFLNN2 ensemble model also show its usefulness and for some 
cases superior performance as compared with other ensemble methods. Moreover, the results 
from the use of BKS-OWA in the ensemble model to tackle the rejection problem of standard 
BKS has proved to be effective. In most of the benchmark problems, the rFLNN2 ensemble 
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with BKS-OWA system is able to yield higher accuracy rates as compared with those from 
rFLNN2 ensemble with BKS-SB system. 
The proposed rFLNN2 ensemble model has been evaluated using two real-world 
classification problems, namely power quality monitoring and motor fault diagnosis. The 
results demonstrate that the proposed ensemble model is able to handle these problems 
satisfactorily. In first real world problem of power quality monitoring, the usefulness of BKS-
OWA system in eliminating the rejection problem of standard BKS is demonstrated. In the 
second real-world problem of motor fault diagnosis, the effectiveness of BKS-OWA in tackling 
noisy data and maintaining good accuracy rates is demonstrated.   
Despite the usefulness of the proposed FLNN-based models presented in this thesis to 
handle data classification problems, there are rooms for improvement of the models. Some 
suggestions for further research on improving FLNN-based models for data classification and 
other machine learning tasks, inspired from this research, are given in the next chapter.  
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 Conclusions and Future Research 
 
5.1 Conclusions   
The main aim of this thesis is to develop a new framework for solving data classification 
problems using the FLNN. The FLNN and its variants constitute a class of higher order ANNs.  
The key advantage of FLNN-based models is only one layer of trainable weights is required, 
in contrast to multilayer structures such as the MLP.  In an FLNN, the input dimension is 
increased by adding expanded features to the original input features, in order to increase the 
discriminative powers in data classification and regression. However, increasing the original 
input dimension of the problem inevitably increases the network complexity, leading to issues 
known as the curse of dimensionality [78]. 
To address this challenge and to achieve the research aim, a number of individual and 
ensemble rFLNN-based models have been proposed in this research.  They utilise the GA to 
select the key expanded input features and optimise the network structure and weights.  The 
first proposed model, i.e., rFLNN1, uses the GA for selection of expanded input features and 
the BP algorithm for training.  The second proposed model, i.e., rFLNN2, combines the 
problem related to selection of expanded features and learning of weight values into one 
optimisation problem for use with the GA.  For this model, novel crossover and mutation 
operators are introduced so that they can handle the formulated optimisation problem.  The 
experimental results and comparison studies with other related methods indicate the 
effectiveness of both rFLNN models to generate parsimonious FLNN structures. 
To further improve robustness in undertaking data classification problems, an ensemble 
rFLNN2 model has been proposed in this research.  Specifically, the ensemble model is 
composed of four rFLNN2 models, each with a different basis function (polynomial, 
trigonometry, Legendre, and Chebyshev). The ensemble model benefits from using the BKS 
decision combination method to enhance its generalization ability.  To solve the rejection 
problem of standard BKS, the OWA operator has been incorporated to yield the proposed BKS-
OWA method for decision fusion.  The linguistic quantifier function is used to calculate the 
weights of the OWA operator. The experimental results on both clean and noisy data indicate 
that BKS-OWA can solve the limitation of standard BKS effectively and, at the same time, 
maintain a good classification performance. 
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To demonstrate the usefulness of the proposed ensemble rFLNN2 model coupled with 
BKS-OWA, two real-world classification problems have been evaluated.  The first is related 
to power quality monitoring while the second is related to motor fault diagnosis.  The 
experimental results show the promising performance of the ensemble rFLNN2 models in 
handling real-world problems, whereby high classification accuracy rates of 98.88% and 97% 
have been achieved for both problems, respectively.  The outcomes also positively confirm the 
effectiveness of BKS-OWA in solving the limitation of standard BKS, especially in noisy data 
environments.  
 
5.2 Suggestions for Further Research 
Based on the current findings of this research, a number of directions for further work 
are provided, as follows. 
(A) In-depth theoretical analysis on the capabilities of rFLNN-based models  
In this research, the effectiveness of rFLNN-based models in generating compact 
FLNN structures and weights for classification is empirically studied.  A theoretical 
investigation on the capabilities of rFLNN models is useful.  In particular, the expansion 
function is an important element in designing any FLNN-based models.  As such, an in-depth 
theoretical analysis on the capabilities of rFLNN models with different expansion functions 
constitute a useful topic for further research. 
 
(B) Different evolutionary and/or swarm intelligence methodologies 
In general, the proposed rFLNN-based models utilise the GA as the search technique.  
The parameters are encoded in the chromosomes for optimisation. Nowadays many 
evolutionary and swarm intelligence methodologies have been proposed, which can be 
embedded into the proposed rFLNN-based models.  It is worthwhile to examine other 
evolutionary and/or swarm intelligence methodologies in further research.  In particular, it is 
useful to enhance rFLNN2 with new search techniques, as it has a complex search space 
especially in high dimensional data problems.  
On the other hand, the rFLNN2 model is designed by adapting novel cross over and 
mutation operators. An alternative is to formulate the task as multi-objective problem and 
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suitable mutli-objective evolutionary and/or swarm intelligence methodologies can be used to 
solve the problem.  It is useful to compare the multi-objective model with the current the 
rFLNN2 model and identify the advantages and disadvantages of both methods. 
 
(C) Different decision combination methods 
The BKS method is used in this research to aggregate the decisions of individual 
classifiers. By analyzing the training and test errors, the BKS performance deteriorates in 
case of clean train-noisy test scenario (as shown in Table 4.16 Chapter 4). One of the main 
reasons is over-fitting.  Different decision combination methods can be researched in further 
work, e.g. weighted majority voting , Dempster-Shafer based combination method, and Borda 
Count method [40]. Appropriate performance comparison studies can be conducted to 
examine the advantages and disadvantages of each decision combination method in 
conjunction with the ensemble of rFLNN2 models. 
 
(D) Dynamic OWA Scheme 
In the current ensemble rFLNN2 model, the OWA operator combines the outputs from 
individual classifiers and the BKS table only once for each problem. It is expected that a 
dynamic OWA strategy, i.e. aggregation of the classifier outputs based on their regional 
accuracy rates of the test samples, can improve the performance.  For further research, the 
theoretical properties between static and dynamic OWA schemes can be conducted.  Besides 
that, the robustness of both OWA schemes in handing noisy data classification problems 
constitutes a good topic for further research. 
 
(E) Deep Learning Algorithm 
Deep learning methods proved their usefulness in ANN studies. A few studies have also shown 
promising performance of FLNN  incorporated with the trending deep learning 
algorithms[196]. However for further research more comprehensive theoretical and 
experimental evaluation of the deep learning FLNN models are demanded.  
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