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Abstract
The Feje´r-Riesz spectral factorization lemma, which represents a nonnegative
trigonometric polynomial as the squared modulus of a trigonometric polynomial,
was extended by Ahiezer to factorize certain entire functions and by Helson and
Lowdenslager to factorize certain functions on compact connected abelian groups
whose Pontryagin duals are equipped with a linear order. This paper relates these
factorizations for archimedian orders using the theory of almost periodic functions.
2010 Mathematics Subject Classification:11K70,30H10,30D15,43A70,47A68
1 Introduction
N = {1, 2, 3, ...}, Z, Q, R, C are the natural, integer, rational, real, and complex numbers.
D := { z ∈ C : |z| ≤ 1 } is the closed unit disk, Do is its interior and its boundary T is the
multiplicative circle group. For z ∈ C, define χz : R→ C by χz(s) = eizs.
In 1915 Feje´r conjectured [12] and Riesz proved [31] that if f is a nonnegative trigono-
metric polynomial of the form f(t) =
∑d
−d fk e
2πikt where fd 6= 0, then there exists a
trigonometric polynomial h(t) =
∑d
0 hk e
i2πkt such that f = |h|2. Moreover, there exists a
unique such h so that the polynomial H(z) :=
∑d
0 hk z
k has no zeros in Do and H(0) > 0.
This result is called the Feje´r-Riesz spectral factorization lemma. Riesz gave a proof based
on the fundamental theorem of algebra in ([32], p. 117).
In 1921 Szego¨ [38] extended the Feje´r-Riesz lemma by proving that if w ∈ L1(T) is non-
negative then logw ∈ L1(T) iff there exists a nonzero function h in the Hardy space H2(T)
such that w = |h|2. Moreover h is unique if its holomorphic extension H to Do has no
zeros and H(0) > 0. Hp(T), p ∈ [1,∞] consist of functions in Lp(T) that are nontangential
boundary values of their holomorphic extensions to Do ([35], Theorem 17.11).
Let E(R) be the Fre´chet space of smooth functions with the topology of uniform conver-
gence of derivatives over compact subsets, E ′(R) be its dual space of compactly supported
distributions [15, 36], and < ·, · > : E ′(R) × E(R) → C be the bilinear pairing. The
support interval of η ∈ E ′(R) is the smallest closed interval [α, β] containing its support.
Then F (z) :=< η, χz > is entire of exponential type τ := lim sup|z|→∞ |z|
−1 log |F (z)| =
max{|α|, |β|} and its restriction to R is bounded by a polynomial. The Paley-Wiener-
Schwartz theorem [28], [37] implies the converse.
In 1948 Ahiezer [1] proved that if F : C → C is an entire function of exponential type
τ > 0, the restriction F |R ≥ 0, and
∫∞
−∞(1 + x
2)−1 max{ 0, logF (x) } dx < ∞, then
there exists an entire function S of exponential type τ/2 with no zeros in Uo such that
F (z) = S(z)S(z) and S is unique up to multiplication by a constant with modulus 1. Boas
([8], Theorem 7.5.1) gives a proof based on the Ahlfors-Heins theorem [17] and proves that
Ahiezer’s theorem implies the Feje´r-Riesz lemma.
Henceforth assume G is a compact abelian topological group with a linear order ≤ on
its Pontryagin dual [29] Ĝ, which consists of characters or continuous homomorphisms
χ : G → T, under pointwise multiplication. Such an order exists iff the identity 1 ∈ Ĝ
is the only element of finite order ([34], Theorem 8.1.2) iff G is connected [24]. The
Stone-Weierstrass theorem ([35], A14) implies that the algebra of trigonometric polyno-
mials T (G) := span Ĝ is dense in the C∗-algebra C(G). Let dσ be Haar measure on G
normalized so
∫
G
dσ = 1, and let Lp(G), p ∈ [1,∞] be the associated Banach spaces and
Lpr(G) := { f ∈ L
p(G) : f(G) ⊂ R }. For p < ∞ and f ∈ Lp(G) there exists a sequence
of nonnegative en ∈ T (G), with
∫
G
endσ = 1, such that the sequence of convolutions
en ∗ f ∈ T (G) satisfies limn→∞ ||f − en ∗ f ||p = 0 hence by ([35], Theorem 3.12) there
exists a subsequence of en ∗ f that converges pointwise to f. Let L
1
∗(G) be the subset of
L1(G) consisting of functions for which there exist such a sequence en with
sup
n
|en ∗ f | ∈ L
1(G). (1)
We record that L1∗(T) is the subset of f ∈ L
1(T) whose Hardy-Little maximal function
(Mf)(z) := sup
L∈[0,π]
1
2L
∫ L
−L
f(zeis) ds, z ∈ T (2)
is in L1(T) ([21], Theorem 7.3). The Fourier transform F : L1(G)→ ℓ∞(Ĝ) is defined by
F(h)(χ) :=
∫
G
hχdσ. The Hausdorff-Young inequality [16, 41] implies that for p ∈ [1, 2]
and p−1+q−1 = 1 its restriction is a bounded operator F : Lp(G)→ ℓq(Ĝ). The spectrum
of h ∈ L1(G) is Ω(h) := support F(h). Define HT (G) = span {χ ∈ Ĝ : 1 ≤ χ } and the
Hardy space Hp(G) := { h ∈ Lp(G) : χ < 1⇒ χ /∈ Ω(h) }.
The Mahler measure [26], [27] of h ∈ L1(G) is
M(h) := exp
∫
G
log |h| dσ. (3)
Clearly M(h) > 0 iff log |h| ∈ L1(G) and M(h) = 0 otherwise. h ∈ L1(G) is outer if
M(h) = |
∫
G h | and inner if |h| = 1 almost everywhere.
In 1949 Beurling [6] introduced these concepts for G = T and proved that every nonzero
h ∈ Hp(T) satisfies log |h| ∈ L1(T) and admits a unique factorization h = hi ho where
hi ∈ H
∞(T) is inner and ho ∈ Hp(T) is outer and
∫
T
ho > 0. The restriction h of an alge-
braic polynomial H to T is in H1(T) and is outer iff H has no roots in Do since Jensen’s
formula [20] givesM(h) = |h(0)|
∏
h(λ)=0max{|λ|
−1, 1}. Jensen’s formula also implies that
h ∈ Hp(T) is outer iff its holomorphic extension H to Do has no zeros.
In 1958 Helson and Lowdenslager extended results of Szego¨ and Beurling to groups with
ordered duals. Rudin in ([34], Theorem 8.4.3) explains their main result: if w ∈ L1(G)
is nonnegative then logw ∈ L1(G) iff there exists a h ∈ H2(G) with
∫
h 6= 0 such that
w = |h|2. Then there is a unique such outer h satisfying
∫
h > 0 which we denote by S(w)
and call the spectral factor of w. This result implies an extension of Beurlings factorization
result. If h ∈ H2(G) then w = |h|2 ∈ L1(G) and Rudin ([35], Theorem 8.4.1) showed that
if
∫
G h 6= 0 then logw ∈ L
1(G) and h = hiho, where ho is the spectral factor of w and
hi := h
−1
o h, is the Beurling factorization of h..
In Section 2 we use Ahiezer’s spectral factorization to study Hardy spaces of almost pe-
riodic functions. In Section 3 we prove, under slightly more restrictive conditions on
w, that its Helson-Lowdenslager spectral factor can be expressed as h = exp v where
v ∈ H2(G). In Section 4 we relate the two factorizations when the order on Ĝ is archime-
dian. Then the order gives a homomorphism θ : R→ G having a dense image and the map
Θ : C(G) → U(R), defined by Θ(f) := f ◦ θ, enables us to related these factorizations.
Our main result is that if Ω(w) is bounded then Ω(h) is bounded.
2 Ahiezer’s Factorization and Almost Periodicicity
U := { z ∈ C : ℑz ≥ 0 } and Uo := its interior. HAR(U);HOL(U) is the set of continuous
C-valued functions on U whose restrictions to Uo are harmonic; holomorphic, respectively.
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HOL(U) ⊂ HAR(R) and a harmonic function F is holomorphic iff ℜF and ℑF satisfy the
Cauchy-Riemann equations. EEτ (C) := set of entire functions of exponential type τ ≥ 0.
Characters on R have the form χω with ω ∈ R. T (R) is the algebra of trigonometric
polynomials on R spanned by characters. Cb(R) is the C
∗-algebra of bounded contin-
uous functions with norm ||f || = supx∈R |f(x)|. Bohr [9] defined the C
∗-algebra U(R)
of uniformly almost periodic functions to be the closure of T(R) in Cb(R) and proved
that their means m(f) := limL→∞(2L)
−1
∫ L
−L
f(t)dt exist. The Fourier transform of
f ∈ U(R) is f̂(χ) := m(f χ), and the spectrum is Ω(f) := support (̂f). Parseval’s identity
m(|f |2) =
∑
ω∈Ω(f) |f̂(ω)|
2 holds hence Ω(f) is countable. A nonzero function f ∈ U(R)
has a bounded spectrum if its bandwidth b(f) := supΩ(f)− inf Ω(f) <∞. We define
AU(R) := { f ∈ U(R) : f̂ ∈ ℓ1(Ω(f)) }, BU(R) := { f ∈ U(R) : b(f) <∞},
HU(R) := { h ∈ HU(R) : Ω(f) ⊂ [0,∞) }, IHU(R) := { h ∈ HU(R) : h−1 ∈ HU(R) }.
Lemma 1 If f ∈ U(R) then f ∈ BU(R) iff f = FR for some F ∈ EEτ (C) where
τ = max{ | inf Ω(f)|, | supΩ(f)| }.
Proof Bohr [10] first proved this. Also see Szego¨ [39]. English language proofs were given
by Bohr ([11], Appendix II, p. 114–115) and by Levin ([25], p. 268, Corollary).
Remark 1 If f ∈ AU(R) ∩ BU(R) then F (z) =
∑
ω∈Ω(f) f̂(ω) e
iωz since the sum con-
verges absolutely uniformly over compact subsets.
The Poisson kernel functions Py : R → R, y > 0 are Py(x) :=
y
π
1
x2+y2 , x + iy ∈ U
o. The
Poisson integral H : U→ C of h ∈ Cb(R) is defined by H(x) := h(x), x ∈ R and
F (x+ iy) := (Py ∗ f)(x) =
y
π
∫ ∞
−∞
f(x− s)
s2 + y2
ds, x+ iy ∈ Uo. (4)
Lemma 2 If h ∈ U(R) then its Poisson integral H ∈ HAR(U) satisfies
limy→∞ supx∈R |H(x+ iy)−m(h)| = 0, and h ∈ HU(R) iff H ∈ HOL(U).
Proof The first assertion is standard, the second since {Py : y > 0} is an approximate
identity and aPy(ax) = Py(a
−1y), a > 0, the third since the Poisson integral of χω equals
eiω z for ω ≥ 0 and equals eiω z for ω < 0.
Remark 2 If f ∈ AU(R) then F (z) =
∑
ω<0 f̂(ω) e
iωz + f̂(0)+
∑
0<ω f̂(ω) e
iωz since the
sum converges absolutely uniformly over compact subsets of U.
Lemma 3 If h ∈ IHU(R) then ĥ(0) 6= 0, the Poisson integral H of h has no zeros, and
|H | is bounded below by a positive number. Therefore ℜ logH = log |H | is bounded.
Proof Since hh−1 = 1 implies 1 =
∑
ω1+ω1=0
ĥ(ω1)ĥ−1(ω2) = ĥ(0)ĥ−1(0) hence ĥ(0) 6= 0.
Let H and H1 be the Poisson integrals of h and h
−1, respectively and define J(z) :=
H(z)H1(z),ℑz ≥ 0 and J(z) := H(z)H1(z),ℑz ≤ 0. The Schwarz reflection principle
([35], Theorem 11.14 ) implies that J is entire. Since it is bounded Liouville’s theorem
([35], Theorem 10.23) implies that J = 1 hence H has no zeros. Since |H1| is bounded
above, |H | is bounded below by [ supz∈U |H1(z)| ]
−1
> 0. Since H has no zeros, log H
exists and the conclusion follows directly.
Lemma 4 E ∈ HOL(U),ℜE is bounded above, and ℜE|R = 0 then E(z) = αi + βiz
where α ∈ R and β ≥ 0.
Proof Deng [13] proved that if U ∈ HAR(U) is real valued and U+ := max{U, 0 }
satisfies mild growth conditions then U is a boundary integral of u := U |R plus a harmonic
polynomial that vanishes on R. Therefore E is a polynomial having the form above.
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Theorem 1 If h ∈ IHU(R) and f := |h|2 ∈ BU(R) then h(x) = e−α i ei
τ
2
x S(x) where
α ∈ R, τ = b(f)/2 and S is Ahiezer’s spectral factor of the entire function F such that
F |R = f. Therefore h, S ∈ BU(R), Ω(h) ⊂ [0, τ ] and Ω(S) ⊂ [−
τ
2 ,
τ
2 ].
Proof Lemma 1 implies there exists F ∈ EEτ (R) with τ = b(f)/2 and F |R = f. Then F
satisfies the hypothesis of Ahiezer’s theorem [1] so there exists S ∈ EEτ/2(C) such that
S|Uo has no zeros and F (z) = S(z)S(z). Define S1(z) := e
i τ
2
z S(z)|U. Then S1 ∈ HOL(U)
has no zeros and |S1| is bounded above. Therefore E1 := logS1 exists and ℜE1 = log |S1|
is bounded above. Let H ∈ HOL(U) be the Poisson integral of h. Lemma 3 ensures
that E := logH exists and that ℜE = log |H | is bounded above and below. Therefore
E1 − E ∈ HOL(U), ℜ(E1 − E) is bounded above, and ℜ(E1 − E)|R = 0 so Lemma 3
implies E1(z) = E(z) + αi + βiz, α ∈ R, β ≥ 0 so S1(z) = e
αi+βizH(z). If β > 0 then
S would have exponential type < τ2 thus contradicting Ahiezer’s theorem. Therefore
h(x) = e−α iS1(x) = e
−α i ei
τ
2
x S(x).
3 Helson-Lowdenslager Spectral Factorization
If f is a function on G and fn is a sequence of functions on G we let fn → f denote
pointwise convergence almost everywhere with respect to Haar measure. Define Ĝ+ :=
{χ ∈ Ĝ : χ > 1 } and T+(G) := {P ∈ T̂ (G) : Ω(P ) ⊂ Ĝ+ }. Assume that w ∈ L
1(G),
w 6= 0, and w ≥ 0. Let L2w(G) be the Hilbert space completion of C(G) with the norm
||f ||w :=
∫
G |f |
2 w dσ, and let K be the closure of 1 + T+(G) in L
2
w(G).
Lemma 5 There exists a unique H in the closure of T+(G) such that∫
G
|1 +H |2 w dσ = inf
P∈T+(G)
∫
G
|1 + P |2 w dσ. (5)
|1 +H |2w is constant a.e. with respect to dσ. Define h :=
√
M(w) (1 +H)−1. Then
h ∈ H2(G) and
∫
G
h =
√
M(w). (6)
Therefore w = |h|2 and h is outer so h = S(w).
Proof The first statement follows since K is nonempty, closed and convex so it contains
a unique element 1 + H having minimum norm ([35], Theorem 4.10), then the second
follows since χ ∈ Ĝ+ ⇒ K(1+χ) ⊂ K and hence
∫
G
|1+H |2wχdσ = 0 for all 1 6= χ ∈ Ĝ.
The third assertion is deeper and the fourth is obvious. All four assertions were proved
by Szego¨ [38] for G = T and by Helson and Lowsenslager in ([18], Theorem 1, Lemma
2, Theorem 3) for scalar value functions on T2 and in ([18], Section 6) for matrix valued
functions on general groups. Rudin ([34], Chapter 8) derives the third assertion for scalar
valued functions on general groups.
Lemma 6 If w ∈ L1(T) is nonnegative and logw ∈ L1(T) then
S(w)(z) = lim
n→∞
exp
[
1
2π
∫ π
−π
eit + (1− n−1) z
eit − (1− n−1) z
logw
2
dt
]
.
Proof See ([35], Theorem 17.16).
Lemma 6 expresses S(w) as a limit of a sequence of invertible functions in H2(T). We
now derive a similar result for functions on more general groups. The Hilbert transform
H : L2r(G)→ L
2
r(G) and analytic transform A : L
2
r(G)→ H
2(G)
F(H(f))(χ) := −i sign(χ)F(f)(χ) ; F(A(f)) := f + iH(f) (7)
are bounded, A(1) = 1,A(χ) = 0 if χ < 1,A(χ) = 2χ if χ > 1, and ℜA(f) = f, f ∈ L2r(G).
The Wiener algebra A(G) := { f ∈ L1(G) : f ∈ ℓ1(Ĝ) } is a Banach algebra under
pointwise multiplication and norm ||f ||A(G) := ||f̂ ||ℓ1(Ĝ). ([35], Theorem 5.12) implies
that A(G) is a proper subset of C(G). We define A6=0(G) := {f ∈ A(G) : 0 /∈ f(G)},
Ar(G) := {f ∈ A(G) : f(G) ⊂ R}, A+(G) := {f ∈ A(G) : f > 0}, HA := A(G) ∩H
∞(G),
OHA(G) := {f ∈ HA(G) : f is outer} and IOHA(G) := {f ∈ OHA(G) : f−1 ∈ HA(G)}.
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Lemma 7 1. f ∈ A6=0(G)⇒ f
−1 ∈ A6=0(G).
2. f ∈ A(G)⇒ exp f ∈ A6=0(G) and || exp f ||A(G) ≤ exp ||f ||A(G).
3. f ∈ A+(G)⇒ log f ∈ Ar(G).
4. A : Ar(G)→ HA(G) is a bounded operator in the A(G)-norm.
5. If
∫
G f dσ ∈ R and f ∈ HA(G) then exp f ∈ IOHA(G).
Proof 1. follows from the Gelfand representation [14] (for G = T it follows from Weiner’s
Tauberian lemma [40]), 2. and 3. follow from the Arens-Royden theorem [2], [33] and 4.
is obvious. Let h := exp f. Clearly h, h−1 ∈ HA(G) and h is outer since∫
G
exp f dσ = exp
∫
G
f dσ = exp
∫
G
ℜf dσ = exp
∫
G
log |h| dσ =M(h).
Henceforth w : G→ [0,∞) is nonzero and measurable, u := 12 logw, v := A(u), h = exp v.
Lemma 8 w ∈ A+(G)⇒ S(w) = h ∈ IOHA(G).
Proof Lemma 7 gives w ∈ A+(G) ⇒ u ∈ Ar(G) ⇒ v ∈ HA(G) ⇒ h ∈ IOHA(G) since∫
G v dσ = v̂(1) = û(1) =
∫
G u dσ ∈ R.
Lemma 9 If 0 < a ≤ w ≤ b then S(w) = h and there exists a sequence hn ∈ IOHA(G)
such that limn→∞ ||h− hn||2 = 0 and Ω(|hn|
2) ⊂ Ω(w).
Proof Choose a sequence en ∈ T (G) so that wn := en ∗w→ w. Then wn(G) ⊂ [a, b] hence
wn ∈ A+(G). Define un :=
1
2 logwn, vn := A(un), and hn := exp vn. Lemma 8 implies
that hn = S(wn) and hn ∈ IOHA6=0(G). Since supn |u − un|
2 ≤ ∞ and |u − un|
2 → 0,
Lebesque’s DCT (Dominated Convergence Theorem) ([35], Theorem 1.34) implies that
||u − un||2 → 0. Since A : L
2
r(G) → H
2(G) is bounded, limn→∞ ||v − vn||2 = 0, so
([35],Theorem 3.12) implies that we could have chosen en so that |v − vn| → 0 hence
|h− hn| → 0. Since |h− hn|
2 ≤ 4b, Lebesque’s DCT implies that limn→∞ ||h− hn||2 = 0.
Each hn ∈ HA6=0(G) is outer so h ∈ H
2(G) is outer. Clearly Ω(|hn|
2) = Ω(en∗w) ⊂ Ω(w).
Lemma 10 If w ∈ L1∗(G) and 0 < a ≤ w then S(w) = h and there exists a sequence
hn ∈ IOHA(G) such that limn→∞ ||h− hn||2 = 0 and Ω(|hn|
2) ⊂ Ω(w).
Proof u ∈ L2r(G), v ∈ H
2(G), and |h|2 = w. Choose a sequence en ∈ T (G) with wn := en∗
w → w and supn |wn| ∈ L
1(G). Since a ≤ wn, wn ∈ A+(G). Define un :=
1
2 logwn, vn :=
A(un), and hn := exp vn. Lemma 8 gives S(wn) = hn ∈ IOHA(G) and Ω(|hn|
2) ⊂ Ω(w).
Since |u−un|
2 → 0 and supn |u−un|
2 ∈ L1(G), Lebesgue’s DCT gives limn→∞ ||u−un||2 →
0. A is bounded and limn→∞ ||v−vn||2 → 0, therefore ([35], Theorem 3.12) implies that we
could have chosen en such that vn → v. Then |h−hn|
2 → 0. Since supn |h−hn|
2 ∈ L1(G),
Lebesgue’s DCT gives limn→∞ ||h− hn||2 → 0, therefore h = S(w).
Theorem 2 If w ∈ L1∗(G), w ≥ 0, and logw ∈ L
2(G) then S(w) = h and there exists a
sequence hn ∈ IOHA(G) such that limn→∞ ||h− hn||2 = 0 and Ω(|hn|
2) ⊂ Ω(w).
Proof Define wm := w+
1
m um :=
1
2 logwn, vn := A(un), fn := exp vn. Then |u−un|
2 → 0
monotonically so Lebesgue’s MCT (Monotone Convergence Theorem) ([35], Theorem 1.26)
implies that limn→∞ ||u − un||2 = 0. Since A is bounded and limn→∞ ||v − vn||2 = 0,
([35],Theorem 3.12) implies that there exist a subsequence kn of integers with vkn → v. By
replacing wn by wkn = w+
1
kn
we have vn → v therefore |h−fn|
2 → 0 so Lebesgue’s DCT
implies that limn→∞ ||h− fn||2 = 0. Lemma 10 implies that for every n ≥ 1, S(wn) = fn
and there exists a sequence hn,m ∈ IOHA(G) such that limm→∞ ||fn − hn,m||2 = 0 and
Ω(|hn,m|
2) ⊂ Ω(wn) = Ω(w) since 1 ∈ Ω(w). Then there exists a sequence mn such that
hn := hn,mn satisfies limn→∞ ||h− hn||2 = 0. Then h ∈ H
2(G) is outer and S(w) = h.
Remark 3 1 + z ∈ HA(T) is outer but (1 + z) /∈ IOHA(T). However 1 + z is the limit
in H2(T) of the sequence 1 + (1− 1n )z ∈ IOHA(T).
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4 Compactifications and Archimedean Orders
A compactification (G, θ) of R consists of a compact connected abelian group G and a
continuous homomorphism θ : R→ G with a dense image. We define θ̂ : Ĝ→ R by
θ̂ (χ) := ω where χ ◦ θ = χω (8)
and an associated order ≤ on Ĝ by
χ1 ≤ χ2 iff θ̂(χ1) ≤ θ̂(χ2). (9)
Since θ(R) is dense in G, θ̂ is injective hence ≤ is an archimedian order on Ĝ.
Lemma 11 Every archimedian order on Ĝ arises from a compactification (G, θ) as de-
scribed by Equation 9. Compactifications (G, θ1) and (G, θ2) give the same order iff there
exists a > 0 such that
θ2(t) = θ1(at), t ∈ R. (10)
Proof Otto Ho¨lder proved ([34], Theorem 8.1.2, p. 194), ([30], p. 60) that every archi-
median order ≤ on Ĝ is induced by an injective homomorphism ϕ : Ĝ → R. Define
ϕ̂ : R̂→
̂̂
G by ϕ̂(χω) := χω ◦ϕ and define θ : R→
̂̂
G by θ(ω) := ϕ̂(χω). Since ϕ is injective
ϕ̂ and therefore θ has a dense image. Pontryagin’s duality theorem ([34], Theorem 1,7.2)
implies that
̂̂
G = G (canonically isomorphic) which proves the first assertion. The second
assertion follows since injective homomorphisms ϕ1, ϕ2 : Ĝ → R give the same archime-
dian order iff there exists a > 0 such that ϕ2(χ) = aϕ1(χ), χ ∈ Ĝ hence the corresponding
functions θ1, θ2 satisfy Equation 10.
Henceforth we equip Ĝ with the order induced by a compactification (G, θ) and iden-
tify Ĝ with the subgroup θ̂(Ĝ) of R. For f ∈ L1(G), we consider its spectrum Ω(f) ⊂ R.
We define the injective C∗-algebra homomorphism Θ : C(G)→ Cb(R) by Θ(f) := f ◦ θ.
Lemma 12 Θ(T (G)) ⊂ T (R), Θ(C(G)) ⊂ U(R), m(Θ(f)) =
∫
G
f dσ,
Θ̂(f) = f̂ , Ω(Θ(f)) = Ω(f), Θ(B(G)) ⊂ BU(R), Θ(IOHA(G)) ⊂ IHU(R).
Proof The first assertion follows since χ ∈ Ĝ⇒ Θ(χ) ∈ R̂, the second then follows since
the Stone-Weierstrass theorem implies that T (G) is dense in C(G), and the third follows
from the theorem of averages ([3], p. 286) and implies the remaining assertions.
Theorem 3 If w ∈ L1∗(G), w ≥ 0, logw ∈ L
2(G) and Ω(w) is bounded, then the spectral
factor h = S(w), whose existence is ensured by Theorem 2, also has a bounded spectrum
and Ω(h) ⊂ [0, τ ] where [−τ, τ ] is the smallest interval containing Ω(w).
Proof Let [−τ, τ ] where 0 ≤ 0 < ∞, be the smallest interval containing Ω(w). Theorem
2 gives hn ∈ IOHA(G) such that limn→∞ ||h− hn||2 = 0 and Ω(|hn|
2) ⊂ [−τ, τ ]. Lemma
12 ensures that Θ(hn) ∈ IHU(R) and Ω(|Θ(hn)|2) = Ω(|hn|2) ⊂ [−τ, τ ]. Theorem 1 then
implies that Ω(hn) ⊂ [0, τ ] hence Ω(h) ⊂ [0, τ ].
Corollary 1 If w ∈ C(G), w ≥ 0 and Ω(w) is bounded then logw ∈ L2(G). Therefore the
conclusion of Theorem 3 holds.
Proof Clearly w ∈ C(G) ⊂ L1∗(G) and f := Θ(w) ∈ U(R) and Ω(f) is bounded. In
([23], Corollary 1.1) we proved that log f ∈ Bp(R), the Besicovitch [4], [5] space of almost
periodic functions for all p ≥ 1. Therefore ([23], Lemma 2.2) implies that w ∈ L2(G), so
the hypothesis and conclusion of Theorem 3 holds.
Remark 4 Theorem 3 extends results in [22] for special archimedian orders on T̂2 = Z2.
Corollary 2 If h ∈ C(G) has a bounded spectrum Ω(h) ⊂ [0,∞) and F ∈ HOL(U) is the
extension of Θ(h), then h is outer iff F has no zeros in Uo.
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Proof We may assume that h is not the zero function. Let τ ≥ 0 be the smallest number
such that Ω(h) ⊂ [0,∞). Define w := |h|2. Then [−τ, τ ] is the smallest closed interval with
Ω(w) ⊂ [−τ, τ ]. Let ho := S(w) be the spectral factor of w ensured by Theorem 2. If h
is outer then h = ho so the proof of Theorem 3 implies that there exists hn ∈ IOHA(G)
with limn→∞ ||h− hn||2 = 0. Then Θ(h),Θ(hn) have bounded spectra so extend to entire
functions H,Hn, respecively. Lemma 3 implies that Hn has no zeros in Uo. Furthermore
Hn converges to H uniformly on compact subsets of Uo, therefore a theorem of Hurwitz
[19] implies that h has no zeros in Uo. To prove the converse assume that H has no zeros
in Uo. Then e−τ2zH(z) is Ahiezer’s spectral factor of the entire function H(z)H(z) which
equals the entire function Ho(z)Ho(z) since they both equal Θ(w) on R. Theorem 3 then
implies that H = Ho hence h = ho so h is outer.
Remark 5 Corollary 2 proves our previous Conjecture ([23], Conjecture 2.1).
Acknowledgments The author thanks Professor August Tsikh for insightful discussions
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