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a b s t r a c t
This paper explores the problems of generalized center conditions and integrability of
resonant infinity for a complex polynomial differential system. The method is based
on converting resonant infinity into an elementary singular point by a homeomorphic
transformation. The calculation of generalized singular point quantities is an effective
way of finding necessary conditions for integrable systems. A new recursive algorithm for
computing generalized singular point quantities at the origin of the transformed system is
derived. At the same time, a necessary and sufficient condition for resonant infinity to be a
generalized complex center is presented. As an application of the new recursive algorithm,
the generalized center conditions for resonant infinity for a class of cubic systems are
discussed. To the best of our knowledge, this is the first time that the generalized center
problem has been considered for p : −q resonant infinity.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
At times, the integrability problem is restricted to the following polynomial differential systemwith a linear part of p : −q
resonant saddle point type:
dx
dt
= px+ P(x, y), dy
dt
= −qy+ Q (x, y), (1.1)
where p, q ∈ Z+, x, y, t ∈ R, and P(x, y) and Q (x, y) are polynomials. After the time scaling t → p−1t , system (1.1) can also
be expressed as
dx
dt
= x+ P(x, y), dy
dt
= −λy+ Q (x, y), (1.2)
where λ = qp ∈ Q+. In relation to the integrability problem, the only way to get necessary conditions of integrability for
system (1.1) or (1.2) is to compute the p : −q saddle numbers. We note that a natural generalization of center problem was
proposed in [1].
Several classes of the systems in the form of (1.1) or (1.2) have been studied. For the 1 : −2 resonant saddle point of
quadratic polynomial systems, the integrability problem was completely solved in [1–3]. For the Lotka–Volterra systems,
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necessary and sufficient conditions for integrability in the case λ ∈ N, that is the 1 : −n resonant cases, were already given
in [1,2]. In [4], some sufficient conditionswere given in the case of generalλ, and for the caseλ = p2 and 2p , p ∈ Z+, necessary
and sufficient conditions for integrable systems were given. In [5], some sufficient conditions for integrable Lotka–Volterra
systems with 3 : −q resonance were given, and the integrability was investigated for the particular cases of 3 : −4 and
3 : −5 resonances.
Due to the difficulty, so far there have been few results concerning the integrability problem of infinity. Recently, the
author of [6] investigated the center problem and limit cycles created from infinity for the following symmetric system:
dx
dt
= −y(x2 + y2)n +
2n−
α+β=0
Aαβxαyβ ,
dy
dt
= x(x2 + y2)n +
2n−
α+β=0
Bαβxαyβ .
(1.3)
Here in this paper, we generalize and develop the result of [6]; the research ismainly concentrated on the generalized center
problem for the following odd degree complex polynomial differential system:
dz
dT
= pzn+1wn +
2n−
α+β=0
aαβzαwβ ,
dw
dT
= −qwn+1zn −
2n−
α+β=0
bαβwαzβ ,
(1.4)
where z, w, T are independent complex variables, aαβ , bαβ are complex constants, and p, q ∈ Z+, (p, q) = 1, n ∈ N. One
can see that infinity is a p : −q resonant singular point of system (1.4).
Remark 1.1. If p = q = 1 and aαβ , bαβ in system (1.4) satisfy the conjugate condition, i.e.,
aαβ = bαβ , α ≥ 0, β ≥ 0, α + β ≥ 2, (1.5)
then under the transformation
z = x+ iy, w = x− iy, T = it, i = √−1, (1.6)
system (1.4) p=q=1 becomes system (1.3). Just as in [7], system (1.3) is called the concomitant system of system (1.4) p=q=1
and vice versa.
This paper is organized as follows. Someuseful preliminary results are introduced in Section 2. In Section 3, by performing
a homeomorphic transformation, the resonant infinity of system (1.4) is transformed into an elementary singular point of a
new system. For the transformed system, a new recursive formula for computing the generalized singular point quantities at
the origin is established. In Section 4, a necessary and sufficient condition for resonant infinity to be a generalized complex
center is obtained. To illustrate the use of the recursive formula presented in Section 3, a class of cubic polynomial differential
systems with infinity as its 1 : −2 resonant singular point is studied and the generalized complex center conditions are
obtained in Section 5.
2. Some preliminary results
Consider the complex polynomial differential system with the form
dz
dT
= pz +
∞−
α+β=2
aαβzαwβ ,
dw
dT
= −qw −
∞−
α+β=2
bαβwαzβ .
(2.1)
Lemma 2.1 (See [4,8]). For system (2.1), we can derive uniquely the following formal series:
ξ = z +
∞−
k+j=2
ckjzkwj, η = w +
∞−
k+j=2
dkjwkz j, (2.2)
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where p0 = q0 = 1, ck+1,k = dk+1,k = 0, k = 1, 2, . . ., such that system (2.1) can be transformed into its normal form
dξ
dT
= pξ
∞−
i=0
pi(ξ qηp)i,
dη
dT
= −qη
∞−
i=0
qi(ξ qηp)i. (2.3)
Definition 2.1. For system (2.1), the quantityµk = pk− qk is called the generalized singular point quantity of order k of the
origin. If µ1 = µ2 = · · · = µk−1 = 0, µk ≠ 0, then the origin is called a fine singular point of order k. If for all k, µk = 0,
then the origin is called a generalized complex center.
Remark 2.1. If system (2.1) is a real system, then ‘‘µk’’ defined in Definition 2.1 is ‘‘the saddle quantity of order k’’ defined
in [1].
Lemma 2.2 (See [9].). The origin of system (2.1) is a generalized complex center if and only if system (2.1) has a regular first
integral at the origin.
Definition 2.2 (See [6].). For system (1.4) p=q=1 and any positive integer k, if there exist ζ1, ζ2, . . . , ζk−1 which are
polynomials in aαβ , bαβ , such that
µk + ζ1µ1 + ζ2µ2 + · · · + ζk−1µk−1 = λk, (2.4)
we say that µk and λk are algebraically equivalent, denoted by µk ∼ λk.
Lemma 2.3 (See [9].). For system (2.1), we can derive successively the following formal series:
F(z, w) =
∞−
α+β=p+q
cαβzαwβ = zqwp + h.o.t., (2.5)
where cqp = 1, ckq,kp = 0, k = 2, 3, . . ., and h.o.t. stands for high order terms, such that
dF
dT

(2.1)
=
∞−
m=1
λm(zqwp)m+1. (2.6)
If λ1 = λ2 = · · · = λm−1 = 0, λm ≠ 0, then µ1 = µ2 = · · · = µm−1 = 0, µm ≠ 0, and λm ∼ pqµm,m = 1, 2, . . ., where
‘‘∼’’ is the symbol for algebraic equivalence.
3. Homeomorphic transformation and the recursive formula for generalized singular point quantities
By means of the transformation
z = z1
(z1w1)n+1
, w = w1
(z1w1)n+1
, dT = (2n+ 1)(z1w1)n(2n+1)dT1, (3.1)
and renaming (z1, w1, T1) as (z, w, T ), system (1.4) is brought into the form
dz
dT
= p∗z +
2n−
α+β=0
[naαβ + (n+ 1)bβ+1,α−1]zα+1wβ+1(zw)(2n−α−β)(n+1),
dw
dT
= −q∗w −
2n−
α+β=0
[nbαβ + (n+ 1)aβ+1,α−1]wα+1zβ+1(zw)(2n−α−β)(n+1),
(3.2)
where
p∗ = np+ (n+ 1)q, q∗ = nq+ (n+ 1)p. (3.3)
Accordingly, the infinity of system (1.4) becomes the origin of system (3.2). Note that transformation (3.1) is a
homeomorphism; thus the study of the infinity of system (1.4) is equivalent to the study of the origin of system (3.2). The
origin is an elementary p∗ : −q∗ resonant singular point of system (3.2).
Remark 3.1. For system (3.2), the functions on the right hand side have the following peculiarities:
(i) There exist two complex straight line solutions z = 0 andw = 0.
(ii) The degree of every monomial higher than one is (2n+ 1− α − β)(2n+ 1)+ 1, α + β = 0, 1, . . . , 2n.
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From Lemma 2.3, we have:
Theorem 3.1. For system (3.2), we can derive successively the following formal series:
F(z, w) =
∞−
α+β=p∗+q∗
cαβzαwβ = zq∗wp∗ + h.o.t., (3.4)
where cq∗p∗ = 1, ckq∗,kp∗ = 0, k = 2, 3, . . ., such that
dF
dT

(3.2)
=
∞−
m=1
λm(zq
∗
wp
∗
)m+1, (3.5)
and λm ∼ p∗q∗µm,m = 1, 2, . . ..
The coefficients cαβ and λm above are determined as follows: for ∀(α, β), when p∗α = q∗β , cαβ are arbitrary; when
p∗α ≠ q∗β ,
cαβ = 1q∗β − p∗α
2n+1−
k+j=1
{[nα − (n+ 1)β + (n+ 1− k)(2n+ 1)]ak,j−1
− [nβ − (n+ 1)α + (n+ 1− j)(2n+ 1)]bj,k−1}cα+nk+(n+1)j−(2n+1)(n+1),β+nj+(n+1)k−(2n+1)(n+1). (3.6)
For any positive integer m,
λm = (2n+ 1)
2n+1−
k+j=1
{[n+ 1− k− q(m+ 1)]ak,j−1 − [n+ 1− j− p(m+ 1)]bj,k−1}
× cq∗(m+1)+nk+(n+1)j−(2n+1)(n+1),p∗(m+1)+nj+(n+1)k−(2n+1)(n+1). (3.7)
In expressions (3.6) and (3.7), for p∗ + q∗ ≤ α + β ≤ p∗ + q∗ + 2n, we have already supposed that
cq∗p∗ = 1,
cαβ = 0, for other (α, β), (3.8)
and if α < 0 or β < 0, we have already supposed that aαβ = bαβ = cαβ = 0.
Proof. We denote system (3.2) as
dz
dT
= p∗z +
2n+1−
k+j=1
[nak,j−1 + (n+ 1)bj,k−1]zk+1+(2n+1−k−j)(n+1)wj+(2n+1−k−j)(n+1),
dw
dT
= −q∗w −
2n+1−
k+j=1
[nbj,k−1 + (n+ 1)ak,j−1]zk+(2n+1−k−j)(n+1)wj+1+(2n+1−k−j)(n+1).
(3.9)
Differentiating F(z, w)with respect to T along the trajectories of system (3.2), we have
dF
dT
= ∂F
∂z
dz
dT
+ ∂F
∂w
dw
dT
=
∞−
α+β=p∗+q∗
αcαβzα−1wβ

p∗z +
2n+1−
k+j=1
[nak,j−1 + (n+ 1)bj,k−1]zk+1+(2n+1−k−j)(n+1)wj+(2n+1−k−j)(n+1)

−
∞−
α+β=p∗+q∗
βcαβzαwβ−1

q∗w +
2n+1−
k+j=1
[nbj,k−1 + (n+ 1)ak,j−1]zk+(2n+1−k−j)(n+1)wj+1+(2n+1−k−j)(n+1)

=
∞−
α+β=p∗+q∗
(p∗α − q∗β)cαβzαwβ +
∞−
α+β=p∗+q∗
2n+1−
k+j=1
{[nα − (n+ 1)β]ak,j−1 − [nβ − (n+ 1)α]bj,k−1}
× cαβzα+k+(2n+1−k−j)(n+1)wβ+j+(2n+1−k−j)(n+1).
For p∗ + q∗ ≤ α + β ≤ p∗ + q∗ + 2n, we define
cq∗p∗ = 1,
cαβ = 0, for other (α, β). (3.10)
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Then
∞−
α+β=p∗+q∗
(p∗α − q∗β)cαβzαwβ =
∞−
α+β=p∗+q∗+2n+1
(p∗α − q∗β)cαβzαwβ .
Suppose that
α′ = α + k+ (2n+ 1− k− j)(n+ 1), β ′ = β + j+ (2n+ 1− k− j)(n+ 1).
Then
α′ + β ′ = α + β + (2n+ 1)(2n+ 2− k− j) ≥ p∗ + q∗ + 2n+ 1.
Still denoting (α′, β ′) as (α, β), one derives
∞−
α+β=p∗+q∗
2n+1−
k+j=1
{[nα − (n+ 1)β]ak,j−1 − [nβ − (n+ 1)α]bj,k−1}cαβzα+k+(2n+1−k−j)(n+1)wβ+j+(2n+1−k−j)(n+1)
=
∞−
α+β=p∗+q∗+2n+1
2n+1−
k+j=1
{[nα − (n+ 1)β + (n+ 1− k)(2n+ 1)]ak,j−1
− [nβ − (n+ 1)α + (n+ 1− j)(2n+ 1)]bj,k−1}cα+nk+(n+1)j−(2n+1)(n+1),β+nj+(n+1)k−(2n+1)(n+1)zαwβ .
Therefore,
dF
dT
=
∞−
α+β=p∗+q∗+2n+1

(p∗α − q∗β)cαβ +
2n+1−
k+j=1
{[nα − (n+ 1)β + (n+ 1− k)(2n+ 1)]ak,j−1
− [nβ − (n+ 1)α + (n+ 1− j)(2n+ 1)]bj,k−1}cα+nk+(n+1)j−(2n+1)(n+1),β+nj+(n+1)k−(2n+1)(n+1)

zαwβ . (3.11)
Write that
∆αβ =
2n+1−
k+j=1
{[nα − (n+ 1)β + (n+ 1− k)(2n+ 1)]ak,j−1 − [nβ − (n+ 1)α + (n+ 1− j)(2n+ 1)]bj,k−1}
× cα+nk+(n+1)j−(2n+1)(n+1),β+nj+(n+1)k−(2n+1)(n+1). (3.12)
When p∗α − q∗β ≠ 0, suppose that (p∗α − q∗β)cαβ + ∆αβ = 0; from expressions (3.11) and (3.12), one can obtain
cαβ = ∆αβq∗β−p∗α , namely, formula (3.6).When p∗α−q∗β = 0, comparing (3.5) with (3.11), one obtains λm = ∆q∗(m+1),p∗(m+1),
namely, formula (3.7). 
Theorem 3.1 gives a new algorithm for computing the generalized singular point quantities at the origin of system (3.2)
by applying the coefficients of system (1.4). For any a positive integer m, in order to compute λm, we only need to force
addition, subtraction, multiplication and division for the coefficients of system (1.4). The algorithm is recursive and avoids
complex integration operations and solving equations. It is symbolic and easy to realize with a computer algebraic system
such as MATHEMATICA or MAPLE.
4. Generalized center conditions and the first integral
Theorem 4.1. The origin of system (3.2) is a generalized complex center if and only if there exist a non-zero real number s and a
first integral
G1(z, w) = (zq∗wp∗)s
∞−
k=0
g(2n+1)k(z, w), (4.1)
where g(2n+1)k(z, w) are homogeneous polynomials of z, w of degree (2n + 1)k, g0(z, w) = 1, and the convergent radius of
power series
∑∞
k=0 g(2n+1)k(z, w) is non-zero.
Proof. Necessity: If the origin of system (3.2) is a generalized complex center, then there exist a first integral with the form
of (3.4) and a non-zero convergent radius. Suppose that G1(z, w) = F s(z, w); we obtain (4.1).
Sufficiency: If there is a first integral (4.1) for system (3.2), according to Lemma 2.2, the origin is a generalized complex
center. 
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From Theorem 4.1 and transformation (3.1), we have:
Theorem 4.2. The infinity of system (1.4) is a generalized complex center if and only if there exist a non-zero real number s and
a first integral
G(z, w) = (z−qw−p)s
∞−
k=0
g(2n+1)k(z, w)
(zw)(n+1)k
. (4.2)
5. Application
Consider the cubic complex polynomial differential system
dz
dT
= a20z2 + a11zw + z2w,
dw
dT
= −b20w2 − b11wz − 2w2z,
(5.1)
which is a particular case with n = 1, p = 1, q = 2 of system (1.4). By means of transformation (3.1) n=1 and renaming
(z1, w1, T1) as (z, w, T ), system (5.1) becomes
dz
dT
= z(5+ a20z2w + 2b11z2w + a11zw2 + 2b20zw2),
dv
dT
= −w(4+ 2a11w2z + b20w2z + 2a20wz2 + b11wz2).
(5.2)
Applying Theorem 3.1 to perform direct calculation with the help of the computer algebra system MATHEMATICA, we
have:
Theorem 5.1. The first generalized singular point quantity at the origin of system (5.2) is
λ1 = −32b20(2a20a11 + a11b11 − b20b11). (5.3)
On the basis of Theorem 5.1, we have:
Theorem 5.2. System (5.1) is integrable at infinity (i.e., the infinity of system (5.1) is a generalized complex center) if and only if
one of the following conditions holds:
(I) b20 = 0;
(II) a11 = b20, a20 = 0, b20 ≠ 0;
(III) b11 = 2a20a11b20−a11 , b20 ≠ 0, a11 ≠ b20.
Proof. The necessity is obvious; we only prove the sufficiency. When condition (I) holds, system (5.1) has the integrating
factor M(z, w) = z−1w
a20−b11
b11 (b11 + 2w)−
2a20+b11
2b11 . When condition (II) holds, system (5.1) has the integrating factor
M(z, w) = w−1. When condition (III) holds, if b20 ≠ 2a11, system (5.1) has the integrating factor M(z, w) =
z−
2(a11−b20)
2a11−b20 w
− 3a11−2b202a11−b20 ; if b20 = 2a11, system (5.1) has the first integral F(z, w) = z2w. 
Appendix
The recursive formulae for computing the generalized singular point quantities at the origin of system (5.2):
c00 = 1;
for 9 ≤ α + β ≤ 11:
c45 = 1,
cαβ = 0, for other (α, β),
when (5α = 4β > 0) or α < 0, or β < 0:
cαβ = 0;
otherwise:
cαβ = 14β − 5α ((a20(α − 2β)− b11(3− 2α + β))c−2+α,−1+β + (a11(3+ α − 2β)− b20(−2α + β))c−1+α,−2+β),
λm = (b11m− 2a20(1+m))c−2+4(1+m),−1+5(1+m) + (−b20(−1−m)+ a11(1− 2(1+m)))c−1+4(1+m),−2+5(1+m).
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