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An element X in the algebra M(n,F) of all n × n matrices over
a ﬁeld F is said to be f -cyclic if the underlying vector space
considered as an F[X]-module has at least one cyclic primary
component. These are the matrices considered to be “good” in the
Holt–Rees version of Norton’s irreducibility test in the Meat-axe
algorithm. We prove that, for any ﬁnite ﬁeld Fq , the proportion of
matrices in M(n,Fq) that are “not good” decays exponentially to
zero as the dimension n approaches inﬁnity. Turning this around,
we prove that the density of “good” matrices in M(n,Fq) for
the Meat-axe depends on the degree, showing that it is at least
1− 2q ( 1q + 1q2 + 2q3 )n for q 4. We conjecture that the density is at
least 1 − 1q ( 1q + 12q2 )n for all q and n, and conﬁrm this conjecture
for dimensions n  37. Finally we give a one-sided Monte Carlo
algorithm called Is f Cyclic to test whether a matrix is “good,” at a
cost of O(Mat(n) logn) ﬁeld operations, where Mat(n) is an upper
bound for the number of ﬁeld operations required to multiply two
matrices in M(n,Fq).
Published by Elsevier Inc.
1. Introduction
The Meat-axe is a fundamental tool in computational representation theory, most often used to
test irreducibility of a ﬁnite matrix group or algebra, and in the case of reducibility to construct an
invariant subspace. A number of versions have been described in the literature, ﬁrst by R. Parker [20]
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S.P. Glasby, C.E. Praeger / Journal of Algebra 322 (2009) 766–790 767in 1984 and later by others [9,16,18]. The implementations of the Meat-axe in the computer algebra
systems GAP [12] and Magma [3] are based on the version of D.F. Holt and S. Rees in [16]. The aim
of this paper is to analyse the class of matrices used by Holt and Rees in their version of S.P. Norton’s
irreducibility test [16, Section 2]. In the language of Holt and Rees these are matrices whose charac-
teristic polynomials have at least one “good” irreducible factor. Following [13] we call them f -cyclic
matrices. They are those matrices X over F for which the underlying vector space, considered as an
F[X]-module, has at least one cyclic primary component (see Section 2 for a detailed deﬁnition).
Proving that the “ f -cyclic irreducibility test” is a Monte Carlo algorithm requires a lower bound
on the proportion of f -cyclic matrices in an irreducible subalgebra of the algebra M(n,q) of n × n
matrices over a ﬁeld of order q. Holt and Rees derive a lower bound suﬃcient for their purposes
by showing that at least a non-zero constant fraction of the matrices in such irreducible subalgebras
have a “good” linear factor (see [16, pp. 7–8] where a lower bound of 0.234 is proved for all n
and q).
A variant of this irreducibility test using cyclic matrices was introduced by P.M. Neumann and the
second author in [18], and analysing it required a lower bound for the proportion of cyclic matrices
in irreducible subalgebras of M(n,q). Explicit lower bounds were obtained of the form 1 − cq−3 for
the full matrix algebra M(n,q), and similar expressions for proper irreducible subalgebras, see [17,
Theorems 4.1 and 5.5]. Precise limiting proportions for large n are also known, see [7,8,23].
In 2006 the ﬁrst author began a study of f -cyclic matrices, which included both a simpliﬁed proof
of the f -cyclic irreducibility test and also a determination of the exact proportion of f -cyclic matrices
in M(n,q) for small n. The results for small n suggested that the proportion of f -cyclic matrices in
M(n,q) may admit a lower bound 1 − cq−d(n) for some constant c, where d(n) increases with n.
That is, the proportion of “non- f -cyclic” matrices may be signiﬁcantly smaller than the proportion of
non-cyclic matrices. Our wish to understand how this proportion varies as n increases motivated the
present investigation. While the proportion of non-cyclic matrices in M(n,q) is known to lie between
1
q2(q+1) and
1
(q2−1)(q−1) for all n  2 by [17, Theorem 4.1], it turns out that the proportion of non- f -
cyclic matrices in M(n,q) decays to zero exponentially as n increases.
Theorem 1. There is a positive constant c < 1 such that, for all ﬁnite ﬁeld sizes q, and all dimensions n  1,
the proportion of f -cyclic matrices in M(n,q) is at least 1− cn.
It follows from our proofs that the constant c = 0.983 suﬃces for all q. Theorem 1 is proved
with c = c(q) = O(q−1). We study the class of matrices that are not f -cyclic, that is to say, matrices
X ∈ M(n,q) for which every primary component of the underlying vector space Fnq , considered as an
Fq[X]-module, is non-cyclic. We say that such matrices are uncyclic, and we denote by unc(n,q) the
number of uncyclic matrices in M(n,q). A more precise version of our bounds follows.
Theorem 2. If n 3 and q 4, then
q−n−1
(
1+
(
n − 1
2
)
q−1 − q−3
)
<
unc(n,q)
qn2
< 2q−1
(
q−1 + q−2 + 2q−3)n.
The lower bound holds when q = 2,3, and the following upper bounds hold
unc(n,2)
2n2
< (0.915)(0.983)n and
unc(n,3)
3n2
< (0.52)(0.53)n.
The upper bounds for this theorem are proved using induction on n, see Theorems 14 and 16.
Theorem 14 involves a slightly smaller, but more elaborate, function c∗(q) in place of the constant 2,
see Lemma 12. Our proof of the lower bound in Theorem 2 is constructive and works for all q, see
Theorem 9. We believe that the true value of unc(n,q)/qn
2
is closer to the lower bound than the
upper bound given in Theorem 2, and we make the following conjecture.
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Conjecture 3. If q 2 and n 1, then unc(n,q)
qn2
 1q (
1
q + 12q2 )n.
A different approach to estimating unc(n,q) is to study a probabilistic generating function for these
quantities, for ﬁxed q. We introduce such a generating function in Section 3, obtain an inﬁnite product
expansion for it in Proposition 5, and use it to compute the exact values of unc(n,q) as polynomials in
q, for small n. These expressions are given in Table 3 for n 7, and are listed in an electronic database
for n  37, see [15, Appendix 1]. This approach enables us to verify Conjecture 3 for 1 n  37, see
Proposition 8 and [15, Appendix 2].
These, to us, surprising results raise the question of whether the improved bounds for the propor-
tion of f -cyclic matrices might lead to improvements in the Meat-axe algorithm. This is a matter of
ongoing work of the authors, see [14]. We have resolved the ﬁrst issue of whether the property of f -
cyclicity can be identiﬁed eﬃciently. In Section 7 we give a Monte Carlo algorithm that tests whether
a given matrix X in M(n,q) is f -cyclic, and if so constructs a generator of (possibly a direct sum
of) cyclic primary summands of the underlying space considered as an Fq[X]-module. The algorithm
requires O(Mat(n) logn) ﬁeld operations, where Mat(n) is an upper bound for the number of ﬁeld
operations required to multiply two matrices in M(n,q), and the construction of a constant number
(depending on the desired failure probability) of random vectors in Fnq . For a precise statement see
Theorem 18.
Section 2 gives a (known) formula for the size |XGL(n,q)| of the GL(n,q)-orbit containing X ∈
M(n,q) (with GL(n,q) acting by conjugation). The formula depends on the Frobenius canonical form
of X which, in turn, depends on certain partitions. We deﬁne notation, and introduce an invariant
of the GL(n,q)-orbit called the type of X . In Section 3 the generating function
∑
n0
unc(n,q)
|GL(n,q)|u
n is
expressed as an inﬁnite product. The inﬁnite product gives rise to a formula for unc(n,q) involving
sums over certain partitions of rational functions in q. It not obvious from the formula that unc(n,q)
is a polynomial in q with integer coeﬃcients. Although the formula is explicit, we were unable to
use it to prove upper bounds or lower bounds for unc(n,q). In Section 4 we show that unc(n,q) is
at least qn
2−n−1 + n2qn
2−n−2 +O(qn2−n−3) by counting the number of matrices in certain large classes
of uncyclic matrices. Finding upper bounds in Section 5 (for q > 2) and in Section 6 (for q = 2) in-
volved a rather sensitive mathematical induction. The ﬁnal Section 7 gives a practical Monte Carlo
O(Mat(n) logn) algorithm to test whether a given matrix X is f -cyclic relative to some irreducible
divisor of cX (t). This algorithm avoids the expensive step of evaluating a divisor of cX (t) at X . More-
over, it outputs a (witness) vector u which can be used when applying Norton’s irreducibility test [16,
Section 2.1].
2. Conjugacy classes in GL(n,q)
A partition of n ∈ N := {0,1,2, . . .}, written λ  n, is an unordered sum n =∑i1 λi where the
parts λi lie in N. A partition can be represented by (a) its parts, (b) its Young (or Ferrers) diagram [21],
or (c) by the multiplicities of its parts. We write λ = (λ1, λ2, . . .) where λ1  λ2  · · · and n =∑i1 λi .
Set |λ| :=∑i1 λi . It is convenient to abbreviate a partition by omitting all (or some) of the trailing
zeroes. We shall commonly write λ = (λ1, λ2, . . . , λk) where λ1  λ2  · · · λk > 0 and λk+1 = λk+2 =
· · · = 0. The empty partition, or partition of zero, is written (0,0, . . .) or simply ().
The Young diagram of λ = (λ1, . . . , λk) is a rectangular array of |λ| boxes arranged in k left-justiﬁed
rows, with λi boxes in row i, for each i. For example, Fig. 1 shows the Young diagrams for the
partitions λ = (5,3,3,1) and μ = (4,3,3,1,1) of n = 12.
By interchanging the rows and columns of the Young diagram of λ, we obtain the Young diagram
of another partition, called the conjugate partition, and denoted λ′ . For example, in Fig. 1, λ′ = μ and
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or simply mi . We occasionally write λ = 1m12m23m3 · · · . The number of non-zero parts of λ, written
1(λ), is the number of squares in the ﬁrst column of the Young diagram of λ. More generally, i(λ)
denotes the number of squares in the ﬁrst i columns of the Young diagram of λ.
The vector m(λ) = (m1(λ),m2(λ), . . .) in N∞ need not be a partition because the coordinates need
not satisfy mi(λ)mi+1(λ) for i  1. Denote by m(λ)o the partition obtained from m(λ) by permut-
ing the coordinates so that they are weakly decreasing. The formula for the order |CGL(n,q)(X)| of
the centralizer of an element X ∈ M(n,q) involves three vectors: m(λ), (λ) := (1(λ), 2(λ), . . .), and
e(λ) := (m(λ)o)′ , for various partitions λ, see (1) and (2) below. As an example, if λ = (5,3,3,1), then
λ′ = (4,3,3,1,1), and
m(λ) = (1,0,2,0,1,0, . . .), (λ) = (4,7,10,11,12,12, . . .), e(λ) = (3,1,0, . . .).
The reader should not confuse the vector e(λ) with the symmetric polynomial eλ deﬁned in [21,
p. 290]. It is convenient to deﬁne the dot product x · y :=∑i1 xi yi of vectors x, y ∈ N∞ in the case
that the sum is ﬁnite, for example, when x or y has ﬁnite support. Also deﬁne ‖x‖2 := x · x.
Lemma 4. Let λ be a partition of |λ|. Then
(a) |λ| =∑i1 imi(λ) = |λ′|,
(b) mi(λ) = λ′i − λ′i+1 ,
(c) i(λ) = λ′1 + · · · + λ′i = (
∑
k<i kmk(λ)) + i(
∑
ki mk(λ)),
(d) m(λ) · (λ) = ‖λ′‖2 ≡ |λ| (mod 2),
(e) ek(λ) = |{i |mi(λ) k}|,
(f) ‖λ′‖2  |λ| with equality if and only if λ = (|λ|,0,0, . . .),
(g) |e(λ)| =∑i1mi(λ) = λ′1 .
Proof. The proofs of parts (a), (b) are elementary, see [21, p. 287]. Counting the squares in the ﬁrst
i columns of the Young diagram for λ by columns gives the ﬁrst formula for i(λ) in part (c), while
counting by rows gives the second. Consider part (d):
m(λ) · (λ) =
∑
i1
mi(λ)i(λ)
= (λ′1 − λ′2)1(λ) +
∑
i2
(λ′i − λ′i+1)i(λ) by part (b)
= (λ′1 − λ′2)λ′1 +
∑
i2
(
λ′ii−1(λ) + (λ′i)2 − λ′i+1i(λ)
)
as i(λ) = i−1(λ) + λ′i
= −λ′2λ′1 + λ′2λ′1 +
∑
i1
(λ′i)
2 = ‖λ′‖2.
However, (λ′i)
2 ≡ λ′i (mod 2) and so ‖λ′‖2 ≡
∑
i1 λ
′
i (mod 2). Part (d) now follows as |λ′| = |λ|.
Part (e) follows from the elementary fact λ′k = |{i | λi  k}|, while part (f) follows from (d) and
the observation that λ′i
2  λ′i with equality if and only if λ′i = 0,1. Finally, part (g) follows as∑
i1mi(λ) and λ
′
1 both count the number of rows in the Young diagram of λ, and e(λ) = (m(λ)o)′
so
∑
i1 ei(λ) =
∑
i1mi(λ). 
Recall that M(n,q) is the algebra of n×n matrices over Fq , and let G = GL(n,q) denote the general
linear group, its group of units. A formula for the size |XG | of the G-orbit of a matrix X ∈ M(n,q)
dates back at least to [11,22]. Our formula is better suited for calculation. Clearly, |XG | = |G : CG(X)|
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form of X . Suppose that the characteristic polynomial cX (t) factors as
∏
f f
ν( f ) where the product
is over monic irreducible polynomials f (t) ∈ Fq[t], and ν( f ) ∈ N (possibly ν( f ) = 0). The structure
of CG(X) depends on partitions λ( f , X) of ν( f ) which we abbreviate λ( f ) when the dependence on
X is clear, see [11,22]. The vector space V = F1×nq is an Fq[X]-module, and V ( f ) = ker f ν( f )(X) =
ker f (X)λ( f )1 is its f -primary component. Let X( f ) denote the restriction of X to V ( f ). Thus the
minimal polynomial of X( f ) is f λ( f )1 , and that of X is mX (t) =∏ f f λ( f )1 . Now X is conjugate to a
block diagonal matrix
⊕
X( f ) and V ( f ) is isomorphic as an Fq[X]-module to
V ( f ) ∼=
⊕
i1
Fq[t]/
(
f (t)λ( f )i
)
.
Two matrices X and Y lie in the same G-orbit if and only if they have the same Frobenius canon-
ical form, that is, if and only if λ( f , X) = λ( f , Y ) for all monic irreducibles f . It is convenient to
deﬁne a formal expression called the type of X written type(X) :=∏ f f λ( f ,X) . Two formal expres-
sions of this kind are regarded as equal if and only if their respective exponent partitions are equal.
Thus X and Y lie in the same G-orbit if and only if type(X) = type(Y ). As it is sometimes convenient
to omit trivial factors f 0 from the product cX (t) =∏ f f |λ( f ,X)| , it is therefore sometimes convenient
to omit factors f (0,0,...) from type(X).
It follows from [11,22] that
∣∣CGL(n,q)(X)∣∣=∏
f
∣∣CGL(V ( f ))(X( f ))∣∣=∏
f
c
(
λ( f ),qd( f )
)
(1)
where d( f ) := deg( f ) and c(λ,q) is the function
c(λ,q) :=
λ1∏
i=1
mi(λ)∏
k=1
(
qi(λ) − qi(λ)−k)= qm(λ)·(λ) λ1∏
i=1
mi(λ)∏
k=1
(
1− q−k),
see [11,22]. By Lemma 4(d) and (e), c(λ,q) may be rewritten as
c(λ,q) = q‖λ′‖2
∏
k1
(
1− q−k)ek(λ). (2)
In summary,
∣∣XGL(n,q)∣∣= ∣∣GL(n,q)∣∣∏
f
1
c(λ( f ),qd( f ))
. (3)
Table 1 of values of c(λ,q) both illustrates formula (2), and provides data for the proof of
Lemma 11. In this table we shall assume λ1 > λ2 > λ3, and we use the notation 1m12m2 · · · to in-
dicate multiplicities m(λ) = (m1,m2, . . .). For example, (λ1, λ2) is written as λ11λ12 because λ1 and λ2
each occur once, given our assumption λ1 > λ2.
For a monic irreducible polynomial g over F, a matrix X ∈ M(n,F) is said to be f -cyclic relative to g
if the restriction X(g) of X to the g-primary component V (g) of V = F1×n is cyclic. Although we are
interested to count matrices X that are f -cyclic relative to some monic irreducible divisor g of cX (t),
the complementary count is easier. We call X uncyclic if X(g) is not cyclic for all monic irreducible
divisors g of cX (t). Equivalently, X is uncyclic if and only if λ(g)′1 
= 1 for all g (that is, λ(g) has
zero or at least two parts for each g). One can readily see from the factorizations cX (t) =∏ gν(g)
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Values of c(λ,q).
λ |λ| λ′ e(λ) c(λ,q)
λ11λ
1
2 λ1 + λ2 1λ1−λ2 2λ2 (2) q|λ|+2λ2 (1− q−1)2
λ21 2λ1 2
λ1 (1,1) q2|λ|(1− q−1)(1− q−2)
λ11λ
1
2λ
1
3 λ1 + λ2 + λ3 1λ1−λ2 2λ2−λ3 3λ3 (3) q|λ|+2λ2+4λ3 (1− q−1)3
λ11λ
2
2 λ1 + 2λ2 1λ1−λ2 3λ2 (2,1) q|λ|+6λ2 (1− q−1)2(1− q−2)
λ21λ
1
2 2λ1 + λ2 2λ1−λ2 3λ2 (2,1) q2|λ|+3λ2 (1− q−1)2(1− q−2)
λk1 kλ1 k
λ1 1k qλ1k
2 ∏k
i=1(1− q−i)
and mX (t) =∏ gμ(g) of the characteristic and minimal polynomials of X whether or not X is f -
cyclic (or uncyclic): f -cyclic relative to g means ν(g) = μ(g), and uncyclic means that, for all g ,
ν(g) > μ(g) > 0 or ν(g) = μ(g) = 0.
3. Generating function as an inﬁnite product
In this section we express the generating function
Uncq(u) := 1+
∞∑
n=1
unc(n,q)
|GL(n,q)|u
n (4)
as an inﬁnite product. It is more convenient to consider the weighted proportion unc(n,q)|GL(n,q)| of uncyclic
matrices in M(n,q) because orbit sizes have a factor |GL(n,q)| in the numerator.
Our main tool is the cycle index for M(n,q) which is deﬁned as
ZM(n,q) := 1|GL(n,q)|
∑
X∈M(n,q)
(∏
f
x f ,λ(X, f )
)
(5)
where the product is over all monic irreducible polynomials and the x f ,λ are indeterminates, see [11,
22] and [6, pp. 35-36]. If we set x f ,() := 1 for each f , then for each X the product in (5) has ﬁnitely
many factors different to 1.
Stong [22], building on the work of Kung [11], proves that
1+
∞∑
n=1
ZM(n,q)u
n =
∏
f
(∑
λ
x f ,λ
u|λ|d( f )
c(λ,qd( f ))
)
(6)
where the sum on the right-hand side is over all partitions (), (1), (2), (1,1), . . . . By convention
c
(
(),q
)= ∣∣GL(0,q)∣∣= unc(0,q) = 1.
Proposition 5. Let Λ1 be the set of partitions λ such that λ′1 
= 1 (equivalently λ has 0 or at least 2 parts).
Then
Uncq(u) =
∑
n0
unc(n,q)
|GL(n,q)|u
n =
∏
f
( ∑
λ∈Λ1
u|λ( f )|d( f )
c(λ( f ),qd( f ))
)
. (7)
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matrices in M(n,q) is a union of GL(n,q)-orbits, it follows from (3) that
unc(n,q) =
∑∣∣GL(n,q)∣∣∏
f
1
c(λ( f ),qd( f ))
where the sum ranges over all decompositions n =∑ |λ( f )|d( f ) with λ( f ) ∈ Λ1. This proves (7).
An alternative proof uses (6). In (5) set x f ,λ = 1 if λ ∈ Λ1, and 0 otherwise. Then ZM(n,q) equals
unc(n,q)/|GL(n,q)|. On the other hand, the bracketed sums of (6) and (7) are equal. 
As the bracketed sum in (7) is the same for all f with degree r, we deﬁne
A(q,u) :=
∑
λ∈Λ1
u|λ|
c(λ,q)
and an(q) :=
∑
λn, λ
=(n)
1
c(λ,q)
. (8)
Thus A(q,u) =∑n0 an(q)un where a0(q) = 1, a1(q) = 0, a2(q) = |GL(2,q)|−1, etc. Denote by N(r,q)
the number of monic irreducible polynomials over Fq of degree r. Then (7) may be rewritten
Uncq(u) =
∑
n0
unc(n,q)
|GL(n,q)|u
n =
∏
r1
A
(
qr,ur
)N(r,q) =∏
r1
(
1+
∑
n2
an
(
qr
)
urn
)N(r,q)
. (9)
A closed formula for unc(n,q) can be obtained by expanding the products in (9). This formula,
though unwieldy, may be used to determine unc(n,q) for small n.
Lemma 6. Given n ∈ N and a partition λ = 1m12m2 · · · with λ′1  n, denote the multinomial coeﬃcient( n
n−∑i1mi ,m1,m2,...
)= n!
(n−λ′1)!m1!m2!··· by
( n
m(λ)
)
. Then
(
1+ a1u + a2u2 + · · ·
)n =∑
k0
(∑
λk
(
n
m(λ)
)
am(λ)
)
uk (10)
where am(λ) := am11 am22 · · · .
Proof. Set a0 := 1. Expanding the left-hand side of (10) gives
∑
λ∈Nn
aλ1u
λ1aλ2u
λ2 · · ·aλn uλn =
∑
k0
( ∑
λ∈Nn, |λ|=k
aλ1aλ2 · · ·aλn
)
uk. (11)
The term aλ1 · · ·aλn will be repeated
( n
m(λ)
)
times, where
( n
m(λ)
)
is the number of distinct elements of
N
n obtained by permuting the coordinates of λ = (λ1, . . . , λn). If 1m12m2 · · · is the unique partition
corresponding to λ, then aλ1 · · ·aλn = am(λ) because ai has multiplicity mi for i  1, and multiplicity
n −∑i1mi = n − λ′1 for i = 0 by Lemma 4(g). 
Lemma 6 may be used to expand the powers in (9). Since in (9) we have a1 = 0, it follows from
(11) that the inner sum in (10) is over partitions λ of k with no part of size 1. For example, if k = 5,
then λ = (5) or (3,2) and ( nm(λ)) equals n or n(n − 1), respectively. Expanding the power (1+ a2z2 +
a3z3 + · · ·)n using Lemma 6 gives
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Values of unc(n,q)|GL(n,q)| and an(q) for 2 n 5.
n unc(n,q)|GL(n,q)| an(q)
2
(q
1
)
a2(q)
1
c((1,1),q) = 1q4−q3−q2+q
3
(q
1
)
a3(q)
1
c((1,1,1),q) + 1c((2,1),q) = q
3+q2−1
q8−q7−q6+q4+q3−q2
4
(q
1
)
a4(q) +
(q
2
)
a2(q) + N(2,q)a2(q2) q7+q6+q5−q4−q3−q2+1q13−q12−q11+2q8−q5−q4+q3
5
(q
1
)
a5(q) + q(q − 1)a2(q)a3(q) q12+q11+q10−q8−2q7−q6+q4+q3+q2−1q19−q18−q17+q14+q13+q12−q11−q10−q9+q6+q5−q4
Table 3
Values of unc(n,q) for 2 n 7.
n unc(n,q)
2 q
3 q5 + q4 − q2
4 q11 + 2q10 − 2q7 − q5 + q4
5 q19 + 2q18 + 2q17 + q16 − q15 − 2q14 − 3q13 − q12 + q10 + q9 + q8 − q7
6 q29 + 3q28 + 3q27 + 3q26 − q25 − 5q23 − 5q22 − 3q21 − 2q20 + 2q18 + 4q17 + 3q15 − q14 − 2q12 + q11
7 q41 + 3q40 + 5q39 + 5q38 + 3q37 − 4q35 − 9q34 − 11q33 − 12q32 − 7q31 − 3q30 + 4q29
+ 6q28 + 11q27 + 8q26 + 7q25 + q23 − 3q22 − 2q21 − 3q20 + 2q17 − q16
1+ na2z2 + na3z3 +
(
na4 +
(
n
2
)
a22
)
z4 + (na5 + 2
(
n
2
)
a2a3)z
5 + · · ·
= 1+ n
(∑
i
ai z
i
)
+
(
n
2
)(∑
i
a2i z
2i + 2
∑
i< j
aia j z
i+ j
)
+
(
n
3
)(∑
i
a3i z
3i + 3
∑
i< j
a2i a j z
2i+ j + 3
∑
i< j
aia
2
j z
i+2 j + 6
∑
i< j<k
aia jakz
i+ j+k
)
+ · · · .
In order to evaluate (9) it is useful to substitute z = ur and n = N(r,q) in the above expression. By
using (10) and (9) one can, in principle, write down a closed form for unc(n,q). The resulting closed
form is rather complicated, and it is not obviously useful for bounding unc(n,q). In [15, Appendix 2]
we give a Magma [3] computer program for computing unc(n,q) for small n. Given that the number
of partitions of n (even those with no part of size 1) is asymptotically exponential (see [2, p. 70]), our
computer program can compute unc(n,q) only for small n.
For very small values of n one does not need a computer program. Equating the coeﬃcient of un
for n 5 on both sides of (9) gives values of unc(n,q)|GL(n,q)| in terms of the polynomials an(q) deﬁned in (8).
This information is summarized in Table 2.
It is easy to show that unc(1,q) = 0. The values of unc(n,q) for n = 2,3,4,5 can be computed
from Table 2. We list the values and unc(n,q) for n 7 in Table 3.
The polynomials unc(n,q) for n  37 were computed with the Magma [3] programs in [15, Ap-
pendix 2] and stored in the database [15, Appendix 1]. Lemma 7 below is useful for bounding
polynomials in q (or q−1).
Lemma 7. Suppose that m,n are positive integers and α0,α1, . . . ,αm−1 , β0, β1, . . . , βn−1 are non-negative
real numbers. Set
c(q) := (αm−1qm−1 + · · · + α1q + α0)qn − (βn−1qn−1 + · · · + β1q + β0).
If q0  0 and c(q0) 0, then c(q) 0 for all q q0 .
774 S.P. Glasby, C.E. Praeger / Journal of Algebra 322 (2009) 766–790Proof. Set a(q) := αm−1qm−1 + · · · + α1q + α0, and b(q) := βn−1q−1 + · · · + β1q−(n−1) + β0q−n . Then
c(q) = (a(q) − b(q))qn . Since a(q) a(q0) and b(q0) b(q), it follows that a(q) − b(q) a(q0) − b(q0)
and so c(q) c(q0) 0. Thus c(q) 0 for all q q0. 
Lemma 7 may be applied to verify Conjecture 3 for small n.
Proposition 8. If q 2 and 1 n 37, then unc(n,q) qn2−n−1(1+ 12q )n.
Proof. The idea is to list the difference polynomials dn(q) = qn2−n−1(1+ 12q )n−unc(n,q) for 1 n 37
and repeatedly apply Lemma 7. For example, d5(q) equals
d5(q) = 1
2
q18 + 1
2
q17 + 1
4
q16 + 21
16
q15 + 65
32
q14 + 3q13 + q12 − q10 − q9 − q8 + q7,
and Lemma 7 with q0 = 2 shows that polynomials d5(q) − q7 and q7 are both non-negative for q 2.
Adding shows d5(q)  0 for q  2. For more a complicated polynomial such as q8 − 3q6 + q5 − 5q4,
Lemma 7 shows q8 − 3q6  0 for q  2 and q5 − 5q4  0 for q  5. Thus q8 − 3q6 + q5 − 5q4  0
holds for q  5. Evaluating at q = 2,3,4 shows that q8 − 3q6 + q5 − 5q4  0 holds for q  2. The
Magma [3] computer program listed in [15, Appendix 2] uses these ideas to verify Conjecture 3 for
1 n 37. 
4. A lower bound for unc(n,q)
In this section we count the uncyclic matrices X ∈ M(n,q) with type(X) = (t − α)λ or type(X) =
(t − α)λ(t − β)μ , where α,β are distinct elements of Fq , and λ,μ are partitions with |λ| = n or
|λ| + |μ| = n respectively (recall the deﬁnition of type(X) preceding (1)). If Conjecture 3 were correct,
then it would follow from the binomial theorem that
unc(n,q) qn2−n−1 + n
2
qn
2−n−2 + O(qn2−n−3)
where the constant involved in O(qn
2−n−3) is independent of q. The main result of this section is that
there is a lower bound comparable to this conjectured upper bound.
Theorem 9. If q 2 and n 3, then
qn
2−n−1
(
1+
(
n − 1
2
)
q−1 − q−3
)
< unc(n,q).
The proof uses the quantity ω(n,q) :=∏ni=1(1− q−i) = q−n2 |GL(n,q)|.
Lemma 10. If n 1, then (1− q−1)2 < 1− q−1 − q−2 < ω(∞,q) < ω(n,q) 1− q−1 .
Proof. See Lemma 3.5 and Corollary 3.6 of [17]. 
Let α ∈ Fq . A matrix X ∈ M(n,q) is α-potent if its characteristic polynomial is cX (t) = (t − α)n .
The map X → X + (β − α)I is a bijection between the subsets of α-potent matrices and β-potent
matrices in M(n,q). In particular, the numbers of α-potent and unipotent matrices in M(n,q) are
equal. The number of unipotent matrices in M(n,q) (or in GL(n,q)) equals qn(n−1) by a theorem of
Steinberg [4, Theorem 6.6.1]. Denote by U(n,q,α) the set of uncyclic α-potent matrices in M(n,q). Note
that X ∈ U(n,q,α) if and only if type(X) = (t − α)λ where λ has more than one part.
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monic irreducible polynomial whose degree divides n. Let r(n,q,d) denote the number of such matri-
ces X where type(X) = f λ , and f has degree d for a ﬁxed divisor d of n. Thus r(n,q) =∑d|n r(n,q,d).
Estimating the size of r(n,q,1), is an important step towards estimating r(n,q), which, in turn, will
help us bound unc(n,q).
Lemma 11. Let r(n,q,1) denote the number of uncyclic matrices inM(n,q) that are α-potent for some α ∈ Fq.
If n 1, then r(n,q,1) = c0(n,q)qn2−n−1 where
c0(n,q) := q2
(
1−
n∏
i=2
(
1− q−i)
)
.
Moreover, 1+ q−1 − q−3  c0(n,q) < 1+ q−1 + q−2 for n 3, and limq→∞ c0(n,q) = 1.
Proof. Since |U(n,q,α)| is independent of α ∈ Fq , it follows that r(n,q,1) = q|U(n,q,1)|. Thus it re-
mains to count the uncyclic unipotent matrices. A cyclic unipotent matrix belongs to a conjugacy class
with type (t − 1)(n) , and an uncyclic unipotent matrix X has type(X) = (t − 1)λ for some λ 
= (n).
By (2), the centralizer of a cyclic unipotent matrix has order qn(1 − q−1). It follows, using the above
mentioned theorem of Steinberg, that
∣∣U(n,q,1)∣∣= qn(n−1) − qn2∏ni=1(1− q−i)
qn(1− q−1) = q
n2−n
(
1−
n∏
i=2
(
1− q−i)
)
.
The cardinality of the disjoint union
⋃
α∈Fq U(n,q,α) is thus
r(n,q,1) = qn2−n+1
(
1−
n∏
i=2
(
1− q−i)
)
= c0(n,q)qn2−n−1.
It remains to estimate c0(n,q). Since c0(n,q) is an increasing function of n, it follows that 1 +
q−1 − q−3 = c0(3,q) c0(n,q) < c0(∞,q) for n 3. The following calculation shows that the limit
c0(∞,q) = 1+ q−1 + q−2 − q−5 − q−6 − q−7 − q−8 − q−9 + q−13 + q−14 + · · · (12)
is ﬁnite for all q:
c0(∞,q) = q2
[
1− (1− q−2)∏
i3
(
1− q−i)]< q2[1− (1− q−2)(1−∑
i3
q−i
)]
= q2
[
1− (1− q−2)(1− q−3
1− q−1
)]
= 1+ q−1 + q−2.
Finally, limq→∞(1+ q−1 − q−3) = limq→∞(1+ q−1 + q−2) = 1 so limq→∞ c0(n,q) = 1. 
Proof of Theorem 9. By Lemma 11 the number r(n,q,1) of uncyclic matrices in M(n,q) with type
(t − α)λ , for some α ∈ Fq and λ 
= (n), is qn2−n−1 + qn2−n−2 + O(qn2−n−3). We shall now show
that the number of uncyclic matrices in M(n,q) with type (t − α)λ(t − β)μ where α 
= β is
(n−32 )q
n2−n−2 + O(qn2−n−3). These two contributions give a lower bound for unc(n,q) approximately
of the size forecast in the preamble to this section.
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Assume henceforth that n  5. We count the number of matrices X ∈ M(n,q) with type(X) =
(t − α)(λ1,1)(t − β)(μ1,1) , for ﬁxed elements α 
= β in Fq and λ1 μ1  1 such that n = λ1 + μ1 + 2.
It follows from Table 1 that
c
(
(λ1,1),q
)=
{
qλ1+3(1− q−1)2 if λ1 > 1,
qλ1+3(1− q−1)(1− q−2) if λ1 = 1.
Since λ1 + 3+ μ1 + 3 = n + 4, it follows from (3) that X lies in a GL(n,q)-orbit of size
qn
2−n−4ω(n,q)
(1− q−1)4 ,
qn
2−n−4ω(n,q)
(1− q−1)3(1− q−2) , or
qn
2−n−4ω(n,q)
(1− q−1)2(1− q−2)2
if λ1 μ1 > 1, λ1 > μ1 = 1, or λ1 = μ1 = 1, respectively.
How many GL(n,q)-orbits arise if we vary α 
= β and λ1  μ1  1? To answer this question we
consider three cases: (a) λ1 > μ1 > 1, (b) λ1 = μ1 > 1, and (c) λ1 > μ1 = 1. (As n  5, the case
λ1 = μ1 = 1 does not arise.) (a) If λ1 > μ1 > 1, then n − 2 − μ1 > μ1 and so the values for μ1 are
2,3, . . . , n−22  − 1. Thus there are q(q − 1) choices for (α,β) and n−22  − 2 = n−62  choices for μ1
giving q(q−1)n−62  orbits. (b) If λ1 = μ1 > 1, then n is even, λ1 = μ1 = n−22 , and there are q(q−1)/2
orbits as swapping α and β gives a matrix in the same orbit. (c) If λ1 > μ1 = 1, then λ1 = n − 3 and
there are q(q − 1) orbits. The number of orbits in cases (a) and (b) combined equals q(q − 1)(n−52 )
because if n is odd then n−62  = n−52 , while if n is even then n−62  + 12 also equals n−52 . Thus the
total number of matrices X in these three cases is:
q(q − 1)
(
n − 5
2
)
qn
2−n−4ω(n,q)
(1− q−1)4 + q(q − 1)
qn
2−n−4ω(n,q)
(1− q−1)3(1− q−2)
= q
n2−n−2ω(n,q)
(1− q−1)3
[
n− 5
2
+ 1
1+ q−1
]
.
By Lemma 10, ω(n,q) > (1−q−1)2, and also 1
1−q−1 > 1+q−1. As n 5 the above expression is greater
than
qn
2−n−2(1+ q−1)[n− 5
2
+ 1
1+ q−1
]
> qn
2−n−2
(
n − 3
2
)
. (13)
The number of uncyclic matrices of type (t − α)λ for some α is by Lemma 11 at least
qn
2−n−1(1+ q−1 − q−3). (14)
Adding the lower bound (14) to the lower bound (13) for the number of uncyclic matrices of type
(t − α)(λ1,1)(t − β)(μ1,1) gives the lower bound
unc(n,q) > qn
2−n−1
(
1+
(
n− 1
2
)
q−1 − q−3
)
of Theorem 9. 
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It surprised the authors that mathematical induction, as employed in the proof of Theorem 14
below, could be used successfully to ﬁnd an upper bound for unc(n,q) of the form postulated in
Conjecture 3.
First we consider uncyclic matrices involving a unique irreducible f . Let Irr(r,q) denote the set of
monic degree-r irreducible polynomials over Fq . Recall that N(r,q) := |Irr(r,q)|, and that ω(n,q) :=∏n
i=1(1− q−i) = q−n
2 |GL(n,q)|.
Lemma 12. Let r(n,q) denote the cardinality of the set
{
X ∈ M(n,q) ∣∣ X is uncyclic, and cX (t) = f n/d for some d|n, and some f ∈ Irr(d,q)}
and set c1(n,q) := r(n,q)/qn2−n−1 . If n 2, then c1(n,q) < c∗(q) where
c∗(q) := c0(∞,q) + qω(4,q)c0(∞,q
2)
ω(∞,q2)
(
q log
(
1− q−2)− log(1− q−1)).
Moreover, 1+ q−1 − q−3 < c∗(q) < 1+ 32q−1 + 23q−2 and limq→∞ c∗(q) = 1.
Proof. It follows from the remarks preceding Lemma 11 that
r(n,q) = r(n,q,1) +
∑
d|n
1<d<n
r(n,q,d) (15)
because r(n,q,n) = 0. Thus r(n,q,1) r(n,q) and so, by Lemma 11, c0(n,q) c1(n,q) with equality if
and only if n is prime. It follows from Lemma 11 that 1+ q−1 − q−3 = c0(3,q) < c0(∞,q) < c∗(q). It
remains to prove that c1(n,q) < c∗(q) for n 2 and that c∗(q) < 1+ 32q−1 + 23q−2. The ﬁrst inequality
is true when n = 2,3 by Lemma 11 as
c1(2,q) = c0(2,q) = 1 < c1(3,q) = c0(3,q) = 1+ q−1 − q−3 < c0(∞,q) < c∗(q).
Assume henceforth that n 4.
We digress to generalize the formula for r(n,q,1) = c0(n,q)qn2−n−1 in Lemma 11 to r(n,q,d). It
follows from (2) and (3) that
r(n,q,1) = N(1,q)
∑
λn
λ
=(n)
|GL(n,q)|
c(λ,q)
and r(n,q,d) = N(d,q)
∑
λ nd
λ
=( nd )
|GL(n,q)|
c(λ,qd)
where the sums are over all partitions with more than one part. Note that the ﬁrst sum counts the
elements of the disjoint union
⋃
α∈Fq U(n,q,α). Relating these formulas gives
r(n,q,d) = N(d,q)|GL(n,q)|
N(1,qd)|GL(nd ,qd)|
N
(
1,qd
) ∑
λ nd
λ
=( nd )
|GL(nd ,qd)|
c(λ,qd)
= N(d,q)|GL(n,q)|
N(1,qd)|GL(nd ,qd)|
r
(
n
d
,qd,1
)
.
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r(n,q,d) = q
−dN(d,q)qn2ω(n,q)
(qd)(n/d)2ω(nd ,q
d)
c0
(
n
d
,qd
)(
qd
)(n/d)2−(n/d)−1
= ω(n,q)c0(
n
d ,q
d)
ω(nd ,q
d)
[
q−dN(d,q)
]
qn
2−n−d. (16)
Since n 4 and 1 < d < n, each of d and n/d is at least 2, and so we have
ω(n,q)c0(
n
d ,q
d)
ω(nd ,q
d)
<
ω(4,q)c0(∞,q2)
ω(∞,q2) =: γ (q). (17)
It follows from (15)–(17) that
r(n,q) = r(n,q,1) +
∑
d|n
1<d<n
r(n,q,d) c0(∞,q)qn2−n−1 + γ (q)
( ∑
d|n
1<d<n
q−dN(d,q)qn2−n−d
)
.
This proves that r(n,q) K (n,q)qn2−n−1 where
K (n,q) := c0(∞,q) + qγ (q)
∑
d|n
1<d<n
q−2dN(d,q).
Thus c1(n,q) K (n,q), and our goal now is to prove that K (n,q) < c∗(q) for n 4.
The bound N(d,q) (qd − q)/d, which holds for d 2, gives
∑
d|n
1<d<n
q−2dN(d,q)
∑
d2
q−d
d
− q
∑
d2
q−2d
d
=
∑
d1
q−d
d
− q
∑
d1
q−2d
d
. (18)
The series
∑
d1
xd
d converges absolutely for |x| < 1 to − log(1− x). Thus
K (n,q) < c0(∞,q) + qγ (q)
(
q log
(
1− q−2)− log(1− q−1))= c∗(q),
so c1(n,q) K (n,q) < c∗(q) for n 4. Finally we must show that c∗(q) < 1+ 32q−1 + 23q−2.
We begin by showing q log(1 − q−2) − log(1 − q−1) < q−2/2 for q  2. This is true when q = 2
because 2 log(3/4)− log(1/2) < 0.125. Suppose now that q 3. If 0 x < 1, then elementary calculus
gives
x+ x
2
2
− log(1− x) x+ x
2
2
+
∑
d3
xd
3
= x+ x
2
2
+ x
3
3(1− x) .
If x = q−2, then q−2+ q−42 − log(1−q−2) and q log(1−q−2)−q−1− q
−3
2 . If x = q−1, then − log(1−
q−1) < q−1 + q−22 + q
−3
3(1−q−1)  q
−1 + q−22 + q
−3
2 for q 3. Adding shows
q log
(
1− q−2)− log(1− q−1)< q−2 for q 3. (19)2
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∗(q) < 1 + 32q−1 + 23q−2 holds
when q = 2. Assume henceforth that q  3. Lemma 11 gives c0(∞,q)  1 + q−1 + q−2, and hence
c0(∞,q2) 1+ q−2 + q−4. Lemma 10 implies ω(∞,q2) > 1− q−2 − q−4, and Lemma 7 may be used
to show that ω(∞,q2)−1 < 1 + q−2 + 3q−4 for q  3. The inequalities ω(4,q) < (1 − q−1)(1 − q−2)
and (19) give:
c∗(q) <
(
1+ q−1 + q−2)+ (1− q−1)(1− q−2)(1+ q−2 + q−4)(1+ q−2 + 3q−4)q−1
2
= 1+ 1
2
(
3q−1 + q−2 + q−3 − q−4 + 3q−5 − 3q−6 − q−7 + q−8 − q−9 + q−10 − 3q−11 + 3q−12)
 1+ 3
2
q−1 + 2
3
q−2,
where the ﬁnal inequality follows from Lemma 7 with q0 = 3. As q approaches inﬁnity, the established
lower and upper bounds for c∗(q) both approach 1. Thus limq→∞ c∗(q) = 1 as claimed. This completes
the proof. 
The proof of our main theorem requires sharper bounds for c∗(2) and c∗(3) than those provided
by Lemma 12.
Lemma 13. For m 2, q 2, we have
ω(∞,q) > ω(m − 1,q)
(
1− q
−m
1− q−1
)
(20)
and this bound may be used to show that c∗(2) < 1.83 and c∗(3) < 1.56.
Proof. The bound
∏∞
i=m(1−q−i) > 1−
∑∞
i=m q−i gives rise to the lower bound (20) for ω(∞,q). This,
in turn, gives an upper bound for c0(∞,q) (see Lemma 11 for a deﬁnition). Setting m = 6 and q = 2,4
in (20) gives
ω(∞,2) > 0.28869, ω(∞,4) > 0.688, c0(∞,2) < 1.691, and c0(∞,4) < 1.312.
Similarly, setting m = 4 and q = 3,9 in (20) gives
ω(∞,3) > 0.560, ω(∞,9) > 0.876, c0(∞,3) < 1.439, and c0(∞,9) < 1.124.
These inequalities give c∗(2) < 1.83 and c∗(3) < 1.56. 
Theorem 14. If n 1, then unc(n,3) < (1.56)3n2−n−1(1.59)n and
unc(n,q) < c∗(q)qn2−n−1
(
1+ q−1 + 2q−2)n (21)
for q 4, where c∗(q) is deﬁned in Lemma 12, and satisﬁes 1 < c∗(q) < 1.56 for q 3.
Proof. Our proof has two parts. First, we use induction on n and a geometric argument to prove
unc(n,q) c∗(q)qn2−n−1ρ(q)n for n 1 and q 2, where
ρ(q) :=
1+
√
1+ 4c∗(q)qω(∞,q)
2
. (22)
Second, we prove that ρ(3) < 1.59, and ρ(q) < 1+ q−1 + 2q−2 for q 4.
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unc(n,q) c∗(q)qn2−n−1ρ(q)n is true for n = 1,2 and all q. Consider the proof for n = 3. By Table 3,
unc(3,q) = q5 + q4 − q2 and so the inequality to be proved is:
q5
(
1+ q−1 − q−3) c∗(q)q5ρ(q)3.
Now by Lemma 12, 1+q−1−q−3 < c∗(q), and as ρ(q) > 1 the inequality above holds for all q. Assume
henceforth that n 4.
By deﬁnition, there are precisely r(n,q) uncyclic matrices X ∈ M(n,q) for which cX (t) is a power of
some irreducible polynomial. We shall now over-estimate the number of uncyclic X for which cX (t)
is not a power of a single irreducible.
We impose an arbitrary total ordering on the (ﬁnite number of) irreducible polynomials over Fq of
degree at most n. For each uncyclic matrix X such that cX (t) is not a power of an irreducible, there
exists at least one irreducible polynomial f such that, if f ν( f ) is the highest power of f dividing cX (t),
then 0 < d( f )ν( f )  n/2. We choose the ﬁrst irreducible f in the total ordering with this property.
Write V = U ⊕ W , where U = ker f (X)ν( f ) is the f -primary component and W = im f (X)ν( f ) is an
X-invariant complement. The restrictions XU and XW of X to U and W are both uncyclic. Moreover,
X determines a unique 4-tuple (U ,W , XU , XW ). Counting the number of possible 4-tuples will give
an upper bound for the number of X .
Set k := dim(U ). Then k = d( f )ν( f ) n/2, and k  2 as XU is uncyclic. The number of decompo-
sitions V = U ⊕ W with dim(U ) = k is
|GL(n,q)|
|GL(k,q)||GL(n − k,q)| .
The number of choices for XU is precisely r(k,q), and the number of choices for XW is at most
unc(n − k,q). (At this point the reader may be concerned that we are not using the fact that the
characteristic polynomial of XW is coprime to f . It is remarkable that this otherwise very delicate
counting problem is essentially insensitive to such an over-estimation.) Thus
unc(n,q) r(n,q) +
 n2 ∑
k=2
|GL(n,q)|
|GL(k,q)||GL(n − k,q)| r(k,q)unc(n − k,q).
We shall abbreviate ρ(q), c∗(q) and ω(∞,q) by ρ , c∗ and ω, respectively. As n − k < n, it follows
by induction that
unc(n − k,q) c∗q(n−k)2−(n−k)−1ρn−k.
Moreover, Lemma 12 gives r(k,q) = c1(k,q)qk2−k−1  c∗qk2−k−1 for all k and, since ω(n,q)ω(n−k,q) =∏n
i=n−k+1(1− q−i) < 1, we have
|GL(n,q)|
|GL(k,q)||GL(n − k,q)| =
ω(n,q)qn
2−k2−(n−k)2
ω(k,q)ω(n − k,q) <
qn
2−k2−(n−k)2
ω(k,q)
.
Thus
unc(n,q) c∗qn2−n−1 +
 n2 ∑
k=2
qn
2−k2−(n−k)2
ω(k,q)
c1(k,q)q
k2−k−1c∗q(n−k)2−(n−k)−1ρn−k.
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n2 − k2 − (n − k)2 + k2 − k − 1+ (n − k)2 − (n − k) − 1 = n2 − n − 2.
Therefore
unc(n,q) c∗qn2−n−1
(
1+
 n2 ∑
k=2
c1(k,q)
qω(k,q)
ρn−k
)
. (23)
To complete the induction we must show that the above bracketed expression is at most ρn . Towards
this end, note that c1(k,q)ω(k,q) <
c∗
ω by Lemma 12. Since  n2  +  n2  = n, n 4 and ρ > 1, we have
 n2 ∑
k=2
ρn−k = ρ n2  + ρ n2 +1 + · · · + ρn−2 = ρ
 n2 (ρ n2 −1 − 1)
ρ − 1 
ρn−1 − ρ2
ρ − 1 .
It follows from the deﬁnition (22) of ρ , by rationalizing the denominator, that
1
ρ − 1 =
2
−1+
√
1+ 4c∗qω
= qω
2c∗
[
1+
√
1+ 4c
∗
qω
]
= qωρ
c∗
.
The previous three displayed equations now give
unc(n,q) c∗qn2−n−1
(
1+ c
∗
qω
qωρ
c∗
(
ρn−1 − ρ2))= c∗qn2−n−1(1+ ρn − ρ3).
Since ρ > 1, it follows that 1 − ρ3 < 0. Thus unc(n,q) < c∗qn2−n−1ρn and we have completed the
inductive proof.
To complete the proof, we must estimate ρ(q). By Lemma 13, c∗(3) < 1.56 and ω(∞,3) < 0.56.
Thus ρ(3) < 1.59, and the inequality for unc(n,3) follows. Assume now that q 4. We will show that
ρ(q) =
1+
√
1+ 4c∗qω
2
< 1+ q−1 + 2q−2. (24)
Multiplying (24) by 2, subtracting 1, and squaring gives that (24) is equivalent to
1+ 4c
∗
qω
<
(
1+ 2q−1 + 4q−2)2 = 1+ 4q−1 + 12q−2 + 16q−3 + 16q−4. (25)
Subtracting 1 from (25) and multiplying by the positive quantity qω4 gives the equivalent inequality
c∗ < ω
(
1+ 3q−1 + 4q−2 + 4q−3). (26)
By virtue of the inequalities c∗ < 1 + 32q−1 + 23q−2 from Lemma 12, and 1 − q−1 − q−2 < ω from
Lemma 10, the inequality (26), and hence also the required equivalent inequality (24), will follow
from a proof of the following stronger inequality:
1+ 3q−1 + 2q−2 < (1− q−1 − q−2)(1+ 3q−1 + 4q−2 + 4q−3). (27)
2 3
782 S.P. Glasby, C.E. Praeger / Journal of Algebra 322 (2009) 766–790Table 4
Upper bounds for R(q) = ρ(q)/q and ρ(q) obtained in Theorem 14.
q 2 3 4 5 7 8 9 11 13 16 17 19 23
R(q) 1.18 0.53 0.35 0.26 0.15 0.17 0.13 0.11 0.09 0.07 0.07 0.06 0.05
ρ(q) 2.35 1.59 1.38 1.28 1.18 1.16 1.14 1.11 1.09 1.07 1.07 1.06 1.05
Expanding and rearranging (27) gives
0 <
q−1
2
− 2q
−2
3
− 3q−3 − 8q−4 − 4q−5. (28)
This inequality is true for q  4 by Lemma 7 with q0 = 4. Thus (24) holds for q  4. This completes
the proof. 
Corollary 15. If n 1 and q 3, then the probability p that a uniformly distributed random n×n matrix over
Fq is f -cyclic satisﬁes
1− k(q)q−1
(
q−1 + q−2 + 12
5
q−3
)n
< p  1 (29)
where k(q) = 1+ 32q−1 + 23q−2 .
Proof. Note that p = 1− unc(n,q)q−n2  1. Theorem 14 with q = 3 gives
unc(n,3)
3n2
<
1.56
3
(
1.59
3
)n
<
k(3)
3
(
3−1 + 3−2 + 12 · 3
−3
5
)n
.
Thus the lower bound for p in (29) holds for q = 3. Assume now that q  4. Since c∗(q) < k(q) by
Lemma 12, it follows from Theorem 14 that
unc(n,q)
qn2
< k(q)q−1
(
q−1 + q−2 + 2q−3)n < k(q)q−1(q−1 + q−2 + 12
5
q−3
)n
.
This establishes the lower bound for p in (29) for q 4, and completes the proof. 
6. An upper bound for unc(n,2)
Theorem 14 shows that unc(n,q)/qn
2 = O(R(q)n), where R(q) = ρ(q)/q with ρ(q) as deﬁned
in (22). For this value of ρ(q), the proof of Theorem 14 yields an upper bound for ρ(q), and hence also
for R(q) = ρ(q)/q, as listed in Table 4, for various values of q. (The values of these bounds have been
rounded up to the nearest 10−2.) We note that the inductive part of the proof of Theorem 14 is valid
for q = 2, but it gives an upper bound for R(2) greater than 1, or equivalently for ρ(2) greater than 2.
Stronger arguments are needed to show that unc(n,2)/2n
2 = O(R(2)n) with R(2) < 1. If Conjecture 3
were true, then this would hold with R(2) 12 + 12×22 = 0.625 (and hence with ρ(2) = 2R(2) 1.25).
In this section we modify the proof of Theorem 14 to obtain a value of R(2) less than 0.983, or ρ(2)
less than 1.966, which is still substantially larger than the bound conjectured to hold in Conjecture 3.
Theorem 16 below implies Theorem 1.
Theorem 16. If n 1, then 2n2−n−1( n4 + 58 ) < unc(n,2) < (1.83)2n
2−n−1(1.966)n.
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Values of c1(k,2)2ω(k,2) for 2 k 5.
k 2 3 4 5
c1(k,2)
2ω(k,2)
4
3
44
21
272
105
26476
9765
Proof. The lower bound follows from Theorem 9. The upper bound is proved by adapting the induc-
tive proof of Theorem 14. By Proposition 8 we know that unc(n,2) is at most 2n
2−n−1(1.25)n for n 9
(indeed even for n  37), so the weaker bound unc(n,2) < (1.83)2n2−n−1(1.966)n certainly holds for
n  9. Assume henceforth that n  10. Lemma 13 shows that c∗(2) as deﬁned in Lemma 12 satisﬁes
c∗(2) < 1.83. Set ρ := 1.966. The ﬁrst part of the proof of Theorem 14 is valid for q = 2, and in par-
ticular, the inequality (23) holds for q = 2. To complete the inductive step in the proof it is suﬃcient
to prove, for n 10, that
1+
 n2 ∑
k=2
c1(k,2)
2ω(k,2)
ρn−k  ρn or equivalently, ρ−n +
 n2 ∑
k=2
c1(k,2)
2ω(k,2)
ρ−k  1
with c1(k,2) as deﬁned in Lemma 12. Since ρ−n  ρ−10 it is suﬃcient to prove that
ρ−10 +
∞∑
k=2
c1(k,2)
2ω(k,2)
ρ−k  1. (30)
For k 6 we use the bounds from Lemmas 12 and 13 to obtain
c1(k,2)
2ω(k,2)
<
c∗(2)
2ω(∞,2) <
1.83
2× 0.28869 < 3.17. (31)
For k  5 we use the exact values of c1(k,2)2ω(k,2) . Recall from the deﬁnitions of c0(k,q) and c1(k,q) in
Lemmas 11 and 12 that c1(k,q) equals c0(k,q) when k is prime. Hence c1(k,2) equals 1, 118 ,
6619
4098
for k = 2,3,5. To compute c1(4,2), we use the proof of Lemma 12 to show r(4,2) = r(4,2,1) +
r(4,2,2) = 3152+ 112 = 3264. Thus c1(4,2) = r(4,2)/211 = 5132 .
Using (31) and Table 5, the inﬁnite sum in (30) is less than
5∑
k=2
c1(k,2)
2ω(k,2)
ρ−k + c
∗(2)
2ω(∞,2)
∞∑
k=6
ρ−k < 4
3
ρ−2 + 44
21
ρ−3 + 272
105
ρ−4 + 26476
9765
ρ−5 + 3.17ρ
−6
1− ρ−1 .
Evaluating the expression
ρ−10 + 4
3
ρ−2 + 44
21
ρ−3 + 272
105
ρ−4 + 26476
9765
ρ−5 + 3.17ρ
−6
1− ρ−1
at ρ = 1.966 gives the number 0.9992 · · · < 1. This completes the inductive proof. 
7. Finding a witness to X being f -cyclic
In this section h always denotes a monic irreducible polynomial. Henceforth we shall consistently
omit the adjective “monic.” The h-primary component V (h) of an Fq[X]-module V can be generalized
to V (g) where g is a (possibly reducible) divisor of cX (t): set V (g) :=⊕h|g V (h) where the sum is
over irreducible divisors h of g .
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begins by executing the following steps:
(1) ﬁnd an irreducible factor g of the characteristic polynomial cX (t),
(2) evaluate g(t) at X to compute Y = g(X), and
(3) ﬁnd a non-zero vector u ∈ ker(Y ).
The matrix X can be used to prove irreducibility if it is f -cyclic relative to g , that is, if (and
only if) the degree of g equals dim(ker(Y )). Step (2) has cost O(Mat(n)n) ﬁeld operations1 (that is,
additions, subtractions, multiplications, and inversions in Fq), where Mat(n) is an upper bound for the
number of ﬁeld operations required to multiply two matrices in M(n,q). The purpose of this section
is to present a one-sided Monte Carlo algorithm called Is f Cyclic that requires (only) O(Mat(n) logn)
ﬁeld operations, and in particular obviates the necessity of applying the rather expensive step (2).
Given an f -cyclic matrix X ∈ M(n,q), and a positive real number ε < 1, this algorithm returns True
with probability at least 1− ε. Moreover in this case it constructs a divisor g of cX (t) and a non-zero
vector u such that gcd(g, cX/g) = 1 and V (g) = uFq[X]. This shows that X is f -cyclic relative to
every irreducible divisor of g . If Is f Cyclic fails to construct g,u with these properties then it returns
False, that is to say, Is f Cyclic incorrectly reports ‘X is not f -cyclic’. However, the probability of this
happening is at most ε. On the other hand, if X is not f -cyclic, then Is f Cyclic correctly returns False.
In summary, an output True is always correct, while an output False is incorrect with probability at
most ε. These assertions are proved in Theorem 18.
If it were desirable that the polynomial g returned by the algorithm Is f Cyclic be irreducible, then
Is f Cyclic could be modiﬁed to incorporate a randomised polynomial factorisation algorithm.
7.1. Witnesses and orders
Given a matrix X ∈ M(n,q) and a non-constant divisor g of cX (t) =∏ f f ν( f ) , a vector v ∈ V :=
F
1×n
q is called a g-witness for X if the cyclic submodule vFq[X] contains the h-primary component
V (h) of V for all irreducible divisors h of g . The following are equivalent: (1) v is a g-witness for X ,
(2) V (g) ⊆ vFq[X], and (3) ∏h hν(h) divides the order polynomial ordX (v), where the product is over
all irreducible divisors h of g . (Recall that a(t) = ordX (v) is the smallest degree monic polynomial
over Fq satisfying va(X) = 0.) As submodules of cyclic modules are cyclic, X has a g-witness v if and
only if X is f -cyclic relative to every irreducible divisor h of g .
It turns out that a matrix X , which is f -cyclic relative to every irreducible divisor of g , has many
g-witnesses, and failure to ﬁnd a g-witness (for any such g) provides “probabilistic evidence” that X
is uncyclic (as is shown below).
Recall the following notation from Section 2
type(X) =
∏
h
hλ(h), cX (t) =
∏
h
h|λ(h)|, mX (t) =
∏
h
hλ(h)1 , V (h) = kerh(X)λ(h)1 ,
and set V (h)k := kerh(X)λ(h)1−k for 0 k λ(h)1. The subspaces V (h)k deﬁne a chain
V (h) = V (h)0 > V (h)1 > · · · > V (h)λ(h)1 = 0 (32)
of Fq[X]-submodules.
We introduce the notion of the h-order of a vector or polynomial, see [10, 7.17]. Fix an irreducible
polynomial h(t), and let I be the ideal h(t)Fq[t] of Fq[t]. A non-zero vector v in an Fq[t]-module M is
1 A lower complexity can be achieved by conjugating X into Frobenius normal form, evaluating g(t) at the matrix obtained,
and conjugating back. For the complexity of this approach see: C. Pernet and A. Storjohann, Frobenius form in expected matrix
multiplication time over suﬃciently large ﬁelds, preprint.
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we set oh(0) := ∞. In our applications, the module M will be either V , the h-primary component
V (h), or the ring Fq[t]. We denote elements of V by u, v , and elements of Fq[t] by a,d, e, g . In
the case when M = Fq[t], we have ⋂k0 MIk = 0, and oh is an exponential valuation satisfying:
(i) oh(a) = ∞ if and only if a = 0, (ii) oh(ab) = oh(a) + oh(b), (iii) oh(a + b) min(oh(a),oh(b)), and
(iv) oh(gcd(a,b)) = min(oh(a),oh(b)). When M = V (h) properties (i) and (iii) hold.
Suppose that v ∈ V (h). Then oh(v) = k holds if v ∈ V (h)k and k is maximal. If v 
= 0, then
oh(ordX (v))  ν(h) − oh(v), and dimFq (V (h)/V (h)k)  kdeg(h) for all k  λ(h)1. These inequalities
become equalities when X is f -cyclic relative to h. In the case that X is f -cyclic relative to h, then
V (h) is uniserial, and a uniformly distributed random vector v ∈ V (h) has oh(v) = k with probability
|V (h)k| − |V (h)k+1|
|V (h)| = q
−kdeg(h) − q−(k+1)deg(h).
Each vector v ∈ V has a unique decomposition v =∑h vh where each h is irreducible and vh belongs
to the h-primary component V (h) of V . Thus, for a non-constant divisor g of cX (t), v is a g-witness
if and only if vh /∈ V (h)1 holds for each irreducible divisor h of g , or equivalently, oh(v) = 0 for each
irreducible divisor h of g . This happens with probability
∏
h|g(1−q−deg(h)), where the product is over
all (monic) irreducible divisors h of g .
7.2. Is f Witness
The algorithm Is f Cyclic has input (X, ε), and makes repeated calls to a deterministic subprogram
Is fWitness with input (v, X, cX (t)), where v is a uniformly distributed random vector in V = F1×nq .
Because cX (t) should be calculated once, and not each time the subprogram Is fWitness is invoked,
it is listed as an input parameter for Is fWitness. The algorithm Is fWitness outputs True if v is a
g-witness for X for some non-constant divisor g of cX (t), or False if v is not a g-witness for any non-
constant divisor g of cX (t). As the Meat-axe requires a useful certiﬁcate of f -cyclicity, in the former
case, Is fWitness outputs a triple (True,u,a(t)) where u 
= 0, ordX (u) = a(t), gcd(a(t), cX (t)/a(t)) = 1,
and u is an a(t)-witness.
The subprogram Is fWitness introduces a vector u and polynomials a,d, g that are modiﬁed in
the course of the algorithm. However, each time line 5 is executed, the relations u = vg(X), a =
ordX (u), and d = gcd(a, cX (t)/a) always hold, see Theorem 17(a). It is useful to note that if d divides
a = ordX (u), then ordX (ud(X)) = a/d.
Algorithm. Is fWitness
Input. a non-zero vector v ∈ V ; X ∈ M(n,q); the characteristic polynomial cX (t)
Output. (True,u,a(t)), or False
1. u := v; g(t) := 1; # u = vg(X) always holds
2. a(t) := ordX (u); # compute the order polynomial of u under X
3. d(t) := gcd(a(t), cX (t)/a(t)); # d is always gcd(a, cX (t)/a)
4. i := 1;
5. while i  log2 n + 2 do
6. if d = 1 then return (True,u,a(t)); ﬁ;
7. if d = a then return False; ﬁ; # henceforth d 
= 1,a and d divides a
8. g := g ∗ d; u := vg(X); # u := ud(X) is less eﬃcient
9. a := a/d; # a = ordX (u) = ordX (v)/g always hold
10. e := gcd(a,d); d := e ∗ gcd(a/e, e); # d = gcd(a, cX (t)/a) always holds
11. i := i + 1; # i = number of times line 5 is executed
Theorem 17. Parts (a)–(e) below prove the correctness of the algorithm Is fWitness. Let cX (t) =∏h hν(h) ,
where the product is over all (monic) irreducible divisors of cX (t). Suppose that line 5 is executed s times, and
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set bi := cX (t)/ai(t).
(a) Then ui 
= 0, ai = ordX (ui) 
= 1, ui = vgi(X), and di = gcd(ai,bi) for 1 i  s.
(b) Set k(h) := ν(h) − oh(ordX (v)) for each irreducible divisor h of cX (t), and set r(h) := log2 ν(h)k(h)  + 1
when k(h) > 0. Then either
(i) k(h) = 0, and for i  1, oh(ai) = ν(h) and oh(di) = 0; or
(ii) k(h) > 0, and oh(ai) = oh(di) = 0 for i  r(h) + 1.
(c) Set r := 0 if k(h) = 0 for all irreducibles h, and set r := max{r(h) | k(h) > 0} otherwise. Then s  r +
1  log2 n + 2. Also Is fWitness returns (True,us,as) at line 6, or False at line 7. In either case,
max{1, r − 1} s r + 1 holds.
(d) Is fWitness returns True if and only if v is an a-witness for X for some non-constant divisor a of cX (t).
(e) Is fWitness returns False if and only if oh(ordX (v)) < ν(h) for each irreducible polynomial h such that
X is f -cyclic relative to h. In particular, Is fWitness returns False if X is uncyclic.
(f) Is fWitness requires O(Mat(n) logn) ﬁeld operations.
Proof. (a) We use induction on i. Part (a) holds for i = 1 by the deﬁnitions of u,a,d, g in lines 1–3
of Is fWitness. Suppose inductively that the claimed relations hold for 1 i < s. As i < s, Is fWitness
does not terminate at lines 6 or 7 on the ith iteration, and it follows that di 
= 1,ai . The new
values of these variables assigned during the ith iteration of lines 8–10 are gi+1 = gi ∗ di,ui+1 =
vgi+1(X),ai+1 = ai/di , and di+1 = e ∗ gcd(ai+1/e, e) where e = gcd(ai+1,di). Since ordX (ui+1) =
ordX (vgi+1) = ordX (uidi) = ai/di 
= 1, it follows that ui+1 
= 0 and ai+1 = ordX (ui+1). By deﬁnition
bi = cX/ai , and hence bi+1 = cX/ai+1 = bi ∗ ai/ai+1 = bi ∗ di . Finally, we must prove that di+1 =
gcd(ai+1,bi+1). Now di = gcd(ai,bi) implies that gcd(ai/di,bi/di) = 1, that is, gcd(ai+1,bi/di) = 1.
Similarly e = gcd(ai+1,di) implies that gcd(ai+1/e,di/e) = 1. To complete the inductive proof of part
(a) we show that gcd(ai+1,bi+1) is equal to e ∗ gcd(ai+1/e, e), which is di+1:
gcd(ai+1,bi+1) = gcd(ai+1,bi ∗ di) (since bi+1 = bi ∗ di)
= gcd
(
ai+1,
bi
di
∗ d2i
)
= gcd(ai+1,d2i )
(
since gcd
(
ai+1,
bi
di
)
= 1
)
= e ∗ gcd
(
ai+1
e
,
di
e
∗ di
e
∗ e
)
= e ∗ gcd
(
ai+1
e
, e
) (
since gcd
(
ai+1
e
,
di
e
)
= 1
)
.
(b) Before proving part (b) we shall prove (33)–(35) below. Note that oh(cX ) = ν(h) = oh(ai) +
oh(bi) for all i. It follows from k(h) = ν(h) − oh(ordX (v)) and a1 = ordX (v), that oh(b1) = k(h). We
ﬁrst prove
oh(bi+1) =
⎧⎪⎨
⎪⎩
0 if oh(bi) = 0,
2oh(bi) if 0 < oh(bi) ν(h)/2,
ν(h) if oh(bi) > ν(h)/2.
(33)
Suppose ﬁrst that oh(bi) = 0. Then oh(di) = oh(gcd(ai,bi)) = 0 and hence oh(bi+1) equals oh(bidi) =
oh(bi) = 0. This establishes the ﬁrst part of (33). Next suppose that 0 < oh(bi) ν(h)/2. Then oh(ai)
oh(bi), and so oh(di) = oh(gcd(ai,bi)) = oh(bi), which implies that oh(bi+1) = oh(bidi) = 2oh(bi). Fi-
nally, suppose that oh(bi) > ν(h)/2. Then oh(ai) < oh(bi), and so oh(di) = oh(gcd(ai,bi)) = oh(ai),
which implies that oh(bi+1) = oh(bidi) = oh(bi) + oh(di) = oh(bi) + oh(ai) = ν(h). Thus (33) is proved.
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oh(bi) =
⎧⎪⎨
⎪⎩
0 if k(h) = 0,
2i−1k(h) if k(h) > 0 and 1 i  r(h),
ν(h) if k(h) > 0 and i > r(h).
(34)
Certainly if k(h) = 0 then since oh(b1) = k(h) (as we noted above), it follows that oh(b1) = 0. By (33),
we have oh(bi) = 0 for all i. This establishes the ﬁrst part of (34). Suppose now that k(h) > 0.
We next prove (34) for 1  i  r(h) using induction on i. The claim in (34) is true when i = 1 as
oh(b1) = k(h). Suppose that 1 i < r(h) and oh(bi) = 2i−1k(h). Then i + 1 r(h) and it follows from
the deﬁnition of r(h) that 2ik(h) ν(h), and hence that 0 < oh(bi) ν(h)/2. Hence by (33) we have
oh(bi+1) = 2ik(h). Thus (34) holds by induction for 1  i  r(h). In particular oh(br(h)) = 2r(h)−1k(h).
Now by the deﬁnition of r(h) we have 2r(h) > ν(h)/k(h), and hence oh(br(h)) > ν(h)/2. Hence, by (33),
oh(br(h)+1) = ν(h), and by repeated applications of (33), oh(bi) = ν(h) for all i > r(h). Thus (34) is
proved.
Eq. (34) may be used to compute oh(di). In this paragraph we prove that
oh(di) =
⎧⎪⎨
⎪⎩
0 if k(h) = 0 or i > r(h),
2i−1k(h) if k(h) > 0 and 1 i < r(h),
ν(h) − 2r(h)−1k(h) if k(h) > 0 and i = r(h).
(35)
Part (a) gives oh(di) = oh(gcd(ai,bi)) = min(oh(ai),oh(bi)). Thus if oh(bi) equals 0 or ν(h), then
oh(di) = 0. This establishes the ﬁrst part of (35). Consider the second part, and assume that k(h) > 0
and 1  i < r(h). It follows from the previous paragraph that 0 < oh(bi)  ν(h)/2. Thus oh(di) =
oh(bi) = 2i−1k(h) by (34). Finally, suppose that k(h) > 0 and i = r(h). By the previous paragraph
oh(br(h)) > ν(h)/2 and so oh(dr(h)) = oh(ar(h)) = ν(h) − 2r(h)−1k(h) by (33). This proves (35).
The proof of part (b) is now simple. If k(h) = 0, then oh(b1) = 0 and oh(a1) = ν(h) hold. Thus
part (i) follows from (34) and (35). On the other hand, if k(h) > 0, then (34) and (35) imply that
oh(bi) = ν(h) and oh(di) = 0 for i  r(h) + 1. Thus part (ii) holds.
(c) We ﬁrst prove that s r + 1. Note that di = 1 is equivalent to oh(di) = 0 for all h. Suppose that
the number, s, of times that line 5 is executed satisﬁes s  r + 1. Then it follows from part (b) that
dr+1 = 1, and hence that Is fWitness terminates on executing line 6, and s = r + 1. Thus s  r + 1.
(Note that if di = ai for some i < r + 1 then Is fWitness terminates at line 7, and s < r + 1.) Thus
s  r + 1  log2 n + 2 where the last inequality follows as r = r(h) for some h with k(h)  1 and
ν(h) n. This proves the second and third sentences of part (c). To prove the last sentence we must
show that r − 1 s (as 1 s is clear). This is certainly true if r  2. Suppose now that r  3. Fix an
irreducible polynomial h such that r = r(h). Then k(h) > 0. Showing that s 
< r − 1 is equivalent to
showing that Is fWitness does not terminate during iteration i when i < r − 1. This is equivalent to
proving di 
= ai and di 
= 1 holds for i < r − 1 which, in turn, is proved by showing 0 < oh(di) < oh(ai)
for i < r(h) − 1. The inequalities 0 < oh(di) with i < r(h) − 1 hold by (35). It follows from (35) and
(34) that oh(di) = 2i−1k(h) and oh(ai) = ν(h) − 2i−1k(h). However, i < r(h) − 1 implies i < log2 ν(h)k(h) ,
which implies 2ik(h) < ν(h), and hence oh(di) < oh(ai). Thus r − 1 s r + 1 and part (c) is proved.
(d) Consider the forward implication. Suppose that Is fWitness returns (True,us,as). Then ds = 1,
and by part (a), gcd(as, cX/as) = 1 and as 
= 1. Thus as =∏h|as hν(h) 
= 1, and the Chinese Remainder
Theorem gives
V (as) :=
⊕
h|as
V (h) = usFq[X] ⊆ vFq[X] as V (as) ∼= Fq[t]/(as) and V (h) ∼= Fq[t]/
(
hν(h)
)
.
This proves that v is an as-witness for X , and X is f -cyclic relative to each irreducible divisor h of as .
Now consider the reverse implication. Suppose that v is an a-witness for X for some non-constant
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V (h) ⊆ vFq[X], and it follows that k(h) = oh(b1) = 0. Thus by (34), oh(bi) = 0 and oh(ai) = ν(h) > 0
for all i. Hence 0 = oh(di) < oh(ai) for all i, and the conditional line 7 of Is fWitness is never executed.
It now follows from part (c) that Is fWitness returns True. This proves part (d).
(e) Suppose that Is fWitness returns False, and let h be an irreducible polynomial such that X is
f -cyclic relative to h. If oh(ordX (v)) = ν(h), then k(h) = oh(b1) = 0, and the argument of the previous
paragraph gives that Is fWitness returns True, which is a contradiction. Hence oh(ordX (v)) < ν(h).
Conversely suppose that oh(ordX (v)) < ν(h), for each irreducible polynomial h such that X is f -cyclic
relative to h. Then for each such h, v is not an h-witness for X , and it follows from the previous
paragraph that Is fWitness does not return True. Since Is fWitness returns an answer by part (c), it
must return False. This proves the ﬁrst sentence of part (e). The second sentence is an immediate
consequence of the ﬁrst.
(f) The cost of multiplication, division, or ﬁnding the greatest common divisor of two poly-
nomials, each of degree at most n, is O(n2) ﬁeld operations. As cX (t) is an input parameter to
Is fWitness, line 3 has cost O(n2). Computing ordX (v) in line 2 has cost O(Mat(n) logn) by [1, The-
orem 6.2.1(b)]. When computing ordX (v), one uses “fast spinning” to calculate an n × n matrix Y
with rows v, v X, . . . , v Xn−1. We must remember Y in order to compute, for each i, the vector ui in
line 8. If gi(t) =∑n−1j=0 gijt j , then ui = (gi0, gi1, . . . , gi,n−1)Y . Thus the cost of lines 8, 9, 10 in the ith
iteration of the while loop is O(n2). By Theorem 17(c) the while loop is executed at most log2 n+2
times. Thus the total cost of running the while loop is O(n2 logn). Since Mat(n) is at least O(n2), it
follows that Is fWitness requires at most O(Mat(n) logn) ﬁeld operations. 
Remarks. (a) If we use standard algorithms for vector-matrix operations, then an upper bound for the
cost of Is fWitness is O(n3). For example, at line 2 the cost of ﬁnding ordX (v) if one uses standard
vector-matrix arithmetic is O(n3) (see for example, [19, Proposition 4.9]). Similarly, at line 9 we may
replace u := vg(X) by u := ud(X). Using the notation of Theorem 17, the sum of the degrees of the
polynomials d1, . . . ,ds is at most n. Hence the cost of computing u1, . . . ,us is at most O(n3). The
complexity bound O(n3) follows from these observations.
(b) The algorithm Is fWitness may be varied as follows. In essence Is fWitness seeks a divisor a
of ordX (v) of maximal degree satisfying gcd(a, cX (t)/a) = 1. Although it is straightforward to calculate
a from the factorisation of cX (t) as a product of irreducibles, it is also possible to calculate a using
only gcd’s and pth roots where p is the characteristic of Fq . We omit the precise details, but the
computation of square-free factorizations, see [5, Algorithm 3.4.2], plays an important role.
7.3. Algorithm Is f Cyclic
Algorithm. Is f Cyclic
Input. a (non-zero) matrix X ∈ M(n,q); a positive real number ε < 1
Output. (True,u,a(t)), or False
1. m :=  log(ε−1)logq ; # m is the maximum number of random vectors tested
2. c := cX (t); # compute the characteristic polynomial of X
3. i := 1; # i counts the number of random vectors chosen
4. while i m do
5. v := a (uniformly) random vector in F1×nq ; if v = 0 then continue; ﬁ;
6. output := Is fWitness(v, X, c);
7. if output 
= False then return output; ﬁ; i := i + 1;
8. return False; # probability of failure given that X is f -cyclic is at most ε.
Recall that, for an f -cyclic matrix X ∈ M(n,q) and a non-constant divisor a of cX , a vector v ∈ Fnq
is an a-witness for X if vFq[X] contains V (a).
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positive real number ε < 1, the following hold:
(a) If X is f -cyclic, then Is f Cyclic returns (True,u,a) with probability at least 1 − ε, where a is a non-
constant divisor of cX , and u is an a-witness for X.
(b) If X is uncyclic, then Is f Cyclic returns False with probability 1.
The number of ﬁeld operations required by Is f Cyclic is O( log(ε
−1)
logq (ξq,n + Mat(n) logn)), where ξq,n is an
upper bound for the cost of constructing a uniformly distributed random vector in Fnq .
Proof. For m :=  log(ε−1)logq , we have qm  ε−1. Let X be an f -cyclic matrix relative to at least one
irreducible, say h. Suppose that Is f Cyclic returns False. Then Is fWitness returns False for m in-
dependent uniformly distributed random vectors of V . By the remarks preceding Section 7.2, this
happens with probability at most q−mdeg(h)  q−m  ε, since deg(h) 1. If Is f Cyclic does not return
False, then at least one of the runs of Is fWitness has output (True, u,a), and this is then returned
by Is f Cyclic at line 7. This proves part (a).
Now suppose that Is f Cyclic is has an uncyclic matrix X as input. Then by Theorem 17(e), each
run of Is fWitness returns False, and hence Is f Cyclic returns False. This proves part (b).
The only situation in which the output of Is f Cyclic is incorrect is if the input matrix X is f -cyclic
and Is f Cyclic returns False. We have shown that this probability of this happening, given that X is
f -cyclic, at most than ε. Thus Is f Cyclic is a one-sided Monte Carlo algorithm.
Finally, we estimate the cost. Computing cX (t) in line 2 of Is f Cyclic requires at most
O(Mat(n) logn) ﬁeld operations, see [1]. By Theorem 17(f), the total cost of m iterations of the while
loop of Is f Cyclic is O(mMat(n) logn) plus the cost of constructing m uniformly distributed random
vectors from Fnq . 
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