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VIRTUAL CYCLES OF GAUGED WITTEN EQUATION
GANG TIAN AND GUANGBO XU
Abstract. We construct virtual cycles on moduli spaces of perturbed gaugedWitten
equation over a fixed smooth r-spin curve, under the framework of [TX15]. Together
with the wall-crossing formula proved in the companion paper [TX], it completes the
construction of the correlation function for the gauged linear σ-model announced in
[TX16] as well as the proof of its invariance.
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1. Introduction
This paper, together with a companion paper [TX], is the third input in a series
of papers aiming at a mathematically rigorous theory of the gauged linear σ-model
(GLSM) as Witten proposed in [Wit93], following the two papers [TX15, TX16]. GLSM
provides a fundamental framework in many studies of mathematics and physics related
to string theory; it is of crucial importance in Hori–Vafa’s physical proof of mirror
symmetry [HV00]. It is also closely related to Gromov–Witten theory. However, despite
many efforts, a mathematical foundation of GLSM has not been completely established1
and is needed for many important applications, for example, a mathematical proof of
the Landau–Ginzburg/Calabi–Yau correspondence, and a geometric understanding of
mirror symmetry.
In [TX15, TX16], we initiated our project on constructing a mathematical theory of
GLSM. The central objects are the so-called gauged Witten equation and its moduli
space. The gauged Witten equation is a system combining both the Witten equation,
which was used to construct the A-side theory of orbifold Landau–Ginzburg models
Date: May 14, 2019.
G. T. is supported by DMS-1607091 and a grant from NSFC. G. X. is supported by AMS-Simons
Travel Grant.
1Here we mean the N = (2,2), A-model closed-string theory, with a nontrivial superpotential.
1
VIRTUAL CYCLES OF GAUGED WITTEN EQUATION 2
[FJR08, FJR13, FJR], and the symplectic vortex equation, which was used to construct
the Hamiltonian–Gromov–Witten invariants [Mun99, Mun03], [CGS00] and [MT09].
Roughly speaking, given a noncompact Ka¨hler manifold X , an action on X by a re-
ductive Lie group GC with a moment map µ ∶ X → g, and a holomorphic function
W ∶ X → C which is homogeneous with respect to the GC-action, the gauged Witten
equation reads
⎧⎪⎪⎨⎪⎪⎩
∂Au +∇W (u) = 0,
∗FA + µ(u) = 0, (1.1)
where A is a connection on a G-bundle P over a Riemann surface Σ, and u is a section
u ∶ P → X .
The moduli space of gauge equivalence classes of solutions contains the information
of GLSM that can be extracted mathematically. In [TX15] we have obtained crucial
analytical results about the gauged Witten equation and its moduli space. These results
will be recalled in due course in the main body of this paper.
As in Gromov–Witten theory, the correlation function of GLSM is the most important
numerical output, which leads to many interesting algebraic structures. The (symplec-
tic) Gromov–Witten invariants, which can naively be interpreted as “curve counting,”
were constructed on any symplectic manifolds (cf. [LT98b], [FO99], also see [RT95],
[RT97] on semi-positive symplectic manifolds). One major difficulty of the construc-
tion is the lack of transversality, namely, the moduli spaces of holomorphic curves may
not be smooth or of expected dimensions. One has to perturb the equation in certain
way to obtain well-defined countings. This is a highly non-trivial problem, which be-
comes more sophisticated when involved with maps defined on singular domains and
nontrivial automorphism groups.
The method of constructing a system of consistent perturbations for the stratified
moduli space and extracting topological information (the virtual cycle) is often called
the virtual technique. After [LT98b] and [FO99], different versions of the virtual tech-
nique have been developed (in the non-algebraic case). We refer the readers to [LT98c],
[HWZ07, HWZ09a, HWZ09b], [CLW], [Joya, Joyb], [Par16], [MW15, MW17a, MW17b],
[FOOO12, FOOO16, FOOOa, FOOOb] for more recent developments.
In [TX16] we outlined the definition of the correlation function assuming the existence
and good properties of a virtual cycle. In this paper we give the details of the virtual
cycle construction; in the companion paper [TX] we prove an important property of
the virtual cycles. Here we briefly explain our results. Let X be a Ka¨hler manifold and
Q ∶ X → C be a holomorphic function. Suppose there is a C∗-action on X making Q
homogeneous. Let X˜ = C ×X have an induced action by G = T 2. Let W ∶ X˜ → C be
W (p,x) = pQ(x). There is also a moment map µ ∶ X˜ → LieG. Then one can write down
the gauged Witten equation (1.1) over a so-called r-spin curve, which is an ordinary
punctured Riemann surface Σ with an orbifold line bundle L whose r-th tensor power
is isomorphic to the canonical bundle twisted with the orbifold data. Moreover, we
assume that there is a vector space V of holomorphic functions with nice properties in
order to properly perturb the gauged Witten equation. Our first main theorem is the
following (the same as Theorem 3.1).
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Theorem 1.1. Let C be a smooth r-spin curve with broad punctures z1, . . . , zb. For
an equivariant curve class B (see Subsection 2.5), a collection of strongly regular per-
turbations P = (P1, . . . , Pb), and a choice of asymptotic constrains at broad punctures
κ = (κ1, . . . , κb), the moduli spaceMP (C,B,κ) of perturbed gauged Witten equation over
C admits an oriented virtual orbifold atlas. In particular, it has a virtual cardinality
#MP (C,B,κ) ∈ Q.
Here a perturbation is strongly regular if for each broad puncture zi ∈ Σ, a perturbed
function W˜i is a holomorphic Morse function and all its critical values have distinct
imaginary parts. These type of perturbations form a subset of the space Vi which is a
complement of a real analytic hypersurface Vwalli ⊂Vi. Theorem 1.1 relies crucially on
the results about compactness and Fredholm property proved in [TX15].
The correlation function is supposed to be a multilinear function on the state space
associated to the GLSM space (see Section 3). As in [TX16], we define the correlation
function by taking certain linear combination of the virtual cardinality #MP (C,B,κ).
Since the virtual cardinality does depend on the choice of strongly regular perturbations,
it is a nontrivial procedure to prove the following invariance property of the correlation
function (the same as Theorem 4.1).
Theorem 1.2. The correlation function defined by (3.5) and linear extension is inde-
pendent of the choice of strongly regular perturbations at broad punctures.
The main idea of proving Theorem 1.2 is to connect two strongly regular perturba-
tions at a broad puncture zi via a generic path in Vi, where the path may cross the
wall Vwalli at isolated places, and to construct a virtual chain on the universal mod-
uli space over this path. When crossing the wall, the so-called BPS soliton solutions
form codimension one boundary of the universal moduli space. The contribution of the
BPS soliton solutions gives a Picard–Lefschetz type wall-crossing formula (Theorem
4.6), which is a crucial step in deriving the invariance of the correlation function. The
idea and the method are inspired by a similar argument in the Landau–Ginzburg A-
model theory (see [FJR]) and the work of the second named author and S. Schecter in
finite-dimensional Morse theory [SX14]. The detailed proof of the wall-crossing formula,
though, is deferred to [TX].
Both Theorem 1.1 and Theorem 1.2 rely on the construction of corresponding virtual
cycle/chain in moduli spaces. Our construction uses a version of the virtual technique
which originated in [LT98b]. The method from [LT98b] is topological, in the sense that
the charts are only topological and the smoothness of coordinate changes is not needed.
This differs from other methods, such as, the Kuranishi method or polyfold method, for
which certain weak smoothness of coordinate changes has to be established. Usually,
it is rather technical to establish the smoothness property required in those methods.
On the other hand, in a recent work [Par16], J. Pardon introduced a virtual technique
which does not require smoothness of coordinate changes. In contrast, we get the virtual
cycles by constructing perturbed sections in a more classical and topological way, while
Pardon has his virtual cycles constructed via homological algebra operations.
This paper is organized as follows. In Section 2 we recall the basic set-up in [TX15]
of the gauged Witten equation and perturbations. In Section 3 we recall the linear
Fredholm theory and then construct the virtual cycle in the case of strongly regular
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perturbations. This completes the definition of the correlation function. Sections 4—6
discuss the proof of the invariance of the correlation function: in Section 4 we consider
variations of strongly regular perturbations and state the wall-crossing formula. In
Section 6 we discuss the orientation issue and (re)prove the Picard–Lefschetz formula
in our context. The key wall-crossing formula is proved in the companion paper [TX].
During the preparation of this paper, there appeared [CLLL15] and [FJR18] which
use algebraic methods to construct virtual cycles for GLSM in the absence of broad
punctures. During the preparation and revision of this paper, we developed a different
setting in which we can construct a cohomological field theory for much more general
GLSM spaces in the so-called geometric phases (see [TX17, TX2]). Recently there also
appeared [CFG+] which uses categorical construction of cohomological field theories for
certain GLSM spaces.
Acknowledgements. The second named author would like to thank Mohammad
Tehrani for many helpful discussions, Huai-Liang Chang for discussions about the alge-
braic geometry of GLSM, Mauricio Romo and Wei Gu for discussions about the physics
of GLSM.
2. Gauged Witten Equations and Perturbations
In this section we recall the basic setup of gauged Witten equation given in [TX15].
We apologize for many changes of notations since we think the new notations are more
convenient to use in this paper.
2.1. The target space. Let X be a Ka¨hler manifold and Q ∶ X → C be a holomorphic
function, with a single critical point ⋆ ∈ X . Suppose there is a holomorphic C∗-action
on X such that Q is homogeneous of degree r (r ≥ 2), meaning that Q(gx) = grQ(x)
for x ∈ X and g ∈ C∗. We assume that the C∗-action restricts to a Hamiltonian S1-
action, and let µ′ ∶ X → iR denote a moment map. The pair (X,Q) is called an LG
(Landau–Ginzburg) space and the C∗-action is referred to as the R-symmetry.
Denote the group S1 for the R-symmetry by G′. We call (X˜,W,G) the GLSM (gauged
linear σ-model) space whose elements are given as follows.
(1) X˜ = C×X . Its coordinates are denoted by x˜ = (p,x) and the factor C is equipped
with the standard Ka¨hler structure.
(2) G = G′ × G′′ ≃ G′ × S1 acts on X˜ where the G′-factor acts on the x coordi-
nate and the G′′ ≃ S1-factor acts by g′′(p,x) = ((g′′)−rp, g′′x). The G-action is
Hamiltonian with a moment map
µ(p,x) = (µ′, µ′′) ∶= (µ′(x), µ′(x) + ir
2
∣p∣2 − τ). (2.1)
Here τ ∈ iR is a constant, which we fix from now on.
(3) W ∶ X˜ → C is defined as W (p,x) = pQ(x), which is (G′′)C-invariant where
(G′′)C is the complexification of G′′.
We make the same assumptions on the LG space as listed in [TX15, Hypothesis 2.2,
2.4] in order to guarantee the compactness of the moduli space. We do not need these
assumptions explicitly in this paper, except for the following properness property.
Hypothesis 2.1. The functions ∣∇Q∣ and µ′ are both proper on X .
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We identify the Lie algebras of G′ and G′′ with iR and denote a vector of g = LieG
as ξ = (ξ′, ξ′′) ∈ g. Denote by Xξ ∈ Γ(TX) the infinitesimal action of ξ. To define the
vortex equation, one also needs to specify a metric on g. We do not simply take the
product metric on g = g′ × g′′ but use the norm defined by
∣(ξ′, ξ′′)∣2 = λ−1∣ξ′∣2 + ∣ξ′′∣2 (2.2)
for a sufficiently large λ. The reason is explained in [TX15].
2.2. Rigidified r-spin curves. We recall the notion of r-spin curves. Since we will
only consider a fixed domain curve, it is more convenient to rephrase the definitions
without using the language of orbifolds.
Definition 2.2. Fix r ∈ Z, r ≥ 3. An r-spin curve with k markings is a tuple
(Σ,z,m,L′, φ′) where Σ is a compact Riemann surface, z = {z1, . . . , zk} is a set of
marked points, m is a collection of integers m1, . . . ,mk ∈ {0,1, . . . , r − 1}, L′ → Σ is a
holomorphic line bundle, and φ′ is a line bundle isomorphism
φ′ ∶ (L′)⊗r ≃KΣ ⊗O((1 −m1)z1) ⊗⋯⊗O((1 −mk)zk). (2.3)
Let C = (Σ,z,m,L′, φ′) be an r-spin curve. Denote Σ∗ = Σ ∖ z. It follows from the
definition that if z is a local coordinate on Σ∗, then there exists a local holomorphic
frame e′ of L′, unique up to Zr-action, such that φ′((e′)⊗r) = dz. Moreover, if w is a
local coordinate centered at zi ∈ z, then there exists local frames e′i of L′ near zi, unique
up to Zr-action, such that
φ′((e′i)⊗r) = wmi dww . (2.4)
We call γi = exp(2miπi/r) the monodromy of the r-spin structure at zi.
Now we introduce the important notions of broadness/narrowness. Notice that since
Q is homogeneous with respect to the G′-action, for any γ ∈ G′, the critical point ⋆ is
contained in the fixed point set Xγ ⊂ X of γ ∶ X →X .
Definition 2.3. Given γ ∈ Zr ⊂ G′, let Xγ be the fixed point set of γ in the LG space.
γ is called broad (resp. narrow) if Xγ ≠ {⋆} (resp. Xγ = {⋆}). A marking zi of an r-spin
curve is broad/narrow if the monodromy γi is broad/narrow.
Definition 2.4. Given an r-spin curve C = (Σ,z,m,L′, φ′). A rigidification of C at a
broad marking zi is a choice of local frame ei of L near zi satisfying (2.4). An r-spin
curve with rigidifications at all its broad markings is called a rigidified r-spin curve.
The purpose of rigidifying the r-spin curve is the same as in [FJR], because to perturb
the equation we have to break the symmetry Q orW has. From now on we fix an r-spin
curve (Σ,z,m,L′, φ′) and a rigidification.
2.3. Perturbations. Now we state the assumption that allow us to perturb the gauged
Witten equation.
Hypothesis 2.5. For each broad γ ∈ Zr, there exists a nonzero, finite dimensional
complex vector space Vγ parametrizing certain γ-invariant holomorphic functions Fγ ∶
X → C satisfying [TX15, Hypothesis 2.8], particularly the following conditions.
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(1) Each Fγ ∈ Vγ is the sum of homogeneous functions and each summand has
uniformly bounded derivative on X .
(2) For each aγ ∈ C∗, there is a complex analytic subset Vsingγ,aγ ⊂ Vγ such that for
each Fγ ∈Vγ ∖Vsingγ,aγ , the restriction of the function
W˜γ(x, p) =W (x, p) − aγp + Fγ(x)
to X˜γ is a holomorphic Morse function with finitely many critical points.
(3) For each aγ ∈ C∗ and Fγ ∈ Vsingγ,aγ , ∣∇W˜γ ∣ is bounded away from zero outside a
compact subset.
(4) The set Vwallγ,aγ ⊂Vγ ∖Vsingγ,aγ defined by the coincidence of the imaginary parts of
two critical values of W˜γ ∣X˜γ is a locally finite union of real analytic hypersurfaces.
For j = 1, . . . , b, denote Vi =Vγi and V˜i = C∗ ×Vi. Denote
V˜singi = {(ai, Fi) ∣ Fi ∈Vsingγi,ai}, V˜walli = {(ai, Fi) ∣ Fi ∈Vwallγi,ai}.
Definition 2.6. Pi = (ai, Fi) ∈ V˜i is called a perturbation of W at the j-th broad
puncture. It is called regular (resp. strongly regular) if Pi ∉ V˜singi (resp. Pi ∉ V˜walli ∪V˜sing).
It is called small if it is close to the origin of V˜i. A perturbation to the gauged Witten
equation over C is a collection
P = (Pi)bj=1 = (ai, Fi)
b
j=1
where Pi is a perturbation at the j-th broad puncture. It is called regular (resp. strongly
regular) if each Pi is regular (resp. strongly regular).
Let Pi = (ai, Fi) be a perturbation at zi. We write
W˜i =W − aip + Fi, W˜X˜i ∶= W˜i∣X˜i.
We introduce the following notations. For t ∈ (G′)C = C∗,2 we denote
W˜ ti (x, p) = t rW˜i(t −1x, p) =W − t raip + t rFi(t −1x). (2.5)
Then we have
(x, p) ∈Crit[W˜i∣X˜i] ⇐⇒ (tx, p) ∈Crit[W˜ ti ∣X˜i]; W˜ ti (tx, p) = t rW˜i(x, p). (2.6)
Remark 2.7. The purpose of using perturbation is the same as in finite dimensional
Morse theory of functions with degenerate singularities. There are alternative ways to
develop the mathematical GLSM without perturbation. One possibility is to adapt the
approach of Jake Solomon [Sol05], by treating the degenerate function W directly. An-
other possibility is similar to the approach of Venugopalan [Ven15] of defining quasimap
invairants, when we are in the geometric phase (see [TX17] and [TX2]).
2We were using the symbol δ instead of t in the previous papers [TX15, TX16].
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2.4. Gauged Witten equation. The gauged Witten equation is the combination of
the Witten equation and the symplectic vortex equation, where the latter requires an
area form on the Riemann surface. Choose from now on a smooth area form on the
closed surface Σ, which determines a Hodge star operator
∗ ∶ Ω2(Σ) → Ω0(Σ).
On the other hand, we use a cylindrical metric to define Sobolev norms. For each zi,
we have fixed a holomorphic coordinate w centered at zi. We identify a cylindrical end
Ci with the cylinder [0,+∞)×S1. The latter has coordinates s+ it = − logw. Choose an
area form on Σ∗ whose restriction to Ci coincides with ds ∧ dt. It induces a cylindrical
metric on Σ∗. For τ > 0, p > 0 and k ≥ 0, for any open subset U ⊂ Σ∗, letW k,pτ (U) denote
the weighted Sobolev space where the norm is defined as ∥f∥
W
k,p
τ (U)
∶= ∥h−τ/2s f∥W k,p(U).
Here the latter Sobolev norm is taken with respect to the cylindrical metric on U ⊂ Σ∗.
From now on we fix p > 2.
The last auxiliary data we need to specify is a Hermitian metric on L′. Fix a reference
Hermitian metrics H ′ on L′∣Σ∗ , which is of class W 1,ploc , such that for each puncture zi
with mi and e′i given in (2.4), for some τ > 0,
log(∣w∣−mi/r∥e′i∥H′) ∈W 2,pτ (Ci).
Let P ′ → Σ∗ be the unit circle bundle of (L′,H ′). On the other hand, we choose a
smooth G′′-bundle P ′′ → Σ. Define
P ∶= P ′ ×
Σ∗
P ′′ → Σ∗.
This is a principal bundle with structure group G = G′ ×G′′. Since G acts on X˜ , we
take the associated bundle over Σ∗, denoted by Y .
2.4.1. The variables. The variables of the gauged Witten equation include connections
on P , sections of Y , and a finite degrees of freedom called “frames” at broad markings.
These variables transform via gauge transformations.
Let us first specify the group of gauge transformations. Notice that G is abelian. For
τ > 0, let G′τ (resp. G′′τ ) be the space of maps g′ ∶ Σ∗ → G′ (resp. g′′ ∶ Σ∗ → G′′) of class
W
2,p
loc such that the restrictions to each cylindrical end Ci can be written as g
′ = exp(ih′)
(resp. g′′ = exp(ih′′)) with h′ ∈ W 2,pτ (resp. h′′ ∈ W 2,pτ ). Define Gτ = G′τ × G′′τ . Then Gτ ,
G′τ , G′′τ are Banach Lie groups. Let G (resp. G′, G′′) be the union of Gτ (resp. G′τ , G′′τ )
for all τ > 0 which is also a group.
Now we discuss the class of connections. First, let A′0 be the Chern connection on
P ′ associated to the metric H ′. Let A′τ be the space of connections on P ′ that can be
obtained from A′0 by a complex gauge transformation of regularity W
2,p
τ , and A′ be the
union of A′τ for all τ > 0. On the other hand, fix from now on trivializations of P ′′∣Ci.
Let A′′τ be the space of connections on P ′′ of regularity W 1,ploc whose restrictions to each
Ci is of the form d+α′′ with α′′ a 1-form of regularity W 1,pτ , and A′′ be the union of A′′τ
for all τ > 0. Denote Aτ = A′τ ×A′′τ and A = A′ ×A′′. Then Gτ acts on Aτ and G acts on
A via usual gauge transformations.
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Another variable of the gauge Witten equation is a section of Y , which is usually
denoted by u. We allow arbitrarily weak regularity of u at this moment. Later we will
consider more specific asymptotic constrains on u.
The last set of variables are frames of L′′ at markings. Let Fri ∶= {φi ∶ G′′ → P ′′zi}
be the set of trivializations of P ′′zi , which is an S
1-torsor. There is a left G′′-action
eiθ ⋅φi = φi○eiθ. Moreover, using the trivializations of P ′′∣Ci fixed from the last paragraph,
we extend each φi ∈ Fri to a trivialization φ●i ∶ G′′×Ci → P ′′∣Ci such that (eiθφi)● = φ●i ○eiθ.
From now on we identify φi ∈ Fri with φ●i . Denote Fr = ∏bj=1Fri whose elements are
denoted by φ = (φ1, . . . , φb).
The variables of the gauged Witten equation are u = (A,u,φ) as described above.
Notation 2.8. We will often need to consider the expression of a section u ∈ Γ(Y ) under
local trivializations. Consider the trivialization of P ′∣Ci induced from the unitary frame
e′i/∥e′i∥H′ where e′i is the one in (2.4) (which is unique by the rigidification). Together
with φi ∈ Fri it determines a trivialization of P ∣Ci and hence Y ∣Ci , which, by abuse of
notation, is still denoted by φ●i . Then for u ∈ Γ(Y ), we write u●i ∶ Ci → X˜ the map
induced from u and φ●i .
2.4.2. The lift of the superpotential. We describe how to lift the superpotential W to
Y . Given A = (A′,A′′) ∈ A. By the isomorphism φ′ in the r-spin structure (see 2.3),
around each point q ∈ Σ∗, there exists local coordinate zq and local frame e′q of L′, which
is holomorphic with respect to A′, such that φ′((e′q)⊗r) = dzq. Let e′′q be an arbitrary
local frame of P ′′. Define
WA([e′q, e′′q , x]) =W (x)dzq.
This lift only depends on A′ but not A′′.
The lift of perturbed superpotential does depend on both components of the con-
nection and the frames. Upon choosing P , denote the perturbation of WA by W˜A,φ.
Instead of stating the full definition, for the purpose of the current paper, we only list
a few properties of W˜A,φ. The details can be found in [TX15].
(1) W˜A,φ ∈ Γ(Y,π∗KΣ∗) depends on both A ∈ A and φ smoothly.
(2) Given g ∶ Σ → G with g(zi) = Id, viewed as a gauge transformation on P , one
has
W˜g∗A,φ(g−1x) = W˜A,φ(x).
(3) Outside the cylindrical ends around broad markings, W˜A,φ =WA.
(4) There is a number tA depending smoothly on A ∈ A, and, on a cylindrical end
around a broad marking zi, there exist holomorphic frames e′i, e
′′
i of L
′, L′′, such
that φ′((e′i)⊗r) = wmidw/w and
W˜A,φ([e′i, e′′i , z, x]) = W˜ tAi ○wmir .
(Recall the notationW ti from (2.5).) Moreover, if g = (g′′1 , . . . , g′′b ) where g′′i ∈ G′′,
then one has
W˜A,g⋅φ∣Ci = W˜A,φ∣Ci ○ g′′i .
VIRTUAL CYCLES OF GAUGED WITTEN EQUATION 9
2.4.3. The gauged Witten equation. For the fibre bundle Y → Σ∗, the Ka¨hler structure
on X˜ induces a Hermitian structure on the vertical tangent bundle T Y . On the other
hand, for any continuous connection A, the tangent bundle TY splits as the direct
sum of T Y and the horizontal tangent bundle. The latter is isomorphic to π∗TΣ∗,
therefore the connection induces an integrable almost complex structure on Y . The
vertical differential of W˜A,φ is a section
dW˜A,φ ∈ Γ(Y,π∗KΣ∗ ⊗ (T Y )∗).
The Hermitian metric on T Y induces a conjugate linear isomorphism T Y ≃ (T Y )∗;
the complex structure on Σ∗ also induces a conjugate linear isomorphism KΣ∗ ≃ Λ0,1Σ∗ .
Therefore we have a conjugate linear isomorphism
π∗KΣ∗ ⊗ (T Y )∗ ≃ π∗Λ0,1Σ∗ ⊗ T Y.
The image of dW˜A,φ under this map is denoted by ∇W˜A,φ ∈ Γ(Y,π∗Λ0,1Σ∗ ⊗ T Y ). The
P -perturbed gauged Witten equation reads
{ ∂Au +∇W˜A,φ(u) = 0;∗FA + µ∗(u) = 0. (2.7)
Each term in the system is defined as follows: the connection A induces a continuous
splitting TY ≃ T Y ⊕π∗TΣ∗ and dAu ∈W 1,ploc (T ∗Σ∗⊗u∗T Y ) is the covariant derivative
of u; the G-invariant complex structure J induces a complex structure on T Y and
∂Au is the (0,1)-part of dAu with respect to this complex structure. ∇W˜A,φ(u) is the
pull-back of ∇W˜A,φ by u, which lies in the same vector space as ∂Au. FA ∈ Ω2(Σ∗)⊗g is
the curvature form of A, ∗ ∶ Ω2(Σ∗) → Ω0(Σ∗) is the Hodge-star operator with respect
to the smooth metric on Σ; the moment map µ lifts to a g-valued function on Y and
µ∗(u) is the dual of µ(u) with respect to the metric defined by (2.2).
2.5. Asymptotic behavior and compactness. In [TX15] we proved that if u =(A,u,φ) is a finite energy solution to (2.7) with bounded image (which we called a
bounded solution), then u has good asymptotic behavior at punctures. More precisely,
let (s, t) be the cylindrical coordinates on Ci. If zi is narrow, i.e., the fixed point set of
the monodromy acting on X is isolated, then there is p˜i = (⋆, pi) ∈ X˜ s.t.
lim
z→zi
e
imit
r u●i(s, t) = p˜i;
if zi is broad, then there is a critical point κi = (xi, pi) ∈ Crit[W˜i∣X˜i] such that
lim
z→zi
e
imit
r u●i(s, t) = κtAi ∶= (tAxi, pi).
Moreover, the rate of convergence is exponential, i.e., can be controlled by e−τ0s for some
τ0 > 0. A consequence of this result is that any bounded solution defines a homology
class B ∈HG2 (X˜ ;Q). We call a class in HG2 (X˜ ;Q) an equivariant curve class3.
The behavior of the perturbed gauged Witten equation near broad punctures calls
for the study of solitons, i.e., solutions over the infinite cylinder. Let γi = exp( i2πmir ) be
3When X = CN , an equivariant curve class is essentially the degrees of L′ and L′′.
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the monodromy at zi and W˜i be the perturbed superpotential. For t ∈ (0,1), consider
the following equation for maps σi ∶ R × S1 → X˜ .
∂σi
∂s
+ J[∂σi
∂t
+Ximi/r(σi)] +∇W˜ ti (e imitr σi) = 0. (2.8)
Since W˜i is γi-invariant, ∇W˜ ti (emi itr σi) is well-defined over R×S1. A bounded solution
to (2.8) is called a soliton, for which we know there are κi,± ∈Crit[W˜ t
X˜i
] such that
lim
s→±∞
e
imit
r σi(s, t) = κi,±.
Then we have the energy identity
∥∂σi
∂s
+ J[∂σi
∂t
+Ximi/r(σi)]∥2
L2(R×S1)
= 2π [W˜ ti (κi,−) − W˜ ti (κi,+)] . (2.9)
We have known from [TX15] that nontrivial solitons exist only when W˜i is not strongly
regular, i.e., W˜i∣X˜i has two different critical values with identical imaginary part.
We call a soliton σi a BPS soliton if eimit/rσi(s, t) is independent of t for all s ∈ R;
otherwise it is called a non-BPS soliton. If σi is a BPS soliton, then it is easy to see
that eimit/rσi(s, t) ∈ X˜i and is a negative gradient flow line of the real part of W˜ ti ∣X˜i.
Fixing an equivariant curve class B, a regular perturbation P , and a collection of
critical points κ = (κ1, . . . , κb). Let Mˆ∗P (C,B,κ) be the the set of solutions to the P -
perturbed gauged Witten equation over C that represent B and have asymptotic limits
at broad markings labelled by κ. By the gauge symmetry of the perturbed gauged
Witten equation, one can define the moduli space
M∗P (C,B,κ) = Mˆ∗P (C,B,κ)/G.
By the compactness result of [TX15], M∗P (C,B,κ) can be compactified by adding
soliton solutions. Let MP (C,B,κ) be the compactified moduli space. Moreover, the
notion of sequential convergence defined in [TX15] induces a topology on MP (C,B,κ),
in the same way as Gromov–Witten theory (see [MS04, Section 5.6]) which is Hausdorff
and compact. In particular, when P is strongly regular, no soliton solutions need to be
added and M∗P (C,B,κ) =MP (C,B,κ).
3. Definition of the Correlation Function
The definition of the GLSM correlation function given in [TX16, Section 3] relies on
the following theorem. For the precise meanings of virtual orbifold atlas and the virtual
cardinality, see the section7.
Theorem 3.1. Given a smooth r-spin curve C, an equivariant curve class B, a strongly
regular perturbation P = (P1, . . . , Pb), and a choice of asymptotic constrains at broad
punctures κ, the moduli space MP (C,B,κ) admits an oriented virtual orbifold atlas. In
particular, when the virtual dimension is zero, there is a well-defined virtual cardinality
#MP (C,B,κ) ∈ Q.
Moreover, when C has at least one broad marking, one has
#MP (C,B,κ) ∈ Z.
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Theorem 3.1 will be proved momentarily, in Subsections 3.2–3.4. Before doing that
we first recall the definition of the correlation function.
3.1. Definition of the correlation function.
3.1.1. The state space.
Definition 3.2. Let γ be an element of Zr.
(1) If γ is narrow, then the γ-sector of the state spaceHγ is a 1-dimensional Q-vector
space, generated by an element eγ.
(2) If γ is broad, then the γ-sector of the state space is
Hγ ∶=Hmid(XcQγ/C∗;Q).
Here Qγ is the restriction of Q to Xγ and XcQγ ∶=Xγ ∖Q−1γ (0).
(3) The total GLSM state space is
HGLSM ∶=HQ ∶= ⊕
γ∈Zr
Hγ.
Suppose γ is broad. Since Qγ ∶= Q∣Xγ ∶ X → C is homogeneous of degree r, for any
a ∈ C∗, the inclusion Qaγ ∶= Q−1γ (a)↪ XcQγ induces a diffeomorphism
Qaγ/Zr ≃XcQγ/C∗
as orbifolds. By the basic property of cohomology of orbifolds and equivariant coho-
mology, we know that
Hγ ≃Hmid(Qaγ;Q)Zr . (3.1)
The monodromy action on the cohomology H∗(Qaγ ;Q) induced from the locally trivial
fibration Qγ ∶ XcQγ → C∗ is equivalent to operator on H∗(Qaγ ;Z) induced from the Zr-
action on Qaγ. Therefore, Hγ is the monodromy invariant part of the middle dimensional
rational cohomology of a regular fibre of Qγ .
For each γ ∈ Zr, we assume that there exists a perfect pairing ⟨⋅, ⋅⟩γ ∶ Hγ ⊗Hγ → Q
such that with respect to the obvious isomorphism ε ∶ Hγ → Hγ−1 , ⟨⋅, ⋅⟩γ = ⟨ε⋅, ε⋅⟩γ−1.
In many situations one has a naturally defined perfect pairing. Indeed, we have the
following Zr-equivariant exact sequence
H∗−1(Xγ) // H∗−1(Qaγ) // H∗(Xγ,Qaγ) // H∗(Xγ) .
If the arrow in the middle is an isomorphism in Q-coefficients for ∗ = nγ (it is the case
when X = CN), then one can define a pairing between Hmid(Qaγ ;Q) and Hmid(Q−aγ ;Q)
as in [FJR13, Page 36]. Nonetheless, the pairing defines an isomorphism
O ↦ O∗ ∶ Hγ ↦H∗γ ≃Hmid(Qaγ ;Q)Zr . (3.2)
Remark 3.3. One can shift the degrees of states in Hγ by the convention of Chen–Ruan
cohomology. However in this paper we do not do that explicitly; indeed, in this paper,
we are skipping all discussions about the dimensions of the virtual cycles as well as
the degrees of states. They can be easily recovered from the index formula proved in
[TX15].
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3.1.2. Vanishing cycles in Qaγ. The use of Lagrange multiplier requires us to consider
the complex Morse theory on Qaγ. If we have a holomorphic Morse function F ∶ Qaγ → C,
then the unstable or stable manifolds of its critical points (with respect to the negative
gradient flow of the real part of F ∣Qaγ) represent certain ∞-relative cycles. For any
compact subset Z ⊂ X , consider the relative homology H∗(Qaγ,Qaγ ∖ Z). The inverse
limit with respect to the direct system of compact subsets under inclusion is denoted by
H∗(Qaγ ,∞). This is the dual space of H∗c (Qaγ). Then we have the intersection pairing
∩ ∶ Hmid(Qaγ)⊗Hmid(Qaγ ,∞)→ Z. (3.3)
Now take a strongly regular perturbation Pi = (ai, Fi) ∈ V˜i. Abbreviate Qγi by Qi
and Q−1i (ai) by Qaii . Consider the negative gradient flow of ReFi restricted to Qaii . For
each critical point κi of Fi∣Qai
i
, denote by
[W uκi] ∈ Hmid(Qaii , F −∞i ;Z) (resp. [W sκi] ∈Hmid(Qaii , F +∞i ;Z))
the class of the unstable (resp. stable) manifold of this flow. Here
F +∞i = Qaii ∩ (ReFi)−1([M,+∞)), F −∞i = Qaii ∩ (ReFi)−1((−∞,−M])
for some M >> 0. We still use [W u/sκi ] to denote their images under the map
Hmid(Qaii , F ±∞i ;Z) →Hmid(Qaii ,∞;Z).
3.1.3. The correlation function. The correlation function is a multilinear map
⟨ ⋅ ⟩
B
∶ k⊗
j=1
Hγi → Q. (3.4)
To define (3.4), we choose the last n inputs (narrow states) to be the generators of the
corresponding sectors Oi = eγi ∈ Hγi , j = b + 1, . . . , b + n. Suppose the first b inputs (the
broad states) are Oi ∈Hγi , j = 1, . . . , b. Then define
⟨O1, . . . ,Ob,Ob+1, . . . ,Ob+n⟩B,P ∶=∑
κ
#MP (C,B,κ) ⋅ b∏
j=1
O∗i ∩ [W uκi]. (3.5)
Here #MP (C,B,κ) ∈ Q is the virtual cardinality of Theorem 3.1, andO∗i ∈Hmid(Qaii ;Q)Zr
is the image of Oi under (3.2) and the ∩ is the intersection (3.3). By linear extension,
this provides a correlation function which a priori depends on the choice of the strongly
regular perturbation P . Eventually we will prove the independence of P , thus (3.4) is
well-defined.
3.2. Review the linear theory. Now we start to rigorously define the virtual cardi-
nality #MP (C,B,κ), or, more generally, a virtual cycle on MP (C,B,κ). For the first
step we review the linear Fredholm theory for the perturbed gauged Witten equation
over C.
As before, C = (Σ,z,m,L′, φ′) is a smooth r-spin curve with first b markings broad
and last n markings narrow. Let τ > 0, k ≥ 0. Let E → Σ∗ be a vector bundle. Let
W
k,p
τ (Σ∗,E) be the space of W k,ploc sections such that its restriction on each cylindrical
end is of class W k,pτ . Here the Sobolev norms is taken with respect to some fixed choice
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of connection on E. We drop Σ∗ from the notation in this section and abbreviate the
space by W k,pτ (E). When k = 0 we also denote it by Lpτ(E).
Definition 3.4. Given an equivariant curve class B, κ, and a small τ > 0, we define
B ∶= B1,pτ (B,κ) ⊂ A1,pτ ×W 1,ploc (Σ∗, Y ) ×Fr,
which consists of tuples u = (A,u,φ) satisfying the following conditions.
(1) For each broad zi, u has the asymptotic limit κi at zi (see Subsection 2.5).
(2) For each narrow zi, u●i is asymptotic to some p˜i = (⋆, pi) ∈ X˜i.
(3) The above two conditions implies that u extends to an orbifold section over C
and we require that the section represents the equivariant curve class B.
The rate of convergence of u●i to its limit is in W
1,p
τ .
B is a Banach manifold. A general point is denoted as u = (A,u,φ). Define a Banach
vector bundle E → B whose fibre over u is
E−
u
∶= Lpτ(Σ∗,Λ0,1 ⊗ u∗T Y )⊕Lpτ(Σ∗,g).
3.2.1. Deformation theory and gauge fixing. Let Gτ be the set of W 2,ploc maps from Σ∗ to
G that are asymptotic to the identity at all punctures, and such that the converges at
a marking is in W 2,pτ . Then Gτ acts on B on the first two components A and u by gauge
transformations. Given u ∈ B, the linearizations of the gauge transformation and the
gauged Witten equation induce the deformation complex
LieG // TuB // E−u.
A usual way of considering problems with gauge symmetry is to take special slices of the
action by the group of gauge transformations. In our case the gauge group is abelian,
so one can transform all connections to a common slice. More precisely, choose from
now on a smooth reference connection A0 ∈ A1,pτ . Let −k be the index of the operator
∆ ∶W 2,pτ (g)→ Lpτ(g). Choose s1, . . . , sk ∈ C∞0 (Σ∗,g) ⊂ Lpτ(Σ,g) such that
Image(∆ ∶W 2,pτ (g)→ Lpτ(g)) + Span{s1, . . . , sk} = Lpτ(g).
Denote ΛGF = Span{s1, . . . , sk} and denote the following composition by d∗.
TA1,pτ d
∗
// L
p
τ(g) // Lpτ(g)
ΛGF
.
A is said to be in Coulomb gauge (relative to A0) if d∗(A−A0) = 0. From the definition it
is easy to see that any connection in A1,pτ can be transformed via a gauge transformation
in Gτ to a unique connection in Coulomb gauge relative to A0.
Incorporating the gauge fixing condition, we define a section of a bundle over B which
describes the deformation theory of the gauged Witten equation. Define a Banach space
bundle E → B whose fibre over u = (A,u,φ) ∈ B is
Eu = Lpτ(Λ0,1 ⊗ u∗T Y )⊕Lpτ(g)⊕ (Lpτ(g)/ΛGF ).
Denote the last summand by Lpτ(g). Define F ∶ B → E by F(u) = (W(u),V(u)) where
W(u) = ∂Au +∇W˜A,φ(u) ∈ Lpτ(Λ0,1 ⊗ u∗T Y ),
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V(u) = ( ∗FA + µ(u), d∗(A −A0)) ∈ Lpτ(g)⊕Lpτ(g).
The linearized operator at u is a bounded linear operator DuF ∶ TuB → Eu.
Proposition 3.5.
(1) B is a Banach manifold, whose tangent space at u = (A,u,φ) is isomorphic to
TuB ≃ TA1,pτ ⊕W 1,pτ (u∗T Y )⊕Cn ⊕Rb. (3.6)
(2) Gτ acts smoothly on B such that the isomorphism (3.6) is equivariant in a natural
way. When there is at least one puncture on C, the Gτ -action is free.
(3) For each curve class B, there exists τ = τB > 0 satisfying the following condi-
tion. For any bounded solution (A,u,φ) to the perturbed gauged Witten equa-
tion over C with curve class B, there exist a gauge transformation g ∈ G and
κ = (κ1, . . . , κb) such that g∗(A,u,φ) ∈ B1,pτ (B,κ).
(4) E → B is a Banach space bundle and F ∶ B → E is a smooth section. For any
u ∈ B, the linearized operator DuF ∶ TuB → Eu is Fredholm.
(5) The natural map F−1(0)→M∗P (C,B,κ) is a homeomorphism.
Remark 3.6. This proposition has been almost proved in [TX15] so here we only explain
what was missing there. For (i), the difference from the case of [TX15] is that we shall
vary the framing at broad punctures. This gives the additional Rb-factor in (3.6). For
(ii), we know that an automorphism of a connection is a constant gauge transformation.
When there are punctures, G contains no constants other than the identity.
3.3. The orientation of DuF . (See Section 6 for related discussions.) By an orienta-
tion of a Fredholm operator F ∶ E → E′ we mean an orientation of the determinant line
detF ∶= detKerF ⊗(detCokerF )∨. An orientation of a continuous family of Fredholm
operators Fx ∶ Ex → E′x for x ∈ N is a continuous trivialization of the determinant line
bundle detF → N . Hence if there is a homotopy of Fredholm operators Fx,t ∶ Ex → E′x,
t ∈ [0,1], then the orientability problem of the family Fx,0 is equivalent to that of Fx,1.
In our case, consider the family of linearized operatorsDuF ∶ TuB → Eu for u ∈ B. The
first component of the gauged Witten equation also gives another family of operators
DuW ∶W 1,pτ (u∗T Y )→ Lpτ(Λ0,1 ⊗ u∗T Y ).
Lemma 3.7. The family {DuF}u∈B is oriented if and only the family {DuW}u∈B is
oriented, and there is a canonical identification between their orientations.
Proof. The finite rank part of DuF coming from the last two summands of (3.6) doesn’t
affect the orientability problem. So one only needs to consider following operator at
a = 1.
[ β
v
]↦
⎡⎢⎢⎢⎢⎢⎢⎣
DuW(v) + aD′uW(β)∗dβ + aνdµ(u) ⋅ v
d∗β
⎤⎥⎥⎥⎥⎥⎥⎦
.
Here β and v are infinitesimal deformations of A and u, respectively, a ∈ [0,1] and
D′
u
W is the partial derivative of W in the β direction. By varying a from 1 to 0, this
family of operators remain Fredholm and hence the orientation is reduced to the case
of a = 0. Moreover, the operator β ↦ (∗dβ, d∗β) is independent of u, hence is naturally
orientable. Therefore, the orientability is reduced to the family {DuW}u∈B.
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Next, notice that B is not a product, but a fibre bundle: the condition on the section
u depends on the connection A and the framing φ. We denote by BA,φ(κ) ⊂ B(κ) be the
subset consisting of (A,u,φ) with fixed (A,φ). Moreover, since A lies in a contractible
space, which doesn’t affect the orientability. Hence we omit the dependence of A
and denote by B(φ,κ) be the space of all such (A,u,φ)’s. Then the orientability of{DuW}u∈B(φ,κ) is similar to the case of ordinary Gromov–Witten and Floer theory.
The orientation can be chosen in a coherent way in the sense of [FH93]. More precisely,
it means the following. For each critical point κi ∈ Crit[W˜i∣X˜γi ], one can choose an
orientation on the unstable manifold W uκi . Then for two critical points κi, κ
′
i, choose a
curve li ∶ R→ X˜i such that li∣(−∞,−1] = κi and li∣[1,+∞) = κ′i. Define
l˜i ∶ R × S1 → X˜, l˜i(s, t) = e−mi itr li(s).
Then by gluing u ∈ B(φ,κ) with l˜i in a consistent way, one obtains a continuous map
l ∶ B(φ,κ)→ B(φ,κ′).
Let the determinant line bundle be L → B(ϕ,κ) and L′ → B(ϕ,κ′) respectively.
On the other hand, the choice of orientations on the unstable manifolds of κi and κ′i
induces an orientation of the operator
Dli ∶W 1,p(R, l∗i TX˜i)→ Lp(R, l∗i TX˜i), Dli(ξ) = ∇sξ +∇2W˜i(li) ⋅ ξ
and hence an orientation of the linearization of the soliton equation along l˜i (for de-
tails see Section 6). The gluing process induces an isomorphism l∗ ∶ L → l∗L′ of the
determinant line bundles (well-defined up to homotopy).
Definition 3.8. An orientation of the family {DuW}u∈B(φ,κ) and an orientation of the
family {Du′W}u′∈B(φ,κ′) are coherent with respect to the orientations on the unstable
manifolds of all κi and κ′i, if they are consistent with the isomorphism l∗.
The following proposition follows from the well-known results of Floer–Hofer [FH93].
Proposition 3.9. Fix φ and κ.
(1) The family {DuW}u∈B(φ,κ) is orientable.
(2) If we choose orientations on the unstable manifolds W uκi for all i, then there is a
canonically induced orientation on {DuW}u∈B(φ,κ). If we change the orientation
on one W uκi, then the orientation of {DuW}u∈B(φ,κ) changes.
(3) Let κ′ = (κ′1, . . . , κ′b) be another set of critical points and choose orientations on
W uκi and W
u
κ′i
for all i. Then the induced orientation on {DuW}u∈B(φ,κ) and the
induced orientation on {Du′W}u′∈B(φ,κ′) are coherent.
Lastly, we need to show that the orientation bundle over the space of all φ is trivial.
It suffices to consider the variation of one φi. It is easy to see that changing φi to eiθφi
is the same as fixing φi while changing (ai, Fi) to (eirθai, Fi ○ e−iθ). On the other hand,
the orientation of {DuW}u∈B(φ,κ) only depends on the orientation on W uκi. As we vary
θ, the critical point κi = (p,xi) is changed to eiθκi ∶= (e−irθp, eiθxi). Moreover, eiθ will
map the unstable manifold of κi to that of eiθκi. It is also easy to see that as θ moves
from 0 to 2π, the orientation on the unstable manifold doesn’t alter. Therefore, the
orientation bundle is trivial over the space of φ.
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3.4. Virtual cycle on MP (κ). Since P is strongly regular, MP (κ) =MP (κ) because
there is no nontrivial solitons. Hence MP (κ) is compact with respect to the weak
topology. We remark that the weak topology on MP (κ) coincides with the topology
induced from B. This is due to the common feature of ǫ-regularity in elliptic theories;
in our case, it was proved in [TX15, Section 4] that when the energy on a cylindrical
end is sufficiently small, the energy density should decay exponentially. Hence if a
sequence in MP (κ) converges in the weak topology, since there cannot be any energy
escape at infinity to form a nontrivial soliton in the limit, the sequence also converges
strongly. Abbreviate MP (κ) by M. The remaining of this subsection is devoted to the
construction of a virtual orbifold atlas on M.
Since the moduli spaces we considered here are compact, it is possible to construct
the virtual cycle using simpler argument, For example, one can cover the whole moduli
space by a single chart. However, we provide a more general argument where the atlas
has charts indexed by a partially ordered set, to illustrate how to construct virtual cycle
in more general cases.
3.4.1. The local model. The first step is to construct a local chart around each point
of M, represented by certain u ∈ F−1(0). If Σ has at least one puncture, then the
G-action on A is free and there is no nontrivial automorphisms of solutions to F(u) = 0.
Then M = F−1(0). If Σ has no puncture (see Remark 3.11 below), then u possibly has
a nontrivial finite automorphism group Γ ⊂ G and M ≃ F−1(0)/G. In any case, the
linearization DuF is Γ -equivariant. By compactness of F−1(0), there are only finitely
many different automorphism groups. Let Γ˜ ⊂ G be the finite group generated by these
automorphisms groups.
We would like to find an obstruction space E˜u ⊂ Eu, which is a Γu-invariant finite
dimensional subspace such that
Image(DuF) + E˜u = Eu. (3.7)
In the approach of [FO99], if such an obstruction space is chosen, then one can extend
it to nearby objects. In the approach of [LT98b], we can choose the obstruction space
in a more global fashion so that it can be extended to arbitrary objects (at least in the
same stratum). Although there is no essential difference, but the choice will affect the
remaining steps of the virtual cycle construction. In the following we will follow the
approach of [LT98b].
Let V ′c be the space of compactly supported smooth sections of π
∗Ω0,1Σ∗ ⊗T Y , where
π ∶ Y → Σ∗ is the projection. Elements of G, viewed as constant gauge transformations,
acts on V ′c through the gauge action on Y . Let V
′′
c be the space of compactly supported
smooth sections in Lpτ(g)⊕Lpτ(g), i.e., the target space of the vortex equation plus the
gauge fixing condition.
Lemma 3.10. There exists a finite dimensional subspace V ′
u
⊂ V ′c and a finite dimen-
sional subspace E˜′′
u
⊂ V ′′c such that if we denote E˜′u ∶= u∗(V ′u) ⊂ E ′u and E˜u = E˜′u ⊕ E˜′′u,
then (3.7) holds. Moreover, when Σ has no punctures, V ′
u
can be chosen to be Γ˜ -
invariant.
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Proof. It suffices to prove that there exists V ′
u
⊂ V ′c such that the partial derivative of
W at u in the u-direction is transversal to u∗V ′
u
. This partial derivative is a Cauchy–
Riemann type operator, which gives a Fredholm operator DuW . Then there exists a
finite dimensional subspace E˜′
u
⊂ Lpτ(Σ∗,Λ0,1 ⊗ u∗T Y ) which is generated by sections
with compact support and which is transversal to the image of DuW . Since u is
embedded into the total space Y , one can extend E˜′
u
to a globally defined subspace V ′
u
of compactly supported sections on Y . Lastly, when Σ has no punctures and u may
have a nontrivial automorphism group Γu ⊂ G, we enlarge V ′u to ΓuVu′ , which is still
transverse to the image of DuW . 
For e = (e′, e′′) ∈ E˜′
u
⊕ E˜′′
u
and u′ = (A′, u′, ϕ′) ∈ B, denote e(u′) = (e′(u′), e′′), where
e′(u′) ∈ Γ(Σ∗,Λ0,1 ⊗ (u′)∗T Y ) is the pullback of e′ via u′. Then one can consider the
following section
Fu ∶ E˜u × B → E , Fu(e,u′) = e(u′) +F(u′).
By the transversality condition of Eu, there exists a Γu-invariant neighborhood Uu ⊂ B
of u such that U˜u ∶= F−1u (0)∩ (E˜u ×Uu) is a smooth manifold. We shrink Uu such that
Uu ∩ γUu = ∅, ∀γ ∈ Γ˜ ∖Γu.
Denote Uu = U˜u/Γu which is an orbifold. By abuse of notation, denote Eu = (U˜u ×
E˜u)/Γu as an orbibundle over Uu. There is the natural section Su ∶ Uu → Eu induced
by the projection U˜ × E˜u → E˜u. S−1u (0) naturally embeds into MP (B), via a map ψu
whose image Fu is an open neighborhood of u in MP (B). This gives a local chart
Cu = (Uu,Eu, Su, ψu, Fu).
3.4.2. The local charts. Choose finitely many ui ∈ M, i = 1, . . . ,N such that the col-
lection of footprints {Fui} in the charts constructed above forms an open cover of M.
Now we construct a collection of charts Ci = (Ui,Ei, Si, ψi, Fi) still indexed by elements
in {1, . . . ,N} such that there are coordinate changes among them. For each i, define
Γi ∶= ⟨Γu1 , . . . ,Γui⟩ ⊂ Γ˜ ⊂ G, E˜i ∶= ⊕
1≤l≤i
E˜ui.
An element of E˜i is denoted by ei = (e1, . . . , ei). Since each E˜ui is Γ˜ -invariant, E˜i is
acted by Γi. Moreover, for i ≤ j, there is a natural inclusion E˜i ↪ E˜j .
On the other hand, define the section
Fi ∶ E˜i ×B → E , Fi(e1, . . . , ei,u) = ∑
1≤l≤i
el(u) +F(u).
By the Γi-invariance of Ei and the gauge invariance of F , one has that Fi is a Γi-
equivariant section. Denote Ui = ΓiUui ⊂ B, which is a Γi-invariant open subset of the
Banach manifold. Since Uui ⊂ B is chosen such that F−1ui (0)∩(E˜ui×Uui) is transverse, the
“thickening” U˜i ∶= F−1i (0)∩ (E˜i ×Ui) is also a Γi-invariant smooth manifold. Define Ui =
U˜i/Γi which is an orbifold (where the Γi-action is effective), and denote Ei ∶= (E˜i×U˜i)/Γi
the orbifold bundle over Ui. Similar as above, one obtains a chart Ci = (Ui,Ei, Si, ψi, Fi).
Notice that Fi = Fui, so the collection of Fi still cover M.
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3.4.3. The coordinate changes. Now we construct coordinate changes. For each pair
i ≤ j, if Fi ∩ Fj ≠ ∅, define
Uji = Ui ∩ Uj.
It is Γi-invariant since Γi ⊂ Γj . Define
U˜ji = F−1i (0) ∩ (E˜i × Uji) ⊂ U˜i, Uji = U˜ji/Γi.
Then Uji ⊂ Ui is open and the footprint is exactly Fi ∩ Fj. Moreover, because E˜i ⊂ E˜j ,
there is an equivariant embedding U˜ji → U˜j which descends to an orbifold embedding
φji ∶ Uji → Uj . Combining with the inclusion E˜i ↪ E˜j , we obtain a bundle embedding
φ̂ji ∶ Ei∣Uji → Ej.
Now we check that the triple Tji = (Uji, φji, φ̂ji) is indeed a coordinate change from
Ci to Cj in the sense of Definition 7.22. First, by construction, the footprint of Uji is
Fi ∩Fj . Second, if xk ∈ Ui converges to x∞ ∈ Ui and the embedding images yk = φji(xk)
converges to y∞ ∈ Uj , then we can lift xk, yk to sequences x˜k = y˜k ∈ Uji. The convergences
imply that x˜k and y˜k converge to x˜∞ = y˜∞ ∈ Uji. Hence x∞ ∈ Uji and y∞ = φji(x∞).
Therefore, Tji is a coordinate change from Ci to Cj.
We check the cocycle condition and the overlapping condition of Definition 7.24. The
cocycle condition follows directly from our construction. The overlapping condition
holds because the index set {1, . . . ,N} is totally ordered. Therefore, the atlas A =({Ci},{Tji}) is a virtual orbifold atlas. By Theorem 7.28, an appropriate shrinking of
A produces a good atlas.
Lastly, combining the previous discussion on orientations, the good atlas is oriented.
Then by the abstract topological construction of the virtual cycle given in the section7,
there is a well-defined virtual cardinality #M ∈ Q whenever the virtual dimension is
zero. This finishes the proof of Theorem 3.1.
Remark 3.11. We comment on a special case. When there is no puncture, i.e., there is a
smooth r-th root of KΣ, which is only possible when r divides 2g−2, the Gτ -action on B
may not be free because Gτ contains constant gauge transformations now. On the other
hand, by the energy identity, if (A,u) is a solution in this case, then u(Σ) ⊂ CritW
and (A,u) is also a solution to the symplectic vortex equation. In this case, in order to
get a good theory, one has to choose the moment map (by adding to µ a constant in g)
so that for solutions (A,u), u(Σ) is not contained in µ−1(c) for a singular value c of µ.
Then the automorphism group of a solution (A,u) is at most finite.
Remark 3.12. There have been various choices made in the construction of the good
virtual orbifold atlas. We have to prove that the virtual count is independent of these
choices. The two major choices are: the finite many charts Cui centered at [ui] ∈M
whose footprints cover M; the various shrinkings we made in order to achieve a good
virtual orbifold atlas. The independence from the second set of choices can be proved in
an abstract setting. On the other hand, if we have two collections of charts {Cui} and{Cu′
i
}, then one can construct a virtual orbifold atlas with boundary on the product
M × [0,1], such that the two boundary components have the corresponding virtual
orbifold atlases constructed out of these two collection of basic charts. Using this
cobordism one can prove that the virtual count is well-defined.
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4. Invariance of the Correlation Function
In this section we prove the invariance of the correlation function under changes of
strongly regular perturbations. The main idea of the proof has been provided in [TX16]
and we give more details here, although the most technical part (the wall-crossing
formula) will be completed in the companion paper [TX].
Theorem 4.1. The correlation function defined by (3.5) is independent of the choice
of the strongly regular perturbation P .
We need to compare the correlation functions defined for two different strongly regular
perturbations. This comparison is obviously reduced to the case that they only differ
for a single broad puncture. Therefore, to save notations for the remaining of this
paper, we assume that C has only one broad marking z with monodromy labelled by
m ∈ {0,1, . . . , r − 1}. Let φ ∈ Fr be the frame variable.
The proof consists of several steps. First we reduce the comparison to the case that
a− = a+ = a. This reduction is obtained in the next subsection. Then to compare (a,F−)
and (a,F+), we connect F− and F+ by a smooth path Fι ∈V∖Vsinga and use a cobordism
argument. The path may cross the wall where the perturbation is not strongly regular,
and we have to prove a wall-crossing formula (Theorem 4.6). Using the wall-crossing
formula the invariance of the correlation function is proved.
4.1. Independence on a. Take a ∈ C∗ and F ∈V ∖ (Vsinga ∪Vwalla ). For aλ = λra with
λ > 0, we define Fλ(x) = λrF (λ−1x) where we view λ as an element of (G′)C. Denote
Pλ = (aλ, Fλ) and W˜λ =W − aλp + Fλ. Then
{ Q(x) = a;
pdQ(x) + dF (x) = 0 ⇐⇒ {
Q(λx) = aλ;
pdQ(λx) + dFλ(λx) = 0
Then κ = (p,x) ∈ Crit[W˜ ∣X˜γ] implies that κλ ∶= (p,λx) ∈ Crit[W˜λ∣X˜γ]. Moreover,
W˜λ(κλ) = λrW˜(κ). Therefore, P is strongly regular if and only if Pλ is strongly regular.
Now for any λ > 1, consider the family of perturbations Pα for α ∈ [1, λ]. Consider the
moduli space
M˜P˜ (κ) = {(α, [u]) ∣ α ∈ [1, λ], [u] ∈MPα(κα)}.
Theorem 4.2. There is an oriented virtual orbifold atlas on M˜P˜ (κ˜) with oriented
virtual boundary [MPλ(κλ)] ⊔ [−MP (κ)]. Therefore #MP (κ) = #MPλ(κλ).
Proof. The proof is a standard homotopy argument and we omit the details. 
Therefore, the comparison is reduced to the case that a− = eiθa+ = eiθa for some
θ ∈ [0,2π). Take Fθ(x) = F (e−iθ/rx) and Pθ = (eiθa,Fθ) and W˜θ =W − aθp + Fθ. Then
{ Q(x) = a;
pdQ(x) + dF (x) = 0 ⇐⇒ {
Q(eiθ/rx) = aθ;(e−iθp)dQ(eiθ/rx) + dFθ(eiθ/rx) = 0
Then if κ = (p,x) is a critical point of W˜ restricted to X˜γ, then κθ ∶= (e−iθp, eiθ/rx) is a
critical point of W˜θ restricted to X˜γ. Moreover, W˜θ(κθ) = W˜ (κ). So all critical values
of W˜θ still have distinct imaginary parts, namely, Pθ is strongly regular.
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Theorem 4.3. There exist a homeomorphism MP (κ) ≃MPθ(κθ) and an identification
between their oriented virtual orbifold atlases, compatible with this homeomorphism.
Therefore #MP (κ) = #MPθ(κθ).
Proof. We define a gauge transformation g′′θ ∶ Σ∗ → G′′ which is equal to eiθ/r over Ci
and, by using a cut-off function, extended to the identity away from Ci. Notice that
this is not an element of G. For any solution u = (A,u,φ) ∈ M˜P (κ), define
uθ = (Aθ, uθ, φθ) ∶= (g∗θA,g∗θu, e−iθ/rφ).
We would like to show that uθ is a solution to the gauged Witten equation with per-
turbation Pθ. First, away from the cylindrical end where W˜A,φ coincides with the
unperturbed WA, uθ still solves the equation by the gauge invariance property of W˜A,φ.
On the cylindrical end, denote gˇ′′θ = e−iθ/rg′′θ . Then we see that Aˇθ ∶= (gˇ′′θ )∗A = (g′′θ )∗A.
Then by the property of W˜A,φ (see Subsection 2.4), over the cylindrical end one has
W˜Aθ,φθ = W˜Aˇθ,φθ = W˜A,φθ ○ gˇ′′θ = W˜A,φ ○ g′′θ .
Then since g′′θ is a unitary gauge transformation which preserves the metric, one has
(g′′θ )∗[∂Aθuθ +∇W˜Aθ,φθ(uθ)] = ∂Au + (g′′θ )∗∇W˜Aθ,φθ(uθ) = ∂Au +∇W˜A,φ(u) = 0.
Therefore, uθ solves the gauged Witten equation with perturbation Pθ. Hence g′′θ in-
duces a homeomorphism betweenMP (κ) andMPθ(κθ). It also induces an identification
between the the virtual orbifold atlases because g′′θ is globally defined. 
Corollary 4.4. The correlation functions defined for P and Pθ coincide.
Proof. The map fθ ∶ x↦ eiθ/rx induces an isomorphism
f∗θ ∶Hmid(Qaθγ )Zr ≃ Hmid(Qaγ)Zr
which intertwines with the isomorphisms Hmid(Qaθγ )Zr ≃ Hγ ≃ Hmid(Qaγ)Zr . Moreover
fθ maps gradient flows of F ∣Qaγ to the gradient flow of Fθ∣Qaθγ since fθ is an isometry.
Therefore, given O ∈ Hγ ≃ Hmid(Qaγ)Zr which corresponds to a cocycle Oθ ∈ Hmid(Qaθγ )Zr ,
for any κ ∈CritW˜ ∣X˜γ and κθ ∈CritW˜θ ∣X˜γ , one has
O∗ ∩ [W uκ ] = O∗θ ∩ [W uκθ].
By the definition of the correlation function (3.5) and Theorem 4.3, the correlation
functions defined for P and Pθ coincide. 
4.2. The wall-crossing. Now we reduce the comparison between correlation functions
for the two strongly regular perturbations to the case that a+ = a− = a. The detail of
this part will be greatly expanded and will be contained in the companion paper [TX].
Here we only discuss up to the point where the wall-crossing formula appears, and how
it implies the invariance of the correlation function. Consider F± ∈ V ∖ (Vsinga ∪Vwalla ).
Since Vsinga is a proper complex analytic set, V ∖Vsinga is path-connected. So there
is a smooth path F˜ in V ∖ Vsinga connecting F±. We also write the path F˜ by Fι
for ι ∈ [ι−, ι+] and denote Pι = (a,Fι). We can perturb the path such that it only
intersects Vwalla through its smooth locus transversely. Therefore we may assume that
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the intersection only appears at ι = ι0 ∈ (ι−, ι+). By the definition of Vwalla , there are
smooth paths υι, κι ∈CritW˜ι∣X˜γ ≃CritFι∣Qaγ such that
ReFι0(υι0) >ReFι0(κι0), ImFι0(υι0) = ImFι0(κι0),
d
dι
∣
ι=ι0
[ImFι(υι) − ImFι(κι)] ≠ 0. (4.1)
The other critical values all have distinct imaginary parts for all ι ∈ [ι−, ι+]. Denote
υ± = υι±, κ± = κι± .
Definition 4.5. We define (−1)F˜ ∶= signF˜ to be +1/−1 if (4.1) is positive/negative.
Theorem 4.6. In the situation described above, the following holds. For κ′ ≠ κ, one
has #MP+(κ′) =#MP−(κ′). On the other hand,
#MP+(κ) −#MP−(κ) = −(−1)F˜ [#N (υι0 , κι0)][#MP−(υ)].
Here #N (υι0 , κι0) is the algebraic counts of the number of BPS solitons in X˜γ for the
perturbed function W˜ι0 =W − ap + Fι0 between the two critical points υι0 and κι0.
The above theorem is referred to as the bifurcation or wall-crossing formula, which
will be proved in the companion paper [TX]. Here we briefly explain the proof. One
needs to construct a virtual fundamental chain over a universal moduli space fibred over[ι−, ι+] parametrizing the path of perturbations. Because of the appearance of soliton
solutions for the non-strongly regular perturbation Pι0, the universal moduli space is
not compact. One can compactify it by adding soliton solutions. Moreover, when
constructing the virtual chain, an important fact is that non-BPS soliton solutions are
interior points and BPS soliton solutions are boundary points of the universal moduli
space. This is why the counting of BPS solitons appears in the wall-crossing formula.
This is the same situation happening in Hamiltonian Floer theory when one has time-
independent Hamiltonians and almost complex structures, and this phenomenon also
appeared in [FJR] in the case of Landau–Ginzburg theory.
On the other hand, the coefficients O∗i ∩ [W uκi] in (3.5) also undergo a bifurcation
when crossing the wall. This is just the famous Picard–Lefschetz formula, stated as
follows. A key issue is the sign.
Proposition 4.7 (Picard–Lefschetz formula). For M sufficiently large, we have
[W uυ+] − [W uυ−] = (−1)F˜#S(υι0, κι0)[W uκι0 ] ∈Hmid(Qaγ , ReFι0 ≤ −M).
Here #S(υι0, κι0) is the algebraic count of BPS solitons in Qaγ for the function Fι0
between the two critical points υι0 and κι0 (see Definition 6.4).
This proposition is proved in Section 6 where a key issue is to make the sign correct.
A further step is to identify the two countings #N (υι0 , κι0) and #S(υι0, κι0).
Proposition 4.8. One has #N (υι0 , κι0) = #S(υι0, κι0).
The proof, given in Section 5, is based on an adiabatic limit argument which was
previously used in [SX14].
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Now one can derive the equality between the correlation functions for Fι− and Fι+ .
The proof has already been given in [TX16]. However we still include it here.
For each path of critical points κι ∈ Crit[W˜ι∣X˜γ], we denote by n±κ the virtual cardi-
nality of the moduli space MP±(κ±). Then the correlation functions for P± are linear
functionals on Hmid(Qaγ ;Q)Zr defined by
⟨O⟩± = ∑
κ±∈Crit[W˜ ±
X˜γ
]
n±κ ⋅ (O∗ ∩ [(κ±)−]).
Suppose the wall-crossing happens between the two paths κ′ι, κ
′′
ι such that
ReW˜ι(κ′ι) <ReW˜ι(κ′′ι ), ddι ∣ι=0 [ImW˜ι(κ′ι) − ImW˜ι(κ′′ι )] ≠ 0.
Then we have n+κ = n−κ for κ ≠ κ′, [W uκ+] = [W uκ−] for κ ≠ κ′′. Moreover, by Theorem 4.6,
Proposition 4.7 and Proposition 4.8, one has
⟨O⟩+−⟨O⟩− = n+κ′ ⋅(O∗∩[W uκ′
+
])+n+κ′′ ⋅(O∗∩[W uκ′′
+
])−n−κ′ ⋅(O∗∩[W uκ′
−
])+n−κ′′ ⋅(O∗∩[W uκ′′
−
])
= (n+κ′ − n−κ′) ⋅ (O∗ ∩ [W uκ′
+
]) + n+κ′′ ⋅ (O∗ ∩ ([W uκ′′
+
] − [W uκ′′
−
]))
= −(−1)F˜ (#N (κ′′0 , κ′0)) ⋅ n+κ′′ ⋅ (O∗ ∩ [W uκ′
+
]) +n+κ′′ ⋅ (O∗ ∩ (−1)F˜#N (κ′′0 , κ′0)[W uκ′
−
]) = 0.
Therefore it completes the proof of Theorem 4.1.
5. Proof of Proposition 4.8
In this section we proof Proposition 4.8. Since we will work purely inside the fixed
point X˜γ ⊂ X˜, to save notations we assume that γ = Id. Before going into details let us
look at the problem from an intuitive perspective. Let F = Fι0 ∈Va∖Vsinga be the regular
but not strongly regular perturbation. Denote F a ∶= F ∣Qa. Denote W˜ = W − ap + F .
Choose υ,κ ∈ CritW˜ , which, by the principle of Lagrange multiplier, corresponds to
two critical points of the restriction F a. By abuse of notation we still denote them by
υ and κ. Let SF a(υ,κ) be the space of solutions to
dy
ds
+∇F a(y(s)) = 0, lim
s→−∞
y(s) = υ, lim
s→+∞
y(s) = κ
modulo time translation. On the other hand, the gradient flow equation of W˜ can be
written in components as
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
dx
ds
+ p(s)∇Q(x(s)) +∇F (x(s)) = 0,
dp
ds
+Q(x(s)) − a = 0.
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We introduce a real parameter λ > 0 and consider
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dx
ds
+ p(s)∇Q(x(s)) +∇F (x(s)) = 0,
dp
ds
+ λ2 [Q(x(s)) − a] = 0,
lim
s→−∞
(x(s), p(s)) = υ,
lim
s→+∞
(x(s), p(s)) = κ.
(5.1)
In finite dimensional Morse theory, it is convenient to consider the energy functional
E(x, p) = 1
2
[∥p(s)∇Q(x) +∇F (x)∥2
L2
+ λ2∥Q(x) − a∥2
L2
+ ∥x˙∥2
L2
+ 1
λ2
∥p˙∥2
L2
] . (5.2)
The energy of a solution to (5.1) is equal to W˜(υ) − W˜(κ), which is independent of λ.
As indicated by the result of [SX14], as λ → +∞, solutions are approximately negative
gradient lines of the restriction ReF a. If we denote by Sλ
W˜
(υ,κ) the moduli space of
solutions to (5.1) (modulo translation), then we will construct an orientation-preserving
homeomorphism
Sλ
W˜
(υ,κ) ≃ SF a(υ,κ), ∀λ >> 0.
Notice that S1
W˜
(υ,κ) = N (υ,κ). Moreover, by a homotopy argument the (virtual)
counting of Sλ
W˜
(υ,κ) is independent of λ. This will complete the proof of Proposition
4.8. In the remaining of this section, we carry out the details of the above arguments.
5.1. On transversality. Generically, there is no flow line connecting two distinct crit-
ical points with equal index. On the other hand, for a holomorphic Morse function f
on an n-dimensional complex manifold, critical points of f , viewed as critical points of
Ref , all have index n. Therefore, a BPS soliton, viewed as a negative gradient flow
line of Ref , is not transverse. For any solution ρ ∶ R→ X to the equation
ρ′(s) +∇f(ρ(s)) = 0, lim
s→−∞
ρ(s) = p, lim
s→+∞
ρ(s) = q, (5.3)
its linearization Dρ ∶W 1,2(x∗TX)→ L2(x∗TX) is not transverse; a necessary condition
for having one solution is Imf(p) = Imf(q).
We introduce the equation on pairs ρˆ = (h, ρ) where h ∈ R and ρ ∶ R→X ,
ρ′(s) +∇f(ρ(s)) − hJ∇f(ρ(s)) = 0, lim
s→−∞
ρ(s) = p, lim
s→+∞
ρ(s) = q. (5.4)
If (h, ρ) solves the solution, then ρ is a negative gradient flow line of Re(f +hif), hence
Im(f(p) + hif(p)) = Im(f(q) + hif(q)),
which implies that h = 0. Therefore, solutions to (5.3) and solutions to (5.4) are in
one-to-one correspondence, by identifying ρ with ρˆ = (0, ρ).
Definition 5.1. A solution ρ to (5.3) is called maximally transverse (with respect to
the Hermitian metric) if the corresponding linearization Dˆρˆ of (5.4) is surjective, or
equivalent, CokerDρ is one-dimensional (spanned by J∇f(ρ)).
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Now we specialize to the equation (5.1). Consider the Banach manifold B of W 1,2
loc
-
maps from R to X˜ which are asymptotic to υ and κ at +∞ and −∞ respectively, both
in a W 1,2-sense. Consider the bundle E → B whose fibre over ρ = (xρ, pρ) ∈ B is
Eρ = L2(ρ∗TX˜) = L2(x∗ρTX ⊕C).
There is a family of sections
Fλ
W˜
(ρ) = ⎡⎢⎢⎢⎢⎣
x˙ρ + pρ∇Q(xρ) +∇F (xρ)
p˙ρ + λ2 [(Q(xρ) − a)]
⎤⎥⎥⎥⎥⎦ .
Its linearization at ρ reads
Dλρ(V,h) = [ ∇tV +∇V (p∇Q +∇F ) + h∇Q
h′ + λ2dQ ⋅ V ] .
Denote
S˜λ
W˜
(υ,κ) ∶= (Fλ
W˜
)−1(0), Sλ
W˜
(υ,κ) = S˜λ
W˜
(υ,κ)/R;
S˜W˜ ∶= ⊔
λ≥1
{λ} × S˜λ
W˜
(υ,κ), SW˜ ∶= ⊔
λ≥1
{λ} × Sλ
W˜
(υ,κ).
S˜W˜ can be viewed as the zero locus of F W˜ ∶ [1,+∞) × B → E with F W˜ (λ, ρ) = FλW˜ (ρ).
It is not hard to show that by perturbing the Hermitian metric on X , one can assume
the following:
(1) For any ρ˜ ∶= (λ, ρ) ∈ S˜W˜ , the linearization of F W˜ at ρ˜ has one-dimensional
cokernel.
(2) Each ρ ∈ S˜1
W˜
is maximally transverse.
(3) Each y ∈ S˜F a(υ,κ) is maximally transverse w.r.t. the induced metric on Qa.
5.2. Adiabatic limit. We first need to establish the compactness of S˜W˜ as λ → +∞.
Recall that ⋆ ∈ X is the unique critical point of Q. Therefore there is a well-defined
function q ∶X ∖ {⋆}→ C defined by
[q(x)dQ(x) + dF (x)] ⋅ ∇Q(x) = 0.
Notice that for x ∈ Qa,
q(x)∇Q +∇F (x) = ∇F a(x) ∈ TxQa.
Proposition 5.2. Let λi be a sequence of positive numbers such that limλi = +∞.
Suppose x˜i(s) = (xi(s), pi(s)) is a sequence of solutions to (5.1) with λ = λi. Then there
is a subsequence (still indexed by i), a sequence of numbers si ∈ R, and a solution to
x˙(s) +∇F a(x(s)) = 0, x ∶ R→ Qa, lim
s→−∞
x(s) = υ, lim
s→+∞
x(s) = κ
such that the following conditions hold.
(1) xi(s + si) converges to x(s) uniformly on compact subsets of R.
(2) pi(s + si) converges to q(x(s)) uniformly .
VIRTUAL CYCLES OF GAUGED WITTEN EQUATION 25
Proof. The key point is the C0-bound, i.e., there exists a compact subset K˜ ⊂ X˜ such
that x˜i(s) ∈ K˜. Once this is proved, this proposition can be proved in the same way as in
[SX14]. Let 3da = dist(⋆,Qa) > 0. First, we claim that for i large enough, xi(s) ∉ Bda(⋆)
for all s ∈ R. We prove this claim by contradiction. Suppose d(⋆, xi(si)) ≤ da. Let[si−ai, si+bi] be the maximal interval containing si such that xi([si−ai, si+bi]) ⊂ B2da(⋆).
Then we have
da ≤ dist(xi(si − ai), xi(si)) ≤ ∫ si
si−ai
∣x˙i(s)∣ds ≤√ai∥x˙i∥L2 ≤√aiE.
Here E is the energy of the solution x˜i defined by (5.2). Therefore, ai ≥ d2a/E. Similarly
bi ≥ d2a/E. On the other hand, there is ǫa > 0 such that ∣Q(xi(s)) − a∣ ≥ ǫa for all
s ∈ [si − ai, si + bi]. Then
E ≥ λ2i ∥Q(xi) − ai∥2L2(R) ≥ λ2i ∥Q(xi) − ai∥2L2([si−ai,si+bi]) ≥ λ2i ǫ2ad2a/E.
This is impossible for i sufficiently large. Therefore the claim is proved.
Second, by the definition of q(x), the properness of ∇Q (see Hypothesis 2.1) and the
boundedness of ∇F (see Hypothesis 2.5), it is easy to see that q and ∇q are uniformly
bounded away from Bda(⋆). By (5.1), we have
0 = d
ds
Q(xi) − dQ(xi) ⋅ x˙i
= d
ds
Q(xi) + dQ ⋅ [pi∇Q(xi) +∇F (xi)]
= d
ds
Q(xi) + dQ ⋅ [(pi − q(xi))∇Q(xi)]
= d
ds
Q(xi) + λi∣∇Q(xi)∣2[λ−1i (pi − q(xi))].
(5.5)
We also have
d
ds
[λ−1i (pi − q(xi))] + λi[Q(xi) − a]
= λ−1i [p˙i − dq ⋅ x˙i] + λi[Q(xi) − a]
= −λ−1i dq ⋅ x˙i.
(5.6)
Consider the operator
Dλi ∶ W 1,2(R,C2)→ L2(R,C2)
(f1, f2)↦ (df1
ds
+ λi∣∇Q(xi)∣2f2, df2
ds
+ λif1) .
Notice that ∣∇Q(xi)∣ is uniformly bounded from below. Then as an unbounded operator
from L2 to L2, Dλi is bounded from below by cλi for some constant c > 0. On the other
hand, it has a right inverse from L2 to W 1,2 which is uniformly bounded. Hence by
(5.5), (5.6), we have
∥Q(xi) − a∥L2(R) + λ−1i ∥pi − q(xi)∥L2(R) ≤ cλ−2i ∥dq ⋅ x˙i∥L2(R) ≤ cλ−2i ∥x˙i∥L2(R).
∥Q(xi) − a∥W 1,2(R) + λ−1i ∥pi − q(xi)∥W 1,2(R) ≤ cλ−1i ∥x˙i∥L2(R). (5.7)
In particular, ∥pi∥L∞ and ∥p˙i∥L2 are uniformly bounded.
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Now we prove that xi(s) is uniformly bounded. Consider the moment map µ′ ∶X →
iR of the G′-action. For some constant c > 0, we have
d2
ds2
iµ′(xi) = ∂s⟨∇iµ′(xi), x˙i⟩
= ∂s⟨∇iµ′(xi),−pi∇Q(xi) −∇F (xi)⟩
= −∂s[Re(rW (x˜i) + Fb(xi))]
= −∂s[Re(rW˜ (x˜i) + Fb(xi) − rF (xi) − rapi)]
= −r∇λiW˜ (x˜i) ⋅ ˙˜xi −∇(Fb − rF ) ⋅ x˙i + raRe(p˙i)
≥ r∣ ˙˜xi∣2λi − c∣x˙i∣ − c∣p˙i∣
≥ −c∣x˙i∣ − c∣p˙i∣.
Here Fb = ⟨∇(iµ′),∇F ⟩ and the second last inequality follows from (1) of Hypothesis
2.5, i.e., F behaves like a linear function. Notice that x˙i and p˙i are both bounded in
L2. If there exists si ∈ R such that
lim
i→∞
iµ′(xi(si)) = lim
i→+∞
sup
R
iµ′(xi) = +∞,
then it is easy to derive that iµ′(xi(⋅+si)) diverges to infinity uniformly on compact sets.
However, if this is true, then by (3) of Hypothesis 2.5 (which says ∇W˜ is uniformly
bounded from below outside a compact subset), the energy of x˜i can be infinitely
large, which is impossible. Hence iµ′(xi) is uniformly bounded. Since µ′ is proper (see
Hypothesis 2.1), xi is uniformly bounded.
It follows from (5.7) that xi is in a small neighborhood of Qa. Therefore, one can
write xi(s) = (xi(s),Q(xi(s))) with xi(s) ∈ Qa. Moreover, for some c > 0,
∣x˙i(s) +∇Fa(xi(s))∣ = ∣x˙i(s) + q(xi(s))∇Q(xi(s)) +∇F (xi(s))∣ ≤ c∣Q(xi(s)) − a∣
which converges uniformly to zero. Hence a subsequence of xi (still indexed by i)
converges (modulo reparametrization) to a flow line of Fa. Moreover, the flow line
cannot break because it must connect υ and κ. This finishes the proof of Proposition
5.2. 
Now we define a compactification of SW˜ , i.e.,
SW˜ ∶= SW˜ ⊔ [{+∞} × SF a(υ,κ)].
We say that a sequence [ρ˜i] = [λi, ρi] ∈ SW˜ converges to [+∞, y(s)] if up to translation,
the two conditions of Proposition 5.2 hold.
Lastly, we need construct a boundary chart near the +∞ side of SW˜ . We have
Proposition 5.3. Suppose the negative gradient line y ∶ R → Qa is maximally trans-
verse. Then there exist Λ = Λy > 0, and a continuous map
Φy ∶ [Λ,+∞] → SW˜
which is a homeomorphism onto a neighborhood of [+∞, y(s)].
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This proposition will be proved shortly. It puts a boundary chart on SW˜ and hence
implies an oriented cobordism from N (υ,κ) to SF a(υ,κ). Therefore,
#N (υ,κ)(υ,κ) =#SF a(υ,κ). (5.8)
This finishes the proof of Proposition 4.8.
5.3. Proof of Proposition 5.3. Choose a small ǫ > 0. Let Qa,ǫ be the ǫ-neighborhood
of Qa inside X . Let L ⊂ TX ∣Qa,ǫ be the rank two bundle spanned by ∇Q and J∇Q; let
L be its orthogonal complement. Then for those ρ ∈ B which are contained in Qa,ǫ, we
can decompose the domain and the target space of the linearization Dλρ as
TρB ≃ WL(ρ)⊕WT (ρ) = W 1,2(x∗L⊕C)⊕W 1,2(x∗L),Eρ ≃ EL(ρ)⊕ ET (ρ) = L2(x∗L⊕C)⊕L2(x∗L). (5.9)
We rescale the norms on WL(ρ) and EL(ρ) as follows. We identify (h1∇Q,h2) ∈WL(ρ)
with (h1, h2) ∈W 1,2 ⊕W 1,2 and define
∥(h1, h2)∥Wλ = λ∥h1∥L2 + ∥h′1∥L2 + ∥h2∥L2 + λ−1∥h′2∥L2 . (5.10)
For (h1∇Q,h2) ∈ EL(ρ), we define
∥(h1, h2)∥Lλ = ∥h1∥L2 + λ−1∥h2∥L2 . (5.11)
The norms on the tangential components are unchanged, and we use Wλ and Lλ to
denote the modified norms on TρB and Eρ respectively.
Let y ∶ R→ Qa be a negative gradient line of F a. Then the linearization along y reads
Dy ∶W 1,2(y∗TQa)→ L2(y∗TQa), Dy(ξy) = ∇sξy +∇ξy (∇F + q(y)∇Q) .
We define
D+y ∶ R⊕W 1,2(y∗TQa)→ L2(y∗TQa), D+y (a, ξy) =Dy(ξy) − aJ (∇F + q(y)∇Q) .
Since y is maximally transverse, D+y is surjective.
Now we define ρy ∈ B by ρy(s) = (y(s), q(y(s))). This is going to be our approximate
solution to (5.1) for λ large. To apply the implicit function theorem, we have a few
estimates to make. First, by straightforward calculation,
∥Sλ(ρy)∥Lλ = λ−1∥dq ⋅ y′∥L2 . (5.12)
Let Dλρy ∶ TρyB → Eρy be the linearization along ρy. For ξy ∈WT (ρy) ⊂ TρyB, we have
Dλρy(ξy) = (∇tξy +∇ξy (∇F + q(y)∇Q) , λ2dQ ⋅ ξy) = (Dy(ξy),0).
Hence with respect to the decompositions in (5.9), Dρy can be written as
Dλρy = [ Dy Ay0 D′y ]
where for H = (h1∇Q,h2) ∈ WL(ρy), Ay(H) is real linear in h1. Therefore, by (5.10)
(5.11), ∥Ay(h1∇Q,h2)∥Lλ ≤ c1∥h1∥L2 ≤ c1λ−1∥H∥Wλ.
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On the other hand, it is easy to see that D′y ∶ WL(ρy) → EL(ρy) has an inverse Q′y
whose operator norm with respect to the modified Banach norms (5.10) and (5.11) is
bounded by a number independent of λ. Therefore, we construct the operator
Q+ρy = [ Q+y 00 Q′y ] ∶ (R⊕ ET (ρy))⊕ ET (ρy)→WT (ρy)⊕WL(ρy).
Moreover, for certain constant c > 0,
∥Id −D+ρyQ+ρy∥λ = ∥Q+yAy∥λ ≤ cλ−1.
Therefore, for λ sufficiently large, Q+ρy is approximately a right inverse to D
+
ρy
.
Thirdly, we need to estimate the variation of the linearized operator near ρy. One can
give a local chart of the Banach manifold B near ρy and trivialize the bundle E → B over
this chart as follows. Using the identification Qa,ǫ ≃ Qa×Bǫ, for any ξ = (ξy, h1∇Q,h2) ∈TρyB with small norm, we identify it with the map ΦB(ξ) ∶= (expyξy, h1, q(y)+ h2) into
Qa×Bǫ×C, where exp is the exponential map inside Qa. We trivialize E over the image
of ΦB. Let Dλ,+ξ ∶ R⊕ TρyB → Eρy be the linearization of ΦE ○ Fλ,+W˜ ○ΦB at ξ ∈ TρyB.
Lemma 5.4. There exist, ǫ, c,Λ > 0 such that for λ ≥ Λ and ∥ξ∥Wλ ≤ ǫ, we have
∥Dλ,+ξ −Dλ,+ρy ∥ ≤ c∥ξ∥Wλ .
Proof. Similar to [SX14, Lemma 9] and the detail is left to the reader. 
Therefore, one can apply the implicit function theorem and one derives that for each
sufficiently large λ, there is a unique ξ+λ = (aλ, ξλ) ∈ Image(Q+ρy) ⊂ R⊕ TρyB such that
(aλ, expρy ξλ) ∈ (Fλ,+W˜ )−1(0).
We also know that aλ = 0. Hence it defines a map Ψ+y ∶ [Λ,+∞]→ SW˜ by λ↦ [λ,ΦB(ξλ)].
Moreover, one can show that it is a homeomorphism onto a neighborhood of [+∞, y(s)]
inside SW˜ . The details are left to the reader. Hence Ψ
+
y provides a boundary chart on
SW˜ and we have finished the proof of Proposition 5.3.
6. Proof of Proposition 4.7
In this section we prove the Picard–Lefschetz formula (Proposition 4.7). We think it
is necessary to have a detailed discussion of orientations, which determines the sign of
the bifurcation term appearing in the Picard–Lefschetz formula and the wall-crossing
formula (Theorem 4.6). Our discussion will still be used in the companion paper [TX].
6.1. Linear algebra. First we need to declare our rule of orienting operators. Let
F ∶ X → Y be a Fredholm operator between Banach spaces X , Y . The determinant
line of F is defined as the real one-dimensional vector space
detF ∶= detKerF ⊗ (detCokerF )∨.
An orientation of F is a homotopy class of trivializations of this space.
More generally, for any continuous family of Fredholm operators F = (Fa)a∈A where
A is a topological space, there is a determinant line bundle over A. If A is contractible,
then detF is trivial and a trivialization ϕA ∶ detF → A ×R can be easily write down if
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dim(KerFa) is a constant for a ∈ A. In this case, we say θ1 ∈ detFa1 and θ2 ∈ detFa2
are in the same orientation in detF if the second factors of ϕA(θ1), ϕA(θ2) are of the
same sign.
It becomes complicated when the dimensions of the kernels jump. For a Fredholm
operator F ∶ X → Y , let F (k)0 ∶ Rk ⊕X → Rk ⊕ Y be the operator F (k)0 (v, x) = (0, F (x)).
We define ψ
(k)
0 ∶ detF → detF (k)0 by
ψ
(k)
0 ( m⋀
i=1
xi ∧ n⋀
j=1
y∗j ) = ( k⋀
l=1
(el,0) ∧ m⋀
i=1
(0, xi))⊗ ( k⋀
l=1
(el,0) ∧ n⋀
j=1
(0, y∗j )).
Here x1, . . . , xm is a basis of KerF , y1, . . . , yn is a basis of CokerF and y∗1 , . . . , y
∗
n is
the dual basis; e1, . . . , ek is a basis of Rk and e1, . . . , ek is its dual basis. We also define
F
(k)
1 (v, x) = (v,F (x)) and define ψ(k)1 ∶ detF → detF (k)1 by
ψ
(k)
1 ( m⋀
i=1
xi ∧ n⋀
j=1
y∗j ) = m⋀
i=1
(0, xi)⊗ n⋀
j=1
(0, y∗j ).
The basic convention is that we regard the orientation of θ ∈ detF as “the same” as
those of ψ
(k)
0 (θ) ∈ F (k)0 and ψ(k)1 (θ) ∈ detF (k)1 .
Further, let G(k)(X,Y ) be the space of linear maps G ∶ Rk ⊕X → Rk ⊕Y of the form
G = [ G1 G2
G3 0
] .
Then let FG ∶ Rk ⊕X → Rk ⊕ Y be F (k)0 +G. This gives a family of Fredholm operators
over the contractible space G(k)(X,Y ) and detFG is trivial over G(k)(X,Y ). The F (k)0
and F
(k)
1 above are obtained in this way by special elements in G(k)(X,Y )
G
(k)
0 = 0, G(k)1 = [ Ik 00 0 ]
Given a continuous family of Fredholm operators FT ∶ X → Y , T ∈ [0,1] such that
k = dim(KerF0) − dim(KerF1) = max{dim(KerFT1) −dim(KerFT2) ∣ 0 ≤ T1, T2},
we can extend the family to a family
FT,G ∶ Rk ⊕X → Rk ⊕ Y, T ∈ [0,1], G ∈ G(k)(X,Y ).
Two nonzero elements θ1 ∈ detF1 and θ0 ∈ detF0 are called in the same orientation if
there is a curve G ∶ [0,1]→ G(k)(X,Y ) such that the following conditions hold.
(1) G(0) = G(k)1 , G(1) = G(k)0 and dim(KerFT,G(T )) is a constant.
(2) For the family F = {FT,G(T ) ∣ T ∈ [0,1]}, the elements ψ(k)1 (θ0) ∈ detF0,G(0) and
ψ
(k)
0 (θ1) ∈ detF1,G(1) are in the same orientation in detF .
With in this section, we denote θ1 ∼ θ2 if they are in the same orientation.
We treat the following special case under the above convention.
Lemma 6.1. Let FT ∶ X → Y , T ≥ 0 be a family of Fredholm operators of the form
FT = F + TP where P ∶X → Y is of rank one. Assume the following.
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(1) {v1, . . . , vm, u} is a basis of KerF0, and {w1, . . . ,wn, P (u)} represents a basis of
CokerF0, with dual basis {w∗1 , . . . ,w∗n, P (u)∗}.
(2) For all T > 0, {v1, . . . , vm} is a basis of KerFT , {w1, . . . ,wn} ⊂ Y represents a
basis of CokerFT , and {w∗1 , . . . ,w∗n} is the dual basis of (CokerFT )∨.
Denote
θT ∶ = m⋀
i=1
vi ⊗ n⋀
j=1
w∗i ∈ detFT , (T > 0);
θ0 ∶ = (u ∧ m⋀
i=1
vi)⊗ (P (u)∗ ∧ n⋀
j=1
w∗i ) ∈ detF0.
Then θ1 and θ0 are in the same orientation.
Proof. Without loss of generality, assume that n = 0. Namely, F has one-dimensional
cokernel spanned by P (u). Define G1,T ∶ R→ R, G2,T ∶ X → R and G3,T ∶ R→ Y by
G1,T (a) = (1 − T )a, G2,T (x) = P (u)∗FT (x), G3,T (a) = (1 − T )aP (u).
Define FT,G(T ) ∶= FT +G1,T +G2,T +G3,T . We can check that its kernel is spanned by{(Te,−(1 − T )u)} ∪ {(0, vi) ∣ i = 1, . . . ,m} and its cokernel is spanned by (e∗,−P (u)∗),
where e ∈ R is the standard basis and e∗ is its dual basis. Then
θT,G(T ) ∶= [(Te,−(1 − T )u) ∧ m⋀
i=1
(0, vi)]⊗ [(e∗,−P (u)∗)] ∈ detFT,G(T ), T ∈ [0,1].
is a nowhere-vanishing section of detFT,G(T ). Furthermore, notice that
F1,G(1) = [ 0 P (u)∗P
0 F + P ]
can be connected by deforming the upper-right corner to F
(k)
0 without changing the
dimension of the kernel and the element θ1,G(1) has the same sign as
ψ
(k)
0 (θ1) = [e ∧ m⋀
i=1
(0, vi)]⊗ [(e∗,0)] ∈ detF1,G(1);
and
F0,G(0) = [ 1 0
P (u) F ]
can be connected to F
(k)
1 by deforming the lower-left corner without changing the
dimension of the kernel and the element θ0,G(0) has the same sign as
ψ
(k)
1 (θ0) = [(0, u) ∧ m⋀
i=1
(0, vi)]⊗ [(0, P (u)∗)] ∈ detF0,G(0).
Then by definition, θ1 and θ0 are in the same orientation. 
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6.2. Orientation of BPS solitons and Picard–Lefschetz formula. We will prove
the Picard–Lefschetz formula in a more general situation. Let X be a Hermitian man-
ifold and F ∶ X → C be a holomorphic Morse function. For υ ∈ CritF , its unstable
manifold W uυ can be identified with the solution space of the ODE
x˙(s) +∇F (x(s)) = 0, s ∈ (−∞,0], lim
s→−∞
x(s) = υ. (6.1)
It is an N -dimensional smooth manifold homeomorphic to an N -disk. Choosing an ori-
entation on W uυ is the same as choosing, for each solution σ−(s) of (6.1), an orientation
of the operator
Dσ− ∶W 1,p((−∞,0], σ∗−TX)→ Lp((−∞,0], σ∗−TX), Dσ−(ξ) = ∇sξ +∇2F (σ−) ⋅ ξ.
Here p ≥ 2 and the orientation of Dσ− is consistent among all choices of Sobolev norms.
Similarly, consider κ ∈ CritF and its stable manifold W sκ . It is the solution space of
x˙(s) +∇F (x(s)) = 0, s ∈ [0,+∞), lim
s→+∞
x(s) = κ. (6.2)
An orientation on W sκ is the same as an orientation of the linearized operator of each
solution σ+ to (6.2), which reads
Dσ+ ∶W 1,p([0,+∞), σ∗+TX)→ Lp([0,+∞), σ∗+TX), Dσ+ = ∇sξ +∇2F (σ+) ⋅ ξ.
Suppose υ and κ are nondegenerate, and ImF (υ) = ImF (κ), ReF (υ) > ReF (κ).
Then the equation for BPS soliton connecting υ and κ is
x˙(s) +∇F (x(s)) = 0, s ∈ (−∞,+∞), lim
s→−∞
x(s) = υ, lim
s→+∞
x(s) = κ.
Let S˜(υ,κ) be the space of solutions and S(υ,κ) = S˜(υ,κ)/R. By choosing orientations
on W uυ and W
s
κ (independently), one obtains an orientation of the linearization Dσ
along any solution σ(s) as follows. Let σ± = σ∣R± . Consider the family of operators
D˜Tσ ∶W 1,p((−∞,0], σ∗−TX)⊕W 1,p([0,+∞), σ∗+TX)→ Lp(R, σ∗TX)⊕ Tσ(0)X
D˜Tσ (ξ−, ξ+) = (Dσ−ξ− +Dσ+ξ+, T (ξ−(0) − ξ+(0))).
Lemma 6.2. For any T > 0, there are canonical isomorphisms
KerD˜Tσ ≃KerDσ, (6.3)
Coker(D˜Tσ )∨ ≃ Image(D˜Tσ ) ≃ Image(Dσ) ≃Coker(Dσ)∨. (6.4)
Proof. For T > 0, (ξ−, ξ+) ∈ KerD˜Tσ if and only if ξ− and ξ+ are the restrictions of
some ξ ∈ W 1,p(R, σ∗TX). This gives the isomorphism KerD˜Tσ ≃ KerDσ. Moreover, if
η ∈ Image(Dσ), then for ξ− ∈W 1,p((−∞,0], σ∗−TX) and ξ+ ∈W 1,p([0,+∞), σ∗+TX),
⟨Dσ±ξ±, η⟩ = ∓⟨ξ±(0), η(0)⟩.
Therefore η ↦ (Tη,−η(0)) induces an isomorphism Image(Dσ) ≃ Image(D˜Tσ ). 
Since Tσ(0)X is canonically oriented by the complex structure, Lemma 6.2 induces
the following chain of isomorphisms
detDσ ≃ det D˜Tσ ≃ det D˜0σ ≃ det(Dσ− ,Dσ+) ≃ det(KerDσ− ⊕KerDσ+)
≃ detKerDσ− ⊗ detKerDσ+ ≃ detDσ− ⊗ detDσ+ . (6.5)
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Remark 6.3. If we regard σ as a map from R × S1 which is independent of the second
coordinate, then an orientation of Dσ also induces an orientation of the linearized
operator over the cylinder. By the result of [FH93], this means choosing orientations
on the unstable and stable manifolds induces the so-called coherent orientations on the
moduli space of solitons.
It is convenient to assume that X is Ka¨hler and σ is maximally transverse. This
assumption doesn’t affect the generality when discussing orientations. Then for each
σ ∈ S˜(υ,κ), Jσ˙ spans Image(Dσ) and we have a distinguished element
σ˙ ⊗ (Jσ˙) ∈ detDσ.
Definition 6.4. For σ ∈ S˜(υ,κ), define Sign(σ) ∈ {±1} to be the sign of σ˙ ⊗ (Jσ˙)
with respect to the orientation of Dσ induced by (6.5). This makes S(υ,κ) an oriented
zero-dimensional manifold. Define
#S(υ,κ) = ∑
[σ]∈S(υ,κ)
Sign(σ).
Now consider a smooth family of holomorphic functions Fι ∶ X → C with ι ∈ [ι−, ι+].
Let the critical points of Fι be κk,ι ∈CritFι. We make the following assumptions.
(1) For each ι, Fι is Morse.
(2) For ι ≠ ι0 ∈ (ι−, ι+), Fι is strongly regular, i.e., the imaginary parts ImFι(βk,ι)
for all k are distinct.
(3) At ι = ι0, there are two critical points υι0, κι0 ∈CritFι0 such that
ImFι0(υι0) = ImFι0(κι0), ReFι0(υι0) >ReFι0(κι0),
d
dι
∣
ι=ι0
[ImFι(υι) − ImFι(κι)] ≠ 0.
One can identify the unstable manifold of υι with the space of solutions to the ODE
x˙(s) +∇Fι(x(s)) = 0, lim
s→−∞
x(s) = υι, s ∈ (−∞,0].
We choose an orientations of W uυι that depends continuously on ι. Then
W uυ = ⊔
ι−≤ι≤ι+
W uυι
has an induced orientation. It is not compact because the flow lines can break at ι = ι0.
One can compactify it by adding broken ones. Denote the compactification by W uυ .
Proposition 6.5. Suppose the moduli space of BPS solitons connecting υι0 and κι0 is
regular. Then the closure W uυ is an oriented manifold with boundary and the boundary
is the disjoint union
[W uυι+ ] ⊔ [ −W uυι− ] ⊔ [ − (−1)F˜S(υι0, κι0) ×W uκι0 ].
Here S(υι0, κι0) and W uκι0 have their own orientations.
Notice that S(υι0, κι0) is zero-dimensional. Hence this proposition implies the Picard–
Lefschetz formula (Proposition 4.7). Proposition 6.5 is proved in the next subsection.
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6.3. Proof of Proposition 6.5. Consider a Banach manifold B˜ of pairs (ι,ψ) with
ι ∈ (ι−, ι+) and ψ ∈W 1,ploc ((−∞,0],X) in which ψ(s) is asymptotic to υι in theW 1,p-sense.
Consider the Banach bundle E˜ → B˜ whose fibre over ψ˜ = (ι,ψ) is Lp((−∞,0], ψ∗TX).
Let F˜ ∶ B˜ → E˜ be the section F˜(ι,ψ) = ψ˙ + ∇Fι(ψ). Then W uυ ≃ F˜−1(0) and the
orientation on W uυ is given by the orientation on the linearized operator
D˜ι,ψ ∶ R ×W 1,p(R, ψ∗TX)→ Lp(R, ψ∗TX).
We need to construct a local chart near any singular flow line. Let σ ∈ S˜(υι0 , κι0) and
b ∈W uκι0 . For ι − ι0 sufficiently small, there are families of vectors
ηι− ∈ Tυι0X, ηι+ ∈ Tκι0X
such that
expυι0 η
ι
− = υι, expκι0 ηι+ = κι.
For S > 0 sufficiently large, we can extend ηι± to vector fields
η˜ι− ∈ Γ((−∞,−S], σ∗TX), η˜ι+ ∈ Γ([S,+∞), σ∗TX),
which are asymptotic to ηι± in the W
1,p-sense. Choosing cut-off functions β− (supported
on (−∞,−S + 1]) and β+ (supported in [S − 1,+∞)), define
η˜ι = β−η˜ι− + β+η˜ι+.
Denote
η˜± = d
dι
∣
ι=ι0
η˜ι±, η˜ = ddι ∣ι=ι0 η˜ι.
Then we have the linearized operator
D˜σ ∶ R{∂ι} ×W 1,p(R, σ∗TX)→ Lp(R, σ∗TX),
D˜σ(a∂ι, ξ) = Dσ(ξ) +Lσ(a∂ι)
where Lσ(a∂ι) = Dσ(aη˜). Since we assumed that σ is maximally transverse, it is easy
to see that D˜σ is surjective.
We can perform the gluing construction in the standard way. The following lemma
is left to the reader.
Lemma 6.6. Given a singular trajectory represented by σ ∈ S˜(υι0 , κι0) and b ∈ W uκι0 ,
there exists ǫ > 0, such that for each t ∈ (0, ǫ) and σ′ ∈ Bǫ(σ, S˜(υι0 , κι0)), b′ ∈ Bǫ(b,W uκι0 ),
there is a solution
ψ˜t,σ′,b′ = (ιt,σ′,b′ , ψt,σ′ ,b′) ∈ F˜−1(0).
Moreover, this family satisfies the following conditions.
(1) The map Φ ∶ (0, ǫ) × {σ} ×Bǫ(b,W uκ0)→W uυ defined by
Φ(t, σ, b′) ∶= ψ˜t,σ,b′ (6.6)
extends continuously as t→ 0 to (σ, b′) and the extension
Φ ∶ [0, ǫ) × {σ} ×Bǫ(b,W uκ0)→W uυ
is a homeomorphism onto a neighborhood of the singular object (σ, b).
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(2) Fix t ∈ (0, ǫ). The map Ψ ∶ {t} ×Bǫ(σ, S˜(υ0, κ0)) ×Bǫ(b,W uκ0)→W uυ defined by
Ψ(t, σ′, b′)↦ ψ˜t,σ′,b′
is a homeomorphism onto a neighborhood of ψ˜t,σ,b.
(3) The orientations on W uυ induced from Φ and Ψ are the same.
We call the orientation onW uυ in Lemma 6.6 “induced from the boundary chart.” We
need to see if it is consistent with the interior orientation. Indeed, define D˜Tσ =Dσ+TLσ
and we have isomorphisms
det D˜σ ≃ det D˜Tσ ≃ det D˜0σ.
Using Lemma 6.1, the direction represented by (0, σ˙) ∈KerD˜σ is identified with
(∂ι,0) ∧ (0, σ˙)⊗Lσ(∂ι,0) ∼ Sign⟨Lσ(∂ι), Jσ˙⟩[(∂ι,0) ∧ (0, σ˙)⊗ (Jσ˙)] =∶ θ0 ∈ det D˜0σ.
Choose a positive volume form ωb on KerDb and a positive volume form ωψ on KerDψ
for any (ι,ψ) in the image of the Φ of (6.6). Since we have the canonical identification
detDσ ⊗ detDb ≃ detDψ, θ0 ∧ ωb ∈ det D˜0σ ⊗ detDb is identified canonically with
Sign⟨Lσ(∂ι), Jσ˙⟩ ⋅Sign(σ) ⋅ [(∂ι,0)⊗ ωψ] ∈ det D˜ι,ψ.
Hence the oriented boundary of W uυ is
∂W uυ =W uυι+ ⊔ [ −W uυι− ] ⊔ [ − Sign⟨Lσ(∂ι), Jσ˙⟩(S(υι0, κι0) ×W uκι0)].
Lastly, we need to evaluate the sign of ⟨Lσ(∂ι), Jσ˙⟩. We assume that
d
dι
∣
ι=0
[ImFι(υι) − ImFι(κι)] > 0⇐⇒ (−1)F˜ = +1.
since the other case is exactly the opposite. Then by definition,
Lσ(∂ι) = ∇sη˜ +∇2Fι0(σ)η˜
= ∇s(β−η˜− + β+η˜+) +∇2Fι0(σ)(β−η˜− + β˜+η+)
= β′−η˜− + β˜′+η+.
Moreover, we know that Jσ˙(s) = −∇ImFι0(σ(s)). Therefore,
⟨Lσ(∂ι), Jσ˙⟩ = ⟨β′−η˜−,−∇ImFι0⟩ + ⟨β′+η˜+,−∇ImFι0⟩ > 0.
7. Topological Virtual Orbifolds and Virtual Cycles
We recall the framework of constructing virtual fundamental cycles associated to
moduli problems. Such constructions, usually called “virtual technique”, has a long
history since it first appeared in algebraic Gromov–Witten theory by [LT98a]. The
current method is based on the topological approach of [LT98b].
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7.1. Topological manifolds and transversality. In this subsection we review the
classical theory about topological manifolds and (microbundle) transversality.
Definition 7.1. (Topological manifolds and embeddings)
(1) A topological manifold is a second countable Hausdorff space M which is locally
homeomorphic to an open subset of Rn.
(2) A subset S ⊂M is a submanifold if S equipped with the subspace topology is a
topological manifold.
(3) A map f ∶ N → M between two topological manifold is called a topological
embedding if f is a homeomorphism onto its image.
(4) A topological embedding f ∶ N → M is called locally flat if for any p ∈ f(N),
there is a local coordinate ϕp ∶ Up → Rm where Up ⊂ Rn is an open neighborhood
of p such that
ϕp(f(N) ∩Up) ⊂ Rn × {0}.
In this paper, without further clarification, all embeddings of topological manifolds
are assumed to be locally flat. In fact we will always assume (or prove) the existence
of a normal microbundle which implies local flatness.
7.1.1. Microbundles. The discussion of topological transversality needs the concept of
microbundles, which was introduced by Milnor [Mil64].
Definition 7.2. (Microbundles) Let B be a topological space.
(1) A microbundle over a B is a triple (E, i, p) where E is a topological space,
i ∶M → E (the zero section map) and p ∶ E →M (the projection) are continuous
maps, satisfying the following conditions.
(a) p ○ i = IdM .
(b) For each b ∈ B there exist an open neighborhood U ⊂ B of b and an open
neighborhood V ⊂ E of i(b) with i(U) ⊂ V , j(V ) ⊂ U , such that there is a
homeomorphism V ≃ U ×Rn which makes the following diagram commutes.
V

p
##●
●●
●●
●●
●●
●
U
i
;;✇✇✇✇✇✇✇✇✇✇
i
##●
●●
●●
●●
●●
U
U ×Rn
p
;;✇✇✇✇✇✇✇✇✇
.
(2) Two microbundles ξ = (E, i, p) and ξ′ = (E′, i′, p′) over B are equivalent if there
are open neighborhoods of the zero sections W ⊂ E, W ′ ⊂ E′ and a home-
omorphism ρ ∶ W → W ′ which is compatible with the structures of the two
microbundles.
Vector bundles and disk bundles are particular examples of microbundles. More
generally, an Rn-bundle over a topological manifold M is a fibre bundle over M whose
fibres are Rn and whose structure group is the group of homeomorphisms of Rn which fix
the origin. Notice that an Rn-bundle has a continuous zero section, thus an Rn-bundle
is naturally a microbundle. A very useful fact, which was proved by Kister [Kis64] and
Mazur [Maz64], says that microbundles are essentially Rn-bundles.
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Theorem 7.3. (Kister–Mazur Theorem) Let B be a topological manifold (or a weaker
space such as a locally finite simplicial complex) and ξ = (E, i, p) be a microbundle over
B. Then ξ is equivalent to an Rn-bundle, and the isomorphism class of this Rn-bundle
is uniquely determined by ξ.
However, Rn-bundles are essentially different from vector bundles. For example,
vector bundles always contain disk bundles, which is not true for Rn-bundles.
Definition 7.4. (Normal microbundles) Let f ∶ S →M be a topological embedding.
(1) A normal microbundle of f is a pair ξ = (N,ν) where N ⊂ M is an open
neighborhood of f(S) and ν ∶ N → S is a continuous map such that together
with the natural inclusion S ↪ N they form a microbundle over N . A normal
microbundle is also called a tubular neighborhood.
(2) Two normal microbundles ξ1 = (N1, ν1) and ξ2 = (N2, ν2) are equivalent if there
is another normal microbundle (N,ν) with N ⊂ N1 ∩N2 and
ν1∣N = ν2∣N = ν.
An equivalence class is called a germ of normal microbundles (or tubular neigh-
borhoods).
For example, for a smooth submanifold S ⊂M in a smooth manifold, there is always
a normal microbundle. Its equivalence class is not unique though, as we need to choose
the projection map.
7.1.2. Transversality. We first recall the notion of microbundle transversality. Let Y be
a topological manifold, X ⊂ Y be a submanifold and ξ = (N,ν) be a normal microbundle
of X . Let f ∶M → Y be a continuous map.
Definition 7.5. (Microbundle transversality) Let Y be a topological manifold, X ⊂ Y
be a submanifold and ξX be a normal microbundle of X . Let f ∶M → Y be a continuous
map. We say that f is transverse to ξ if the following conditions are satisfied.
(1) f−1(X) is a submanifold of M .
(2) There is a normal microbundle ξ′ = (N ′, ν′) of f−1(X) ⊂ M such that the
following diagram commute
N ′

f // N

f−1(X) // X
and the inclusion f ∶N ′ →N induces an equivalence of microbundles.
More generally, if C ⊂M is any subset, then we say that f is transverse to X near C
if the restriction of f to an open neighborhood of C is transverse to X .
It is easy to see that the notion of being transverse to ξ only depends on the germ of
ξ.
Remark 7.6. The notion of microbundle transversality looks too restrictive at the first
glance. For example, the line x = y in R2 intersects transversely with the x-axis in the
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smooth category, however, the line is not transverse to the x-axis with respect to the
natural normal microbundle given by the projection (x, y)→ (x,0).
The following theorem, which is of significant importance in our virtual cycle con-
struction, shows that one can achieve transversality by arbitrary small perturbations.
Theorem 7.7. (Topological transversality theorem) Let Y be a topological manifold and
X ⊂ Y be a proper submanifold. Let ξ be a normal microbundle of X. Let C ⊂ D ⊂ Y
be closed sets. Suppose f ∶M → Y is a continuous map which is microbundle transverse
to ξ near C. Then there exists a homotopic map g ∶ M → Y which is transverse to ξ
over D such that the homotopy between f and g is supported in an open neighborhood
of f−1((D ∖C) ∩X).
Remark 7.8. The theorem was proved by Kirby–Siebenmann [KS77] with a restriction
on the dimensions of M , X and Y . Then Quinn [Qui82] [Qui88] [FQ90] completed
the proof of the remaining cases. Notice that in [Qui88], the transversality theorem
is stated for an embedding i ∶ M → Y and the perturbation can be made through an
isotopy. This implies the above transversality result for maps as we can identify a map
f ∶M → Y with its graph f˜ ∶M →M × Y , and an isotopic embedding of f˜ , written as
g˜(x) = (g1(x), g2(x)), can be made transverse to the submanifold X˜ =M ×X ⊂M × Y
with respect to the induced normal microbundle ξ˜. Then it is easy to see that it is
equivalent to g2 ∶M → Y being transverse to ξ.
In most of the situations of this paper, the notion of transversality is about sections
of vector bundles. Suppose f ∶ M → Rn is a continuous map. The origin 0 ∈ Rn has a
canonical normal microbundle. Therefore, one can define the notion of transversality
for f as a special case of Definition 7.5. Now suppose E →M is an Rn-bundle and
ϕU ∶ E∣U → U ×Rn
is a local trivialization. Each section s ∶M → E induces a map sU ∶ U → Rn. Then we
say that s is transverse over U if sU is transverse to the origin of Rn. This notion is
clearly independent of the choice of local trivializations. Then s is said to be transverse
if it is transverse over a sufficiently small neighborhood of every point of M .
Notice that the zero section of E has a canonical normal microbundle in the to-
tal space, and this notion of transversality for sections never agrees with the notion
of transversality for graphs of the sections with respect to this canonical normal mi-
crobundle. Hence there is an issue about whether this transversality notion for sections
behaves as well as the microbundle transversality.
Theorem 7.9. Let M be a topological manifold and E → M be an Rn-bundle. Let
C ⊂D ⊂M be closed subsets. Let s ∶M → E be a continuous section which is transverse
near C. Then there exists another continuous section which is transverse near D and
which agrees with s over a small neighborhood of C.
Proof. The difficulty is that the graph of s is not microbundle transverse to the zero
section, hence we cannot directly apply the topological transversality theorem (Theorem
7.7). Hence we need to use local trivializations view the section locally as a map into
Rn. For each p ∈ D, choose a precompact open neighborhood Up ⊂M of p and a local
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trivialization
ϕp ∶ E∣Up ≃ Up ×Rn.
All Up form an open cover of D. M is paracompact, so is D. Hence there exists a locally
finite refinement with induced local trivializations. Moreover, D is Lindelo¨f, hence this
refinement has a countable subcover, denoted by {Ui}∞i=1. Over each Ui there is an
induced trivialization of E.
We claim that there exists precompact open subsets Vi ⊏ Ui such that {Vi}∞i=1 still
cover D. We construct Vi inductively. Indeed, a topological manifold satisfies the
T4-axiom, hence we can use open sets to separate the two closed subsets
D ∖⊔
i≠1
Ui, D ∖U1.
This provides a precompact Vi ⊏ Ui such that replacing U1 by V1 one still has an open
cover ofD. Suppose we can find V1, . . . , Vk so that replacing U1, . . . , Uk by V1, . . . , Vk still
gives an open cover of D. Then one can obtain Vk+1 ⊏ Uk+1 to continue the induction.
We see that {Vi}∞i=1 is an open cover of D because every point p ∈ D is contained in at
most finitely many Ui.
Now take an open neighborhood UC ⊂M of C over which s is transverse. Since M is
a manifold, one can separate the two closed subsets C and M ∖UC by a cut-off function
ρC ∶M → [−1,1]
such that
ρ−1C (−1) = C, ρ−1C (1) =M ∖UC .
Define a sequence of open sets
Ck = ρ−1C ([−1, 1k + 1)).
Similarly, we can choose a sequence of shrinkings
Vi ⊏ ⋯ ⊏ V k+1i ⊏ V ki ⊏ ⋯ ⊏ Ui.
Define
W k = Ck ∪ k⋃
i=1
V ki
which is a sequence of open subsets of M .
Now we start an inductive construction. First, over U1, the section can be identified
with a map s1 ∶ U1 → Rn. By our assumption, s1 is transverse over UC ∩U1. Then apply
the theorem for the pair of closed subsets C1 ∩ U1 ⊂ (C1 ∩ U1) ∪ V 11 of U1. Then one
can modify it so that it becomes transverse near (C1 ∩U1)∪V 11 , and the change is only
supported in a small neighborhood of V 11 ∖C1. This modified section still agrees with
the original section near the boundary of U1, hence still defines a section of E. It also
agrees with the original section over a neighborhood of C2. Moreover, the modified
section is transverse near
W 1 ∶= C1 ∪ V 11 .
Now suppose we have modified the section so that it is transverse near
W k ∶= Ck ∪ k⋃
i=1
V ki ,
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and such that s agrees with the original section over an open neighborhood of Ck+1.
Then by similar method, one can modify s (via the local trivialization over Uk+1) to a
section which agrees with s over a neighborhood of
Ck+1 ∪ k⋃
i=1
V k+1i
and is transverse near W k+1. In particular this section still agrees with the very original
section over Ck+1.
We claim that this induction process provides a section s of E which satisfies the
requirement. Indeed, since the open cover {Ui}∞i=1 of D is locally finite, the value of the
section becomes stabilized after finitely many steps of the induction, hence defines a
continuous section. Moreover, in each step the value of the section remains unchanged
over the open set ρ−1C ([−1,0)). Transversality also holds by construction. 
Corollary 7.10. Let M be a topological manifold with or without boundary, and let
s1, s2 ∶M → E be two transverse sections which are homotopic. Then the two submani-
folds (with or without boundary) S1 ∶= s−11 (0) and S2 ∶= s−12 (0) are cobordant.
Remark 7.11. In the application of this paper, the target pair (X,Y ) in the transver-
sality problem is either a smooth submanifold inside a smooth manifold (or orbifolds),
or the zero section of a vector bundle. Hence X admits a tubular neighborhood and
a unique equivalence class of normal microbundle. In fact the normal microbundle is
equivalent to a disk bundle of the smooth normal bundle. Hence in the remaining discus-
sions, we make the stronger assumption that all normal microbundles are disk bundles
of some vector bundle. This does not alter the above discussion. For example, the
compositions of two embeddings with disk bundle neighborhoods is still an embedding
with a disk bundle neighborhood.
7.2. Topological orbifolds and orbibundles. We use Satake’s notion of V-manifolds
[Sat56] instead of groupoids to treat orbifolds, and only discuss it in the topological
category. In this paper we only consider effective orbifolds.
Definition 7.12. Let M be a second countable Hausdorff topological space.
(1) Let x ∈M be a point. A topological orbifold chart (with boundary) of x consists
of a triple (U˜x,Γx, ϕx), where U˜x is a topological manifold with possibly empty
boundary ∂U˜x, Γx is a finite group acting continuously on (U˜x, ∂U˜x) and
ϕx ∶ U˜x/Γx →M
is a continuous map which is a homeomorphism onto an open neighborhood of
x. Denote the image Ux = ϕx(U˜x/Γx) ⊂M and denote the composition
ϕ˜x ∶ U˜x // U˜x/Γx ϕx // M .
(2) If p ∈ U˜x, take Γp = (Γx)p ⊂ Γx the stabilizer of p. Let U˜p ⊂ U˜x be a Γp-invariant
neighborhood of p. Then there is an induced chart (which we call a subchart)(U˜p,Γp, ϕp), where ϕp is the composition
ϕp ∶ U˜p/Γp   // U˜x/Γx ϕp // M .
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(3) Two charts (U˜x,Γx, ϕx) and (U˜y,Γy, ϕy) are compatible if for any p ∈ U˜x and
q ∈ U˜y with ϕx(p) = ϕy(q) ∈M , there exist an isomorphism Γp → Γq, subcharts
U˜p ∋ p, U˜q ∋ q and an equivariant homeomorphism ϕqp ∶ (U˜p, ∂U˜p) ≃ (U˜q, ∂U˜q).
(4) A topological orbifold atlas of M is a set {(U˜α,Γα, ϕα) ∣ α ∈ I} of topologi-
cal orbifold charts of M such that M = ⋃α∈I Uα and for each pair α,β ∈ I,(U˜α,Γα, ϕα), (U˜β ,Γβ , ϕβ) are compatible. Two atlases are equivalent if the union
of them is still an atlas. A structure of topological orbifold (with boundary) is
an equivalence class of atlases. A topological orbifold (with boundary) is a sec-
ond countable Hausdorff space with a structure of topological orbifold (with
boundary).
We will often skip the term “topological” in the rest of this paper.
Now consider bundles. Let E, B be orbifolds and π ∶ E → B be a continuous map.
Definition 7.13. A vector bundle chart (resp. disk bundle chart) of π ∶ E → B is a
tuple (U˜ , F n,Γ , ϕˆ, ϕ) where F n = Rn (resp. F n = Dn), (U˜ ,Γ , ϕ) is a chart of B and(U˜ × F n,Γ , ϕˆ) is a chart of E, where Γ acts on F n via a representation Γ → GL(Rn)
(resp. Γ → O(n)). The compatibility condition is required, namely, the following
diagram commutes.
U˜ ×F n/Γ ϕˆ //
π˜

E
π

U˜/Γ ϕ // B
.
If (U˜p,Γp, ϕp) is a subchart of (U˜ ,Γ , ϕ), then one can restrict the bundle chart to
π˜−1(U˜p).
We can define the notion of compatibility between bundle charts, the notion of orb-
ifold bundle structures and the notion of orbifold bundles in a similar fashion as in the
case of orbifolds. We skip the details.
7.2.1. Embeddings. Now we consider embeddings for orbifolds and orbifold vector bun-
dles. First we consider the case of manifolds. Let S and M be topological manifolds
and E → S, F → M be continuous vector bundles. Let φ ∶ S → M be a topological
embedding. A bundle embedding covering φ is a continuous map φ̂ ∶ E → F which makes
the diagram
E
φ̂ //

F

S
φ // M
commute and which is fibrewise a linear injective map. Since φ̂ determines φ, we also
call φ̂ ∶ E → F a bundle embedding.
Definition 7.14. (Orbifold embedding) Let S, M be orbifolds and f ∶ S → M is a
continuous map which is a homeomorphism onto its image. φ is called an embedding if
for any pair of orbifold charts, (U˜ ,Γ , ϕ) of S and (V˜ ,Π , ψ) of M , any pair of points
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p ∈ U˜ , q ∈ V˜ with φ(ϕ(p)) = ψ(q), there are subcharts (U˜p,Γp, ϕp) ⊂ (U˜ ,Γ , ϕ) and(V˜q,Πq, ψq) ⊂ (V˜ ,Π , ψ), an isomorphism Γp ≃ Πq and an equivariant locally flat embed-
ding φ˜pq ∶ U˜p → V˜q such that the following diagram commutes.
U˜p
ϕ˜p

φ˜pq // V˜q
ψ˜q

S
φ // M
7.2.2. Multisections and perturbations. The equivariant feature of the problem implies
that transversality can only be achieved by multi-valued perturbations. Here we re-
view basic notions and facts about multisections. Our discussion mainly follows the
treatment of [FO99].
Definition 7.15. (Multimaps) Let A, B be sets, l ∈ N, and S l(B) be the l-fold sym-
metric product of B.
(1) An l-multimap f from A to B is a map f ∶ A→ S l(B). For another a ∈ N, there
is a natural map
ma ∶ S l(B)→ Sal(B) (7.1)
by repeating each component a times.
(2) If both A and B are acted by a finite group Γ , then we say that an l-multimap
f ∶ A → S l(B) is Γ -equivariant if it is equivariant with respect to the Γ -action
on A and the induced Γ -action on S l(B).
(3) If A and B are both topological spaces, then an l-multimap f ∶ A → S l(B)
is called continuous if it is continuous with respect to the topology on S l(B)
induced as a quotient of Bl.
(4) A continuous l-multimap f ∶ A → S l(B) is liftable if there are continuous maps
f1, . . . , fl ∶ A→ B such that
f(x) = [f 1(x), . . . , f l(x)] ∈ S l(B), ∀x ∈ A.
f 1, . . . , f l are called branches of f .
(5) An l1-multimap f1 ∶ A → S l1(B) and an l2-multimap f2 ∶ A → S l2(B) are called
equivalent if there exists a common multiple l = a1l1 = a2l2 of l1 and l2 such that
ma1 ○ f1 =ma2 ○ f2
as l-multimaps from A to B.
(6) Being equivalent is clearly reflexive, symmetric and transitive. A multimap from
A to B, denoted by f ∶ A m→ B, is an element of
(⊔
l≥1
Map(A,S l(B))) / ∼
where ∼ is the above equivalence relation.
In the discussions in this paper, we often identify an l-multimap with its equivalence
class as a multimap.
Definition 7.16. (Multisections) Let M be a topological orbifold and E → M be a
vector bundle.
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(1) A representative of a (continuous) multisection of E is a collection
{(U˜α,Rk,Γα, ϕˆα, ϕα; sα, lα) ∣ α ∈ I}
where {(U˜α,Rk,Γα, ϕˆα, ϕα) ∣ α ∈ I} is a bundle atlas for E →M and sα ∶ U˜α →S lα(Rk) is a Γα-equivariant continuous lα-multimap, satisfying the following
compatibility condition.● For any p ∈ U˜α and q ∈ U˜β with ϕα(p) = ϕβ(q) ∈ M , there exist subcharts
U˜p ⊂ U˜α, U˜q ⊂ U˜β, an isomorphism (ϕˆpq, ϕpq) of subcharts, a common mul-
tiple l = aαlα = aβlβ of lα and lβ , such that
ϕˆpq ○maβ ○ sβ ∣U˜q =maα ○ sα∣U˜p ○ ϕpq.
(2) Two representatives are equivalent if their union is also a representative. An
equivalence class is called a multisection of E, denoted by
s ∶ O m→ E.
(3) A multisection s ∶M m→ E is called locally liftable if for any p ∈M , there exists a
local representative (U˜p ×Rk,Γp, ϕˆp, ϕp; sp, lp) such that sp ∶ U˜p → S lp(Rk) which
is a liftable continuous lp-multimap.
(4) A multisection s ∶M m→ E is called transverse if it is locally liftable and for any
liftable local representative sp ∶ U˜p → S l(Rk), all branches are transverse to the
origin of Rk.
The space of continuous multisections of E →M , denoted by C0m(M,E), is acted by
the space of continuous functions C0(M) onM by pointwise multiplication. C0m(M,E)
also has the structure of a commutative monoid, but not an abelian group. The additive
structure is defined as follows. If s1, s2 ∶M m→ E are multisections, then for liftable local
representatives with branches sa1 ∶ U˜ → Rn, 1 ≤ a ≤ l, sb2 ∶ U˜ → Rn, 1 ≤ b ≤ k, define(s1 + s2)ab = [sa1 + sb2]1≤b≤k1≤a≤l .
However there is no inverse to this addition: one can only invert the operation of
adding a single valued section. It is enough, though, since we have the notion of being
transverse to a single valued section which is not necessarily the zero section.
We also want to measure the size of multisections. A continuous norm on an orbifold
vector bundle E →M is a continuous function ∥ ⋅∥ ∶ E → [0,+∞) which only vanishes on
the zero section such that over each local chart, it lifts to an equivariant norm on the
fibres. It is easy to construct norms in the relative sense, as one can extend continuous
functions defined on closed sets.
The following lemma, which is a generalization of Theorem 7.9, shows one can achieve
transversality for multisections by perturbation relative to a region where transversality
already holds.
Lemma 7.17. Let M be an orbifold and E → M be an orbifold vector bundle. Let
C ⊂ D ⊂ M be closed subsets. Let S ∶ M → E be a single-valued continuous function
and tC ∶M m→ E be a multisection such that S + tC is transverse over a neighborhood of
C. Then there exists a multisection tD ∶M m→ E satisfying the following condition.
(1) tC = tD over a neighborhood of C.
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(2) S + tD is transverse over a neighborhood of D.
Moreover, if E has a continuous norm ∥ ⋅ ∥, then for any ǫ > 0, one can require that
∥tD∥C0 ≤ ∥tC∥C0 + ǫ.
Proof. Similar to the proof of Theorem 7.9, one can choose a countable locally finite
open cover {Ui}∞i=1 of D satisfying the following conditions.
(1) Each Ui is compact.
(2) There are a collection of precompact open subsets Vi ⊏ Ui such that {Vi}∞i=1 is
still an open cover of D.
(3) Over each Ui there is a local representative of tC , written as
(U˜i ×Rk,Γi, ϕˆi, ϕi; ti, li)
where ti ∶ U˜i → S li(Rk) is a Γi-equivariant li-multimap which is liftable. Write
ti(x) = [t1i (x), . . . , tlii (x)].
In this chart also write S as a map Si ∶ U˜i → Rk.
The transversality assumption implies that there is an open neighborhood UC ⊂ M
of C such that for each i, each a ∈ {1, . . . , li}, sai is transverse to the origin over
U˜i,C ∶= ϕ−1i (UC) ⊂ U˜C .
Using an inductive construction which is very similar to that in the proof of Theorem
7.9, one can construct a valid perturbation. We only sketch the construction for the
first chart. Indeed, one can perturb each ta1 over U˜1 to a function t˙
a
1 ∶ U˜1 → Rk, such
that S1 + t˙a1 is transverse over a neighborhood of the closure of V˜1 ∶= ϕ−11 (V1) inside U˜1,
but t˙a1 = ta1 over a neighborhood of U˜1,C and the near the boundary of U˜1. Moreover,
given ǫ > 0 we may require that
sup
x∈U˜1
∥t˙a1(x)∥ ≤ sup
x∈U˜1
∥ta1(x)∥ + ǫ2 . (7.2)
Then we obtain a continuous l1-multimap
t˙1(x) = [t˙11(x), . . . , t˙l11 (x)].
This multimap may not be Γ1-transverse. We reset
t˙1(x) ∶= [tab1 ]1≤b≤n11≤a≤l1 ∶= [g−1b t˙a1(gbx)]1≤b≤n11≤a≤l1
where Γ1 = {g1, . . . , gn1}. It is easy to verify that this is Γ1-invariant, and agrees with
t1 over a neighborhood of U˜1,C and near the boundary of U˜1. There still holds
sup
a,b
sup
x∈U˜1
∥t˙ab1 (x)∥ ≤ sup
a
sup
x∈U˜1
∥ta1(x)∥ + ǫ2 .
Therefore, together with the original multisection over the complement of U1, t˙1 defines
a continuous multisection of E. Moreover, it agrees with the original one over a neigh-
borhood of C and is transverse near C ∪ V1. In this way we can continue the induction
to perturb over all U˜i. At the k-th step of the induction, we replace
ǫ
2
by ǫ
2k
in the C0
bound (7.2). Since Ui is locally finite, near each point, the value of the perturbation
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stabilizes after finitely many steps of this induction. This results in a multisection tD
which satisfies our requirement. 
7.3. Virtual orbifold atlases. Now we introduce the notion of virtual orbifold atlases.
This notion plays a role as a general structure of moduli spaces we are interested in,
and is a type of intermediate objects in concrete constructions. The eventual objects we
would like to construct are good coordinate systems, which are special types of virtual
orbifold atlases.
Definition 7.18. Let X be a compact and Hausdorff space.
(1) A virtual orbifold chart (chart for short) is a tuple
C ∶= (U,E,S,ψ,F )
where
(a) U is a topological orbifold (with boundary).
(b) E → U is a continuous orbifold vector bundle.
(c) S ∶ U → E is a continuous section.
(d) F ⊂X is an open subset.
(e) ψ ∶ S−1(0)→ F is a homeomorphism.
F is call the footprint of this chart C, and the integer dimU − rankE is called
the virtual dimension of C.
(2) Let C = (U,E,S,ψ,F ) be a chart and U ′ ⊂ U be an open subset. The restriction
of C to U ′ is the chart
C ′ = C ∣U ′ = (U ′,E′, S′, ψ′, F ′)
where E′ = E∣U ′, S′ = S∣U ′, ψ′ = ψ∣(S′)−1(0), and F ′ = Imageψ′. Any such chart
C ′ induced from an open subset U ′ ⊂ U is called a shrinking of C. A shrinking
C ′ = C ∣U ′ is called a precompact shrinking if U ′ ⊏ U , denoted by C ′ ⊏ C.
A very useful lemma about shrinkings is the following, whose proof is left to the
reader.
Lemma 7.19. Suppose C = (U,E,S,ψ,F ) is a virtual orbifold atlas and let F ′ ⊂ F be
an open subset. Then there exists a shrinking C ′ of C whose footprints is F ′. Moreover,
if F ′ ⊏ F , then C ′ can be chosen to be a precompact shrinking.
Definition 7.20. Let Ci ∶= (Ui,Ei, Si, ψi, Fi), i = 1,2 be two charts of X . An embedding
of C1 into C2 consists of a bundle embedding φ̂21 satisfying the following conditions.
(1) The following diagrams commute;
E1
φ̂21 //
π1

E2
π2

U1
S1
DD
φ21 // U2
S2
ZZ
S−11 (0) φ21 //
ψ1

S−12 (0)
ψ2

X
Id // X
(2) (Tangent Bundle Condition) There exists an open neighborhood N21 ⊂ U2
of φ21(U1) and a subbundle E1;2 ⊂ E2∣N21 which extends φ̂21(E1) such that
S2∣N2 ∶ N2 → E2∣N2 is transverse to E1;2 and S−12 (E1;2) = φ21(U1).
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The following lemma is left to the reader.
Lemma 7.21. The composition of two embeddings is still an embedding.
Definition 7.22. Let Ci = (Ui,Ei, Si, ψi, Fi), (i = 1,2) be two charts. A coordinate
change from C1 to C2 is a triple T21 = (U21, φ21, φ̂21), where U21 ⊂ U1 is an open subset
and (φ21, φ̂21) is an embedding from C1∣U21 to C2. They should satisfy the following
conditions.
(1) ψ1(U21 ∩ S−11 (0)) = F1 ∩F2.
(2) If xk ∈ U21 converges to x∞ ∈ U1 and yk = φ21(xk) converges to y∞ ∈ U2, then
x∞ ∈ U21 and y∞ = φ21(y∞).
Lemma 7.23. Let Ci = (Ui,Ei, Si, ψi, Fi), (i = 1,2) be two charts and let T21 = (U21, φ̂21)
be a coordinate change from C1 to C2. Suppose C ′i = Ci∣U ′i be a shrinking of Ci. Then
the restriction T ′21 ∶= T21∣U ′1∩φ−121(U ′2) is a coordinate change from C ′1 to C ′2.
Proof. Left to the reader. 
We call T ′21 in the above lemma the induced coordinate change from the shrinking.
Now we introduce the notion of atlases.
Definition 7.24. Let X be a compact metrizable space. A virtual orbifold atlas of
virtual dimension d on X is a collection
A ∶= ({CI ∶= (UI ,EI , SI , ψI , FI) ∣ I ∈ I}, {TJI = (UJI , φJI , φ̂JI) ∣ I ≼ J}),
where
(1) (I ,≼) is a finite, partially ordered set.
(2) For each I ∈ I , CI is a virtual orbifold chart of virtual dimension d on X .
(3) For I ≼ J , TJI is a coordinate change from CI to CJ .
They are subject to the following conditions.
● (Covering Condition) X is covered by all the footprints FI .● (Cocycle Condition) For I ≼ J ≼ K ∈ I , denote UKJI = UKI ∩ φ−1JI(UKJ) ⊂ UI .
Then we require that
φ̂KI ∣UKJI = φ̂KJ ○ φ̂JI ∣UKJI
as bundle embeddings.● (Overlapping Condition) For I, J ∈ I , we have
FI ∩FJ ≠ ∅Ô⇒ I ≼ J or J ≼ I.
All virtual orbifold atlases considered in this paper have definite virtual dimensions,
although sometimes we do not explicitly mention it.
7.3.1. Orientations. Now we discuss orientation. When M is a topological manifold,
there is an orientation bundle OM →M which is a double cover of M (or a Z2-principal
bundle). M is orientable if and only if OM is trivial. If E →M is a continuous vector
bundle, then E also has an orientation bundle OE → M as a double cover. Since Z2-
principal bundles over a base B are classified by H1(B;Z2), the orientation bundles
can be multiplied. We use ⊗ to denote this multiplication.
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Definition 7.25. (Orientability)
(1) A virtual orbifold chart C = (U,E,S,ψ,F ) is locally orientable if for any bundle
chart (U˜ ,Rn,Γ , ϕ̂, ϕ) of E, if we denote E˜ = U˜ × Rn, then for any γ ∈ Γ , the
map
γ ∶ OU˜ ⊗OE˜∗ → OU˜ ⊗OE˜∗
is the identity over all fixed points of γ.
(2) If C is locally orientable, then OU˜ ⊗ OE˜∗ for all local charts glue together a
double cover OC → U . If OC is trivial (resp. trivialized), then we say that C is
orientable (resp. oriented).
(3) A coordinate change T21 = (U21, φ21, φ̂21) between two oriented charts C1 =(U1,E1, S1, ψ1, F1) and C2 = (U2,E2, S2, ψ2, F2) is called oriented if the embed-
dings φ21 and φ̂21 are compatible with the orientations on OC1 and OC2 .
(4) An atlas A is oriented if all charts are oriented and all coordinate changes are
oriented.
7.4. Good coordinate systems. Now we introduce the notion of shrinkings of virtual
orbifold atlases.
Definition 7.26. Let A = ({CI ∣I ∈ I},{TJI ∣I ≼ J}) be a virtual orbifold atlas on X .
(1) A shrinking of A is another virtual orbifold atlas A′ = ({C ′I ∣I ∈ I},{T ′JI ∣I ≼ J})
indexed by elements of the same partially ordered set I such that for each I ∈ I ,
C ′I is a shrinking CI ∣U ′I of CI and for each I ≼ J , T ′JI is the induced shrinking of
TJI given by Lemma 7.23.
(2) If for every I ∈ I , U ′I is a precompact subset of UI , then we say that A′ is a
precompact shrinking of A and denote A′ ⊏ A.
Given a virtual orbifold atlas A = ({CI ∣I ∈ I},{TJI ∣I ≼ J}), we define a relation ⋎ on
the disjoint union ⊔I∈I UI as follows. UI ∋ x ⋎ y ∈ UJ if one of the following holds.
(1) I = J and x = y;
(2) I ≼ J , x ∈ UJI and y = φJI(x);
(3) J ≼ I, y ∈ UIJ and x = φIJ(y).
If A′ is a shrinking of A, then it is easy to see that the relation ⋎′ on ⊔I∈I U ′I defined
as above is induced from the relation ⋎ for A via restriction.
For an atlas A, if ⋎ is an equivalence relation, we can form the quotient space
∣A∣ ∶= (⊔
I∈I
UI)/ ⋎ .
with the quotient topology. There is a natural injective map
X ↪ ∣A∣.
We call ∣A∣ the virtual neighborhood of X associated to the atlas A. Denote the quotient
map by
πA ∶ ⊔
I∈I
UI → ∣A∣ (7.3)
which induces continuous injections UI ↪ ∣A∣. A point in ∣A∣ is denoted by ∣x∣, which
has certain representative x ∈ UI for some I.
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Definition 7.27. A virtual orbifold atlas A on X is called a good coordinate system if
the following conditions are satisfied.
(1) ⋎ is an equivalence relation.
(2) The virtual neighborhood ∣A∣ is a Hausdorff space.
(3) For all I ∈ I , the natural maps UI → ∣A∣ are homeomorphisms onto their images.
The conditions for good coordinate systems are very useful for later constructions
(this is the same as in the Kuranishi approach, see [FOOO16]), for example, the construc-
tion of suitable multisection perturbations. In these constructions, the above conditions
are often implicitly used without explicit reference. Therefore, an important step is to
construct good coordinate systems.
Theorem 7.28. (Constructing good coordinate system) Let A be a virtual orbifold
atlas on X with the collection of footprints FI indexed by I ∈ I. Let F ◻I ⊏ FI for all
I ∈ I be a collection of precompact open subsets such that
X = ⋃
I∈I
F ◻I .
Then there exists a shrinking A′ of A such that the collection of shrunk footprints F ′I
contains F ◻I for all I ∈ I and A′ is a good coordinate system.
Moreover, if A is already a good coordinate system, then any shrinking of A remains
a good coordinate system.
We give a proof of Theorem 7.28 in the next subsection. A similar result is used in
the Kuranishi approach while our argument potentially differs from that of [FOOO16].
Remark 7.29. If A is a good coordinate system, and A′ is a shrinking of A, then the
shrinking induces a natural map ∣A′∣↪ ∣A∣.
If we equip both ∣A′∣ and ∣A∣ with the quotient topologies, then the natural map is
continuous. However there is another topology on ∣A′∣ by viewing it as a subset of ∣A∣.
We denote this topology by ∥A′∥ and call it the subspace topology. In most cases, the
quotient topology is strictly stronger than the subspace topology. Hence it is necessary
to distinguish the two different topologies.
7.5. Shrinking good coordinate systems. In this subsection we prove Theorem
7.28. First we show that by precompact shrinkings one can make the relation ⋎ an
equivalence relation.
Lemma 7.30. Let A be a virtual orbifold atlas on X with the collection of footprints{FI ∣ I ∈ I}. Let F ◻I ⊏ FI be precompact open subsets such that
X = ⋃
I∈I
F ◻I .
Then there exists a precompact shrinking A′ of A whose collection of footprints F ′I con-
tains F ◻I for all I ∈ I such that the relation ⋎ on A′ is an equivalence relation.
Proof. By definition, the relation ⋎ is reflexive and symmetric. By the comments above,
any shrinking of A will preserve reflexiveness and symmetry. Hence we only need to
shrink the atlas to make the induced relation transitive.
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For any subset I ′ ∈ I , we say that ⋎ is transitive in I ′ if for x, y, z ∈ ⊔I∈I′ UI , x ⋎ y,
y ⋎ z imply x ⋎ z. Being transitive in any subset I ′ is a condition that is preserved
under shrinking. Hence it suffices to construct shrinkings such that ⋎ is transitive in{I, J,K} for any three distinct elements I, J,K ∈ I . Let x ∈ UI , y ∈ UJ , z ∈ UK be
general elements.
Since UI (resp. UJ resp. UK) is an orbifold and hence metrizable, we can choose a
sequence of precompact open subsets UnI ⊏ UI (resp. UnJ ⊏ UJ resp. UnK ⊏ UK) containing
F ◻I (resp. F
◻
J resp. F
◻
K) such that
Un+1I ⊏ UnI , Un+1J ⊏ UnJ , Un+1K ⊏ UnK ,
and
⋂
n
UnI = ψ−1I (F ◻I ), ⋂
n
UnJ = ψ−1J (F ◻J ), ⋂
n
UnK = ψ−1K (F ◻K).
Then for each n, UnI , U
n
J , U
n
K induce a shrinking of the atlas A, denoted by A
n. Let the
induced binary relation on UnI ⊔UnJ ⊔UnK still by ⋎. We claim that for n large enough,⋎ is an equivalence relation on this triple disjoint union. Denote the domains of the
shrunk coordinate changes by UnJI , U
n
KJ and U
n
KI respectively.
If this is not true, then without loss of generality, we may assume that for all large
n, there exist points xn ∈ UnI , yn ∈ UnJ , zn ∈ UnK such that
xn ⋎ yn, yn ⋎ zn, but (xn, zn) ∉ ⋎; (7.4)
Then for some subsequence (still indexed by n), xn, yn and zn converge to x∞ ∈
ψ−1I (F ◻I ) ⊂ UI , y∞ ∈ ψ−1J (F ◻J ) ⊂ UJ and z∞ ∈ ψ−1K (F ◻K) ⊂ UK respectively. Then by
the definition of coordinate changes (Definition 7.22), one has
x∞ ⋎ y∞, y∞ ⋎ z∞ Ô⇒ ψI(x∞) = ψJ(y∞) = ψK(z∞) ∈ F ◻I ∩ F ◻J ∩F ◻K .
By the (Overlapping Condition) of Definition 7.24, {I, J,K} is totally ordered. Since
the roles of K and I are symmetric, we may assume that I ≼K. Then since
x∞ ∈ ψ−1I (F ◻I ∩F ◻K) ⊂ ψ−1I (FI ∩FK) = ψ−1I (FKI) ⊂ UKI
and UKI ⊂ UI is an open set, for n large enough one has
xn ∈ UKI .
(1) If I ≼ J ≼K, then by (Cocycle Condition) of Definition 7.24,
φKI(xn) = φKJ(φJI(xn)) = φKJ(yn) = zn.
So xn ⋎ zn, which contradicts (7.4).
(2) If J ≼ I ≼K, then (Cocycle Condition) of Definition 7.24,
zn = φKJ(yn) = φKI(φIJ(yn)) = φKI(xn).
So xn ⋎ zn, which contradicts (7.4).
(3) If I ≼ K ≼ J , then since φKI(x∞) ∈ ψ−1K (FJ ∩ FK) ⊂ UJK , for large n, xn ∈
φ−1KI(UJK). Then by (Cocycle Condition) of Definition 7.24,
φJK(zn) = yn = φJI(xn) = φJK(φKI(xn)).
Since φJK is an embedding, we have φKI(xn) = zn. Therefore, xn ⋎ zn, which
contradicts (7.4).
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Therefore, ⋎n is an equivalence relation on UnI ⊔ UnJ ⊔ UnK for large enough n. We can
perform the shrinking for any triple of elements of I , which eventually makes ⋎ an
equivalence relation. By the construction the shrunk footprints F ′I still contain F
◻
I . 
Lemma 7.31. Suppose A is a virtual orbifold atlas on X such that the relation ⋎ is
an equivalence relation. Suppose there is a collection of precompact subsets F ◻I ⊏ FI of
footprints of A such that
X = ⋃
I∈I
F ◻I .
Then there exists a precompact shrinking A′ ⊏ A satisfying
(1) The shrunk footprints F ′I all contain F
◻
I .
(2) The virtual neighborhood ∣A′∣ is a Hausdorff space.
Before proving Lemma 7.31, we need some preparations. Order the finite set I as{I1, . . . , Im} such that for k = 1, . . . ,m,
Ik ≼ J Ô⇒ J ∈ {Ik, Ik+1, . . . , Im}.
For each k, ⋎ induces an equivalence relation on ⊔i≥k UIi and denote the quotient space
by ∣Ak∣. Then the map πA of (7.3) induces a natural continuous map
πk ∶⊔
i≥k
UIi → ∣Ak∣.
Lemma 7.32. For k = 1, . . . ,m, if ∣Ak∣ is Hausdorff and A′ is a shrinking of A, then∣A′k∣ is also Hausdorff.
Proof. Left to the reader. A general fact is that the quotient topology is always stronger
than (or homeomorphic to) the subspace topology (see Remark 7.29). 
Lemma 7.33. The natural map
∣Ak+1∣→ ∣Ak∣ (7.5)
is a homeomorphism onto an open subset.
Proof. The map is clearly continuous and injective. To show that it is a homeomorphism
onto an open set, consider any open subset Ok+1 of its domain. Its preimage under the
quotient map
UIk+1 ⊔⋯⊔UIm → ∣Ak+1∣
is denoted by
O˜k+1 = OIk+1 ⊔⋯⊔OIm,
where OIk+1, . . . ,OIm are open subsets of UIk+1 , . . . , UIm respectively. Define
OIk ∶= ⋃
i≥k+1, Ii≥Ik
φ−1IiIk(OIi).
This is an open subset of UIk . Then the image of Ok+1 under the map (7.5), denoted
by Ok, is the quotient of
O˜k ∶= OIk ⊔OIk+1 ⊔⋯ ⊔OIm ⊂ UIk ⊔⋯⊔UIm
On the other hand, O˜k is exactly the preimage of Ok under the quotient map. Hence
by the definition of the quotient topology, Ok is open. This show that (7.5) is a home-
omorphism onto an open subset. 
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Proof of Lemma 7.31. For each k, we would like to construct shrinkings U ′Ii ⊏ UIi for
all i ≥ k such that ∣A′k∣ is Hausdorff and the shrunk footprints F ′Ii contains F ◻Ii for all
i ≥ k. Our construction is based on a top-down induction. First, for k = m, ∣Am∣ ≃ UIm
and hence is Hausdorff. Suppose after shrinking ∣Ak+1∣ is already Hausdorff.
Choose open subsets F ′Ii ⊏ FIi for all i ≥ k such that
F ◻Ii ⊂ F ′Ii, X = ⋃
i≥k
F ′Ii ∪ ⋃
i≤k−1
FIi.
Choose precompact open subsets U ′Ii ⊏ UIi for all i ≥ k such that
ψIi(U ′Ii ∩ S−1Ii (0)) = F ′Ii, ψIi(U ′Ii ∩ S−1Ii (0)) = F ′Ii .
Then U ′Ii for i ≥ k and UIi for i < k provide a shrinking A′ of A. We claim that ∣A′k∣ is
Hausdorff.
Indeed, pick any two different points ∣x∣, ∣y∣ ∈ ∣A′k∣. If ∣x∣, ∣y∣ ∈ ∣A′k+1∣ ⊂ ∣A′k∣, then by the
induction hypothesis and Lemma 7.32, ∣x∣ and ∣y∣ can be separated by two open subsets
in ∣A′k+1∣. Then by Lemma 7.33, these two open sets are also open sets in ∣A′k∣. Hence
we assume that one or both of ∣x∣ and ∣y∣ are in ∣A′k∣ ∖ ∣A′k+1∣.
Case 1. Suppose ∣x∣ and ∣y∣ are represented by x, y ∈ U ′Ik . Choose a distance function
on UIk which induces the same topology. Let O
ǫ
x and O
ǫ
y be the open ǫ-balls in U
′
Ik
centered at x and y respectively. Then for ǫ small enough, Oǫx ∩Oǫy = ∅.
Claim. For ǫ sufficiently small, for all Ik ≼ Ii and Ik ≼ Ij, one has
πk+1(φIiIk(Oǫx ∩U ′IiIk)) ∩ πk+1(φIjIk(Oǫy ∩U ′IjIk)) = ∅.
Here the closures are the closures in UIi and UIj respectively.
Proof of the claim. Suppose it is not the case, then there exist a sequence ǫn → 0, Ik ≼ Ii,
Ik ≼ Ij, and a sequence of points
∣zn∣ ∈ πk+1(φIiIk(Oǫnx ∩U ′IiIk)) ∩ πk+1(φIjIk(Oǫy ∩U ′IjIk)) ⊂ ∣Ak+1∣.
Then ∣zn∣ has its representative pn ∈ φIiIk(Oǫnx ∩U ′IkIi) ⊂ UIi and its representative qn ∈
φIjIk(Oǫny ∩U ′IjIk) ⊂ UIj . Then pn⋎qn and without loss of generality, assume that Ii ≼ Ij.
Then pn ∈ UIjIi and qn = φIjIi(pn).
Choose distance functions di on UIi and dj on UIj which induce the same topologies.
Then one can choose xn ∈ Oǫnx ∩U ′IiIk and yn ∈ Oǫny ∩U ′IjIk such that
di(pn, φIiIk(xn)) ≤ ǫn, d(qn, φIiIk(yn)) ≤ ǫn. (7.6)
Since U ′Ii and U
′
Ij
are compact and pn ∈ U ′Ii, qn ∈ U ′Ij , for some subsequence (still indexed
by n), pn converges to some p∞ ∈ U ′Ii and qn converges to some q∞ ∈ U ′Ij . Then p∞ ⋎ q∞.
Moreover, by (7.6), one has
lim
n→∞
φIiIk(xn) = p∞, limn→∞φIjIk(yn) = q∞.
On the other hand, xn converges to x and yn converges to y. By the property of
coordinate changes, one has that x ∈ UIiIk , y ∈ UIjIk and
x ⋎ p∞ ⋎ q∞ ⋎ y.
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Since ⋎ is an equivalence relation and it remains an equivalence relation after shrinking,
x ⋎ y, which contradicts x ≠ y. End of the proof of the claim.
Now choose such an ǫ and abbreviate Ox = Oǫx, Oy = Oǫy. Denote
PIi = φIiIk(Ox ∩U ′IiIk) ⊂ U ′Ii, QIi = φIiIk(Oy ∩U ′IiIk) ⊂ U ′Ii
(which could be empty). They are all compact, hence
Pk+1 ∶= πk+1( ⊔
i≥k+1
PIi) ⊂ ∣Ak+1∣, Qk+1 ∶= πk+1( ⊔
i≥k+1
QIi) ⊂ ∣Ak+1∣
are both compact. The above claim implies that Pk+1∩Qk+1 = ∅. Then by the induction
hypothesis which says that ∣Ak+1∣ is Hausdorff, they can be separated by open sets
Vk+1,Wk+1 ⊂ ∣Ak+1∣. Write
π−1k+1(Vk+1) = ⊔
i≥k+1
VIi, π
−1
k+1(Wk+1) = ⊔
i≥k+1
WIi .
Define V ′Ii = VIi ∩U ′Ii, W ′Ii =WIi ∩U ′Ii and
V ′Ik ∶= Ox ∪ ⋃
Ik≼Ii
φ−1IiIk(V ′Ii) ∩U ′Ik , W ′Ik ∶= Oy ∪ ⋃
Ik≼Ii
φ−1IiIk(W ′Ii) ∩U ′Ik
and
V ′k ∶= πk(⊔
i≥k
V ′Ii) ⊂ ∣A′k∣, W ′k ∶= πk(⊔
i≥k
W ′Ii) ⊂ ∣A′k∣.
It is easy to check that V ′k and W
′
k are disjoint open subsets containing ∣x∣ and ∣y∣
respectively. Therefore ∣x∣ and ∣y∣ are separated in ∣A′k∣.
Case 2. Now suppose ∣x∣ is represented by x ∈ U ′Ik and ∣y∣ ∈ ∣A′k+1∣. Similar to Case 1,
we claim that for ǫ sufficiently small, for all Ik ≼ Ii, one has
∣y∣ ∉ πk+1(φIiIk(Oǫx) ∩U ′IiIk) =∶ PIi ⊂ U ′Ii.
The proof is similar and is omitted. Then choose such an ǫ and abbreviate Ox = Oǫx.
PIi are compact sets and so is
Pk+1 ∶= πk+1( ⊔
i≥k+1
PIi) ⊂ ∣Ak+1∣.
The above claim implies that ∣y∣ ∉ Pk+1. Then by the induction hypothesis, ∣y∣ and Pk+1
can be separated by open sets Vk+1 and Wk+1 of ∣Ak+1∣. By similar procedure as in Case
1 above, one can produce two open subsets of ∣A′k∣ which separate ∣x∣ and ∣y∣.
Therefore, we can finish the induction and construct a shrinking such that ∣A′∣ is
Hausdorff. Eventually the shrunk footprints still contain F ◻I . 
Now we can finish proving Theorem 7.28. Suppose ∣A∣ is Hausdorff. By the definition
of the quotient topology, the natural map UI ↪ ∣A∣ is continuous. Since UI is locally
compact and ∣A∣ is Hausdorff, a further shrinking can make this map a homeomorphism
onto its image. This uses the fact that a continuous bijection from a compact space
to a Hausdorff space is necessarily a homeomorphism. Hence the third condition for a
good coordinate system is satisfied by a precompact shrinking of A, and this condition
is preserved for any further shrinking. This establishes Theorem 7.28.
VIRTUAL CYCLES OF GAUGED WITTEN EQUATION 52
7.6. Perturbations. Now we define the notion of perturbations.
Definition 7.34. Let A be a good coordinate system on X .
(1) A multi-valued perturbation of A, simply called a perturbation, denoted by t,
consists of a collection of multi-valued continuous sections
tI ∶ UI m→ EI
satisfying (as multisections)
tJ ○ φJI = φ̂JI ○ tI ∣UJI .
(2) Given a multi-valued perturbation t, the object
s˜ = (s˜I = SI + tI ∶ UI m→ EI)
satisfies the same compatibility condition with respect to coordinate changes.
The perturbation t is called transverse if every s˜I is a transverse multisection.
(3) Suppose A is thickened by N = {(NJI ,EI;J) ∣ I ≼ J}. We say that t is N -normal
if for all I ≼ J , one has
tJ(NJI) ⊂ EI;J ∣NJI . (7.7)
(4) The zero locus of a perturbed s˜ gives objects in various different categories.
Denote Z = ⊔
I∈I
s˜−1I (0).
It is naturally equipped with the topology induced from the disjoint union of
UI . Denote by ∣Z ∣ ∶= Z/ ⋎ .
the quotient of Z , which is equipped with the quotient topology. Furthermore,
there is a natural injection ∣Z ∣ ↪ ∣A∣. Denote by ∥Z∥ the same set as ∣Z ∣ but
equipped with the topology as a subspace of ∣A∣.
In order to construct suitable perturbations of a good coordinate system, we need
certain tubular neighborhood structures with respect to coordinate changes. In our
topological situation, it is sufficient to have some weaker structure near the embedding
images.
Definition 7.35. Let A be a good coordinate system with charts indexed by elements
in a finite partially ordered set (I ,≼) and coordinate changes indexed by pairs I ≼ J ∈ I .
A thickening of A is a collection of objects
{(NJI ,EI;J) ∣ I ≼ J}
where NJI ⊂ UJ is an open neighborhood of φJI(UJI) and EI;J is a subbundle of EJ ∣NJI .
They are required to satisfy the following conditions.
(1) If I ≼K, J ≼K but there is no partial order relation between I and J , then
NKI ∩NKJ = ∅. (7.8)
(2) For all triples I ≼ J ≼K,
EI;J ∣φ−1
KJ
(NKI)∩NJI = φ̂−1KJ(EI;K)∣φ−1KJ(NKI)∩NJI .
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(3) For all triples I ≼ J ≼K, one has
EI;K ∣NKI∩NKJ ⊂ EJ ;K ∣NKI∩NKJ .
(4) Each (NJI ,EI;J) satisfies the (Tangent Bundle Condition) of Definition 7.20.
Remark 7.36. The above setting is slightly more general than what we need in our
application in this paper and the companion [TX]. In this paper we will see the following
situation in the concrete cases.
(1) The index set I consists of certain nonempty subsets of a finite set {1, . . . ,m},
which has a natural partial order given by inclusions.
(2) For each i ∈ I, Γi is a finite group and ΓI = Πi∈IΓi. UI = U˜I/ΓI where U˜I is a
topological manifold acted by ΓI . Moreover, E1, . . . ,Em are vector spaces acted
by Γi and the orbifold bundle EI → UI is the quotient
EI ∶= (U˜I ×EI)/ΓI , where EI ∶=⊕
i∈I
Ei.
(3) For I ≼ J , UJI = U˜JI/ΓI where U˜JI ⊂ U˜I is a ΓI-invariant open subset and the
coordinate change is induced from the following diagram
V˜JI //

U˜J
U˜JI
(7.9)
Here V˜JI → U˜JI is a covering space with group of deck transformations identical
to ΓJ−I = Πj∈J−IΓj; then ΓJ acts on V˜JI and V˜JI → U˜J is a ΓJ -equivariant
embedding of manifolds, which induces an orbifold embedding UJI → UJ and an
orbibundle embedding EI ∣UJI → EJ .
In this situation, one naturally has subbundles EI;J ⊂ EJ for all pairs I ≼ J . Hence a
thickening of such a good coordinate system is essentially only a collection of neighbor-
hoods NJI of φJI(UJI) which satisfy (7.8) and
S−1J (EI;J) ∩NJI = φJI(UJI).
Theorem 7.37. Let X be a compact Hausdorff space and have a good coordinate system
A = ({CI = (UI ,EI , SI , ψI , FI) ∣ I ∈ I}, {TJI ∣ I ≼ J}).
Let A′ ⊏ A be any precompact shrinking. Let N = {(NJI ,EI;J)} be a thickening of A and
N ′JI ⊂ U ′J be a collection of open neighborhoods of φJI(U ′JI) such that N ′JI ⊂ NJI. Then
they induce a thickening N ′ of A′ by restriction. Let dI ∶ UI ×UI → [0,+∞) be a distance
function on UI which induces the same topology as UI . Let ǫ > 0 be a constant. Then
there exist a collection of multisections tI ∶ UI m→ EI satisfying the following conditions.
(1) For each I ∈ I, s˜I ∶= SI + tI is transverse.
(2) For each I ∈ I,
dI(s˜−1I (0) ∩U ′I , S−1I (0) ∩U ′I) ≤ ǫ. (7.10)
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(3) For each pair I ≼ J , we have
φ̂JI ○ tI ∣U ′
JI
= tJ ○ φJI ∣U ′
JI
.
Hence the collection of restrictions t′I ∶= tI ∣U ′I defines a perturbation t′ of A′.
(4) t′ is N ′-normal.
Proof. To simplify the proof, we assume that we are in the situation described by
Remark 7.36. The general case requires minor modifications in a few places. Then the
subbundles EIb,Ia are naturally define over UIb.
We use the inductive construction. Order the set I as I1, . . . , Im such that
Ik ≼ Il Ô⇒ k ≤ l.
For each k, l with k < l, define open sets N−Il,k by
N−Il,k = ⋃
a≤k,Ia≺Il
NIlIa .
Define open sets N+Il,k inductively. First N
+
Im,k
= ∅. Then
N+Il,k ∶= ⋃
Il≺Ib
φ−1IbIl(NIb,k), NIl,k = N−Il,k ∪N+Il,k.
Replacing NJI by N ′JI in the above definitions, we obtain N
′
Il,k
⊂ U ′Il with
N ′Il,k ⊂ NIl,k.
If k ≥ l, define
NIl,k = UIl, N ′Il,k = U ′Il.
On the other hand, it is not hard to inductively choose a system of continuous norms
on EI such that, for all pairs Ia ≼ Ib, the bundle embedding φ̂IbIa is isometric. Given
such a collection of norms, choose δ > 0 such that for all I,
dI(x,S−1I (0) ∩U ′I) > ǫ, x ∈ U ′I Ô⇒ ∥SI(x)∥ ≥ (2m + 1)δ. (7.11)
Now we reformulate the problem in an inductive fashion. We would like to verify the
following induction hypothesis.
Induction Hypothesis. For a, k = 1, . . . ,m, there exists an open subset OIa,k ⊂ NIa,k
which contains N ′Ia,k and multisections
tIa,k ∶ OIa,k m→ EIa .
They satisfy the following conditions.
(1) For all pairs Ia ≼ Ib, over a neighborhood of the compact subset
N ′Ia,k ∩ φ−1IbIa(N ′Ib,k) ⊂ U ′IbIa ⊂ UIbIa
one has
tIb,k ○ φIbIa = φ̂IbIa ○ tIa,k. (7.12)
(2) In a neighborhood of N ′IbIa, the value of tIb,k is contained in the subbundle EIa;Ib.
(3) SIa + tIa,k is transverse.
(4) ∥tIa,k∥C0 ≤ 2kδ.
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It is easy to see that the k = m case implies this theorem. Indeed, (7.10) follows
from (7.11) and the bound ∥tIl,m∥ ≤mδ. Now we verify the conditions of the induction
hypothesis. For the base case, apply Lemma 7.17 to
M = UI1, C = ∅, D = UI1 ,
we can construct a multisection tI1,1 ∶ UI1 m→ EI1 making SI1+tI1 transverse with ∥tI1∥ ≤ δ.
Now we construct tIa,1 for a = 2, . . . ,m via a backward induction. Define
OIa,1 = NIa,1 = NIaI1 ∪ ⋃
Ia≺Ib
φ−1IbIa(NIb,1), a = 1, . . . ,m.
Then (7.12) determines the value of tIm,1 over the set
φImI1(UImI1) ⊂ NIm,1 = NImI1.
It is a closed subset of NIm,1, hence one can extend it to a continuous section of EI1;Im
which can be made satisfy the bound
∥tIm,1∥ ≤ (1 + 1m) δ.
Suppose we have constructed tIa,1 ∶ OIa,1 m→ EIa for all a ≥ l + 1 such that together with
tI1,1 they satisfy the induction hypothesis for k = 1 with the bound
∥tIa,1∥ ≤ (1 + m − lm ) δ.
Then we construct tIl,1 ∶ OIl,1 m→ EIl as follows. Given
zIl ∈ φIlI1(UIlI1) ∪N+Il,1 = φIlI1(UIlI1) ∪ ⋃
Il≺Ib
φ−1IbIl(NIb,1),
if zIl is in the first component, then define tIl,1(zIl) by the formula (7.12) for b = l, a = 1.
If zIl ∈ NIbIl ∩ φ−1IbIl(NIb,1) for some b, then define
tIl,1(zIl) = φ̂−1IbIl(tIb,1(φIbIl(zIl))).
It is easy to verify using the (Cocycle Condition) that these definitions agree over
some closed neighborhood of
φIlI1(U ′IlI1) ∪ ⋃
Il≺Ib
φ−1IbIl(N ′IbIl).
Then one can extend it to a continuous multisection of EI1;Il satisfying the bound
∥tIl,1∥ ≤ (1 + m − l + 1m ) δ.
Then the induction can be carried on and stops until l = 2, for which one has the bound
∥tI2,1∥ ≤ (1 + m − 1m ) δ ≤ 2δ.
The transversality of SIa + tIa,1 for a ≥ 2 follows from the fact that tIa,1 takes value
in EI1;Ia, the fact that SIa ∣NIaI1 intersects with EI1;Ia transversely along φIaI1(UIaI1),
and the fact that SI1 + tI1,1 is transverse. Hence we have verified the k = 1 case of the
induction hypothesis.
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Suppose we have verified the induction hypothesis for k − 1. For all a ≤ k − 1, define
OIa,k = OIa,k−1, tIa,k = tIa,k−1.
The induction hypothesis implies that we have a multisection
tIk,k−1 ∶ OIk,k−1 m→ EIk
such that SIk + tIk,k−1 is transverse and ∥tIk,k−1∥ ≤ (2k − 2)δ. Then apply Lemma 7.17,
one can obtain a multisection tIk,k defined over a neighborhood of U
′
Ik
= N ′Ik,k contained
in UIk = NIk,k such that SIk + tIk ,k is transverse, ∥tIk,k∥ ≤ (2k−1)δ, and tIk,k = tIk,k−1 over
a neighborhood of N ′Ik,k−1 which is smaller than OIk,k−1. Then by the similar backward
induction as before, using the extension property of continuous multi-valued functions,
one can construct perturbations with desired properties. The remaining details are left
to the reader. 
In our argument, condition (7.10) is crucial in establishing the compactness of the
perturbed zero locus. In the situation of Theorem 7.37, suppose a perturbation t′
is constructed over the shrinking A′ ⊏ A′′. Then for a further precompact shrinking
A′′ ⊏ A′, (7.10) remains true (with U ′I replaced by U ′′I ).
Proposition 7.38. Let A be a good coordinate system on X and let A′ ⊏ A be a
precompact shrinking. Let N be a thickening of A. Equip each chart UI a distance
function dI which induces the same topology. Then there exists ǫ > 0 satisfying the
following conditions. Let t be a multi-valued perturbation of s which is N -normal.
Suppose
dI(s˜−1I (0) ∩U ′I , S−1I (0) ∩U ′I) ≤ ǫ, ∀I ∈ I . (7.13)
Then the zero locus ∥(s˜′)−1(0)∥ is sequentially compact with respect to the subspace
topology induced from ∣A′∣.
Proof. Now for each x ∈ ∣A′∣, define Ix ∈ I to be the minimal element for which x can
be represented by a point x˜ ∈ U ′Ix .
Claim. Given I, there exists ǫ > 0 such that, for any perturbations s˜ that satisfy (7.13),
if xi ∈ ∥(s˜′)−1(0)∥ with Ixi = I for all i, then xi has a convergent subsequence.
Proof of the claim. Suppose this is not true, then there exist a sequence ǫk > 0 that
converge to zero, and a sequence of multi-valued perturbations tk satisfying
dI(s˜−1k,J(0) ∩U ′J , S−1J (0) ∩U ′J) ≤ ǫk, ∀J ∈ I (7.14)
and sequences of points x˜k,i ∈ s˜−1k,I(0) ∩ U ′I such that the sequence {xk,i = πA(x˜k,i)}∞i=1
does not have a convergent subsequence. Since x˜k,i ∈ U ′I which is a compact subset of
UI , for all k the sequence x˜k,i has subsequential limits, denoted by x˜k ∈ s˜−1k,I(0) ∩ U ′I .
Then since ǫk → 0, the sequence x˜k has a subsequential limit x˜∞ ∈ U ′I ∩ S−1I (0). Denote
x∞ = ψI(x˜∞) ∈ ψI(U ′I ∩ S−1I (0)) = F ′I ⊂ FI ⊂X.
Since all F ′I cover X , there exists J ∈ I such that x∞ ∈ FJ . Then by the (Overlapping
Condition) of the atlas A′, we have either I ≼ J or J ≼ I but J ≠ I. We claim that
the latter is impossible. Indeed, if x∞ = ψJ(y˜∞) with y˜∞ ∈ U ′J , then we have y˜∞ ∈ U ′IJ
and x˜∞ ∈ ϕ′IJ(U ′IJ). Then for k sufficiently large, we have x˜k in NJI . Fix such a large
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k, then for i sufficiently large, we have x˜k,i ∈ NJI . However, since the perturbation t isN -normal, it follows that x˜k,i ∈ ϕ′IJ(U ′IJ). This contradicts the assumption that Ixk,i = I.
Therefore I ≼ J . Then there is a unique y˜∞ ∈ U ′J ∩ S−1J (0) such that ψ′J(y˜∞) = x∞ and
y˜∞ = ϕJI(x˜∞). Then x˜∞ ∈ UJI . Therefore, for k sufficiently large, we have x˜k ∈ UJI and
we have the convergence
y˜k ∶= ϕJI(x˜k)→ y˜∞
since ϕJI is continuous. Since y˜∞ ∈ U ′J which is an open subset of UJ , for k sufficiently
large, we have y˜k ∈ U ′J . Fix such a large k. Then for i sufficiently large, we have
x˜k,i ∈ UJI ∩ ϕ−1JI(U ′J) ∩U ′I .
Hence we have y˜k,i ∶= ϕ′JI(x˜k,i) ∈ U ′J and
lim
i→∞
y˜k,i = y˜k.
Since the map U ′J → ∣A′∣ is continuous, we have the convergence
lim
i→∞
xk,i = lim
i→∞
πA′(y˜k,i) = πA′(y˜∞).
This contradicts the assumption that xk,i does not converge for all k. Hence the claim
is prove. End of the proof of the claim.
Now for all I ∈ I , choose the smallest ǫ such that the condition of the above claim
hold. We claim this ǫ satisfies the condition of this proposition. Indeed, let t be such
a perturbation and let xk be a sequence of points in ∥(s˜′)−1(0)∥. Then there exists an
I ∈ I and a subsequence (still indexed by k) with Ixk = I. Then by the above claim, xk
has a subsequential limit. Therefore ∥(s˜′)−1(0)∥ is sequentially compact. 
7.7. The virtual cardinality and invariance. In the application of the virtual tech-
nique in this paper, we only consider two situations: 1) the index of the problem is
zero; 2) the index of the problem is zero or one and the charts are all manifolds. Then
the discussion of the topology of the perturbed zero locus is very simple. In the general
situation, for a transverse multi-valued perturbation, the perturbed zero locus has the
structure of a weighted branched manifold.
Indeed, let A be a good coordinate system of virtual dimension zero and let t be a
transverse multi-valued perturbation for which the perturbed zero locus is sequentially
compact. Let ∣x∣ ∈ ∣A∣ be a zero. Then over each chart CI which contains a representative
xI ∈ UI of ∣x∣, we have a local representative
s˜I(x) = [s1I(x), . . . , slI(x)].
The orientation of the atlas provides a number ǫi ∈ {1,−1,0}, such that if siI(xI) ≠ 0,
then ǫi = 0. Then define the multiplicity of this zero xI by
m(∣x∣) = 1
l
l∑
i=1
ǫi.
One can verify thatm(xI) is independent of the local representative, and is independent
of the representative xI of ∣x∣. Then we define the virtual cardinality of A by
#A = ∑
∣x∣∈∣Zt∣
m(∣x∣) ∈ Q.
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The compactness of ∣Zt∣ implies that this sum is finite and hence #A is a finite number.
Moreover, if the charts are all manifolds, then transversality can be achieved by single-
valued perturbations. Therefore, in that case, the virtual cardinality is an integer.
Lastly we expect that the virtual cardinality is independent of various choices. This
requires to consider virtual dimension one case, and we assume that the charts are
all manifolds. Consider a good coordinate system A of virtual dimension one with
boundary on a space X . Then there is a natural closed subset ∂X ⊂X and a boundary
atlas ∂A on ∂X which has virtual dimension zero without boundary. If A is oriented,
then ∂A has an induced orientation.
Proposition 7.39. Let A be an oriented good coordinate system of dimension 1 with
boundary on a space X. Suppose all charts of A are manifolds. Then #(∂A) = 0.
Proof. Over ∂A one can find a transverse single-valued perturbation whose perturbed
zero locus is a compact zero-dimensional manifold. The counting with signs of the
zeroes is equal to #(∂A). Moreover, the topological transversality theorem (Theorem
7.7) allows us to extend the perturbation to a single-valued transverse perturbation on
A, whose perturbed zero locus is still compact. Then the perturbed zero locus of A
is a compact oriented one-dimensional manifold whose boundary is the perturbed zero
locus of ∂A, with the induced orientation. Hence #(∂A) = 0. 
The general method to prove the virtual cardinality is independent of choices is to
construct a good coordinate system on the product X × [0,1], such that two different
systems of choices can be made homotopic to each other. Then the above proposition
implies the independence.
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