The ability to traverse unknown, rough terrain is an advantage that legged locomoters have over their wheeled counterparts. However, due to the complexity of multi-legged systems, research in legged robotics has not yet been able to reproduce the agility found in the animal kingdom. In an effort to reduce the complexity of the problem, researchers have developed single-legged models to gain insight into the fundamental dynamics of legged running. Inspired by studies of animal locomotion, researchers have proposed numerous control strategies to achieve stable, one-legged running over unknown, rough terrain. One such control strategy incorporates energy variations into the system during the stance phase by changing the force-free leg length as a sinusoidal function of time. In this research, a one-legged planar robot capable of implementing this and other state-of-the-art control strategies was designed and built. Both simulated and experimental results were used to determine and compare the stability of the proposed controllers as the robot was subjected to unknown drop and raised step perturbations equal to 25% of the nominal leg length. This study illustrates the relative advantages of utilizing a minimal-sensing, active energy removal control scheme to stabilize running over rough terrain.
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Introduction
Animals' ability to effortlessly adapt to rough terrain has inspired roboticists in their quest to build legged machines capable of agile locomotion in natural environments. A first step in the design and understanding of complex multilegged systems has been the development of single-legged hopping robots. The study of single-legged robots has enabled researchers to focus on system design and controllers that result in stable running rather than concentrating on complex leg coordination schemes [1] . Despite having a single leg, studies of such robots have been pivotal in improving the understanding of fundamental locomotion principles for multi-legged robots and animals, and have influenced the design and control strategies utilized in four-and six-legged robotic systems capable of dynamic locomotion in an outdoor environment [1] [2] [3] .
The first single-legged hopping robot was developed by Matsuoka to model repetitive hopping in humans [4] and achieved 'in place hopping' in a reduced gravity environment. In the following years, Raibert and the MIT Leg Lab pioneered the study of running machines, leading to the development of both two-and three-dimensional one-legged hopping robots [5, 6] . These robots utilized full state information and a map of the environment to achieve stable running over known terrain; however, the actuation schemes utilized a pneumatic power system, which was not particularly efficient nor suited for operation outside of the lab. In an effort to improve overall efficiency, Buehler and other researchers employed low-power dc motors in their robots and incorporated an energy efficient control strategy [7, 8] .
Previous research on hopping robots has primarily examined performance on flat terrain, terrain with known obstacles, and/or robots with extensive sensor configurations and computationally intensive control algorithms [9] . However, in order to fully exploit the advantages offered by legged locomotion, it is necessary for such robots to be able to negotiate unknown, rough terrain in a manner comparable to their animal counterparts. In this regard, recent animal locomotion studies have provided new insight into the strategies animals utilize in robust locomotion over varying terrain. For example, locomotion studies of the cockroach B. discoidalis have demonstrated that cockroaches and other insects rely largely on the intrinsic properties of their legs, rather than neural feedback, to recover from changes in terrain or externally applied perturbations [10, 11] . Additionally, drop step perturbation studies performed on guinea fowl have demonstrated that posture-dependent leg actuation can maintain locomotion stability in the presence of unknown obstacles [12] . These studies have motivated researchers to create biomimetic robots with reduced onboard sensing [13] . Reducing the number of sensors is advantageous because it reduces the weight of the robot, lowers the computational load, decreases power consumption, increases hardware robustness, and lessens the overall complexity. Furthermore, the excess computational power resulting from a minimal-sensing system can be utilized for higher-level tasks such as navigation, path planning, and human-robot interaction. For these reasons, if autonomy is desired, minimal sensing becomes an attractive trait to complement the ability of traversing unknown, rough terrain.
The purpose of the current investigation is to examine the performance of low-level control strategies identified from recent animal experiments [11, 12] in a robotic instantiation, as compared to previously developed legged locomotion control strategies. The primary novelty of the controller examined in this study lies in its judicious combination of feed-forward leg actuation and low-bandwidth feedback control of the leg touch-down (TD) angle to model the posture-dependent leg actuation strategy employed by guinea fowl. In a companion study, the authors demonstrated (via simulations of a reduced-order locomotion model) that this strategy effectively captures the energy changes that occur during stance in posture-dependent leg actuation while yielding locomotion performance on par with its animal counterpart over step changes in ground height. While other legged robots have employed leg actuation to modify system energy [6, 7] or have prescribed leg motion in a feed-forward manner [2, 13] , this control strategy is, to the best of the authors' knowledge, the first that explicitly attempts to combine such strategies to model posture-dependent leg actuation. Because the strategy employed actively performs negative work during each stance phase [14] , the outcome of this study could also demonstrate that a trade-off exists between energy efficiency and disturbance rejection. Ultimately, due to the feed-forward nature of the proposed actuation protocol and the simplicity of the sensing requirements, the efficacy of this low-level control strategy could greatly simplify the higher-level control design in future legged robots. In such a design, the higher-level controller would only need to modulate the actuation levels on a longer timescale, as conditions warrant, thereby freeing up processing power for other higher-level tasks.
In this paper, the stability of the control approaches, which will be introduced in section 3, is compared and analyzed both in simulation and on a physical system. Section 4 describes the design and construction of a one-legged hopping robot utilized to test the effectiveness of active energy removal (AER) (and other) control strategies. A description of the simulation and results used to select appropriate control parameters is described in section 5. Section 6 presents the experimental results from the physical system and compares those results to the simulation. Finally, section 7 gives concluding remarks, including directions for future research.
Background
Bioinspiration from animal locomotion
Locomotion over rough terrain has generally been thought of as a complex task that requires significant neural feedback in order to coordinate movements and manage interaction with the environment [15, 16] , yet the results of recent animal locomotion studies suggest otherwise [11] . Recent studies of guinea fowl and cockroaches running over varied terrain have provided an improved understanding of the recovery mechanisms animals employ in response to these changes in environment.
The results of experiments in which running guinea fowl encounter an unexpected drop in terrain suggest that posturedependent leg actuation, i.e. changes in the leg length and angle employed by the animal at TD, is used to manage the magnitude and sign of energy changes observed during the subsequent stance phase [12] . In this manner, running guinea fowl are able to recover from unexpected drops in terrain of up to 40% of their hip height. In locomotion experiments over terrain consisting of randomly placed blocks (with block heights as large as three times the hip height), cockroaches evidence only a 20% decrease in speed and no significant difference in the level or pattern of muscle activation, as compared to locomotion on flat terrain. Interestingly, a leg that does not make contact with the ground does not stop and search for a foothold, but instead continues to retract and exhibit muscle activation levels similar to that observed if it were in contact with the ground [11] . This observed behavior suggests that muscle activation and leg motion are not governed by neural feedback during a stance phase, but are instead prescribed in a clock-like manner. However, the subsequent delay in leg protraction that occurs after a missed step suggests that neural feedback occurs on a longer timescale to modulate muscle activation levels [11] .
These experimental results suggest that the robust locomotion performance observed may result from the use of a hierarchical control structure. In this hypothesized control structure, the prescribed feed-forward leg function is responsible for rejection of small disturbances, with neural reflexes serving to modulate muscle activation and leg function only in the presence of large or persistent disturbances, such as changes in slope or substrate. This hypothesis was recently examined for reduced-order locomotion dynamics in the vertical plane utilizing the spring-loaded inverted pendulum (SLIP) model [14] , which has been shown to accurately reproduce steady-state locomotion dynamics for a wide range of animals of varying size and morphology [17, 18] . As the nondimensional parameters of the model remain approximately constant for animals of varying sizes, the strategies employed by both guinea fowl and cockroaches were utilized as inspiration for the lower-level control strategy implemented in simulation. Specifically, leg angle changes at TD and length changes at lift-off (LO) were utilized to manage energy variations, similar in nature to the strategy employed by guinea fowl. While the leg angle change at TD was determined via feedback on a stance-to-stance basis, actuation of the force-free leg length was prescribed in a feed-forward fashion during each stance phase, as described in detail in section 3.3. Simulations of the reduced-order model with these low-level control strategies evidenced recovery from drops in terrain height of up to 40% [14] , similar to the performance achieved by guinea fowl [12] . The robust locomotion performance evidenced by use of these simple control strategies, both in animals and reduced-order model simulations, motivates the current investigation into their performance in a robotic instantiation.
Reduced-order modeling of animal locomotion
Reduced-order running models such as the SLIP have been utilized to help researchers understand the fundamentals of legged locomotion [19] . While the equations of motion for these models are simple, they are capable of reproducing the center of mass (COM) trajectories and ground reaction force profiles evidenced by the majority of running animals [17] . With the insight gained from studying 'templates', such as the SLIP model, researchers began to create legged robots capable of stable locomotion with minimal feedback [20] .
In the conservative SLIP template, the body is modeled as a point mass m mounted on a massless leg of variable length ζ with an axially elastic, laterally rigid linear spring that has a spring constant k and a force-free length of l o . Locomotion is constrained to occur within the sagittal plane, and each stride is comprised of a stance and flight phase, as depicted in figure 1 . The stance phase begins when the leg, extended at its force-free length l o , touches the ground at an angle β TD n , measured positive in a clockwise fashion from the foot TD point. In this paper, variable subscripts denote the stride number, while superscripts identify variables at leg TD and LO events. The foot placement point is modeled as a momentfree pin joint and remains fixed for the duration of the stance phase. The body begins the stance phase with a TD velocity magnitude v TD n and direction δ TD n , with the direction measured positive in a clockwise manner from the local horizontal axis. The body moves forward under the influence of gravity and its own momentum, compressing and expanding the elastic spring, until the force developed in the spring returns to zero. At this instant, the leg is lifted from an angle β LO n , measured positive in a counter-clockwise fashion from the foot . The position of the COM during stance is identified in polar coordinates by (ζ , ψ), and its evolution is governed by the following equations of motion [21] :
where g represents gravity and l = l o for the conservative SLIP template. The flight phase is modeled using simple ballistic dynamics.
Control approaches
While many control strategies for one-legged robots exist, three basic control approaches are considered for implementation on the physical system in this paper. These approaches include: a minimal-sensing version of a Raibert controller, which serves as a 'control case' due to its history in legged robot control [1] ; 'swing leg retraction', a more recent bioinspired control strategy [22] ; and a new bioinspired controller, dubbed 'active energy removal', based upon the previous work of Schmitt and Clark [14] .
Fixed impulse
Raibert and his colleagues at CMU and the MIT Leg Lab pioneered the idea of decoupled control laws in running robots [5] . To achieve forward running and balance, control laws were developed that separately stabilized each of the following states: apex height, forward velocity, and body attitude. Even though these motions in the physical system were dynamically coupled, their research approach assumed that the control laws could be designed and governed independently.
The apex height controller compensated for energy losses by providing an impulse of a fixed amount of energy into the system each stride, beginning at maximum leg compression. This constant amount of energy addition, the magnitude of which could be controlled by a human operator, resulted in a steady-state hop height proportionate to the quantity of energy added.
Forward velocity was controlled by utilizing a leg angle control law designed to yield foot contact at the predicted midpoint of the upcoming stance, as defined by
whereẋ is the forward velocity from the previous stance, T s is the previous stance time, V des is a parameter that influences forward velocity, K is a gain selected to maximize stability, and l 0 is the nominal leg length [1] . The body attitude control law utilized a gyroscope and hip torques to maintain the body in an upright position; however, this control law can be disregarded in the current study because the body attitude of the physical robot is held constant by a boom. This is also not a problem for four-and six-legged systems. While the fixed impulse controller was one of Raibert's early formulations, it is one that can easily be adapted to a minimal-sensing controller.
The sensing of three events (LO, TD, and maximum compression) is necessary for implementation of this controller, as shown in figure 2(a).
Swing leg retraction
More recently, Seyfarth et al introduced an alternative control scheme in which leg motion is prescribed during the flight phase to model the ground speed matching employed by running animals [22] . In this formulation, the leg is retracted at a constant angular velocity beginning at the apex of the flight phase. As a result, the leg orientation α(t) does not remain constant during the flight phase as in the original SLIP model, as depicted in figure 1 , but is instead governed by
where α R is the retraction angle (angle of the leg with respect to the ground at apex), ω R is the constant angular speed of leg retraction, and t APEX is the time at apex. Because the swing leg retraction model is conservative, the equations of motion during stance and flight are identical to those of the conservative SLIP template, equations (1) and (2) . In this study, this controller will be referred to as the 'swing leg retraction' controller. The sensing of three events (LO, TD, and apex) is necessary for implementation of this controller, as shown in figure 2(b).
Active energy removal
Inspired by the feed-forward muscle activation utilized by cockroaches running over rough terrain, Schmitt introduced a scheme to modulate the system energy during stance by varying the force-free leg length, l, as
where l 0 represents the nominal leg length, l dev is the maximum deviation from the nominal leg length and t des is a timing-based mechanism for leg actuation [14, 21] . In this formulation, t denotes the time elapsed from the beginning of the current stance phase, such that t = 0 at each leg TD. In this approach, energy is removed from the system by leg actuation during leg compression and is added to the system during leg extension. For a periodic orbit, symmetry in ζ andζ about mid-stance ensures that the energy absorbed during the first half of the stance phase equals that added during the latter half, such that the energy at LO equals that at TD. However, this symmetry is destroyed in the presence of external perturbations, such as those that would naturally occur when running over rough terrain. In these instances, the leg LO event can occur earlier or later than that of the periodic orbit, thereby directly affecting the amount of energy added back into the system during the extension phase. For stance phases with durations larger than t des , such as those that would be associated with a speed lower than the desired average forward velocity, the increased leg extension duration results in a net energy increase, thereby increasing the system velocity. The converse is also true for stance phase durations smaller than t des , such that this strategy automatically serves to stabilize the system velocity. This strategy for controlling the system energy is novel in that the leg actuation is prescribed in a feed-forward fashion and does not change in response to transient variations in the environment, and the actuation strategy actively removes energy at the beginning of each stance phase, potentially sacrificing energy efficiency for improved stability and robustness.
The leg actuation protocol of equation (5), which is intended to stabilize the COM velocity, was paired with an adaptive leg TD angle control law previously developed to improve heading angle stability [21, 23] . As demonstrated in our companion study [14] , the inclusion of this leg angle control law is critical for stable locomotion. While including leg actuation can help stabilize the COM velocity, stabilization of the heading angle requires prescribed changes in the leg TD angle in response to perturbations away from the periodic orbit. Two different versions of this control law have been studied, as described in [14, 21, 23] . Version 1 (v1) of this control law is given by
The second version (v2) of this control law is a generalization of the first and adds an additional control parameter:
where β LO n , β TD n , and β TD des correspond to the previous leg LO angle, the previous TD angle, and the desired TD angle. The constants c, c 1 , and c 2 are the control parameters, and c 3 = 1 − c 2 − c 1 for conservative, symmetric periodic orbits on level ground. For convenience, this controller will be referred to as the 'active energy removal' (AER) controller. The sensing of two events (LO and TD) is all that is necessary for implementation of this controller, as shown in figure 2(c).
Design
This section describes the mechanical design, electronic development, and construction of a physical system built to experimentally determine the comparative effectiveness of the AER control strategy.
Platform design
Evaluating the effectiveness of the proposed control strategies requires a robot with the following capabilities and characteristics.
(i) Motion must be restricted to the sagittal plane.
(ii) To emulate SLIP model as closely as possible, the robot mass should be concentrated at or near the hip joint. (iii) Sensors must be present to detect LO and TD events. (iv) The leg must be actuated to enable length variations as a function of time and placement at a commanded angle with respect to the ground.
For ease of physical implementation and testing, the robot is designed to maintain the physical characteristics of a 30% scale human runner.
Key values such as mass, spring stiffness, and leg length were obtained by dynamically scaling the values of a human runner. Dynamic scaling (as opposed to geometric scaling) results in the new system having scaled dynamic characteristics of the original system [24] , and ensures that the dynamic stability properties of the original system are preserved [25, 26] . The scaled parameters are shown in table 1. 
Experimental setup
To ensure that motion is restricted to the sagittal plane, the robot is attached to a boom that pivots about a fixed point in the center of a level, carpeted floor and can pivot up and down. A large-diameter boom consisting of an aluminum shaft (5.715 cm outer diameter and 1 mm wall thickness) was used to reduce flexing and allowed the hip motor to be mounted inside the boom. Variation of the force-free leg length is achieved via a crank slider mechanism, as illustrated in figure 3 . In this design, a brushed dc motor at the top of the leg turns a crank of length l dev , the crank is coupled to a linkage arm, and the linkage arm is joined to a linearly constrained slider. This mechanism converts rotary to linear motion, allowing the position of the slider, and therefore the force-free leg length, to be varied by rotating the motor shaft. The nominal leg length, l 0 , is defined as the leg length when the slider is halfway between its shortest and longest positions.
At the bottom of the slider is a fixed linear bearing, with a movable rod passing through it. The rod passes through the center of the leg spring and connects to the foot, resulting in a 'coilover' spring configuration. The linear bearing allows the rod to travel smoothly, thus reducing losses during spring compression. The foot houses a simple plunger type switch, which serves as a ground contact sensor.
The 'toe', which represents the only part of the robot that contacts the ground during locomotion, consists of an aluminum hemisphere with a linear slide that attaches to the foot. The travel of the slide is limited to slightly less than the throw of the ground contact sensor switch, which prevents the weight of the robot from being placed on the switch.
A custom electrical infrastructure was developed to control the robot. The resulting system is approximately 32 cm 3 when placed on a PCB. It operates at 400 MHz and can easily control two motors in a PD loop at 2 KHz while simultaneously storing state and 32 bit encoder position data. Each motor can draw up to 9 A continuous current, at up to 50 V. The electronics were permanently mounted and soldered on a perfboard to enhance system robustness and reduce the occurrence of random errors.
The actuators on the robot consist of the leg angle actuation (hip) motor and the leg length actuation (crank) motor. The hip motor serves only to reset the hip angle during flight and does not add or remove energy from the system. The crank motor is the only actuator used to control system energy.
The sensors can be divided into two categories: critical and auxiliary. The critical sensors are those required by the robot/controller to operate. Any particular controller investigated in this study does not necessarily require all of the critical sensors listed. The auxiliary sensors represent those that were added for safety and additional data acquisition purposes.
Critical sensors. A simple momentary plunger type switch was used to detect ground contact, TD and LO events. When the switch is closed, the robot is in stance phase; when the switch is open, the robot is in flight phase. Encoders on each of the motors provide shaft position data, enabling measurement of leg TD and LO angles.
Auxiliary sensors. Encoders were placed on the boom to measure the forward velocity and vertical height of the robot during operation. Safety cut-off switches were added for development purposes to detect when the leg angle was too large. These physical switches protected the robot from being damaged by turning off the motor drivers via a latching relay in the event that the hip motor rotated too far.
Simulation
Prior to experimentation with this experimental platform, it is necessary to determine which of the many possible permutations of controllers should be utilized, and which control parameter set should be employed for each approach. This section describes the design, implementation, and results of a numeric simulation developed to answer these questions. In addition to simulation calibration and controller comparisons, the effects of mechanical system damping are also considered.
Methods
Numerical simulations of the controllers presented in section 3 are performed using the Runge-Kutta integrator, ode45, from Matlab. Simulations are performed on terrain with step changes in ground height (both up and down) equal to 25% of nominal leg length, and the resulting locomotion performance is analyzed from a stability perspective. Both drop and raised step perturbations were chosen to simulate the natural variations in rough terrain that could be expected while operating in an outdoor environment.
Simulations employed equations of motion for a nonconservative formulation of the SLIP model formulation, as described bÿ
where ζ is the leg length, ψ is the leg angle from vertical, l is the force-free leg length, m is the mass, b linear is the linear damping, and b rotational is the rotational damping of the hip joint. During flight the simulation uses simple ballistic dynamics, and all losses due to air resistance are neglected.
Simulation parameters and tuning.
Simulations were performed for a 30% scale human runner and were modeled after the physical system. As discussed in section 4, design points for basic physical properties of the robot were obtained through dynamic scaling. However, to develop an accurate Some system parameters, including linear damping, b linear , and rotational damping, b rotational , are difficult to measure directly. These values were determined by comparing simulation results to robot data. To improve accuracy, a motor model and four-bar linkage device were implemented in the simulation to emulate the drive-train of the physical robot. This added an additional free parameter to the simulation, gear efficiency g eff , that was able to account for losses in the drive mechanisms by scaling the speed-torque slope of the motor.
Values for these parameters were determined by recording data from four different settings with two different controllers on the robot and comparing the results to the simulation. A comparison was made using six characteristics for the resulting motion pattern, or gait, resulting from each controller setting. The traits compared were the following: TD angle, LO angle, minimum stance height, apex height, forward velocity, and crank actuator angle at LO. A brute force search was run utilizing simulations to determine values for b linear , b rotational , and g eff that minimized the sum of the squares of the percent difference between robot and simulation results. To implement a motor model, the torque exerted on the crank motor by the four-bar linkage was calculated. This torque was then used to determine the maximum speed the crank motor could turn at that instant by utilizing the, assumed linear, speed-torque slope of the motor. Table 3 shows the specifications for the motor and gear assembly used. V rated is the rated voltage of the motor, V operating is the operating voltage, ω no load is the no-load speed, and τ stall is the stall torque.
To accurately represent the physical system, (5), the equation describing leg length actuation, was replaced with an equation incorporating the four-bar linkage:
where l is the force-free leg length, l dev is the maximum deviation from nominal leg length, θ is the angle made by the crank measured from the 3 o'clock position, l cup is the coupler length of the four-bar mechanism, and l C is a constant defined by
where l 0 is the nominal leg length, and l spring is the force-free length of the spring.
Controller modifications
Each of the controllers presented in section 3 had to be modified to accommodate the non-conservative nature of the physical system and/or the fact that the robot is minimal sensing. The following sections describe what adaptations were made to each controller.
Fixed thrust.
To enable implementation on the physical system, a minimal-sensing version of the fixed impulse controller described in section 3.1 is proposed. Due to the impracticality of administering a true impulse, a 'fixed thrust' (FT) controller that extends the leg as fast as possible to a constant desired length is instead utilized. The desired length will be a control parameter, θ des , which will be a constant angle that the leg length actuation motor tries to obtain during stance. Our minimal-sensing robot has no easy way to detect the maximum compression and actual forward velocity. Therefore, for the leg angle control law, maximum compression is assumed to occur when the leg is perpendicular to the ground. Additionally, a forward velocity estimate is made by using the angle swept by the leg during stance, β LO n − β TD n , and the stance time, T s .
Actuated swing leg retraction.
The original swingleg retraction formulation was developed for the conservative SLIP model [22] and as such had no energy addition/removal mechanism.
To enable recovery from the energetic perturbations of this study required incorporating an actuation strategy into the model. This was accomplished by utilizing the four-bar mechanism already employed by the robot to extend the leg length during stance.
Active energy removal.
The leg length actuation control law examined in [14] requires a mechanism that varies the force-free length of the spring. While the physical system cannot directly vary the force-free length of the spring, it is capable of varying the force-free length of the leg, which is equivalent in this context.
Choosing optimal controller parameters
Free parameters within each control strategy were optimized with respect to the average decay ratio of the apex height and forward velocity over four strides immediately following a perturbation in the ground height. Determining the decay ratio for a given set of parameters first required identifying a periodic orbit. To identify a periodic orbit, the equations of motion were simulated until both apex height and forward velocity were equivalent at the beginning of each stride. Parameters for which the gait did not converge to a stable, period-1 gait were discarded. After determining a stable periodic gait, a decrease in terrain height was introduced, and the apex height and forward velocity at the apex of the next five hops were recorded. Periodic gaits were also subjected to an equivalent increase in terrain height and the subsequent performance was recorded. The decay ratio of hop height for each apex was defined as
where z ss is the steady-state apex height (adjusted for the step perturbation) and apex i is the apex height of the ith hop since the perturbation. The decay ratio was calculated for both apex height and forward velocity after both a drop step and the raised step perturbation. The four decay ratios calculated for a particular drop step or raised step perturbation were averaged to achieve the average decay ratio utilized in the results. Only gaits with an average decay ratio less than 1 were considered when identifying optimal gaits. Gait stability was measured using the average decay ratio of the first four hops following a perturbation. This approach was used rather than calculating the eigenvalues of the linearized return map because the decay ratio can be measured on the physical system as well as in simulation, thereby enabling direct comparisons between simulation and the physical system. Additionally, this stability metric better reflects the disturbances encountered while running over rough terrain where the first few hops after a large perturbation are most important, since eigenvalues are a measure of the stability of a gait for small perturbations near steady state, whereas the average decay ratio is an indicator of the slope of the basin of attraction's walls for large perturbations.
To find the optimal parameters for each controller, a brute force search was used. The AER v1, fixed impulse, fixed thrust, and swing leg retraction controllers have a three-dimensional parameter space that is searched relatively quickly. Version 2 of the AER controller has a fourdimensional parameter space, but the viable parameters are small enough that the time required for a full search remains reasonable. The ranges for the parameter space were chosen with multiple methods. The parameters c, c1, c2, K, and V des where chosen by first searching a broad range at a coarse granularity. The results from the coarse search were used to determine reasonable values for the finer search. Parameters such as β des , t des , θ des , and α r were chosen by physical limitations of the system and/or the nature of the system (for details of the procedure followed see [27] ).
A minimum steady-state foot apex height (distance between the ground and the foot) was enforced in the optimal gait search. This was done to ensure that the physical system was capable of resetting the leg angle during flight and had ample clearance of the step up in terrain height; otherwise the system may not reach the step at its apex. With a step height of 7.62 cm, approximately 25% of the nominal leg length, the minimum apex height of the foot required for a gait was set at 10.16 cm.
Simulation results and discussion
This section presents the simulation results for each of the control strategies, compares similar controllers, and ultimately discusses the selection of controllers that were subsequently implemented on the physical system. It should be noted that these control laws are not designed to explicitly control performance criteria such as hop height, speed, stability, efficiency, etc, but that these are emergent behaviors from a choice of control parameters. Although some controllers (in particular fixed impulse/thrust) attempt to control individual performance metrics directly, these approaches are at best approximations due to the coupled dynamics of motion. More elaborate control laws could be developed to create a more direct mapping from a control parameter to a particular performance criterion, but which performance criterion to choose remains an implementation-specific question. Figures 5-8 were created by first placing each resulting body motion, or gait, found in the brute force parameter search in a velocity 'bin'. A velocity bin contains a collection of gaits that fall into a specified velocity range. In this study, 16 bins were utilized between the minimum and maximum velocities identified for each controller. After organizing the gaits into bins, the gait with the lowest average decay ratio was identified for each bin and plotted, resulting in the stability versus velocity graph. Each data point on these plots represents the 'optimal' gait for a particular controller, in a given velocity range.
Simulation-based comparison of the two versions of the AER controller, the fixed impulse and FT controllers, and variations of the actuated swing leg retraction controller are considered in the following sections. 
Comparison of AER v1 and v2 controllers.
Although in general AER v2 is more stable than AER v1, as shown in figure 5 and table 4, the AER controllers v1 and v2 are, for this hopper, functionally equivalent to each other in that their minimum average decay ratios are similar over most of the velocity range. Table 4 presents the measured gait characteristics for a single gait from figure 5 and illustrates that these characteristics are almost equivalent for both controller implementations. Because version 2 of the controller added a fourth dimension to the control parameter space with no apparent improvement in the decay ratio of this study, only Crank actuator angle at LO 262 262 deg version 1 of the AER controller was implemented on the physical system.
Comparison of fixed impulse and fixed thrust.
While not quite equivalent, figure 6 illustrates that the stability trend of the minimal-sensing fixed thrust controller is similar to that of the fixed impulse controller proposed by Raibert. Although the fixed impulse controller is more stable at low velocities, the performance of the fixed thrust controller exceeds that of the fixed impulse controller as it is capable of performing at higher velocities, and the stability results obtained at these higher velocities are better than those of the fixed impulse controller at any velocity. Additionally, a true impulse was not capable of being achieved in the robotic instantiation of the fixed impulse controller, and as such, would likely have data points that fall somewhere between the simulated points shown in figure 6 . For these reasons, the fixed thrust controller should serve as a valid basis of comparison for gauging the relative performance of the AER controller.
Actuated swing leg retraction.
Although effective in energetically conservative systems, the swing leg retraction controller has difficulties with large raised step perturbations due to over-extension of the hip angle at apex. While the leg retracts after the instant of apex, a raised step perturbation decreases the time duration from apex to ground contact, resulting in leg contact with the ground at a larger φ (hip angle from vertical). This results in a decrease in both the TD velocity and the heading angle and often results in the simulated robot falling backward off of the step. To adapt swing leg retraction for non-conservative systems, it was simulated with various forms of leg length actuation during the stance phase: FT, AER and fixed velocity. Neither the FT nor the AER methods of actuation combined with the swing leg retraction control law resulted in gaits that satisfied the stability criteria outlined in section 5.3. However, stable gaits were identified utilizing a fixed-velocity actuation protocol in combination with swing leg retraction. The fixedvelocity actuation protocol extends the leg length at a constant rate, without actively removing any energy, beginning at TD. As a basis of comparison, the AER controller was simulated with fixed-velocity actuation as well. By doing this, a direct comparison can be made between the adaptive leg TD angle control law described by (6) and the swing leg retraction control law.
As seen in figure 7 , swing leg retraction is stable in a narrower range of forward velocities. Furthermore, in the range of velocities in which the two controllers overlap, the adaptive leg TD angle control law results in gaits that are more stable than swing leg retraction. This supports the findings detailed by Schmitt and Clark in [14] concerning swing leg retraction utilizing leg length actuation during the stance phase. In light of these results, and due to swing leg retraction requiring an additional sensor, this controller was not implemented on the physical system. leg retraction offers no advantage over the adaptive leg angle control law in terms of stability, despite requiring the addition of an apex sensor. Considering these results, only the AER v1 controller and the fixed thrust controller were chosen for implementation on the physical system. As shown in figure 8 , a direct comparison of these control approaches in simulation suggests that the AER v1 controller is more stable than the fixed thrust controller at low velocities, but at higher velocities gait stability obtained by the use of the two controllers begins to become more similar.
The trends observed in figure 8 suggest that at higher forward velocities, the system might not need to actively remove as much energy to maintain good disturbance rejection properties. As the AER controller only adds energy during leg extension, for a fixed starting crank angle an upper bound exists on the amount of energy that can be added in a given stance phase. At higher speeds, the amount of energy removed via system damping alone increases, thereby reducing the control authority of the AER controller. This results in the decrease in the performance exhibited at higher speeds. While not examined in this study, the performance of the AER controller could be improved at higher velocities by modifying the phase of the leg actuation using a different starting crank angle. This directly affects the net system energy change for each stance phase and enables more control authority, and better performance, at higher speeds.
Alternatively, a hybrid controller could also be developed. This formulation would employ the adaptive leg angle control law that actively removes energy up to a forward velocity of about 1 m s −1 as per the 'X's in figure 8 , then switch to actively removing zero energy for faster gaits, like the high-velocity gaits indicated by triangles in figure 7 to improve performance at higher speeds. However, the detailed development or characterization of a hybrid controller is beyond the scope of this study.
The prospect of a hybrid controller, however, inspires an analysis of stability as a function of system damping, velocity, and the amount of energy actively removed from the system. Each subplot in figure 9 shows the 'optimal' gaits for a system with x% of system damping, where 100% equals the amount of damping in the experimental system discussed in section 4. The stable gaits were divided into forward velocity bins (vertical axis of each subplot), and the minimum average decay ratio for each bin is color mapped, with black being the lowest (best), the lightest shade being the highest, with a full spectrum in between. All average decay ratio values plotted are between 0 and 1. The horizontal axis of each subplot is the crank actuator starting position and corresponds to the amount of energy actively removed. Zero on the horizontal axis is the normal starting position for the AER controller and corresponds to the maximum amount of energy removed. The rightmost value on the horizontal axis is zero energy actively removed. This is the same as the 'fixed velocity' actuation, discussed in 5.4.3. Figure 9 suggests that the fastest gaits are those with system damping between 20% and 60%, while the most stable gaits occur when system damping is between 100% and 140%. It also shows that as system damping increases, maximum obtainable forward velocity decreases and stability increases. The white triangles indicate the most stable gait for each damping value and show that this occurs with maximum AER, regardless of system damping. By examining individual plots, the implication is that while the most stable gait actively removes the maximum amount of energy, that gait is not much more stable (in some cases) than the gaits that have a higher forward velocity as a result of actively removing zero energy. For example, when system damping is 120%, the highest forward velocity with maximum AER is 0.9 m s −1 , with an average decay ratio of 0.3. However, with zero AER, the highest forward velocity is 1.5 m s −1 , with an average decay ratio of 0.5. This suggests that AER is not always desirable (if a high forward velocity is more important than the maximum stability), and that by altering the starting crank angle of an AER implementation, a trade-off can be achieved between stability and both speed and energetic efficiency.
Experimental results
For reasons discussed in section 5.4, only the AER v1 and fixed thrust controllers were implemented on the physical robot. Three parameter sets where chosen from figure 8 for each controller for comparison purposes: those resulting in a low-, medium-, and high-velocity motion pattern, or gait. Each of these gaits was examined on the robot for step perturbations (both up and down) equal to 25% of the nominal leg length. Experimental results were then compared to the predictions of the simulation.
Comparison of simulated and experimental results
This section compares the experimental results with simulation predictions for both controllers while undergoing both drop and raised step perturbations. Results are illustrated through the use of figures detailing the COM height versus time. A stride number of −1 or 0 indicates hops prior to encountering the perturbation, whereas a stride number of 1 or greater designates recovery hops after the step perturbation.
AER-v1 controller.
The simulation predicted the robot's behavior fairly well on the three 'optimal' gaits tested, as determined by comparing the root centered mean squared error (RCMSE) [28] between the robot and the simulation height at apex to the standard deviation in the measured apex height. For each gait, the RCMSE was found to be less than one standard deviation of the measured data. However, the robot did exhibit some period-2 tendencies that were not evident in simulation. Also, the steady-state apex height of the robot on the step does not agree with the steady-state apex height off the step. This is believed to be the result of the track and steps being comprised of different materials and topped with different surfaces. Regardless, the averaged physical data have a strong correspondence to the simulation, as shown in figures 10 and 11 and table 5.
Fixed thrust controller.
As illustrated in table 5, the simulation predicted the robot's behavior, with the RCMSE of apex height between the robot and simulation found to be less than the standard deviation in experimental results. As with the AER controller, the steady-state apex height of the robot on the step does not agree with the steady-state apex height off the step. Again, this is believed to be the result of the track and steps being comprised of different materials and topped with different surfaces. However, the apex height still seems to fit the same decay profile as the simulation.
Controller comparison
A graphical comparison of the recovery rates of the AER v1 and fixed thrust controllers following both drop and raised step perturbations is shown in figure 12 and details for all of the experimental gaits are included in table 6. The low-, mid-and high-speed gaits were examined from each controller. The three gaits are at slightly different velocities since the method of gait selection (described in detail in section 5.4) found the most stable gait for each controller within a velocity bin rather than arbitrarily selecting gaits at a certain forward velocity. In addition, unmodeled factors on the experimental system and sampling error also lead to variation in the observed running velocity. Welch's t-test was used to compare gaits of similar velocities. As shown in the last column of table 6, for the lowand mid-speed gaits, the AER controller can be said to produce more stable gaits with greater than 99% confidence. However, at high speeds, the stability of the fixed thrust controller greatly improves, such that there is only 87% confidence that the AER controller provides more stable gaits.
Summary of experimental results
Section 6.1 showed that the experimental results matched the simulation predictions adequately for both the AER controller and the fixed thrust controller. Despite some inconsistencies in apex height, the decay trend seems to match the simulation in both the apex return map and the apex height versus stride number figures. The stance time was the only other recurring dissimilarity in all of the tables, with the physical system stance time always being longer than the simulation predicted. This can be explained by foot slip at TD by the physical system. When the foot slips, it delays the TD as far as the COM is concerned, despite triggering a TD event in the software via the ground contact switch. This would result in stance times that appear to be longer than expected. Section 6.2 illustrated that as predicted by the simulation, the AER controller stabilizes faster than the fixed thrust controller for the gaits tested, when traversing over both drop and raised step perturbations equal to 25% of the nominal leg length.
Conclusions
This study examines the efficacy of a recently developed bioinspired control strategy 'active energy removal' [14] , previously demonstrated in simulation to be capable of effectively recovering from significant terrain variations, in a robotic instantiation. To this end, a minimal-sensing SLIP model-based hopping robot was developed for implementation of both the proposed control strategy and other established legged locomotion controllers. Controller performance was compared in both non-conservative SLIP model simulations and the experimental platform for locomotion over step changes in ground height (up and down) equal to 25% of the nominal leg length.
Non-conservative SLIP model simulations were conducted with system parameters set to values characteristic of the physical robot. System parameters were determined via direct measurement and minimization of the error between simulation results and locomotion gait characteristics of the actual robot. Simulations of the resulting model revealed that an active energy removal controller, using a leg actuation strategy identical to that employed in a non-conservative swing leg retraction controller, outperformed the associated swing leg retraction controller in terms of recovery rate from step perturbations in ground height. Simulation comparisons of the active energy removal controller to a modified, minimal-sensing version of a classic Raibert locomotion controller also illustrated improved recovery rates with the difference in the decay ratio decreasing as the forward speed increased.
Additionally, a preliminary investigation, utilizing the validated simulations, was conducted to elucidate the relationship between system damping, stability, forward velocity, and the amount of energy actively removed. Results of this investigation show that while 'optimal' gait stability is attained with active energy removal, gaits that do not actively remove energy can exhibit decreased stability but forward velocities almost twice those of the optimal gaits. This result lends credence to the notion that a trade-off exists between energy efficiency and disturbance rejection, and suggests that active energy removal should be favored in those instances when stability concerns outweigh possible improvements in the forward velocity.
The controller parameters identified in simulation were subsequently examined on the physical robot for both the active energy removal controller and the FT Raibert controller. Locomotion performance of the hopping robot over step changes in ground height (both up and down) revealed that the active energy removal controller was able to easily and quickly recover from the imparted disturbances in terrain, attesting to the feasibility of this control strategy in a real-world system. The locomotion experiments with this robotic instantiation both validated the simulation results and illustrated that the active energy removal controller was able to recover quicker than the minimal-sensing, FT Raibert controller from the imparted step changes in terrain height examined in this study.
One avenue for future work includes examining and comparing the individual components of each control strategy. For example, comparison of FT and active energy removal leg angle control laws, when implemented in conjunction with the same leg actuation strategy, would allow for independent comparison of the leg actuation control strategies. Such an investigation could lead to the development of hybrid controllers, such as those identified in section 5.4.4. Additionally, an investigation into determining the optimal total amount of energy removal (both passively and actively) required for fast, stable locomotion would provide insight into the energy adjustments required to accommodate persistent changes in terrain types and conditions. Finally, investigating how changes in leg actuator phasing, via the starting crank angle, affect net energy variations at varying speeds could be useful in developing higher-level strategies for adapting leg function to different substrates (i.e. mud or sand).
Ultimately, the results of this study provide support for the hypothesis, described in the introduction, that the low-level control strategies evidenced in animal experiments may have relevance for improving stability and disturbance rejection in legged robots. As stated previously, this has potential implications for future legged robot design, especially in regards to the necessity of high-bandwidth feedback control for fast and robust locomotion.
