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STATIONARY DIRECTED POLYMERS AND ENERGY SOLUTIONS
OF THE BURGERS EQUATION
MILTON JARA1 AND GREGORIO R. MORENO FLORES2
Abstract. We consider the stationary O’Connell-Yor model of semi-discrete directed
polymers in a Brownian environment in the intermediate disorder regime and show
convergence of the increments of the log-partition function to the energy solutions of
the stochastic Burgers equation.
The proof does not rely on the Cole-Hopf transform and avoids the use of spectral
gap estimates for the discrete model. The key technical argument is a second-order
Boltzmann-Gibbs principle.
1. Introduction, Model and Results
1.1. KPZ equation and Stochastic Burgers equation. The Kardar-Parisi-Zhang
equation [33], or KPZ equation, was introduced in the physics literature as a model
for interface motions in generic situations. The typical physical set-up is the following:
suppose we have a thin physical system where a stable and a meta-stable phase can
coexist and suppose both phases are separated by an interface. We are concerned with
the behaviour of such an interface as the stable phase invades the meta-stable region.
The first thing one observes is a net motion of the interface, meaning that it has in
average a non-zero velocity. At a closer look, we can observe very intricate fluctuations
with an atypical order of magnitude of t1/3 and highly non-Gaussian statistics. Assuming
that the position of the interface can be (locally) described by a height function h(t, x),
the authors of [33] conclude that its dynamics is governed by the equation
∂th = ν∂
2
xh+ λ |∂xh|2 +
√
DW ,
where W is a space-time white noise and ν, λ and D are constants that depend on
the precise model under consideration. In particular, the quantity
√
D represents the
intensity of the noise which, in the terminology of [45], represents the random back and
forth between the two phases.
Perhaps the most accurate experimental realization of this dynamics is given by the
growing interfaces in liquid crystal turbulence (see [46] and references therein). There, a
thin film of turbulent liquid crystal is kept out of thermal equilibrium. Then, a seed of
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the stable phase is created and grows as a cluster. The statistics of the fluctuation of the
interface separating the two phases match the theoretical predictions with spectacular
accuracy.
The KPZ equation constitutes a particular representative of a huge family of models
known as the KPZ universality class. These models are characterized by displaying cube-
root fluctuations which laws rescale to non-Gaussian distributions that first appeared in
random matrix theory. Despite their complicated nature, some of these models have
even explicit laws that allow for fine asymptotic analysis. The study of these models has
generated an huge body of work in the mathematics and physics communities that is
impossible to summarize in a concise way. We refer the reader to the reviews [15], [12]
and [47] for a recent exposition of the state of the art.
Here, we will not be concerned with the ‘integrable’ nature of the KPZ universality
class but will instead focus on a particular model which, in a very precise regime, rescales
to the KPZ equation. The emergence of KPZ as scaling of discrete models first appeared
in the work [7] for the weakly asymmetric exclusion process, the main representative of
the so-called weakly asymmetric limits. This type of limit has since then appeared in
many contexts, for instance [5, 17, 18, 32] among others. Our setting is an example of
a different kind of limit, the intermediate disorder regime, first observed in [2] (see also
[38, 13]).
The KPZ equation has two ‘avatars’: the stochastic Burgers equation and the sto-
chastic heat equation. Letting u = ∂xh be the slope of h, we can see that u satisfies the
equation
∂tu = ν∂
2
xu+ λ∂xu
2 +
√
D∂xW .(1)
This is known as the stochastic Burgers equation. The notion of solutions for the KPZ
and Burgers equation is mathematically very delicate. In the KPZ equation, the best
space regularity one can expect is that of a Brownian motion. As such, its first derivative
is a genuine distribution and its square requires a very careful treatment to be properly
defined. Burgers equation of course shares a similar problems and is in fact distribution-
valued.
An early solution to this issue consisted in taking a clever non-linear transform of h
which removes the non-linear part of the equation: let Z(t, x) = exp
{
λ
ν
log h(t, x)
}
.
Then, Z satisfies the equation
∂tZ = ν∂
2
xZ +
λ
√
D
ν
ZW ,(2)
known as the stochastic heat equation (SHE). This equation can be solved by ad-hoc
methods and, then, the solution to KPZ can be ‘defined’ as h(t, x) =
ν
λ
logZ(t, x). This
is the so-called Cole-Hopf solution to the KPZ equation which can be traced back at least
to [7]. Although this provides a notion of solution which is useful for many purposes
(such as showing the convergence of a wide family of discrete models), it is unsatisfactory
in the sense that it does not show that h actually satisfies an equation. We will come
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back to the Cole-Hopf solution in the next section as it provides a natural link between
KPZ/Burgers/SHE and directed polymers.
In recent years, more robust theories of existence and uniqueness of KPZ/Burgers
equation have emerged. The first one [26] was pioneered by M. Hairer and lead to the
development of the theory of regularity structures [27]. This theory allows to give a solid
notion of solution for a wide family of singular stochastic PDEs as well as providing a
framework to prove the convergence of discrete models [28, 8].
This breakthrough was shortly followed by an existence and uniqueness theory for
KPZ/Burgers in the framework of paracontrolled distributions [22]. As in the case of
regularity structures, this theory can be used to treat other stochastic PDEs beyond KPZ
[9] and is amenable to show the convergence of discrete models [10, 35]. Furthermore,
this theory can be succesfully applied to the KPZ equation on the whole real line [41].
A third approach is provided by the theory of energy solutions introduced in [17]
and further developed in [20]. In this approach, Burgers equation is formulated as a
martingale problem. Uniqueness for this weak formulation on the whole line was proved
in [23]. Since [17], this approach was successfully applied to show the convergence of
many discrete models to the KPZ/ Burgers equation [18, 19, 14, 32]. One substantial
advantage is that it requires very weak quantitative estimates. So far, this theory is
mainly restricted to the stationary setting (see however [24, 25]). Let us go back to (1).
If λ = 0, the equation becomes a linear stochastic heat equation with additive noise. Its
solutions are explicit, Gaussian and have the spatial white noise as an invariant measure.
One remarkable fact is that this invariant measure is preserved by the addition of the
non-linear term. In the KPZ setting, the white noise initial condition corresponds to a
double-sided Brownian motion. Of course, even if at fixed times the spatial distribution
of the process is fairly simple, the time-correlations are extremely complicated. This will
be the context considered in this work.
1.2. The Cole-Hopf transformation, the Stochastic Heat Equation and Di-
rected Polymer. The Cole-Hopf transform provided a way to give a meaning to the
solutions of the KPZ equation in terms of the solutions of the SHE. For the SHE, solu-
tions can be described by means of a chaos expansion, taking advantage of the particular
structure of the equation [47]. This also provided a starting point to show the conver-
gence of discrete models which themselves satisfy a discrete version of the Cole-Hopf
transform, for instance the exclusion process [7, 5] (for which the discrete Cole-Hopf
transform dates back to [16]), directed polymers [2, 38] which are naturally formulated
at the level of the SHE, one-dimensional random walks in vanishing random environ-
ments [13] and weakly asymmetric bridges [34] among others. Once again, we point the
reader to the reviews [12] and [47] for a more detailed summary of the field.
This approach has two limitations. First, as it actually proves convergence to the
SHE, it does not in principle provide convergence to KPZ/Burgers (regardless of the
way these are interpreted). For instance, it does not allow to obtain direct convergence
to Burgers equation for the occupation field of the exclusion process as in [17] although
it can be used to show convergence of its height function to the Cole-Hopf solution of
KPZ. Second, this approach relies heavily on the availability of a discrete Cole-Hopf
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transform which is not available for relevant models such as the Sasamoto-Spohn model
[42] or the coupled diffusions considered in [14].
These difficulties can be circumvented using the theories described in the previous
section. The works [28, 8] provide a general framework to treat discrete models in
the context of regularity structures. In the framework of paracontrolled distributions,
the work [22] was successful in giving a first proof of the convergence of the periodic
Sasamoto-Spohn model and the works [10, 35] developed robust arguments to treat
stochastic PDEs on the lattice. In the context of energy solutions, speed-change exclusion
dynamics was treated in [17, 18], interacting diffusions in [14] and the Sasamoto-Spohn
model on the whole line in [32]. In all these last examples, direct convergence to Burgers
equation for the fluctuation field is proved.
One interesting fact about the Cole-Hopf solution is that it gives a direct link between
directed polymers and the KPZ/SHE equation. Consider the SHE (2) with initial con-
dition Z(0, ·) = δ0 and assume for a moment that the potential W is smooth. Then,
Feynman-Kac formula yields the explicit solution (with D = 1 and λ = ν = 1
2
)
Z(t, x) = Ex
[
e
∫ t
0
W (t−s,bs) ds
]
,(3)
where Ex is the expectation with respect to the law of a Brownian bridge (bs : 0 ≤ s ≤ t)
with b0 = 0 and bt = x. As such, Z can be viewed as the partition function of a directed
polymer model where the energy of a path is given by H(b) =
∫ t
0
W (s, bs) ds. These
directed polymers in random environment were introduced in the physics literature as a
model for the roughening of interfaces in random environment [31]. They have been the
object of a vast body of mathematical work since then (see [11] for a recent monograph
on the subject). When W is taken as a white noise, it is possible to give a sense to (3)
(see [47]) and even to a continuum polymer measure [3].
1.3. Semi-discrete Directed Polymers in a Brownian Environment and the
Main Result. Polymer models are defined by specifying a path space and an environ-
ment. We will work exclusively with the model of Directed Polymers in a Brownian
Environment introduced in [40]. In this case:
• Polymer paths are nondecreasing ca`dla`g paths x : [0, t] → N with nearest-
neighbor jumps, x(0) = 1, and x(t) = n. A path can be coded in terms of its
jump times 0 = s0 < s1 < · · · < sn−1 < sn = t.
• The environment consists of a family of independent double-sided one-dimensional
standard Brownian motions {B(j)(·) : j ≥ 1} with B(j)(0) = 0.
At level j, the path collects the increment B(j)(sj−1, sj) = B(j)(sj) − B(j)(sj−1). The
partition function in a fixed Brownian environment is defined as
Zβ(t, n) =
∫
0<s1<···<sn−1<t
exp β
[
B(1)(0, s1) +B
(2)(s1, s2) + · · ·+B(n)(sn−1, t)
]
ds1,n−1.
for (n, t) ∈ N× [0,∞), where ds1,n−1 is a short-hand notation for ds1 · · · dsn−1.
We will be mainly concerned with a stationary version of the model: enlarge the
environment by adding another Brownian motion B(0) independent of {B(j) : j ≥ 1}
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and introduce a new parameter θ ∈ (0,∞). The stationary partition function is defined
as
Zβ,θ(t, n) =
∫
−∞<s0<s1<···<sn−1<t
exp
[
βB(0)(s0) + θs0 + β
{
B(1)(s0, s1) + · · ·+B(n)(sn−1, t)
}]
ds0,n−1,
for n ≥ 1 and Zβ,θ(t, 0) = exp{βB(0)(t) + θt}. Here, stationarity refers to a specific
property of the model highlighted in [40]: define
uβ,θ(t, j) = logZβ,θ(t, j)− logZβ,θ(t, j − 1), j ≥ 1.
Then, for all t ≥ 0, {uβ,θ(t, j) : j ≥ 1} is an i.i.d. family with
e−uβ,θ(t,j) ∼ β2Gamma(β−2θ).
In other words, if we denote bymβ,θ the law of− logX−log β2 where X ∼ Gamma(β−2θ)
and µβ,θ = m
⊗N
β,θ , then µβ,θ is the stationary measure of the process {uβ,θ(·, j) : j ≥ 1}.
The processes Zβ,θ, hβ,θ = logZβ,θ and uβ,θ can be seen as semi-discrete stationary ver-
sions of the stationary SHE, KPZ and Burgers equations respectively. The link between
Zβ,θ and the SHE can be seen as a rigorous version of the Feynman-Kac formula (3). It
turns out that these processes actually satisfy lattice versions of these equations. In the
case of Burgers, an application of Itoˆ’s formula shows that uj(·) = uβ,θ(·, j) satisfies the
system of stochastic differential equations
duj =
(
e−uj − e−uj−1) dt+ β (dB(j)t − dB(j−1)t )
A naive Taylor expansion suggests that e−uj − e−uj−1 ≃ (uj−1 − uj) + 12(u2j − u2j−1). In
an appropriate skew scaling, the discrete gradient uj−1−uj becomes a second derivative
while the difference of squares is reminiscent of the term ∂xu
2 in (1). We will show that
this is indeed the case although it does not follow from such a simple argument. It is
actually the core of our proof. The system above was already observed in [44]. Note that
complicated non-linearities leading to Burgers equation where considered in the works
[29, 30] and later in [21] in the context of energy solutions. The works [30] and [21]
deal with general examples of weakly asymmetric scaling. Our work is an example of
intermediate disorder scaling. The reference [29] deals with both settings. One advantage
of the energy solution approach is that it allows to consider models on the whole real
line although only in equilibrium.
We can state our result: denote uβ,θ by u
n whenever β = n−1/4 and θ = 1 + 1
2
√
n
with
stationary initial condition. We fix once for all an increasing diverging sequence (an)n
such that lim
n→∞
an√
n
= 0. Let ρn := E[u
n] and define the fluctuation field X n acting on
test functions by
X nt (ϕ) =
∑
j
(un(tn, j)− ρn)ϕ( j−nt−an
√
n√
n
).
Theorem 1. The sequence of processes (X nt : t ∈ [0, T ])n≥1 converges in distribution in
C([0, T ],S ′(R)) to the unique energy solution of the Burgers equation
∂tu =
1
2
∂2xu+ c∂xu−
1
2
∂xu
2 + ∂xW ,(4)
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where c ∈ R is an explicit constant and W is a space-time white noise.
Remark 1. It is reasonable to expect a non-trivial transport term as there are several
sources of asymmetry in the model. First, our scaling was meant to properly normalize
the partition function. As such, its logarithm is slightly off-center. Second, the direction
(1, 1) is not exactly the characteristic direction or, equivalently, to force it to be char-
acteristic, a more careful choice of constants has to be made (see [43, 39]). Of course,
both settings are asymptotically equivalent. Finally, this model can be seen as a system
of coupled diffusions in the highly non-symmetric potential V (u) = e−u − 1 + u. This is
another source of asymmetry. The precise value of c can be obtained by careful book-
keeping along the proof. We found it to be − 9
10
. In any case, this transport term can
be removed by a change of coordinates in the equation and, at the discrete level, with a
more careful centering of the test functions.
Remark 2. The sequence (an)n is introduced to deal with the fact that the discrete
model is defined only for j ≥ 1. For any compactly supported test function, the fluctu-
ation field will then be well defined for n large enough. As the system is stationary, this
correction is harmless.
Remark 3. We note that the result above can be easily generalized to systems of SDEs
of the type
duj = (V
′(uj−1)− V ′(uj)) dt+ β
(
dB
(j)
t − dB(j−1)t
)
,
where V is a real-valued function which is quadratic at 0 and has appropriate growth
at ±∞, provided the dynamics above can be properly defined. The existence of the
dynamics is a difficult question (see [36] for results in this direction). In our case (where
V (u) = e−u − 1 + u), the interpretation of the system (4) in terms of directed polymers
settles the issue but, in general, this connection is lost. We will not consider such a
general framework in this article.
1.4. Structure of the Article. In Section 2, we recall the notion of energy solutions
of Burgers equation. In Section 3, we carefully state the system of SDEs satisfied by the
model, identify its different components and give a martingale interpretation. In Section
4, we present some useful estimates on the moments of the discrete model. In Section
5, we prove the dynamical estimates which are the core of our proof. In particular, we
prove the second order Boltzmann-Gibbs principle in Section 5.2. In Section 6, we prove
the tightness of the fluctuation field and identify its limit in Section 7. The Appendix
contains additional estimates needed in Sections 6 and 7.
1.5. General Notations. Recall that we fixed an increasing diverging sequence (an)n
such that lim
n→∞
an√
n
= 0. For test functions ϕ, we define
ϕnj = ϕ(
j−nt−an√n√
n
),
∇nϕnj =
√
n
2
(ϕnj+1 − ϕnj−1)
∆nϕnj =
n
2
(ϕnj+1 + ϕ
n
j−1 − 2ϕnj ).
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Note that, even though the discretization depends on the value of t, we remove it from
the notation as no confusion will arise. For sequences (ϕj)j (resp. test functions ϕ), we
define
En(ϕ) = 1√
n
∑
j
ϕ2j , E(ϕ) =
∫
ϕ2(x) dx.
We denote the law of the stationary process un by Pn and expected value with respect to
Pn by En. As such, u
n will be simply denoted by u, which can be seen as the canonical
process under the law Pn. Note that, in this context, β
−2θ =
√
n + 1/2. We denote by
mn the law of − logX + 12 log n where X ∼ Gamma(
√
n + 1/2) and µn = m
⊗N
n which,
according to the previous discussion, turns out to be the stationary measure for u. As
usual, C denotes a positive constant whose value may change from line to line.
2. Energy solutions of the Burgers equation
We will present the basics of the theory of energy solutions of the stochastic Burgers
equation as it was introduced in [17] and further developed in [20, 23] (see also [19, 24,
25]). Recall we are concerned with the equation
∂tu =
1
2
∂2xu+ c∂xu−
1
2
∂xu
2 + ∂xW ,(5)
where W is a space-time white noise, i.e. a distribution-valued centered Gaussian process
with covariance E[W (t, x)W (s, y)] = δ(t−s)δ(y−x). More precisely, W acts on L2(R+×
R) in such a way that the random variables {W (f) : f ∈ L2(R+ × R)} are jointly
Gaussian with covariance
E [W (f1)W (f2)] =
∫
R+×R
f1(t, x)f2(t, x) dxdt, f1, f2 ∈ L2(R+ × R).
Due to the singularity of the noise, solutions to (5) can only be expected to be distribution-
valued in space. The main difficulty then consists in giving a consistent meaning to the
term ∂xu
2. As we will see below, it is possible to make sense to this expression as a
space-time distribution.
We start with a definition:
Definition 1. We say that a process {ut : t ∈ [0, T ]} satisfies condition (S) if, for all
t ∈ [0, T ], the S ′(R)-valued random variable ut is a white noise of variance 1.
For a process {ut : t ∈ [0, T ]} satisfying condition (S), 0 ≤ s < t ≤ T , ϕ ∈ S(R) and
ε > 0, we define
Aεs,t(ϕ) =
∫ t
s
∫
R
ur(iε(x))
2∂xϕ(x)dxdr
where iε(x) = ε
−11(x,x+ε].
Definition 2. Let {ut : t ∈ [0, T ]} be a process satisfying condition (S). We say that
{ut : t ∈ [0, T ]} satisfies the energy estimate if there exists a constant κ > 0 such that:
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(EC1) For any ϕ ∈ S(R) and any 0 ≤ s < t ≤ T ,
E
[∣∣∣∣∫ t
s
ur(∂
2
xϕ) dr
∣∣∣∣2
]
≤ κ(t− s)E(∂xϕ),
(EC2) For any ϕ ∈ S(R), any 0 ≤ s < t ≤ T and any 0 < δ < ε < 1,
E
[∣∣Aεs,t(ϕ)−Aδs,t(ϕ)∣∣2] ≤ κ(t− s)εE(∂xϕ).
We state a key theorem proved in [17] which allows to give a sense to the quadratic
term in (5):
Theorem 2. Assume {ut : t ∈ [0, T ]} satisfies (S) and (EC2). Then, there exists an
S ′(R)-valued stochastic process {At : t ∈ [0, T ]} with continuous paths such that
At(ϕ) = lim
ε→0
Aε0,t(ϕ),
in L2, for any t ∈ [0, T ] and ϕ ∈ S(R).
We are now ready to formulate the definition of an energy solution:
Definition 3. We say that {ut : t ∈ [0, T ]} is a stationary energy solution of the
stochastic Burgers equation (5) if
1.- {ut : t ∈ [0, T ]} satisfies (S), (EC1) and (EC2).
2.- For all ϕ ∈ S(R), the process
ut(ϕ)− u0(ϕ)− 12
∫ t
0
us(∂
2
xϕ) ds− c
∫ t
0
us(∂xϕ) ds−At(ϕ)
is a martingale with quadratic variation tE(∂xϕ), where A is the process from
Theorem 2.
3.- For all ϕ ∈ S(R), the process
uT−t(ϕ)− uT (ϕ)− 12
∫ t
0
uT−s(∂2xϕ) ds+ c
∫ t
0
uT−s(∂xϕ) ds+AT (ϕ)−AT−t(ϕ)
is a martingale with quadratic variation tE(∂xϕ).
Existence of energy solutions was proved in [17]. Uniqueness was proved in [23].
3. System of SDEs and the Martingale Decomposition
An application of Itoˆ’s formula shows that, under Pn, the collection {uj : j ≥ 1}
satisfies the system of SDEs:
duj = (Wj−1 −Wj) dt+ β
(
dB
(j)
t − dB(j−1)t
)
, j ≥ 2,
du1 = (−β
2
2
−W1) dt+ β
(
dB
(1)
t − dB(0)t
)
,
where Wj = 1 − e−uj and β = n−1/4. As it will be noticed later, En[Wj ] = −β2/2.
Writing W j = Wj − En[Wj ] and setting W 0 = 0, the system above can be summarized
as
duj =
(
W j−1 −W j
)
dt+ β
(
dB
(j)
t − dB(j−1)t
)
, j ≥ 1.
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The initial condition is taken as
uj(0) = − logXj + 1
2
log n, j ≥ 1,
where (Xj)j is an i.i.d. family of Gamma(
√
n + 1/2) random variables. Hence, the
generator of this dynamics acts on smooth cylindrical functions as
L =
β2
2
∑
j
(∂j − ∂j−1)2 +
∑
j
(W j−1 −W j)∂j
=
β2
2
∑
j
(∂j − ∂j−1)2 +
∑
j
W j(∂j+1 − ∂j),
where ∂j = ∂/∂uj . Remembering the definition of the density field
X nt (ϕ) =
∑
j
(uj(tn)− ρn)ϕnj ,
Dynkin’s formula implies that
Mnt (ϕ) = X nt (ϕ)− X n0 (ϕ)−
∫ t
0
(∂s + nL)X ns (ϕ) ds = β
∫ t
0
∑
j
∇nϕnj dB(j)s
is a martingale with quadratic variation
〈Mn(ϕ)〉t = β
2
2
∫ t
0
∑
j
(∇nϕnj )2ds.
Note that the time integral cannot be removed as the discretization of ϕ depends on
time. By integration-by-parts, we can formally obtain L∗, the adjoint of L in L2(µn):
L∗ =
β2
2
∑
j
(∂j − ∂j−1)2 −
∑
j
W j(∂j+1 − ∂j).
This allows us to identify the symmetric and anti-symmetric parts of the generator:
S =
L+ L∗
2
=
∑
j
{
β2
2
(∂j+1 − ∂j)2 − 1
2
W j (∂j+1 + ∂j−1 − 2∂j)
}
A =
L− L∗
2
=
1
2
∑
j
W j (∂j+1 − ∂j−1).
With this at hands, we can properly decompose the dynamics: remembering β = n−1/4,
the symmetric part corresponds to
Snt (ϕ) =
∫ t
0
nSX ns (ϕ) ds =
1
2
∫ t
0
∑
j
W j(sn)∆
nϕnj ds
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while the anti-symmetric part corresponds to
Bnt (ϕ) =
∫ t
0
(∂s + nA)X ns (ϕ) ds
=
∫ t
0
√
n
∑
j
{
W j(sn)∇nϕnj − (uj(sn)− ρn)∂xϕnj
}
ds.
4. Static Estimates
We briefly recall some facts about the Gamma and log-Gamma distributions. If X ∼
Gamma(ν), then
P [X ≥ x] = 1
Γ(ν)
∫ ∞
x
yν−1e−ydy,
where Γ(ν) =
∫∞
0
yν−1e−ydy is the Gamma function. By explicit computations,
E[X ] = ν and Var[X ] = ν.
Now, if we take β = n−1/4, θ = 1 + 1/(2
√
n) and let ν = β−2θ =
√
n + 1/2, we obtain
En[W ] = En[1− e−u] = − 1
2
√
n
= −β
2
2
,
Varn[W ] = Varn[e
−u] =
1√
n
+
1
2n
= β2θ,
as, under Pn, e
−u ∼ β2X with X ∼ Gamma(√n+1/2). Here, Varn denotes the variance
with respect to Pn. On the other hand, for X ∼ Gamma(
√
n + 1/2),
P
[− logX − log β2 ≥ x] = 1
β2νΓ(ν)
∫ ∞
x
e−νy−β
−2e−ydy,
from where we can compute
En [u] = −Ψ0(
√
n + 1
2
) and Varn [u] = Ψ1(
√
n+ 1
2
),
with Ψ0 = Γ
′/Γ and Ψ1 = Ψ′0. Asymptotics of these functions are known [1]:
Ψ0(x) = log x− 1
2x
+O
(
1
x2
)
, Ψ1(x) = O
(
1
x
)
, as x→∞.
From this, we conclude that
En[u] = − 1
2
√
n
+O
(
1
n
)
and Varn[u] = O
(
1√
n
)
.
The following lemma provides bounds for higher moments:
Lemma 1. Let F be a locally bounded function such that |F (x)|e−c|x| is bounded for
some constant c > 0 and such that there exists C > 0, a > 1 and k ≥ 1 such that
|F (x)| ≤ C|x|k, ∀ x ∈ [−a, a].
Then, there exists C ′ > 0 such that
En[|F (u)|] ≤ C ′n−k/4.
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Proof. Write again β = n−1/4, θ = 1 + 1/(2
√
n) and ν = β−2θ =
√
n + 1/2. First, an
application of Stirling’s formula shows that
β2νΓ(ν) ≥ ce−νβ,
for some c > 0. Next, allowing the value of C to change from line to line,
eν
∫ a
−a
|F (y)| e−νy−β−2e−ydy ≤ C
∫ a
−a
|y|k eβ−2(1−y−e−y)dy
≤ C
∫ a
−a
|y|k e−c1β−2y2dy
≤ Cβk+1
∫ β−1a
−β−1a
|y|k e−c1y2dy ≤ Cβk+1,
for some c1 > 0. We bound the contributions of [−a, a]c: for some small enough c2 > 0,
we have
eν
∫ ∞
a
|F (y)| e−νy−β−2e−ydy ≤ C
∫ ∞
a
e−c2ν(y−1)dy ≤ Cν−1e−c2ν(a−1),
and
eν
∫ −a
−∞
|F (y)| e−νy−β−2e−ydy ≤
∫ −a
−∞
e−c3β
−2e−ydy ≤ Cν−1e−c3νea ,
for some c3 > 0. 
In particular, for each k ≥ 1, we can find constants Ck > 0 such that
En[|u|k] ≤ Ckn−k/4 and En[|W |k] ≤ Ckn−k/4.
5. Dynamical estimates
We denote by C the collection of cylindrical functions F of the form F (u) = f(u−n, · · · , un)
for some n ≥ 0 and some f ∈ C2(R2n+1) with polynomial growth of its derivatives up to
order 2. We recall the Kipnis-Varadhan estimate:
En
[
sup
t≤T
∣∣∣∣∫ t
0
F (s, u(sn)) ds
∣∣∣∣2
]
≤ C
∫ T
0
‖F (s, ·)‖−1,nds,
where the || · ||−1,n-norm is defined through the variational formula
‖F‖−1,n = sup
f∈C
{
2
∫
F (u)fdµn + n
∫
fLfdµn
}
The proof is a straightforward adaptation of [14], Corollary 3.5. Note that
−
∫
fLfdµn =
β2
2
∑
j
∫
((∂j+1 − ∂j)f)2 dµn
so that
‖F‖2−1,n = sup
f∈C
{
2
∫
F (u)fdµ−
√
n
2
∑
j
∫
((∂j+1 − ∂j)f)2 dµ
}
.
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Next, we notice that our model satisfies the integration-by-parts formula:∫
(W j+1 −W j)fdµn = β2
∫
(∂j+1 − ∂j)f dµn.
5.1. One-block estimate. Recall W j = Wj − En[Wj ] and let −→W lj =
1
l
j+l−1∑
k=j
W k for
l ≥ 2. Let also τj denote the canonical shift: τjui = ui+j. In the following, we consider
test functions (ϕj)j which may depend on time.
Lemma 2. Let l ≥ 2 and let g be a function with zero-mean respect to µn such that
g(u) = g˜(uj0) for some g˜ : R → R and j0 /∈ {0, · · · , l − 1}. Write gj = g(τju). There
exists a constant C > 0 such that
En
sup
t≤T
∣∣∣∣∣
∫ t
0
√
n
∑
j
ϕjgj(W j(sn)−−→W lj(sn)) ds
∣∣∣∣∣
2
 ≤ Cl‖g‖2L2(µn) ∫ T
0
En(ϕt) dt,
where En(ϕ) = 1√
n
∑
j
ϕ2j .
Proof. First, we observe that
√
n
∑
j
ϕjgj(W j −−→W lj) =
√
n
∑
j
ϕjgj
l−2∑
i=0
(W j+i −W j+i+1)ψi,
for ψi = (l − i)/l. Rearranging the sum (simply put k = j + i),
√
n
∑
j
ϕjgj(W j −−→W lj) =
√
n
∑
k
(
l−2∑
i=0
ϕk−igk−iψi
)
(W k −W k+1)
=
√
n
∑
k
Fk(W k −W k+1),
where Fk :=
∑l−2
i=0 ϕk−igk−iψi. Hence, for f ∈ C , using integration-by-parts and our
hypothesis on g,
2
∫ √
n
∑
j
ϕjgj(W j −−→W lj)f(u)dµn
= 2
∫ √
n
∑
k
Fk(W k −W k+1)f(u)dµn
= 2β2
√
n
∑
k
Fk(∂k − ∂k+1)f(u)dµn
≤
∫ ∑
k
{
αF 2k +
1
α
((∂k − ∂k+1)f(u))2
}
dµn,
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by Young’s inequality and β2
√
n = 1. Taking α = 2n−1/2, we get that the above is
bounded by
2√
n
∑
k
∫
F 2k dµ+
√
n
2
∑
k
∫
((∂k − ∂k+1)f(u))2dµn
which yields the bound∥∥∥∥∥√n∑
j
ϕjgj(W j −−→W lj)
∥∥∥∥∥
2
−1,n
≤ 2√
n
∑
k
∫
F 2k dµn.
Finally, ∑
k
∫
F 2k dµn =
∑
k
l−2∑
i=0
ϕ2k−i
∫
g2dµn ≤ Cl
√
n
∫
g2dµn En(ϕ).
The result follows from the Kipnis-Varhadan estimate. 
5.2. The second-order Boltzmann-Gibbs principle. Let
Q(l, t) =
(−→
W l0(t)
)2
− σ
2
n
l
, with σ2n := β
2 +
β4
2
= Varn[W ].
The following is the central estimate in our proof:
Proposition 1.
En
sup
t≤T
∣∣∣∣∣
∫ t
0
√
n
∑
j
{
W j−1(sn)W j(sn)− τjQ(l, sn)
}
ϕjds
∣∣∣∣∣
2
 ≤ C ( l√
n
+
T
l2
)∫ T
0
En(ϕt) dt.
Proof. Decompose as follows:
W j−1W j − τjQ(l) = W j−1[W j −−→W lj]
+
−→
W lj [W j−1 −
−→
W lj] +
β2
l
−→
W lj +
σ2n
l
− β
2
l
−→
W lj .
The first term is handled with the one-block estimate with g = W−1 together with
En[|W |2] ≤ Cn−1/2 and gives the bound with the l/
√
n term. The second one is the
object of the next lemma and gives the same bound. The third one can be estimated
by a careful L2 computation and gives the bound with the T/l2 term: using β2
√
n = 1,
applying Jensen’s inequality, Tonelli and stationarity,
En
sup
t≤T
∣∣∣∣∣
∫ t
0
√
n
β2
l
∑
j
−→
W lj(sn)ϕjds
∣∣∣∣∣
2
 ≤ 1
l2
En
sup
t≤T
t
∫ t
0
∣∣∣∣∣∑
j
−→
W lj(sn)ϕj
∣∣∣∣∣
2
ds

≤ T
l2
∫ T
0
En
∣∣∣∣∣∑
j
−→
W lj(sn)ϕj
∣∣∣∣∣
2
 ds.
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Next, we have to take dependencies into account to compute the expected value: using
again Jensen’s inequality and the independence of
−→
W lj and
−→
W lk if |j − k| ≥ l,
En
∣∣∣∣∣∑
j
−→
W ljϕj
∣∣∣∣∣
2
 = En
∣∣∣∣∣
l−1∑
k=0
∑
j
−→
W llj+kϕlj+k
∣∣∣∣∣
2

≤ l
l−1∑
k=0
En
∣∣∣∣∣∑
j
−→
W llj+kϕlj+k
∣∣∣∣∣
2

= l
l−1∑
k=0
∑
j
En
[∣∣∣−→W llj+k∣∣∣2]ϕ2lj+k
≤ C√
n
l−1∑
k=0
∑
j
ϕ2lj+k = CEn(ϕ),
as En[|−→W l|2] ≤ C/l
√
n. 
The following lemma finishes the proof of the Boltzmann-Gibbs principle:
Lemma 3.
En
sup
t≤T
∣∣∣∣∣
∫ t
0
√
n
∑
j
{−→
W lj(sn)[W j−1(sn)−
−→
W lj(sn)] +
β2
l
−→
W lj(sn) +
σ2n
l
}
ϕjds
∣∣∣∣∣
2

≤ C l√
n
∫ T
0
En(ϕt) dt.
Proof. Let f ∈ C . We begin with a computation:∫ √
n
∑
j
ϕj
−→
W lj [W j−1 −
−→
W lj]f dµn =
∫ √
n
∑
j
ϕj
−→
W lj
l−1∑
k=0
ψk(W j+k−1 −W j+k)fdµn,
where ψk = (l − k)/l. We will apply integration-by-parts: for k ≥ 1,∫ −→
W lj(W j+k−1 −W j+k)fdµn
= β2
∫ −→
W lj(∂j+k−1 − ∂j+k)fdµn +
β2
l
∫
(W j+k −W j+k−1) fdµn.
The term k = 0 has to be handled separately:∫ −→
W lj(W j−1 −W j)fdµn
= β2
∫ −→
W lj(∂j−1 − ∂j)fdµn +
β2
l
∫
W jfdµn − σ
2
n
l
∫
f dµn.
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Carefully recombining the terms yields the identity∫ ∑
j
ϕj
{−→
W lj[W j−1 −
−→
W lj] +
β2
l
−→
W lj +
σn
l
}
f dµn
= β2
∫ ∑
j
ϕj
−→
W lj(sn)
l−1∑
k=0
ψk(∂j+k−1 − ∂j+k)fdµn.
By Young’s inequality, twice the above is bounded by
β2
∫ √
n
∑
j
l−1∑
k=0
ψk
{
αϕ2j(
−→
W lj)
2 +
1
α
((∂j+k−1 − ∂j+k)f)2
}
dµn.
Taking α = 2l/
√
n and using β2
√
n = 1, the bound becomes∫ ∑
j
l−1∑
k=0
ψk
{
2l√
n
ϕ2j(
−→
W lj)
2 +
√
n
2l
((∂j+k−1 − ∂j+k)f)2
}
dµn
≤ C l
2
√
n
∑
j
ϕ2jEn[(
−→
W lj)
2] +
√
n
2
∫ ∑
j
((∂j−1 − ∂j)f)2dµn.
The result follows from Kipnis-Varadhan inequality and the bound En[(
−→
W lj)
2] ≤ C 1
l
√
n
.

6. Tightness
We will use Mitoma’s criterion [37]: a sequence (Yn)n is tight in C([0, T ],S ′(R)) if
and only if (Yn(ϕ))n is tight in C([0, T ],R) for all ϕ ∈ S(R).
6.1. Martingale term. Recall that
Mnt (ϕ) = β
∫ t
0
∑
j
∇nϕnj dB(j)s
has quadratic variation
〈Mn(ϕ)〉t = β
2
2
∫ t
0
∑
j
(∇nϕnj )2ds ≤ CtE(∂xϕ).
Hence, from the Burkholder-Davis-Gundy inequality, it follows that
En
[∣∣Mnt2(ϕ)−Mnt1(ϕ)∣∣p] ≤ C|t2 − t1|p/2E(∂xϕ)p/2,
for all p ≥ 1. Tightness follows from Kolmogorov’s criterion by taking p large enough.
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6.2. Symmetric term. Recall that
Snt (ϕ) =
1
2
∫ t
0
∑
j
W j(sn)∆
nϕnj ds.
Tightness follows at once from an L2 bound:
En
[∣∣Snt2(ϕ)− Snt1(ϕ)∣∣2] ≤ C|t2 − t1| ∫ t2
t1
∑
j
En
[
W (sn)2
]
(∆nϕnj )
2ds
≤ C|t2 − t1|2E(∂2xϕ),
where we used En
[
W (sn)2
]
= O(n−1/2).
6.3. Anti-symmetric term. Recall
Bnt (ϕ) =
∫ t
0
√
n
∑
j
{
Wj(sn)∇nϕnj − (uj(sn)− ρn)∂xϕnj
}
ds
=
∫ t
0
√
n
∑
j
(Wj(sn)− uj(sn))∇nϕnj ds+ Ent (ϕ)
where
Ent (ϕ) =
∫ t
0
√
n
∑
j
(uj(sn)− ρn)
(∇nϕnj − ∂xϕnj ) ds.
Using En[|uj(sn)− ρn|2] = O(n−1/2) and the mean-value theorem,
En
[
sup
t≤T
|Ent (ϕ)|2
]
≤ nT
∫ T
0
∑
j
En
[|uj(sn)− ρn|2] ∣∣∇nϕnj − ∂xϕnj ∣∣2 ds ≤ CT 2n .
As a consequence, En· (ϕ) converges to 0 in the ucp topology.
Now, a naive Taylor expansion suggests that
√
n (Wj(sn)− uj(sn)) = −1
2
√
nuj(sn)
2 +O(
√
nuj(sn)
3),
explaining in particular the emergence of the quadratic term. This simple argument has
two flaws: first, we are unable to handle the quadratic term as is, and second, the order
three terms cannot be neglected based on moments considerations only. However, order
four and higher terms can be neglected:
En
sup
t≤T
∣∣∣∣∣√n
∫ t
0
∑
j
uj(sn)
k∇nϕnj ds
∣∣∣∣∣
2
 ≤ nT ∫ T
0
∑
j
En
[
uj(sn)
2k
]
(∇nϕnj )2ds
≤ CT 2n 3−k2 .
A similar bound holds for powers of W . We proceed now to a Taylor expansion which
will be more useful to us: first,
Wj − uj = −1
2
u2j +
1
6
u3j +O(u
4
j + |Wj |5).
STATIONARY DIRECTED POLYMERS 17
Here, the error of order u4j takes into consideration positive values of uj while the term
|Wj|5 is included to account for large negative values of uj. On the other hand,
aWjuj + bWju
2
j = au
2 + (b− a
2
)u3j +O(u
4
j + |Wj|5).
Equating both expansions and setting a = −1/2 and b = −1/12, we obtain
Wj − uj = −1
2
Wjuj − 1
12
Wju
2
j +O(u
4
j + |Wj|5).
Keeping in mind the nature of our dynamical estimates, we must find a way to ‘shift’ the
index of one of the terms in each product in the right-hand-side. We use the identities
Lu2j = 2(Wj−1 −Wj)uj + 2β2,
Lu3j = 3(Wj−1 −Wj)u2j + 6β2uj,
yielding
Wj − uj = −1
2
Wj−1uj − 1
12
Wj−1u2j +
1
4
Lu2j +
1
36
Lu3j −
β2
2
− 1
6
β2uj +O(u
4
j +W
4
j ).
We use Taylor expansions one last time to switch between Wj−1uj and Wj−1Wj :
Wj−1Wj =Wj−1uj − 1
2
Wj−1u2j +
1
6
Wj−1u3j +O(u
4
j +W
4
j ).
Hence,
Wj − uj = −1
2
Wj−1Wj − 1
3
Wj−1u2j +
1
4
Lu2j +
1
36
Lu3j
−β
2
2
− 1
6
β2uj +
1
12
Wj−1u3j +O(u
4
j + |Wj|5).
We will investigate the convergence of each of these terms separately. The first (and
main) term will be treated at the end of the section. The analysis of the second term
is rather lengthy and will be left for the appendix. The terms involving L are treated
in Lemma 4 and 5 below. The term β2uj is easily seen to be tight. Finally, the term
involving Wj−1u3j can be neglected by means of an L
2 computation.
Lemma 4. There exists a constant C > 0 such that
En
sup
t≤T
∣∣∣∣∣√n
∫ t
0
∑
j
Lu2j(sn)∇nϕnj ds
∣∣∣∣∣
2
 ≤ C T√
n
.
Proof. Let g ∈ C . By integration-by-parts,∫
Lu2jgdµn = 2
∫
(W j−1 −W j)ujgdµn + 2β2
∫
gdµn
= 2β2
∫
uj(∂j−1 − ∂j)gdµn.
Hence, by Young’s inequality,
2
∫ √
n
∑
j
Lu2jg∇nϕnj dµn ≤ 4
∫ ∑
j
{
αu2j(∇nϕnj )2 +
1
α
((∂j−1 − ∂j)g)2
}
dµn.
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With α = 8/
√
n, this is further bounded by
16√
n
∑
j
En[u
2
j ](∇nϕnj )2 +
√
n
2
∫ ∑
j
((∂j−1 − ∂j)g)2 dµn
≤ C√
n
+
√
n
2
∫ ∑
j
((∂j−1 − ∂j)g)2 dµn.
The result follows from Kipnis-Varadhan inequality. 
Lemma 5. There exists a constant C > 0 such that
En
sup
t≤T
∣∣∣∣∣√n
∫ t
0
∑
j
Lu3j(sn)∇nϕnj ds
∣∣∣∣∣
2
 ≤ CT
n
.
Proof. Let g ∈ C . By integration-by-parts,∫
Lu3jgdµn = 3
∫
(W j−1 −W j)u2jgdµn + 6β2
∫
ujgdµn
= 3β2
∫
u2j(∂j−1 − ∂j)gdµn.
The proof is then similar to the previous lemma. 
We now focus on the term Wj−1Wj . Note that
Wj−1Wj = W j−1W j +
1√
n
[Wj−1 +Wj]− 1
n
.
An L2 computation easily shows that the contribution of the linear terms is tight. The
term 1
n
will disappear as we only test against gradients. We are left to show the tightness
of the term
B˜nt (ϕ) =
∫ t
0
√
n
∑
j
W j−1(sn)W j(sn)∇nϕnj ds.
By Proposition 1 and stationarity,
En
∣∣∣∣∣B˜nt2(ϕ)− B˜nt1(ϕ)−
∫ t2
t1
√
n
∑
j
τjQ(l, sn)∇nϕnj ds
∣∣∣∣∣
2
 ≤ C ((t2 − t1)l√
n
+
(t2 − t1)2
l2
)
.
On the other hand, a careful L2 computation taking dependencies into account shows
that
En
∣∣∣∣∣
∫ t2
t1
√
n
∑
j
τjQ(l, sn)∇nϕnj ds
∣∣∣∣∣
2
 ≤ C (t2 − t1)2√n
l
.
For 1
n
≤ t2 − t1 ≤ 1, we can take l ∼
√
(t2 − t1)n in the above two inequalities to get
En
∣∣∣∣∣
∫ t2
t1
√
n
∑
j
W j−1(sn)W j(sn)∇nϕnj ds
∣∣∣∣∣
2
 ≤ C(t2 − t1)3/2.
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For t2 − t1 ≤ 1n , a crude L2 bound yields
En
[∣∣∣B˜nt2(ϕ)− B˜nt1(ϕ)∣∣∣2] ≤ C(t2 − t1)2√n ≤ C(t2 − t1)3/2.
This proves tightness.
7. Identification of the Limit
By tightness, we obtain processes X , S, B˜ and M such that
lim
n→∞
X n = X , lim
n→∞
Sn = S,
lim
n→∞
B˜n = B˜, lim
n→∞
Mn =M,
along a subsequence that we still denote by n.
7.1. Convergence at fixed times. A straightforward adaptation of the arguments in
[14], Section 4.1.1, shows that X nt converges to a white noise for each fixed time t ∈ [0, T ].
This in turns proves that the limit satisfies property (S).
7.2. Linear terms. We now consider the terms involving the expressions β2uj and
1√
n
Wj . By the mean-value theorem,
En
sup
t≤T
∣∣∣∣∣
∫ t
0
√
n
∑
j
β2uj(sn)∇nϕnt ds−
∫ t
0
X ns (∂xϕ) ds
∣∣∣∣∣
2
 ≤ CT 2
n
.
By tightness of the field, we then get
lim
n→∞
∫ ·
0
√
n
∑
j
β2uj(sn)∇nϕnt ds =
∫ ·
0
Xs(∂xϕ) ds.
The convergence of the terms involving Wj instead of uj follows by comparison as
En
sup
t≤T
∣∣∣∣∣
∫ t
0
√
n
∑
j
{
β2uj(sn)− 1√
n
Wj(sn)
}
∇nϕnt ds
∣∣∣∣∣
2
 ≤ C T 2√
n
.
Hence, all linear terms appearing in the previous section converge to transport terms.
7.3. Martingale term. The quadratic variation of the martingale part satisfies
lim
n→∞
〈Mn(ϕ)〉t = t‖∂xϕ‖2L2.
By a criterion of Aldous [4], this implies convergence to the white noise.
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7.4. Symmetric term. Recall that
Snt (ϕ) =
1
2
∫ t
0
∑
j
W j(sn)∆
nϕnj ds.
The argument used to treat the linear terms in Section 7.2 immediately shows that
lim
n→∞
Sn· (ϕ) =
∫ ·
0
Xs(∂2xϕ)ds.
7.5. Anti-symmetric term. All that is left is to identify the limit of the term B˜nt .
Define a modified version of the field by
X˜ nt (ϕ) =
∑
j
W j(sn)∇nϕnj .
By careful L2 computations,
E
[
sup
t≤T
∣∣∣∣∫ t
0
(
X nr (ϕ)− X˜ nr (ϕ)
)
dr
∣∣∣∣2
]
≤ C T
2
√
n
,
E
[
sup
t≤T
∣∣∣∣∫ t
0
(
X nr (ϕ)2 − X˜ nr (ϕ)2
)
dr
∣∣∣∣2
]
≤ C T
2
√
n
,
so that, when integrated over time, the field and the modified field (and their squares)
are equivalent.
Recall ιε(x) = ε
−11(x,x+ε] and observe that
√
n
∑
j
τjQ(ε
√
n, nt)∇nφnj =
1√
n
∑
j
(
1
ε
∑
k
W k1
[
j−nt√
n
,
j−nt√
n
+ε)
(k−nt√
n
)
)2
∇nφnj
=
1√
n
∑
j
(
X˜ nt (ιε( j−nt√n ))
)2
∇nφnj .
From here, we obtain the limit
Aεs,t(ϕ) = lim
n→∞
∫ t
s
√
n
∑
j
τjQ(ε
√
n, nr)∇nϕnj dr.
This does not follow immediately from the convergence of the field as ιε is not an S(R)
function. However, it can be approximated by S(R) functions from where the conver-
gence follows (see [17], Section 5.3).
By Proposition 1,
E
∣∣∣∣∣B˜t(ϕ)− B˜s(ϕ)−
∫ t
s
√
n
∑
j
τjQ(l, nr)∇nϕnj dr
∣∣∣∣∣
2
 ≤ C ((t− s)l√
n
+
(t− s)2
l2
)
.
With l ∼ ε√n and taking the limit as n→∞,
E
[∣∣∣B˜t(ϕ)− B˜s(ϕ)−Aεs,t(ϕ)∣∣∣2] ≤ C(t− s)ε.(6)
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The crucial estimate (EC2) follows from the triangle inequality. By Theorem 2, we get
the existence of the limit
At(ϕ) = lim
ε→0
Aε0,t(ϕ).
Estimate (6) further yields B˜ = A.
We now check that X satisfies the estimate (EC1). By (6), it is enough to check that
E
[∣∣∣∣∫ t
0
X˜ ns (∂2xϕ) ds
∣∣∣∣2
]
≤ κt,
for all n ≥ 1. By a summation-by-parts and the smoothness of ϕ, it is enough to check
that
E
∣∣∣∣∣
∫ t
0
√
n
∑
j
(
W j−1(sn)−W j(sn)
)∇nϕnj ds
∣∣∣∣∣
2
 ≤ κt.(7)
This follows at once from Kipnis-Varadhan inequality and the following computation:
with f ∈ C , integration-by-parts and Young’s inequality yield,
2
∫ √
n
∑
j
(
W j−1(sn)−W j(sn)
)∇nϕnj f dµn
= 2
∫ ∑
j
∇nϕnj (∂j−1 − ∂j) f dµn
≤ 2√
n
∑
j
(∇nϕnj )2 +
√
n
2
∫ ∑
j
((∂j−1 − ∂j)f)2 dµn.
This proves (7).
Finally, we note that all our estimates can be applied to the reversed process {X nT−t :
t ∈ [0, T ]}. This shows that X satisfies Condition 3 of Definition 3.
Appendix A. Estimates on the terms of order 3
The goal of this section is to estimate the term∫ t
0
√
n
∑
j
Wj−1(sn)u2j(sn)∇nϕnj ds.
We will show that this expression only contributes a few transport terms. The following
computations are inspired by [6].
We start with the observation that, in monomials of order 3 (and higher), we can
replace each instance of the uj’s by the corresponding Wj ’s by paying the price of a term
that converges to zero in the ucp topology. For example, a simple L2 computation shows
that
En
sup
t≤T
∣∣∣∣∣
∫ t
0
√
n
∑
j
(Wj−1(sn)u2j(sn)−Wj−1(sn)W 2j (sn))∇nϕnj ds
∣∣∣∣∣
2
 ≤ C T 2√
n
.
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Much in the same way, we see that indexes can be shifted. For instance, by a summation
by parts, we get
En
sup
t≤T
∣∣∣∣∣
∫ t
0
√
n
∑
j
(W 3j (sn)−W 3j−1(sn))∇nϕnj ds
∣∣∣∣∣
2
 ≤ CT 2
n
.
Any monomial of degree 3 can be treated similarly. Note that indexes can also be shifted
in expressions involving β2uj.
Based on these considerations,
Luj−1ujuj+1 = Wj−2WjWj+1 − 3Wj−1WjWj+1
+W 2j−1Wj+1 +Wj−1W
2
j + E
(1)
j ,
Lu2j−1uj+1 = 2β
2uj + 2Wj−2Wj−1Wj+1 − 3W 2j−1Wj+1 +W 2j−1Wj + E(2)j
Lu2j−1uj = 2Wj−2Wj−1Wj − 3W 2j−1Wj +W 3j−1 + E(3)j ,
Lu3j = 6β
2uj + 3Wj−1W 2j − 3W 3j−1 + E(4)j ,
where
En
sup
t≤T
∣∣∣∣∣
∫ t
0
√
n
∑
j
E
(i)
j (sn)∇nϕnj ds
∣∣∣∣∣
2
 ≤ C T 2√
n
, i = 1, · · · , 4.
Putting everything together, we get
10Wj−1W 2j = −8β2uj +
1
3
Lu3j + Lu
2
j−1uj + 3Lu
2
j−1uj + 9Luj−1ujuj+1
−2Wj−2Wj−1Wj − 6Wj−2Wj−1Wj+1 − 9Wj−2WjWj+1
+27Wj−1WjWj+1 + Ej ,(8)
with
En
sup
t≤T
∣∣∣∣∣
∫ t
0
√
n
∑
j
Ej(sn)∇nϕnj ds
∣∣∣∣∣
2
 ≤ C T 2√
n
.
By an L2 computation, the linear terms are readily seen to be tight (and to contribute to
transport terms in the limit). The terms involving L can be treated with the method of
Lemma 4 and 5 and vanish in the limit. The rest of this section is devoted to show that
the monomials of order 3 in W can be neglected. It amounts to showing a second-order
Boltzmann-Gibbs principle for these terms:
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Proposition 2. Let l ≥ 2. There exists a constant C > 0 such that
En
[
sup
t≤T
∣∣∣∣∣
∫ t
0
√
n
∑
j
{
W j−1(sn)W j(sn)W j+1(sn)
−
(−→
W lj+1(sn)
)3 }
∇nϕnj ds
∣∣∣∣2
]
≤ C
{
T l
n
+
T 2
l2
}
E(∂xϕ).
Proof. Let
Fn,j =
(−→
W lj+1
)2 [
W j−1 −−→W lj
]
+
2β2
l
−→
W lj+1
[−→
W lj −W j
]
− 2β
2(l − 1)
l2
W j
−→
W lj+1
+
2σn(l − 1)
l2
−→
W lj+1,
and use the decomposition
W j−1W jW j+1 −
(−→
W lj+1
)3
= W j−1
{
W jW j+1 −
(−→
W lj+1
)2
+
σn
l
}
+ Fn,j
− σn
l
W j−1 − 2β
2
l
−→
W lj+1
(−→
W lj −W j
)
+
2β2(l − 1)
l2
W j
−→
W lj+1 −
2σn(l − 1)
l2
−→
W lj+1
+
(−→
W lj+1
)2 {−→
W lj −
−→
W lj+1
}
.
The first term on the right-hand-side can be treated with a straightforward adaptation
of Proposition 1 and gives the bound C
(
T l
n
+
T 2
l2
√
n
)
. The second term is the object
of the next lemma. The remaining terms can be handled by L2 computations producing
overall the bound CT 2/l2. 
Lemma 6. There exists a constant C > 0 such that
En
sup
t≤T
∣∣∣∣∣
∫ t
0
√
n
∑
j
Fn,j(sn)∇nϕnj ds
∣∣∣∣∣
2
 ≤ CT
n
E(∂xϕ).
Proof. Let f ∈ C . Using integration-by-parts,∫ √
n
∑
j
Fn,j(sn)ϕjf dµn =
∫ ∑
j
l−1∑
k=0
ψk
(−→
W lj+1
)2
(∂j+k−1 − ∂j+k) fϕjdµn,
where ψk = (l − k)/l. By Young’s inequality, twice the above is bounded by∫ ∑
j
l−1∑
k=0
ψk
{
α
(−→
W lj+1
)4
ϕ2j +
1
α
((∂j+k−1 − ∂j+k) f)2
}
dµn.
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Taking α = 2l/
√
n, this is further bounded by
2
l2√
n
∑
j
ϕ2j
∫ (−→
W lj+1
)4
dµn +
√
n
2
∫ ∑
j
((∂j+k−1 − ∂j+k) f)2 dµn
≤ 2C
n3/2
∑
j
ϕ2j +
√
n
2
∫ ∑
j
((∂j+k−1 − ∂j+k) f)2 dµn.
The result follows from Kipnis-Varadhan inequality. 
For T ≥ 1/n and l ∼ √Tn, the estimate in Proposition 2 becomes CT 3/2/√n. On the
other hand, a careful L2 computation taking dependencies into account yields
En
sup
t≤T
∣∣∣∣∣
∫ t
0
√
n
∑
j
(−→
W lj+1(sn)
)3
∇nϕnj ds
∣∣∣∣∣
2
 ≤ CT 2
l2
≤ CT
3/2
√
n
.
Combining both estimates:
E
sup
t≤T
∣∣∣∣∣
∫ t√
n
∑
j
W j−1(sn)W j(sn)W j+1(sn)∇nϕnj ds
∣∣∣∣∣
2
 ≤ CT 3/2√
n
,
for T ≥ 1/n. For T < 1/n, an L2 computation yields
E
sup
t≤T
∣∣∣∣∣
∫ t√
n
∑
j
W j−1(sn)W j(sn)W j+1(sn)∇nϕnj ds
∣∣∣∣∣
2
 ≤ CT 2 ≤ CT 3/2√
n
.
This allows us to control the centered monomials of order 3. To remove the centering,
note that difference W j−1W jW j+1 −Wj−1WjWj+1 only involves terms of the form
1√
n
WkWm and
1
n
Wk,
where we used En[W ] = O(1/
√
n). As we know that the terms of order two are tight,
the extra 1/
√
n above makes them to vanish. Finally, the linear terms are tight when
normalized by
√
n and hence vanish with the current normalization.
The other terms of order 3 in (8) are treated similarly.
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