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Individuals are often called upon to make sequences of judgments, as is required in ques-
tionnaires, reviewing movies, or taste testing beverages. The value in these judgments is bounded
by how well individuals can express their internal sensations, impressions, and evaluations using
rating scales. Psychological studies have shown that individuals are incapable of making judgments
on an absolute rating scale, and instead rely upon reference points and anchors from recent ex-
periences [32]. These sequential dependencies prevent acquisition of useful responses in judgment
tasks. Luckily, the cognitive process of transforming internal sensations to responses relies in a
lawful manner on recent experiences [5].
We first examined whether this contamination from recent experience is due to the short lag
between responses, often a second or two apart. Indeed, researchers sometimes increase the time
between judgments specifically to avoid sequential dependencies. We examined a data set collected
with trials one minute apart. The data consists of pain calibrations acquired from experiments for
Professor Tor Wager’s lab at Columbia University. Wager studies brain activity associated with
pain and placebo effects. Participants were asked to judge the level of pain induced by varying
temperature in pools of water. The calibration procedure attempts to determine the mapping
between temperature in degrees Celsius, and the pain rating on a 10 point scale. We first generated
figures that related groups of temperature data to analyze whether sequential dependencies played a
role in this data set. We discovered, even though the calibrations were designed to avoid sequential
dependencies, that these effects existed. We then created models to help predict these effects,
including linear regression models, neural nets, and lookup tables. We found that we could reduce
the root mean squared error across the data set by 6%.
Given the systematic contamination of a trial on subsequent trials, we next asked whether
iv
it would be possible to reverse this effect and decontaminate judgments to obtain a more reliable,
context independent measure of an individual’s perception. We collected our own data for this task.
We asked individuals to rate obscure movie advertisements (DVD boxes) by indicating on a 10 point
scale how likely they would want to watch the movie. The same movies were rated multiple times
in order to observe the effects of context. Half the data from each individual (2 presentations of 50
movies) was used for constructing decontamination models. The decontamination model consists of
a context-independent ’impression’ for each movie as well as a contamination model that predicts
how a movie will be rated in a given context. Models were scored on how well the decontamination
model predicted actual judgments. We found that we could reduce mean squared error across the
data set by 5%.
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Chapter 1
Introduction
Our lives are permeated with decisions that influence our future choices. In the cogni-
tive science literature, the influence each experience has on subsequent perceptions, decisions,
and judgments is known as sequential dependencies. The prevalence of sequential dependencies
is widespread, and spans many components of the cognitive architecture, including perception,
stimulus-response mapping, language, attention, and response initiation. Table 1.1 shows a list of
examples. To introduce the field, I select a few diverse examples of sequential dependencies from
Table 1.1 that are observed in either human or animal literature, including: starling foraging be-
havior, saccade tasks, game theory, and Basketball shooting. In each of these examples sequential
dependencies play a role in the judgment being made by the participant. That is, the current
judgment is influenced by recent experience. These examples were chosen to show the diversity
and prevalance of sequential dependencies. We begin by discussing an example in which birds,
Starlings, change the amount of time they spend in a specific location based on foraging data.
1.1 Sequential Dependencies in Starling Foraging Behavior
When searching for food, or foraging, Starlings, Sturnus vulgaris, depend on previous travel
times between small, separated areas called patches to decide how much prey to take[4]. Cuthill,
Kacelnik, Krebs, Haccou, and Iwasa showed that the average number of prey taken per patch visit
is accurately described by a model of rate maximization and that starlings are able to adjust the
number of prey taken in relation to past experience of travel times [14, 4]. In Cuthill, Kacelnik,
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3Krebs, Haccou, and Iwasa’s previous work, travel time was not the only free parameter, and thus,
alternative explanations were given. Cuthill, Kacelnik, Krebs, Haccou, and Iwasa designed various
experiments that only varied travel time between patches to account for these objections [4]. Each
experiment involved starlings flying between two perches a predetermined number of times. The
exact number of times between perches was referred to as the travel requirement. Once the travel
requirement was completed food was delivered to the bird from a feeder. Long flights were defined
to be 60 flights, and short flights were 5 flights. It was observed in all experiments that the birds
took more prey per patch visit after a long travel requirement than after a short one [4]. It was
also observed that only the previous trial, previous flight length and result, had an effect on travel
time, suggesting that very recent travel time is a strong feature in the process of deciding patch
residence time.
1.2 Sequential Dependencies in Saccade Choice
Sequential dependencies have been observed in tasks involving fast eye movements, or sac-
cades. Here we examine the results of three specific saccade experiments conducted by Fecteau and
Munoz [6], using reaction times, and monitoring neurons in the superior colliculus (SC) and frontal
eye fields (FEF).
In a two-alternative forced choice task, where participants respond to a stimulus of only two
possible values, monkeys generate a saccade to a visual target that appears to the left or the right
of the center of a screen. When consecutive targets appear at the same location saccade reaction
times were faster than when they appear at different locations. Through observation of the SC
and FEF Fecteau and Munoz showed that activity of a neuron was elevated before the target was
registered by the neuron when the previous trial was generated to the same location compared with
when it was generated in the opposite location [6]. This priming effect shows that previous trials
affect the current response.
In an oddball localization task a group of visual objects is presented to an observer, whose
job is to identify the odd object. In Fecteau and Munoz’s experiment the color of the objects
4differentiates the oddball from the distractors. Fecteau and Munoz [6] showed that the response
time in identifying the oddball decreases when the color of the oddball remains the same as the
oddball on the previous trial.
In a cue-target task participants are first asked to maintain their gaze at a central location.
Then a flash of light, the cue, appears at one location in the visual periphery. Then after a defined
time delay the target stimulus is shown at either the cue’s location or another location. When the
target and cue appear on opposite sides of the display participants reaction times were slower than
when the target and cue appeared on the same side [6]. Fecteau and Munoz showed [6] that two
peaks of neural activity occur in the SC when the object and cue appear on opposite sides; the first
being the sensory response to the target, and the second being the motor burst that precedes the
saccade. Alternatively, three peaks of neural activity occur when the object and cue appear on the
same side; the first being the sensory response to the cue, then the sensory response to the target,
and lastly the burst that precedes the saccade [6].
In the saccade tasks I’ve described — two-alternative forced tasks, oddball localization tasks,
and cue-target tasks, sequential dependencies play differing roles as evidenced by both reaction
times and observed changes in SC and FEF neurons.
1.3 Sequential Dependencies in Game Theory
Common game theory models, normative models, make a universal assumption: The choice
of a prospect or a game strategy should be based only on the attributes of the current prospect or
game and considered independently from previous prospects of games. This assumption is referred
to as the sequential independence assumption. Vlaev and Chater [33] argued that this assumption
is incorrect and that people instead make choices depending on other games being played, a concept
referred to as game relativity. To show that game relativity exists, Vlaev and Chater created various
experiments centered around the Prisoner’s Dilemma Game (PD).
The objective of PD is to win a gambling game. Each game consists of two players, and
during each turn a player can decide to either cooperate or defect. If both players cooperate, an
5Table 1.2: Prisoner’s Dilemma Game
Player 2
Player 1 C,C S,T
T,S D,D
amount, denoted by the letter C in Table 1.2 is rewarded to them. If bother players defect, a
different amount, denoted by the letter D is rewarded to both players. Lastly, if either chooses
to defect and their opponent chooses to cooperate, the defecting player is awarded an amount,
denoted by the letter T , and the cooperating player is awarded an amount, S. A standard setup
of PD would arrange values as follows. S < D < C < T . This arrangement creates a game where
the highest reward amount is given to a player which defects when the other play cooperates. The
next highest amount is awarded if both players cooperate. The third highest amount is awarded
if both players decide to defect, and the lowest amount is awarded to the player who cooperates
when his opponent defects. This arrangement creates a conflict as it is clear that if both players
cooperate they will both be awarded an optimal amount, but the reward of defecting is of greater
personal benefit. Vlaev and Chater chose PD as it has been the focus of a large body of literature
and mimics some real-world situations including social interactions, trade negotiations, arms races,
and pollution control [2]. Vlaev and Chater considered different variations of PD using different
values of the cooperative index, which can be calculated as follows:
CI =
C −D
T − S (1.1)
Vlaev and Chater designed experiments where participants were asked to play many games
with a variety of partners and varying CI values. Each trial in an experiment was a game of
PD with an anonymous player. Some experiments grouped average CI values into high and low
groups. Vlaev and Chater showed across multiple experiments that the level of cooperation in a
trial assimilated towards the mean cooperation index value over the sequence of games. This result
directly implies that previous games affect current ones [33].
61.4 Sequential Dependencies in Basketball
One of the most universal assumptions by Basketball fans and players is that passing a ball
to a player who is ’hot’, even if he is double covered is a smart move, because he, it is believed,
statistically has a better chance to make his next shot based on his current hot streak. Gilovich,
Vallone, and Tversky argued that this fact is not only false, but that there is no statistical difference
in the probability of a player making a shot after missing a shot, or the probability of a player
making a shot after a player made their six previous attempts [9]. Gilovich, Vallone, and Tversky
also attempted to explain why this cognitive illusion is so widespread and even held by Basketball
experts. Through experiments on Cornell Varsity Basketball players, and analysis on various NBA
teams, Gilovich, Vallone, and Teversky showed that the probability of making a shot after making
the previous shot is not statistically greater than the probability of making a shot after missing
the previous shot [9]. Gilovich, Vallone, and Tversky explain this widespread phenomenon by
considering two well known psychological fallacies in human cognition. The first fallacy is how
terrible individuals are at creating random sequences of numbers [13]. Humans don’t accurately
predict reoccurring values as expected in random generation. This creates a misinterpretation of
seeing multiple misses/hits when watching a Basketball game. This misinterpretation is justified
in assigning a hot or cold streak term to the sequence of consecutive hits or misses. The second
fallacy is how memorable a long sequence of hits/misses is. This sequence is more memorable than
alternating sequences and causes an overestimate correlation between successive shots. These two
fallacies together can explain why it is that we believe in ’hot’ hands in Basketball. Given this
evidence, Gilovich, Vallone, and Tversky show that instead of passing the ball to the ’hot’ hand,
we should instead pass the ball to the guy, of equal skill, who isn’t double teamed, as statistically
he has just as good of a chance of scoring.... and he’s open [9]!
71.5 Sequential Dependencies in Judgment Tasks
Suppose you are asked to make a series of moral judgments by rating, from 1 to 10, various
actions, with a rating of 1 indicating ’not particularly bad or wrong’ and a rating of 10 indicating
’extremely evil’.
Consider the actions below:
1. Stealing a towel from a hotel
2. Keeping a dime you find on the ground
3. Poisoning a barking dog
Now consider that instead you had been shown the following series:
1’. Testifying falsely for pay
2’. Using guns on striking workers
3’. Poisoning a barking dog
When asked to make absolute judgments, the mean rating of statement 3 is reliably higher than
the mean rating of the identical statement 3’ [25]. A classic explanation of this phenomenon is
cast in terms of anchoring or primacy : information presented earlier in time serves as a basis for
making judgments later in time [32]. Tversky and Kahneman observed that intuitive predictions
and judgments under uncertainty do not follow laws of probability but it seems, instead, that
people appear to rely on a limited number of heuristics [32]. One of the heuristics described by
Tversky and Kahneman is Adjustment and Anchoring. A study of numerical estimation illustrates
this heuristic. Two Groups of high school students were asked to estimate, within 5 seconds, a
numerical expression. One group was asked to estimate the following expression
8x 7x 6x 5x 4x 3x 2x 1 (1.2)
while another group was asked to estimate
1x 2x 3x 4x 5x 6x 7x 8 (1.3)
8Tversky and Kahneman expected, in a rapid answer situation, people may perform only a few steps
of the calculation and then estimate the product by extrapolation and adjustment [32]. Because
these judgments are typically insufficient, this should lead to underestimation. As it is expected that
these steps would be performed left to right, we would also expect to see the descending sequence
produce a higher estimate than the decreasing sequence. These predictions were confirmed as the
median estimate for the ascending sequence was 512, and the descending sequence was 2,250. The
correct answer is 40,320. This anchoring, according to the authors, does not only occur when the
starting point is given to the subject, but also when the subject bases their estimate on the result
of some incomplete computation. In the Parducci example we see that being presented with the
first and second action primes us to judge the third response in the context of the previous two.
Therefore, much like the expression estimate experiment, we see a higher median response when we
are first presented with a higher rated stimulus value. Many explanations for these sequential effects
exist in the extensive literature and are discussed below. A short summary of our take on sequential
dependencies is discussed here. One explanation for the need of anchors when making judgments
is that individuals are incapable of making absolute judgments and instead must rely on reference
points to make relative judgments [17, 26, 30]. Where these reference originate is discussed in the
rich literature of experimental and theoretical psychology exploring sequential dependencies. This
literature suggests that reference points change from one trial to the next in a systematic manner.
The patterns of sequential dependencies observed in tasks is complex. Typically, in experimental
trial t, t − 1 has the largest influence on ratings, and trials t − 2, t − 3, etc. have successively
diminishing influence. The influence of recent trials is exhibited on both the stimuli and responses.
Two main types of effect occur, assimilation and contrast. Assimilation occurs when on trial t the
response moves in the direction of the stimulus or response on trial t − k. Contrast occurs when
on trial t the response moves in the opposite direction of the stimulus or response on trial t − k.
Deciphering recency effects in terms of these two effects is nontrivial and theory dependent [5].
91.5.1 Unidimensional Judgment Tasks
Although sequential dependencies have been observed in a variety of tasks, the most carefully
controlled and studied experiments involve rating of unidimensional stimuli, such as the loudness
of a tone or the length of a line. The performance of humans rating stimuli is surprisingly poor
compared to an individual’s ability to discriminate the same stimuli [20]. Regardless of domain,
responses only convey about 2 bits of mutual information with the stimulus [30]. Different types
of judgment tasks have been studied including absolute identification, in which the participants
are asked to provide a distinct stimulus level (i.e. 10 levels of brightness), magnitude estimation,
in which the task is to estimate the magnitude of a continuous stimulus value along a single
dimension and categorization, where the task is for a participant to label stimuli. Due to the high
number of responses typical in absolute identification and categorization tasks, and because of the
general unawareness of individuals in the discreteness of absolute identification tasks, there isn’t
a qualitative difference among tasks. Typically, participants are provided feedback (especially in
absolute identification and categorization tasks) as without it there are no anchors against which
stimuli can be assessed. We have chosen to focus our research in judgment tasks for several reasons.
(1) Careful past research has demonstrated the existence, prevalence, and intensity of sequential
dependencies in judgment tasks.
(2) The domain of judgment tasks contains difficult and practical examples (i.e. Netflix movie
ratings, Amazon product ratings, Pandora predictions, taste-testing, etc.).
1.6 Explanations of Sequential Dependencies in Judgment Tasks
Many computational models have been created to explain sequential effects in judgment
tasks with a particular focus on absolute identification tasks. In this section we will review some
of these models. Each of these models relies on an understanding of the mapping process between
a stimulus, St and a response, Rt. In an experimental trial this mapping process can be described
as follows:
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Figure 1.1: Mapping process for judgments.
This mapping, which we refer to as the judgment stimulus response map, shows how a stim-
ulus, S, goes through a mapping process to an internal impression I, and then that impression,
I, is mapped to a response, R. Some models assume complex behaviors in the map from S to
I, and that there is a identity map from the internal impression, I, to the response, R. Other
models assume that the mapping between the stimulus, S, and the internal impression, I, is very
simple and that the I → R map is complicated. Sequential dependencies might be localized on the
stimulus side, the response side, or both. In any case, this general prototype can easily be modified
to fit any of the models discussed below.
1.6.1 Regression Models
One of the first attempts at modeling sequential dependencies in absolute judgment tasks
was by using regression models. Magnitude scaling procedures, first popularized by Stevens [29],
are experiments in which participants ’directly’ indicate a sensation magnitude, S, by responding,
R, to presented magnitudes of physical stimuli with numbers. Stevens [29] observed that when
plotted on log-log coordinates the geometric means of responses given to each stimulus intensity
showed a linear increase [29]. Stevens concluded from this that the response magnitude, R, is a
power function of stimulus, S:
R = αSβ (1.4)
Taking the logarithm of this function and replacing logα with β0 we can obtain a simple
static regression model:
logRt = β0 + β1 logSt + t (1.5)
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Equation 1.5 is considered a regression model because an independent variable, in this case
logRt, can be defined as a linear combination of dependent variables, which in this case is only
logSt. The  term is an error term. Having this linear relationship, we use and algorithm known as
least-squares regression to calculate the best parameters for the constants attached to the dependent
variables across all trials. We can then use these constants to make new predictions about data we
haven’t encountered yet. The performance of these predictions can indicate a better performing
regression model. The model in Figure 1.5 is simplistic in that it shows no sequential effects and
only considers the current stimulus. Later research has shown that this model is incorrect as there
are systematic variations in data that this equation does not account for [3, 19, 35, 36]. Two
examples of this systematic variation are discussed in the following sections.
Assimilation to previous items
Consider an absolute identification task where stimuli are tones varying in loudness [38].
The average error in responding on the current trial is plotted for each stimulus dependent on the
previous stimulus. If the current stimulus, St was greater than the previous stimulus, St−1 the error
is negative. If the current stimulus, St is less than the previous stimulus, St−1 the error is positive.
For every combination of previous and current stimuli the plotted line has a positive slope. This
assimilation to immediately preceding items has also been observed in magnitude estimation tasks
[40], matching tasks [28], and in relative intensity judgment tasks [18]. A simple example of this
positive slope is shown in Figure 1.2. On the red line, the current response Rt, increases as the
previous stimulus, St−1 increases.
Contrast to trials further back
Another systematic effect has been demonstrated within the same experiments in that stimuli
on less recent trials, k > 1, exhibit contrast with the current response. This contrast effect has
also been widely reproduced [11, 16, 38, 34]. This effect is shown in Figure 1.2 on the blue line.
As previous stimuli, St−2, St−3 increase, the current response, Rt decreases. A contrast effect
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Figure 1.2: Contrast and Assimilation
moves the current response away from the k back response. If stimulus St−k is greater than the
current stimulus, St, the response, Rt, is smaller and if stimulus St−k is less than St, the response,
Rt, is larger. The static nature of Model 1.5, in which only the current stimulus intensity and
noise of the trial are considered, contradicts research which shows that effects extend across trials
[8, 11, 37]. The lack of a dynamic element in Model 1.5 combined with the assimilation effect
described immediately above provoked the following modification [3]:
logRt = β0 + β1 logSt + β2 logSt−1 + t (1.6)
Equation 1.6 is referred to as the Stimulus-Regression Model.
Jesteadt, [40], observed slight increases in the proportion variance explained when logRt−1
was included in the model along with logSt−1, and thus generalized Equation 1.6 as follows:
logRt = β0 + β1 logSt + β2 logSt−1 + β3 logRt−1 + t (1.7)
Equation 1.7 is referred to as the Stimulus-Response-Regression Model. The research de-
scribed so far has focused on empirical models of sequential effects. The relation of theoretical
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parameters to regression model coefficients is important as it can assess the validity of each mod-
els’ underlying theory. The theoretical models of judgment underlying the regression models in
Equation 1.6 and Equation 1.7 are described below.
1.6.2 Sequential Effects Arising in Perception
In some previous research, sequential effects have been viewed as arising in the perceptual
system. Decarlo & Cross described this effect as follows:
ψt = S
β
t C
γδt (1.8)
where C is the context that affects the representation and γ is a weight on the context where
a γ value of 0 weighs only the current stimulus. DeCarlo showed that this equation can be reduced
to Equation 1.6 (where β1 = β and β2 = γ) [5]. One interpretation of Equation 1.6 is that it models
a memory effect of some sort, rather than a perceptual effect. The idea, here, being that current
and previous perceptions are confused and assimilate in memory. This interpretation is the basis
of one of the current prevailing theories, and described in detail later on in this review.
1.6.3 Sequential Effects Arising in Judgment
DeCarlo & Cross noting that judgment is known to be relative [5], suggested that participant’s
responses are affected by both immediate context (e.g., previous stimulus and response) and long—
term context (e.g., a standard and modulus) as follows:
Rt = ψt(Rt−1/ψt−1)λ(R0/ψ0)t−λµt (1.9)
where R0 and ψ0 are fixed, 0 ≤ λ ≤ 1 and µt represents judgmental noise. DeCarlo refers
to this model as the relative judgment model as it models short and long term contextual effects
[5]. When λ = 0 all judgments are relative to the fixed long—term anchors R0 and ψ0. When
λ = 1 all judgments are relative to the immediately previous, short—term context, (St−1, Rt−1).
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Values between 0 and 1 use a combination of relative and absolute contexts to help form a response.
DeCarlo showed that this equation can be reduced to Equation 1.7 [5]. When reducing Equation 1.9
to Equation 1.7 some constraints are placed on the β values involved. If we assume that there
are perceptual/memory effects, in the sense of Equation 1.8, then we can use substitution with
Equation 1.9 to create Equation 1.7 where β2 = (γ − λβ) and β3 = λ. According to this reduction,
β2 of Equation 1.7 is an estimate of (γ − λβ). This implies that finding a negative value for β2 in
Equation 1.7 occurs only if either λ is negative, or if it is positive but less than λβ. A prediction
stemming from this relative judgment model is that any factor that increases the influence of
short—term context on judgment will be reflected by an increase in λ [5]. DeCarlo & Cross designed
four experiments in order to test the validity of the relative judgment model. By modifying the
instructions in two different experiments, DeCarlo & Cross attempted to sway participants into
using relative context, or an absolute anchor. The directions for a simple tone loudness identification
task differed as follows: The first set of directions asked the participant to only use the previous
loudness and its number as a reference point. The second set of directions asked the participant to
only use one loudness, any one you like, and its number as a reference point. DeCarlo predicted
that, when using his RJM if the Rt−1 coefficient increases, the St−1 coefficient should also increase,
and in that Rt−1 should be higher when the instructions emphasized relative context over fixed
context. The experiment directly replicated his hypotheses, and did so again when participants
were asked to use a different response mechanism.
DeCarlo & Cross’s relative judgment model proposed above consists of an absolute context,
dependent on absolute anchors, and a relative component, dependent on the immediately previous
response/stimuli. Representing this model in terms of Figure 1.1 can be done by using a veridical
map from the stimulus, S, to the internal impression, I. Then, in the mapping from the internal
impression, I, to the final response R sequential dependencies and other noise contaminate the
value. A diagram of this is shown in Figure 1.3:
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Figure 1.3: Relative Judgment Model Map
1.6.4 Criterion-Setting Theory
In 1985 Treisman attempted to provide a general judgment model which addressed many con-
structs of absolute identification tasks, including sequential dependencies. Her theory is referred
to the Criterion-Setting Theory (CST) [31]. The criterion-setting theory answers two questions:
What is the rational basis for setting and maintaining criteria, and what processes and mechanisms
perform these functions (a criteria is a boundary dividing up the internal impression scale). Treis-
man believed that, in a judgment task, the map from I → R is the identity map and that the map
from S → I is complicated and depends on long—term and short—term factors. This mapping
can be described as follows:
Figure 1.4: Criterion-Setting Theory Judgment Map
Here, sequential dependencies occur in the mapping from the external stimulus to the internal
magnitude, I. This mapping is affected by two factors; Long-term and Short-term. This should
seem very familiar as it is nearly identical to the interpretation that DeCarlo and Cross provided
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in the previous section. One noticeable difference, however, is that DeCarlo and Cross inferred
that the location of sequential dependencies contamination was in the mapping from the internal
sensation, I, to the response, R.
Long—term factors
Treisman concluded that participants in a cognitive science experiment have probably had
prior experience with the very same, or analogous task, and may have retained information from
that task. They use this information to generate a relative criterion value, which Treisman referred
to as Z0. The criterion, by Treisman’s definition, refers to response boundaries which divide up the
internal sensory scale, the I scale, into response categories and that the response is determined by
which criteria the noisy stimulus representation falls between.
Short—term factors
Treisman noted that because objects tend to persist in the real world, unlike experimental
conditions, that the best knowledge a participant has of the current state of the world is embodied in
our most recent judgments of it. The tracking mechanism was motivated by this, and was designed
to produce assimilation to recent responses. Another mechanism, the stabilizing mechanism was
intended to place criterion near the location of sensory input. This mechanism worked by moving
criteria towards the current total distribution of stimuli categorized at that criteria. Stabilization
therefore produces contrast to recent stimuli. Treisman used a two-choice identification task to
validate the CST model. In the model she assumes that there are two stimuli values and a single
criterion. The CST attempts to place the single criterion at the optimal position at any given
moment, and to keep it there. The process in which this is done consists of a long—term process
which selects the reference criterion value, and a short—term process which modifies the criterion
by making trial to trial adjustments. The initial reference value, Z0 is specified in accordance with
some definition of optimality. It should take into account the final or mean position of the criterion
in previous similar tasks, as well as consider instructions and other cognitive information. Once
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Z0 has been specified, it can be modified further, but it remains constant over short sequences of
trials. The tracking mechanism is based on an indicator trace, defined as follows:
Tr(i) = −Jiδr (1.10)
where in a two-choice identification task, J can either take the value of -1 for an incorrect
response, or +1 for a correct response. Each trace decays linearly per trial, so the most recent
traces will have the largest effects. The stabilization mechanism is based on a sensorial-determined
indicator trace, defined as follows:
Ts(i, k) =
 max(Ts(i)− kδs, 0), Ts(i) ≥ 0min(Ts(i) + kδs, 0), Ts(i) < 0.
where Ts(i, k) is the trace formed on trial i after k trials, and each Ts(i) value decays towards
0 at a linear rate of δs per trial. The contrasting effects of assimilation to preceding responses, and
contrast to preceding judgments suggest that absolute identification data may usefully be described
by Equation 1.7 in which both stimuli and responses are considered as predictors.
CST Explanation of Sequential Dependencies
The two most common sequential dependencies seen in absolute identification, as discussed
above, are assimilation between the current response to the previous stimulus, and the contrast
between the current response and stimuli further back. CST does a good job at explaining the
assimilation between R and St−1 as it has a mechanism, the tracking mechanism, to explicitly do
just this. It doesn’t however, explain the contrast effects between further back stimuli, St−1, St−2
and the current response.
1.6.5 ANCHOR
Petrov and Anderson [27] used a newer model based on memory-scaling, ANCHOR, to provide
a comprehensive theory of how responses are produced, in category rating tasks. Category ratings
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tasks include psychophysical scales, similarity judgments, typicality judgments, confidence ratings,
attitude questionnaires, health self-reports, and many others. In category rating tasks, participants
are asked to rate items using an ordered category set such as 1,...,10 or disagree,...,agree. These tasks
are commonplace in our lives and psychologists tend to take responses at face value. The ANCHOR
model compares the perceived magnitude of the stimulus and compares it with a set of anchors in
memory. A winning anchor is then chosen, and provides a reference point in which the response can
be generated. The response is then generated using a correction strategy. The location of internal
anchors is updated using two incremental mechanisms. The model assumes that the perceptual
subsystem constructs the internal sensation, I, that encodes the physical stimulus, S. Then I is
compared to an internal state which evolves from trial to trial. Lastly, I is mapped to the response R
using anchors which represent associations between an internal magnitude, I, and a response label.
This map is shown below: The ANCHOR model can be divided into five computational mechanisms:
Figure 1.5: ANCHOR Map
Perceptual subsystem, Anchor Selection Mechanism, Base-Level Activation, Corrective Mechanism
and the Competitive Learning Rule. In the perceptual subsystem the mapping from the stimulus,
S to the internal magnitude, I, is done as follows:
I = S(1 + kpep) (1.11)
where ep is a noise parameter, and kp is a confusability parameter. If the stimulus can be represented
in multiple ways, the internal impression I depends solely on the intensity of one particular attribute
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of the stimulus. In the anchor selection mechanism an anchor is assigned for each response category.
Each anchor is responsible for mapping the internal magnitude continuum, I values, to the overt
response scale, R. The location of any anchor is referred to as Li. When choosing the winning
anchor, goodness scores are calculated with each anchor as follows:
Gi = −|I −Ai|+Hbi (1.12)
where I − Ai is just the mismatch between the target magnitude I and the anchor magnitude Ai,
and H is a constant attached to a priori bias Bi, discussed below. If an anchor is used in a trial,
that anchors base level activation, Bi, is increased. All other base level activations decay linearly
per trial. A simple corrective algorithm is used if a response falls outside of minimum or maximum
possible response values. Anchor locations are updated to include the newest anchor classified to
that anchor as follows:
Lt+1 = (1− α)Li(t) + αI(t) (1.13)
where α is a learning parameter. This equation shows that each anchor is a running average of all
stimuli associated with it.
ANCHOR Explanation of Sequential Dependencies
The ANCHOR model explains the assimilation between the previous stimulus and current
response, as it is primed to use the previous stimulus as a strong feature in future stimuli clas-
sification. Petrov dismisses the contrast effect shown between the current response and previous
stimulus values, St−1, St−2 as an artifact of the regression analyses typically performed.
1.6.6 Another RJM
Three key phenomena occur in unidimensional absolute identification tasks.
(1) Information transmitted from stimulus to response is poor
(2) When observing identification accuracy, the largest and smallest stimuli have smaller errors
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(3) Strong sequential effects occur
In an attempt to create a consistent model that explains all three of these phenomena, Stewart
and Brown [30] propose a relative judgment model. Stewart and Brown rely upon the idea that the
locus of effect is not perceptual, but occurs instead in the mapping from the internal sensations,
I, to the response, R. A model of Stewart and Brown’s RJM is shown below: A second key
Figure 1.6: Relative Judgment Map
difference that the RJM considers is that judgment is relative and does not rely on any anchors. By
allowing this freedom, the RJM can explain the contrast effect generally seen between the response
and further back stimulus values, St−1, St−2. Instead of focusing on long-term representations of
absolute magnitudes, the RJM instead uses differences between current and previous stimuli, and
combines them with previous feedback to generate a response. The basic unit used in the RJM is
the difference between the current stimulus and the previous stimulus:
Dn,n−1 = A ln(Sn/Sn−1) (1.14)
where A is a constant dependent on the sensory dimension and Sn is the physical magnitude of the
stimulus on trial n. It is assumed that the difference Dn,n−1 is contaminated by residual represen-
tations of earlier differences Dn−1,n−2, Dn−2,n−3 etc. This confusion between stimulus differences
and not absolute stimulus values is a unique feature of the RJM. A response, R, is generated by
scaling Dn,n−1 and adding in feedback from the previous trial. Assuming that there is a limit on
channel capacity we modify the Response, R as follows:
Rn = Fn−1 +Dn,n−1/λ+ ρZ (1.15)
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where Z represents noise in the mapping process, Fn−1 is the feedback from the previous trial, and
ρ represents the range of possible responses.
Stewart’s RJM Explanation of Sequential Dependencies
Stewart, Brown, and Chater showed that the RJM model described above can explain both of
the common sequential dependency effects seen in absolute identification literature in two different
tone frequency identification experiments [30] .
1.7 Comparison of theories
In the previous section, we presented four main models, their descriptions, and the reasoning
behind them. Here we will focus on reviewing the key differences between each of the models.
We first discussed two simple regression models, the stimulus regression model and the
stimulus-response regression model. These models defined the current response in terms of the
current stimulus and previous trial information where the stimulus regression model included just
the previous stimulus, and the stimulus-response regression model include the previous response
and the previous stimulus.
Next, we looked a relative judgment model, described by DeCarlo & Cross, which functioned
by using a combination of absolute reference points and two relative reference points, St−1 and Rt−1.
The second model discussed was Treisman’s Criterion Setting Theory. In this general judgment
model, the map from the stimulus, S, and the response R is very simple and the map from S to
I is complex and noisy. An internal scale contains a criteria for each possible response outcome.
Each criterion is a link from an internal sensation, I, to an external response category, R. The CST
depends on two major factors; Short—term and Long—term. Long—term factors are modeled using
knowledge from the experiment and task parameters. Short—term factors include two mechanisms;
tracking and stabilization. Tracking weighs recent evidence, R values, based on their similarity
to the current response and how recent they occurred. The second short—term mechanism is
stabilization. In stabilization, the location of criterion is moved toward the locations of all previous
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stimuli. These two mechanisms work in parallel, and along with the long—term factor, produce a
response by choosing the closest criteria after mapping the stimulus, S, to an internal impression,
I.
The third model discussed, ANCHOR, is based on memory-scaling methods. The ANCHOR
model is very similar to Treisman’s CST model in that it determines the response based on an
internal anchor and its mapped response. One notable difference is that the mapping from the
external stimulus, S to the internal magnitude, I is a simple identity map. The noise, according
to Petrov [27], exists in the map from I to R. The internal state, I, is stored in memory after the
stimulus has been processed by the perceptual system. The ANCHOR model relies on five compu-
tational mechanisms: The perceptual subsystem maps the stimulus, S, to an internal impression.
The anchor selection mechanism calculates goodness scores for each anchor and picks a winner
for that trial. Base-level activations for anchors are adjusted by increasing the activation for the
anchor that was just used and decaying the other anchor activations. The correction mechanism
adjusts reponses using experiment specific information. Lastly, the anchor locations are updated
using a running average of all anchors.
The last model discussed, another relative judgment model (RJM-2). This model, like the
ANCHOR model, considers that the map from S to I is simple and the map from I to R is
complex. The building block of the (RJM-2) model is the difference between the current stimulus
and the previous stimulus, Dn, n− 1. Stewart et al. believe that instead of stimuli, responses,
or anchors being confused in memory that differences between stimuli are being confused. What
makes this relative judgment model truly relative is that it does not rely upon any anchors, or
any long—term factors, unlike any of the previous models and instead just considers the confusion
between the immediate stimulus and the current stimulus. The mapping from I to R is done
using a response reducing mechanism which converts responses into the correct scale, and then just
scales the difference between the current and previous stimulus into a response range. It is the
only model out of the four that can fully explain both the contrast to further back trials and the
current response, and the assimilation effect seen between the current stimulus and the previous
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stimulus. The similarities between each of the models are shown in Table 1.3. Two of the models,
Table 1.3: Similarity Between Models of Sequential Dependencies
Model Location of Sequential Features Anchors Internal
Effects Used Used Mechan-
isms
DeCarlo & Cross RJM Perceptual Map: S → I St, St−1, Rt−1 R0 and ψ0 none
CST Perceptual Map: S → I St Task spe-
cific Z0
and one
for each
response
category
Tracking
Mech-
anism,
Stabilizing
Mechanism
ANCHOR Judgment Map: I → R St One for
each re-
sponse
category
Anchor
Selection,
Corrective,
Com-
petitive
Learning
Stewart et. al RJM Judgment Map: I → R St − St−1 none none
the CST and DeCarlo and Cross’s RJM model both agree that sequential dependencies play a role
during perception. The other two models agree that sequential dependencies instead take place in
the response mapping. Two of the models, the CST and the ANCHOR model only directly use the
current stimulus, while both relative judgment models use combinations of the previous stimuli and
responses. Three of the models discussed use anchors. The CST model uses both global anchors
and relative anchors, DeCarlo and Cross’s RJM just uses global anchors, and the ANCHOR model
only uses relative anchors. Lastly, two of the models use internal mechanisms to modify the model
during stimulus response sequences. The CST uses tracking and stabilizing to model the influence
of previous stimuli and responses. The ANCHOR model instead uses mechanisms to choose the best
anchor, correct bad responses, and update the model using a competitive learning mechanism.
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1.8 Our Research
Our research focuses around being able to first detect sequential dependencies in judgment
tasks, then build contamination models to model them, and finally use decontamination methods
to obtain internal sensations, I’s. The features chosen in each of our models directly correspond
to ideas from models in the literature discussed here. Chapter 2 of this thesis focuses on detecting
sequential dependencies in an experiment with a large time separation between trials. Chapter 3 of
this thesis focuses on detecting sequential dependencies in a real-world situation, modeling them,
and then recovering internal impressions using decontamination techniques including an iterative
impression model.
Chapter 2
Sequential Dependencies in Time Separated Data
2.1 Introduction
When asked to make absolute judgments in an experimental setting individuals use anchoring
or primacy: information presented earlier in time serves as a basis for making judgments later in
time [32]. The need for anchors is due to the fact that individuals are poor at or possibly incapable
of making absolute judgments and instead must rely on reference points to make relative judg-
ments [17, 26, 30]. The literature in experimental and theoretical psychology exploring sequential
dependencies suggests that reference points change from one judgment or rating to the next in a
systematic manner.
Teachers are cognizant of potential drift when grading papers and the necessity of comparing
early papers to those graded later. Sequential dependencies arise in a myriad of common tasks,
such as responding to surveys, questionnaires, and evaluations. A relatively unexplored field of se-
quential effects involves online recommendation engines. Netflix, Amazon, and Google consistently
recommend products through advertisements that they think you would be interested in buying.
Could these recommendation engines be improved by observing how you are rating products se-
quentially? By mitigating the influence of recent judgments, recommendation engines could make
more meaningful and accurate predictions for what products you are interested in. Even small im-
provements in these engines can mean large income increases. By having the best recommendation
engine you not only sell more products, but you draw more users.
Carefully controlled laboratory studies of sequential dependencies, dating from the 1950’s
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[20], consist of rating unidimensional stimuli, such as the decibel level of a tone, or the length of a
line. These studies suggest that across many such domains, responses convey not much more than
two bits of mutual information with the stimulus [30]. Various types of judgment tasks have been
studied including absolute identification, where the individual’s task is to specify the value of the
stimulus level (e.g., 10 levels of loudness), magnitude estimation, where the task is to estimate the
magnitude of the stimulus which could vary continuously along a dimension, and categorization,
where the task requires the individual to label stimuli by range. Due to the large size of responses
in absolute identification and categorization tasks, and because individuals aren’t usually aware of
the discrete stimuli in absolute identification tasks, there isn’t a qualitative difference among tasks.
Typically, feedback is provided in absolute identification and categorization tasks. Without this
feedback, explicit anchors against which stimuli can be assessed wouldn’t exist.
The consequences of sequential effects can be complex. Normally, on trial t of an experiment,
trial t − 1 has the largest influence on ratings and earlier trials—t − 2, t − 3, and so forth—have
successively diminishing influences. Both the stimulus and response on a previous trial can have
an effect, which makes sense if individuals formulate a response to the current stimulus by analogy
to the relationship between previous stimuli and responses. Two types of effects are observed: an
assimilative effect occurs when the current response moves in the direction of stimulus or response
from a previous trial; a contrastive effect is one that moves away. Analyzing recency effects using
assimilation and contrast is complex and theory dependent [5].
Because cognitive scientists are aware the recent trial history can influence responses to a
stimulus, studies are often designed to limit or completely avoid sequential dependencies. Increasing
the number of response categories and varying the type and frequency of anchors are common
methods to mitigate sequential dependencies [23, 39]. Another possible approach is to increase the
intertrial interval, on the assumption that recency effects decay to some extent with the passage
of time. In this paper we will describe data that was collected in which trials were separated
by sixty seconds, in the hope that sequential effects would be suppressed. We show that even in
this scenario, significant sequential effects do occur. Fortunately, we also show that they can be
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predicted and there is therefore hope for removing the contaminative effect they have.
2.2 Experimental Data
The data we analyze in this paper come from experiments conducted in Tor Wager’s lab at
Columbia University over a period of several years. Wager studies brain activity associated with
pain and placebo effects. Participants are asked to judge the level of discomfort (pain) associated
with pools of water varying from 32◦ to 53◦ Celsius, with the higher temperatures associated with
more discomfort. Each participant in an fMRI study begins with a calibration procedure that
attempts to determine the mapping between water temperature in degrees Celsius and pain rating
using a 10 point rating scale, 1 being lowest level of pain, and 10 being the highest.
The calibration procedure involves 24 trials, the goal of which is to determine temperatures
that correspond to subjective pain levels 2, 5, and 8 on a 10-point scale. This goal is achieved
by an adaptive algorithm that explores the range of temperatures in order to obtain data that
is well fit by an affine transformation from temperature to pain level via least squares regression.
Consequently, the order of stimuli is not entirely random, because the temperature is chosen on a
trial to provide the most information about the transformation. However, because the procedure
jumps pseudorandomly between calibration of low, medium, and high pain levels, there is significant
trial-to-trial variability in the temperatures. From the participants’ perspective, there is no trial-
to-trial predictability of temperature, and the temperature levels fluctuate without any perceptible
pattern.
We obtained pain judgment data from a total of 284 participants. Although the participants
were part of 17 distinct experiments, the calibration procedure was identical in all experiments.
2.3 Analysis of Pain Judgment Data
Our first goal is to determine whether sequential dependencies are present in the data. One
intuitive approach is simply to plot the response to the current stimulus as a function of the previous
stimulus. Because of the sparsity of data, the closest we could come to making such a graph is
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to partition the stimuli into five ranges, and plot—for each stimulus partition—the response as a
function of the previous stimulus partition, as is shown in Figure 2.1. Each point on the graph is an
expectation over all trials of all participants who were shown a particular stimulus on trial t, S(t),
following a previous stimulus, S(t − 1); this response is denoted E[R(t)|S(t), S(t − 1)]. Because
we are concerned with how responses deviate based on earlier trials, we subtract out the mean
response to the current stimulus, E[R(t)|S(t)].
If previous trials had no influence, each curve in the Figure would be flat, indicating that
the mean-subtracted response on trial t—depicted on the ordinate—is independent of the previous
stimulus, S(t− 1)—depicted along the abscissa. However, the pattern we observe is quite different.
Four of the five stimulus partitions show a clear negative slope: the response to the current stimulus
tends to decrease as the previous stimulus increases. This negative slope is a contrast effect. A low
value of S(t− 1) tends to cause S(t) to be given a higher rating, and a high value of S(t− 1) tends
to cause S(t) to be given a lower rating.
The fifth partition of S(t) in Figure 2.1—reflecting the temperature range 32–37◦, seems to
be relatively unaffected by the previous trial. It is quite common for the extreme stimulus values
to be less influenced by recency that the intermediate stimulus values, due to the fact that the
extreme stimuli become effective anchors. For example, [22] found very weak sequential effects for
the extrema in a line length judgment task.
The sequential effects can be quite substantial. For the 43.5–45◦ range, the response fluctu-
ated by 4 points on the 10 point scale due to the previous stimulus.
In Figure 2.1, we partitioned the stimulus range in order to obtain roughly equal numbers of
judgments in each partition. We explored several other partitioning schemes—including selecting
equal temperature bin widths and bin widths that yielded an equal range over responses— and all
produced graphs qualitatively similar to Figure 2.1.
Although the graph strongly suggests the existence of sequential effects in the pain judgment
data, one must interpret it with caution because the data points represent averages over many
individuals and many trials. It’s altogether possible that even if sequential effects are robust and
29
Figure 2.1: Each curve represents the average response deviation for a given range of the current
stimulus, S(t), as a function of the previous stimulus, S(t − 1). The response deviation specifies
how much the expected response differs from the overall mean response. Each data point is an
average over many trials and many participants.
measurable for aggregated data, it will be impossible to detect them for a particular individual
on a particular trial. If our long-term goal is to obtain more meaningful ratings from individuals
by removing the contamination from recent trials, then we need to show that it is possible to
account for variability in an individual trial based on recent history. In past work, we [41] found
that sequential effects could explain upward of 95% of variability in aggregated responses on a very
simple two-alternative forced choice task but only about 25% of variability in individual trials.
Thus, our next goal is to show that we can reliably detect sequential effects on an individual
trial in our data set. We approach this goal by constructing mathematical models that describe
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how recent history—e.g., S(t−1), R(t−1), S(t−2), and R(t−2)—influences the current response,
R(t). There is a rich psychological modeling literature that attempts to explain sequential effects in
judgment, absolute identification, and choice tasks. [5] describe a thirty year history of models that
all characterize the current response as a linear function of the previous stimulus and/or response.
Other models are in the same form, e.g.[30, 41], although they include stimuli and responses from
two and more trials back in the linear model. For judgment of physical magnitudes (e.g., pitch),
the simple linear form of the models is obtained by log transforming the raw stimulus intensities.
The primary distinction among the various linear models is the coefficients that weight terms in
the model, and constraints assumed to operate among these coefficients. To represent this large
class of models, we explore linear predictive models and treat the coefficients as free parameters
that are fit to the data.
In the literature, a class of psychological models assume that past trials provide reference
or anchor points relative to which the current trial is compared, e.g.[26, 27]. One key feature of
these anchors is that generalization from the anchors to the current trial is similarity dependent
[27]. To allow for nonlinear effects such as similarity dependence, we also consider a class of models
that is primarily linear but allows some degree of nonlinearity, specifically via the computation of
distances between the current and previous stimuli.
The models we explore predict the response on the current trial given recent trial history,
and we attempt to show that these models outperform a baseline model that predicts based solely
on the current stimulus. We begin by describing the baseline model.
2.3.1 Baseline Regression
We assume that individuals map the stimulus continuum to the response continuum using
an affine transformation, and thus we can predict an individual’s response as
Rˆ(t) = β0 + β1S(t), (2.1)
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where the coefficients β = {β0, β1} may differ from one individual to the next. Although Weber’s
law suggests that transforms from physical stimulus magnitudes to internal representations should
be logarithmic, an inspection of the data reveals a roughly linear relationship, as depicted in
Figure 2.2 for six different participants. The red circles indicate responses on individual trials. The
solid green line represents the least squares regression, which obtains the coefficients β and the
blue squares represent the improved fit of a model that we have yet to describe.
The residual error, ρ(t) = R(t)− Rˆ(t), might simply be due to factors outside of the experi-
mental context, such as the individual’s attentional state, or the residual error might be attributable
to some systematic influence, such as sequential dependencies in formulating a response. We will
investigate this latter possibility via computational models. We build several types of models to
predict the residual error. If the recent trial history helps to reduce the residuals, we have evidence
for sequential dependencies in this experimental study.
Although we obtain β coefficients for each individual separately, we build a single sequential-
dependency model for all individuals. The reason for this decision is that we have relatively sparse
data from each individual—a total of 24 trials—and some of the sequential-dependency models we
consider have a large number of free parameters, and can only be constrained with large amounts of
data. However, if we do find significant variability that can be explained across participants from
a model of sequential dependencies, the explanatory power of a model tailored to an individual is
potentially even greater.
We define the baseline fit via the root mean squared error,
RMSEbaseline =
(∑
i
∑
t
ρi(t)
2
) 1
2
, (2.2)
where i is an index over participants, t is an index over trials, and ρi(t) denotes the residual from the
regression for participant i on trial t. Intuitively, the RMSE indicates how large a deviation a model
produces from the actual response an individual makes. In our data set, RMSEbaseline = 1.2502,
indicating that the baseline model produces a typical deviation slightly larger than one unit on the
1-10 response scale. We will evaluate all sequential-dependency models in terms of how effectively
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Figure 2.2: Pain judgment data from six participants. Each red circle in the scatterplot represents
a single stimulus-response pair, where the stimulus level is depicted along the abscissa and the
response level is shown on the ordinate. The solid green line represents the least square regression.
The blue squares show the cross validated prediction of the best model we explored.
they reduce RMSEbaseline.
We use cross validation—the standard paradigm from machine learning and statistics—to
estimate the effectiveness of a model. In all simulation results reported below, we perform 10-fold
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cross validation on our set of participants, using data from 9/10th of the individuals for training
and then hold out 1/10th for evaluation, and repeating the validation step for each of 10 hold out
sets.
2.3.2 Models
In this section, we describe a series of models that are designed to predict the residuals from
the baseline model, i.e., to predict the structure in the data due to the sequence and unrelated to
the current stimulus. If the model has no predictive ability—i.e., it predicts 0 for each residual—it
will perform no better than the baseline model. If the model is able to predict all of the residual,
the RMSE will drop to 0. Thus, the models we explore should yield RMSE values between 0 and
RMSEbaseline.
We explored a space consisting of eight distinct models which differ along three binary di-
mensions. The dimensions of the model space are motivated by existing theories of sequential
dependencies. We now describe the three dimensions of our model space: the model class, history,
and order.
Model Class: Regression Versus Neural Net
Most models of sequential effects assume some linear influence of previous trials and some
nonlinear influence. Thus, we consider both linear and nonlinear regression. We use a three-layer
back propagation neural network as a generic nonlinear regression model. All neural nets had 10
hidden units, used a tan-sigmoid transfer function for the hidden layer, a linear transfer function for
the output layer, and were trained with early stopping. The early stopping procedure reserves 10%
of the training data for validation, and terminates training when the error rate on the validation
set begins to rise. (The training and validation sets are distinct from the cross-validation hold-out
set used to evaluate the model.) We experimented with networks of different sizes and the results
were comparable to what we present below.
34
Model History: One Versus Two Trials Back
All theories of sequential effects assume a diminishing influence of more distant trial history,
usually with an exponential fall off. Many models consider only the previous trial, but generally
modelers find a benefit of including longer histories. We explored what we will term one-back
and two-back models. One-back models utilized the previous stimulus and response, S(t − 1) and
R(t−1). Two-back models utilized the previous two trials, S(t−1), R(t−1), S(t−2), and R(t−2).
Model Order: First Versus Second
Some models of sequential effects suppose that the spillover from trial t − n to trial t is
dependent on the similarity of the stimuli on trials t− n and t [5, 27].
Given that the stimuli in our data were temperature levels from a continuous scalar dimension,
the similarity can be measured in terms of the squared Euclidean distance, (S(t)− S(t− n))2. To
allow models to readily utilize this measure, we included as model regressors the terms S(t)2,
S(t)S(t−n), and S(t−n)2 for a model that considers the n-back trial. With these three additional
regressors, it is a linear operation to compute squared distance.
2.3.3 Simulation Results
The three binary dimensions of our model space specify eight distinct models. We trained
each model to predict the residuals of the baseline model, ρ(t), across all individuals in the data
set. Table 1 shows the RMSE for the different models obtained via cross validation, and also the
percentage improvement of the model over the baseline. This latter quantity is simply
%Improvement = 100(RMSEbase −RMSEmodel)/RMSEbase
As we anticipated, the nonlinear regression model—the neural net—performed far better
than the linear model. Indeed, we find little leverage from the models that are purely linear in
S(t−n) and R(t−n). The nonlinearity of the second order models—which include terms quadratic
in S(t) and S(t− n)—also apppears to have improved prediction significantly.
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Finally, the two-back models performed better than the one-back models. The boost provided
by trial t−2 is generally smaller than the boost provided by trial t−1, consistent with the exponential
decay of influence of previous trials found empirically in the sequential effects literature.
Table 2.1: RMSE Results for Sequential-Dependency Models
Model Class Model Order
Model History Cross-validation % Improvement
(n back) RMSE Over Baseline
Regression
1st
1 1.2423 0.63%
2 1.2418 0.67%
2nd
1 1.2360 1.14%
2 1.2301 1.61%
Neural Net
1st
1 1.2469 0.26%
2 1.2298 1.63%
2nd
1 1.2064 3.50%
2 1.1712 6.32%
Figure 2.3 shows the RMSE represented as a bar graph with standard errors indicating the
uncertainty in the RMSE across cross-validation splits of the data. Inspecting Figure 2.3, one
surprising finding is that the neural net yields not only larger improvements in RMSE, but also
highly consistent improvements: the standard error in the RMSE estimate is quite small.
The most complex model—the second order neural network model with two-back history—
is evidently the best. This model produces a more than 6% reduction in error over the baseline
model. That is, the sequential influence of previous trials on judgment explains 6% of what appears
to be noise in the data. This result is all the more impressive considering that a single model is
constructed for all participants, and there may well be significant individual differences in the
nature of sequential effects.
Figure 2.2 shows some examples of data and the corresponding model fit. Each graph repre-
sents a different individual. Each red circle plots the response produced by the individual (on the
ordinate) to a stimulus (on the abscissa). The solid green line is the best fitting linear regression,
and ρ is the deviation from the red circles to the green line. The blue squares show the predictions
of the second-order neural net with two-back history. (For this simulation, the neural net was
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Figure 2.3: Root Mean Squared Error (RMSE) for the eight models. The errorbars indicate +/-
one standard error of the mean. base=baseline model; regxy = x-order y-back linear regression;
nnxy = x-order y-back neural network
trained on data excluding the individual whose data on which predictions are plotted. Thus, the
red squares are not fits to data, but predictions from a pretrained model.) The prediction of the
model is an improvement over the baseline if the red circle is closer to the corresponding blue square
than to the green line. For most trials, the Figure shows that a better prediction of the response
is made by considering the influence of recent trial history (the blue squares) than by using the
current stimulus alone (the green line).
2.4 Conclusion
Through our simulation models, we find that sequential dependencies can explain more than
6% of the ’noise’ in judgments of pain. To gauge what 6% means, consider that the much-publicized
Netflix competition aimed to improve predictions of movie ratings by 10% [15]. The winners of
37
the competition used many different methods to reach this goal, most of which produced a much
smaller improvement than 6%. Sequential dependencies likely played a role in the Netflix data,
given that individuals often rate movies in consecutive bursts.
The 6% improvement is particularly interesting given that our data come from an experiment
that was designed to avoid sequential dependencies by spacing judgements a minute apart. It seems
likely that the effects would have been larger in magnitude if judgments had been more closely
spaced in time.
Sequential dependencies are ubiquitous in cognitive tasks. It’s impossible to find a domain
where sequential dependencies don’t arise, from the simplest of choice tasks, to language use, to
the control of attention [21].
Cognitive scientists well appreciate that experimental design needs to take into consideration
the possibility of sequential dependencies. Despite attempts to control for sequential dependencies,
for example by increasing the intertrial lag or by requesting a judgment of the same item in many
different contexts, sequential dependencies still inject a source of uncontrolled variability into human
performance. Rather than attempting to mitigate sequential dependencies in the experimental
design, perhaps it is more productive to design experiments that enhance sequential effects, because
doing so will make the modeling of these effects easier and when sequential effects are large, other
forms of response variability may be suppressed.
Having constructed quantitative models to predict sequential dependencies, there is hope
of exploiting the same models to remove their influence. We have taken steps in this direction
with our attempt to invert models such as those we presented in this paper to decontaminate
judgments, and effectively remove the contribution of recent trials to responses [22]. Although we
have been successful in decontaminating responses in a simple visual judgment task, extending the
technique to more complex, naturalistic tasks requires better models of the contamination process
by which previous trials affects current judgements. The work described in this paper suggests the
importance of nonlinearity in modeling the influence of recent trials on behavior.
Chapter 3
Decontamination in Movie Poster Advertisements
In a judgment task, a participant is asked to rate a set of items in terms of some judgment.
In the cognitive psychology literature, that item is referred to as a stimulus and that judgment
is referred to as a response. Many theories exist that explain how the map from a stimulus to
a response occurs. Usually these models contain an intermediate step in this stimulus-response
mapping. First an external stimulus, S, is mapped to an internal representation, what I will call an
impression, denoted I. Next, this impression is mapped to a response, R. The location of sequential
dependencies in this mapping varies based on the underlying model. In Chapter 1 we discussed
four different models in which two of them suggested that sequential dependencies played a major
role in the perceptual mapping from the external stimulus, S, to the internal impression, I. Two
other models suggested that this sequential effect contamination instead took place in the map from
the internal impression, I, to the response, R. The effects of recent trials’ stimuli/responses varies
among the four theories, but each agrees that more recent trials play the largest role in current
judgments.
Each of the theories in Chapter 1 (RJM, CST, ANCHOR, RJM-2), agree that contamination
takes place somewhere in the mapping from the stimulus, S, and the response, R [5, 31, 27, 30]. The
complication with the stimulus-response mapping prevents us from trusting the response as a good
representation of the internal state of an individual. In applied psychology awareness of sequential
dependencies has led some researchers to explorer strategies in which to mitigate the relativity
of judgment, such as increasing temporal space between trials, increasing the number of response
39
categories, and varying the type and frequency of anchors [23, 39]. Increasing the time between
trials could reduce the effects of sequential dependencies by allotting a participant more time to
locate a previous example in memory that is similar to the current stimulus and provide a response
similar to that. By increasing time between trials, the influence of sequential effects could decay
over time and increasing the time between trials would directly reduce the influence of sequential
effects. Increasing the number of response categories might allow a participant to be more fine-
grained in their response. It could be that this allows a participant to rely on more internal anchors
(anchors are reference points on the rating scale) and provide more consistent responses, reducing
the effects of sequential dependencies. It could also be that the number of response categories could
allow for a larger variability as minor differences before didn’t result in a different rating, but with
more response categories they might. For example, imagine a scenario in which you are asked to
provide a rating between 1 and 3. An average movie gets rated a 2, but if you are instead asked
to rate in the range of 1 to 100 then that same average movie could get a rating anywhere from 34
to 66. This large variability might actually increase the effects of sequential dependencies instead
of reducing them. It might be expected that responses become more accurate as the frequency of
anchor appearances increases as these anchors remind the participant what values to interpolate
between. This could even be considered a form of feedback as it provides a ground-truth range.
An alternative approach to obtaining more informative human judgments, described in this
chapter, is called decontamination. Decontamination is performed by algorithmic techniques to
recover the impression from a response that has been contaminated by the cognitive processes
involved in the production of that response. Decontamination was first proposed by Mozer, Pashler,
Wilder, Lindsey, and Jones [22]. Mozer et al. designed a simple absolute identification task and
showed that, given ground truth stimulus values, modeling the contamination process could reduce
the root mean squared error between predicted unobserved impressions and actual stimulus values
by more than 20%.
In the first attempt to recover internal impressions, Mozer et al. used data from two behav-
ioral experiments. In both experiments, the task was to identify the gap between two horizontally
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aligned dots on a computer monitor. Each participant was asked to respond to each dot pair using
a ten-point scale, with 1 corresponding to the smallest gap they would see, and 10 corresponding
to the largest. The two experiments differed primarily in the physical separation between the dots.
In both experiments, similar sequential dependencies were observed [22]. Mozer et al.’s approach
to decontamination, in which they attempted to recover internal impressions, relied on building
ground-truth data models for a group of individuals and then testing them on another group.
They noted that theories of sequential dependencies in human judgment address the problem of
predicting a response Rt, on trial t given the current stimulus and previous stimuli and responses.
the decontamination problem is somewhat the reverse: to predict the impression, It, given the
current response and previous stimuli and responses. Their decontamination models were inspired
by DeCarlo & Cross’s regression models, combined with nonlinear, flexible models like Petrov’s
ANCHOR [27, 5].
Using regression models, lookup tables, and an additive combination of the two, Mozer et
al. attempted to recover the internal impression sequence, I1,t. They used both simple regression
and lookup table models, as well as a more complex architecture based on a conditional random
field (CRF). The CRF allowed for the simultaneous inference of all impressions, rather than the
sequential inference in temporal order that can be achieved by regression or a look up table. The
advantage of the CRF is that it allows constraints between impressions to be imposed in both tem-
poral directions. Combined with debiasing, which removes individual biases (mean responses), and
decompressing, which stretches individual responses to the full response range, decontamination
techniques succeeded in reducing up to 20% of error (RMSE) between the ground-truth impression
and the model-estimated impression over the set of validation participants for 100 different splits
of the data [22]. Mozer et al. also observed that bias and compression have a basis in sequen-
tial dependencies as models that didn’t include separate debiasing and decompression corrections
performed nearly as well as those that did.
Similar sequential dependencies exist in a myriad of tasks, including but not limited to,
surveys, questionnaires, evaluations, and even in domains as varied as legal reasoning [7, 10] and
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jury evidence interpretation [23].
If impressions can be recovered from simple tasks by removing contamination caused by
sequential dependencies then maybe we can recover impressions from more complicated experiments
in which sequential dependencies exist. In the experiments by Mozer et al. ground truth stimuli
were available, as we knew the length of the lines presented but this, however, doesn’t represent the
majority of judgment tasks where ground truth stimuli aren’t defined (surveys, taste-testing, movie
reviews), and where they likely even vary across individuals. In fact, the reason for experiments in
ground truth free judgment tasks is to identify the ground truth ratings for each individual. We
designed an experiment where we don’t know ground truth stimuli, and where we expect variations
between individuals to be prominent. In our experiment we asked individuals to rate how much
they’d like to see an obscure movie, to avoid the possibility that they had seen the movie, based
on movie jackets. The idea of this task is to inform movie marketers as to how effective a movie
jacket is in enticing a potential viewer. This task is quite unlike the evaluation task that Netflix
uses to predict movie preferences. That is, Netflix asks users to rate movies they have viewed
previously in order to better recommend movies in the future. Although the Netflix task uses
movie jackets to elicit ratings, the ratings have different semantics. Our aim is to first recognize
sequential dependencies, model them, and then recover individual internal impressions.
3.1 Experimental Design
The data we analyze in this chapter come from experiments conducted, by us, on Mechanical
Turk [1], an online marketplace for work over the period of several weeks.
3.1.1 Participants
119 participants were paid through Mechanical Turk [1] to fill out an online survey. Me-
chanical Turk is an online marketplace for work in which a large variety of tasks can be presented
to participants to complete for compensation. Each participant received compensation ranging
from $.25 to $1.00 for their completion of the survey. The first 5 individuals were paid $1.00, the
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subsequent 10 were paid $.50, and the last 100 were paid $.25. The compensation changed as we
realized we were provided a higher compensation than other, similar, tasks. Each individual was a
U.S. Citizen.
3.1.2 Stimulus Materials
Movie selection was aided through the use of the Internet Movie Data Base (IMDb) [12].
IMDb is an online database of movie information and expert reviews. We searched for relatively
obscure movies, to minimize the chances that participants had seen the movies. (We wanted
participants to rate how eager they were to view a movie, and wanted these impressions to be
based on the movie jackets alone.) To find obscure movies, we searched for films that had a relative
few—2,000 to 5,000— number of user reviews. These parameters were selected from observation
that major current releases had many more ratings (10’s of thousands), and completely unknown
films had very few (less than a hundred) [12]. We chose not to include experiments with less than
100 reviews as we attempted to vary the average IMDb ratings in each group and worried that less
than 100 reviews would not be a large enough sample for an accurate mean rating. We also did some
minimal confirmation of the obscurity of these movies by culling movies that local test participants
claimed to have seen. We chose 50 movies, 10 from each of 5 common categories; Drama, Action,
Sports, Comedy, or Family. In addition to selection of movies by category, movies were selected
within each category to be diverse along two additional dimensions: the average IMDb ratings and
the release years. We also required that the film be feature length and that it was released in the
United States and was in English. The movies used in our experiment are shown in Appendix B,
along with their release year and average IMDb rating.
3.1.3 Sequence Construction
In the construction of the 200 trial sequence data was divided into four groups of 50 trials.
Each group of 50 trials contained each of the 50 obscure movie poster advertising images. These
images fell into one of five categories; Drama, Action, Sports, Comedy, or Family. The 50 trial
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blocks contained 10 poster advertisements from each of the five categories. Two specific criteria
were required for the construction of the trial sequence.
(1) Consecutive trials were drawn from different movie categories:
Each block of 50 trials was designed to avoid repeated categories on consecutive trials, and
then the combination of the four blocks was checked to verify that repetitions didn’t occur
on the trials spanning two blocks.
(2) No duplicate tuple pair of trials:
The entire sequence was checked to ensure that no A-B sequence was repeated, either in
the order A-B or B-A.
Ten different trial orderings were created. Each individual was randomly assigned one of these 10
orderings when they loaded the webpage for the experiment.
3.1.4 Process
During the experiment each trial was shown, in the sequence order described above, on the
same webpage using asynchronous JavaScript. This allowed us to update the trial number and
advertisement image without refreshing the webpage. After the participant completed all 200 trials
they were asked to press a submit button. After pressing the submit button the participant was
provided a unique key. The participant then submitted their unique key as the single input in
a simple form on the Mechanical Turk collection page. This unique key allowed us to map the
Mechanical Turk user to their experimental data.
3.1.5 Procedure
Each individual was redirected from Mechanical Turk to an external website. They were
asked to complete a survey, and then enter the unique code presented to them after successfully
completing the rating task, into Mechanical Turk. Before beginning the task individuals were
presented with an extensive list of directions, as shown in Figure 3.1.
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Figure 3.1: Directions presented to each individual.
Each participant is asked to rate how much they would like to see a movie based on the poster
advertisement of the movie. They are asked to select a radio button with a corresponding value
ranging from 1-10, where 1 means ”I would never watch this movie” and 10 means ”I absolutely
can’t wait to see this movie”. They are also asked to check a checkbox if they had seen the movie
depicted in the poster advertising. Each individual is presented with a total of 200 trials, and is
expected to do all 200 ratings without a break. If a user took longer than 15 seconds between any
two trials, excluding the first, the experiment terminated immediately.
3.1.6 Web Design
This section explains the specific design of the website and may be skipped, as it is not
necessary in explaining our research. It is intended to explain how to run a sequential experiment
in Mechanical Turk.
The specific design of the website intended to avoid some trouble with how Mechanical Turk
works along with make it easier for and participant to complete the survey. Mechanical Turk is
designed to present many workers with human intelligent tasks (HITs) to complete. A Mechanical
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Turk requestor specifies the number of viewings they would like for each HIT, and how many unique
workers they want to complete that HIT. The optimal presentation is generated by Mechanical Turk
to achieve the correct number of unique visitors and views of each HIT. This optimal presentation
is done behind the scenes, and is a problem for an experiment in which one is trying to control
the ordering of trials. To avoid this issue we designed an experiment which redirects the user to
another webserver to complete the survey. A simple form exists on the Mechanical Turk HIT which
asks a worker to follow a url and complete a survey. They are told that at the end of that survey
a unique key will be provided to them. This unique key is then entered into an input field on the
HIT page.
Mechanical Turk includes a review process for requestors in that it allows a requestor to reject
the work of a worker who has not completed the task correctly. Our design allows the requestor
to do any analysis they prefer either during the runtime for the actual experiment, or in a period
of grace time allowed by Mechanical Turk to approve work. Also by using our own webserver we
had complete control to store, directly, what information we wanted from a participant. In our
case we stored time between trials, the input sequence, and the unique key generated at the end
of the experiment in a text file. After reaching the set number of participants for Mechanical Turk
we then analyzed each participant to make sure their unique key matched, and that their data was
valid.
The actual layout of the website was very simple. A static blue box, shown in Figure 3.1 was
always shown at the top of the page to remind users the specific directions for the task they were
completing. Below this blue box a labe for the trial number was shown, along with the directions
”Please rate on a scale of 1-10 how much you would want to see the movie shown in the following
image.”. Below that a picture of a poster advertisement was shown. The first picture differed as a
sequence ordering, one of ten, was chosen randomly and presented to a worker. Below the picture
a row of radio buttons that were labeled 1—10. These radio buttons were initially unchecked and
a user was required to select an input to continue to the next trial. Below the radio buttons was
a checkbox that had the text ”Have you seen this move before?” next to it and was labeled with
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”Yes”. Below this checkbox was a button labeled next. If a user did not indicate a rating the next
button would not cause any action.
If a user had selected a radio button rating, along with either checking or leaving unchecked
the box indicating whether or not a worker had seen the movie, the next button would cause
an AJAX action which would immediately load the next picture in the sequence, change the trial
number text, and unselect the current radio button. If the worker had just completed trial 200, they
would instead be shown a screen, through an AJAX action, which indicated they had completed
the task, and would be provided with a newly generated unique key. Also during this step a data
file would be written containing the unique key, each of the responses given during each trial, and
the time between trials.
To keep track of the data being acquired in each trial a hidden form field was used on the
website. This hidden form was not visible to the worker, but contained the concatenation of all
previous responses, picture ids, and times between trials. An internal timer ran behind the scenes
after the first response was given. This internal timer verified that each response occurred no more
than 15 seconds since the last response occurred. If this time limit was exceeded, no data was
written to the data file, and the participant was shown, through another AJAX action, a message
that indicated they had taken to long between trials.
By updating elements of the webpage during real—time using AJAX the entire experiment
was run without need to refresh the html page at any time. This allowed for a truly seamless
experience for workers. The code for this web design is shown in Appendix A.
3.1.7 Rejection Criteria
We reviewed the data of each participant who completed our study, and attempted to reject
participants with clear malintent. We used three specific criteria to determine whether a participant
had malintent completing the task.
(1) Average standard deviation across poster advertisements:
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The data was divided into 50 groups of four ratings for each poster advertisement. The
standard deviation of each group was taken, and then averaged across all pictures. If
this deviation was high it could mean that the participant was randomly answering the
survey. If the variance was incredibly low, it could imply that either the participant was
very consistent, or that the individual was giving very similar ratings across all poster
advertisements. It is important to note that we would expect there to be some variability
here, as this thesis is centered around this variance. The average variance of a participant
was 0.5961. If a participant’s variance was greater than twice the average variance, 1.1922
, or less than 0.1 their data sequence was individually reviewed.
(2) Response time between trials:
The time between trials was recorded in milliseconds to verify that the participant was not
taking longer than 15 seconds between any two trials. It was also used to determine how
quickly the individual was completed the survey. A very low average response time could
imply the participant was randomly answering the survey. The average response time of a
participant was 3342ms. If a participant had an average response below 2500ms their data
sequence was individually reviewed.
(3) Mis-matches in seen movie checkbox:
Recording whether a participant had seen a movie using a checkbox ended up being a very
useful rejection criterion. By asking a participant if they had seen the same movie in four
different occasions we could easily check for mis-matches in the seen movie checkbox. A
mis-match occurred if the # of times a user claimed that they had seen a movie across
the four trials equaled either 3, 2 or 1. A 0 or 4 implied the participant checked the box
four times, or zero times, which is considered completely consistent. A 1 or 3 could either
mean that the participant was randomly making checkbox selections, or it could mean that
they simply forgot to select it the fourth time, or accidently selected it one time. The most
egregious mis-match was one in which the participant selected they had seen the movie
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twice, and twice said they had not. The average number of mis-matches per participant
was 2. If a participant had a mis-match of greater than 20, indicating a mis-match in more
than 40% of movies shown, their data sequence was individually reviewed.
Using these three criteria, the data of 10 participants were rejected. Table 3.1 below shows
the average standard deviation across poster advertisements, average response times, and average
mis-matches, and then in turn each of the rejected individuals and their corresponding values. It is
important to note here that in each case of rejection time was spent observing the responses given by
the individual to verify that they did not seem reasonable. This was done by creating a script which
first identified participants with low response times, high deviations, or high mis-matches. Then
each of these at—risk individual’s sequences were observed directly to directly analyze whether or
not their data was genuine. In some cases, it was obvious that a high mis-match rate occurred
when a participant became tired answering the same question, in which case we would likely see
the checkbox being checked in the 1st or 2nd viewings of movies. In other cases, it was obvious that
the participant was answering in bunches, as the quantity of 5’s and 6’s would be interestingly high
in some regions of the sequence compared to others. In this case, the high deviation was justified,
and represented the faulty answering that an individual provided. One individual, ID:5099, only
responded in 1s and 10s, and although completed the experiment as asked, had a deviation of 0
which could only adversely affect any analysis we attempted, and thus that data was thrown out.
It is also important to note that we were very lenient in our rejection criteria and most individuals
data was retained. None of the individuals data was thrown out on the basis of one risk factor
alone. In every rejection case the standard deviation was well outside of the average, the response
time tended to be lower, and the mis-matches tended to be high.
3.2 Sequential Dependencies
The first step of our analysis is to establish that sequential dependencies are present in the
data. To begin we plot groupings of responses as we did in Chapter 2.
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Table 3.1: Rejected Participants
Participant Average Std Deviation Average Response Time Mis-Match
Average .5961 3324ms 2
ID:8851 2.6207 2677ms 0
ID:3357 1.6545 3040ms 39
ID:7785 1.7678 3620ms 37
ID:4346 1.7700 1999ms 1
ID:8242 1.9034 1918ms 0
ID:5099 0.0000 3142ms 0
ID:9615 1.8900 2655ms 0
ID:9647 1.7845 2977ms 44
ID:3329 1.7304 3070ms 5
ID:3831 0.0679 2461ms 0
Let Rs,m be the average response of participant s to movie m, for each of the 115 participants
and each of the 50 movies. Also, let R¯m be the average response across participants to movie m.
The R¯m values provide us with some measure of the appeal of a movie advertisement. We then
divide these R¯m values into three equal bins per individual; the lowest rated advertisements, the
advertisements rated in middle ranges, and the highest rated advertisements. In Figure 3.2 we
plot the previous average picture rating across all trials for all participants vs. the current average
picture rating. Each data point was calculated by averaging nine bins of data per individual, and
averaging the error values in that data bin across individuals( Group Average - SubGroup Average).
The standard error of each data point is included in Figure 3.2.
If the previous trial’s response had no influence on the current response, each curve in Fig-
ure 3.2 would be flat, indicating that the deviation on trial t—depicted on the ordinate—is indepen-
dent of the previous response,Rt−1—depicted along the abscissa. Instead, all three partitions show
a positive slope. This positive slope is a slight assimilation effect. As the value of Rt−1 increases
Rt increases as well. One important observation here is that the standard error bars for each point
all include the data point 0, indicating that we reliably cannot tell that the error isn’t actually
0. A similar graph to this, in the previous chapter did well in showing sequential dependencies
as it relied on error values that corresponded with ground-truth stimulus values. The difference
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Figure 3.2: Previous Average Bin Rating vs. Current Average Bin Rating
here being that we use the responses as a separator, and also as an approximation to the ground
truth stimulus. The near—zero standard error values in this graph, combined with averaging across
many individuals, many trials, and then grouping suggests that this graph doesn’t give us a reliable
indication. It is, however, useful in showing that ground truth stimuli could be more reliable for
generating graphs of this type compared to grouping response averages.
An alternative and more direct analysis to determine if sequential dependencies are present
in or data is to plot the current response against the previous response across all individuals. If this
plotted line is flat, it shows that no sequential dependencies take place. Given that the responses
all fall on one of ten distinct values we plot a graph where in each of the 100 bins (10 possible
responses for the current response and 10 for the previous response, creating 100 possible bins)
we used some jitter in order to more easily see the density of that bin. We then plot a regression
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line to fit the data. This graph is shown in Figure 3.3. As the previous response increases the
current response also increases. This shows an assimilation effect as the current response moves
towards the previous response. This effect is expected, as it exists in nearly all of the literature on
sequential effects [30], and is evidence that sequential effects play a role in our data set.
Figure 3.3: Previous vs. Current Rating Jitter Plot
We also generated a density plot of the same data shown in Figure 3.4. When generating
Figure 3.4 we used a z-score technique which allows us to compare individuals more easily. The key
reason for z—scoring this density plot can be pointed out by considering an example participant
who tends to rate all of the poster advertisements similarly. In this case, the previous and current
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response values will always be strongly correlated with each other, and a density graph including
a participant of this type will also include misleading evidence for sequential dependencies. Seeing
an average regression plot across all individuals is important in our analysis, but making sure that
this plot is a good representation of each individual is also necessary. In this z-score technique,
we first scale each individuals response sequence to be in the same range and have the same mean
as each other individual. This is done by, for each individual, subtracting the mean rating and
dividing by the standard deviation of the response sequence. Then, by dividing the total z-scored
data collection into 10 groups we can plot a density plot based on which group the previous and
current response resides in. Figure 3.4 then shows, without individual bias, that the density falls
along a line much the same as Figure 3.3 as the current response assimilates towards the previous
response.
Next, we create a figure to look at individual participants’ data. We generate individual
regression plots that relate the previous stimulus values to the current stimulus values and plot
them on the same figure. Figure 3.5 shows each regression plot of the previous vs. current stimulus.
In this figure each individual that has an ascending regression line is shown in green and each
decreasing regression line is shown in red. Although very cluttered, Figure 3.5 seems to show
that more individuals have increasing, green, regression plots, and that they tend to be steeper in
absolute value than the decreasing, red, regression plots. To confirm this general sense, we create
another figure in which we introduce a parameter, γ, where γ is a small value that we use to
categorize near—zero slopes to a new, yellow, near—zero category. If the regression slope for an
individual is within ±γ, we call the slope roughly zero. If the regression slope is above +γ it is
categorized into the increasing, green, category. Similarly, if the regression slope is below −γ it is
categorized in the decreasing, red, category. If γ is equal to zero we will only have two categories,
the red, decreasing category, and the green, increasing category. A graph of increasing γ values is
shown in Figure 3.6. In this figure, we can first see that if γ is equal to zero that the quantity of
green, increasing regression lines is greater than the decreasing red regression lines. As γ increases
we can also see that the ratio of green to red bars increases, as more red regression lines turn into
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Figure 3.4: Previous vs. Current Z—Scored Rating Density Plot
yellow, near—zero regression lines. This indicates that green, increasing regression constants are
more prevalent and have larger absolute value regression coefficients, confirming both our earlier
premonitions. We now can interpret Figure 3.3 more easily as we can now know that the positive
slope is representative of all individuals and not just an artifact of averaging out individual slopes.
It is our long term goal to obtain more meaningful ratings from individuals by removing
contamination from recent trials. Therefore we need to remove contamination caused by recent
history from individual trials.
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Figure 3.5: Individual Previous vs. Current Regression Lines
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Figure 3.6: Ratio of Increasing, Decreasing, and Near—Zero Regression Slopes as Gamma Increases
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3.3 Modeling Sequential Dependencies
Modeling sequential dependencies in these data is a fundamentally different endeavor than
in the temperature rating data described in Chapter 2, because with the temperature data, we had
ground truth as to the stimulus values. In the movie task, we have no ground truth, and further,
the truth (movie preferences) are different for each individual.
Although we do not have ground truth stimulus values, we do know which stimuli were
presented on which trial. We know that each stimulus was presented exactly 4 times to each
participant. Suppose we take the presentations and average the rating given by the participant.
We can use this average rating as an initial approximation to the underlying impression, I. We
will term this impression the initial impression. The goal of our work is to develop algorithms that
will refine the initial impressions and discover impressions that are more meaningfully related to
an individual’s internal state than the initial impression. We term these the inferred impressions.
But before we propose an algorithm for inferring impressions, we start by building contami-
nation models that predict how the rating on a trial is influenced by recent trials and the current
trial’s (initial) impression. Our game plan is to use these models to refine the impressions, and to
iterate back and forth between impression refinement and model building. We explain this approach
in more detail in a later section, but first focus on presenting contamination models.
Our goal in this section is to show that we can predict ratings with a sequential-dependency
model that outperforms a baseline model which only considers the current (initial) impression. We
begin with describing our baseline model. Each of the models below is similar to those discussed
in Chapter 2, except that we do not have the ground truth sensations and instead use our initial
approximation to the impressions. An estimate of I is calculated by taking the mean rating for
each picture in the training data set. In a split where the first 100 trials are used for training and
the next 100 are used for testing, we would therefore use the first two presentations of each movie
to determine an individual’s impression for a particular movie. The next 100 trials are used for
evaluating models.
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3.3.1 Baseline Regression
We assume in our analysis that individuals map their internal impressions to the response
continuum using an affine transformation, and therefore we predict an individual’s response as
Rˆ(t) = β0 + β1I(t), (3.1)
where the coefficients β = {β0, β1} differ between individuals. We define I(t) as the impression
at trial t. The impression is the internal representation of the stimulus before it is mapped to a
response. As we described in the previous paragraph, we use the mean rating over the training
trials as an approximation for I(t). We define the baseline fit via the mean squared error,
MSEbaseline =
∑
i
∑
t
ρi(t)
2 (3.2)
where i is an index over participants, t is an index over trials, and ρi(t) denotes the residual from
the regression for participant i on trial t. In our dataset, MSEbaseline = 1.425, indicating that the
baseline model produces a deviation slightly larger than one rating unit on a 1-10 response scale (as
2
√
1.425 = 1.194). We will evaluate all of our contamination models in terms of how they compare
with MSEbaseline.
3.3.2 Contamination Models
In this section, we describe a variety of models designed to reduce the MSE. Ideally, these
models will reduce the MSE more than the baseline model and thereby support the notion that
previous history plays a role in current judgments. We explored a space consisting of 16 distinct
models which differ along four binary dimensions. The dimensions of the model space are motivated
by existing theories of sequential dependencies. We now describe the four dimensions of our model
space: the model class, history, order, and scope.
Model Class: Regression Versus Neural Net
Most models of sequential effects assume some linear influence of previous trials and some
nonlinear influence. Thus, we consider both linear and nonlinear regression. We use a three-layer
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back propagation neural network as a generic nonlinear regression model. All neural nets had 5
hidden units, used a tan-sigmoid transfer function for the hidden layer, a linear transfer function
for the output layer, and were trained without early stopping. The neural net was primed using
the first 10 participants training data to find a suitable number of hidden units, and then trained
accordingly. As we only considered the training trials of the first 10 participants we used them in
later evaluation. We experimented with networks of different sizes and the results were comparable
to what we present below.
Model History: One Versus Two Trials Back
All theories of sequential effects assume a diminishing influence of more distant trial history,
usually with an exponential fall off. Many models consider only the previous trial, but generally
modelers find a benefit of including longer histories. We explored what we will term one-back and
two-back models. One-back models utilized the previous impression and response, I(t − 1) and
R(t−1). Two-back models utilized the previous two trials, I(t−1), R(t−1), I(t−2), and R(t−2).
Model Order: First Versus Second
Some models of sequential effects suppose that the spillover from trial t − n to trial t is
dependent on the similarity of the stimuli on trials t− n and t [5, 27]. Given that the impressions
from our data were generated from a continuous scalar dimension, the similarity could possibly be
measured in terms of the squared Euclidean distance, (I(t)− I(t−n))2. To allow models to readily
utilize this measure, we included as model regressors the terms I(t)2, I(t)I(t − n), and I(t − n)2
for a model that considers the n-back trial. With these three quadratic terms in the regression, the
regression can depend on the squared distance between impressions, although it cannot modulate
the influence of previous responses based on the distance. We explored using regressors that did
this sort of modulation, e.g., R(t)exp(−(I(t) − I(t − n))2), but found no benefit of doing so. In
contrast, in Chapter 2, we did find a benefit of including quadratic terms in the regression, and we
anticipated they might help here as well, if only to allow for nonlinear influence of impressions on
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responses.
Model Scope: Individual vs. Group
Each model can be trained over the entire data set and an MSE can be calculated, or it can
be trained over each individual, and then averaged across all 115 participants. Specific sequential
effects are often different among individuals, and therefore individuals models could do a better
than group models, but it could be that average effects across the population tend to do just as
well.
3.4 Contamination Model Simulation Results
Table 3.2: MSE Results for Contamination Models
Model Scope Model Class Model Order
Model History MSE % Improvement
(n back) Over Baseline
Individual
Regression
1st
Baseline 1.425 0.00%
1 1.4184 0.46%
2 1.4116 0.94%
2nd
1 1.4188 0.44%
2 1.4529 -1.96%
Neural Net
1st
1 1.5331 -7.59%
2 1.9257 -35.14%
2nd
1 1.4188 0.44%
2 1.4529 -1.96%
Group
Regression
1st
1 1.4184 0.46%
2 1.4011 1.68%
2nd
1 1.41 1.05%
2 1.4069 1.27%
Neural Net
1st
1 1.4268 -0.12%
2 1.3816 3.04%
2nd
1 1.4054 1.38%
2 1.4066 1.29%
Figure 3.2 shows the test MSE values represented by each of our models as well as the
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percentage improvement over the baseline. The latter can be calculated as follows:
%Improvement = 100(MSEbase −MSEmodel)/MSEbase
We chose to split our test/training data into 100/100 blocks. Comparing this table directly to the
table from the previous chapter shows that we cannot remove as much contamination as we could
when we had ground truth sensations. This is expected, as our approximation to the ground truth,
I, is based on an average of two responses to a poster advertisement, and if each of these responses
is contaminated by recent trials, it’s unlikely that the average is free of contamination and noise.
Using Table 3.2 we can compare each of our model dimensions. The individual models
perform better than the group models, as the average % improvement in the 8 individual models
is -5.5% and the average percent improvement in the group models is 1.26%. With an increasing
number of parameters, over fitting is expected, and is especially seen in the individual neural net
models.
The 4 group neural net models perform better than the 4 group regression models as the
average % improvement for the 4 group neural nets is 1.40%, and the average % improvement for
the 4 regression models is 1.12%. In Chapter 2 we observed a similar result, as the neural nets did
a better job at predicting non-linearity in our data.
The 4 group 1st order models performed slightly better than the 4 group 2nd order models
as the average % improvement for the 4 group 1st order models is 1.27% and the average %
improvement for the 4 group 2nd order models is 1.25%. This was slightly unexpected as our
experiment in Chapter 2 showed that adding in more trials back seemed to have a positive effect
on decreasing the MSE, but given the small difference in percentage not informative.
Similarly to the previous chapter, the neural net multiple trial back model does best in
reducing over 3% of contamination effects. This number is significant, in that, even given an
approximation of the internal impression, I, we can still reduce the MSE compared to the baseline
by using previous trial information. By a sign test, the improvement across participants is highly
reliable (p=.00014). This reduction clearly signifies that sequential dependencies play a role in our
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data set and we can model them. It is also important to note that in this particular experiment
stimuli can be memorized and then responses might be intentionally made consistent with previous
response for the same stimuli. This will likely reduce the benefits of our modeling techniques.
It is also noticeable that increasing the number of trials back decreases the MSE values across
the majority of models, and that increasing the order seems to have little effect. As an extension of
the results found when looking 2 trials back we ran another similar experiment which evaluated up
to 10 trials back on the 1st order neural net and the 1st order regression models. Table 3.4 depicts
the MSEs calculated using up to 10 trials back on1st order neural nets and 1st order regression
models. The 1st order regression model shows consistent improvements as the number of trials
increase. We interpret this as slow change in a participant’s response sequences where for 10 trials
they may be in a different mental state than the previous ten (interested and then not interested,
excited then bored, etc.). Anyone who has taken a long survey can attest to these kind of effects.
This slow drift might represent anchor points wandering, in which like grading papers, only some
papers remind the teacher of what anchors should be used to consistently grade. It could also be
that by using a larger number of trials back we could be approximating the mean rating. The
brief analysis of the neural net demonstrates that there is no monotonic relationship between the
number of trials included in the model and the MSE. More analysis of the neural net model is a
topic of future exploration.
Knowing that we have sequential dependencies in our data, and that we can model them, we
can now attempt to decontaminate our data and recover internal impressions using more compli-
cated models.
3.5 Iterative Impression Models
Decontamination is the process of recovering internal impressions from a data set. In this
section we will discuss our attempt to iteratively improve impression values. Impression values
are our guess at an internal representation of the stimuli before being contaminated by sequential
dependencies. As a starting point, and in all of our contamination models, we chose to set the
62
Table 3.3: Mean Squared Errors in Neural Net and Regression Models for Various Model Orders
Model Order 1st Order Neural Net MSE 1st Order Regression MSE
1 1.4177 1.4184
2 1.4018 1.4116
3 1.3877 1.3982
4 1.396 1.3936
5 1.4002 1.3921
6 1.3849 1.3887
7 1.3956 1.388
8 1.3677 1.3869
9 1.3883 1.3839
10 1.415 1.3843
impression values equal to the average picture rating across training trials. Here we will describe
a new model type that iteratively refines impression values. The iterative impression model is
composed of two major parts, the contamination model and the impression refinement model.
These two parts alternate work, and have a symbiotic relationship.
3.5.1 Optimization Process
A combination of the two steps provides the means by which we can iteratively improve the
impression ratings. The steps in this process are outlined here, and then detailed in the following
section....
(1) Initialize impressions based on ratings given in training data.
(2) Train contamination model based on current impression values: Each iteration the contam-
ination model is retrained using the current impression values.
(3) Run the impression refinement model and update the impression values: The refinement
process uses the contamination model determined in step 2.
(4) Repeat steps 2 and 3 until the impression values no longer change.
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The key feature of this algorithm is that it guarantees the MSE on the training set will
decrease. Step 2 minimizes the MSE, as each impression value is modified in step 3 to minimize the
MSE given the contamination model. At worst case, this means the algorithm will do no worse than
the 10 back regression model discussed immediately above, or it could improve the approximations
for the internal impressions and decrease the MSE.
3.5.2 Contamination Model
The contamination model used for the iterative impression model can be any of the models
discussed above, but due to CPU time considerations and the fact that we saw no systematic
improvement for the neural net models, we’ve chosen to use linear regression models. In particular
we use the n-back, 1st order group regression model discussed in the previous section.
3.5.3 Impression Refinement Model
The impression refinement model is an optimization procedure which minimizes error across
impressions. It works using the following steps:
(1) Loop over each participant and each of the (50) movies
(2) Identify training examples that depend on a particular movie j.
(3) Do a search to find the impression value, Ij , that minimizes the MSE on these training
examples, given a fixed contamination model. The local search is initialized with the current
impression value, and the search is bounded by [1, 10].
(4) Repeat minimization process for each participant and each movie
We compare the current and new impressions, and when the largest difference drops below a
threshold, we stop the training process.
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3.6 Decontamination Results Using Iterative Impression Refinement
To evaluate the model’s predictive ability, we split the data into training and test sets. The
training set has the first 100 trials (2 presentations of each movie) and the test set has the last 100
trials. To determine parameters of the model, we split a subset of the training trials off and use
them for validation. Specifically, we use the first 80 trials for training the model, and the final 20
trials for evaluating the model over different hyperparameter settings.
The two critical hyperparameters are: (1) the number of history steps, H incorporated into
the model, and (2) a regularization hyperparameter, ν, that determines how far the iterative algo-
rithm should go in fitting the training data (i.e., how far should the inferred impressions be allowed
to wander from the initial impressions). First, we varied H and found that going up to 10 steps
back appeared to produce a reliable improvement in the model’s performance. Table 3.6 presents
the MSE on the validation set for various values of the model order (H).
Table 3.4: Mean Squared Errors in Validation Set for Various Model Orders
Model Order Validation MSE
0 2.259149
1 2.217069
2 2.216714
3 2.213596
4 2.199195
5 2.188161
6 2.189617
7 2.180055
8 2.179083
9 2.178046
10 2.173639
We could continue on beyond 10 time steps, but because the first H trials need to be ignored
when the model is of order H (to obtain the necessary history for input to the model), we don’t
want to choose too large a value of H . Having picked 10 trials for the model order, we can now run
the iterative algorithm to optimize the inferred impressions. We run the algorithm until it reaches
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convergence for various values of ν, where 1/ν is the degree of regularization. (A large value of 1/ν
means that the inferred impressions don’t wander far from the average impressions; when 1/ν →∞,
the inferred impressions are based solely on model-fit error.) For the sake of determining ν, we
train on the first 80 trials and validate using the next 20 trials. The training and validation MSE
are given in Figure 3.6 for various values of ν:
Table 3.5: Determing ν
ν Training MSE Validation MSE
0.5 0.387814 2.171447
1.0 0.384807 2.169375
2.0 0.379620 2.165588
3.0 0.375274 2.162295
4.0 0.371554 2.159526
5.0 0.368304 2.157291
6.0 0.365410 2.155678
7.0 0.362784 2.154810
8.0 0.360350 2.154876
9.0 0.358042 2.156184
10.0 0.355818 2.157602
11.0 0.353561 2.161196
12.0 0.351202 2.168276
Setting ν = 7 yields the lowest validation error. Having chosen H=10 and ν=7, we can
now use the iterative algorithm for training, using trials 1-100 for training and 101-200 for evalu-
ation/testing, At convergence, the iterative algorithm produces a test MSE = 1.351276. The test
MSE for the H =0 model is 1.425. Therefore the reduction in prediction error with the model is
1.425-1.351276/1.425 = 5.12%. This is a key result of the thesis. If no sequential effects are present
in the data, then the ratings of movies in the test set should be best predicted by averaging the
ratings of movies in the training set. However, we found that the iterative impression refinement
algorithm we proposed yields internal representations of movies (impressions) that more accurately
allow us to predict ratings in the test set by more than 5%. This result on the test data allows us
to conclude that: (1) sequential effects are present in the data, (2) we can model these effects, and
(3) the inferred impressions that our algorithm recovers are likely to be more closely related to an
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individual’s true internal representation than the initial impressions formed by averaging ratings
in the training set.
It is likely that individuals have preferences for genres of movies. If we believe that their
inferred internal impressions are more meaningful related to an individual’s internal state, then
we might expect to see the inferred impressions better clustered by genre. The clustering measure
is a measure of how strongly the impressions reflect a genre preference. We use a fairly standard
measure of clustering: the ratio of within-category variance to between-category variance. A small
ratio means that the different members of a category have similar ratings, and the mean of the
different categories have dissimilar ratings. The variance ratio drops from 8.41 with the H=0
model to 8.10 with the H=10, ν=6 model. By a sign test, the improvement across participants is
highly reliable (p=.0004). This gives us confidence in our work as we can not only reduce the MSE
reliably using the iterative impression model, but we can also reliably see that we are grouping
genres together more accurately, indicating that we could be significantly improving the quality of
individual’s internal impressions, assuming individuals show genre preferences.
3.7 Conclusion
We’ve shown that decontamination techniques can improve the quality of judgments in movie
poster advertisements reducing error by over 5%. More importantly, we can also recover internal
impressions that produce lower ratios of within-category variance to between-category variance.
The lower variance suggests that the quality of the impressions inferred for an individual have been
improved, assuming that individuals show systematic genre preferences. It could be argued that
these internal impressions are a better bases for analysis compared to the external ratings that are
affected by noise and contamination from sequential dependencies.
Chapter 4
Conclusion
Sequential dependencies play a significant role in a variety of judgment tasks. Nonetheless,
survey takers, pollsters, and psychologists studying decision making processes have little recourse
but to consider ratings provided by participants as veridical. Unfortunately, this is not the case
[5, 30, 27, 20]. Figure 2.1 shows this inaccuracy as when data is grouped in a particular way the
error in responses was nearly 4 points on a 10 point scale. Chapter 2 discusses the prevalence
of sequential effects in an experiment designed, in part, to avoid them. Using pain rating data,
we showd that including stimulus and response information from previous trials improves model
predictions of the current response by over 6%. This finding is significant as the time between trials
was 60 seconds, which one might have thought would mitigate sequential effects due to decaying
memory representations of previous trials.
Sequential effects make it more difficult to recover an individual’s internal representation,
uncontaminated by recent experience. In Chapter 3, we focused on decontaminating response
sequences. We showed that we can reduce the error in prediction by over 5% using refined rep-
resentations of internal ratings as features in a linear regression model. Even more substantially,
this result was found in an experiment designed in which ground truth stimuli did not exist, and
likely varied across individuals. The reliability of these refined impressions was validated using a
sign test, which showed that the inter/intra category ratio decreased as impressions were refined.
68
4.1 Contributions
The particular contributions of this thesis are numerous. We first showed that sequential
dependencies exist in both movie advertisement posters in which no ground truth stimulus exist
and pain experiments designed to avoid them. We then developed models, based on the literature
in cognitive psychology, to model these sequential dependencies and predict them accurately. In
the pain data, we achieved an over 6% reduction in error when using a neural net 2-back 2nd
order neural net. In the movie poster advertisements we achieved a 5% reduction in error when
using a iterative impression algorithm. This algorithm not only modeled sequential dependencies
but refined individual internal impressions. This refinement, known as decontamination, provides
internal representations of stimuli. As further evidence to the improvement of these impressions
we showed, using a sign test, that the inter/intra categorical variance decreased as the internal
impressions were refined.
4.2 Future Work
More analysis of the pain data collected in Chapter 2 could be done by using models more
similar to the literature. In our research we stayed close to the regression models DeCarlo &
Cross used. The ANCHOR, and RJM models proposed by Petrov and Anderson [27] and Stewart,
Brown, and Chater offer alternatives [30]. It should be noted that these models might very well
be represented in regression models with a specific combination of stimuli/response pairs along
with particular combinations of them. It would also be of importance to try Bayesian models and
different variations of neural nets as they might be able to represent different nonlinear interactions
between features.
In Chapter 3, much more work could be done with improving the iterative refinement model
as it currently just runs on one particular iterative scheme being a regression model. It is suggested
to try implementing various new contamination models, such as the CRF model used in Mozer et
al.’s work [22].
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We are planning to conduct another decontamination study. Instead of using movie adver-
tisements, we plan to study moral questions (e.g., on a 1-10 scale, how bad is it to poison a barking
dog). This judgment task would be another alternative way to validate the effectiveness our iter-
ative scheme, as we would have some sort of ground truth stimuli as moral judgments seem to be
stable across individuals, unlike movie poster advertisements. Showing that an increase in inter-
participant agreement was an emergent consequence of the iterative algorithm would help validate
our work.
It would also be interesting to validate the accuracy of internal impressions compared to
average responses given for a specific stimulus. If a stimulus for example received ratings of 1,2,3,2
in four viewings on a 1-3 response scale, and the internal impression was estimated at being a 3 we
could ask the participant to directly compare that stimulus to one that we knew already was a 4,
and another one that we knew was already a 2. Thus, confirming that either the average response
is more accurate, or that the estimated internal impression is more valid.
4.3 Implications
The implications of this work are many. As sequential dependencies permeate the world of
psychology (see Table 1.1), detecting and mitigating them is essential when evaluating the results
of a judgment task. We’ve shown that we can detect, and predict contamination effects in pain data
designed to avoid sequential dependencies by up to 6%. We’ve also shown that decontamination
techniques can improve the quality of judgments by over 5% in a judgment task with no ground
truth stimuli which may vary across individuals. Is a 5% reduction significant? In the Netflix
competition, if this improvement in the reliability of ratings translated to an improvement in the
collaborative filtering predictions, it would have been of critical significance. Netflix paid out a
$1,000,000 prize for a reduction of 10% [15].
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Appendix A
Movie Poster Advertisement Experiment Code
1 <script type=”text/javascript”>
var ans = ””;
3 var numAnswered = 0;
var numPictures = 3;
5 function nextButton (form)
{
7 for (Count = 0; Count < 10; Count++)
{
9 if (form.rad[Count].checked)
{
11 if (form.Q1seenMovie.checked)
{
13 ans += (” ” + (Count + 1) + ”y”);
form.Q1seenMovie.checked = 0;
15 }
else
17 {
ans += (” ” + (Count + 1));
19 }
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numAnswered++;
21 form.rad[Count].checked = 0;
document.getElementById(”vals”).ans.value = ans;
23 document.getElementById(”vals”).numAnswered.value
= numAnswered;
25 document.getElementById(”title”).innerHTML
= ”<h2>Trial ” + (numAnswered + 1) + ”</h2>”;
27 if (numAnswered == numPictures)
{
29 readyToSubmit();
showAnswer(form);
31 }
break;
33 }
}
35 }
function showAnswer()
37 {
document.getElementById(”debug”).innerHTML = ”<p>Answers: ”
39 + document.getElementById(”vals”).ans.value
+ ” Num of trials: ”
41 + document.getElementById(”vals”).numAnswered.value + ”</p>”;
}
43 function readyToSubmit()
{
45 document.getElementById(”wholePage”).innerHTML
= ”<h2> Thanks for your time!”
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47 + ”Please press the Submit button below!</h2>”;
}
49 </script>
<div id =”wholePage”>
51 <div id = ”directions”>
<h1>Directions:</h1>
53 <p>Rate each movie box cover image how much you would
want to see the movie using the radio buttons. Also
55 check the check−box if you have seen the movie.
There will be 200 images presented on this page.
57 All must be completed to receive compensation.
Do not spend more than 5 seconds on rating each image.</p>
59 </div>
<h1>Please complete all 200 Trials.</h1>
61 <div id=”title”>
<h2>Trial 1</h2>
63 </div>
<h3>Please rate on a scale of 1−10 how much you would want
65 to see the movie shown in the following image.</h3>
<form name=”picRaterForm”>
67 <div id=”picture”><img src=”action1.jpg” width=”200”
height=”300”></div>
69 <p>Have you already seen this movie?
<input type=”checkbox” value=”seenMovie”
71 name=”Q1seenMovie” />
<span class=”answertext”>Yes</span><br></br>
73 <INPUT TYPE=”radio” NAME=”rad” VALUE=”radio button1” onClick=0>1
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<INPUT TYPE=”radio” NAME=”rad” VALUE=”radio button2” onClick=0>2
75 <INPUT TYPE=”radio” NAME=”rad” VALUE=”radio button3” onClick=0>3
<INPUT TYPE=”radio” NAME=”rad” VALUE=”radio button4” onClick=0>4
77 <INPUT TYPE=”radio” NAME=”rad” VALUE=”radio button5” onClick=0>5
<INPUT TYPE=”radio” NAME=”rad” VALUE=”radio button6” onClick=0>6
79 <INPUT TYPE=”radio” NAME=”rad” VALUE=”radio button7” onClick=0>7
<INPUT TYPE=”radio” NAME=”rad” VALUE=”radio button8” onClick=0>8
81 <INPUT TYPE=”radio” NAME=”rad” VALUE=”radio button9” onClick=0>9
<INPUT TYPE=”radio” NAME=”rad” VALUE=”radio button10” onClick=0>
83 10<br></br>
<INPUT TYPE=”button” NAME=”button” Value=”Next”
85 onClick=”nextButton(this.form)”> <BR>
<div id=”warning”>
87 <font color=#FF0000>Do not submit until you have finished all
200 Questions!</font>
89 </div>
</form>
91 </div>
<form id=”vals”>
93 <input type=”hidden” name=”ans” value=””>
<input type=”hidden” name=”numAnswered” value=””>
95 </form>
<div id=”debug”></div>
Appendix B
Movie Poster Advertisements
Each image is shown in the additional files with each category represented in each column.
A table, per category, of all movie titles, along with release date, and average IMDB is shown here:
Table B.1: Action Movies, Column 1
Movie Title Release Year IMDB Rating
Pocket Ninjas 1997 1.6
Absolon 2003 4.1
Tokyo Raiders 2000 5.8
Attack 1956 7.6
7 Mummies 2006 2.3
The Killer Elite 1975 6.0
Juggernaut 1974 6.4
Adrenalin: Fear the Rush 1996 3.2
Beautiful Boxer 2003 7.5
The Exterminator 1980 5.2
Table B.2: Drama Movies, Column 2
Movie Title Release Year IMDB Rating
The Heart is a Lonely Hunter 1968 7.7
Dons Plum 2001 5.6
Shottas 2002 5.7
Make way for Tomorrow 1937 8.1
The Barbaric Beast of Boggy Creek, Part II 1985 2.0
The Legend of Boggy Creek 1972 3.8
Girl in Gold Boots 1968 1.9
Jhoom Barabar Jhoom 2007 4.1
Breakin 2: Electric Boogaloo 1984 4.0
The Lost II 2006 6.1
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Table B.3: Comedy Movies, Column 3
Movie Title Release Year IMDB Rating
The Truth About Love 2004 5.3
Caffeine 2006 5.7
Fat Slags 2004 1.8
Kings & Queen 2004 7.1
That Darn Kat 1997 4.4
18 Again! 1988 5.1
Mimino 1977 8.4
Cowboys & Angels 2003 6.9
Fast Food Fast Women 2000 6.3
Meatballs 4 1992 2.4
Table B.4: Family Movies, Column 4
Movie Title Release Year IMDB Rating
Cats Dont Dance 1997 6.9
Shark Bait 2006 4.2
Little Ghost 1997 7.5
Soccer Dog: The Movie 1999 2.7
Titanic: The Animated Movie 2001 1.3
Asterix Conquers America 1994 5.5
The Care Bears Movie 1985 5.1
War of the Buttons 1994 7.1
Andre 1994 5.3
The Incredible Mr. Limpet 1964 6.1
Table B.5: Sports Movies, Column 5
Movie Title Release Year IMDB Rating
Body and Soul 1947 7.9
Twenty Four Seven 1997 6.9
Personal Best 1982 6.3
Six Pack 1982 5.2
Take me out to the ball game 1949 6.7
Five the Hard Way 1969 1.6
Ping Pong Playa 2007 5.9
The Main Event 1979 5.4
Oxford Blues 1984 4.9
Snowboard Academy 1996 2.2
