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ABSTRACT
We present the UNIT N-body cosmological simulations project, designed to provide
precise predictions for nonlinear statistics of the galaxy distribution. We focus on char-
acterizing statistics relevant to emission line and luminous red galaxies in the current
and upcoming generation of galaxy surveys. We use a suite of precise particle mesh
simulations (FastPM) as well as with full N-body calculations with a mass resolution of
∼ 1.2×109 h−1M to investigate the recently suggested technique of Angulo & Pontzen
2016 to suppress the variance of cosmological simulations We study redshift space dis-
tortions, cosmic voids, higher order statistics from z = 2 down to z = 0. We find that
both two- and three-point statistics are unbiased. Over the scales of interest for baryon
acoustic oscillations and redshift-space distortions, we find that the variance is greatly
reduced in the two-point statistics and in the cross correlation between halos and
cosmic voids, but is not reduced significantly for the three-point statistics. We demon-
strate that the accuracy of the two-point correlation function for a galaxy survey with
effective volume of 20 (h−1Gpc)3 is improved by about a factor of 40, indicating that
two pairs of simulations with a volume of 1 (h−1Gpc)3 lead to the equivalent variance
of ∼150 such simulations. The N-body simulations presented here thus provide an
effective survey volume of about seven times the effective survey volume of DESI or
Euclid. The data from this project, including dark matter fields, halo catalogues, and
their clustering statistics, are publicly available: http://www.unitsims.org.
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1 INTRODUCTION
The large-scale structure measured in galaxy surveys repre-
sents one of the most powerful probes of present day cosmol-
ogy and of the nature of dark matter and dark energy in the
Universe. To this end, a considerable observational effort
is being put forward to map the three-dimensional galaxy
distribution in the Universe at unprecedented scales with
large photometric and spectroscopic surveys that will mea-
sure the positions of tens to hundreds of millions of galax-
ies. The current largest photometric and spectroscopic sur-
veys are the Dark Energy Survey1 (DES) and the Extended
Baryon Oscillation Spectroscopic Survey 2 (eBOSS) respec-
tively. The total volume of the Universe mapped with galaxy
surveys is dramatically increasing, with several large up-
coming ground- and space-based experiments being planned,
including as 4MOST3 (4-metre Multi-Object Spectroscopic
Telescope, de Jong et al. 2012), DESI4 (Dark Energy Spec-
troscopic Instrument, Schlegel et al. 2011; Levi et al. 2013),
HETDEX5 (Hobby-Eberly Telescope Dark Energy Exper-
iment, Hill et al. 2008), J-PAS6 (Javalambre Physics of
accelerating universe Astrophysical Survey, Benitez et al.
2014), PFS7(Subaru Prime Focus Spectrograph, Takada
et al. 2014), LSST8 (Large Synoptic Survey Telescope, Abell
et al. 2009), Euclid9 (Laureijs et al. 2011), and WFIRST10
(Wide-Field Infrared Survey Telescope, Spergel et al. 2013).
In order to extract cosmological constraints from these
surveys as well as the data allow, the systematic errors as-
sociated with theoretical models that for example charac-
terize the galaxy power spectrum or correlation function as
a function of cosmological model must be well below the
statistical uncertainties caused by cosmic variance and shot
noise. Some pioneering analytical models have been devel-
oped to compute the theoretical expected correlation func-
tion. To date, these models have limited accuracy, as they
rely on analytical gravity models (e.g. Zel’dovich 1970), sim-
plified biasing descriptions, and approximate redshift-space
distortion models (see White 2015, and references therein).
These models have not achieved the accuracy possible with
a numerical computation using a full gravity solver. To meet
the goals of current galaxy surveys, simulations with much
larger effective volumes than those probed by the surveys
and with enough mass resolution to resolve the dark matter
halos hosting the typical galaxies detected in those surveys
are required. Yet, the computational resources needed to ac-
complish this task are at the edge of the current (petaflop)
computational power. A single simulation with the required
halo mass resolution (∼ 4×1011 h−1M, Cochrane et al. 2017)
that covers the whole volume sampled by Euclid (∼ 70 Gpc3)
would demand an enormous number of particles (more than
16, 0003 in a 4 Gpch−1 box). The largest N-body simula-
1 http://www.darkenergysurvey.org
2 http://www.sdss.org/sdss-surveys/eboss/
3 http://www.4most.eu/
4 http://desi.lbl.gov/
5 http://hetdex.org
6 http://j-pas.org
7 https://pfs.ipmu.jp
8 http://www.lsst.org/lsst/
9 http://www.euclid-ec.org
10 http://wfirst.gsfc.nasa.gov
tions performed so far, e.g., MillenniumXXL (Angulo et al.
2012), MICE (Fosalba et al. 2015), MultiDark (Klypin et al.
2016), Dark Sky (Skillman et al. 2014), OuterRim (Habib
et al. 2016), and FLAGSHIP (Potter et al. 2016), are still
well below this particle number despite their computational
expense.
In this project, we explore an alternative way of reach-
ing the same level of required accuracy using far fewer com-
putational resources. Recently, Angulo & Pontzen (2016)
proposed a new method to dramatically reduce cosmic vari-
ance arising from the sparse sampling of large-scale wave
modes in cosmological simulations. The method uses pairs of
simulations (Pontzen et al. 2016) with initial Fourier-mode
amplitudes that are fixed to the ensemble-averaged power
spectrum and initial modes that are exactly out of phase
(one of the pair of simulations has opposite phases with re-
spect to its companion). Using this methodology, one can
potentially obtain a result that is statistically equivalent to
the mean of many independent simulations from a single
pair of simulations.
To date, the method has been tested only on the dark
matter distribution at high redshifts (z = 1) obtained with
particle mesh gravity solvers, with a low-resolution particle
mass of 1.7 ×1012 h−1 M. Given that fixed initial conditions
cease to be formally a Gaussian field with a fixed power spec-
trum, there has been concern about potential biases this ap-
proach could introduce in the clustering statistics, although
Angulo & Pontzen (2016) gave analytical arguments why the
biases should be negligible. Villaescusa-Navarro et al. (2018)
further tested this method using hydrodynamical simula-
tions. These simulations were done with small volumes (20
h−1 Mpc on a side) or with low resolution (particle mass of
6.6 ×1011 h−1 M) compared to the requirements of current
and upcoming surveys.
There is a need to directly test the usefulness and appli-
cability of this approach to key large-scale structure analy-
ses, including baryon acoustic oscillations and redshift-space
distortions, that are expected with upcoming large surveys.
That is the goal of the present work. Here, we extend these
studies to the statistics, redshift range, galaxy samples, res-
olution, and volume required by surveys such as DESI and
Euclid. We use volumes of (1h−1Gpc)3 in our studies. Such
volumes have been claimed to be large enough to account
for large-scale mode coupling (Klypin & Prada 2018), al-
though this likely needs to be further investigated; missing
modes may need to be accounted for in a post-processing
step (Chuang et al in prep).
We have designed the simulations in the present work
to focus on the key cosmology samples of upcoming sur-
veys, which require robust modeling that encompasses the
expected halo masses for emission line galaxies (ELGs)
(∼ 1011h−1M, Gonza´lez-Pe´rez et al. 2018) and Hα galaxies
(∼ 4 × 1011 h−1M, Cochrane et al. 2017). The simulation
boxes are 1 h−1Gpc on a side, with 40963 particles and a
mass resolution of 1.2×109 h−1M. We are thus able to safely
resolve all halos with masses larger than 1.2 × 1011 h−1M,
using 100 particles per halo.
We demonstrate that the resulting errors in the statisti-
cal correlation function measurements using the suppressed
variance method are equivalent to having more than 7 times
the effective volume sampled by DESI or Euclid galaxies
(∼20 (h−1Gpc)3). We generate halo catalogs and merger
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trees using the publicly available ROCKSTAR halo finder
(Behroozi et al. 2013a), together with density and velocity
fields on a mesh for later construction of light-cone distri-
butions of galaxies and weak lensing maps. In future work,
we will use these simulations to produce thousands of cata-
logs, including mock galaxies with various techniques. The
corresponding data will be made publicly available through
databases and web portals for the general use of the astro-
physical community11.
This paper is organized as follows. First we present our
study of the potential systematic biases from Suppressed
Variance Methods (hereafter SVM; Section 2). In Section
3, we present our suppressed variance simulation products
including a clustering analysis and a robust assessment of
the improvement. We summarize and conclude in Section
4. Throughout this work we use the following cosmological
parameters: Ωm = 0.3089, h ≡ H0/100 = 0.6774, ns = 0.9667
and σ8 = 0.8147 (see Table 4 in Planck Collaboration XIII
et al. 2016).
2 ASSESMENT OF POTENTIAL
SYSTEMATIC BIASES IN SVM
We begin by studying the potential systematic biases and
the improvement introduced by the suppressed variance
method. To this end, we want to generate a large total
volume and number of simulations that permit us to esti-
mate the uncertainties of the measurements and to quantify
the improvements in the uncertainties on different clustering
measurements.
To create large simulated volumes, we rely on acceler-
ated particle–mesh solvers, which have been recently shown
to produce accurate halo populations compared to full N-
body calculations, when enhanced with various techniques
(see the COLA code Tassev et al. 2013 or the FastPM code
Feng et al. 2016).
2.1 Setup
We use the C implementation of the FastPM software, which
employs a pencil domain-decomposition Poisson solver and
a Fourier-space four-point differential kernel to compute the
force. The time integration scheme is modified from a vanilla
leap-frog scheme to account for the acceleration of velocity
during a step and thus to correctly track the linear growth
of large-scale modes regardless of the number of time steps.
This permits us to efficiently perform 800 paired simu-
lations to benchmark the method. Half of them (400) have
low resolution (10243 particles) but large volume (1 h−1 Gpc
side), and the other half (400) have enough resolution for
the purpose of this study (10243 particles, see Section 3)
but smaller volume (250 h−1 Mpc side). In each case we run
half of the paired simulations with normal Gaussian ran-
dom field initial conditions and half with fixed amplitudes,
yielding 100 pairs of simulations for each case (see Table 1).
The simulations are started at a ≡ 1/(1 + z) = 0.01 (z =
99), and evolved to a = 1 (z = 0) with 100 timesteps. We save
snapshots of the simulations at z = 2, z = 1 and z = 0. These
11 see http://www.unitsims.org
regular simulation sets in high and low resolution define our
reference simulations (see Table 1), from which we compute
the standard mean summary statistics.
When computing halos with the Friends-of-Friends halo
finder in nbodykit(Hand et al. 2017), we choose a minimum
of 20 dark matter particles per halo and a linking length of
0.2 Lbox/Nc. Here Lbox refers to the size of one side of the
simulation box and Nc to the number of cells along one axis
used in the mesh computation, which was taken to corre-
spond to the number of dark matter particles.
2.2 Results from particle mesh simulations
We perform an analysis of several different clustering statis-
tics, including the power spectrum (PK), correlation func-
tion (CF), and bispectrum (BK) (as defined for instance
in Chuang et al. 2017) using dark matter particles and ha-
los based on the set of fast particle mesh simulations. We
demonstrate below that there are no systematic biases us-
ing the SVM, and that the variance is indeed greatly reduced
in two-point statistics over the scales of interest to BAO and
RSD analyses.
We quantify the uncertainties and biases in these mea-
surements through the standard deviation of the reference
simulations: σref(k), and the deviation of the mean with re-
spect to the reference mean: ∆(k). The top panels in Figs. 1
and 2 show the original comparison of the clustering statis-
tics; the middle panels show the comparison of the mean
normalized by the uncertainty of the reference low resolution
(LR) 100 boxes. Since the uncertainty on the mean should
be inversely proportional to
√
100, deviations between the
means should be considered as unbiased if they agree within
0.1σref . This study is performed for dark matter particles,
halos, and cosmic voids, as we discuss below.
2.2.1 dark matter particles
The largest suppression of variance is obtained for the dark
matter distribution. Fig. 1 shows the comparison of the dark
matter particle clustering measurements from FastPM runs
with 1 h−1Gpc side boxes and 10243 particles at z = 1, in-
cluding the power spectrum (PK), correlation function (CF),
and bispectrum (BK). In each plot, the top panel shows
the clustering measurements of the reference set, the set
of paired simulations (non-fixed-amplitude), and the set of
paired-fixed-amplitude simulations; the middle panel shows
the difference of the mean from each paired set and the ref-
erence one divided by the standard deviation from the refer-
ence set; the bottom panel shows the ratios of the standard
deviations from each paired set and the reference one. From
these calculations we confirm that the suppressed variance
method does not introduce significant bias at any scale in
the considered range. Since the paired simulations have twice
volume of the reference simulation, there is no improvement
if the uncertainty of the paired simulations is larger than
or equal to 1/√2 ∼ 0.7 of that measured from the refer-
ence simulations. We find that the improvement depends on
scale. In the case of the power spectrum, we find that the
improvement is significant at small k (large scales) but small
at large k. If one considers for instance k > 0.3 h Mpc−1, our
results indicate that the variance at large k is dominated
MNRAS 000, 1–13 (2018)
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simulation amplitude phases box side number of particle force number of
code length particles M [h−1 M] resolution boxes
Gadget G fixed regular 1 h−1Gpc 40963 1.2 × 109 6 h−1kpc 2
Gadget G fixed inverse-phase of G 1 h−1Gpc 40963 1.2 × 109 6 h−1kpc 2
FastPM A non-fixed regular-reference LR 1 h−1Gpc 10243 7.68 × 1010 1.46 h−1Mpc 100
FastPM A non-fixed inverse-phase of A 1 h−1Gpc 10243 7.68 × 1010 1.46 h−1Mpc 100
FastPM B fixed regular 1 h−1Gpc 10243 7.68 × 1010 1.46 h−1Mpc 100
FastPM B fixed inverse-phase of B 1 h−1Gpc 10243 7.68 × 1010 1.46 h−1Mpc 100
FastPM C non-fixed regular-reference HR 250 h−1Mpc 10243 1.2 × 109 0.36 h−1Mpc 100
FastPM C non-fixed inverse-phase of C 250 h−1Mpc 10243 1.2 × 109 0.36 h−1Mpc 100
FastPM D fixed regular 250 h−1Mpc 10243 1.2 × 109 0.36 h−1Mpc 100
FastPM D fixed inverse-phase of D 250 h−1Mpc 10243 1.2 × 109 0.36 h−1Mpc 100
Table 1. Overview of the set of simulations performed for this study and their corresponding parameter settings, including 800 FastPM
and 2 pairs of Gadget simulations. LR and HR refer to low and high resolution, respectively.
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Figure 1. Performance of the Suppressed Variance Method for dark matter particles in real space in the two- (Fourier and configuration
space) and three-point statistics. We show the clustering statistics for dark matter particles from FastPM runs with box size = 1 h−1Gpc
and 10243 particles at z = 1. Left, center, and right panels present the power spectra, correlation functions, and bispectra, respectively.
The regular simulation set up is shown in black; the set of paired non-fixed-amplitude simulations in red, and the set of paired-fixed-
amplitude simulations in blue. The middle row shows the ratio between ∆(k) and the standard deviation from the reference LR set. Since
the uncertainty on the mean should be inverse proportional to
√
100, deviations between the means should be considered as unbiased
if they agree within 0.1σref (gray region). We confirm that the suppressed variance method does not introduce any statistic significant
bias at any scale in the considered range. The correlations among the data points of a correlation function are large at larger scales,
so that the deviations shown in the center plot are not statistically significant either. The bottom row shows the ratio between the
standard deviations from each paired set, σ(k), and the reference LR set, σref (k). Since we compare the sets of paired simulation with the
reference simulations, if the uncertainty is reduced by only 1/√2 ∼ 0.7, it indicates no improvement. We find significant improvement of
the uncertainty from the set of paired-fixed-amplitude simulations. However, power spectrum shows that the improvement significantly
depends on the scale.
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Figure 2. Performance of the Suppressed Variance Method for dark matter haloes in real space in the two- (Fourier and configuration
space) and three-point statistics. The figure replicates Fig. 1, but for haloes. We do not find any bias in these measurements (see the
middle panels). The improvements in the uncertainties are weaker than the ones from dark matter clustering measurements but are still
significant. There is no improvement in the power spectrum for k > 0.3Mpc−1h at z = 1.
by higher-order mode coupling terms. Interestingly, the im-
provement in the correlation function variance is nearly con-
stant (0.1σref) over the range for r > 10 h−1Mpc. We do not
find any improvement in the bispectrum with triangle con-
figurations of k1 = 0.1 and k2 = 0.2 h Mpc−1). Since we are
interested in scales relevant to BAO and RSD analysis, this
study goes further into the nonlinear regime than did the
study of Angulo & Pontzen (2016), which found models im-
provement for the bispectrum variance at scales that are
significantly more linear. The data products made available
at the project website will enable a deeper investigation of
these effects.
2.2.2 dark matter haloes
Dark matter haloes show the same qualitative results as for
the dark matter particles; quantitatively the suppression of
variance is more modest. This is illustrated in Fig. 2, which
compares halo clustering measurements, analogous to Fig.
1. From this we conclude that the suppression of variance
method is also not biased for dark matter haloes catalogs
at any scale over the range considered. As in the case of
dark matter clustering measurements, the improvement in
the variance depends on the scale. In this case for the PK and
CF at large scales, the ratios of the uncertainties (the bottom
panels) can be as small as 0.2 or less, corresponding to an
effective simulation volume of more than 25 (h−1Mpc)3. As
in the dark matter particle case, we do not find improvement
for the BK.
The halo population is a biased subset of all matter.
Haloes’ masses and positions are sensitive to small-scale fluc-
tuations in the initial density field, an effect often referred
to as stochasticity. This stochasticity explains the difference
in the results with respect to the performance of the dark
matter distribution traced by particles.
The results for redshift-space halo clustering including
monopoles and quadrupoles in configuration and Fourier
space show a similar performance to the real-space mea-
surements, as shown in Fig. 3. We use the same definition
of the multipole expansion as in Chuang et al. (2017).
2.2.3 halo mass function
As another relevant statistic, we investigate the halo mass
function, shown for z = 1 in Fig. 4. We find no bias in the
mean, and only a slight improvement in the variance below
a mass of approximately M < 1013 h−1 M. We further check
this in the additional set of FastPM boxes with smaller box
size but higher resolution and confirm the improvement of
the mass function in the lower mass bins. Further tests are
shown at http://www.unitsims.org. In that supplementary
material we also show that the suppression of variance is
more effective a) towards increasing redshifts, as structure
formation becomes more linear; and b) for lower mass cuts,
as the higher mass populations suffer more from stochastic-
ity (see also Section 3 for another representation of these
trends).
2.2.4 void clustering
We now consider cosmic voids, focusing on the well-defined
convention used in the void finder code DIVE (Zhao et al.
2016) that considers voids as empty spheres constrained
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Figure 3. Performance of the Suppressed Variance Method for dark matter haloes in redshift space in the monopole and quadrupole, for
both Fourier and configuration space. Panels show the monopole (left) and the quadrupole (right) in Fourier space (top) and configuration
space (bottom). The same conventions as in Fig. 2 are used. We do not find any bias in these measurements. The improvements are
similar to those found in real space.
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Figure 4. Halo mass functions with same conventions as in
Fig. 1. We find no bias in the mean. We find a slight improvement
in the variance below a mass of approximately M < 1013 h−1 M.
by quartets of galaxies. This definition has proved useful
to study the troughs of the density field, i.e. the cluster-
ing within cosmic voids, and to obtain improved measure-
ments of the BAO signature (see Kitaura et al. 2016; Liang
et al. 2016; Zhao et al. 2018). Cosmic voids in fact are mea-
sures of the higher-order statistics of the galaxy distribution
(see above mentioned papers and references therein), and
are therefore interesting to study the performance of sup-
pressed variance methods. As expected from the BK result,
the auto-correlation function of the voids, shown in Fig. 5,
shows a very moderate improvement in the uncertainty and
no bias. However, the cross-correlation functions between
halos and voids present significant improvements, shown in
Fig. 6.
3 APPLICATION OF SVM FOR CLUSTERING
ANALYSIS FROM GALAXY SURVEYS
We have demonstrated in the previous section that the sup-
pressed variance method does not introduce any bias, and
significantly reduces uncertainty in the two-point statistics.
We now describe our first two pairs of high-resolution full
N-body simulations aimed at the analysis of ELG and LRG
data from DESI- and Euclid-like surveys.
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Figure 5. Void auto-correlation function selected with the radius
cut 12 h−1Mpc using the DIVE code, using the same conventions
as in Fig. 1. The results show no bias and a very moderate im-
provement in the uncertainty.
3.1 Setup
We use the N-body code Gadget (Springel 2005), a full
MPI parallel code that uses Particle-Mesh (PM) + Tree al-
gorithms to compute the Newtonian forces between the dark
matter particles by splitting the gravitational force into a
long-range term (computed through the PM method) and
a short-range term taken from the nearest neighbors, us-
ing a Tree method to categorize the particles according to
their relative distances. This code makes use of the pub-
lic software library FFTW for parallel Fast-Fourier trans-
forms and the GNU Scientific Library (GSL). We are using
a non-public version of the Gadget code, L-Gadget, that
is highly optimized for large-volume simulations with a cu-
bic domain decomposition and an efficient use of internal
memory. This code has been extensively used to produce
large-volume simulations with billions to hundreds of bil-
lions of particles, including the Multidark simulation suite
(see http://www.multidark.org) and the Millennium series
of simulations (including the Millennium XXL with more
than 300 billion particles).
The paired initial conditions with fixed amplitude are
generated using second order Lagrangian perturbation the-
ory with FastPM (Feng et al. 2016). We use the same cos-
mology as the FastPM simulations generated for this study
(see Section 2). The box size is 1h−1Gpc and the simulation
is started at a ≡ 1/(1+ z) = 0.01 (z = 99). The number of par-
ticles is 40963, giving a particle mass is ∼ 1.2×109 h−1M. A
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Figure 6. Same as Fig. 5, but for void-galaxy cross-correlation
function. This shows significant improvement in the prediction,
compared to the void auto-correlation function.
slice of 500 × 500 h−1Mpc and 0.5 h−1Mpc thickness from the
density fields of a pair of Gadget simulations. We show one
simulation in bright color and one in dark color. One can see
that the overdensity regions (e.g. knots) in one simulation
coorespond to the underdensity regions (e.g. voids) in the
other one. We use the halo finder code Rockstar (Behroozi
et al. 2013a) to identify haloes and compute their merging
histories using the Consistent Trees software (Behroozi
et al. 2013b).
3.2 Results from full N-body simulations
Below we present tests based on two sets of pairs of full N-
body simulations. The resolution of these Gpc scale simula-
tions has been chosen to match the resolution of our small-
volume particle mesh simulations using the FastPM code.
The halo catalogs were generated using a minimum halo
mass of 1.2 × 1011 h−1M (at this limit the mass function
is quite complete, as shown in the right-most panel of Fig.
8). This permits us to assess the improvement in the statis-
tics from the FastPM simulations with the 250 h−1Mpc box
size and a mesh of 10243. We show the power spectrum,
correlation function, and halo mass function measurements
from our fixed-amplitude-paired Gadget N-body simulations
in Fig. 8, which turn out to be remarkably smooth for the
different redshift snapshots. We explore robust statistical
measures in the next section to further assess the quality of
the simulations.
3.2.1 Estimator quantifying the improvement in SVM
Thus far, we have shown the improvements at different scales
for different clustering statistics. However, in a practical cos-
mological analysis (see e.g. Chuang et al. 2017), we use a
specific scale range (e.g. 40 < r < 200 h−1 Mpc in configura-
tion space or 0.02 < k < 0.2 h Mpc−1 in Fourier space), so the
improvement should be determined by the whole range. To
quantitatively assess the improvement, we adopt the Fisher
information matrix formalism evaluating the improvement
of the constraining power on a given cosmological parame-
ter by performing the analysis within a certain scale range.
In this approach, the uncertainty of a given cosmological
parameter (θ) is defined as
Var(θ) = (F−1)θ,θ
=
〈−∂2 ln P(θ)
∂θ2
〉−1
∝
〈
−
∂2
(
Tr[log C] +∑i j fiTrC−1i j fj )
∂θ2
〉−1
(1)
where P(θ) is the posterior, and 〈...〉 denotes the expecta-
tion value. C is the covariance matrix of some measurement
f (e.g. PK or CF), and i, j are the indices of the elements, i.e.
Ci j = 〈 fi fj〉 (Dodelson 2003). We have assumed a flat prior
on the parameter θ and a Gaussian likelihood. For simplicity,
we further assume that all the measured data points within
the scale range of interest have the same sensitivity to the
parameter θ, i.e. ∂fi/∂θ = ∂fj/∂θ, ∀i, j . With these assump-
tions, the uncertainty of the parameter θ can be related to
the covariance matrix of the data vector via the following
equation,
Var(θ) = A ©­«
∑
i, j
(
C−1
)
i j
ª®¬
−1
, (2)
where i, j go through all the data points within the scale
range of interest, and A is assumed to be a constant involving
terms (∂ f /∂θ)2.
We then quantify the covariance matrix of the data vec-
tor from the simulation. We note that in order to perform
the cosmological analysis, one has to account for two types
of uncertainties. The first one is the theoretical uncertainty,
represented by the theoretical covariance, Ctheory, which is
driven by the standard error on the statistic, f in the sim-
ulations used to validate the models. The second one is the
observational uncertainties encoded in the covariance matrix
Cobs. For a galaxy survey, for example, this would include
sample variance on large scales, and stochasticity on small
scales. The total covariance matrix is given by the sum of
the individual ones, i.e.
C = Ctheo + Cobs . (3)
The reasonable assumption here is that there are no cross-
covariances between the two.
The theoretical covariance matrix, Ctheo, can be calcu-
lated from the simulations used for validating the models
with either the fixed amplitude or the regular N-body sim-
ulations. We will quantify the difference between these two
choices below. We first estimate the observational covari-
ance matrix, Cobs, by rescaling the covariance matrix from
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Figure 7. A slice of 500 × 500 h−1Mpc and 0.5 h−1Mpc thickness from the density fields of a pair of GADGET simulations. We show
one simulation in bright color and one in dark color. One can see that the overdensity regions (e.g. knots) in one simulation are the
underdensity regions (e.g. voids) in the other one.
the regular simulations based on the expected survey vol-
ume. Consider an effective volume of 20 (h−1Gpc)3, roughly
corresponding to that of the DESI and Euclid surveys. The
covariance matrix including a pair of fixed-amplitude simu-
lations can be computed by
C = CSVM +
C1
VEFFS
, (4)
where C1 is the covariance matrix of a single regular
1(h−1Gpc)3 box, VEFFS is the effective survey volume (20
(h−1Gpc)3 in our study), and CSVM is the covariance matrix
of the suppressed variance method (paired fixed amplitude
simulation). Following Equation 2, we compute the variance,
VarSVM.
Let us now answer the question: What is the size of the
required standard simulation, that yields the equivalent vari-
ance of a pair of simulations with the SVM? Given a normal
simulation with volume V= (h−1Gpc)3, the total covariance
matrix is given by
CV =
C1
V
+
C1
VEFFS
. (5)
We now compute the variance VarV based on 2. By solving
VarSVM = VarV, we obtain the equivalent volume (V) that our
paired fixed amplitude simulations are representing. This
is shown in Fig. 9; the equivalent volume vs. scale ranges
used in the power spectrum and correlation function analysis
are shown. Here the maximum separation was fixed and the
minimum separation was varied in the correlation function
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Figure 8. Power spectrum, correlation function, and halo mass function measurements from full N-body simulations with the SVM.
SVM reduces the variances significantly so that the measurements are very smooth.
analysis; while the minimum k was fixed and the maximum
k was varied in the power spectrum analysis.
We find that a pair of 1 (h−1Gpc)3 boxes can poten-
tially correspond to effective volumes of up to 100 (h−1Gpc)3
considering halos with lower masses. We also find that the
equivalent volume is sensitive to the power spectrum, but
not to the correlation function analysis. One might obtain
very large effective volumes by ignoring the covariance ma-
trix from observations, artificially driven by the uncertainty
at large scales (e.g. small k). Thus, this additional covari-
ance matrix needs to be taken into account, as we do in our
analysis.
Interestingly, the naive correspondence between k ∼
0.35 hMpc−1 and r ∼ 20 h−1Mpc using k = 2pi/L, yields
completely different effective volumes: roughly 10 and 100
(h−1Gpc)3, respectively (see lower panels in Fig. 9), thus em-
phasizing the difference in Fourier and configuration space
analyses when a limited range in k or r is used.
In contrast to configuration space, Fourier space is more
sensitive to large scales (low ks), which are already linear
(e.g. k ∼ 0.2 hMpc−1). Although fixing the amplitude of the
power spectrum is crucial in reducing variance, as we showed
in detail in Section 2.1, it does not remove variance induced
by nonlinear gravitational mode-coupling. This is very ap-
parent in Fourier space analysis. We can find analogous ex-
amples in the literature comparing the two-point statistics
in Fourier and configuration space, such as 1) aliasing intro-
duced by the gridding process of a set of point masses onto
a mesh (Hockney & Eastwood 1988), in which a clouds-in-
cells mass assignment scheme applied on dark matter par-
ticles in a cosmological simulation with cell resolutions of
a few Mpc scales underestimates the true power spectrum
down to k ∼ 0.2 hMpc−1 (Jing 2005); 2) or in the clustering
analysis of galaxies in redshift space, in which the virial mo-
tions (a.k.a. fingers-of-god, Jackson 1972) are present only
below a certain scale (of ∼ 20 Mpc), but are visible down
to k ∼ 0.1 hMpc−1 in Fourier space. This also indicates that
pairing simulations with opposite phases and fixed ampli-
tudes is not very effective in suppressing the variance at
small scales, as we already saw in the three-point statistics
analysis (see Section 2.1) and further improvements should
be investigated.
We conclude from this analysis, that our two pairs of
high resolution N-body simulations with the SVM have an
effective volume larger than 7 times that of the DESI or Eu-
clid effective survey volumes when the analysis is performed
in configuration space. We are currently preparing larger sets
of SVM N-body simulations to ensure that this accuracy is
also achieved in Fourier space.
4 SUMMARY AND CONCLUSIONS
In this work we have presented the UNIT N-body cosmo-
logical simulation project. We present four simulations (two
pairs) along with this paper. The box size is 1h−1Gpc and
the number of particles of each box is 40963, resulting in
a particle mass of ∼ 1.2 × 109 h−1M. We have made their
corresponding data products publicly available through the
website http://www.unitsims.org, including
(i) dark matter particles
(ii) density fields
(iii) halo catalogs
(iv) dark matter clustering statistics
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Figure 9. Equivalent volume study of the SVM for different redshifts and mass cuts. The upper four panels show the equivalent volumes
of the catalogues from one pair of 1 h−1Gpc boxes. The lower two panels show the equivalent volumes of the catalogues from two pairs of
1 h−1Gpc boxes based on our high-resolution full N-body simulations. The results shown in the left panels are in Fourier space (varying
kmax with fixed kmin = 0) and those shown in the right panels are in configuration space (varying rmin with fixed rmax = 120).
(v) halo clustering statistics (real and redshift space)
(vi) void clustering statistics
We show that the effective volume of our simulation
suite is equivalent to 150 (h−1 Mpc)3 (7 times of the effective
survey volume of DESI or Euclid), using a mass resolution
of ∼ 1.2 × 109 h−1M, enough to resolve the host halos of
the galaxy sample observed by DESI (ELGs) or Euclid (Hα
galaxies).
Our work relies on the suppressed variance method
(SVM) approach recently introduced by Angulo & Pontzen
(2016). In order to demonstrate the practicality of the SVM
for large-scale structure analyses, we investigate a number of
issues including potential biases introduced by the method,
and characterize the improvement in the theoretical uncer-
tainty and effective volume in a number of different regimes.
We have performed a large number (800) of accurate
particle mesh simulations using the FastPM code, and have
demonstrated that
• no significant biases are introduced that would affect
BAO or RSD analysis;
• the error in two-point statistics in configuration space
is significantly reduced;
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• the error in two-point statistics in Fourier space in mod-
erately reduced; and
• no significant improvement is found for the three-point
statistics on scales relevant to BAO and RSD analysis.
We also performed an analysis including redshift-space
distortions, and three-dimensional halo distributions beyond
the halo mass function. We found that the improvements
in galaxy bispectrum and void auto-correlation function us-
ing SVM are small. However, the improvement in the void–
galaxy cross-correlation is significant; this indicates that the
fixed-amplitude method should also be useful for void stud-
ies.
We introduced a parameter for quantifying the improve-
ment of the suppressed variance methods, and show that
these simulations are equivalent to a typical simulation with
volume of 100 (h−1 Gpc)3. The exact number depends on the
analysis method considered (e.g., power spectrum or correla-
tion function analysis), redshift, scale range, and the galaxy
sample used.
With current state-of-the-art techniques we found that
for a galaxy survey with effective volume of 20 (h−1 Gpc)3
at z = 1, the reduction in variance resulting from the SVM
is about a factor of 40 using two-point correlation function
analysis. This means that our two pairs of simulations with
full N-body calculations with volumes of (1h−1 Gpc)3 and
40963 particles lead to the same variance as ∼150 of such sim-
ulations. This provides optimal reference clustering measure-
ments to validate theoretical models in configuration space.
The covariance matrices for the clustering measurements us-
ing SVM can be estimated based on the approximate meth-
ods presented in this paper, since they are very different
from the typical Gaussian statistics (see Angulo & Pontzen
2016). This motivates future work to compute larger sets of
N-body simulations using SVM. We are pursuing this, along
with further analyses to investigate mode-coupling effects
from larger scales and ways of correcting them.
In the spirit of sharing scientific results with the com-
munity, we have made the full N-body simulations in addi-
tion to the FastPM products produced in this work publicly
available through the website http://www.unitsims.org.
We hope that these data products will enable a number
of studies to further unveil the nature of dark energy and
structure formation with galaxy surveys.
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