Fuzzy Logic Controllers are knowledge-based systems, incorporating human knowledge into their Knowledge Base through Fuzzy Rules and Fuzzy Membership Functions. The de nition of these Fuzzy Rules and Fuzzy Membership Functions is generally a ected by subjective decisions, having a great in uence over the performance of the Fuzzy Controller. In some cases, the Membership Functions are de ned within a normalized interval, and the Knowledge Base includes a set of scaling functions to convert the input variables from its real value to a normalized one, and the normalized outputs to its real value. Di erent works have proposed the application of genetic strategies, with a learning purpose, to the Knowledge Base of Fuzzy Controllers. The learning is usually centered on the Membership Functions and/or the Rule Base, using xed (prede ned) scaling functions. In this paper, the evolution is applied to modify the gain of the controller (by modifying the scaling function of each input or output variable), and the Rule Base. The use of linear and non-linear scaling functions is analyzed.
INTRODUCTION
Control engineers have found in Fuzzy Logic a powerful tool for coping with a wide range of complex systems. As a result, Fuzzy Logic Controllers 1] (FLCs) are being widely and successfully applied to di erent 2. GENETIC FUZZY CONTROLLERS
Fuzzy Controllers
Fuzzy controllers are knowledge based system characterized by using knowledge represented as a set of rules and membership functions, and a reasoning strategy based on the aggregation operators, the fuzzy connectives and the inference method. Rules are de ned by their antecedents and consequents. Antecedents, and frequently consequents, are associated with fuzzy concepts: R n : if x 1 is A 1n and : : : and x m is A mn then y is B n :
(1) 1. An Input Scaling module that maps input variables to a normalized universe of discourse for each input.
A Fuzzi cation interface that transfers the values of normalized input
variables into fuzzy information.
3. A Knowledge Base.
4. An Inference Engine that infers fuzzy control actions employing fuzzy implications and the rules of inference of fuzzy logic.
A Defuzzi cation interface that yields a non fuzzy normalized control
action from an inferred fuzzy control action.
6. An Output Scaling module that maps the normalized outputs to nal outputs. As in any other kind of knowledge-based control system, one of the most important questions when de ning or implementing a Fuzzy Logic Controller to solve a certain control problem, is the derivation of the knowledge base. The performance of the system is strongly related to the quality of the knowledge base, and consequently with the process of knowledge acquisition. In some cases, this process does not take place because there are no experts available in the eld of a certain problem. It is possible too that the acquired knowledge only represents an incomplete or a partially incorrect 1 Assuming that A i covers the universe of x i and its elements are unimodal fuzzy sets 4]. 4 description of the control algorithm. When the obtained knowledge is not considered good enough to be used as the control algorithm of the system, some kind of learning or adaptation is needed.
From this point, a methodology to incorporate learning into an FLC is discussed, focusing the learning process from the point of view of Genetic Algorithms.
Genetic Algorithms
GAs are search and optimization techniques that are based on a formalization of natural genetics, and are usually characterized by:
1. A coding scheme for each possible solution of the problem, using nite strings of bits (each string is called chromosome and each bit is referred to as a gene).
2. An evaluation function that estimates the quality of each solution (each string) that composes the set of solutions (called population).
3. An initial set of solutions to the problem (initial population, G(0)) randomly obtained or based on a priori knowledge. 4 . A set of genetic operators that using the information contained in a certain population (referred to as a generation, G(t)) and a set of genetic operators, creates a new population (the next generation G(t + 1)).
5.
A termination condition to de ne the end of the genetic process.
The main genetic operators are three: reproduction, crossover and mutation. The reproduction (or selection) operator creates a mating pool where strings are copied (or reproduced) from G(t), and await the action of crossover and mutation. Those strings from G(t) with a higher tness value, obtains a larger number of copies in the mating pool. The crossover operator provides a mechanism for strings to mix attributes through a random process. This operator is applied to pairs of strings from the mating pool, and has three steps: a pair of strings is randomly selected from the mating pool, a position along the string is selected uniformly at random, then the bits following the crossing site are swapped between both strings. The mutation operator produces the occasional alteration of a gene at a certain position in the string. Each gene is a candidate for mutation and will be selected according to a mutation probability.
The key questions are: how to code each solution, how to create new solutions from existing ones and how to evaluate this solutions. 5 
Genetic Algorithms and Fuzzy Controllers
A review of di erent systems that follow the general ideas previously described is contained in 6]. These systems incorporate knowledge, represented through Fuzzy Rules and Fuzzy Membership Functions, and they apply di erent genetic or evolutionary techniques to create new (better) knowledge. Each one of these works uses its own coding scheme, some of them replacing the strings of bits with more complex data structures. The tness function, the rst generation (initial population) and the goal, are related to the task for which each FLC was designed.
The systems enumerated in this Subsection follow the general ideas previously described. They incorporate knowledge, represented through Fuzzy Rules and Fuzzy Membership Functions, and they apply di erent genetic or evolutionary techniques to create new (better) knowledge. Each one of these works uses its own coding scheme, some of them replacing the strings of bits with more complex data structures. The tness function, the rst generation (initial population) and the goal are related to the task to which each FLC was designed for. Genetic operators are applied to Fuzzy Rules, Fuzzy Membership Functions or both of them simultaneously.
To translate membership functions to a representation useful as genetic material these functions are parameterized with one to four coe cients and each of these coe cients constitutes a gene of the chromosome for the GA. The most broadly used parameterized membership functions are: triangular, trapezoidal, Gaussian, bell and sigmoidal. These parameterized functions may be classi ed into two main groups: the piece-wise linear functions (trapezoidal and triangular) and the di erentiable functions (Gaussian, bell and sigmoidal). Triangular functions are used in 7, 8, 9] (symmetric) and 10] (non-symmetric); trapezoidal functions in 11] and di erentiable functions in 12] (radial functions) and 13] (Gaussian functions). Each coe cient constitutes a gene of the chromosome that may be a binary code (representing the coe cient) 7, 8, 11, 10, 12] or a real number (the coe cient itself) 9, 13] .
The rule base of a fuzzy logic controller may be coded by means of a fuzzy relation, a fuzzy decision table or a set of fuzzy rules. The use of sets of fuzzy rules have demonstrated the advantage of reducing the dimension of the knowledge base when applying on system with a large number of variables. When working with a set of rules, a xed number of rules ( 13] ), or a variable number of rules ( 10, 12, 8] ) could be used. The fuzzy clauses composing the fuzzy rule have the structure Variable is Fuzzy Set, where the Fuzzy Set is de ned with two di erent methods, the direct and the indirect de nition. When a direct de nition is applied, the expression of the membership function, or the values of the parameters de ning it, are directly included into the code of the rule. When Fuzzy Sets are indirectly de ned, the set of membership functions constitutes an independent knowledge, that is included into the rules by means of references, using labels.
EVOLVING THE GAIN OF AN FLC
When we analyze the question of how to obtain the knowledge base of a certain FLC, it is possible to split the whole knowledge base into di erent pieces of knowledge that are related to di erent parts of information processing. In this sense, Figure 1 could be transformed in Figure 1 , where the contents of the knowledge base are divided according to its role in information processing.
Three main elements of the knowledge base are:
1. The scaling factors or the scaling functions, that are applied in input and output scaling.
2. The membership functions that are applied by the inference engine of the FLC.
3. Control rules that are applied by the inference engine.
From a linguistic point of view, the scaling factors could by interpreted as a sort of context information. While the membership functions describe the relative semantics (context independent) of the linguistic variables contained in the rules, the union of the scaling functions and the membership functions generates the absolute semantics of the linguistic variables (context dependent through the scaling functions). Figure 2 shows a possible fuzzy partition for the normalized variable body-height. This variable is normalized by applying the parameterized scaling function contained on Figure 3 , that incorporates the context information through the parameters a and b. Table 1 for di erent contexts. From the point of view of fuzzy control systems, the scaling factors represent context information too. In some cases this information is related to the physical properties or dimensions of the controlled system or process, including restrictions imposed to the system. To normalize the variable speed of the car, when designing a control system for driving it, it could be a good idea to use the normalization ranges 0, maximum speed of the car] (physical property) or 0, speed limit of the road] (restriction). In other cases the scaling functions do not have a direct relation to physical properties, but represent information a ecting the overall behavior of the controlled system. To normalize the variable acceleration of the car, a wider range of values will be used if a racing driving is desired, and a narrower one to produce a more comfortable driving. In this case, the scaling functions are conditioned by the desired behavior of the controlled system and not by physical considerations (obviously there is a maximum acceleration that is a physical restriction of the car). Di erent works have analyzed the e ect of modifying the scaling functions (including non-linear functions) on the performance characteristics of PI and PID like fuzzy controllers (overshoot, setting time, rise time, etc) 14, 15] .
The division proposed on gure 1 is not clear in some cases where the membership functions are explicitly included as part of rules code, or the normalization or scaling functions are not explicitly expressed. The application of Genetic Algorithms to Fuzzy Logic Controllers have been basicly centered on: modify the rule base of a system maintaining the membership functions unchanged, modify the membership functions maintaining the rule base xed, or include the membership functions into the code of the rule and modify both of them simultaneously. Our previous exploration on the use of normalization ranges of input and output variables as genetic material have produced some results presented in 16, 17] , working with linear scaling functions. The use of parameterized non-linear scaling functions allowing us to modify the performance characteristic of an FLC, as the result of a genetic process, is analyzed in the following.
E ects of changing the scaling functions.
Three di erent results may be obtained when modifying the scaling function working on a certain variable of a controller:
1. Enlarge or reduce the working range, that produces a change on the sensibility of the controller related to the corresponding input variable or on the gain for the output variable.
2. Shift the working range, that changes the o set of the controller related to the corresponding variable.
3. Change the shape of the scaling functions, that produces areas where the controller has a higher or a lower relative sensibility for a certain variable.
Applying non-linear scaling functions.
The scaling functions are adapted throughout a genetic process working on the parameters of the functions. It is interesting to reduce the dimensionality of the searching space for that process. As a result of that, the use of non-linear scaling functions is conditioned by the need of using parameterized functions with a reduced number of parameters. f(x) = sign(x) jxj a ; with a > 0:
The nal result is a value in -1,1] where the parameter a (that will be called sensibility parameter) produces uniform sensibility (a = 1), higher sensibility in medium values (a < 1) or higher sensibility in extreme values (a > 1), as shown in Figure 4 . 
LEARNING PROCESS
As previously commented, the key questions of the learning process are the coding of the solutions and the generation of new solutions from the existing ones. These are the topics of this Section.
Encoding the Knowledge Base Information.
The three elements contained in the knowledge base are: the scaling functions, the membership functions and the rules.
A set of parameters de nes the FLC dimensions (and consequently the KB dimensions): the number of input variables (N) and output variables (M), and (assembled on vectors n and m) the number of linguistic terms (or the number of fuzzy sets) associated with each member of the set of An array of (N+M) 3 real numbers will code the parameters of the scaling functions. Each row of this array contains the limits of one input or output variable of the system, and its sensibility parameter (fv min ; v max ; ag).
A single set of normalized membership functions, that is not modi ed throughout the learning process, is used by all the FLCs. The set of membership functions will not be object of the learning process, then its code will not be described.
The structure of the fuzzy control rules contained in our FLC with parameters fN; M; n; mg is: If 
This process is repeated for all the fuzzy inputs of the rule. It is important to point out that using this code, an input variable for which all the corresponding bits have value 0, is an input variable whose value has no e ect over the rule. The process to encode the consequent is similar to that described above, by only replacing n with m in expression 2. In this case, when all the bits corresponding to an output variable have value 0, the rule has no e ect over that output variable.
Evolving the Knowledge Base.
The keys of this process are: the code, the evaluation function, the termination condition and the evolution operators. The code has been widely 12 presented before and now is summarized. The evaluation function and the termination condition are application speci c. The main questions in this section are the evolution operators, or in a more general sense, the creation of G(t + 1) from G(t).
The code that contains the genetic information of the knowledge base is:
1. A string of (N + M) 3 real numbers containing the parameters of the scaling functions of the variables.
2. A string of up to L r rules, where each rule is a string of L a + L c bits.
A set of evolution operators is applied to the genetic code of the FLCs contained in G(t), to obtain G(t + 1). Some of these evolution operators are obtained by directly adapting the classical genetic operators to the code. Others are new operators taking advantage of the code structure, or reducing its disadvantages.
Selection
The reproduction operator starts with an elite process that may be de ned on the basis of a number of members, a percentage of members or an evaluation threshold ( xed or variable). By this process, a subset of G(t), referred to as the elite of generation t (E(t)), will be directly reproduced (copied) on G(t + 1).
In a second step, individuals of G(t) are copied in the mating pool with a probability criterion based on the tness of each one. According to the classical selection operator, members with a larger tness value receive a larger number of copies.
Crossover Once a pair of parents (m i and m j taken from
the mating pool) has been selected to be crossed ( rst step of the process), the crossover operator produces two new chromosomes by mixing the information provided by the parents' genes. A set of strings contains this information, two strings in our case (Scaling functions and Rules). The information contained in each string is not independent, then, if possible, the operator must work simultaneously (and not independently) on both strings. Each chromosome is composed of a pair of subchromosomes encod- Rule base subchromosomes have no xed length, and their genes are rules: r i = fr i1 ; : : : ; r ik g r j = fr j1 ; : : : ; r jl g: (3) To cross r i and r j a cutting point must be selected for each string. Since the lengths of the strings may not be equal, cutting points ( and ) are obtained independently for r i and r j r i = fr i1 ; : : : ; r i jr i +1 ; : : : ; r ik g r j = fr j1 ; : : : ; r j jr j +1 ; : : : ; r jl g; (4) 13 producing the new rule bases r u = fr i1 ; : : : ; r i jr j +1 ; : : : ; r jl g r v = fr j1 ; : : : ; r j jr i +1 ; : : : ; r ik g: (5) After Rule Bases are crossed, the process of crossing Data Bases considers which rules from r i and r j go to r u or r v . If a certain rule contains fuzzy inputs and fuzzy outputs for only a subset of the input and output variables 2 , the scaling functions for the variables not contained in the rule have no in uence on the meaning of the rule. The overall in uence of a scaling function (for a variable) from parent f i , on the meaning of the Rule Base of descendent f u , is evaluated by simply counting the number of rules that, containing the variable, are reproduced from r i to r u . A larger in uence of the scaling function corresponding to f i or f j , will produce a higher probability of reproducing in d u , the corresponding scaling function from d i or d j .
The process of selection is independent for each variable and for each descendent (f u and f v ), consequently it is possible for both descendents to reproduce a certain scaling function from the same antecedent.
4.2.3.
Reordering When a fuzzy system is characterized by a set of fuzzy rules, their ordering is immaterial, the sentence connective also has properties of commutativity and associativity. Rule position is immaterial for the output, but it biases crossover, then an operator to reorder rules is added to the system. This operator is applied to each set of rules produced by crossover operator, with a probability de ned as a parameter of the evolution system. To reorder a rule base (r i ) a cutting point ( ) is selected uniformly at random, to create a new rule base (r j ) r i = fr i1 ; : : : ; r i jr i +1 ; : : : ; r ik g r j = fr i +1 ; : : : ; r ik jr i1 ; : : : ; r i g: (6) The operator has no e ect over the data base.
Mutation
The mutation is composed of two di erent processes: rule mutation and scaling functions mutation.
The rule mutation process works at the level of bits that compose a rule.
Each rule is composed of (L a + L c ) bits and has the structure p 11 : : : p 1n1 : : : p N1 : : : p NnN c 11 : : : c 1m1 : : : c M1 : : : c MmM (7) where p ij is the bit related to j-th fuzzy set of the i-th input variable, and c ij is the bit related to j-th fuzzy set of the i-th output variable. The rule mutation operator works as the classic genetic mutation applied to the string of bits de ned by equation 7. This operator di ers from classical mutation because it does not work at the level of genes (rules), but with the simplest element (bits) that compose genes. The mutation of scaling functions has two components a ecting the gain and the sensibility respectively. The gain is modi ed through the values of The sensibility parameter of a variable is modi ed by applying the following expression: a(t + 1) = a(t) (1 + P( ? 1)) S (9) where 2 1; 10] is a parameter of the learning system that de nes the maximum variation (increase or decrease) of the sensibility parameter. P is a random value uniformly distributed on 0; 1], and S takes values -1 or 1 by a 50% chance, producing a value of a(t + 1) smaller (-1) or greater (+1) than a(t).
APPLICATION EXAMPLE
The cart-pole balancing system is a classical control problem that the literature has established as a benchmark on learning control system evaluation. The objective of such a system is the control of the translational forces applied to a cart, to position it at the center of a nite track, while balancing a pole hinged on the cart's top. In our experiments we use the model applied in 8] maintaining the system's parameters and dimensions. A numerical solution in t+h is found by applying a two step forward Euler integration.
The inputs to the simulator are the initial conditions (x(t); _ x(t); (t); _ (t)) and the applied force (F (t)), and its output is the state of the cart-pole system at the end of the control cycle (x(t + h); _ x(t + h); (t + h); _ (t + h)).
Characteristics of the FLC.
The FLC uses: the sup-min compositional operator, the Larsen's product as Fuzzy implication function, the union operator as connective 'also', and the center of area as defuzzi cation strategy.
The parameters of the FLC are: four input variables (N), one output variable (M) and seven linguistic terms de ned for each input or output variable (n i , m j ). 
Evaluation function.
The evolution learning is applied to the KB of an FLC that controls the force applied to the cart to balance the pole. The evaluation of the learning process is similar to that described 
17 6 . RESULTS
A set of experiments with di erent initial population (the initial knowledge for these experiments is randomly obtained) and learning parameters has been de ned. In a rst group of experiments, linear scaling has been maintained through the evolution, working only with rules and gain. In a second group, only rules and sensibility have been modi ed. The dimension of the population in both cases is two hundred members with an elite of fty individuals. Each experiment has a set of initial rules in a number that is uniformly distributed on 1,30]. Each rule is composed of ve substring (one per variable) of '0' that will contain one or none '1'. For input variables there is a 50% of containing one '1' that is equiprobably placed on any of the n positions related to the n fuzzy sets de ned for each input variable. For the output variable there is always one '1', and can be placed in any of the m possible positions with equal probability. Only aiming to present a sample, a set of typical learning parameters for the process could be: a rule mutation rate of 0.05, a range mutation rate of 0. capable of balancing the system throughout the whole simulation (sixty seconds starting from each of twenty di erent initial conditions). The code involved on the genetic process is a really short code, in this case 35 bits per rule (L a = 7 4; +L c = 7 1) plus a single set of ten reals per FLC, that are reduced to ve since symmetric intervals are used. In addition, the system uses a prede ned set of seven normalized fuzzy sets that remains unchanged throughout the learning process. Figure 1 shows the evolution of the maximum evaluation (average of four experiments with di erent, randomly generated, initial population), over sixty generations. The solid line represents the evolution using K = 0:2, and the dotted line corresponds to K = 0:3. By analyzing these results, it is possible to assert that the genetic process has a certain degree of robustness in relation to the variation Figure 2 shows the evolution of the maximum evaluation (average of four experiments with di erent, randomly generated, initial population), over sixty generations. The solid line represents the evolution using = 2, and the dotted line corresponds to = 4. As in the previous experiments, it is possible to assert that the genetic process has a certain degree of robustness in relation to the variation of the parameter . The results obtained with = 2 and = 4 are not qualitatively di erent. Figure 3 shows the trace of cart position obtained by applying one of the evolution generated FLCs to the system, with initial conditions = 0:15; x = 0:5. This FLC has been obtained through an evolution process with = 2, Figure 4 shows the same information but applying an FLC obtained through an evolution process with = 4. ues of the evolution parameters have been applied. A set of typical learning parameters for the process could be: a rule mutation rate of 0.1, a range mutation rate of 0.1, a maximum variation in gain (K) of 0.2 and in sensibility ( ) of 2. Figure 5 shows the evolution of the maximum evaluation (average of four experiments with di erent, randomly generated, initial population), over sixty generations. The solid line represents the evolution using K = 0:2 and = 2, and the dotted lines represents the average maximum evaluation over the eight experiments producing Figure 1 , and over the eight experiments producing Figure 2. 
CONCLUSIONS
Knowledge acquisition is a key question in FLCs design. Di erent learning methods have been proposed to be applied to FLCs. In this paper, the use of genetic algorithms to obtain adequate scaling functions for an FLC has been analyzed, and some results obtained. These results show how after no more than fty or sixty generations of a genetic process working 22 with two hundred individuals, and starting with random knowledge, an adequate FLC is obtained. Nevertheless these are only preliminary results and a deeper analysis is needed to obtain conclusions.
