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Abstract: Urabe’s implicit single step method, which is a high-order predictor-corrector formula, is modified to have 
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1. Introduction 
We are concerning with the numerical solution for the initial-value problem of ODE’s: 
dy/dx =f(x, V) XI <x < xT, A-4 =_Yr. (1.1) 
In 1970, M. Urabe [9] proposed an implicit single-step method for this problem. Its feature is the 
following: 
(i) Utilizing th e second derivative evaluations for the solution of the differential equation 
(1.1). 
(ii) Essentially single-step predictor-corrector type method. 
(iii) High-order accuracy. 
Here the second derivative for the solution means 
g(x, v> ‘.L(% A +fJx, u)f(x, Y>, 0 -2) 
which is provided to be given in an analytical form. 
Suppose that the approximate solution y, for v(x) and an appropriate initial guess y,+ 1 for 
y(x + h) are given. Then the Urabe’s method first predicts y,,+* approximating _y(x + 2h), and 
next corrects y, + 1 by the knowledge of y,, Y~+~, old Y~+~, and their first and second derivatives. 
Such process is continued until convergence. Moreover it has an automatic step-size control 
strategy. It is remarkable that the method is readily applicable to a system of the equations due 
to its linearity. 
The aim of the present paper is to investigate the stability property of the method, and to 
modify the method to have a built-in estimator, similar to the Milne’s device, for the local 
truncation error without reducing its stability. 
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2. Original Urabe’s Method 
First of all we will state the initial-value problem and its discretization. Find the solution of 
the initial value problem (l.l), where y(x) belongs to Ci([x,, xT], Rd), f(x, y) to C’([x,, xr] 
x Rd, Rd). An equidistant discretization is employed for the problem on [x,, x0 + 2/z]. Here h 
is the step-size, xi = x0 + ih (i = 0, 1, 2) are the step-points, yi (i = 0, 1, 2) stand for the 
approximations for y( x,), and f, =f(x,, y,), g, = g(x,, y,). 
The numerical integration method is described as follows. Given the computed value y. and 
an initial guess yi, make a predicted value yz for y( x2) by 
y2= -3ly,+32y,-h(14fo+16f,)+h2(-2go+4g,). (2.1) 
Note that (2.1) is an explicit formula for y,. Then compute the corrected value y”, by 
j1 =y, + & (lOlfo + 128fi + llf,) + &(l’Ru - 40& - 3&J. (2.2) 
The correction should be continued until the estimate 
II y”7 - Yl II < a (2.3) 
holds for a previously given criterion LY of convergence. If the estimate is not satisfied, replace y, 
by yi and repeat the process. 
The method has some devices attached to it for implementation. 
(a) Step-size control strategy. The step-size h should be chosen so as to guarantee the 
convergence of inner iteration. It is derived that h must satisfy 
2lhlIIf,(xo, YO)II ck (2.4) 
for a positive constant k < 1. If not, h should be halved until it satisfies (2.4). If twice of h 
satisfies the condition, then h should be doubled to enhance the efficiency of the integration. 
Since the method is essentially a single-step process, the step-size changing causes no trouble 
except the initial guess for y, (see (c) below). 
(b) Relations between a and k. Denoting the bound of the round-off error of the machine by 
eM, the correction to convergence gives the final approximation y, for the theoretical fixed point 
yl,P of the corrector equation, satisfying 
11 Yl - .h,P 11 6 ‘M (2.5) 
while cM and k satisfy the relation CM/k >, a >, c&(1 - k) and the estimates (2.3), (2.4) hold. 
The choice 
(Y = +(eM,/k + CM/(1 - k)) 
seems to be suitable. 
(c) Initial guess for yl. If the step-size has changed at the current step, we may take y. + hf, 
+ :h2go as an initial guess for yi. Otherwise y, at the former step plays it. 
On the local accuracy of the method, under the assumption of sufficiently smooth y(x), it can 
be shown that for the predictor the estimate 
Y(+) = -31~(~,) + 32y(~,) -hWf(x,, y(xo)) + w(x,, ~(4)) 
+h2{ -2g(x,, y (~a)) + 4g(x,> y(x,))} + &h6y’%o) + 0(h7) 
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holds and for the corrector 
Y(Xl> =Y(xo) + &{lOlf(x,, y(xo>) + 12gf(x,, y(xi>> + llf(x,, Y(xz))) 
+ & {l%( x0, Ybo)) - 
+ &h7y’7’(xo) + O(hS). 
Hence the corrector has the order 6 whereas 
$h6yc6’( x0) and &h7yc7)( x0) 
in the above equations the principal parts of 
corrector respectively. 
the local truncation error for the predictor and the 
As for the convergence of the method the following statement has been established. Assume 
that f(x, y) and g( x, y) satisfy the Lipschitz condition with respect to y, and that the step-size 
h (strictly speaking it depends on x) is bounded by H > 0, i.e. ) h 1 -c H. Then the integration 
method is convergent as H -+ 0 provided that the initial-value of the integration at xi is identical 
to Yr- 
4OdXb Y (4 - w% Ybd~ 
the predictor has the order 5. Let us call the terms 
Remark. The predictor and the corrector equations (2.1), (2.2) are linear with respect to f and g. 
Hence the method is feasible to apply the system of equations. 
Note. It has not been generally in the scope of numerical methods for ODE’s to utilize the 
second derivative g in the analytical form. Hand calculation for g is troublesome as much as 
liable to err. On the other hand, symbolic and algebraic computation by computer, which has not 
yet been in popular use, often gives an inefficient form of g for numerical computation. But 
recently an effective and simple way to evaluate g by machine computation is proposed by Iri in 
[6]. The application of this method will open wide possibility for utilizing the second derivative in 
various numerical processes. 
3. A modified method 
As is seen in that above section, the orders of the principal part of local truncation error do 
not balance between the corrector and the predictor in the Urabe’s method. To establish a 
Milne-type estimator for the local truncation error, however, it is desired to derive a balanced- 
order method. But balancing the order of the predictor with the original corrector is impossible. 
Thus we will reduce the order of the corrector by one to balance it with that of the predictor. 
After the derivation in the original work we easily have the following alternative for the 
corrector equation: 
y”i =y, + &(llOfo + 128f, + 2f,) + $ko - %,h 
which has the principal part of the local truncation error as 
T= - &h6y@(xo). 
The equation (3.1) has been already given by Cash [l]. 
(34 
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We will employ (2.1) as the predictor for y, and (3.1) as the corrector for yi. Then the 
step-size control strategy is subject to the inequality 
%PlIIf,(% Y,)lI c/Q (3.2) 
instead of (2.6). Other implementing devices (b), (c) in Section 2 are attached to the new 
integration method. 
As for the a posteriori estimation of the local truncation error, we have the following: 
Theorem 1. Suppose that the step-size h is unchanged at the current step. Then, after the correction 
to convergence by the corrector (3.1), the principal error T can be estimated by 
T= +I(Y~ -Y:)> (3.3) 
where y,* is the initial guess for y, in the inner iteration. 
Proof. In the case of the unchanged step-size, we adopt y, at the former step as the initial guess 
yT_ Hence we have 
y: = -3ly_, + 32y, - h(14f_, + 16fo) + h2( -2g_, + 4g,). 
On the other hand, for the corrector equation, 
Yl = Yo + & WOf0 + 128fl + 2f2) + g @go - 73). 
Corresponding to the above, we introduce the following functions. 
P(l) = s - 1, a(l) = &,(llO + 128c + 25*), r(S) = &(4 - 75) 
p*(l) = s - 32 + 31/l, u * (5) = - 16 - 14/l, r”(C) = 4 - 2/c. 
Then we can rewrite the above equations into 
1 
p(S) y. - ho(S)y,l - h2T(S)y; = 0, 
o*(S)yo-ha*(S)y;-h2T*(S)y;‘=yl-y:, 
(3.4) 
where S denotes the shift operator by h, i.e. 
Sy(x) =y(x + h) or Syo =Y,, 
and S -i is the shift operator by -h. Let D, stand for the difference y1 - yl*. For the exact 
solution y(x) of the differential equation, we have 
( 
p(s)y(x) - ha(S)y’(x) - h*T(S)y”(x) = -&h6y@)(x) + O(h7), 
p*(S)y(x) - ha*(S)y’(x) - h27*(S)y”(x) = &h6yC6)(x) + 0(h7). 
(3.5) 
Thus defining new functions ,G, a” and 7” by 
p”(c) = -2400&) - 9Op*(S), Z(c) = -2400u({) -900*(S), 
f(S) = -24OOr({) -907*(c), 
we have the following equation for the error term e/ = y(x +jh) - y,: 
fi(S)e, - he(S){ f(xo, Y(XO>) -fo} - h2?“(S){ g(xo, I) -go) 
= 9OD, + 0( h7). 
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Let 
then the above equation implies 
p”(S)% - WS)J( ) x e, - h2?“(S)K(x)e0 = 9OD, + O(h7) + O(he2). 
The behaviour of the error term is known to be mainly subjected by the 
function e( x> (Hemici [4]), which is the solution 
e’(x) =J(x)e(x) - &h’y@‘(x). 
Thus we have 
e”(x) = K(x)e(x) + 0(/z’). 
On the other hand the error term ej itself has the estimation 
p(S)e, - ha”(S)eh - h2?(S)et = 0(h7). 
Employing (3.7) and (3.8), subtraction of (3.6) from (3.9) in both sides yields 






= -&h60”(S)y@)(x0) + h2F(S)K(x,)e, + O(h7) = 9OD, + 0(h7). 
Since we have already ej = 0( h5), the estimation 
- &)h6y@yxo) =-%I, 
W) 
holds provided that h is sufficiently small. This is nothing but 
a”(l) = 300. q 
the desired result because 
The above proof is a generalization of Iri’s technique which gives more realistic result for the 
Milne’s device (Iri [5]). Indeed some numerical experiments show the more efficiency of the 
estimation (3.3) than those by the Milne’s device. By the way the direct application of the Milne’s 
device (under the localization assumption) to the predictor-corrector pair (2.1) and (3.1) implies 
. . 
the estrmation as - &Di. 
Ordinarily there are two ways of usage for the a posteriori estimate (3.3). One is to apply it to 
the step-size control so that the integration may proceed in maintaining the local truncation error 
within the bound of previously given tolerance. But this way spoils the basis of the a posteriori 
estimate for the next step, because it depends on not changing the step-size. The other is to 
modify the value y, to obtain possibly more accurate approximate value by it. That is, after the 
iteration to convergence we employ the modifying process 
91 =_Y1 + im> (3.10) 
which will be mentioned as the modified method with the modifier. 
Concluding the present section, we will mention some features of the modified method (with 
or without the modifier). Though the local accuracy is reduced than that of the original method, 
it has two advantages. One is the reduction of the number of function evaluations per step. As is 
seen in (3.1), the corrector needs two evaluations for g while the original corrector (2.2) needs 
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three. The other is the extension of the allowable stepsize. The estimate (3.2) ensures almost twice 
for the possible step-size against that by the original (2.4). These features will be expected to 
make the modified method more efficient. 
4. Stability analysis 
Our goal in the present section is: 
Theorem 2. The Urabe ‘s method and the modified method without the modifier are both A-stable for 
a fixed step-size h. 
Proof. Employing the scalar test equation 
dy/dx = hy, hE@, %X<O, (4.1) 
we have 
y, = h,(z)yo + h,(z)y,, z = Ah, (4.4 
for the predicting process, where 
h,(z) = -31- 14~ - 2z2, h,(z) = 32 - 162 + 4z2. 
Then the correcting process in the Urabe’s method gives 
_FI = co(z)yo + CI(Z)YI + C2(4Y2 
= {G(Z) + c,(z)h&))Y, + {c&> + cz(++))Yv (4.3) 
Here 
co(z) = 1+ $j+z + &z2, 40 2 Cl(Z) = gz - mz , c2(z) = &z - &z2. 
Hence we can see that for the above linear test equation the method is equivalent to solve the 
equation 
(1 -cl(z) - c&)h+))yt = {co(z) + c&)ho(z)}yo 
with respect to y,. Thus we may call the rational function 
co(z) + c2WMd 
‘(” = l- cl(z) - c2(z)hl(z) 
(4.4) 
the stability factor of the method. 
The region of absolute stability, say 9, is defined by 
.%= {zEC; %z<O, IP( <l} 
for the method. By some manipulations we have 
P(z) = 
3z4 + 10z3 - 24z2 - 1202 + 120 
2(3z4 - 23z3 + 78z2 - 1202 + 60) . 
(4.5) 
Hence, defining the function F(x, y) by 
F(x, y) = Idenominator of P(x + iy) 1 2 - Inumerator of P(x + iy) ( 2, 
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we have the identity 
P(x, y) = 27~’ + 36y6x(3x - 17) + 6y4x(27x3 - 306x* + 672x - 1232) 
+ 12y2x(9x5 - 153x4 + 672x3 - 1952x2 + 3600x - 3360) 
+3x(9x7 - 204x6 + 1344x5 - 5344x4 + 16 320x3 - 31360x* 
+ 28 800x - 9600)) 
which is a polynomial of y2 and each coefficient of powers of y * is again a polynomial of x. 
Moreover each polynomial of x has positive coefficients for even powers of x and negative 
coefficients for odd power of x. Thus F( -x, y) > 0 holds for any x > 0 and any y. Hence .%’ 
includes the left half-plane of C. 
In the case of the modified method, the correcting process (3.1) implies 
J1 = U).Y0 + d,(z)_Y* + d2m2 
= Ml(4 + ~2whl(4bJo + M4 + ~2wm)Yl. 
Here 
d,(z) = 1+ gz + &z2, d,(z) = gz - &z2, d*(Z) = AZ. 
Hence instead of (4.4) we have 
(1 -d,(z) - ~*bhb)h= (4(z) + ~2w%(4)Yo. 




~2wb(4 z3 + 3z2 122 60 
- - 
= = I - d,(z) - & +1(z) 2 3 - 15z2 + 482 - 60 ’ 
P-7) 
(4.8) 
Thus the region of absolute stability for the modified method is given by 
gM= {zEC; .CZz<O, IQ(z)1 ~1). 
Similar to the above the function 
G(x, y) = (denominator of Q(x + iy) 1 2 - (numerator of Q(x + iy) ( 2 
is shown to be positive for any x -C 0 and any y, because the identity 
G(x, y) = 3y6 + 3y4x(3x - 22) + 3y2x(3x3 - 44x2 + 144x - 336) 
+3x(x5 - 22x4 + 144x3 - 496x2 + 1440x - 2400) 
holds. Hence L%‘~ also includes the left half-plane of C. q 
By virtue of (4.5) and (4.8), we see I P(z) (, I Q(z) I -+ 5 as I z ( + co, !Rz < 0. This fact suggests 
that the both methods is not L-stable, but the rate of convergence to zero of the solution for (4.1) 
by the methods is not so much slow while ( z ( is sufficiently large and !Rz < 0. 
We will proceed to the stability of the modified method with the modifier. Again let us assume 
the fixed step-size among two-step integration. In the first step, we have y, = Q(z)uO. At the 
starting of the next step, y2 is predicted by y2* = h,( z)y, + h,( z)y,. After the correcting process, 
the identity y2 = Q(z)u, = Q2(z)y0 holds. Through the substitution of the above equalities, the 
modified value by the modifier can be written by 
92 =~2 + Tib2 -_d = {%Q’(z) - &5(kd4 + hdz)Qb))}x,. 
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Thus we have 
Y2 = N4Y0~ 
where 
R(z) = %Q’b> - &I{ h,(z) + h,(z)Q(z)}. 
The region of absolute stability for the modified method 
w Mm= {ZEC; %z<O, ]R(z)] <l}. 
(4.9) 
(4.10) 
with the modifier may be given by 
Since the method can be considered as a two-step one, we may have to define the square root of 
R(z) as the stability factor. But the condition of absolute stability only needs the magnitude of 
the stability factor to make it less than or equal to unity. 
Since the region gM,,, is unfortunately bounded by the left-hand side, the modified method 
with the modifier can be neither A-stable nor A,-stable. The region is fairly large taking the 
higher order of the method into consideration. Indeed the principal part of the local truncation 
error is given by 
T = - &h6y(6)(X) 
when it is considered as a two-step process from x,, to x2 via xi. 
In conclusion, the modifier can be applied in the case of non-stiff problems. 
It will be possible to derive other formulas using more step-points and the second derivative 
evaluations along the leading principle as in [9]. They must be much complicated for implemen- 
tation because of their multi-step feature. But it is an interesting open problem. 
Numerical examples have been carried out for the comparison of our method, the original 
Urabe’s method, RKF45 in [3] and the VSVO method in [8], but will be reported in another 
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