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Abstrakt
Tato práce popisuje základní principy systémů pro zákonné odposlechy v počítačových
sítích a obsahuje analýzu různých způsobů jejich oklamání. Součástí práce je také návrh
a implementace dvou softwarového nástrojů. První z nich slouží k demonstraci útoku na
systém pro zákonné odposlechy. Cílem útoku je oklamat systém ukrytím přenášené zprávy
v šumu a přinutit orgány činné v trestním řízení k interpretaci podvržené zprávy namísto
skutečné. Druhý nástroj slouží k získání původní zprávy z šumu zachyceného odposlechem.
Abstract
This thesis describes basic principles of lawful interception systems in computer networks
and it contains an analysis of various methods of their deception. It also contains a descrip-
tion and implementation of two software tools. The first one is designed to demonstrate
an attack on the lawful interception system. The goal is to deceive the system by hiding
a transmitted message in a noise, in order to make the law enforcement agency interpret
a fake message as the real one. The purpose of the second tool is to obtain the original
message from data captured by the interception system.
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Kapitola 1
Úvod
V souvislosti se stále větším významem internetu pro kriminální, teroristickou a podvodnou
činnost roste také potřeba vhodného nástroje pro sledování provozu na síti. Konkrétně
Internet je ale síť neuvěřitelně rozsáhlá a různorodá. Navíc není pod jednotnou správou.
Z toho pramení skutečnost, že jeden konkrétní subjekt logicky nemůže sledovat internetovou
komunikaci v kterémkoli bodě sítě.
Otázkou tedy je, kdo a za jakých okolností by měl kvůli ochraně zákona komunikaci
zaznamenávat. V praxi je tato zodpovědnost přenášena na poskytovatele internetových
služeb (Internet Service Provider – ISP). Ten by měl být v zákonem stanovených situacích
(na základě soudního příkazu, apod.) schopen orgánům činným v trestním řízení poskytnout
úplnou kopii zaznamenané komunikace. ISP k tomuto účelu může využívat systém pro
zákonné odposlechy (Lawful Interception System – LIS) [2].
LIS je nástroj umožňující zaznamenávat síťovou komunikaci mezi dvěma, či více po-
dezřelými osobami. Zachycená data je následně možné podrobit další analýze. Ta se může
skládat např. z vyhledávání, filtrace, vizualizace, apod. I přes zdánlivě vysokou efektivitu
LIS existuje řada možností, jak jej oklamat – tedy jak realizovat komunikaci takovým způ-
sobem, aby nebyla odposlechem zaznamenána [6].
Cílem této práce je analyzovat zranitelnost a možnosti oklamání LIS a také navrhnout
nástroj pro demonstraci útoku na LIS. S tímto úkolem souvisí návrh vhodného protio-
patření, tedy nástroje, kterým je možné se proti navrženému útoku bránit. Součástí je také
implementace obou nástrojů a popis provedených praktických experimentů.
Tato práce je rozdělena do několika kapitol. Kapitola 2 popisuje základní principy LIS
z hlediska standardů vydaných Evropským ústavem pro telekomunikační normy (European
Telecommunications Standards Institute – ETSI) [2]. Kapitolu 3 tvoří kategorizace a ana-
lýza možností oklamání LIS. Především je zde kladen důraz na útoky realizovatelné v rámci
nižších vrstem OSI modelu, tedy fyzickou, linkovou, síťovou a transportní [29]. V této ka-
pitole jsou také shrnuty a vysvětleny možnosti komunikace s využitím skrytých kanálů [22].
Kapitola 4 tvoří návrh nástroje LIS Deception Proxy pro demonstraci útoku na LIS. Útok
využívá generování nadbytečných datagramů s neplatnými daty, jejichž cílem je ukrytí pře-
nášené zprávy. Implementací tohoto nástroje se pak zabývá kapitola 5. K eliminaci popiso-
vaného útoku slouží program LIS Noise Cleaner, jehož návrh je popsán v kapitole 6. Použití
tohoto nástroje může výrazně přispět k úspěšnému odhalení utajené zprávy. Implementace
programu je poté vysvětlena v kapitole 7. Kapitola 8 obsahuje souhrn všech provedených
experimentů. Cílem bylo zkoumat použitelnost a vlastnosti implementovaných programů
při praktickém nasazení.
3
Kapitola 2
Principy systému pro zákonné
odposlechy
V této kapitole budou popsány základní pojmy a principy, které souvisí se zákonnými
odposlechy. Zákonné odposlechy (Lawful Incerception – LI) představují způsob boje s kri-
minální, pirátskou, podvodnou či teroristickou činností. Na základě nařízení ogánů činných
v trestním řízení je prováděn záznam a analýza síťové komunikace mezi podezřelými oso-
bami. Vzhledem k povaze internetu a počítačových sítí je zde realizace odposlechů značně
komplikovanější oproti záznamu např. telefonního hovoru [6]. Se zákonnými odposlechy in-
ternetové komunikace souvisí dva hlavní problémy. Jedním z nich je otázka právní – kdo a
za jakých podmínek může odposlouchávat síťovou komunikaci. Druhým je potom problém
samotné technické realizace odposlechu – jakým způsobem zaznamenávat data v síti, za-
ložené na přepínání paketů (Packet-switched network), a navíc tak komplexní a různorodé
jako je internet [6].
2.1 Zákonné odposlechy podle norem ETSI
Od roku 2001 vydal Evropský ústav pro telekomunikační normy (European Telecommuni-
cations Standards Institute – ETSI) řadu norem, které souvisí se zákonnými odposlechy.
U nás pod tímto pojmem rozumíme orgány činné v trestním řízení. Tyto normy se zabývají
záznamem dat v počítačových a hlasových sítích, tyto poznatky sjednocují do předepsaných
standardů a popisují architekturu systému pro zákonné odposlechy (Lawful Incerception
System – LIS).
Základem těchto norem je identifikace účastníků a popis rozhraní systému pro zákonné
odposlechy [2]. Z hlediska zachytávání internetové komunikace základní aktéry tvoří:
• ISP (Internet Service Provider) – poskytovatel internetových služeb.
• LEA (Law Enforcement Agency) – organizace oprávněná k vyžádání odposlechu a sběru
dat. Její součástí je LEMF (Law Enforcement Monitoring Facility), což představuje
konkrétní cílové sběrné zařízení, do kterého budou zaznamená data přenášena. síť LEA
(LEA network) je pak tvořena množstvím síťových spojení mezi sondou pro odposlech
a LEMF.
Architekturu systému pro zákonné odposlechy podle norem ETSI zachycuje obrázek 2.1.
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Obrázek 2.1: Architektura systému pro zákonné odposlechy
Normy ETSI definují mezi LEA a poskytovatelem služeb tři základní rozhraní pro předávání
informací (Handover Interface – HI) [2].
• Rozhraní HI1 - slouží k předávání požadavků na odposlech ze strany LEA. Toto
rozhraní může být realizováno softwarově, i manuálně (dopisem, faxem, apod.).
• Rozhraní HI2 - zajišťuje přenos metadat o aktivitě sledovaných cílů (změny adres,
připojení/odpojení ze sítě, apod.).
• Rozhraní HI3 - zde se přenáší samotný obsah zachycené síťové komunikace mezi
sledovanými cíli.
2.2 Scénář realizace odposlechu
V typickém případě LEA požádá (skrz rozhraní HI1) poskytovatele internetových služeb
(ISP) o odposlech komunikace mezi podezřelými osobami. ISP na základě tohoto požadavku
začne poskytovat LEA data. Zaznamenanou komunikaci ISP přeposílá do sběrného zařízení
LEMF. Metadata (informace o chování) daných cílů jsou do LEMF zasílána přes rozhraní
HI2, zatímco úplná kopie zaznamenané komunikace přes rozhraní HI3. LEA získaná data
podrobuje analýze. Ta se může skládat např. z vyhledávání, filtrace, vizualizace, apod.
Konkrétní bod, z jehož pohledu je komunikace zaznamenávána, je označován jako Internal
Intercepting Function (IAP).
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Kapitola 3
Analýza možností oklamání
systému pro zákonné odposlechy
Pokud pohled na problematiku oklamání LIS (viz kapitolu 2) dostatečně zjednodušíme, lze
říci, že základní otázkou je, jakým způsobem předat zprávu mezi dvěma body v počítačové
síti tak, aby její obsah zůstal utajen. Způsobů, jak toho lze docílit, je celá řada. V této
kapitole bude provedena analýza několika vybraných metod.
3.1 Základní možnosti utajení zprávy
Mezi tradiční způsoby utajení obsahu zprávy patří kryptografie a steganografie. Tyto meto-
diky sice mohou úspěšně sloužit k utajení obsahu zprávy, ovšem nemusí ochránit metadata
související s danou komunikací. A především – obvykle neřeší problém, kdy potřebujeme
skrýt nejen obsah, ale i to, že předání dané zprávy vůbec proběhlo. Existují proto i odlišné,
svým způsobem specifické techniky pro oklamání LIS. Tyto techniky budou dále vysvětleny.
3.1.1 Kryptografie
Kryptografie je po tisíciletí známou technikou pro utajení informací [8]. S rozvojem počítačů
a internetu její význam výrazně stoupl a začaly vznikat (a stále vznikají) nové sofistiko-
vané algoritmy pro šifrování dat. Bez asymetrické kryptografie, elektronických podpisů a
protokolů pro zabezpečený přenos dat si dnes většinu kritických síťových aplikací (např.
internetové bankovnictví) dokážeme představit jen stěží. Obecně platí, že kryptografické
metody převádí zprávu do podoby, ve které není čitelná bez speciálních znalostí.
3.1.2 Steganografie
Steganografie využívá ukrytí zprávy v určitém přenosovém médiu. Příkladem použití může
být zpráva, ktera je předávána společně s multimediálními daty - tedy text uložený v ob-
rázku, zvuková nahrávka jako součást audio, či video souboru, apod. Při vhodném použití
může jít o velice účinnou metodu ukrytí přenášených dat.
Příklad použití steganografie znázorňuje obrázek 3.1a1. Je zde využito 24-bitového ba-
revného prostoru, přičemž dva nejméně významné bity každé z barevných složek (R, G,
B) jsou použity k reprezentaci obrázku 3.1b. Rozeznat tuto skutečnost lidským okem je
prakticky nemožné.
1zdroj: Wikipedie <http://cs.wikipedia.org/wiki/Steganografie>, citováno 14. ledna 2012
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(a) oba obrázky v jednom (b) skrytý obrázek
Obrázek 3.1: Ukázka použití steganografie
3.1.3 Jiné techniky
Dosud zmíněné techniky bychom mohli považovat za tradiční, řešící ochranu dat samotných.
Jsou do jisté míry univerzální a použitelné i v širším měřítku, než pouze v síťové komunikaci.
Můžeme například šifrovat i data uložená na fyzickém médiu, přičemž vůbec nemusíme mít
v úmyslu je dále předávat.
Pokud ale chceme tajnou zprávu přenést k cíli skrz počítačovou síť, můžeme k utajení
přímo využít znalosti použitých technologií a protokolů. Mezi poměrně efektivní pak patří
techniky, které k oklamání odposlechů používají změny aplikované na nižších vrstvách mo-
delu ISO/OSI. Lze využít i tzv. skrytých kanálů (viz sekci 3.3), tj. předávání zpráv takovými
metodami, které původně k tomuto účelu nebyly navrženy [22].
3.1.4 Podvržená data
V kombinaci s různými technikami se nabízí také možnost podvržení vhodně zvolené zprávy,
která poslouží k odpoutání pozornosti subjektu, který se rekonstrukcí zachycených dat
zabývá. Cílem je tedy zajistit, aby došlo k interpretaci podvržené zprávy namísto zprávy,
která je předmětem utajení.
Při posílání zprávy lze využít také podvržených dat, jejichž účelem je pouze
”
zmatení
nepřítele“. Takové metody můžeme zahrnout do množiny technik útoku na LIS. Ačkoliv
jejich cílem není přímá likvidace LIS, využívají šíření takových dat, která sabotují hlavní
účel odposlechu – tedy zachycení, identifikaci a rekonstrukci předaných zpráv.
3.2 Možnosti oklamání LIS z hlediska modelu ISO/OSI
V této sekci budou popsány techniky útoku na LIS (viz sekci 2), které jsou realizovány
s využitím jednotlivých vrstev OSI modelu. Klasifikace vychází z práce Cronina et al. [12].
3.2.1 Způsoby realizace útoku na fyzické vrstvě
Na fyzické vrstvě je řešeno, jakým způsobem budou ve formě analogového signálu repre-
zentována digitální data (bity). Aby bylo možné zajistit vzájemnou komunikaci několika
zařízení, existují standardy pro amplitudové, frekvenční a napěťové rozsahy [15], v rámci
kterých je možné komunikaci provozovat. Ne vždy jsou ale tato doporučení všemi výrobci
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striktně dodržována [12]. Z tohoto důvodu a také v důsledku samotné povahy přenosu dat
po fyzickém médiu (jde o analogový proces) vyplývá, že žádná dvě zařízení nebudou mít
stejnou toleranci v ohledu na to, jaké signály budou zpracovávány a jaké ignorovány.
Pokud zná útočník hardwarové vybavení příjemce a LIS, může např. posílat zprávy
na takových frekvencích, které nejsou pro daný odposlech zaznamentelné. Toho lze vyu-
žít zejména v bezdrátových sítích, kde nejsou komunikující strany fyzicky spojeny. Navíc
v reálných situacích v jedné lokalitě běžně dochází k přenosu mnoha signálů o odlišných cha-
rakteristikách a vlnových délkách. Pokud se utajovaný přenos odchýlí od stanovené normy,
může jej LIS klasifikovat jako neznámý a ignorovat jej [12].
Při snaze o oklamání odposlechu s využitím vlastností fyzické vrstvy vždy záleží na
citlivosti zařízení odposlechu na daný typ signálu. Pokud je sonda pro odposlech citlivá
alespoň tak jako příjemce zprávy, není možné dosáhnout utajení přenosu tímto způsobem
[12]. Dalším omezením je skutečnost, že jakýkoliv prvek (např. přepínač) mezi útočníkem
a sondou znemožňuje tento typ útoku.
3.2.2 Způsoby realizace útoku na linkové vrstvě
Na linkové vrstvě lze útok realizovat podvržením hardwarových Media Access Control
(MAC) adres. Kromě ethernetových rámců se skutečnou zprávou je možné generovat další
rámce s neplatnými MAC adresami. Tyto rámce sice k cíli nikdy nedorazí, ale mohou být
zacyhceny LIS a ztížit rekonkstrukci přenášené zprávy [12]. Tento typ útoku je ale podmí-
něn velmi nekvalitním odposlechem, který nesleduje hardwarové adresy zaznamenávaných
rámců a identifikuje pouze metadata na vyšších vrstvách. Takový LIS by byl ale velice ne-
spolehlivý a proto je jeho použití málo pravděpodobné. Navíc je také nutné, aby byl IAP
umístěn přímo v lokální síti. V opačném případě oklamání uvedeným způsobem není možné.
Další možností utajení komunikace na linkové vrstvě je tunelování pomocí protokolu
L2TP. Zde se využívá zapouzdření celého ethernetového rámce s využitím speciální L2TP
hlavičky a následného přenosu pomocí UDP datagramů [9].
3.2.3 Způsoby realizace útoku na síťové vrstvě
Pokud bude útočník odesílat nadbytečné datagramy (obsahující šum – neplatná data) může
využít implementace protokolu IP k jejich zahození na cestě k příjemci. Možností se nabízí
hned několik [12]. K zahození může dojít v případě neplatného kontrolního součtu v IP
hlavičce. Některá nastavení (Options) hlavičky nemusí být podporována směrovačem, skrz
který přenos probíhá. Pokud by byl IAP umístěn přímo v síti odesílatele, zatímco příjemce
by byl v jiné vzálenější síti, bylo by možné doručovat šum pouze odposlechu. Další možností
je docílit zahození díky překročení hodnoty MTU (Maximum transmission unit). Velmi efek-
tivní je potom způsob útoku založený na vhodném nastavení hodnoty pole Hop limit, resp.
TTL (Time-to-live) [12]. Pokud známe počet směrovačů na cestě k cíli, můžeme úmyslně
posílat datagramy s tak nízkými hodnotami těchto polí, že k cíli nikdy nedorazí, ale LIS
je zachytí. Další možností utajení komunikace na síťové vrstvě tunelování pomocí Generic
Routing Encapsulation (GRE), či rozšíření IPsec [18].
3.2.4 Způsoby realizace útoku na transportní vrstvě
Útočník může generovat překrývající se, či kolizní (stejné sekvenční číslo) TCP segmenty
[23] s neplatnými daty určenými k oklamání LIS. Pro úspěšnost tohoto útoku je ale třeba
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znát chování TCP implementace v operačním systému příjemce, či jiným způsobem za-
jistit zpracování kolizních segmentů námi požadovaným způsobem. Generování kolizních
segmentů můžeme také využít v kombinaci s technikami nižších vrstev (např. síťové, či
linkové) a zajistit tak doručení pouze vybraných paketů. Těmto možnostem bude věnováno
více prostoru v podsekci 3.2.6.
3.2.5 Způsoby realizace na vyšších vrstvách
Na vyšších vrstvách se nabízí široká škála možností utajení komunikace. Zejména na apli-
kační vrstvě je možné využít kryptografie, steganografie a dalších technik. Ve srovnání
s možnostmi na síťové vrstvě již nenabízejí možnosti zahození paketu
”
na cestě“, ale zá-
leží zde na interpretaci příslušných dat koncovými počítači. Tyto typy útoku jsou již na
tolik specifické, že v této práci nebudou důkladněji rozebírány. V sekci 3.3 zabývající se
komunikací s využitím skrytých kanálů však budou uvedeny některé z těchto metod.
3.2.6 Využití kombinace uvedených útoků
V podsekci 3.2.4 byla popsána možnost provedení útoku pomocí vytváření kolizních TCP
segmentů. Bylo však nutné zajistit jejich správnou interpretaci příjemcem. S využitím tech-
nik síťové, či linkové vrstvy ale můžeme docílit toho, aby příjemci vůbec doručeny nebyly.
Na linkové vrstvě můžeme použít neplatné MAC adresy (viz podsekci 3.2.2). To ale vyža-
duje umístění odposlechu v lokální síti, což je poněkud omezující. Mnohem výhodnější je
využít implementace protokolů síťové vrstvy (viz podsekci 3.2.3). Známe-li počet směrovačů
na cestě k příjemci, můžeme v hlavičce protokolu IPv4 (resp. IPv6) vhodně nastavit pole
TTL (resp. Hop Limit). Tím lze zajistit zahození úmyslné zahození vybraných paketů po
n skocích. Výhodou je také skutečnost, že popisovaná varianta útoku nevyžaduje žádnou
interakci ze strany příjemce.
Cronin et al. provedli řadu testů efektivity současných nástrojů (či jejich doplňků) pro
rekonstrukci zachycené síťové komunikace [12]. Bylo vybráno několik volně šířitelných (Bro,
Chaosreader, Ethereal, Snort, tcpick, tcptrace, tcpflow) a komerčních (CommView, Networ-
kActiv, SniffEm) aplikací a byla testována jejich účinnost vůči útokům založeným na mo-
difikaci MAC adresy, či TTL/Hop limit [12].
Princip jejich experimentu byl založen na existenci 3 počítačů: Odesílatel, Odposlech
a Příjemce, přičemž první dva jsou adresovány v rámci stejné podsítě. Příjemce je potom
umístěn na jiné podsíti za několika směrovači. Odesílatel se snaží poslat příjemci e-mail
s využitím protokolu SMTP [17]. Pro zvýšení efektivity je přenášená zpráva rozdělena na
jednotlivé znaky (byty). Každý z těchto bytů je posílán v samostatném TCP segmentu.
Kromě segmentů obsahujících byty přenášené zprávy jsou odesílány ještě takové, které
obsahují šum. Každý segment je pak zapouzdřen v IPv4 datagramu. V hlavičkách IPv4
datagramů obsahujících segmenty s šumem je nastaveno pole TTL na dostatečně nízkou
hodnotu, aby datagramy nebyly doručeny příjemci, ale byly zahozeny směrovači na cestě.
Zmíněný šum je tvořen jednak náhodnými znaky, jednak podvrženou zprávou. Tato
zpráva sice dává smysl, ale její obsah nijak nesouvisí s tajnou zprávou, která je e-mailem
přenášena. Pro každý paket s bytem tajné zprávy je odesláno 8 paketů představujících
šum. Všechny z uvedených paketů mají v hlavičce TCP segmentu stejné sekvenční číslo
(Sequence Number) – není tedy jednoznačné, který z nich má být pro rekonstrukci zprávy
použit. Z osmi paketů představujících šum obsahuje první obsahuje byte podvržené zprávy
a zbylých sedm náhodně generované znaky.
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Úspěšnost experimentu Cronina et al. prezentuje tabulka č. 1. Význam značek je následující:
X- zpráva byla interpretována úspěšně
POD - místo skutečné zprávy byla interpretována podvržená zpráva
x - nepodařilo se zachytit žádný smysluplný text v angličtině
DUP - nalezeny duplicitní TCP pakety
TTL - vypršení hodnoty TTL
RI - Nekonzistence dat při přenosu (Retransmission inconsistency)
Bez oklamání Modifikace MAC Modifikace TTL
Nástroj Úspěch Chyby Úspěch Chyby Úspěch Chyby
Bro X – POD RI POD RI
Chaosreader X – x – x –
CommView X – POD – POD –
Ethereal X – POD – POD –
PIAFCTM X – POD – POD –
Sniffem x – x – x –
snort-replay X – x – x –
snort-stream4 X – x – x TTL
tcpick X – POD – POD –
tcptrace X – x DUP x DUP
tcpflow X – x – x –
Tabulka 3.1: Přehled úspěšnosti současných nástrojů proti modifikaci MAC a TTL
Na základě výsledků experimentu [12] vidíme, že bez použití speciálních technik dokázaly
všechny nástroje s výjimkou Sniffem úspěšně zachytit a zrekonstruovat e-mailovou zprávu.
Anomálie byly detekovány pouze v 18% případů při použití MAC modifikace a v 27% pří-
padů při použití TTL modifikace. Ve 45% případů došlo k interpretaci podvržené zprávy.
Skutečnou zprávu se žádnému z testovaných nástrojů najít nepodařilo. Tyto výsledky do-
kazují velmi snadnou zranitelnost současným nástrojů vůči popsaným typům útoku.
3.3 Komunikace s využitím skrytých kanálů
Skryté kanály představují způsob komunikace s využitím prostředků, které nebyly primárně
určeny k předávání zpráv [22]. V této sekci bude popsáno několik vybraných technik.
3.3.1 Nepoužité bity hlavičky
Zprávu je možné zakódovat do nepoužitých, či rezervovaných bitů v hlavičce ethernetového
rámce, IP datagramu, či TCP paketu. Toho lze využít, pokud standard přímo nedefinuje
hodnotu těchto bitů nebo pokud příjemce neprovádí jejich kontrolu. Konkrétně může jít
např. pole ToS (Type of Service) v IP hlavičce nebo příznaky v hlavičce TCP [25]. Pokud
útočník nebude posílat data větší než MTU Maximum transmission unit dané linky, může
k zakódování zprávy využít pole DF (Don’t Fragment) [10]. Pokud není nastaven příznak
URG, může být použito také pole Urgent Pointer. Dále je možno využít obsah TCP paketů
s příznakem RST (Reset), který bývá za standardně prázdný. Rovněž mohou být využita
některá nepoužitá pole v hlavičce ICMP (Internet Control Message Protocol) protokolu.
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Existují také možnosti úpravy vhodných bitů v hlavičkách protokolů jako Token Ring [28],
apod., ovšem jejich použití už dnes není aktuální.
3.3.2 Vycpávky a rozšíření hlaviček
Některé protokoly podporují rozšíření standardní hlavičky k přenosu nepovinných informací.
V rámci těchto rozšíření je ale možné přenášet i data, která přímo neodpovídají původním
specifikacím. Např. u IPv6 lze zprávu přenášet v rozšířeních Destination Options, Hop-by-
Hop Options, Routing Header, Fragment Header, Authentication Header, či Encapsulating
Security Payload Header [13]. Možností je také maskovat data jako IPv6 adresu v hlavičkách
IP Route Record. Mezi další techniky patří umístění skrytých dat do polí s vycpávkou
(padding), která slouží k doplnění ethernetového rámce, či IP datagramu na určitou délku.
3.3.3 Kontrolní součet
Zakódování skrytých dat do kontrolního součtu vede k jeho zneplatnění. Paket s neplat-
ným kontrolním součtem může být zahozen. Navíc tato skutečnost může LIS signalizovat
anomálii a tím ohrozit utajení komunikace. Je tedy vždy nutné provést takovou korekci,
aby byl kontrolní součet platný i po modifikaci. U protokolu IP lze ke korekci použít něk-
teré z rozšíření IP hlavičky [3]. Podobnou techniku lze použít i u TCP. V případě UDP je
kontrolní součet nepovinný, což ale nabízí další možnost skryté komunikace: Přítomnost, či
nepřítomnost kontrolního součtu v UDP hlavičce může indikovat 1 dílčí bit tajné zprávy.
3.3.4 TTL / Hop Limit jako skrytý kanál
Kromě toho, že lze TTL (resp. Hop Limit) využít k úmyslnému zahození paketů (viz 3.2.3),
lze tato pole použít k zakódování zprávy [14]. Vzhledem ke skutečnosti, že každý směrovač
dekrementuje hodnotu TTL / Hop Limit o 1, musel by útočník či příjemce znát počet skoků
na cestě. Tento počet by také musel zůstat konstantní. Úpravu počátečního TTL / Hop Li-
mitu je tedy vhodnější použít spíše k signalizaci než přímo k přenosu zprávy [12].
3.3.5 Pole s časovým razítkem
Při rozšíření IP timestamp header extension můžeme jako skrytý kanál použít časové razítko
[25]. Modifikace tohoto pole by ale vedla k jeho zneplatnění. Při pomalejším TCP spojení se
budou méně významné bity pole měnit častěji. Můžeme tedy jen kontrolovat jeho nejméně
významný bit (least significant bit – LSB). Bude-li LSB v daný okamžik roven bitu zprávy,
paket odešleme. V opačném případě odeslání pozdržíme, TCP tok se tak dynamicky zpo-
malí. Příjemce zprávu získá čtením LSB bitů časového razítka přijatých paketů.
3.3.6 Frekvence a časy posílání paketů
Podobnou technikou je dynamická změna frekvence posílání paketů [20]. Stanovíme dvě
frekvence, o kterých budeme datagramy odesílat, přičemž jedna značí bit 0 a druhá 1.
V předem stanovených časových intervalech budeme odesílat pakety vždy jednou z těchto
frekvencí. Příjemce na základě výpočtu frekvencí v těchto intervalech získá bity přenášené
zprávy. Podmínkou je ale nutnost synchronizace mezi odesílatelem a příjemcem. Tuto tech-
niku můžeme také modifikovat tím způsobem, že místo dvou různých frekvencí bude odesíla-
tel střídavě posílat pakety a čekat. Další možností je potom využívat různě dlouhé intervaly
čekání mezi odesláním každého paketu [12].
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3.3.7 Časy potvrzení sekvencí zpráv
Se změnami povahy přenosu v čase také souvisí možnost časové modulace operací některého
z protokolů [28]. Pokud tedy např. využíváme protokol, který vyžaduje potvrzování přija-
tých paketů (např. TCP), můžeme se rozhodnout, zda při přenosu potvrdíme každý paket
samostatně nebo počkáme na příchod dvou paketů a až poté provedeme potvrzení. Změnou
politiky potvrzování paketů v čase je možné také signalizovat jednotlivé bity skryté zprávy.
3.3.8 Ztráta paketů a změna řazení
Další technikou je mechanismus, zvaný phantom packets [21], kdy je v požadovaných přípa-
dech vyvolána úmyslná ztráta paketů. Lze jej aplikovat u protokolů, využívajících číslování
paketů (tedy např. TCP). Při odesílání jednoduše (podle námi požadované politiky) vyne-
cháme požadovaná čísla, což bude u příjemce indikovat ztrátu daných paketů.
Na podobném principu je založena i možnost úmyslné změny pořadí (resp. vyvolání ne-
lineárního číslování) paketů. Protože pro n paketů existuje n! možností uspořádání, celkově
lze pomocí nich indikovat maximálně log2n! bitů informace.
3.3.9 Kolize rámců
V původním Ethernetu (bez přepínání) byla využívána technika CSMA/CD pro detekci
kolizí při přenosu [25]. Její použití bylo nebytné k realizaci více přenosů na sdílené sběrnici.
Bity přenášené zprávy bylo možné signalizovat úmyslným vyvoláním kolizí ve stanovených
časových intervalech. Příjemce mohl na základě detekce kolizí provést rekonstrukci zprávy.
S příchodem moderní přepínané podoby Ethernetu nutnost použití CSMA/CD zanikla. Po-
dobnou techniku lze ale stále využít v bezdrátových (WLAN) sítích, kde dochází k výpočtu
četnosti chyb (Bit Error Rate - BER). Jednotlivé bity zprávy můžeme signalizovat úmysl-
ným vytvířením poškozených rámců. Příjemce sestaví zprávu na základě získaných hodnot
BER v daných časových intervalech [12].
3.3.10 Možnosti v beztrátových sítích (WLAN)
V sítích WLAN existuje také řada skrytých kanálů, které lze využít. Zprávu lze např.
zakódovat do RC4 inicializačního vektoru, který je součástí mechanismu IEEE 802.11 Wired
Equivalent Privacy (WEP) [24]. Mezi další možnosti patří posílání nevyžádaných ACK
zpráv, či poškozených datových rámců (datových rámců se špatným kontrolním součtem)
v různých časových intervalech. Podobně, jako v předchozích případech, se zde nabízí řada
možností, jak zakódovat danou zprávu do různých polí v hlavičkách použitých protokolů.
3.3.11 Skryté kanály na aplikační vrstvě
Na aplikační vrstvě se nabízí široká škála možností, jak uskutečnit skrytou komunikaci [5].
U protokolu HTTP může být zpráva přenášena v některých volitelných polích HTTP poža-
davku/odpovědi [12]. Na webu může být také využito steganografie k zakódování tajných
dat do obrázku. Při použití prokolu DNS může být k ukrytí zprávy využito neplatných do-
ménových jmen. Využít lze také protokoly pro VoIP komunikaci, např. zakódováním skryté
informace do nepoužitých bitů hlavičky RTP protokolu, či u FTP pomocí modulace počtu
zasílaných NOOP příkazů [12]. Možností využití skrytých kanálů na aplikační vrstvě je
skutečně mnoho a jejich detailní popis je nad rámec této práce.
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Kapitola 4
Návrh nástroje pro demonstraci
útoku
V této kapitole bude popsán návrh nástroje LIS Deception Proxy (LDP). Tato aplikace
umožňuje realizaci útoku na systém pro zákonné odposlechy. Cílem je zajistit přenos tajné
zprávy k příjemci takovým způsobem, aby z dat získaných na základě odposlechu byla
obtížně zrekonstruovatelná. V této kapitole je zaměřena spíše teoreticky a cílem je vysvětlit
princip popisovaného nástroje, konkrétní implementací se zabývá kapitola 5.
4.1 Základní koncept nástroje
Na základně získaných poznatků jsem se rozhodl pro oklamání LIS využít metodu, kterou
navrhli Cronin et al. [12]. Původní koncept využívá implementace protokolů TCP a IPv4.
Dochází zde k segmentaci zprávy a přenášení společně se šumem. Pomocí dynamické mo-
difikace pole Time-To-Live (TTL) je zajištěno zahození datagramů se šumem na cestě
k příjemci. Na základě provedených experimentů [12] je tento princip útoku velmi účinný
proti dnešním nástrojům pro rekonstrukci datového toku. Více o testech těchto nástrojů je
uvedeno v bodě 3.2.6.
Uvedený koncept jsem se rozhodl vylepšit a přepracovat pro účely moderního IPv6 in-
ternetu. Důvodů je hned několik:
• Vzhledem ke skutečnosti, že 3. února 2011 došlo k dlouho očekávanému vyčerpání
IPv4 adres z registru Autority pro přidělování čísel na internetu (IANA - Internet
Assigned Numbers Authority), je postupný přechod na IPv6 takřka nutností [19].
• Nová verze protokolu s sebou přináší také řadu nových potenciálních hrozeb [11].
• Na základě výsledků mého průzkumu (veřejně dostupné informační zdroje) prozatím
nástroj tohoto typu nebyl pro IPv6 vytvořen.
LDP je navržen jako univerzální proxy server, jehož cílem je pro vybraná spojení provádět
utajení odchozích zpráv. V rámci konceptu je uvažováno jedno, či více vnitřních a jedno, či
více vnějších ethernetových rozhraní. Vnitřní rozhraní jsou připojena k lokální (LAN) IPv6
síti utočníka, vnější do IPv6 internetu. V rámci vnější sítě (IPv6 internetu) je uvažováno
umístění IAP za předem neurčeným množstvím směrovačů.
13
4.1.1 Další výhody implementovaného nástroje
• Integrace překladače NPTv6 pro překlad IPv6 prefixů
Součástí nástroje je implementace překladače NPTv6 dle RFC 9296 [27]. Výhodou
je lepší odstínění lokální sítě (LAN) útočníka od internetu. Překlad IPv6 prefixů
umožňuje také koexistenci více odesílatelů zprávy v lokální síti.
• Podpora více provozovaných spojení současně
Nástroj umožňuje koexistenci m spojení, z nichž v rámci n bude prováděno oklamání
odposlechu. Konkrétní podmínky, pro která spojení se bude tato činnost realizovat,
lze stanovit v konfiguraci.
• Automatická detekce počtu skoků
Počet skoků není nutné znát předem, program si jej pro každé spojení detekuje dvojím
způsobem. Podporováno je také asymetrické směrování, kdy je počet směrovačů na
cestě k příjemci a zpět odlišný.
• Dokonalejší způsob generování šumu
Různé operační systémy mohou obsahovat odlišnou implementaci protokolu TCP.
Většina existujících implementací v případě kolizních paketů k rekonstrukci zprávy
použije první zachycený, některé ale naopak poslední [23]. Proto jsou přenášeny dvě
odlišné podvržené zprávy, jejichž význam bude dále vysvětlen. Množství náhodně
generovaných znaků pro každý byte zprávy je možné libovolně nastavit v závislosti
na parametrech linky, množství přenášených dat a požadované funkčnosti. V rámci
dosažení maximální efektivity je pro určení Hop Limitu použito vhodné rozložení
pravděpodobnosti (více v sekci 4.7) tak, aby odposlech i v blízkosti příjemce zachytil
dostatečné množství šumu.
4.2 Překlad IPv6 prefixů
Zahrnutí překladače NPTv6 (Network Prefix Translation) s sebou přináší značné výhody.
Pokud bude nástroj provozován na počítači, který slouží jako brána do vnitřní sítě (odesíla-
tele), je možné realizovat hromadný přenos zpráv od více odesílatelů najednou. Navíc také
dochází k relativnímu odstínění lokální sítě (LAN) útočníka od sítě poskytovatele internetu
(ISP - Internet Service Provider), kde může být odposlech umístěn. Topologie sítě LAN tak
zůstane pro vnější svět do jisté míry skryta. Z pohledu orgánů realizujícíh odposlech bude
potom představovat jakousi
”
černou skříňku“ (black box), což může ztížit případné vysto-
pování útočníka. Výsledný nástroj se tak stává univerzálnějším a prakticky použitelným i
v případě rozsáhlejší vnitřní sítě.
4.2.1 Princip překladu
Princip překladače důkladně popisuje RFC 6296 [27]. Pro účely nástroje byl překladač
modifikován tak, aby podporal i více vnitřních a vnějších rozhraní. Konkrétní pravidla pro
překlad tvoří trojice {vnitřní rozhraní, vnitřní prefix, vnější prefix}. Kromě těchto
je definován seznam vnějších rozhraní.
Aplikace naslouchá na všech požadovaných rozhraních. Je-li na některém z nich zachycen
příchozí paket, překladač jej identifikuje a podle pravidel rozhodne o další činnosti. Jsou
rozlišovány dvě základní situace, podle toho, zda k zachycení došlo na vnitřním, či vnějším
rozhraní.
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• Pokud byl paket zachycen na vnitřním rozhraní, je třeba určit, zda jeho zdrojová
IPv6 adresa odpovídá vnitřnímu prefixu u některého z pravidel pro toto rozhraní.
Pokud ano, je prefix přeložen na vnější a paket je poslán na příslušné vnější rozhraní
dle směrovací tabulky operačního systému. V případě nenalezení vhodného pravidla
je zpět odeslána ICMPv6 zpráva destination unreachable.
• Pokud byl paket zachycen na vnějším rozhraní, je třeba určit, zda jeho cílová IPv6
adresa odpovídá vnějšímu prefixu u některého z pravidel. Pokud ano, je prefix přeložen
na vnitřní a paket je poslán na rozhraní podle daného pravidla. V případě nenalezení
vhodného pravidla je opět generována ICMPv6 zpráva destination unreachable.
Po překladu pomocí NPTv6 je ještě nutné vypočítat a aplikovat korekci. Princip použití
korekce je popsáv v dodatku A.
Nutno podotknout, že toto je základní chování proxy serveru bez realizace oklamání
LIS. Ve finále je ještě nutné testovat, zda je daný paket součástí spojení, které má být
utajováno. Toto ověření se provede po překladu, ještě před odesláním paketu na příslušné
rozhraní. Pokud je zjištěno, že zpracovávaný paket spadá pod zmíněná spojení, je předán
podsystému, který zajišťuje oklamání odposlechu. Politika zacházení s tímto paketem je
pak odlišná. Konkrétně je vysvětlena v sekcích 4.3, 4.4, 4.5 a v kapitole 5 zabývající se
implementací popisovaného nástroje.
Existuje ještě jeden speciální případ, což je zachycení odpovědi na zprávu typu ICMPv6
echo, kterou program sám vyslal vzdálenému počítači. Zda jde o takovou zprávu je kontrolo-
váno při zachycení paketu na vnitřním rozhraní. Pokud je zachycen paket s touto odpovědí,
není prováděn překlad ani přeposílání, ale je této skutečnosti využito k jiným účelům. Více
je vysvětleno v sekci 4.4 a v kapitole 5.
4.3 Sledování stavu aktivních spojení
Pro úspěšnou realizaci všech zmíněných požadavků na program je nutné sledovat stav všech
aktivních spojení, která souvisí s oklamáním odposlechu. To, která spojení budou pova-
žována za utajovaná záleží na konfiguraci programu. Program bude oklamání realizovat
pro všechna TCP / IPv6 spojení, která odpovídají následujícím upřesňujícím podmínkám:
{prefix odesílatele, prefix příjemce, port odesílatele, port příjemce}, přičemž ka-
ždá z těchto hodnot může být nastavena jako libovolná (ANY). Tento přístup jsem zvolil,
protože je praktický, podobný pravidům typu ACL - Access Control List používaných např.
u firewallů.
Vzhledem ke skutečnosti, že IPv6 adresa odesílatele (útočníka v lokální síti LAN) je při
komunikaci překládána, má odesílatel v zásadě dvě adresy. V lokální síti (LAN) je adre-
sován vnitřní adresou (odpovídající vnitřnímu prefixu), zatímco ve vnější síti (internetu)
je adresován vnější adresou (odpovídající vnějšímu prefixu). V případě návrhu programu
je nutné stanovit, kterou adresu budeme v rámci pravidel porovnávat. Protože oklamání
odposlechu je v praxi realizováno ve vnější síti, zvolil jsem následující přístup je v rámci
podmínky prefix odesílatele je ověřována shoda s jeho vnější adresou.
Podobně jako konfigurační pravidla vymezující utajovanou část provozu, i každé utajo-
vané spojení je identifikováno pomocí čtveřice údajů. V případě utajovaných spojení jde
o položky: {adresa odesílatele, adresa příjemce, port odesílatele, port příjemce}.
Pokud zachycený paket s přeloženou adresou (viz bod 4.2.1) spadá do utajovaných
datových toků (splňuje podmínky specifikované v konfiguraci), je předán podsystému za-
jišťujícímu oklamání odposlechu. Zde je na základě adresy odesílatele, adresy příjemce,
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portu odesílatele a portu příjemce získán identifikátor spojení. Poté je ověřeno, zda dané
spojení již existuje (je momentálně sledováno), či nikoliv a podle této skutečnosti se určí,
co s paketem dále.
Sledování spojení (udržování stavu) je zahájeno při zachycení TCP segmentu s přízna-
kem SYN a končí při zachycení TCP segmentu s příznakem FIN nebo RST.
4.4 Detekce počtu skoků k příjemci
Pro úspěšnou realizaci útoku je nutné znát počet skoků k příjemci – vzdálenému počítači
nacházejícímu se ve vnější síti (IPv6 internetu). Vzhledem k tomu, že utajovaných spojení
může existovat i více (s různými vzdálenými počítači), je proto nutné počet skoků zjišťovat
pro každé spojení zvlášť. Navíc může být použito asymetrické směrování – počet skoků na
cestě k příjemci a zpět může být různý (pakety jsou směrovány odlišnou cestou). Z tohoto
důvodu je detekce počtu skoků prováděna dvěma způsoby:
• Na základě Hop Limitu získaného z prvního paketu přijatého od vzdáleného příjemce
je určen předpokládaný počet skoků. Vycházím z předpokladu že ve většině Unixo-
vých systémů je výchozí Hop Limit u odesílaných IPv6 datagramů roven hodnotě 64
a v systémech Microsoft Windows hodnotě 128. Pokud tedy Hop Limit zprávy zachy-
cené od vzdáleného počítače označíme jako Hmsg, můžeme říci, že:
Pokud Hmsg ≤ 64, pak HCest = 64−Hmsg
a pokud 64 < Hmsg ≤ 128, pak HCest = 128−Hmsg
Kde HCest je předpokládaný počet skoků.
• Předpokládaný počet skoků je poté ověřen pomocí ICMPv6 echo zpráv. Vždy je po-
slána zpráva, jejíž Hop Limit je nastaven na určitou hodnotu a je ověřováno, zda přijde
odpověď. Pro identifikaci párů výzva–odpověď jsem využil pole Identifier v ICMPv6
zprávě. Princip určení počtu skoků znázorňuje vývojový diagram na obrázku 4.1. Cyk-
lus ověřování je zahájen s předpokládaným počtem skoků (HCest). Pokud přicházejí
odpovědi, je počet skoků snižován, pokud ne, je zvyšován. Jakmile je nalezena hra-
nice, kde přestávají, resp. začínají přicházet odpovědi, je zjišťování ukončeno. Vždy
v rámci ověřování proběhnou alespoň dvě odeslání ICMPv6 zprávy.
Samozřejmě existují situace, kdy útok není možné realizovat. Jednou z nich je případ, kdy
je příjemce přímo připojen k počítači na kterém běží LIS Deception Proxy – na cestě není
žádný směrovač, který by paket zahodil. Dalším případem je směrování s vyvažováním
zátěže (load balancing), kdy jsou pakety odesílané směrem ke vzdálenému příjemci střídavě
směrovány různými cestami. Pokud je počet skoků na těchto cestách různý, nastává situace,
kterou navržený program nedokáže řešit. Nikdy totiž nelze předem odhadnout, kerá cesta
bude v daný moment pro posílaný paket vybrána.
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Obrázek 4.1: Určení počtu skoků k cílovému počítači
4.5 Fragmentace zprávy a generování šumu
Nejdůležitější součástí popisovaného nástroje je podsystém pro fragmentaci zprávy a gene-
rování šumu. Přenášená zpráva je rozdělena (fragmentována) do jednobytových segmentů
a každý tento byte je odesílán v samostatném datagramu. Kromě odesílání datagramů, které
obsahují zmíněnou zprávu, jsou odesílány i takové, které představují šum (noise). Jeho cí-
lem je ukrytí přenášené tajné zprávy, což výrazně zvyšuje šance na oklamání systému pro
zákonné odposlechy.
Pro úspěšnou realizaci je potřeba znát minimální počet skoků k dosažení vzdáleného
příjemce (technika pro detekci této hodnoty je popsána v sekci 4.4). Nechť ϕ je minimální
hodnota pole Hop Limit v hlavičce IPv6 datagramu, která je nutná k úspěšnému dosa-
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žení cíle. HLmsg je Hop Limit datagramů obsahujících segment přenášené zprávy. HLnoise
je Hop Limit datagramů obsahujících šum. Hop Limit bude vždy volen tak, aby platilo:
HLmsg ≥ ϕ ∧ HLnoise < ϕ
Tím bude zajištěno zahození šumu směrovači na cestě k příjemci. Techniku fragmentace
zprávy a generování šumu naznačuje příklad na obrázku 4.2. Zde je původní šestibytová
zpráva fragmentována na jednotlivé byty – každý byte zde představuje písmeno. Každý je
přenášen v samostatném TCP segmentu s příslušně stanoveným sekvenčním číslem. TCP
segment je poté zapouzdřen v datech IPv6 datagramu s vhodně zvolenou hodnotou Hop
Limit. Šum je v tomto případě tvořen náhodně zvolenými písmeny, přičemž datagramy se
šumem jsou vyobrazeny červeně. S každým segmentem původní zprávy jsou zde posílány
dva segmenty obsahující šum.
V každé z trojic segmentů pod sebou (ve spodní části obrázku) jsou kolizní sekvenční
čísla. Při rekonstrukci přenášené zprávy tedy není jednoznačné, který znak se má použít.
Tento princip je podstatou popisovaného útoku.
Obrázek 4.2: Příklad fragmentace zprávy a přidání šumu
Pokud ale skutečně dojde k přijetí kolizních TCP segmentů, jak se systém zachová? Imple-
mentace TCP/IP v různých operačních systémech vykazují odlišné typy chování. Některé
využívají k sestavení první přijatý segment [7], některé segment nejčastěji se vyskytující
[7], některé naopak poslední přijatý [23]. V praxi mohou být navíc pro rekonstrukci dat na
základě odposlechu použity specializované nástroje pro analýzu datového toku. Není také
vyloučeno hledání výrazů v určitém jazyce na základě lexikální analýzy zachycených dat.
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V takovýchto případech by mohl být útok velmi efektivní např. v kombinaci s využitím
kryptografie, či steganografie – tyto techniky popisuje kapitola 3.
Vzhledem k různým možnostem přístupu ke kolizním TCP segmentům umožňuje ná-
stroj LIS Deception Proxy použít jako šum kromě náhodných znaků také jednu, či dvě
podvržené zprávy. Přičemž byte jedné z nich je odeslán vždy jako první a druhé vždy
jako poslední z kolizních paketů s daným sekvenčním číslem. Pokud by tedy v případě ko-
lize byl použit vždy první (resp. poslední) ze zachcených segmentů, byla by interpretována
jedna (resp. druhá) podvržená zpráva. Příklad útoku s použitím jedné podvržené zprávy
ilustruje obrázek 4.3.
Obrázek 4.3: Demonstrace činnosti programu
Pro jednoduchost rozdělme odesílání paketů do konečného množství časových intervalů.
V každém intervalu budou poslány byty se stejným sekvenčním číslem. V každém intervalu
bude odeslán:
• 1 datagram s bytem podvržené zprávy
• 1 datagram s bytem skutečné zprávy
• 1 až n datagramů s náhodným znakem
Pořadí datagramů s náhodným znakem a s bytem skutečné zprávy bude náhodné. Hodnotu
n uvedenou v posledním bodě bude v rámci flexibility možné libovolně nastavit. Cronin et al.
pro každý byte skutečné zprávy posílali 7 takto vygenerovaných náhodných znaků. Možnost
změny konfigurace je užitečná v případě, kdy chceme redukovat výpočetní nároky aplikace,
či využití linky. Umožní to také provádění experimentů z hlediska efektivity útoku, tedy
náročnosti interpretace přenášené zprávy. Na obrázku je kromě tajné zprávy (
”
SECRET“)
tedy přenášena také podvržená zprávu –
”
EMPIRE“. Počet náhodně generovaných znaků
(n) v každém intervalu je zde 5. Sonda pro odposlech je umístěna uprostřed cesty mezi
programem (proxy serverem) a příjemcem. Symbolicky je zde vyobrazeno několik směrovačů
představujících
”
skoky“ na cestě k cíli.
V prvním intervalu jsou tedy odeslány znaky E A S B H B E. V tomto případě
”
E“
představuje byte podvržené zprávy,
”
S“ je byte skutečné (tajné) přenášené zprávy,
”
A“,
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”
B“,
”
H“,
”
B“ a
”
E“ jsou pak náhodně vygenerované znaky. Hodnoty Hop Limit těchto
datagramů jsou nastaveny tak, aby pouze ten, který obsahuje
”
S“, byl doručen příjemci.
Zbytek bude zahozen směrovači na cestě.
Výhodou tohoto typu útoku je nulová nutnost interakce na straně vzdáleného
příjemce. Pokud je LIS Deception Proxy správně nakonfigurován, nemusí příjemce vyvi-
nout žádnou speciální aktivitu k rekonstrukci přijaté zprávy. O vše se postará implementace
TCP/IP v jeho operačním systému. Útok je tak do jisté míry pro komunikující subjekty
transparentní.
Úspěšnost dané techniky záleží samozřejmě na tom, kde přesně bude umí stěna sonda
pro odposlech. V tomto ideálním případě byla odposlechem interpretována pouze podvržená
zpráva. Ze zbytku zachycených dat se nepodařilo nic dalšího zrekonstruovat. Více o efekti-
vitě útoku v závislosti na umístění odposlechu popisuje sekce 4.7.
4.6 Odfiltrování nežádoucích ACK segmentů od příjemce
Pro úspěšnou realizaci útoku je třeba zajistit ještě jednu vlastnost programu – odfiltro-
vání nežádoucích TCP potvrzení (acknowledge), tedy segmentů s příznakem ACK. Pokud
odesílatel poslal vzdálenému příjemci n k-bytových TCP segmentů, bude očekávat nejvýše
n potvrzení. Pokud však dojde k fragmentaci (viz sekci 4.5), příjemce obdrží n∗k segmentů,
tedy zpět může poslat až n ∗ k potvrzení.
Řešení je tedy
”
pamatovat si“ pro každé spojení čísla ACK, která mají být ignorována
a tyto pakety vždy zahodit. Situace ilustruje obrázek 4.4.
Obrázek 4.4: Princip odfiltrování nežádoucích ACK segmentů od příjemce
Ze všech ACK potvrzení v rámci jednoho původního segmentu bude vždy propuštěn pouze
poslední z nich. Tímto bude zajištěno, že odesílateli zprávy přijdou potvrzení skutečně
pouze těch segmentů, které sám odeslal.
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4.7 Efektivita v závislosti na umístění sondy pro odposlech
Z principu činnosti programu je zřejmé, že v případě různého umístění sondy pro odposlech
dosáhneme různých výsledků. V praxi bude odposlech instalovat poskytovatel internetových
služeb - ISP (Internet Service Provider) [2]. Z hlediska topologie sítě může být umístěn
prakticky kdekoliv na cestě mezi proxy serverem a příjemcem. Při dostatečném zjednodušení
lze říci, že sonda může být:
• v bezprostřední blízkosti proxy serveru
• v bezprostřední blízkosti příjemce
• jinde na cestě mezi proxy serverem a příjemcem
Bod v rámci kterého je odposlech prováděn se nazývá Intercept Access Point (IAP) [2].
Umístění IAP v bezprostřední blízkosti proxy serveru je nejvýhodnější z hlediska útočníka,
ovšem z hlediska odposlechu je toto značně nepraktické. Důvodem je největší zachycené
množství šumu ze všech uvedených případů.
Nejvýhodnější z hlediska odposlouchávajícího je umístit IAP co nejblíže k příjemci.
Čím blíže cíli totiž budeme, tím méně šumu by mělo být potencionálně zachyceno. Zmíněné
situace prakticky ilustruje obrázek 4.5.
Obrázek 4.5: Různé možnosti umístění IAP
21
Pro omezení této vlastnosti a dosažení maximální efektivity útoku je pro určování Hop
Limitu datagramů se šumem použit generátor pseudonáhodných čísel s rozložením
f(x) =
2x
max2
znázorněným na obrázku 4.6. Hodnota max představuje nejvyšší Hop Limit, kdy bude
datagram ještě zahozen. Z hlediska pravidla v sekci 4.5 je o hodnotu ϕ − 1. Vzhledem
k tomu, že Hop Limit je celé číslo, je reálná hodnota získaná generátorem zaokrouhlena
směrem nahoru. Hop Limit s hodnotou 0 bude použit pouze pokud ϕ = 1.
Obrázek 4.6: Použité rozložení pravděpodobnosti
Samozřejmě by bylo možné stanovit Hop Limit datagramů se šumem vždy na nejvyšší
(max) hodnotu (tedy ϕ − 1). Tato skutečnost by ale mohla vést k jednoduchému zjištění
počtu skoků na základě dat zachycených LIS. Stačilo by potom odfiltrovat pouze datagramy
s touto hodnotou.
4.8 Shrnutí
LIS Deception Proxy může za vhodných okolností představovat efektivní nástroj pro okla-
mání systému pro zákonné odposlechy. Aplikace slouží k demonstraci možného útoku a pře-
devším ke studiu možností, jak jej eliminovat. Jeho použitím může být prováděno testování
a případné zdokonalování současných systémů pro zákonné odposlechy. Vzhledem k imple-
mentaci překladu IPv6 adres lze uvažovat i více odesílatelů zpráv ve vnitřní síti. K oklamání
odposlechu může kromě generování náhodných znaků výrazně přispět také vhodně zvolená
podvržená zpráva, která může být interpretována namísto přenášené zprávy, již chce útočník
skrýt. Efektivita bude vždy záviset na umístění sondy pro odposlech, znalostech topologie
sítě a technice rekonstrukce zprávy na základě zachycené komunikace.
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Kapitola 5
Implementace nástroje pro
demonstraci útoku
V této kapitole je vysvětlena implementace nástroje LIS Deception Proxy popsaného
v kap. 4. Zdrojový kód byl komentován pro účely programu Doxygen, který umožňuje
generování komplexní dokumentace všech zdrojových souborů, tříd, struktur a funkcí. Tato
kapitola se proto zameřuje na vybrané části implementace a snaží se popsat vytvořený
nástroj jako celek.
5.1 Volba programovacího jazyka
Pro implementaci programu byl zvolen jazyk C++. Důvodem byly jednak nároky na rych-
lost výsledného programu a také potřeba manipulace s přenášenými pakety i na relativně
nízké úrovni (bitové operace, možnosti přetypování datových struktur v rámci hlaviček jed-
notlivých protokolů, apod.). Program je určen pro operační systém GNU/Linux, konkrétně
byl testován na distribuci Ubuntu 10.04 s jádrem 2.6.32-27. LDP také využívá využívá
knihoven Libnet 1.1.61 a Libpcap 1.0.02. Libnet představuje užitečný nástroj pro kon-
strukci a odesílání paketů. Umožňuje také práci i na nižších vrstvách (transportní, síťová).
Knihovna Libpcap je potom využita k zachytávání paketů na příslušných rozhraních.
5.2 Program jako vícevláknová aplikace
Pro úspěšnou realizaci všech požadavků uvedených v kapitole 4 je nutné program implemen-
tovat jako několik paralelně pracujících vláken. Obrázek 5.1 vyobrazuje vlákna programu
(označena žlutě) a tok paketů mezi nimi. Paket je v programu reprezentován jako objekt
(instance třídy Packet). V hlavním vláknu programu je na základě zachyceného paketu
vytvořen objekt, přičemž je provedena jeho základní analýza. Pokud nejde o speciální pří-
pad – odpověd na zprávu typu ICMPv6 echo vyslanou programem (vysvětleno v bodě 5.5),
je proveden překlad IPv6 prefixu. Poté je buďto odeslán standardním způsobem na poža-
dované rozhraní nebo (pokud spadá do utajovaných datových toků) je umístěn do fronty
pkt queue. Fronta je imlementována jako seznam list<Packet*>.
Z fronty pkt queue poté pakety přebírá vlákno deceptionThread, které realizuje sa-
motné oklamání odposlechu. Vlákno především udržuje stav o všech aktivních utajova-
1http://sourceforge.net/projects/libnet-dev/
2http://www.tcpdump.org/
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ných spojení. Pokud je v rámci aktivního spojení zpracováván paket, který je posílán
směrem [LAN]→[proxy]→[Internet] (tedy od odesílatele tajné zprávy k příjemci) a je
již znám počet skoků, je provedena segmentace a odeslání dat společně se šumem. U ji-
ných zpráv tohoto spojení (navazování/ukončování spojení, potrvzování segmentů, pakety
zasílané směrem do vnitřní sítě) dochází k odesílání standardním způsobem.
Obrázek 5.1: Tok paketů v programu
Ke každému navázanému spojení je potřeba zjistit počet skoků, k tomu slouží vlákna
hcThread. Tato vlákna mohou odesílat vzdálenému počítači zprávy typu ICMPv6 echo.
Pokud je v hlavním vláknu detekována přijatá odpověď, je umístěna na seznam reply list,
odkud jsou odpovědi zpracovávány jednotlivými vlákny typu hcThread.
Pro bezchybný chod programu jsou všechny sdílené proměnné zabezpečeny semafory
typu pthread mutex. Totéž je provedeno pro ošetření současného zápisu více vláken na
výstupní rozhraní pomocí knihovny Libnet.
5.3 Hlavní vlákno programu
Cílem hlavního vlákna je zachytávat a zpracovávat pakety. Vždy, když je zachycen paket,
dojde k volání callback funkce packetRcvd(). Zde je provedena základní analýza. Ve vrst-
vovém modelu se poskytuje směrem vzhůru – nejprve je zkoumána hlavička ethernetového
rámce. Podle pole EtherType se zjistí, zda rámec vůbec obsahuje zapouzdřený IPv6 da-
tagram. Je také zkontrolováno, zda nejde o programem odeslaný odchozí paket (porovnává
se zdrojová hardwarová MAC adresa v hlavičce rámce s adresou rozhraní).
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Poté je vytvořen samotný objekt reprezentující zachycený paket – instance třídy Packet.
Ta v sobě obsahuje uložený celý IPv6 datagram i se zapoudřenými daty v podobě protokolů
vyšších vrstev. Součástí implementace třídy Packet jsou i přístupové a analyzační metody
potřebné k funkci programu. Tato skutečnost výrazně zjednodušuje celkový přístup, protože
není potřeba v každé funkci vytvářet a přetypovávat ukazatele na struktury hlaviček a dat
příslušných protokolů, opakovaně počítat např. offset u TCP, apod. Vše je zapoudřeno
ve třídě Packet a umožňuje tak jednodušší práci se znatelně vyšší mírou abstrakce.
Poté je ještě ověřeno, zda se nejedná o odpověď na programem odeslanou zprávu typu
ICMPv6 echo (viz sekci 5.5). Pokud ano, jsou informace o dané odpovědi umístěny do
seznamu reply list, odkud je zpracovávají vlákna typu hcThread. Pokud ne, je proveden
překlad IPv6 prefixu příslušné adresy (záleží na směru posílání paketu).
Implementace překladače NPTv6 se nachází ve zdrojovém souboru translator.cpp,
resp. translator.h. 128-bitová IPv6 adresa je ve výchozím stavu reprezentována struk-
turou in6 addr, která zahrnuje 16 oktetů celé adresy. Po implementační stránce je po-
rovnávání prefixů řešeno postupným srovnáváním bitů zleva v každém oktetu. Nahrazování
prefixu je také řešeno bitově po jednotlivých oktetech. V případě převodu delšího prefixu na
kratší jsou zbylé bity nahrazeny nulovými až do délky delšího z prefixů. Mírná komplikace
nastává při výpočtu korekce – zde je nutné počítat po hextetech v aritmetice jedničko-
vého doplňku [26]. Je také provedena detekce a následné přizpůsobení výpočtu dle cílové
architektury (uspořádání bytů Little-Endian, či Big-Endian). Pro účely výpočtu korekce je
tedy celá adresa převedena z oktetové reprezentace na hextetovou. Jakmile je vypočítána a
aplikována korekce, je adresa převedena opět do oktetové reprezentace.
Po přeložení adresy je provedeno ověření, zda spadá do utajovaných datových toků
specifikovaných v konfiguraci. Pokud ano, je umístěn do fronty deception queue, odkud je
zpracovávána vláknem deceptionThread. Pokud ne, je odeslán standardním způsobem na
požadované rozhraní. K tomuto účelu slouží funkce sendNormally().
5.4 Vlákno pro realizaci oklamání odposlechu
Cílem vlákna deceptionThread je zpracovávat pakety z fronty pkt queue, uchovávat stav
o aktivních utajovaných spojeních a realizovat oklamání odposlechu. Protože zjištění a
ověření počtu skoků trvá určitý časový interval, nebude vždy možné pakety z fronty pkt queue
zpracovávat sekvenčně v pořadí přijetí. Některé pakety – obsahující zprávu, která má být
utajena, nemusí být možné odeslat ihned, protože zatím nemusí být znám počet skoků
k příjemci. Je proto potřeba je chvíli pozdržet a mezitím zpracovávat další pakety. Vzhle-
dem k tomu, že pkt queue je seznam sdílený oběma vlákny, přičemž hlavní vlákno může
stále přidávat další a další zachycené pakety, je nutné techniku mírně upravit.
Přístup k frontě pkt queue je ošetřen semaforem pkt queue mutex tak, aby k ní v je-
den čas mohlo přistupovat pouze jedno z vláken. Vlákno deceptionThread pak obsahuje
ještě svůj vlastní seznam pkt deceive. Ve výchozím stavu vlákno čeká na nové pakety
z fronty pkt queue, pokud přijdou, zamkne semafor pkt queue mutex a umístí všechny
pakety z fronty do vlastního seznamu pkt deceive. Semafor poté odemkne a provede je-
den průchod seznamem pkt deceive, v rámci něj zpracovává jednotlivé pakety. Na základě
stavu daného spojení je každý paket buď odeslán a odstraněn, zahozen a odstraněn nebo
pozdržen (ponechán v seznamu). Po průchodu seznamem se opět testuje fronta pkt queue
a celý cyklus se opakuje. Pro čekání je využito funkce pthread cond wait().
Zpracování paketů v seznamu pkt deceive zajišťuje funkce dec processPacket(). Ta
také spravuje udržování stavu – sledování jednotlivých spojení v seznamu con list. Princip
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udržování stavu je vysvětlen v kapitole 4, konkrétně v sekci 4.3. S nově vytvořeným spojením
vždy vzniká také vlákno typu hcThread, jehož cílem je detekce počtu skoků k příjemci
v rámci daného spojení. Vlákno hcThread končí, je-li úspěšně zjištěn počet skoků nebo
pokud cíl není dosažitelný, či je naopak příliš blízko. Přílišnou blízkostí je myšleno připojení
příjemce přímo k proxy serveru. V takovém případě nelze útok realizovat, protože na cestě
není žádný směrovač, který by mohl datagramy s šumem zahodit.
Každý paket zpracovávaný funkcí dec processPacket() může být:
• Předán funkci sendWithNoise() – pokud je znám počet skoků, je toto provedeno se
všemi neprázdnými TCP segmenty směřujícími na vnější rozhraní (od LAN útočníka
ke vzdálenému příjemci).
• Odeslán standardním způsobem pomocí funkce sendNormally() – toto se týká
paketů souvisejících s navazováním/ukončováním spojení, paketů směřujících do sítě
LAN a také ACK odpovědí (s výjimkou těch od vzdáleného příjemce, které jsou na
seznamu acksToIgnore).
• Pozdržen – pokud jde o neprázdný TCP segment směřující směrem k vzdálenému
příjemci, ale zatím není znám počet skoků.
• Zahozen – pokud spojení neexistuje nebo jde o ACK odpověď od příjemce, která je
na seznamu acksToIgnore.
Funkce sendWithNoise() poté realizuje segmentaci na byty a odeslání se šumem a pod-
vrženými zprávami, jak bylo popsáno v kapitole 4. Pro každý segment (se šumem, či bytem
skutečné zprávy) je nutné znovu vypočítat kontrolní součet (checksum) v hlavičce proto-
kolu TCP. K tomu slouží funkce tcpChecksum for ipv6(). Při tomto výpočtu je využito
pseudo-hlavičky IPv6 protokolu, která obsahuje mimojiné zdrojovou a cílovou IPv6 adresu.
To je také důvod, proč byl nejdříve proveden překlad adres na síťové vrstvě a až poté
segmentace a úpravy na vyšších vrstvách.
5.5 Vlákna pro detekci počtu skoků u jednotlivých spojení
Při vzniku nového utajovaného spojení vždy vzniká také vlákno hcThread, jehož účelem
je určení počtu skoků k vzdálenému příjemci. Bez této informace nelze útok úspěšně re-
alizovat. Algoritmus vlákna popisuje v kapitole 4 sekce 4.4, názorně jej pak vyobrazuje
vývojový diagram na obrázku 4.1. Vytvoření spojení a vlákna hcThread má na starosti
vlákno deceptionThread. Vlákno hcThread zaniká, pokud:
• Je počet skoků úspěšně určen
• Skončí určení počtu skoků neúspěchem
• Je spojení předčasně ukončeno
Z implementačního hlediska vlákno tvoří funkce hcThread(), které je při vzniku předán
ukazatel na dané spojení. Přístup ke sdíleným prvkům spojení zajišťuje semafor con mutex.
Pro odesílání zpráv typu ICMPv6 slouží funkce sendIcmpMessage(). Odpovědi na odeslané
zprávy jsou potom vyhledávány v seznamu reply list, který je zakreslen na obrázku 5.1
vyobrazujícím tok paketů v programu.
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Kapitola 6
Návrh nástroje pro odstranění
šumu
Tato kapitola popisuje návrh nástroje LIS Noise Cleaner (LNC), který lze použít k úspěšné
eliminaci útoku popisovaného v kapitole 4. LNC pracuje se soubory ve formátu libpcap [1].
Cílem této kapitoly je vysvětlení principu nástroje a popis techniky odstranění šumu z dat
zachycených odposlechem. Konkrétní implementací se pak zabývá kapitola 7.
6.1 Možnosti detekce útoku
V kapitole 4 byl popsán návrh nástroje pro provedení útoku na systém pro zákonné odposle-
chy (LIS - Lawful Interception System). Je uvažována fragmentace zprávy na jednobytové
segmenty a jejich posílání spolu se šumem tvořeným náhodnými znaky a podvrženými zprá-
vami. Princip útoku spočívá v úmyslném vytváření kolizních TCP segmentů (více segmentů
se stejným sekvenčním číslem). Z nich vždy pouze jeden tvoří byte (znak) skutečné zprávy
a zbytek představuje uvedený šum. Snaha o rekonstrukci dat zachycených LIS pak vede
k nejednoznačnosti – v případě kolizních segmentů není jasné, který znak má být použit
pro rekonstrukci přenášené zprávy. Odlišné politiky implementací TCP/IP na různých ope-
račních systémech [23] a různé chování nástrojů pro rekonstrukci datových toků mohou vést
k různým výsledkům – např. k interpretaci podvržené zprávy namísto skutečné. Cílový pří-
jemce ovšem zprávu zrekonstruuje bez problému, protože veškeré datagramy se šumem jsou
zahozeny směrovači na cestě (díky vhodně zvolenému Hop Limitu). Navíc není vyžadována
ani žádná speciální aktivita ze strany příjemce – opětovná rekonstrukce zprávy je součástí
implementace protokolu TCP. Popisovaná technika je tedy pro komunikující strany do jisté
míry transparentní a bez důkladné analýzy přenosu nemusí být vůbec známo, že nějaký
útok probíhá.
Jak tedy tento typ útoku detekovat? Ideální je manuálně, či automaticky analyzovat
přenášená data a hledat anomálie v zachycených TCP segmentech. Dochází-li zde ke ko-
lizím, překrývání sekvenčních čísel a podobným anomáliím, měla by být tato skutečnost
(pro případný vyšetřující subjekt) alarmující. Existuje mnoho potenciálních technik útoku,
z nichž mnohé (včetně popisované metody) mohou překrývání, či kolizí segmentů využívat
[23].
27
6.2 Získání původní zprávy ze zachyceného šumu
Pokud známe podstatu útoku, můžeme začít navrhovat případná protiopatření. Zaměříme-li
se konkrétně na typ útoku popsaný v kapitole 4, můžeme říci, že spektrum paketů zachy-
cených LIS může vypadat přibližně jako na obrázku 6.1. Červeně označené jsou pakety se
šumem, zeleně označené tvoří přenášenou zprávu. Lze s jistotou říci, že z hlediska hodnoty
Hop Limit bude v případě tohoto typu útoku vždy existovat hranice (vyobrazena přeru-
šovanou čarou), za kterou se již nebude vyskytovat žádný šum. Navíc zde bude pro každé
sekvenční číslo přítomen pouze jeden segment.
Obrázek 6.1: Spektrum zachycených paketů
Nabízí se tedy řešení použít pro kolizní pakety s daným sekvenčním číslem vždy ten s nejvyš-
ší hodnotou Hop Limit. Pokud bychom uvažovali data zachycená LIS jako binární soubor
ve formátu Libpcap1, mohli bychom použít techniku dvou průchodů souborem. V prvním
průchodu bychom vždy u kolizních jednobytových TCP segmentů s daným sekvenčním
číslem hledali maxima hodnoty Hop Limit a v druhém bychom vybírali pouze segmenty
odpovídající nalezeným maximům. Pro jednobytové segmenty s jedním sekvenčním číslem
by byla v prvním průchodu ukládána šestice:
{zdrojováIP, cílováIP, zdrojovýPort, cílovýPort, sekČíslo, hopLimit}
V případě nalezení segmentu se stejným sekvenčním číslem (jako je uloženo), ale vyšším
Hop Limitem by došlo k přepsání uložené informace.
Je zde ale jeden významný problém – zpracování a odeslání dat proxy serverem trvá
určitý čas (detekce počtu skoků popsaná v kapitole 4 vyžaduje pozdržení paketů na cestě,
stejně tak odesílání trvá jistou nezanedbatelnou dobu). V případě zpracování, fragmentace
a
”
zašumění“ delších originálních segmentů může ještě před úspěšným přeposláním vzdále-
nému příjemci a následným doručením potvrzení (ACK) odesílateli vypršet čas na straně
odesílatele. Následkem toho provede odesílatel znovuposlání – TCP Retransmission (ex-
perimentálně ověřeno). To samo o sobě nepředstavuje až takový problém. Znovuposlaná
data budou opakovaně fragmentována proxy serverem a odeslána společně s šumem. Co ale
nastane? U odesílaných paketů budou znovu náhodně vygenerovány hodnoty Hop Limit.
LIS tedy zaznamená několik sérií fragmentovaných přeposílaných dat a v každé budou mít
pro dané sekvenční číslo kolizní TCP segmenty jiné maximum. Ve výsledku by tedy po
1http://www.tcpdump.org
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odfiltrování popisovanou technikou zbylo několik zaznamenaných iterací přenosu a v ka-
ždé z nich by chyběly některé TCP segmenty (ty, které by se lišily od maxima). To by
teoreticky vadit nemělo (Z celkového pohledu bude vždy pro 1 sekvenční číslo k dispozici
segment alespoň v jedné ze sérií přeposílaných paketů.) Nicméně některé aplikace pro re-
konstrukci TCP toku s tímto mohou mít problémy. Konkrétně byly provedeny experimenty
v programu Wireshark a jeho funkci
”
Follow TCP Stream“. Výsledek je znázorněn na ob-
rázku 6.2. Wireshark pro rekonstrukci použil vždy pouze segmenty spadající do dané iterace
”
přeposílání“ (Retransmission).
Obrázek 6.2: Ukázka problému při rekonstrukci toku v případě špatně zvoleného algoritmu
Bude tedy třeba popsaný algoritmus mírně upravit. V prvním průchodu se budou
hledat maxima, ale navíc budou ukládány konkrétní znaky (byty) zprávy v daných segmen-
tech. Pro TCP segment s maximálním Hop Limitem (pro dané sekvenční číslo) bude tedy
ukládáno sedm informací:
{zdrojováIP, cílováIP, zdrojovýPort, cílovýPort, sekČíslo, hopLimit, znak}
V druhém průchodu pak budou použity ty jednobytové TCP segmenty, u kterých se:
{zdrojováIP, cílováIP, zdrojovýPort, cílovýPort, sekČíslo, znak}
shoduje s uloženými informacemi.
Posloupnost činností v rámci obou průchodů je znázorněna vývojovými diagramy na ob-
rázku 6.3. Diagram 6.3a představuje první fázi čtení a hledání maxim u kolizních segmentů.
6.3b je potom fáze druhá, kdy jsou vybrané segmenty zapisovány do výstupního souboru.
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(a) první fáze (b) druhá fáze
Obrázek 6.3: Algoritmus čištění šumu
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Kapitola 7
Implementace nástroje pro
odstranění šumu
Tato kapitola popisuje implementaci nástroje LIS Noise Cleaner navrženého v kapitole
6. Podobně jako u LIS Deception Proxy, byl i zde zdrojový kód komentován pro účely
programu Doxygen, který umožňuje vygenerování komplexní dokumentace (viz kapitolu 5).
Z tohoto důvodu bude opět nástroj popsán jako celek a zdůrazněny budou jeho vybrané
části.
Co se týče volby programovacího jazyka a cílového operačního systému, platí totéž,
co u nástroje LIS Deception Proxy – tedy C++ a OS GNU/Linux. LIS Noise Cleaner
nevyužívá knihovny Libnet, jde o
”
oﬄine“ nástroj, který nekomunikuje po síti. Knihovna
libpcap zde ale využívána je, konkrétně pro práci se zaznamenanými daty.
7.1 Vstup a výstup
Vstupem programu je soubor ve formátu libpcap obsahující záznam komunikace zachycené
LIS. Během této komunikace mohlo dojít k jednomu, či více útokům pomocí nástroje LIS
Deception Proxy popsaného v kapitole 4. Útok využívá generování šumu, ten se tedy může
v zachyceném libpcap souboru vyskytovat. Cílem LIS Noise Cleaner je odfiltrování tohoto
šumu – výstupem programu je libpcap soubor s odfiltrovaným šumem. Po odfiltrování by
mělo být mnohem jednodušší zrekonstruovat přenášenou zprávu.
7.2 Hlavní funkce programu
Program je spouštěn se dvěma parametry představující název vstupního a výstupního sou-
boru. Po ověření vstupů a načtení konfigurace do struktury typu TConfig je zahájena první
fáze. V té je otevřen vstupní soubor typu libpcap pomocí funkce pcap open offline(). Po-
tom jsou v cyklu čteny jednotlivé pakety. Vždy je načten paket pomocí funkce pcap next()
a poté je předán funkci processPacket phase1(), která má na starosti jeho zpracování.
Cyklus končí v případě zpracování celého vstupu nebo v případě chyby. Podobně pro-
běhne druhá fáze, s tím rozdílem, že je navíc inicializován soubor pro výstup pomocí
pcap dump open(). Poté jsou opět čteny jednotlivé pakety. V druhém průchodu je zpra-
covává funkce processPacket phase2().
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Po dokončení filtrace program vypíše statistiky o zpracovaných paketech:
====================================
Filtrovani bylo uspesne dokonceno!
====================================
- zpracovano paketu: 8724
- z toho TCP segmentu: 8645
- z toho jednobytovych: 7979
------------------------------------
- odfiltrovano paketu se sumem: 6705
- pocet paketu na vystupu: 2019
====================================
7.3 První průchod souborem
Funkce processPacket phase1() přebírá tři parametry: ukazatel na PCAP hlavičku s in-
formacemi o zachyceném paketu, ukazatel na samotný zachycený datagram a referenci na
strukturu s konfigurací a stavem programu. První z těchto dvou parametrů jsou poté pře-
dány funkci analyzePacket(), která vrátí informace o daném paketu formou struktury
typu TpacketInfo. Ověřování je dále prováděno tak, jak popisuje vývojový diagram na
obrázku 6.3a. Nejprve je ověřeno, zda délka TCP dat (tcpPayload) je rovna 1. Pokud ano,
je prohledáván seznam list<TpacketInfo> selected packets, zda již existují uložené in-
formace o kolizním paketu. Pokud ne, jsou informace o čteném paketu do seznamu přidány.
Pokud ano a je-li Hop Limit právě čteného paketu vyšší než uložený Hop Limit, jsou uložené
informace nahrazeny údaji z právě čteného paketu.
Tímto způsobem jsou nalezeny maximální hodnoty Hop Limit pro kolizní pakety v celém
souboru. Jakmile je toho docíleno, je možné přejít na druhou fázi zpracovávání.
7.4 Druhý průchod souborem
V druhém průchodu jsou informace vrácené funkcí analyzePacket() porovnávány s ulože-
nými hodnotami v seznamu selected packets. Postupuje se podle algoritmu znázorněném
na obrázku 6.3b. Pokud nejde o jednobytový TCP segment, dojde ke standardnímu zapsání
do výstupního souboru – k tomu slouží funkce pcap dump(). Pokud jde o jednobytový
TCP segment, je porovnáno, zda v seznamu selected packets existuje paket se stejnou
zdrojovou IP, cílovou IP, zdrojovým portem, cílovým portem, sekvenčním číslem a ulože-
ným znakem přenášené tajné zprávy (secretByte). Z důvodů vysvětlených v kapitole
6 zde již není Hop Limit ověřován. Pokud porovnané údaje odpovídají, je paket zapsán
do výstupního souboru. Pokud ne, je ignorován.
Popsanou technikou bude postupně ignorován veškerý šum a ve výstupním souboru
zůstanou pouze původní data bez kolizních segmentů.
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Kapitola 8
Experimenty
V této kapitole budou popsány experimenty provedené na implementovaných programech.
První dvě série experimentů zkoumají použitelnost programu LDP při přenosu různých
objemů dat a při použití protokolu HTTP. Cílem dalších experimentů je ověřit účinnost
útoku vůči LIS a také možnosti získání původní zprávy pomocí programu LNC.
Pro účely experimentů byl implementován také jednoduchý TCP / IPv6 klient a jedno-
duchý TCP / IPv6 server. Oba tyto nástroje jsou označeny souhrnným názvem LIS TCP
test (dále jen LTT).
8.1 Použitelnost LDP při přenosu dat různé velikosti
První řada experimentů sloužila k ověření použitelnosti programu při přenosu různých ob-
jemů dat. Cílem bylo ověřit, zda fragmentovaná data se šumem dorazí k cíli a pokud ano,
za jak dlouho a s jakou režií. Z tohoto důvodu nebyl v tomto experimentu zatím uvažován
LIS. Použity byly následující prvky:
• Odesílatel – Intel Core2Quad 2.4 Ghz, 4 GB RAM, Debian GNU/Linux 6.0 (jádro
2.6.32-5)
• Proxy – Intel Core i7 2.67 Ghz, 4 GB RAM, Ubuntu 10.04 (jádro 2.6.32-67)
• Příjemce – Intel Core2Duo 2.4 Ghz, 4 GB RAM, Ubuntu 10.04 (jádro 2.6.32-23)
• Směrovače A až E – MikroTik RouterBOARD 750
Zapojení je znázorněno na obrázku 8.1. Všechny prvky byly propojeny kříženým kabelem,
rychlost linky byla 100Mb/s na všech síťových spojích.
Na počítači přijemce bežel LTT server, na počítačí odesílatele LTT klient. Na počí-
tači Proxy běžel program LDP, který byl nastaven do režimu
”
utajování“ vybraných TCP
spojení odesílatele s příjemcem. LTT klient se připojil k serveru a poslal mu zprávu dané
velikosti. V rámci tohoto experimentu byl zkoušen přenos zprávy o velikosti 8 B, 64 B,
512 B, 1 kB a 2 kB. Pro každou z těchto zpráv bylo na LDP nastaveno generování šumu
o úrovních 5, 10, 20 a 40 bytů šumu na byte původní zprávy.
Bylo zjišťováno, kolik paketů bude po fragmentaci přeneseno (zda hodnoty odpovídají
předpokladům), režie přenosu, počet přeposlání (TCP retransmission), čas přenosu a množ-
ství ztrát na cestě k příjemci. V případě, že v rámci daného pokusu byly detekovány ztráty
(obvykle v důsledku velkého množství přenášených dat v krátkém časovém intervalu), byl
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nastaven (či zvýšen) interval mezi dvěma posílanými pakety. Poté byl pokus zopakován a
výsledky byly podrobeny opětovné analýze.
K měření času přenosu sloužil LTT server. Režie přenosu, počet původních segmentů,
počet přenesených paketů a počet přeposlání byly určovány na základě výpisů programu
LDP (v režimu verbose). K analýze ztrát byl použit nástroj Wireshark.
Obrázek 8.1: Zapojení sítě v rámci první řady experimentů
Výsledky experimentu ukazuje tabulka 8.1. Počet přenesených paketů odpovídal předpo-
kladům ve všech případech. Např. pokud pro každý byte zprávy o velikosti 1 kB bylo
odesláno 5 bytů šumu, bylo pro jedno sekvenční číslo odesláno celkem 6 paketů. Výsledek
1024 ∗ 6 = 6144 tedy odpovídá. Režie jednotlivých přenosů byla vždy přímo úměrná počtu
přenesených paketů. Zajímavější jsou ovšem poslední tři sloupce tabulky. Protože detekce
počtu skoků a taktéž i posílání dílčích segmentů trvá určitou dobu, je nutné příchozí zprávy
(související s oklamáním odposlechu) na určitý krátký čas pozdržet. Z těchto důvodů ve
všech případech odesílatel minimálně jednou zprávu automaticky přeposlal (provedl TCP
Retransmission). Počty přeposlání jsou uvedeny v tabulce. Počet přenesených paketů a režie
jsou uváděny pro 1 přenos. Tedy např. při 2 přeposlání byla celková režie trojnásobná, při
3 čtyřnásobná, apod.
Při přenosu 8 B, 64 B a 512 nenastaly žádné ztráty. U zprávy velikosti 1 kB při nižším
množství šumu zřejmě došlo k příliš rychlému odeslání velkého množství paketů v krátkém
časovém intervalu. Prvky na cestě (směrovače, či sám příjemce) zřejmě nebyly schopny
pakety dostatečně rychle zpracovávat, došlo k zaplnění bufferů a následné redukci špiček
(peaks) přenosu. Při úrovni šumu 5 byly ztráty 9.84 % původních dat. Po nastavení intervalu
čekání 10 ns ztráty klesly na 0.35 %. Při navýšení hodnoty intervalu na 100 ns již nebyly
žádné ztráty detekovány.
Při přenosu stejného objemu dat (1 kB) při vyšších hodnotách šumu již ke ztrátám
nedocházelo. Odesílání paketů se šumem také vyžaduje určitý čas. Tento čas tedy nahradil
aktivní čekání z předchozího pokusu. Výsledky experimentů s daty o velikosti 2 kB to
dokazují – u vyšších úrovní šumu (20, 40) ke ztrátám nedocházelo. Největší ztráty pak
byly při přenosu 2 kB dat při úrovni šumu 5 bez čekání mezi pakety. Ztráty zde dosáhly
hodnty 33.52 %. Při postupném zvyšování intervalu ztráty klesaly. Při intervalu 1 µs byly
ztráty sice nulové, nicméně za cenu extrémně dlouhé doby přenosu: 2 minuty a 33 sekund.
Konkrétně u kombinace 2 kB s úrovní šumu 5 by zřejmě bylo možné najít optimální čas
čekání v intervalu (100 ns, 1 µs), kdy by ke ztrátám nedocházelo a trvání přenosu by bylo
přijatelné.
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Ztráty samozřejmě nezabránily příjemci v rekonstrukci zprávy – díky několikanásobnému
přeposlání byl příjemce schopen vždy doplnit chybějící paket jiným, který získal na základě
další iterace přeposílání.
Provedené experimenty dokazují, že spolehlivost přenosu výrazně závisí na vhodně zvo-
lených parametrech LDP. Na základě naměřených hodnot také usuzuji, že LDP je spíše
vhodnější k utajenému přenosu menších objemů dat. Pro utajený přenos větších dat by
zřejmě bylo lepší zvolit jinou techniku oklamání LIS.
Data – velikost přenášených dat
Šum – počet bytů šumu na byte původní zprávy
Int. – interval mezi odesláním dvou paketů v rámci utajovaného spojení
P. seg – počet původních TCP segmentů
Paketů – Počet paketů po fragmentaci
Přep. – počet znovuposlání (TCP Retransmission)
Podmínky Výsledek
č. Data Šum Int. P. seg Paketů Režie Přep. Čas Ztráty
1 8 B 5 – 1 48 4,78 kB 1 252 ms 0 %
2 8 B 10 – 1 88 8,77 kB 1 257 ms 0 %
3 8 B 20 – 1 168 16,73 kB 1 262 ms 0 %
4 8 B 40 – 1 328 32,67 kB 1 270 ms 0 %
5 64 B 5 – 1 384 38,25 kB 2 613 ms 0 %
6 64 B 10 – 1 704 70,13 kB 2 609 ms 0 %
7 64 B 20 – 1 1344 133,88 kB 2 612 ms 0 %
8 64 B 40 – 1 2624 261,38 kB 2 612 ms 0 %
9 512 B 5 – 1 3072 306,00 kB 2 613 ms 0 %
10 512 B 10 – 1 5632 561,00 kB 2 612 ms 0 %
11 512 B 20 – 1 10752 1,05 MB 2 613 ms 0 %
12 512 B 40 – 1 20992 2,04 MB 3 804 ms 0 %
13 1 kB 5 – 1 6144 612,00 kB 2 649 ms 9,84 %
14 1 kB 5 10 ns 1 6144 612,00 kB 2 684 ms 0,35 %
15 1 kB 5 100 ns 1 6144 612,00 kB 2 743 ms 0 %
16 1 kB 10 – 1 11264 1,10 MB 2 679 ms 0 %
17 1 kB 20 – 1 21504 2,09 MB 3 871 ms 0 %
18 1 kB 40 – 1 51984 4,08 MB 3 1431 ms 0 %
29 2 kB 5 – 2 12288 1,20 MB 2 616 ms 33.52 %
20 2 kB 5 10 ns 2 12288 1,120 MB 2 1248 ms 14.30 %
21 2 kB 5 100 ns 2 12288 1,20 MB 2 1490 ms 9.28 %
22 2 kB 5 1 µs 2 12288 1,20 MB 7 2m 33s 0 %
23 2 kB 10 – 2 22528 2,18 MB 2 993 ms 14.64 %
24 2 kB 10 10 ns 2 22528 2,18 MB 3 993 ms 0 %
25 2 kB 20 – 2 43008 4,18 MB 2 1120 ms 0 %
26 2 kB 40 – 2 83968 8,17 MB 2 1680 ms 0 %
Tabulka 8.1: Výsledky první řady experimentů
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8.2 Použitelnost LDP v kombinaci s protolem HTTP
V rámci dalších experimentů byl na počítači odesílatele nainstalován server Apache 2.2.16.
Příjemce vždy poslal HTTP požadavek na konkrétní stránku. Přenášená data TCP seg-
mentu obsahovala kromě HTTP hlavičky různě velká data komprimovaná algoritmem gzip.
Na počítači příjemce byl nainstalován webový prohlížeč Mozilla Firefox 3.6.17 s doplňky
Firebug 1.7.3 a YSlow 3.1.0 pro analýzu přenosu.
Na rozdíl od předchozích experimentů zde již nebyla zkoumána režie a počty přene-
sených paketů (ty ve všech případech odpovídaly). Cílem druhé série experimentů bylo
vyzkoušet použitelnost LDP při přenosu dat protokolem HTTP. Byl opět zkoumán počet
přeposlání (TCP Retransmission), čas a ztráty. Čas u těchto experimentů však znamenal
dobu, za jakou byla přijata (a zpracována) odpověď na HTTP požadavek od chvíle odeslání
požadavku. Celkem byly přenášeny dvě HTML stránky – menší o velikosti 0.1 kB (0.08
kB po komprimaci) a větší o velikosti 112 kB (1.4 kB po komprimaci). Výsledky expe-
rimentů shrnuje tabulka 8.2. První sloupec udává velikost stránky před a po komprimaci
pomocí algoritmu gzip. Význam ostatních zkratek je stejný jako v předchozím experimentu.
Podmínky Výsledek
č. Vel. stránky (gzip) Šum Int. Přep. Čas načtení Ztráty
1 0,1 kB 0,08 kB 5 – 7 26,109 s 41 %
2 0,1 kB 0,08 kB 5 10 ns 4 0,758 s 20 %
3 0,1 kB 0,08 kB 5 100 ns 2 0,621 s 0 %
4 0,1 kB 0,08 kB 10 – 7 13,288 s 0 %
5 0,1 kB 0,08 kB 20 – 7 26,25 s 0 %
6 0,1 kB 0,08 kB 40 — 7 26,22 s 73,5 %
7 0,1 kB 0,08 kB 40 10 ns 7 2,31 s 0 %
8 112 kB 1,4 kB 5 – 7 26,048 s 46 %
9 112 kB 1,4 kB 5 10 ns 3 1,238 s 18,76 %
10 112 kB 1,4 kB 5 100 ns 3 1,220 s 0 %
11 112 kB 1,4 kB 10 — 7 26,059 s 51,75 %
12 112 kB 1,4 kB 10 10 ns 4 2,070 s 0 %
13 112 kB 1,4 kB 20 — 8 26,052 s 56,65 %
14 112 kB 1,4 kB 20 10 ns 7 15,153 s 11,13 %
15 112 kB 1,4 kB 20 100 ns 7 15,130 s 1,89 %
16 112 kB 1,4 kB 20 1 µs 3 11m 14s 0 %
17 112 kB 1,4 kB 40 – 7 26,061s 42,13 %
18 112 kB 1,4 kB 40 10 ns 6 16,964s 2,94 %
19 112 kB 1,4 kB 40 100 ns 5 6,183s 2,61 %
20 112 kB 1,4 kB 40 1 µs 4 22m 14s 0 %
Tabulka 8.2: Výsledky experimentů s protokolem HTTP
Opět se potvrdil předpoklad získaný na základě první série pokusů – LDP není vhodný pro
přenos větších objemů dat. Při přenosu větší stránky (112 kB) bez čekání mezi odesíláním
paketů došlo ke ztrátám ve všech případech. Zajímavé je, že oproti první sérii experimentů
zde byly vysoké ztráty i při vyšších úrovních šumu. Docházelo i ke znatelně většímu množství
přeposílání.
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Zvýšení intervalů mezi pakety mělo mnohdy pozitivní vliv na čas načtení stránky – zřejmě
díky menším ztrátám. Např. v případě 112 kB stránky a úrovni šumu 5 byla při intervalu
100ns stránka načtena za 1.220 s, zatímco bez čekání až za 26.048 s. Pokud byl ovšem
interval příliš dlouhý (v tomto případě 1 µs), dosahovaly přenosy enormních délek. Při
posledním pokusu dokonce načtení stránky trvalo rekordních 22 minut a 14 sekund – přesto
však k načtení došlo a nebyly detekovány žádné ztráty. Vzhledem k těmto naměřeným časům
ale program LDP považuji pro přenos takto velkých dat jako zcela nevhodný. Ani protokol
HTTP dle mého názoru není příliš vhodným kandidátem pro utajení komunikace uvedeným
způsobem.
8.3 Účinnost útoku na LIS a efektivita LNC
Další řada experimentů zkoumala účinnost prováděného útoku. Zapojení síťových prvků
bylo opět téměř shodné s experimenty v sekci 8.1. IAP byl realizován ethernetovým hubem
zapojovaným střídavě mezi jednotlivé uzly sítě. K hubu byl připojen počítač, který za-
znamenával komunikaci. Bylo zkoumáno množství zachyceného šumu. Pokud byl zachycen
šum, byla provedena filtrace zachycených dat programem LNC.
Výsledky experimentu zachycuje tabulka 8.3. Je vidět, že díky vhodnému rozložení
pravděpodobnosti generátoru Hop Limitu bylo mezi směrovači D a E, či E a F zachyceno
relativně velké množství šumu. V reálné situaci bude IAP mnohem častěji umístěn v síti
ISP. Je tedy pravěpodobné, že od IAP k příjemci bude dostatečný počet skoků, tedy že LIS
zachytí dostatečné množství šumu.
Umístění IAP Zachyceno šumu Úspěšnost použití LNC
mezi proxy serverem a směrovačem A 100 % X
mezi směrovači A a B 97,94 % X
mezi směrovači B a C 89,69 % X
mezi směrovači D a E 67,01 % X
mezi směrovači E a F 37,11 % X
mezi směrovačem F a příjemcem 0 % nebylo nutné
Tabulka 8.3: Výsledky zkoumání účinnosti útoku
8.4 Použití nástroje LDP pro přístup k serveru IRC
Cílem dalšího experimentu bylo ověřit účinnost LDP a LNC při utajeném přenosu skrz
existující server v Internetu. Použité prvky jsou z části totožné s experimentem v sekci 8.1.
Uživatel A (útočník) je počítač odesílatele z prvního experimentu. Odposlech je simulován
záznamem komunikace na vnějším rozhraní počítače Proxy. Další prvky jsou následující:
• NAT 64 – Intel Core2Duo 2.4 Ghz, 4 GB RAM, Fedora 14 (jádro 2.6.35.6-48)
• Brána – Intel Xeon E3-1230 3.2 Ghz, 8 GB RAM, FreeBSD 8.2
• Switch – D-Link DGS-1005D 1Gb/s
• Uživatel B – Intel Celeron 1.6 Ghz, 512 MB RAM, Windows XP Professional
Zapojení prvků je znázorněno na obrázku 8.2. Pro účely experimentu jsem se rozhodl využít
komunikační protokol Internet Relay Chat (IRC) [16]. Pro spojení s IPv4 internetem bylo
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použito technologie překladu NAT 64 [4]. Uživatelé A a B se připojí k vzdálenému IRC
serveru QuakeNet na kanál #ldptest. V síti Uživatele A (útočníka) probíhá postupně
trojí překlad adres: Nejprve NPTv6 překlad zdrojového IPv6 prefixu na fd02:1234::/64.
Poté je IPv6 datagram zaslán serveru NAT 64 na kterém běží program Ecdysis NAT64
IP Translator1, který přeloží IPv6 datagram na IPv4 datagram. Ten je poté poslán bráně,
která provede klasický IPv4 NAT (přesněji PAT) překlad lokální zdrojové adresy na veřejnou
IPv4 adresu. Datagram poté pokračuje dále skrz Internet až k serveru QuakeNet2. Poslání
odpovědi zpět uživateli A je obdobné, jen zmíněné kroky jsou prováděny v opačném pořadí.
Obrázek 8.2: Zapojení sítě pro účely experimentu s útokem v Internetu pomocí IRC
Pro konfiguraci LDP byly použity dvě podvržené zprávy, úroveň šumu 5 (náhodných znaků
na na byte skutečné zprávy), čekání mezi pakety nebylo nastaveno.
Celkem bylo provedeno 5 opakování experimentu. Ve všech případech byl experiment
úspěšný. Fragmentovaná zpráva společně se šumem byla úspěšně doručena serveru. Vzá-
jemná komunikace s uživatelem B skrz server QuakeNet probíhala bez problémů. Na ob-
rázku 8.3 je snímek obrazovky uživatele A (útočníka), který zaslal uživateli B zprávu
”
Ahoj
Karle :-) Sejdeme se v 9 hodin“. Na obrázku 8.4 je snímek obrazovky uživatele B, který
úspěšně zobrazil zprávu přenesenou na server.
Obrázek 8.3: Snímek obrazovky uživatele A (útočníka)
1http://ecdysis.viagenie.ca/
2http://www.quakenet.org/
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Obrázek 8.4: Snímek obrazovky uživatele B
Ze zachycených dat byla provedena rekonstrukce TCP toku pomocí nástroje Wireshark.
Jak lze vidět na obrázku 8.5, byla zrekonstruována podvržená zpráva. Počet použitých
znaků samozřejmě závisel na délce přenášené zprávy. V praxi by bylo zřejmě vhodnější
použít dynamicky generovaný text namísto statického, nicméně pro účely experimentu a
demostraci útoku tento způsob považuji za dostačující. Zachycená data jsou k dispozici
v souboru irc msg.pcap v adresáři pcap/ programu LNC na přiloženém CD.
Obrázek 8.5: Pokus o rekonstrukci dat se šumem pomocí nástroje Wireshark
Data se šumem byla následně vyčištěna programem LNC. Ve všech případech se podařilo
úspěšně zrekonstruovat průběh původní komunikace. Výsledek ukazuje obrázek 8.6.
Obrázek 8.6: Úspěšná rekonstrukce původní komunikace po vyčištění programem LNC
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8.5 Detekce počtu skoků při asymetrickém směrování
V posledním experimentu byla testována automatická detekce počtu skoků při asymetric-
kém směrování. Byly použity následující prvky:
• Odesílatel a Příjemce – Intel Core2Duo, 2 GB RAM, (WinXP a FreeBSD)
• Proxy – Intel Core2Duo 2.4 Ghz, 4 GB RAM, Ubuntu 10.04 (jádro 2.6.32-23)
• Směrovače A, B, C, D, F – Cisco 2811, směrovač E – Cisco 2800
• Přepínače SW1 a SW2 – Cisco Catalyst 2960
Obrázek 8.7: Zapojení sítě při experimentu s asymetrickým směrováním
Zapojení prvků je znázorněno na obrázku 8.7. Byly provedeny dva experimenty. V prvním
z nich bylo nastaveno statické směrování pro pakety k příjemci skrz směrovače A, B, C (a
zpět k odesílateli skrz směrovače C, D, E, F, A). V druhém experimentu byly směry opačné.
V obou případech program počet skoků určil korektně.
8.6 Shrnutí
Na základě provedených experimentů lze LDP při vhodném použití považovat za spoleh-
livý nástroj pro demonstraci útoku na LIS. Vždy je ale nutné zvolit vhodnou konfiguraci
programu s ohledem na přenášená data a technické parametry sítě. LDP není vhodný k pře-
nosu větších objemů dat. Je tedy spíše určen pro utajení komunikace jako instant messaging,
e-mail, apod.
Program LNC může spolehlivně odfiltrovat šum vygenerovaný LDP a umožnit tak zís-
kání původní zprávy.
40
Kapitola 9
Závěr
V rámci této práce byla provedena analýza zranitelnosti systému pro zákonné odposlechy
(Lawful Interception System – LIS) [2]. Existuje řada způsobů jak lze LIS oklamat, některé
z nich jsou založeny na principech kryptografie, či steganografie [12]. Útočník ale také může
využít implementace existujích síťových protokolů ve svůj prospěch. Lze např. úmyslně
docílit zahození, či ignorování některých paketů nebo odesílat neplatná data s cílem zmást
LIS. Další z možností je použít ke komunikaci některé ze skrytých kanálů, tedy způsobů,
které nebyly primárně určeny k předávání zpráv [22]. Mezi tyto možnosti patří zakódování
dat do vhodných polí hlaviček některých protokolů, vycpávek v datagramech, apod [22].
Z existujících možností oklamání LIS jsem zvolil fragmentaci zprávy na jednobytové
TCP segmenty a jejich odesílání společně se šumem. U datagramů obsahujících šum je
pak docíleno zahození ještě před dosažením příjemce. Tuto techniku jsem poté zrealizoval
vytvořením programu LIS Deception Proxy (LDP). Tento nástroj umožňuje demonstrovat
útok na LIS v moderních IPv6 sítích.
Dalším implementovaným nástrojem je LIS Noise Cleaner (LNC), který dokáže úspěšně
čelit popsanému útoku. Vstupem programu je soubor se zachycenou komunikací ve formátu
libpcap. LNC odfiltruje šum a umožní tak snadno zrekonstruovat přenášenou zprávu.
S implementovanými nástroji byla provedena řada experimentů pro ověření jejich pou-
žitelnosti v praxi. Kromě několika experimentů v lokální síti se podařilo úspěšně navázat
utajenou komunikaci s vzdáleným počítačem. Jako prostředník zde vystupoval existující
IRC server. V případě vhodné konfigurace lze LDP považovat za použitelný nástroj pro
demonstraci útoku na LIS. Není ovšem vhodný k přenosu větších objemů dat, proto se jeho
použití nabízí spíše v kombinaci s protokoly pro instant messaging, e-mailovou komunikaci,
apod. Nástroj LNC dokázal ve všech zkoumaných případech úspěšně odfiltrovat šum.
V budoucnu bych rád pokračoval ve výzkumu problematiky LIS a možností utajené
komunikace. Implementované programy by bylo možné vylepšit zpětnou kompatibilitou
s protokolem IPv4, optimalizovat jeho chování, či využít dokonalejších technik pro utajení
přenosu i získání původních zpráv. Uvažoval jsem o možnosti detekce operačního systému
vzdáleného počítače pomocí nástrojů nmap1, či p0f2 a podle toho přizpůsobit přenos zprávy.
Program LNC by mohl být rozšířen pro podporu čištění i vícebytových TCP segmentů a
kontrolu jejich překrývání. Užitečné by mohlo být také vytvoření přívětivého uživatelského
rozhraní, které by umožnilo jednodušší a praktičtější práci s programem.
1http://nmap.org/
2http://lcamtuf.coredump.cx/p0f3/
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Příloha A
Výpočet korekce u NPTv6
Vzhledem ke skutečnosti, že některé protokoly (např. ICMPv6, TCP a UDP) mohou vyu-
žívat kontrolního součtu IPv6 pseudo-hlaviček, nestačí pouze nahradit bity prefixů adres,
ale je nutné také dopočítat tzv. korekci [27]. Při překladu prefixů různých délek je kratší
z prefixů doplněn nulovými bity až do délky delšího z prefixů. Toho je využito nejen při
překladu (pokud překládáme delší prefix na kratší), ale i při výpočtu již zmíněné korekce.
16-bitová hodnota korekce je vypočítána jako součet hodnot jednotlivých hextetů pre-
fixu v aritmetice jedničkového doplňku [26]. Toto je provedeno pro oba prefixy (zdrojový
i cílový), získáme tedy dva součty. Odečtením součtu zdrojového prefixu od součtu cílo-
vého prefixu v aritmetice jedničkového doplňku pak získáme výsledkou korekci. Otázkou
ale zůstává, na které bity přeložené adresy budeme korekci aplikovat.
Obrázek A.1: Struktura IPv6 adresy
Z obrázku A.1 je zřejmé, že pokud je prefix délky /48 nebo kratší, bude v rámci zachování
identifikátoru rozhraní nejvhodnější korekci aplikovat na 16-ti bitovou část identifikující
podsíť, tedy přičíst, resp. odečíst od bitů 48 až 63.
V případě prefixů větší délky je nutné zasáhnout do identifikátoru rozhraní (IID - In-
terface Identifier). Zde se jako možnost nabízí bity: 64–79, 80–95, 96–111, 112–127. Podle
RFC 6296 [27] překladač prochází jednotlivé (prefixem neovlivněné) hextety zleva a použit
je první nalezený s hodnotou jinou než 0xFFFF (hexadecimálně).
V případě, že se nepodaří najít vhodný hextet (tedy všechny mají hodnotu 0xFFFF),
jde o adresu pro anycast a není zde možné korekci aplikovat. Nicméně tato adresa je stále
považována za platnou, proto je použita i bez zmíněné korekce. Jiným případem je, pokud
překladač zjistí, že všechny bity IID jsou nulové. V tomto případě jde o neplatnou adresu,
paket bude zahozen a vygeneruje se ICMPv6 zpráva Parameter problem error.
Výpočet korekce je navržen takovým způsobem, aby při zpětném překladu byla opět
získána původní IPv6 adresa, což je nezbytné pro zachování obousměrné komunikace.
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Příloha B
Obsah CD
Na přiloženém CD se nachází:
• tato práce v elektronické podobě
• zdrojové soubory programu LIS Deception Proxy (LDP)
• vzorový konfigurační soubor a readme pro program LDP
• zdrojové soubory programu LIS Noise Cleaner (LNC)
• vzorová vstupní data a readme pro program LNC
• zdrojové soubory klienta a serveru LIS TCP Test (LTT)
• readme k LTT
• gzip archiv s knihovnou Libnet 1.1.6
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Příloha C
Návod k použití programu LDP
C.1 Kompilace a spuštění
LIS Deception Proxy (LDP) je kompatibilní s operačním systémem GNU/Linux. Ke své
činnosti LNC potřebuje knihovny Libnet 1.1.61 nebo vyšší a Libpcap 1.0.02 nebo vyšší. Před
použitím programu LNC je potřeba jej zkompilovat. Je-li na cílovém počítači nainstalován
kompilátor GNU Compiler, stačí v kořenovém adresáři LNC zadat:
make
UPOZORNĚNÍ: Je naprosto nezbytné, aby knihovna Libnet na cílovém stroji byla mi-
nimálně verze 1.1.6. V případě použití starších verzí program nebude fungovat korektně
(některé funkce zde dosud nejsou implementovány). Původní projekt Libnet (vyvíjený do
verze 1.1.4) zanikl a vývoj převzal Sam Roberts3. V době psaní této práce není Libnet
1.1.6 k dispozici prostřednictvím žádného z existujících balíčkovacích systémů pro Linux a
je proto nutná manuální instalace. Libnet 1.1.6 je k dispozici i na přiloženém CD v archivu
libnet-1.1.6.tar.gz.
LDP předpokládá použití na stroji s alespoň dvěma ethernetovými rozhraními. Nejméně
jedno rozhraní je použito jako vnitřní a nejméně jedno rozhraní je použito jako vnější. LNC
je také nutné spouštět s právy superuživatele, aby program mohl na rozhraních naslouchat
v promiskuitním režimu.
Program LDP očekává jeden povinný parametr, který udává název konfiguračního sou-
boru (viz sekci C.2). Spuštění tedy probíhá následovně:
./ldp <konfiguracni_soubor>
resp.
sudo ./ldp <konfiguracni_soubor>
Při běžném použití program na standardní výstup nic nevypisuje. V případě potřeby je
možné jej spustit v režimu verbose s parametrem -v, tedy:
./ldp -v <konfiguracni_soubor>
V režimu verbose bude LDP vypisovat informace o navázání a ukončení spojení, která
souvisí s oklamáním odposlechu, o fragmentaci datagramů, detekci počtu skoků, apod.
1http://sourceforge.net/projects/libnet-dev/
2http://www.tcpdump.org/
3http://github.com/sam-github/libnet
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C.2 Konfigurační soubor
Konfigurační soubor LDP specifikuje chování programu. Jeho obsah může vypadat např.
takto:
# === LDP configuration file === #
# NPTv6 translation rules
TRANSLATION_RULE = eth0 fd01::/64 fd02:1234::/64
# output interfaces
OUT_IF = eth3
# LIS deception conditions
SENDER_PREFIX = fd02:1234::/64
SENDER_PORT = ANY
RECEIVER_PREFIX = 64:ff9b::/96
RECEIVER_PORT = ANY
# Noise settings
FAKE_MESSAGE1_FILE = msg1
FAKE_MESSAGE2_FILE = msg2
NOISE_AMOUNT = 5
INTERVAL_NANOSEC = 0.0
C.2.1 Syntaxe
• Řádek obsahuje komentář, pak začíná znakem #.
• Řádek obsahuje konfigurační záznam ve tvaru: KLÍČ = [hodnota]
V některých případech může být hodnot více, pak jsou odděleny mezerami. Následuje výčet
konfiguračních záznamů, které LDP podporuje.
C.2.2 Konfigurační záznam
Specifikace NPTv6 překladu:
• TRANSLATION RULE – Představuje pravidlo pro překlad NPTv6 ve tvaru
[vnitrni rozhrani] [vnitrni prefix]/[delka] [vnejsi prefix]/[delka]
Těchto pravidel může být i více (v tom případě je konfigurační záznam uveden více-
krát), LDP však vyžaduje alespoň jedno pravidlo pro překlad.
• OUT IF – Specifikuje vnější rozhraní
Vnějších rozhraní může být i více (v tom případě je konfigurační záznam uveden
vícekrát), LDP však vyžaduje alespoň jedno vnější rozhraní.
Podmínky vymezující utajená spojení (v rámci kterých bude prováděno oklamání LIS):
• SENDER PREFIX – Prefix odesílatele ve tvaru [prefix]/[delka] nebo ANY (libovolný)
• RECEIVER PREFIX – Prefix příjemce ve tvaru [prefix]/[delka] nebo ANY (libovolný)
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• SENDER PORT – TCP port odesílatele (číslo portu) nebo ANY (libovolný)
• RECEIVER PORT – TCP port příjemce (číslo portu) nebo ANY (libovolný)
Specifikace útoku:
• FAKE MESSAGE1 FILE – Název souboru s podvrženou zprávou č. 1 (její byte bude
přenášen vždy jako první)
• FAKE MESSAGE2 FILE – Název souboru s podvrženou zprávou č. 2 (její byte bude
přenášen vždy jako poslední)
• NOISE AMOUNT – Celé číslo určující úroveň šumu (počet bytů šumu na byte utajované
zprávy)
• INTERVAL NANOSEC – Celé nebo desetinné číslo určující interval čekání mezi odesíláním
jednobytových paketů. Uváděná hodnota je v nanosekundách. Doporučený rozsah je
0.0 až 1000.0, tzn. 0 ns až 1µs.
C.3 Doxygen
Zdrojový kód LDP byl komentován pro účely programu Doxygen, kerý umožňuje vygene-
rovat komplexní dokumentaci všech zdrojových souborů, tříd, struktur a funkcí. Pokud je
na cílovém počítači nainstalován balíček Doxygen, stačí v kořenovém adresáři LDP zadat:
make doxygen
Tím dojde k vygenerování dokumentace, která poté bude přístupná v adresáři ./doc/ ve
formátu HTML a LaTeX.
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Příloha D
Návod k použití programu LNC
LIS Noise Cleaner (LNC) je kompatibilní s operačním systémem GNU/Linux. Ke své čin-
nosti LNC potřebuje knihovnu Libpcap 1.0.01 nebo vyšší. Před použitím programu LNC je
potřeba jej zkompilovat. Je-li na cílovém počítači nainstalován kompilátor GNU Compiler,
stačí v kořenovém adresáři LNC zadat:
make
Vstupem LNC je soubor ve formátu libpcap [1]. Program provede filtraci šumu a výsledná
data uloží do výstupního souboru. LNC je spouštěn se dvěma parametry:
./lnc <vstupni_soubor> <vystupni_soubor>
V adresáři pcap/ jsou také k dispozici ukázkové soubory, které lze použít jako vstup pro-
gramu. Po dokončení činnosti LNC vypíše informace o zpracovaných paketech, např.:
====================================
Filtrovani bylo uspesne dokonceno!
====================================
- zpracovano paketu: 4182
- z toho TCP segmentu: 3113
- z toho jednobytovych: 2968
------------------------------------
- odfiltrovano paketu se sumem: 2558
- pocet paketu na vystupu: 1624
====================================
Zdrojový kód LNC byl komentován pro účely programu Doxygen, kerý umožňuje vygene-
rovat komplexní dokumentaci všech zdrojových souborů, tříd, struktur a funkcí. Pokud je
na cílovém počítači nainstalován balíček Doxygen, stačí v kořenovém adresáři LNC zadat:
make doxygen
Tím dojde k vygenerování dokumentace, která poté bude přístupná v adresáři ./doc/ ve
formátu HTML a LaTeX.
1http://www.tcpdump.org/
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