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INTRODUCTION 
Consider the parabolic variational inequality: find u = u(x, t) for 
--co < x < co, 0 < t < Tsatisfying 
u>9 a.e., 
(% - %,)(V - 4 3 0 a.e. for any z, 3 v, (1) 
4x, 0) = h(x), 
where F, f, h are given functions. Under some general conditions on 
v, f, h this problem has a unique solution subject to regularity and 
growth conditions (as 1 x / + co); see [2, and the references given 
therein] for the case where -co < x < cc is replaced by a finite 
interval 01~ < x < 01~) and [I, 8,9] for the case of -co < x < co. 
The above cited references actually deal with parabolic variational 
inequalities in which the parabolic operator has variable coefficients 
and the space dimension is any number n > 1. 
Denote the boundary of the set {u > v,> by A. Then the closure of 
the set A n (t > O> is called the free boundary. The main problem 
considered in this paper is the shape and smoothness of the free 
boundary for the variational inequality (1). The basic assumptions are: 
h(x) >, 0 if x1 < x < x2 , 
f-(vt-%J = -17 (2) 
q(x, 0) = 0. 
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We shall also assume that 
h’(x) changes sign a finite number of 
times, say 2N - 1. 
(3) 
For the sake of completeness we prove in Section 1 the existence of 
a solution of (l), under the assumptions of (2). If (3) also holds then 
it is proved (in Sect. 2) that the free boundary consists of at most 2N 
curves x = si(t), 1 < i < 2N, with si(t) < ~$+i(t). 
In Sections 3-5 we further assume that 
N = 1 in (3), and P$(x, 0) - h”(x) 
changes sign at most M times. 
(4) 
It is then shown (in Sect. 3) that sr(t) and sz(t) are each piecewise 
monotone and continuous; the total number of times that the direction 
of monotonicity changes does not exceed M. 
In Section 4 it is proved that A%(t)/& exists and is continuous in 
every t-interval where (- 1)$(t) is monotone increasing. Here we 
exploit some results of Friedman and Kinderlehrer [lo] and of 
Cannon, Henry, and Kotlow [5]. 
In Section 5 it is further assumed that 
h(--x) = h(x), and h”(x) changes 
sign twice only. 
(5) 
It is then proved that dsi(t)/dt exists and is continuous also in the 
intervals where (- l)i si( t) is monotone decreasing. 
In Section 6 we briefly mention generalizations of the results to 
equations with variable coefficients, and an application to stopping 
time problems. 
Van Moerbeke [13-151 has proved that if (4), (5) hold, then si(t) 
is piecewise monotone (as asserted in Sect. 3) and it is continuously 
differentiable. 
The method we use in Sections 224 is different from the method 
in [13-151; it is based on variational inequalities. Only in Section 5 
we resort to the method of van Moerbeke [15]. The novelty here is in 
establishing a priori bound on dsi/dt (in intervals where (- l)i si(t) 
is decreasing) by a procedure which is fundamentally simpler than 
that of van Moerbeke. This procedure does employ ideas from [15], 
but it eliminates all the probabilistic considerations of [15]. 
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1. EXISTENCE AND UNIQUENESS 
Let f(x, t), ~(x, t) be given functions in (x, t), -co < x < co, 
t >, 0. We assume throughout this paper that v’, 9. , vzz, ql, f are 
continuous, and, throughout Sections 1-5, 
f-(Yt-Rcz)= -1, (1.1) 
qJ(x, 0) = 0. (1.2) 
We shall also assume that h(x) is a given continuously differenti- 
able function for -co < x < co, that h”(x) is a continuous and 
bounded function in some bounded interval x1 < x < x2 , and 
44 3 0 if x1 < x < x2 , 
h(x) = 0 if x < x1 or if x > x2 . 
(l-3) 
Consider the parabolic variational inequality: find u = U(X, t), for 
-00 < x < co, t > 0, satisfying 
% % 9 %x , ut are bounded functions, (1.4) 
u b y-% (1.5) 
(4 - %z>(~ - 4 3 f(z - 4 a.e. for any z 3 cp, (1.6) 
u(x, 0) = h(x). (l-7) 
The derivatives in (1.4) are taken in the distribution (or weak) 
sense. From Sobolev’s inequality (see instance [7]) it follows that 
U(X, t) is Holder continuous in (x, t), and u,(x, t) is Holder continuous 
in x uniformly with respect to (x, t). 
Setting ZI = u - q~ and using (l.l), (1.2), we can rewrite (1.4)-( 1.7) 
in the equivalent form 
v, % I vm , z+ are bounded functions, 
v 3 0, 
h - vxx + 1)(x - v) > 0 a.e. for any 2 
v(x, 0) = h(x). 
Observe that if 
f -0, v(x, t) = t 
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then (l.l), (1.2) hold and, consequently, (1.8)-(1.11) remain the same 
as for the general f, y satisfying (l.l), (1.2). Consequently, in the 
treatment of the problem (1.4)-( 1.7) (under the conditions (l.l), (1.2)) 
we may assume, without loss of generality, that (1.12) holds. From now 
on we shall make this assumption. 
To solve (1.8)-(1.11) we introduce a family of penalty functions 
PC(U), - 00 < u < co: 
PL(4 E c2, (1.13) 
PM -+ 0 if zc > 0, e-+0, 
A(4 - --co if u < 0, c---f 0, 
PEW 3 0, 
P:(u) < 0. 
For any R > 0 sufficiently large, consider the parabolic initial 
boundary value problem: 
(a/at) ve - (P/iW) v, + /$(v,) = -1 if -R < x < R, t > 0, 
v,(x, 0) = h(x) if -R < x < R, (1.14) 
v&W, t) = 0 if t>O. 
By standard estimates (see [9]), for any T > 0, 1 < p < co, 
(1.15) 
for all 0 < t < T, where C is a constant independent of E. Taking a 
subsequence {v$} which is convergent to a function vR, one can show 
(see [I, 8, 91) that vR is the unique solution in {(x, t); [ x j < R, t > 0} 
of the system: 
VR > 0 
(vt - v& + l)(z - vR) >, a.e. for every z 2 0, 
vyx, 0) = h(x), (1.16) 
vR(fR, t) = 0, 
s -1 (I vtR I’ + I vzR I’ + I v,“, I”) dx < CT if 0 < t < T, 
where CT is a constant depending on p, R, T. 
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From Brezis [3] we have that u~(x, t) = 0 if t > T, for some T 
sufficiently large and independent of R. By a comparison argument 
(see [3, 4, lo]) it also follows that ZI~(X, t) = 0 if j x 1 > p, for some 
p > 0 sufficiently large and independent of R (provided, of course, 
R > p). It follows that if R' > R > p then uR’ is a solution of (1.16). 
Hence, by uniqueness, vR’(x, t) = vR(x, t) if 1 x / < R, t > 0. 
Denoting this common function by V(X, t), we conclude that ZI is a 
solution of (1.9)-( 1.11) satisfying 
v EIP[O, co; w2*q-l?, R)], (1.17) 
vt ELWIO, co; IP(-R, R)]. 
By a standard argument (see [l, 8, 91) one can show that v is uniquely 
determined as a solution with compact support of (1.9)-( 1.1 l), (1.17). 
We shall now establish (1.8). 
Notice first that any choice of the BE(u) yields the same solution n. 
We may therefore take /$(u) < 0 for all u. At a point where /$(zI~) 
takes a minimum, also v,, takes a minimum (by the monotonicity of /3J, 
so that %,/at = 0, Z%J,/&~ 3 0. Hence, at such a point, 
-1 = @%/at) - (a2v’clax2) + A(%) < PE(VJ. 
It follows that 
-1 < B&L> < 0. 
Set 5 = %,/at. Then 
(1.18) 
lt - 5,, + /3G'(vJ5 = 0 if -R < x < R, t > 0, 
5(x, 0) = h”(X) + /3#2) - 1 = h”(x) - 1 (if we take P<(O) = 0), 
I(fR 4 = 0. 
Since pE’(vE) < 0, the maximum principle can be applied to c. It 
yields 
IPWt)l G co (Co = sup 1 1 - h”(x)j). (1.19) 
Using (1.19), (1.18) in the differential equation of (1.14), we get 
lP2Px2) v, I G 1 + C” * (1.20) 
From (1.15) and Sobolev’s inequality we also get 
IW4 vc I G Cl (C, constant). (1.21) 
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If we now let E + 0 and use (I. 19)-( 1.21), we find (when R > p) that 
V = 2~~ satisfies (1.8). 
We have proved the following. 
THEOREM 1.1. There exists a unique solution v of (1.8)-( 1.1 1 ), and v 
has compact support. 
Setting 
u=v++, (1.22) 
we conclude that u is the unique solution of (1.4)-( 1.7). Furthermore, 
the free boundary (i.e., the closure of the boundary) of the open set 
{u;~F} n {t > 0} is a compact set. 
Q = {(x, t); u(x, 4 > P)(x, t>l, 
Q, = {x; u(x, t) > v,(x, t>>, 
and denote the free boundary by r. In the subsequent sections we 
shall study properties of r. 
Remark. Since v > 0 and vt - vz, < 0 in Q, and since v = 0 on 
3Q n (t > 0}, it follows that, for any T > 0, the boundary of every 
connected component of 9 n {t < T> must intersect {t = 0} (other- 
wise we get a contradiction, by the maximum principle). If such a 
component of L? n {t < T} contains a point ( 7, 0), and if ( yr , ya) 
is an interval about 7 such that h(x) > 0 if yr < x < ys , then, for 
any 6 > 0, this component contains all the points (x, t) with 
yr + 6 < x < ys - 6, 0 < t < 7 provided 7 is sufficiently small. 
If, in particular, h(x) > 0 for all xi < x < x2, then Sz n {t < T} is 
connected and, for any 6 > 0, it contains all the points (x, t) with 
xi + 6 < x < x2 - 6, 0 < t < q, 7j sufficiently small. 
2. r CONSISTS OF A FINITE NUMBER OF CURVES 
LEMMA 2.1. The function v,(x, t) is continuous in -co < x < co, 
t > 0 and vz(x, t) = 0 on the set where u(x, t) = 0. 
The proof is similar to the proof of Corollary 2.7 in [lo]. 
Notice that 
Ut - u,, = 0 in Q, 
u-lp=o on r. 
(2.1) 
(2.2) 
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In view of Lemma 2.1, u - g, is differentiable on r. Since this function 
takes its minimum 0 on r, 
(u - VI0 = 0 on r. (2.3) 
Notice that since h’(q) = h’(x,) = 0 and h(x) 3 0 for xi < x < x2 , 
the number of times h’(x) changes sign must be an odd number if it is 
finite. We shall now assume: 
h’(x) changes sign 2N - 1 times. (2.4) 
THEOREM 2.2. If (2.4) holds then, for any 7 > 0, r n {t = T} 
consists of Zpoints ~~(7) < ~~(7) < **- < ~~(7) where I < 2N. 
Proof. Since 0, is open, it is a countable union U Ij(~) of intervals 
Ij(~). Take I of these intervals and write them in increasing order; 
for simplicity we take II(~), 12(7),..., It(~) in increasing order. Let 
Ij(T) = {(x, T); aj < x < bj). 
The function (U - 9)(x, r) is positive in the interval aj < x < bj 
and it vanishes at the end points. If x = ej is a point where the 
maximum is obtained, then, clearly, there exist points ci , di such that 
aj < ci < ej < dj < bi and 
It is easy to see that the points ci , di can be chosen so that 
(u - v)mz! h > 4 f 0, (u - cp)zz (4 7 7) f 0. 
[Indeed, in a maximal interval Ei < x < Ej such that (U - q~).Jx, T) > 0 
there must be a point cj such that (U - F)~.Jc~ , T) # 0; similarly 
for di .] 
Consider the curves 
for/El < E,, , E,, sufficiently small. By Sard’s lemma, these curves are 
regular in 52 U {(x, 0); x1 < x < x2} for almost all E. 
If the curve rf , in the vicinity of (ci , T), lies in t > T, then, by the 
maximum principle, (U - T)~ = const = (U - q~),(c~ + E, 7) in the 
region G bounded by yj’E and some line t = T + 6 (6 > 0 and 
sufficiently small). But this is impossible if r$ is a regular curve. 
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We have thus proved that any regular curve yf must include points 
below t = T. The same assertion holds for ~3; . 
The regular curve ~~2 can be continued in t < 7 as long as it stays 
in Q n (0 < t < T}. It cannot exit Sz by hitting the boundary at 
points where t > 0, for (U - v), > 0 along this curve while 
(U - p), = 0 at the boundary points of Q with t > 0 (by Lemma 2.1). 
The curve y$ cannot come back to the line t = 7, for otherwise we can 
apply the maximum principle in the region bounded by yf and t = 7 
and thus deduce that (U - y)% E const in this region, which is 
impossible. (Incidentally the last argument also show that the t- 
coordinate along yj’; is monotone decreasing.) Consequently, rf exits 
Q by intersecting t = 0, say at some point (+ , 0). 
Similarly, we can continue the curve 7; in 8 n {t < T} until it 
exits this domain at a point (& , 0). 
The same analysis applies to each of the other intervals Ij(~); 
denote the corresponding curves rf , rj, (for fixed and small E) by 
ai+ and a,-, respectively. 
Since (U - v), > 0 on 6i+ and (U - v), < 0 on a,-, the curve ST+, 
lies to the right of the curve aj- for all values of t, i.e., the set 
Sh, n (t = s} lies to the right of the set ai- n {t = s} for all s E (0, T). 
It follows that 
i.e., 
(u - VI. (% 1 0) > 0, (a - P))z (& 9 0) < 09 
h’(aJ > 0, h’@j) < 0. 
Since h’(x) changes sign at most 2N - 1 times, the number I of the 
intervals Ii(~) cannot exceed N. This completes the proof of the 
theorem. 
Remark. Theorem 2.2 is sharp in the following sense: there exist 
functions h(x) satisfying (1.3), (2.4) for which the set r n (t = 7) 
consists of 2N points for some values of r. To see this, consider first 
a function h,(x) satisfying (1.3) for which h,‘(x) changes sign just once, 
and denote the corresponding solution u (with f = 0, y = t) by 
u,,(x, t). Then U(X, t) = 0 if j x 1 > R, . If 
N-l 
W) = C ho@ + 2Roj) 
j=O 
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the corresponding solution is 
N-l 
4x, t) = 1 uo(x + 2Roj, 9 
j=O 
The function h(x) changes sign 2N - 1 times and the set I’ n {t = T> 
consists of 2N points if T is small enough. 
Notice that the support of h(x) in the above example consists of N 
disjoint closed intervals. One can also construct examples where the 
support of h(x) consists of just one interval. The function h(x) 
“peaks up” at points yj (1 < j < N) where yr < yz < *a* < yN , 
yj - yjhl is sufficiently large, and h(x) is sufficiently small if 
min 1 x - y$ j > 1. Using comparison functions as in [4], one can 
show first that 1 u(x, t)i is small if x = yjk where 
Yil = Yj + KYi+1 - Yd4L Yj2 = Yj+1 - UYi+1 - Y,)/4>, 
and, then, that u(x, t) = 0 if (x, t) is above curves of the form 
t - $41(x) = 0, t + VW) = 0, Y9.1 < x < Yi2 3 
with suitable I,$~ . This implies that u(x, T) = 0 for x in some sub- 
interval of ( yir , yjz). It follows that r n {t = T} consists of 2N points. 
3. PIECEWISE MONOTONICITY OF THE FREE BOUNDARY 
We shall now assume that h’(x) changes sign just once; more 
specifically, 
h’(x) > 0 if x1 < x < x0 , 
k’(x) < 0 if x0 < x < x2 , (3.1) 
for some x,, E (x1 , x2). By Theorem 2.2, 
Q = {(x, t); s,(t) < x < sz(t), 0 < t < T} 
for some T > 0. It is clear that sr(t) is upper semicontinuous and sa(t) 
is lower semicontinuous. 
We shall further assume that 1 - h”(x) has a finite number of 
zeros 01~ , i.e., 
1 - h”(C$) = 0 if i = 1, 2,..., k; x1 < a1 < a.- < 01~ < x2 ; 
1 - h”(X) # 0 if x1 < x < x2 , x # OIi . (3.4 
sgn (1 - h”(x)) # sgn (1 - h”(y)) ifai<X<ai+l<y<ai+z 
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where 
a0 = Xl > O1ktl = x2 * 
THEOREM 3.1. Let (3.1), (3.2) hold. Then sl(t) and sz(t) are 
continuous and piecewise strictly monotone. 
Thus, we can break the interval [0, T] into intervals J1 ,..., JI and 
into intervals J1 ,..., Ji arranged in increasing order, such that sl(t) is 
monotone increasing in alternate intervals Ji and monotone decreasing 
in the remaining alternate intervals, and similarly for sz(t) with respect 
to the intervals Ji . From the proof of Theorem 3.1 it will follow that 
Proof. Set 
E+i<k+2. (3.3) 
z = (a/at)(u - p) 
and consider the curves 
ri: z(x, t) = 0, t > 0, z(q , 0) = 0 (1 <i < k). 
One can assert the following. Either 
(i) ri does not intersect rj , for any j # i, or 
(ii) ri intersects some rj . 
In case (i), ri is a continuous curve; further, as one proceeds along ri , 
the t-coordinate is strictly monotone increasing. In case (ii), if (3, t) 
is the first point along ri at which ri intersects some other curves rj , 
say rj, ,..., rj, , then ri is continuous until (3, Z) and the t-coordinate 
is strictly monotone increasing along ri until t = t. The set given by 
z(x, t) = 0, t 3 t, x(x, t) = 0 
may consist of just the point (%, t), or it may consist of a curve pi , 
nonempty for t > t (which is then another portion of Pi). In the 
second case, pi has the same structure as the part of lYi for t < f 
(i.e., one of the two cases (i), (ii) described above will occur, etc.). 
In order to prove the above assertion, one considers regular curves 
ri, along which z = E (C 2 0) and note that the t-coordinate along ri, 
is either monotone increasing as long as ri, is in Q, or else it achieves 
a maximum t, and it is thereafter monotone decreasing (otherwise, 
by the maximum principle, we get a contradiction to the regularity 
of riE). By taking E -+ 0 one then obtains (cf. [15]) the above assertions 
regarding the structure of ri , except for the strict monotonicity of 
the t-coordinate. 
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In order to establish that the t-coordinate along ri is actually 
strictly monotone (in case (i) for all t and in case (ii) for t < t), assume 
that this is not the case. The x = ut - 1 = 0 on some interval 
Ji: ~1 d x < ~2, t=7 
contained in r, . Hence, by the strong maximum principle applied 
to ut in a region 52’ bounded from above by ri , ut = const in Q’, 
which is impossible. 
For simplicity we shall assume that all the curves ri are as in case (i); 
the proof in the other cases is similar. 
Consider the case where 
1 - h”(x) < 0 if 01 < x < s,(O), 
1 - h”(a) = 0, (a = 4, 
(3.4) 
and assume for definiteness that 
t = t, is the first time P = I’, (passing through LX) 
intersects the curve x = s2(t). (3.5) 
Notice that no other curves ri (i # k) intersect x = s2(t) if t < t, . 
We shall prove 
s2(t) is monotone increasing for 0 < t < to. (3.6) 
It suffices to show that (U - y)(x, t) is monotone increasing in t if 
o(t) < x < ss(t), 0 < t < to ) where r is given by x = o(t), i.e., that 
(a@ - VP) 3 0 if u(t) < x < s2(t), 0 < t < t, . (3.7) 
To prove (3.7), look at V, defined by (1.14). We may assume that 
MO) = -1, P&4 < 0. 
Then 
-jqh) - (1 - h”(x)) > 0 if 40) < x < do), t3.8J 
if ~~(0) < x < R, 
qt(R, t) = 0. (3.9) 
Also 
ww Vd - W~xZ) vet + B.‘(vJ v,t = 0. (3.10) 
580/18/z-4 
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We have defined above curves ri, for any E with 1 E 1 small. Now let 
6 be any sufficiently small positive number with r,, a regular curve, 
and set 
P = r,, n {t < t, - S}. 
Since u - y > ,LL > 0 in a D-neighborhood V of P, and since 
(ue - ~JJ) -+ (u - 9)) uniformly in V, as c-+0, 
we have PE(uE - 9)) = 0 in V if we take fir(u) = 0 for u > p/2. It 
follows that no, = u, - q~ and u - v satisfy in V n Sz the same 
parabolic equation 
5, - L, = -1. 
Since, further, u, - y + u - g, uniformly in V, we conclude 
(by standard theory [6]) that 
Hence, if E is sufficiently small, 
vet > 0 on P. (3.11) 
Since pE’(nJ 3 0, we can apply the maximum principle to vet in the 
region Ga bounded by P, x = R, t = 0 and t = to - 6. Using (3.8), 
(3.9), (3.11), we conclude that v,~ >, 0 in G6. Now (3.7) follows by 
taking E -+ 0, and noting that 6 can be taken arbitrarily small. 
Consider next the case where (3.4) is replaced by 
1 - h”(x) > 0 if 01 < x < s,(O), 
1 - h”(cy) = 0, 
(3.12) 
and (3.5) holds. We want to prove that the curve x = s2(t) is monotone 
decreasing for 0 < t < t, . We define the sequence Be(u) such that 
B.(O) = 0. 
(This does not affect lim vJ. Consider the functions vet in the same 
region G6 as before. Notice that 
V)Et(X, 0) = I 
-(I - h”(x)) < 0 if o(O) < x < Q(O), 
-1 if s,(O) < x < R. 
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The function z),~ satisfies also (3.9), (3.10) and 
v,t < 26 on P 
(since nEt -+ (U - F)~ uniformly on P and (U - F)~ = 6 on P). 
Applying the maximum principle to v,~ in G8, we conclude that 
vEf < 26 in G6. Taking E + 0 and noting that 6 is arbitrary, we get 
W~)(u - p’) < 0 if u(t) < x < sz(t), o<t<t,. 
This implies that sa(t) is monotone decreasing. 
We shall now prove that sz(t) is strictly monotone in case either (3.4), 
(3.5) or (3.12), (3.5) hold. If this is not true, then there exist 
0 < 7r < TV < t, such that sz(t) = const if or < t < ~a . Denote by 
/l the line segment x = s2(t), or < t < TV. Since U, = 0 on fl we 
conclude (see Lemma 4.5) that u,, (and hence UJ is continuous up 
to the boundary /I. Differentiating the relation (U - v)(sz(t), t) = 0 
we find that u1 = 1 on fl. Hence (by the same Lemma 4.5), utz is 
continuous up to the boundary fl. Differentiating the relation 
we get 
(u - P>a! (%(a 4 = 0 
Since s2(t) is constant, we find that u1 = 0 on fl; a contradiction. 
So far we have assumed (3.5) and either (3.4) or (3.12). 
Consider now the variational inequality in the region t, < t < T. 
The initial condition at t = t, , 
44 = 4% to> - dx, &I>, 
satisfies all the smoothness conditions imposed on h(x). Observe also 
that, whereas 1 - h”(x) has K zeros, 1 - k”(x) has at most K - 1 zeros. 
We can now continue with the previous analysis, replacing t = 0, 
h(x) by t = t, , R(x). 
Repeating this step-by step, we find that s2(t) is piecewise strictly 
monotone. The same holds for sl(t), and (3.3) holds. 
We shall now prove the continuity of the boundary curves. It is 
enough to prove the continuity of s2(t). 
Recall the s2(t) is lower semicontinuous. Suppose s2(t) is 




s&) < iii% S&). 
tti 
(3.14) 
If (3.13) holds then s2(t) is monotone increasing in some interval 
[f, t + 6) and sa(f + 0) > ~a@). Let 
A = {(x, f); s,(i) < x < Sz(i + O)]. 
Then, by the standard theory of parabolic equations, u is smooth up 
to /1. Therefore, from the differential equation for ZJ - y in Q, 
(U-y)t = -1 on A. 
This implies that (U - F)(x, I + E) < 0 if s,(I) < x < sa(f + 0) and 
E is sufficiently small; a contradiction. 
Suppose next that (3.14) holds. Then sz(t) is monotone decreasing 
in some interval (t - 6, q. Let 
ii = {(x, r>; s& - 0) < x < s,(t)}. 
There exist in Q precisely two curves x = rr(t), x = rz(t), with 
sr(t) < rr(t) < rs(t) < sa(t), along which (U - y)% = 0. The proof is 
obtained by employing regular curves y$ , y; (cf. the proof of 
Theor. 2.2), where (U - y), = E on 72 and (U - v), = --E on r;, 
and then taking E --+ 0. The strict monotonicity of the t-coordinate of 
the limit curves is proved as for the curve ri occurring in the proof of 
Theorem 3.1. 
Consider the domain 
D = ((x, t); r&) < x < s&), 0 < t < i}. 
On x = r2(t) and on x = s.Jt), (U - y,>% = 0. On t = 0, r,(O) ( 
x < s,(O), (U - v), = h’(x) < 0. Hence, by the maximum principle, 
(u - CJJ)~ < 0 in D. Since however u - v = 0 on il”, we have 
(U - v), = 0 on (1: This contradicts the maximum principle (since u 
is smooth up to (1; by the standard parabolic theory). 
4. DIFFERENTIABILITY OF sg(t) WHEN INCREASING 
Assume that (3.4), (3.5) hold and let x = a(t) be the equation of r, 
for 0 < t < t, . 
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LEMMA 4.1. For any 6, > 0, 
jo;tj (~t(x, tN2 dx + jt” s,l, (4x, tN2 dx dt G C (60 <t < to> so 
where C is a constant. 
(4.1) 
Proof. Multiply (3.10) by uett and integrate over the region 
u(t) + 6 < x < R, 8, < t < t, . 
Noting that zlEl > 0 if E is sufficiently small (depending on 8) 
and proceeding as in [lo; proof of Lemma 3.41, we find that 
s o;j+8 (Q&, tN2 dx+jt” [rt,,, (4x, tj2 dx dt G C 60 
where C is a constant independent of 6, E. Taking E --t 0 and then 
6 -+ 0, (4.1) follows. 
Denoting by Z the curve x = s2(t), 0 < t < t, , we have the 
following. 
COROLLARY 4.2. The function uI(x, t) is continuous in a neighborhood 
of 2. 
Proof. Let 5 be any C* function, 5 = 1 in a neighborhood VI of 
26 E 2Y n (6 < t < t, - S}, and 5 = 0 outside another neigh- 
borhood V, of & ; here S is any small number .We choose VI C V, 
and V, so small that, by Lemma 4.1, the function w = <ul satisfies 
j-t (wr(x, t)j2 dx + joto j-1 (~t(x, tN2 dx dt < C -c ~0. (4.2) 
We claim that w(x, t) is a continuous function. Indeed, by (4.2) and 
Sobolev’s inequality, 
1 w(x, t) - w(Lf, t)] < c 1 x - 3 1112 
Also, for any continuous function 4(x), 
(C constant). (4.3) 
1 j-: (4x, t + 4 - w(x, t>> +> dx 1 
G j joA j-t 4x, t + 4 ~44 dx ds 1 
[I A 1 R 1 112 
< wt2 dx ds hV2 + 0 
0 -R 
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if X 4 0. Now, if w is not continuous then, in view of (4.3), there is a 
point (3, t) such that 
w@, 4J - w(x, t> ---f y # 0 
for some sequence t, -+ t. Suppose y > 0. From (4.3), we get 
W(% L> - 4% q > Y/2 if lx--Xl <8 
for some 8 > 0. Taking, in (4.4), # > 0 if 1 x - x 1 < s/2, Z/J = 0 if 
IX-XI >&$b>O 1 e sewhere, we then get a contradiction. 
Having proved that w is continuous, and noting that w = ut in a 
neighborhood of & , the corollary follows. 
COROLLARY 4.3. (u - q~)~ = 0 on the lateral boundary Z of Q; 
consequently, ut = 1 on Z: 
Proof. Since u - 9) takes its minimum on Z, and since (U - v)~ 
exists on 2, we must have (U - T)~ = A’. 
LEMMA 4.4. For any 6 > 0, the function s2(t) is Hiilder continuous 
with exponent $for 6 < t < t, - 6. 
Proof. Set s(t) = s2(t). Since 
or 
u&(t), t> = y&(t), t> = 0, 
0 = u,(s(t + A), t + A) - f&(t), t> 
= [u&(t + 4, t + 4 - %W>, t + 41 
+ [u&(t), t + 4 - %?w 91 (A > 01, 
f 
s(t+A) u&, t + A) dx + s”‘” z&s(t), T) d7 = 0, (4.5) 
SW t 
where the second integral is improper. (The first integral is proper 
smce u, = uf is continuous on Z, by Corollary 4.2). 
By Corollary 4.3, U, = 1 on x = s(t). Hence 
s 8(c?-h) u,,(x, t + 4 dx = W + 4 - 441[1 + 4)1, (4.6) dt) 
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where o(l) -+ 0 if h + 0. Next, 
From (4.5)-(4.7), after integrating with respect to v, 0 < rl < m, 
we get 
Using Lemma 4.1 and Schwa&s inequality, we obtain 
m 1 s(t + A) - s(t)] < Chml/Z + Cm(Am)1/2. 
Taking m = Ali2 the assertion of the lemma follows. 
LEMMA 4.5. Let w be a solution of the heat equation wt - w, = 0 
in a region 
G = {(x, t); o(t) < x < s(t), 0 < t < 7’). 
Assume that s(t) is Hiilder continuous with exponent 01 > 8, and that w 
is continuous up to the boundary x = s(t), 0 < t < T, with w(s(t), t) = 0. 
Then w, is continuous up to the boundary x = s(t), 0 < t < T. 
This lemma was stated and applied by van Moerbeke [14, 151 in 
case 01 = 1 and by Cannon, Henry and Kotlow [5] in the general case 
01 > &. The proof in [14] (f or 01 = 1) is already given implicity in 
[6; Chap. 8, Sect. 11. This proof with some minor changes gives also 
the proof in the general case where 01 > i. 
From Corollaries 4.2, 4.3, and Lemma 4.4 we see that Lemma 4.5 
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can be applied to u1 - 1 near Z. It follows that ufz is continuous for 
si(t) < x < pa, 0 < t < t, . Hence, from (4.9, (4.6), 
- -%t(%(t>, 4 if h $0. 
The same assertion is valid if X < 0, A t 0. 
THEOREM 4.6. Let (3.1), (3.2) hold. Then, on any t-interval (rl , yz) 
where x = sz(t) is monotone increasing, sz(t) is continuously dzperentiable 
and 
d&)W = -K&&), t); 
ut and u,~ are continuous up to x = s.Jt), y1 < t < yz . Similarly, on 
any t-interval (6 1 , 6,) where x = sl(t) is monotone decreasing, sl(t) is 
continuously diferentiable and 
ds,(W = -u&, (t), t>; 
uf and u,~ are continuous up to the boundary x = sl(t), ?& < t < Sz . 
We have proved above a special case of this theorem, when (3.4), 
(3.5) hold. The proof in the general case is similar. Here we use the 
fact that solution v of the variational inequality for t > 0 is also a 
solution of the variational inequality in any interval yi < t < y2, 
with the initial condition ZI(X, ri) at t = y1 . 
We finally remark that the scheme of proof of Theorem 4.6 was 
suggested by the method of Cannon, Henri and Kotlow [SJ; they show 
that the continuous free boundary in the Stefan problem is 
continuously differentiable. 
5. DIFFERENTIABILITY OF sz(t) WHEN DECREASING 
In this section we shall impose additional conditions on h, besides 
(3.1), (3.2), and prove that sz(t) is continuously differentiable also on 
the t-intervals where it is decreasing. The additional conditions are, 
h”(x) is continuous for x1 < x < x2 . (5.1) 
h(-x) = h(x) if --x, < x -=E x2 x1 = -xz , (5.2) 
h”(x) < 0 
h”(x) > 0 
if -x0 < x < x0, 
if -x2 < x < -x0 or if x0 < x < x2 (5.3) 
for some 0 < x0 < x, . 
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THEOREM 5.1. Let (3.1), (3.2), (5.1)-(5.3) hold. Then the functions 
sl(t), sa(t) are continuously differentiable for all 0 < t < T, where t = T 
is the time when sl( T) = s2( T). 
THEOREM 5.2. If, in addition to the assumptions made in 
Theorem 5.1, h”(q) = h”(x,) = 1, then sl(t), sP(t) are continuously 
dazerentiable for 0 < t < T. 
Theorems 5.1 and 5.2 were proved by van Moerbeke [15]. 
We shall use portions of his proof but also give some new arguments 
which simplify his original proof quite a bit and, in particular, 
eliminate his probabilistic arguments. 
Proof. The proof in [15] b d is ase on working (not with variational 
inequalities but) with the Stefan-type problem which is derived for 
t3ujiYt. It is found that ds,/dt satisfies a Volterra type nonlinear integro- 
differential equation. In order to solve it, and thereby prove that ds,/dt 
exists and is continuous, it suffices to establish a prior bound on 
ds,/dt. In intervals where sz(t) is increasing, this bound is obtained in 
Section 4; it was also obtained in a different way by van Moerbeke [15]. 
Thus, it remains to consider t-intervals where s2(t) is decreasing. 
Suppose then that s(t) z s2(t) is continuously differentiable and 
decreasing for y < t < t,, and sl(t) is continuously differentiable for 
y < t < to . We shall prove that 
---A < ds(t)/dt for y < t < t, , (5.4) 
where A is a constant depending on t, , and A < co if t, < T. Since 
a similar bound can similarly be established also for ds,(t)/dt, it then 
follows, as in [15], that sz(t) and sr( t) are continuously differentiable 
for 0 < t < T (and for 0 < t < T if also h”(q) = h”(+) = 1). 
To prove (5.4) notice that since s(t) is continuously differentiable 
for y < t < to, we can apply Lemma 4.5 to deduce that u,, is 
continuous up to x = s(t), y < t < t, . Hence, by Corollary 4.3, 
uf - 1 = 0 on x = s(t), y < t < t, . Applying Lemma 4.5 to uf - 1 
we deduce that uzl is continuous up to x = s(t), y < t < t, . Hence, 
by differentiating the relation uJs(t), t) = 0, 
i(t) = -u&(t), t). (5.5) 
We shall evaluate the right-hand side by a comparison argument. 
Let f be any point in (y, t,,) such that 
S(i) < i(t) if y < t < i, 
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and let b = -s(t). It is sufficient to show that the numbers b are 
bounded from above. 
We construct the curves 
Nj: ut = 0 for t < t, (j = 1, 2). 
The construction is similar to the construction of the curves u1 = 1 in 
Theorem 3.1. Thus, Nj is given by a continuous function x = pj(t), 
and dt) G ~0. 
As asserted by van Moerbeke [15], pi(t), p2(t) stay away from the 
lateral boundary if 0 < t < t, and t, < T. Indeed, notice first that 
limtrt, pj(t) exists, for otherwise (since ut(pi(t), t) = 0) uI(x, t,) E 0 
for x in some interval of !2, which is impossible. Next, by the 
maximum principle in the region pi(t) < x < us, 0 < t < t, , 
ut < 0. Also, 
s 
s,(t) 
s (t) 4x, 4 dx = u&z(t)> 4 - ~,Mt), t) = 0. 
1 
If p2(t,,) = am then 
s s,(t) U&V, t) dx ---f 0 if t Tt, . D&) 
Using the symmetry of h(x) we conclude that 
s D,(t) ut(x, t) dx + 0 if t t t, . o,(t) 
Since the integrand is nonpositive and u(x, t) is smooth in Q, we get, 




ut(x, to) dx = 0 (%(X, to) G 0). 
It follows that ZQ = 0, which is impossible. We have thus 
84) + c G %2(t) if 0 < t < to (c > 0). 
proved that 
(5.6) 
We proceed to estimate the right-hand side of (5.5) at t = ?. 
Case (i). The curve r, (given by, say, x = o(t)) on which ut = 1 
(see the proof of Theorem 3.1) lies to the right of Nz . 
Denote by x = &(t) the tangent line to x = s(t) at t = i: 
t - I + (l/b)(x - s(i)) = 0, y<t<i. 
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For simplicity we shall henceforth take y = 0. Let 
w, = {(x, t); --co < x < jqt), 0 < t < i}. 
In what follows we may assume that b is sufficiently large. 
Let w be the bounded solution of 
Wt - w,, = 0 in W,, 
w=l if x = Fb(t), O<t<i, 
w=u,=l if t=O, s(0) < x < j&(O) or if t = 0, 
--co<X<ol, 
(notice that j&(O) > s(O) if b is sufficiently large), and 
w(x, 0) = h”(x) if 01~ < x < s(0). 
Notice that h”(x) < 1 if CX~ < x < s(O). Hence, by the maximum 
principle, w < 1 on the curves x = o(t), x = s(t), 0 < t < f. Since 
ut = 1 > w on these curves and since 
Ut(X, 0) = h”(x) = w(x, 0) if ol,<x<s(O), 
the maximum principle can be applied to u1 - w. It gives 
u,--w>o if o(t) < x < s(t), O<t<i. 
Recalling that ut - w = 0 at the point (s(t), t), we conclude that 
(+ - w)~ < 0 at this point, i.e., 
K&(f), q d w,(s(~>, q. (5.7) 
Take for simplicity s(f) = 0. Van Moerbeke [15] gave a precise 
estimate for ~~(0, t), by representing w - 1 in terms of its initial 
values #. A slight change in his proof gives an estimate on w,(O, t), 
namely: 
where #(x) = w(x, 0) - 1. Since #(x) = 0 if x < 0~~ or x > s(O), and 
#(CC) = h”(x) - 1 > -1 if cllk < x < s(O) (recall that pa(O) < CQ), 
%(O, f> G &I + c II #lip forsome 0<0<1. 
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Substituting this into (5.7) and using (5.5), we find that 
b(l - 0) < CII ti IIp - (5.9) 
Thus b is bounded independently of how close t is to t, . This com- 
pletes the proof of (5.4) in Case (i). 
Case (ii). Case (i) does not hold, i.e., there is no curve I’, (since 
such a curve cannot lie in the region pi(t) < x < p2(t)). Thus we may 
suppose that h”(x) < 1 if x1 < x < x2 . By the maximum principle, 
u,,(x, t) < 1 if sl(t) < x < s2(t), 0 < t < t, . 
We introduce the region 
w,, = {-co < x <#f&(t), t - 6 < t < t) 
with small 6 > 0 to be determined later. Let w be the bounded 
solution of the heat equation in W,, , satisfying 
w=l if x = &(t), f-s<t<t, 
/ 
1 if s(t - 6) < x < &,(t - S), 
w(x, I - S) = Urs(X, t - S) if pz(i - S) < x < s(i - S), 
-2 if -co < x < p& - S). 
Then, w(x, Z - 6) = ul(x, t - 8) if p&t - 8) < x < s(t - 6). By the 
maximum principle, w < 1 = Ut on x = s(t), t - 6 < t < t. Using 
(5.6) it is also easy to see that if 6 is sufficiently small then w < 0 on 
x = p2(t), t - 6 < t < f. We are now in a position to apply the 
maximum principle to Ut - w in the region p2(t) < x < s(t), 
Z - 6 < t < t. We conclude that u1 - w > 0 in this region. Since 
ut - w = 0 at (s(t), t), the inequality (5.7) is valid. 
Next, w,(s(t), t) can be estimated by (5.8). Using the uniform 
continuity of u, in compact subsets of p2(t) < x < s(t), 0 < t < t, , 
and using (5.6), we find that 
W&(t), r> < 6% + c, 
for some 0 < B < 1, provided 6 is sufficiently small, where 13 and C 
are constants independent of t. We can now complete the proof of the 
theorem as in Case (i). 
Remark. Theorem 5.1 remains valid if (5.2), (5.3) are replaced by 
h”(x) < 1 if x1 < x < x2 , (5.10) 
s :’ (df)‘,” exP [ - (y 42 [I2 ] (1 - h”(y)) dr < 1 if xl < f < x2 , 
t 2 t*; (5.11) 
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here t* is a sufficiently small number (depending on 1.u.b. 1 h” I) such 
that a solution of the integrodifferential equations for si , ss is known 
to exist for all 0 < t < t*. 
Indeed, we proceed as in the proof of Theorem 5.1, but compare u 
with w in the region given by si(t) < x < sz(t), 0 < t < t. 
When (5.10), (5.11) hold, we also find that 0 < S,(t) < A, 
-A < S,(t) < 0 if 0 < t < T where A is a constant independent oft. 
By a result of van Moerbeke [15] we then find that Sj( T - 0) exists and 
$(T - 0) = 0 for j = 1,2. Thus the free boundary has a cusp at 
t = T. 
6. GENERALIZATIONS AND APPLICATIONS 
The results of Sections 1 and 2 extend to parabolic variational 
inequalities with (1.6) replaced by 
where 
(ut - Lu)(z - 24) 2 f(z - 24) a.e., for any z > v, (6.1) 
Lu EE a(x, t) u, + b(x, t) u, + c(t)u, (6.2) 
and with (1.1) replaced by 
f - Lg, = -e(t), e(t) > 0; (6.3) 
the coefficients a, b, c are assumed to be continuously differentiable, 
and a > 0. 
Indeed, notice first that by making the transformation u = ea% 
we transform the variational inequality for u into a variational 
inequality for zi with 
and with 
+ = cat y, 3 = e-&lf, ew =Lw-ciw 
3 - L$ = --8(t) = -e-ate(t) < 0. (6.4) 
We choose (II so that 
b,(x, t) + c(t) - a < 0. (6.5) 
Now, the results of Section 1 certainly extend to the new variational 
inequality, with trivial changes. In extending the results of Section 2 
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(i.e., Theor. 2.2) we make use of the fact that, because of (6.4), (6.5), 
the maximum principle can be applied to (zi - c$), . 
Since Lemma 2.1 is clearly valid for L, $, /’ the proof of Theorem 2.2 
can now be completed as before. 
We thus have the following. 
THEOREM 6.1. Theorem 1 .l, Lemma 1.2 and Theorem 1.2 remain 
valid for the variational inequality with L given by (6.2) and with (1.1) 
replaced (6.3). 
Theorem 3.1 extends to the case where 
Lu = a(x) u,, + b(x) u, , (6.6) 
where a(x), b( x are continuously differentiable and a(x) > 0; in (3.2), ) 
h”(x) is replaced by Lb(x). Indeed, the main point that requires 
clarification is the assertion regarding the curves ri . If a(x), b(x) are 
analytic in x then one can establish the same properties of the I’, as 
before, making use of the analyticity of uI(x, t) in x. (Thus, for instance, 
in case the t-coordinate of ri, is monotone for all t and for all small j E 1, 
the region bounded by lim,,, ri, , limeL, ri, is empty; cf. [15]). 
However, a careful review of the proof of Theorem 3.1 shows that one 
does not require all the asserted information regarding the ri ; it 
suffices, in fact, to work with limct,, ri, , lims,, ri, instead of with ri . 
Thus, it suffices to assume that a(x), b(x) are just continuously 
differentiable. 
Similar considerations apply to the two curves where 
(u - P>3: (x, t) = 0 
(used at the final part of the proof of Theor. 3.1). 
We can now state the following. 
THEOREM 6.2. Theorem 3.1 remains valid with (1.6) replaced by 
(6.1), where L is given by (6.6). [In (3.2), h”(x) is replaced by Lb(x).] 
Jensen [l l] has recently considered a finite difference approximation 
of the variational problem considered in this paper (with L given by 
(6.6)). He approximated the free boundary by piecewise monotone 
polygonal curves. 
The results of this paper immediately apply to stopping time 
problems [l, 9, 10, 13-151. Th us, we are given a reward function 
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where w(t) is a brownian motion starting from x at time t = s and T 
is any stopping time < T. The optimal reward is defined by 
(6.2) 
Then (by [I, 9, lo]) V(x, T - t) = U(X, t) where u is the solution of 
the variational inequality (1.4)-(1.7). The set {U > q} is called the 
domain of continuation and the set {u = q~} is called the stopping set. 
It turns out (see [l, 9, 10, 13-151) that 
7 = T* = hitting time of the stopping set {U = p> 
maximizes J,,,(T). If ( , ) x s is in the domain of continuation, the 
optimal strategy is then to stop as soon as one reaches the free 
boundary. The results obtained in the previous sections thus provide 
useful information regarding the optimal stopping time. 
Notes added in proof (1). Formula (5.8) is erroneous. (The corresponding estimate 
for ~~(0, i) derived in [15] is also erroneous.) The correct formula is 
i 
wdo, f) + b s b&4 1 b2(t - T) o (471(f - l))liZ exp - 4 1 I dr <C, 
km #CO 
$(T) = I, w exp [ - (Bb(Ti_ “‘1 dl; 
(5.8’) 
its derivation will appear in a forthcoming paper by A. Bensoussan and the author. 
(Non-zero sum stochastic differential games with stopping times and new free boundary 
problems). Using (5.8’) instead of (5.8), the proof of Theorems 5.1, 5.2 can easily be 
modified to yield the same assertions as before. Note that condition (5.11) in the 
Remark at the end of Section 5 must be changed (because of the change from (5.8) to 
(5.8’)). 
(2) Recently David G. Schaeffer (A new proof of the infinite differentiability of 
the free boundary in the Stefan problem, to appear) gave a simple proof for the C” 
differentiability of the free boundary in the Stefan problem. His proof works also in 
the case of Theorems 5.1, 5.2, thus establishing that s(t) is a Cm function. Indeed, 
by Theorems 5.1, 5.2 we know S(t) is a continuous function. Now perform a change 
of variables y = x/s(t) and let z(y, t) = (u(x, t) - P)~. Then 
%v - s”(t) .zt + ys(t) i(t) z, = 0 if y < 1,ynear 1, 
z=O on y=l, 
zy = -s(t)S(t) on y = 1. 
Using the standard parabolic estimates, step-by-step, it readily follows that s(t) has 
continuous derivatives of any order. 
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