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CHAPTER I 
INTRODUCTION 
Many processes in the earth's crust can be understood as a combination of 
the transport of  heat and solutes by a fluid, and the chemical interaction between 
the solid phase and the fluid (c.f., Steefel and MacQuarrie, 1996; Wood, 1997). 
Such processes are commonly called "reactive transport". The interactions usually 
involve diffusion, advection, dispersion, sorption, heat transfer between the fluid 
and the geologic medium, and mineral dissolution and precipitation. 
During reactive transport, the physical and chemical properties of  both the 
fluid and the geologic medium are changed over time and space (c.f., Steefel and 
MacQuarrie, 1996). Mineral precipitation and dissolution can change the porosity 
and permeability of  the geologic medium. This can result in an altered flow regime 
and modified solute transport behavior. Furthermore, dissolution and precipitation 
of  minerals can act as sources and sinks for solutes. Since mineral concentrations 
are usually much larger than solute concentrations, fluid-rock interactions can 
impose new concentration gradients on the fluid and can therefore change solute 
transport, fluid composition, and fluid density (c.f., Lichtner, 1996). In tum, the 
modifications in flow regime, solute transport, and fluid composition can affect the 2 
subsequent fluid-rock reactions. As such, reactive transport therefore may result in 
a strongly nonlinear system with significant positive and negative feedbacks. 
Examples of  reactive transport include hydrothermal alteration (e.g., Steefel 
and Lasaga, 1994), diagenesis (e.g., Wang and Van Capellen, 1996), weathering 
(e.g., Soler and Lasaga, 1998), and metamorphism (e.g., Lasaga and Rye, 1993). 
Reactive transport has also been applied to groundwater remediation (e.g., Brown 
et aI., 1998), biodegradation, (e.g., Wood et aI.,  1995), and nuclear waste disposal 
(e.g., Viswanathan et aI.,  1998). 
Alteration envelopes in hydrothermal systems that form along fractures are 
excellent examples of  reactive transport in the geologic environment. In 
hydrothermal alteration envelopes, solutes of a hydrothermal fluid diffuse between 
the fracture or vein channel and the surrounding rock where they chemically react 
with the wall-rock to alter its chemical composition and mineralogy (c.f., Reed, 
1997). Chemical reactions that occur during high temperature and pressure over 
long time spans are preserved in the hydrothermal alteration envelopes. Since it is 
very difficult to study the development of alteration envelopes experimentally, 
reactive transport simulations offer an excellent tool to understand the spatial and 
temporal evolution of  hydrothermal alteration zones. However, the evolution of 
hydrothermal alteration envelopes has rarely been studied quantitatively using 
reactive transport simulations because of  the mathematically complex nature of  the 
system, uncertainties in the physical and chemical parameters, sparse field data, and 
the large amount of computing time required to simulate adequate geologic time. ----------_._----_._  .. --_._-- -
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In this study, the spatial and temporal evolution of  the early hydrothermal 
alteration systems of  the porphyry copper deposits at Butte, Montana, is studied 
using reactive transport simulations. The object-oriented finite element C++ code 
CSP3D3.0 (Matthai and Roberts, 1999) is applied for the simulations. CSP3D3.0 
allows to simultaneously model fluid flow, solute transport, fluid-rock interactions, 
and deformation in a geologic medium. 
Butte is a good example to study fossil hydrothermal alteration envelopes, 
because the petrology of  the alteration zones at Butte is well-studied (e.g., Sales 
and Meyer, 1948; Meyer et al., 1968; Brimhall, 1977; Reed, 1979; Brimhall, 1980; 
Brimhall and Ghiorso, 1983). Furthermore, the most prominent alteration type of 
the early hydrothermal alteration at Butte (i.e., the sericitic pre-Main Stage 
alteration) occurs also in many other porphyry copper deposits around the world 
(Lowell and Guilbert, 1970; Gustafson and Hunt, 1975; Dilles and Einaudi, 1992). 
Understanding the evolution of  the sericitic pre-Main Stage alteration at Butte 
therefore offers insight about the evolution of  a prevalent alteration type. 
The coupling of  the physics of solute transport in a fracture with the 
chemistry of  water-rock interactions at Butte leads to a series of  key questions that 
are addressed in this study: -------~  - - - - -- -- ---
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1. 	 How can the spatial and temporal development of  the mineral reaction fronts be 
described mathematically? 
2. 	 How do mineral reaction fronts in high-temperature and pressure systems 
develop spatially and temporally? 
3. 	 What is the feedback between reaction and solute transport, i.e., how does 
hydrothermal alteration affect solute transport? 
4. 	 What is the composition of  the hydrothermal fluid that generated the known 
mineral assemblages at Butte? 
5. 	 What is the time frame for the alteration envelopes observed at Butte? 
U sing vein geology, geochemical modeling, and intensive forward 
modeling of  reactive transport in a discrete fracture with an infinite matrix, the 
evolution of  the observed early hydrothermal alteration systems at Butte is 
simulated to address the questions outlined. 
The results of  the reactive transport simulations presented this thesis are 
divided into two chapters, both of  which will be submitted for publication in peer­
reviewed journals. The first chapter, which is for a potential submission to the a 
peer-reviewed journal depending on some further results, focuses on the physics of 
reactive transport and gives a general quantitative description of  the spatial and 
temporal development of  multiple mineral reaction fronts. The paper discusses the 
quantitative treatment of  reactive transport, i.e., how the spatial and temporal 
evolution of  mineral reaction fronts can be described mathematically under the 5 
assumptions that diffusion is the governing solute transport process and that water­
rock reactions occur under transport-limited conditions. Most of  the key properties 
of such a system were derived by Lichtner (1988), Novak et al. (1989), Lichtner 
(1991), Lichtner and Balashov (1993), and Steefel and Lichtner (1998) and follow 
from the quasi-stationary state approximation (Lichtner, 1988; 1991). The paper 
develops the scaling properties of  reactive transport models, which are critically 
important for the simulation of  geologic systems. In an example application of  the 
principles, the results of  numerical simulations for the early hydrothermal alteration 
at Butte are then discussed. 
The second paper, which will be submitted to Economic Geology, focuses 
on the application of  reactive transport modeling to the gray sericitic pre-Main 
Stage alteration at Butte. The gray sericitic alteration at Butte is similar to sericitic 
(phyllic) alteration that is common at many other porphyry copper deposits around 
the world (c.f., Lowell and Guilbert, 1970; Gustafson and Hunt, 1975; Dilles and 
Einaudi, 1992). The paper therefore explains the spatial and temporal evolution of a 
prevalent hydrothermal alteration process. The feedback between hydrothermal 
alteration and water-rock reactions is also assessed and a possible composition of 
the hydrothermal fluid that could have formed the observed alteration zones has 
been derived. 6 
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AQ  Flux area [L2] 

Cn  Concentration ofaqueous species [M L  -3] 

Ceq  Concentration in equilibrium with mineral [M L-
3
] 

Co  Concentration at inlet of  porous column [M L-
3
] 

Dp  Pore diffusivity [L
2 T] 

Fm  Scaling factor for mineral mass [-] 

F*  Scaling factor for time or space [-] 

J  Number of  chemical elements [-] 

M  Number of solids [-] 

Mj  Mass fluid [M] 

N  Number of  aqueous species [-] 

Sm  Mass of solid [M] 

oo
Sm Initial mass of  solid [M] 
Volume Fluid [L
3
] Vt 
VM  Molar mineral volume [L-
3 M] 

Vs  Volume Solid [e] 

Vtot  Total volume solid and fluid [L
3
] 

t  Time [T] 

Uj  Darcy velocity [L rl] 

Vm(t)  Velocity of  mineral reaction front [L rl] 

Distance normal to the fracture [L] 
X m(t)  Location of  mineral reaction front [L] 
LtC  Concentration gradient [M L-
3
] 
Ltxm(t)  Difference in location of  a reaction front [L] 
Total elemental concentration of solid [M L-
3
] 

Generalized diffusive flux [M rl  L-2] 

Generalized diffusive flux in terms of  a change in concentration [M rl  L-
2
] 

Generalized diffusive flux in terms of  a change in solid mass [M rl  L-2] 

Constant for velocity of  mineral reaction front [-] 

Similarity variable [-] 

Stoichiometric reaction matrix of solid [-] 

Stoichiometric reaction matrix of aqueous species [-] 

Porosity [-]
 rP 
Mineral volume fraction [-] rPm 
Total reactive volume fraction [-] rPR 
Ijfj  Total elemental concentration of  aqueous species [M L-
3
] 

pm  Density solid [M L-
3
] 

pj  Density fluid [M L-
3
] 

PmV  Mineral bulk density [M L-
3
] 

O"m(t)  Slope of  alteration front [-] 

Table ILL List of  Symbols ---------------~-- ~~-- --
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ILl Abstract 
The quasi-stationary state approximation (Lichtner, 1988; 1991) allows the 
quantitative description of  the spatial and temporal evolution of  mineral reaction 
fronts, such as occurring in the sericitic pre-Main Stage hydrothermal alteration at 
Butte, Montana. An analysis of  the quasi-stationary state approximation shows that 
initial mineral masses in reactive transport simulations can be scaled, which 
provides an efficient way to simulate for adequate geologic time. Fluid-rock 
reactions in hydrothermal alteration selvages are transport-limited and solute 
transport is diffusion-controlled. Reaction fronts are characterized by narrow 
widths, which explains the sharp transition between fresh and altered rock. Since 
the location of  multiple reaction fronts depends on the concentration gradient and 
solute flux across the reaction front, the relative location of  the reaction fronts 
remains constant through time. Reaction zones grow with time but maintain a 
constant ratio of  widths to each other. Reactive transport simulations carried out for 
the sericitic pre-Main Stage alteration at Butte, Montana, show the behavior 
predicted by the derived mathematical formulations. 
11.2 Introduction 
Hydrothermal alteration envelopes on veins, such as occurring in e.g., 
Butte, Montana (Meyer et aI.,  1968; Brimhall, 1977) are prime examples of 
reactive transport. Hydrothermal alteration envelopes evolved under high pressure 9 
and temperature during long time spans. It is therefore difficult to study the 
evolution of  alteration envelopes experimentally, but reactive transport simulations 
can yield insights about the development of  the alteration zones (e.g., Geiger, 
2000). The development of  these alteration envelopes is governed by multi­
component diffusion and reaction. Intrinsic reaction rates are commonly fast, so 
that the local equilibrium assumption can be applied (c.f., Reed, 1997). 
The quasi-stationary state approximation (Lichtner, 1988; 1991) is 
commonly used to describe the evolution of  mineral reaction zones. A key point of 
the quasi-stationary state approximation is that the mineral concentration (i.e., the 
mass of  a mineral per unit volume of  fluid) is much larger than the solute 
concentration and that consequently the movement of  any reaction front is much 
slower than the rate at which diffusion comes to steady state (Lichtner, 1988; 
1991). Therefore, for a particular mineral assemblage, solute concentrations are 
fixed. Changes in concentration happen only as the result of  the advance of  the 
alteration envelope, and are therefore considered "quasi-stationary" (Lichtner, 
1988; 1991). The term "quasi-stationary" therefore means approximately the same 
as the term "rock-buffered" used in hydrothermal geochemistry. 
Lichtner (1988; 1991) derived many of  the relationships that yield 
important understanding of  the spatial and temporal development of  reaction fronts 
during multi-component diffusion and reaction. For example, if  diffusion is the 
governing transport process, then the location of  a reaction front changes as the 
square root of  time (Lichtner, 1988; 1991). The thickness ofreaction zones 10 
therefore increases with the square root of  time and hence the ratio of  the widths of 
two reaction zones must remain constant (Lichtner, 1988; 1991). 
Furthermore, Novak et aI. (1989) showed that the governing equation for 
diffusive transport and reaction is self-similar, meaning that the solution for any 
one time is obtained simply by scaling the solution from any other time. Lichtner 
and Balashov (1993) have also shown that so-called "ghost zones" can form in the 
limit of  pure advection. Ghost zones are mineral reaction zones that maintain a 
constant width as the zone advances through the rock (Lichtner and Balashov, 
1993). In a recent study, Steefel and Lichtner (1998) have derived a formulation for 
the geometries of alteration fronts during reactive solute transport in a discrete 
fracture with matrix diffusion. This formulation gives an explanation for 
phenomena commonly observed in hydrothermal alteration zones. These 
phenomena include wedging of  the alteration halos and the pinching out of 
alteration envelopes along discrete fractures. 
One of  the problems related to multi-component diffusion and reaction 
modeling of  hydrothermal systems is the efficient coupling of  the transport and 
reaction steps. Fully decoupled models that make use of  methods such as the 
sequential iterative approach (SIA) (Yeh and Tripathi, 1989; Yeh and Tripathi, 
1991; Zysset et aI.,  1994), the sequential non-iterative approach (SNIA) (Valocchi 
and Malmstead, 1992), or the strang splitting method (Zysset and Stauffer, 1992) 
often require large computing time to simulate for geologic time. In systems 
involving a complex series of  chemical reactions, calculating the reaction step can 11 
significantly slow down the simulations (Geiger, 2000). The accuracy of  the results 
is also strongly dependent on the size of  the time-step in decoupled models, and 
small time-stepping is often required to obtain reasonable results. 
In this paper we will first discuss the basic equations that describe the 
evolution of  mineral reaction fronts in a pure diffusive system, specifically under 
quasi-stationary state conditions. We will then derive mass-scaling properties from 
those equations and apply mass scaling to a simple reactive transport model where 
microc1ine is altered to muscovite. Finally, we will show the implications of  the 
equations and mass scaling by applying them to the fossil hydrothermal alteration 
at Butte, Montana, and explain how the evolution ofthe alteration assemblages can 
be predicted. 
11.3 Mathematical Formulation for Multi-Component Diffusion and Reaction 
The mass balance equation for multi component diffusion and reaction in 
one dimension for a system containing M minerals of  mass Sm, N aqueous species 
of  concentration en, and a total ofJ chemical components, can be written as 
(Novak et aI., 1989; Lichtner and Balashov, 1993) 
as -a(¢If/  )=- a(¢D  --.I alf/J +-.1  (1) at  ax  P  ax  at .I 12 
where Dp is the pore diffusivity and ¢ is the porosity. The elemental totals of  the 
aqueous species Iff) are given by the sum of  the concentrations, Cn, of all aqueous 
species and the aqueous stoichiometric matrix  11n 
N 
If/j =Lvj" C"  j  = 1, .....J  (2) 
,,=1 
The elemental totals of  the solid phases Sm are given by the sum of  the mineral 
masses, Sm, of  all minerals and the solid stoichiometric matrix  11m 
M 
3 j = LVjlllSIII  j  =1, .....J  (3) 
111=1 
Fulfilling the quasi-stationary state approximation alff/at ~ 0(Lichtner, 1988), 
equation (1) reduces to 
__ a3 1  = __ a (¢D  __ 1 alf/ J  (4) at  ax  P  ax 
The appropriate boundary conditions for equation (4) are given by the Rankine-
Hugoniot Equations (Lichtner, 1985; 1988; 1991) 
(5) 
and 
(6) 
where xm(t) is the location of  the mineral reaction front. The /h generalized 
diffusive flux of  the total element concentration Ij/) of  species j  is referred to as Q). 
The change in total element concentration Iff) and in the generalized diffusive flux 
Q) across the reaction front xm(t) is denoted by the square brackets [ ...  ]xm(t), where 13 
the superscript (+) depicts concentration to the right and (-) to the left hand side of 
the reaction front. In a purely diffusive system, Qj  is given as the concentration 
gradient Qj  = -¢Dp(dlfl/dx). If  chemical reactions are infinitely fast, it is therefore 
only necessary to solve the set of  partial differential equations given in (4) 
(Lichtner, 1988). 
Novak et aI. (1989) showed that for constant boundary conditions and 
porosity, equation (1) can be transformed from a partial differential equation to an 
ordinary differential equation by introducing the similarity variable '7.  The 
transformation into '7 -space gives a definitive solution for pure diffusive multi-
component transport and reaction (Novak et aI., 1989). The mass balance equation 
at quasi-stationary state (Equation 4) can be similarly transformed (Lichtner and 
Balashov, 1993). The similarity variable '7  is defined as 
x 
17=-==  (7)
2~D/¢ 
which gives the ordinary differential equation 
(8) 

Equation (8) represents a tremendous simplification to the transient mass balance 
equation for multi-component diffusion and reaction (Equation 1). It can be shown 
from (8) that in '7-space the location of a mineral reaction front xm(t) is fixed 
(Lichtner, 1991; Lichtner and Balashov, 1993) 
(9) 
14 
where flk is a constant, which is different for every mineral reaction front, and is 
given by 
dlfl 
[ f3  _ ¢;i¢
] 
,u,. 
(10) 
k  - 2 "  V  -1 [rI.  ]
~III  Vjlll  M  'rill  x(t)m 
The molar volume of a mineral is VM; the mineral volume fraction is ¢m.  The 
general expression for the velocity of a reaction front vm{t)  in a diffusion controlled 
multi-component system similarly follows from the generalized Rankine-Hugoniot 
equation (Lichtner, 1985; 1988; 1991) 
_  [Q j tt)m
VIII ( )  t  - -N-.---:....:.:::..._- (11)
I Villi VM -1 [9111  L{I)m 
111=1 
11.4 Mass Scaling 
1l4.1 Mathematical Formulation 
The similarity variable Y/  equation (7) yields some important understanding 
for the evolution ofmineral reaction zones. The similarity variable shows that the 
aqueous and mineral concentrations are identical for any combination ofx, Dp ,  9, 
and t that yield the same value ofY/.  This means that reaction fronts have constant 
locations in y/-space (Novak et aI.,  1989). Furthermore, the similarity variable 
requires that if  one of  the parameters x, Dp,  9, or t is scaled, a second parameter 
must be scaled accordingly to keep Y/  constant. 15 
The scaling analysis conducted by Lichtner (1993) raises the question of 
whether parameters other than the reaction rate coefficients can be scaled in 
equations (1) and (4) to increase the efficiency of  reactive transport simulations. In 
this section, we will specifically focus on the scaling of  parameters under quasi-
stationary state conditions (i.e., equation (4». 
It appears that scaling the initial porosity in (4) and (7), respectively, via the 
initial mineral mass Sm00 is a good choice, because an aqueous solution composition 
is independent of  the mass of saturated minerals (Reed, 1998). This means that the 
concentration of  a solution is constant, no matter if  the solution is e.g., in 
equilibrium with 10 or 100 moles of  a specific mineral. However, if a hydrothermal 
fluid attacks an undersaturated mineral, it takes a longer time to dissolve the 
mineral if its mass is large. This suggests that if  the initial mass of a mineral is 
scaled by some factor Fm less than one, the mineral dissolves faster in the 
simulation. In the results, time, t, or distance, x, must therefore be re-scaled by 
some factor F* related to Fm in order to keep 1] constant. 
The porosity rP is related to the mineral mass Sm via the sum ofthe mineral 
volume fractions Ir/J,n in the conservation of  volumes (Lichtner, 1988) 
M 
(12) rP + IrPlII  =  rPR  =1 
1II~1 
where the total reactive volume fraction is  rPR.  If a single component system is 
assumed for simplicity and rP,  Ir/J,n, and rPR  in (12) are expressed in terms of fluid 16 
mass, Mf, fluid density, Pf, initial mineral mass, Sm00, mineral density, Pm, and total 
volume of  rock and fluid,  VIOl, equation (12) can be written as 
MI  +  S,:  =1  (13) 
PI~ol  Pm~ol 
Note that VIOl changes if  Sm 00 changes because 
M  Soo
V  =_._f +~ 
101  (14) 
PI  Pm 
Substituting (14) into (13) gives an expression for ¢ as a function of  Sm CJJ 
M 
¢=  I  (15) 
M  SOO J PI  ~I +~
(  PI  Pm 
If  the mineral mass Sm00 is scaled by Fm, the scaling factor F* for porosity, ¢, can be 
calculated as 
M 
F*¢ =  I  (16) 
M  F  SOOJ PI  ~I +----"'-----'"
(  PI  Pm 
Substituting (15) into (16), recognizing that the fluid volume Vf is Vf = M/Piand 
the solid volume Vm  is  Vm  = Sm00/Pm, and solving for F* gives 
(17) 

Equation (17) shows that if  the mineral mass Sm 00 is scaled by the factor Fm, 
time, t, in the similarity variable  17 (equation 7) scales as the factor F*, which is a 
function of  Fm, the volume ofthe fluid Vjand mineral Vm. However, the similarity 17 
variable also shows that scaling the distance x by division by the square root of  F* 
is equivalent to scaling time by multiplication by F*. 
The scaling factor F* in (17) displays three interesting properties in the 
limits of  ~  ---+ 0,  ~ ---+  1, and F  m  ---+  O.  For very low water-rock ratios, i.e., ~  ---+  0, 
the scaling factor F* has the limit JI F  m, meaning that time in the similarity variable 
scales with the inverse ofthe scaling factor of  the mineral mass. For very high 
water-rock ratios ~ ---+  1, the scaling factor F* has the limit 1, meaning that time in 
the similarity variable does not scale at all. If  the scaling factor Fm decreases, i.e., 
Fm  ---+  0, the scaling factor for time F* has the limit JI¢, meaning that the maximum 
factor by which the efficiency of  a simulation can be increased is the inverse of  the 
porosity. 
The behavior ofF* in the limit ofFm ---+ 0 suggests that it is not necessary to 
decrease Fm to a very small value. Obviously, Fm cannot be decreased without 
bound. The limit for decreasing Fm is given by the requirement of  the quasi-
stationary state approximation that the solute concentration is always much smaller 
than the mineral concentration (Lichtner, 1988; 1991). Using the notation given 
above and defining a bulk mineral density per unit volume pmV as pmV = Sm IVtot, the 
requirement is given by the inequality 
!J.C
--«1  (18) 
PmV 
where LtC is the difference in concentration between the concentration in 
equilibrium with the mineral Ceq and the concentration at the boundary Co. The 18 
behavior of F* in the limit of  Fm ~ 0 (equation 17), however, shows that 
decreasing Fm to very small values does not increase the efficiency ofthe 
simulations, because F* asymptotically reaches the value 1/¢. 
II  4. 2 Example Hydrothermal Alteration ofMicrocline to Muscovite 
A simple reactive transport simulation of  sericite replacing microcline using 
scaled and unscaled initial mineral masses and two different time-steps is shown in 
Figure 1. The time-step in graph (a) is ten times smaller than in graph (b). The 
same physical parameters and input conditions were used in both simulations. The 
initial mineral mass of  microcline was scaled by the factor Fm  = 0.1  in the second 
simulation for both time-steps. The time for the second simulation was scaled by 
the factor F* =  1.63 according to (17) to match the results of  the first simulation for 
both time-steps. Chemical reactions occurred under transport-limited conditions in 
all simulations. 
The graph shows that the locations of  the microc1ine and muscovite reaction 
fronts for the scaled and unscaled simulations are offset for both time-steps. The 
simulations using scaled mineral masses show faster dissolution of  microcline and 
faster precipitation of  muscovite. The microcline dissolution front advanced farther 
in the simulation using scaled masses than in the simulation using unscaled masses. 
U sing different time-steps also leads to different locations of  the reaction 
fronts for the simulations with scaled and unscaled mineral masses, respectively. 19 
12.0  0.0 
a 
Time-Step =0.01  days 
Microcline  -1.0 
10.0 
:Q 
~ 
u::::  -2.0 
'7 
Ol  8.0 
..!o::  + 
III  -3.0  I 
Q)  (.)
"0  6.0  c  e. 
0 
-4.0  U 
III  -­ Unsealed ("true")  Ol III  0 III  ... Scaled ("approximate")  -l
::2:  4.0 
-5.0 
m 
'­
Q) 
C 
~  2.0  H+  -6.0 
0.0 
Muscovite  -7.0 
12.0  0.0 
Time-Step =0.1  days 
Microcline  -1.0 
10.0 
~ 
~ 
u::::  -2.0 
'7 
Ol  8.0 
..!o::  + 
III  -3.0  I 
Q)  (.)
"0  6.0  c  e. 
0 
-4.0  U 
III  Ol III  -­ Unsealed ("true")  0 III 
Scaled ("approximate")  -l
::2:  4.0  ... 
-5.0 
m 
'­
Q) 
C  H+  -6.0 ~  2.0 
Muscovite  -7.0 
0.0 
0.000  0.025  0.050  0.075  0.100  0.125  0.150  0.175  0.200 
Distance [m] 
Figure 11.1. Reactive transport simulation of muscovite replacing micro cline at 
400T and 100 MPa after 40 days using scaled and unsealed mineral masses. The 
time-step for both scaled and unsealed simulations depicted in (a) was ten times 
smaller than in the simulations in (b). The bold lines show the results of  unsealed 
initial mineral masses, while the dotted lines depict the results of  scaled initial 
mineral masses. Solute transport was purely diffusive and reactions occurred under 
transport-limited conditions. Physical parameters and boundary conditions were 
identical for both simulations. 20 
The simulations using a large time-step (Fig. 1  b) yield mineral reaction fronts that 
are less developed than the mineral reaction fronts from simulations using a small 
time-step (Fig. la). The mineral reaction fronts ofthe simulation using unsealed 
mineral masses and small time-steps advanced further than the mineral reaction 
fronts of  the simulation using unsealed mineral masses and large time-steps. The 
pH fronts in the simulations using scaled mineral masses are identical for both 
time-steps. The pH fronts in the simulations using unsealed mineral masses, 
however, are not identical for both time-steps (Fig. 1). 
Using simulations with identical parameters but scaled mineral masses, 
unsealed mineral masses, and different time-steps leads to different location of 
reaction fronts and different time frames for the evolution of  reaction fronts. This 
suggests inaccuracy in the model that is caused by the decoupling of  the reaction 
and transport steps in the SIA method. The numerical error is also increased 
because quasi-stationary state is not fully reached in the reaction step. Using 
smaller time-steps increases the number of  reaction steps and leads to faster mineral 
reactions that are closer to quasi-stationary state. Decreasing the time-step infinitely 
and calculating the reactions for quasi-stationary state would therefore reduce the 
numerical error. 
The numerical error in the SIA method causes difficulties in calculating an 
absolute time and location of  a reaction front. However, the relative location of  the 
mineral reaction front in a sequence of  reaction fronts is not changed. This means 
that only an approximate location and time frame for the evolution of a sequence of 21 
reaction fronts can be calculated, but the relative location and the relative temporal 
evolution of sequence of  reaction fronts is not affected by the numerical error. 
The absolute time scale for the evolution of  a sequence of  reaction fronts is 
also dependent on several physical and chemical parameters, such as surface areas 
of  minerals and concentration gradients of solutes, that are often difficult to 
estimate (e.g., Steefel and Lichtner, 1994). Calculating an absolute time and 
location of  a reaction front is currently difficult in reactive transport simulations of 
fossil hydrothermal systems because of  numerical problems and the uncertainties in 
some physical and chemical parameters. 
As long as the criterion for the quasi-stationary state approximation 
(Lichtner, 1988; 1991) given in equation (18) is obeyed, scaling the initial mineral 
mass Sm00 is a tool to carry out effective reactive transport simulations for geologic 
time in transport controlled systems. However, scaling initial mineral masses 
makes it even more difficult to calculate the absolute time frame of  the evolution of 
reaction fronts. 
11.5 Properties of Single-Component Systems 
11. 5.1 Exact Formulation for a Single Component System 
As a simple example of  a hypothetical chemical alteration front under 
quasi-stationary state conditions, consider the isothermal single-component system 
depicted in Figure 2. Dissolution of  the mineral is pH-independent (i.e., it is not a 22 
hydrolysis reaction), occurs at a constant rate, and is also strictly transport-limited. 
Solute transport is governed by diffusion only. Porosity and diffusivity are not 
changed significantly and diffusion is homogeneous. Solutes are transported away 
from the reaction front into a fracture where they are removed quickly by 
dispersion and advection. Under the assumption offresh fluid as the boundary 
condition, the fluid within the fracture maintains a constant composition. The solute 
concentration in the fracture Co is always much smaller than the concentration at 
the dissolution front Ceq.  Diffusion reaches a quasi-stationary state after a short 
period of  time because the mineral mass is large and the dissolution front moves 
slowly. 
Analytical solutions for single component transport and reaction models 
have been derived and discussed by Lichtner (1985), Lichtner et al. (1986), 
Lichtner (1988), Novak et al. (1989), Lichtner (1991), and Lichtner and Balashov 
(1993). Solute transport processes in these derivations include both, advection and 
diffusion. In this section we will focus only on the analytical solutions that allow 
the prediction of  the location and velocity of  the reaction front xm(t). 
Figure 2 shows that during quasi-stationary state, solutes are transported 
away from the dissolution front at the same rate as they are provided to the fluid at 
the reaction front. The boundary conditions are C(t,O) = Co in the fracture and 
C(t,x) = Ceq in the matrix. The solute flux from the dissolution front to the fracture 
Q j  decays as the square root of  time and is approximately constant. The flux Q j  can ---------- ----
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Figure 11.2. Simplified physical model of  a hydrothermal alteration front at quasi­
stationary state showing the advance of  a dissolution front and the response ofthe 
concentration gradient. The model is an isothermal single component system. 
Reactions are transport controlled. The location of  the dissolution front is shown 
for two different times, XI(tl) (bold line) and XI(t2) (dashed line), respectively. The 
constant concentration boundary conditions are Co in the fracture and Ceq at the 
dissolution front. Co has a much lower concentration than Ceq. Note that the 
concentration gradient decreases with increasing time. --------~- - ---- - --- -- -- --
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mathematically be expressed in two different ways. First, in terms if  the difference 
in concentration Qj C as 
QC=_D¢  f..C  (19) 
1  P  X  (t)
m 
Secondly, as the change of  dissolved mass due to the advance of  the reaction front 
QS = dSm  (20) 
1  A  dt  n 
where LlC is the difference between the concentration at the dissolution front Ceq 
and the concentration in the fracture Co. The change in solid mass after the 
dissolution front has advanced a distance Axm(t) (i.e., f..xm(t) = X2(t) - Xl(t)) is 
dS,,/dt. The area over which the flux occurs is AQ . Combining equations (19) and 
(20) gives 
QC =QS = dSm  = _D  ¢  f..C  (21) 
1  1  A  dt  P  x  (t) n  m 
The change in solid mass dS,,/dt can also be expressed in terms ofthe mineral bulk 
density pm v, the area over which flux occurs AQ, and the difference in the location 
of  the dissolution front Axm(t), Equation (21) becomes then 
dxm(t) =¢  Dp  f..C  (22) 
dt  PmV  xm(t) 
For the initial condition C(O,x) = Ceq, the location ofthe mineral reaction front xm(t) 
as a function oftime at quasi-stationary state is 25 
2DprP 
XIII (t) =  --!1Ct  (23) 
PIIIJ·· 
Equation (23) implies that the location of  the reaction front increases with the 
square root of  time. Note that equation (23) is similar to the expression given in 
equation (68) on page 152 in Lichtner (1988). Taking the derivative with respect to 
time in equation (23) also yields the velocity vm(t) with which the dissolution front 
moves under quasi-stationary state conditions 
dxlll (t)  = v  (t) = rJI2  DprP  !1C  (24)
dt  III  2Pili V 
Note that in this formulation the velocity decreases with time. Lichtner (1988) has 
also given an analogue equation that includes reaction kinetics and allows the 
calculation of  the velocity of  the reaction front Vk(t)  for pure diffusion in a single 
component system 
Steefel and Lichtner (1998) have derived the formulation for the geometry 
of  an alteration zone along a discrete fracture at a single quasi-stationary state. This 
allows calculating the slope (J'm(t)  = x/z of  a mineral reaction front along a discrete 
fracture oriented in z-direction. The slope (J'm(t)  is not a function of  time for a single 
quasi-stationary state. However, in a transient formulation, the slope of  the reaction 
front is arn(t) ~ 00 at early times, while the slope is arn(t) ~ 0 at late times, because 
diffusion of solutes into the matrix occurs at a lower rate than advection of  solutes 
in the fracture (e.g., Neretnieks, 1980). 26 
115.2 Spatial and Temporal Evolution ofa Single Reaction Front 
The spatial and temporal evolution of  a single reaction front along a discrete 
fracture under quasi-stationary state conditions is depicted in Figure 3. From (23) it 
follows that the location of  the mineral reaction front advances as the square root of 
time if  diffusion is the governing transport process (Fig. 3a), while the velocity of 
the mineral front decreases as the inverse of  the square root of  time (Fig. 3b). This 
is given by the fact that the difference in concentration L1C, pore diffusivity Dp , and 
the bulk density pmV are very nearly constant. Furthermore, it follows that the 
location of  a mineral reaction front scales with the difference in concentration, i.e. 
if  the boundary concentration (Co in Figure 2) is far from equilibrium with the 
concentration in the pore fluid (Ceq in Figure 2), the reaction front moves 
proportionally faster. 
At a single quasi-stationary state, the slope of  a reaction front O'm(t)  along a 
discrete fracture with orientation in z-direction is constant (Steefel and Lichtner, 
1998). However, since the temporal evolution is described as a sequence of  quasi­
stationary states, a transient description of  the slope O'm(t)  yields a slope of  infinity 
at early times and zero as time reaches infinity. This follows from the fact that the 
location of  a reaction front advances with the square root of  time. A location X z2(t) 
downstream the fracture will advance at a different rate than the location Xzl(t) 
upstream the fracture (Fig. 3c), because the reacting fluid needs some time to --~~~ --- --~ ----------- - - -- --------
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Figure 11.3. Temporal evolution oflocation (a), velocity (b), and slope (c) of  a 
quartz dissolution front at 400°C under quasi-stationary state conditions. 
3 Parameters used for the calculation are Dp = 1.0xlO-IO  m2 S-I,  PmV = 2620 kg m- , 
aSi02 in equilibrium with quartz = 2.78xlO-o2 mole kg-I (log K = -1.56), aSi02 in the 
fracture = 0.001. The location of  the dissolution front increases with the square root 
of  time (a) while its velocity decreases with the square root of  time (b). The slope 
of  the front (c) has been calculated as the difference between two reaction front 
locations Xzl (t) and Xz2(t), respectively, along a discrete fracture. The locations are 
separated by the distance z = 100 m. The advance ofthe location front downstream 
of  the fracture is delayed by the time t =fez).  Assuming that there is no dispersion 
and retardation of  the solutes, t = z/Uf with a Darcy velocity Uf of  Uf = 500 mil. 
The slope ofthe alteration front is infinity at early times and becomes zero at late 
times. 28 
travel the distance z in the fracture. The observation that an alteration front along a 
fracture is parallel to the fracture only at late times explains why alteration 
envelopes usually pinch out downstream of  the fracture. 
11.6 Properties of Multi-Component Systems 
II. 6.1 Spatial and Temporal Evolution ofMultiple Reaction Fronts 
Predicting the spatial and temporal evolution of  a sequence of  mineral 
reaction fronts in a multi-component system is more difficult than predicting the 
evolution of  a single mineral reaction front. The knowledge about the properties of 
the evolution of  a single-component system, however, yields important 
understanding on how a multi-component system behaves. The equations derived 
by Lichtner (1988), Novak et al. (1989), Lichtner (1991), and Lichtner and 
Balashov (1993) also yield expressions that mathematically describe the spatial and 
temporal development of  multiple mineral reaction fronts. The evolution of  fossil 
hydrothermal alteration fronts can be studied using these equations, since transport 
processes are diffusion controlled and chemical reaction rates are high, i.e., local 
equilibrium can be assumed (c.f., Reed, 1997). 
From the property of  the similarity variable 17  (Equation 9) it follows that 
that the location ofthe reaction front in a multi-component system is determined by 
the concentration gradients of  the involved aqueous species across an individual 
mineral reaction front (Equation 10). This also means that each mineral reaction 29 
front can move with a different velocity vm(t), which is a function of  the solute flux 
of  the involved aqueous species across the mineral reaction front (Equation 11). 
Equation (11) also suggests that the velocities of a sequence of  mineral reaction 
fronts are time-independent. Two important implications for the development of 
hydrothermal alteration fronts follow from this observation. 
First, sharp reaction fronts border reaction zones upstream and downstream 
if  reactions occur under transport controlled conditions (Lichtner, 1991). If  the 
reaction fronts that bound a mineral reaction zone have different velocities, the 
width of  a reaction zone (i.e., alteration halo) increases (Lichtner, 1991; Lichtner 
and Balashov, 1993). This is possible because in multi  -component systems, the 
reaction front velocity is only a function of  the solute flux across the reaction front, 
and the flux can vary across the upstream and downstream reaction front for an 
individual reaction zone. The ratio of  the widths of  two mineral reaction zones is 
constant because the reaction fronts bordering a mineral reaction zone move at a 
constant rate relative to each other (Fig. 4). Therefore, the widths of  a series of 
hydrothermal alteration envelopes, each of  them consisting of  one ore more mineral 
reaction zones, increase with a constant ratio to each other. This allows the 
prediction of  the evolution of  the mineral assemblage once all reaction fronts have 
been established, because reaction fronts move at a known rate and the widths of 
reaction zones only increase with time. Furthermore, it follows from the discussion 
of  the slope of  a single reaction front along a discrete fracture, that hydrothermal 
alteration envelopes decrease in width along the fracture. The application for 30 
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Figure 11.4. Schematic representation of  the spatial and temporal development of 
multiple reaction fronts xmCt). Each reaction front advances at an individual rate 
determined by the solute flux OJ across the reaction front. Note that the reaction 
fronts maintain their relative positions to each other and the ratio of  their widths is 
constant at all times. 31 
reactive transport modeling is that it is only necessary to solve for early times, i.e., 
until the complete pattern of  reaction fronts has been developed. The sequence of 
mineral reaction fronts for all later times is then known, because mineral reaction 
zones only increase in width. 
JI6.2 Hydrothermal Alteration at Butte, Montana 
Two hydrothermal events are associated with the mineralization at the 
porphyry copper system at Butte, Montana: an early "pre-Main Stage" event and a 
late "Main Stage" event have formed in the 78 Ma Butte Quartz Monzonite (c.f., 
Meyer et aI,  1968). Reed (1979) has classified the different hydrothermal alteration 
assemblages, and two types of  alteration zones are very common within the pre­
Main Stage alteration at Butte Montana. The first one is the "gray sericitic" (GS) 
alteration, where all feldspar, biotite, and amphibole of  the host rock is altered to 
quartz, sericite and pyrite. The second one is the "sericite with remnant biotite" 
(SBr) zone, where feldspar and amphibole are altered to quartz, sericite and pyrite, 
but biotite is still present. The GS zone is found adjacent to the mineralized vein, 
while the SBr zone appears matrix inward. The occurrence of fresh feldspar marks 
the edge of  unaltered host rock. Temperature and pressure for the alteration 
assemblage were about 400°C and < 100 MPa (Roberts, 1975; Oregon Butte 
Research Group, unpublished data). Reactive transport modeling has shown that 
the hydrothermal fluids that formed the alteration assemblages could have been 32 
reducing, and comprised a low pH and low salinity (Geiger, 2000). The code 
CSP3D3.0 (Matthai and Roberts, 1999) was applied to simulate reactive transport 
in of  the hydrothermal alteration. Initial mineral masses were scaled in the 
simulation to model the system efficiently for longer time spans. See Geiger (2000) 
for a detailed discussion on the reactive transport simulation of  the GS and SBr 
alteration at Butte, Montana. 
Concentration profiles across the calculated mineral assemblages 
perpendicular to the fracture are depicted in Figure 5 to show the spatial and 
temporal evolution ofthe alteration zone between 10 and 30 years. Note that the 
times cannot be understood as absolute times due to the numerical inaccuracy in the 
SIA method explained above. 
The mineral reaction fronts display a broad width, which is due to the 
decoupling of  the reaction and transport step in the computational model. The plots 
clearly show that each mineral reaction front advances at a specific rate and mineral 
reaction zones increase with time. It appears as if  the velocity of  an individual 
reaction front decreases with time as predicted by equation (11). It is very difficult, 
however, to directly calculate a location or velocity for an individual reaction front 
because the system is not a single-component system anymore and a specific fluid­
rock reaction involves several aqueous species. Further, the concentration gradients 
and fluxes of  the aqueous species across the reaction front are non-linearly related 
to a series of  other mineral reactions and change through time. 33 
Figure 11.5. Results of  reactive transport simulations showing the spatial and 
temporal evolution between 10 and 30 years of  the gray sericite (GS) and sericite 
with remnant biotite (SBr) alteration zones at the porphyry copper deposits at 
Butte, Montana. See Geiger (2000) for a detailed discussion on the setup ofthe 
simulation. Plots for the minerals comprising the host-rock and the alteration 
products are shown for 10 (a and e), 15 (b and f), 20 (c and g), and 30 years (d and 
h), respectively. Annite marks the transition between the GS and the SBr zone. 
Note that the mineral masses for quartz are scaled in the plots by a factor of  0.1. 34 
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With the exception of  magnetite, the relative locations of  the mineral 
reaction fronts for the minerals comprising the host rock remain constant to each 
other. Reaction zones for the minerals comprising the host rock (not including 
magnetite) are from fastest to slowest reacting: Albite, microcline, tremolite, annite, 
anorthite, daphnite. Note that the slow dissolution of  anorthite is possibly an 
artifact due to an error in the thermodynamic database and that the anorthite front 
would probably lead all other dissolution fronts with the correct reaction rate. 
Daphnite is stable at the given conditions. The magnetite reaction front leads all 
other reaction fronts at early time, but its advance decreases at the fastest rate and 
the front is almost stable in position at late time. The mineral reaction zones of  the 
alteration products muscovite, anhydrite, and quartz increase with time because 
their precipitation fronts advance at individual rates that are closely related to the 
rate of advance of  the dissolution fronts of  the minerals comprising the host rock. 
Similar to the dissolution fronts of  the minerals comprising the host-rock, 
the relative locations of  the precipitation fronts of  the alteration products remain 
constant to each other. The width of  the pyrite zone, however, appears to be almost 
constant through time (the leading edge of  the pyrite zone is located at 
approximately 0.05 m), which is probably related to the unusual fast decrease in the 
advance of  the magnetite dissolution front. The spatial stability of  the pyrite zone 
suggests that this zone could be understood as a ghost zone applying the 
terminology of  Lichtner and Balashov (1993). -------------------------------------------------------
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An important conclusion follows from the observation that the relative 
locations of  all reaction fronts are constant to each other. Considering that the 
anorthite front probably dissolves at a higher rate, the annite dissolution front trails 
all other reaction fronts and therefore always marks the transition of  the GS to SBr 
zone because the pattern of  mineral reaction fronts remains constant through time. 
The annite reaction zone starts to migrate into the matrix after approximately 25 
years, which forms the GS zone adjacent to the fracture. The width of  the GS zone 
increases because the annite dissolution front continues to advance deeper into the 
matrix, so does the width of  the SBr zone because the feldspar dissolution front, 
which leads all reaction fronts, continues to advance deeper into the matrix. 
The initial mineral masses have been scaled in the simulation. This allowed 
an efficient simulation for long time spans. A smaller time-step could be applied 
which reduced the error of  unrealistically wide reaction fronts introduced by the 
decoupling of  the transport and reaction step via the SIA method in CSP3D3.0. An 
infinitely small time-step would allow to model sharp reaction fronts as required by 
the assumption that reactions are transport controlled and observed in the natural 
samples (c.f., Fig. 2). 
11.7 Concluding Remarks 
Three points have been discussed in this paper. First, scaling the initial 
mineral mass is an effective method to simulate multi-component diffusion and 
reaction in decoupled reactive transport models if  reactions occur under transport 37 
controlled conditions and the requirement for the quasi-stationary state assumption 
are obeyed (i.e., solute concentrations are always smaller than mineral 
concentrations). The mass-scaling properties can be directly studied from the 
similarity variable '7. If  the mineral mass is scaled by a factor Fm, time must be 
scaled by the factor F*, which is a function of  Fm, the volume of  the fluid Viand 
the mineral Vm• Scaling distance by the square root of  F* is also equivalent to 
scaling time by F*. Mass scaling, however, increases the numerical inaccuracy in 
the simulations because the locations of  mineral reaction fronts to each other appear 
to be incorrect although the relative locations of  mineral reaction fronts are not 
affected. Furthermore, the absolute time necessary to establish the full sequence of 
reaction fronts cannot be determined exactly. The decoupling of  the reaction and 
transport steps probably causes this numerical problem, because changing the time­
steps in the simulation that otherwise use identical parameters also yields different 
locations for the reaction fronts and different time frames for the evolution of  the 
reaction fronts. This makes the application of  the SIA method currently 
problematic for reactive transport simulations of  geologic systems. However, many 
physical and chemical parameters in fossil hydrothermal systems are not well 
known and may introduce a bigger uncertainty than the numerical inaccuracy of  the 
SIA method. 
Secondly, quantitative descriptions of  the evolution of  mineral reaction 
fronts that have been derived recently by Lichtner (1988), Novak et al. (1989), 
Lichtner (1991), Steefel and Balashov (1993), and Steefel and Lichtner (1998) were 38 
compiled in this paper. These descriptions, which mainly derive from the properties 
of  the quasi-stationary state assumption (Lichtner, 1988; 1991), allow to 
quantitatively assess the spatial and temporal development of  mineral reaction 
fronts in hydrothermal systems. 
Reaction fronts ideally have zero width under transport controlled 
conditions which explains the sharp transition from the alteration zone to the fresh 
rock. In a multi-component system, the velocity of  an individual reaction front is 
largely time-independent and also a function of  the concentration gradient and 
solute flux across the particular front. In a multi-component system, the reaction 
fronts therefore maintain their relative position to each other once a pattern of 
precipitation and dissolution fronts in a hydrothermal alteration zone has been 
established. Mineral reaction zones usually grow with increasing time as their 
bordering reaction fronts advance at a calculable rate. In theory, this allows to only 
simulate the fully developed pattern of  reaction fronts for one time, because it can 
be predicted how the pattern will evolve at later times. The slope of  an alteration 
front along a fracture is infinity at early times and reaches zero at late times 
because advection in the fracture occurs at a higher rate than diffusion in the rock 
matrix. Reaction zones downstream along the fracture therefore have narrower 
widths and tend to pinch out. 
Thirdly, the derived properties for the spatial and temporal evolution of 
multiple reaction zones can be applied to better understand the results of  reactive 
transport simulations of  hydrothermal reactions in terms of  their spatial and 39 
temporal evolution. However, a strict quantitative assessment of  the results is 
difficult because concentration gradients are a non-linear function of  multiple 
aqueous and solid reactions. Further, decoupled reactive transport models tend to 
calculate widths of  reaction zones that are broader than observed in natural 
samples. 
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111.1  Abstract 
Reactive transport modeling of  hydrothermal alteration of a rock matrix 
bordering a discrete vein channel suggests that the gray sericitic and sericite with 
remnant biotite alteration envelopes at the porphyry copper deposit at Butte, 
Montana, can be formed by a reducing, low pH, and low salinity fluid at about 
400°C and less than 100 MPa during a time span of  approximately one hundred 
years or less. Hydrothermal alteration has little effect on the porosity of  the host­
rock (Butte Quartz Monzonite), and the diffusivity also changes little. A sequence 
of  mineral reaction fronts characterizes the alteration envelopes. The biotite 
dissolution front occurs closest to the vein channel and marks the transition from 
the gray sericitic to sericite with remnant biotite envelope. The plagioclase 
dissolution front occurs farthest into the matrix and marks the edge of  relatively 
fresh Butte Quartz Monzonite. From the properties of  the quasi-stationary state 
approximation (Lichtner, 1988; 1991), it follows that once the sequence of  reaction 
fronts is fully established, their relative locations remain constant and the widths of 
the reaction zones increase with the square root of  time. The widths of  the reaction 
zones decrease along the fracture the rate of  diffusion of  reactive solutes in the rock 
matrix is slower than the rate of  advection of  the reactive solutes in the fracture. 45 
111.2 Introduction 
In the porphyry copper district at Butte, Montana, successions of 
hydrothermal alteration envelopes border veins within the Butte Quartz Monzonite 
host-rock (Sales and Meyer, 1948; Sales and Meyer, 1949; Meyer et aI.,  1968). The 
mechanism that forms hydrothermal alteration zones along fractures is a 
combination ofthe transport of  fluid, solutes, and heat in a fracture within the 
geologic medium, the exchange of  heat and solutes between the fracture and the 
bordering rock matrix, and the chemical interaction of  the solutes with the solid 
phase (c.f., Steefel and Lasaga, 1994; Steefel and Lichtner, 1994; Reed, 1997; 
Steefel and Lichtner, 1998a, 1998b). These interactions usually involve diffusion, 
advection, and dispersion of  heat and solutes, and precipitation and dissolution of 
minerals. The spatial and temporal changes of  the physical and chemical properties 
of  the fluid and the geologic medium are strongly connected, often resulting in 
significant feedback between solute transport and chemical reactions (e.g., 
Lichtner, 1996; Steefel and MacQuarrie, 1996). Combining the physics of  solute 
and heat transport with the chemistry of  the water-rock interactions is commonly 
called "reactive transport". 
Although many important advances in the physics of  reactive transport have 
been made during recent years (e.g., Lichtner, 1985; Lichtner et aI., 1986; Lichtner, 
1988; Yeh and Tripathi, 1989; Yeh and Tripathi, 1991; Engesgaard and Kipp, 
1992; Lichtner 1992; Steefel and Lasaga, 1992; Valocchi and Malmstead, 1992; 
Zysset and Stauffer, 1992; Lasaga and Rye, 1993; Lichtner, 1993; Lichtner and 46 
Balashov, 1993; Steefel and Lasaga, 1994; Zysset et aI.,  1994; Steefel and Lichtner, 
1998a), applications to multi-component transport and reaction modeling have 
mostly been limited to natural systems with temperatures below 100
DC (e.g., 
Lichtner and Biino, 1992; Steefel and Lichtner, 1994; Glynn and Brown, 1996; 
Brown et aI.,  1998; Soler and Lasaga, 1998; Steefel and Lichtner, 1998b). The 
difficulties in applying reactive transport modeling to high temperature 
environments, such as active or fossil hydrothermal systems, arise from the 
mathematical complexity of  the problem, uncertainties in the physical and chemical 
parameters, sparse field data, and the large amount of computing time required to 
simulate sufficient geologic time. 
Only a few studies have quantitatively assessed the coupling of  transport 
processes and geochemical reactions in hydrothermal environments. Simulations of 
hydrodynamic flow, heat transfer, and coupled isotope exchange were carried out 
by Norton and Taylor (1979) for the Skaergaard intrusion and by Cathles (1983) for 
Kuroko-type massive sulfide deposits. Wells and Ghiorso (1991) studied the 
dissolution and precipitation of  quartz in mid-ocean ridges. Phillips (1991) 
discussed an application of  the fundamentals of  transport and reaction in a 
hydrothermal system to a dolomitized reef complex. Steefel and Lasaga (1992; 
1994) presented two-dimensional simulations of  multi-component reactive 
transport in hydrothermal systems and the feedback of  chemical effects on fluid 
mixing and reaction-induced permeability-porosity changes. Johnson et aI. (1998) 
modeled quartz and tuff dissolution at elevated temperatures in a plug-flow reactor. ------------------------------------------------------
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Beaudoin and Therrien (1999) simulated oxygen isotope exchange in three 
dimensions for the Kokanee Range silver-lead-zinc vein field in Canada. He et al. 
(1999) presented a one-dimensional reactive transport model for the alteration of 
the Tongchang porphyry copper deposit in China. 
Simulations of  wall-rock alteration at low temperatures were carried out 
recently by Steefel and Lichtner (1994) and Steefel and Lichtner (1998b), who 
applied multi-component reactive transport modeling to the chemical alteration of 
marls bordering a fracture filled with hyper-alkaline fluid. Those simulations show 
a significant negative feedback between reactions and transport over the time span 
of  tens of  years. Precipitation of  alteration minerals causes the porosity of  the rock 
matrix to decrease and slows the transport between the fracture and the host-rock. 
Three main points that are related to the development of  high-temperature 
hydrothermal alteration zones are addressed in this paper. First we study the spatial 
and temporal evolution of  the succession of  the hydrothermal alteration fronts and 
the feedback between solute transport and mineral reactions. The key question that 
is addressed in this point is how the individual mineral reaction fronts advance in 
the rock matrix. Secondly, we give an approximate time frame necessary to form 
the observed alteration halos. Lastly, we study the characteristics of  the 
hydrothermal fluid that has generated the known alteration. In contrast to active 
low-temperature hydrothermal environments, it is usually difficult to sample active 
high-temperature hydrothermal fluids and obtain information about the 
composition of  the hydrothermal fluid in high-temperatures fossil systems, and 48 
reactive transport modeling is therefore a good tool to calculate an approximate 
composition of  the reacting fluid. 
The petrology of  the early hydrothermal alteration systems at Butte is well­
studied (e.g., Sales and Meyer, 1948; Sales and Meyer, 1949; Meyer et aI.,  1968; 
Brimhall, 1977; Reed, 1979), and some of  the alteration types at Butte (i.e., the 
sericitic pre-Main Stage type) are common in many porphyry copper deposits (c.f., 
Lowell and Guilbert, 1970; Gustafson and Hunt, 1975; Dilles and Einaudi, 1992). 
Therefore, the early hydrothermal alteration offers a good example for reactive 
transport modeling of  a fossil high-temperature hydrothermal system. 
In this paper, we use a numerical multi-component reactive transport model 
and apply the object-oriented finite element C++ code CSP3D3.0 (Matthai and 
Roberts, 1999) to simulate the spatial and temporal development of  two of  the most 
prevalent early hydrothermal alteration assemblages at Butte, i.e., the gray sericitic 
and sericite with remnant biotite alteration of  the sericitic pre-Main Stage type. In 
the approach here, we directly simulate one-dimensional transport and reaction of 
vein fluid components with the adjacent porous wall-rock; the application of 
previous models allows the extension of  the one-dimensional model to a two­
dimensional model that involves fluid flow and solute transport via advection in the 
vein-channel. 
We also attempt to calculate an approximate composition of  the 
hydrothermal fluid that has formed the characteristic assemblages. 49 
111.3 Geological Background 
1113.1 Geology ofthe Butte District 
The general geology of  the Butte district is depicted in Figure 1. The Butte 
district is located in the 76 Ma Butte Quartz Monzonite, the central and 
volumetrically dominant pluton of  the 74 to 78 Ma Boulder Batholith (Knopf, 
1957; Klepper, 1973; Smedes, 1973; Martin et aI., 1999). The Butte Quartz 
Monzonite is coarse-grained and compositionally uniform throughout the Butte 
district. Plagioclase, quartz, potassium feldspar, biotite, hornblende, magnetite, and 
titanite are the principal minerals of  the Butte Quartz Monzonite (Smedes, 1977). 
Table 1 shows the bulk composition of fresh Butte Quartz Monzonite from the 
Butte district. Alteration, mineralization, and metal enrichment in the Butte district 
are associated with vein sets of  different ages and orientations through which 
hydrothermal fluids flowed. Ore minerals occur in either the veins or in the 
surrounding alteration envelope (Sales and Meyer, 1948; Sales and Meyer, 1949; 
Meyer et aI., 1968). An early porphyry Cu-Mo "pre-Main Stage" is followed by the 
Butte "Main Stage" of  large, through-going fissure-veins containing Cu-Fe-Zn-Pb­
As-Ag-Mn mineralization (Meyer et aI.,  1968). 50 
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Figure Ill.l. Generalized geologic map ofthe Butte District (compilation of 
Houston, 1999, with geology from Proffett, 1973; Houston, 1999; G.H. Burns and 
others ofthe Anaconda company). The Butte district lies in southwestern Montana 
within a series of  plutons that together form the 74 to 78 Ma Boulder Batholith. 
The 76 Ma old Butte Quartz Monzonite (BQM) is the volumetrically largest 
intrusion ofthe Boulder Batholith and is host ofthe mineralization at Butte. The 
BQM is coarse grained and has a uniform mineralogy ofplagioclase, quartz, 
potassium feldspar, biotite, hornblende, magnetite, and titanite. The BQM is cut by 
aplite, granoaplite, and pegmatite (a) dikes and sills, and by quartz porphyry dikes 
that are in turn cut by mineralized veins Post dating the ores are rhyodacite and 
rhyolite dikes (Ti), Lowland Creek Volcanics (LCV), clastic sediments (Ts), and 
alluvian (Qal). Early porphyry Cu-Mo mineralization is being exploited in the 
Continental Pit and underlies the Berkeley Pit at 1000 m below the surface, 
Younger, Main Stage Cu-As-Zn-Pb-Ag veins (plotted) were mined in the Berkeley 
Pit area, and to the west and northwest. 51 
Oxide  wt% 
Si02  64.92 
Ab0 3  15.46 
Fe203  1.81 
FeO  2.70 
MgO  2.05 
CaO  4.24 
Na20  3.06 
K20  3.94 
Ti02  0.53 
P20S  0.18 
MnO  0.09 
H2O+  0.59 
H2O- 0.12 
CO2  0.06 
BaO  0.09 
S03  0.05 
Table 111.1. Chemical Composition of  the Butte Quartz Monzonite (Analysis after 
Smedes, 1973) 
111.3.2 Hydrothermal Systems and Alteration Assemblages 
High-temperature hydrothermal fluids were introduced into fractures within 
the Butte Quartz Monzonite where they chemically altered the fresh rock to form 
alteration envelopes (Meyer et aI., 1968; Brimhall, 1977). Two hydrothermal 
events can be distinguished at Butte: an early "pre-Main Stage" event and a late 
"Main Stage" event, possibly similar in age or more likely separated by as much as 
12 Ma (Meyer et aI., 1968; Martin et aI., 1999; Snee et aI., 1999). 
The pre-Main Stage mineralization is composed of  three principal substages 
distinguished by vein cutting relations and distinct alteration. From early to late --------------------------------------------------------------
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these stages are: (l) eu-bearing veinlets with biotitic alteration envelopes, (2) 
quartz-molybdenite veinlets, largely lacking alteration, and (3) pyrite-quartz 
veinlets with envelopes of sericitic alteration. The early biotitic or K-silicate 
alteration is centered in the district on a series of  biotite breccias and 
contemporaneous quartz-porphyry dikes that cut the Butte Quartz Monzonite 
(Meyer et aI.,  1968). The "early dark micaceous" veinlets are less than 3 cm wide 
with alteration envelopes that are 1 to 30 cm wide (Brimhall, 1977). The alteration 
halos on these vein1ets consist of  alkali feldspar, quartz, muscovite, anhydrite, 
andalusite, biotite, corundum, pyrite, chalcopyrite, and magnetite (e.g., Brimhall, 
1977). 
The sericitic alteration bordering the pyrite-quartz veins of  the third 
substage is the subject of  modeling presented in this paper. Such alteration is also 
typical for many other porphyry deposits around the world (c.f., Lowell and 
Guilbert, 1970; Gustafson and Hunt, 1975; Dilles and Einaudi, 1992). This Butte 
pre-Main Stage sericitic alteration is characterized by two different mineral 
assemblages (Reed, 1979). The innermost zone  (~ 1  cm wide) is gray sericitic, 
wherein all feldspar, biotite, and amphibole of  the Butte Quartz Monzonite has 
been altered to muscovite, quartz, and pyrite. The outer zone (~0.5 cm wide) 
contains sericite with remnant biotite, wherein feldspar and amphibole are altered 
to sericite, quartz, and pyrite, but much of  the primary biotite remains. In most 
sericitic samples in the Butte district, the paired alteration envelopes are developed 
in Butte Quartz Monzonite in which hornblende was previously altered to biotite 53 
during the early K -silicate alteration stage. A typical example of  a pyrite-quartz 
vein with gray sericitic and sericite with remnant biotite zones is shown in Figure 2. 
The Main Stage hydrothermal event produced the low-temperature sericite­
kaolinite-montmorillonite alteration described by Meyer et ai. (1968). Brimhall 
(1979; 1980) and Brimhall and Ghiorso (1983) proposed that input of  new 
magmatic fluids leached pre-Main Stage copper and formed the extensive Main 
Stage copper mineralization. The Main Stage alteration selvages can be more than 
one meter wide and are typically zoned from local inner advanced argillic zones 
(quartz, sericite, dickite, alunite, kaolinite or pyrophyllite) to a prominent "white" 
sericite zone to outer zones where kaolinite and montmorillonite have replaced 
igneous plagioclase (Meyer et aI., 1968). 
Oxygen and hydrogen isotope evidence indicates a large meteoric 
component in the Main Stage fluids (Sheppard and Taylor, 1974), but recent 
studies show that magmatic fluids dominated the fluids that formed the gray 
sericitic alteration (Zhang et aI., 1999). The salinities ofthe fluids ofthe sericitic 
pre-Main Stage alteration are approximately 1 to 2 wt. % NaCI (R.1. Bodnar, pers. 
comm., 1996). Limited fluid inclusion data from quartz samples from the pre-Main 
Stage veins indicate temperatures of 350°C to 400°C and pressures of  less than 100 
MPa for the gray sericitic alteration (Oregon Butte Research Group, unpublished 
data). Petrological studies (Roberts, 1975; Brimhall, 1977) indicate temperatures of 
650 ± 50°C for the earlier pre-Main Stage types. Sulfur isotope equilibrium 
temperatures also suggest temperatures of  550 - 600°C (Zhang et aI., 1999). 54 
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Figure 111.2. Hydrothermal alteration sample from drill core 11148 at 984.5 ft 
depth showing the zonation ofthe sericitic pre-Main Stage alteration halos from the 
fracture into the matrix. Early K-silicate alteration has altered the hornblende of  the 
Butte Quartz Monzonite (BQM) to secondary biotite. Younger hydrothermal fluids 
have altered the plagioclase in the BQM to montmorillonite. Note that the selvages 
parallel the vein and imply that diffusion occurred perpendicular to the vein 
channel. A 0.4 cm wide gray sericitic alteration zone (GS) is located adjacent to the 
quartz and pyrite vein (0.2 cm wide) and is characterized by alteration of  feldspar, 
primary and secondary biotite to sericite, quartz, and pyrite. Minor amounts of 
anhydrite, epidote, and carbonates are rarely found in the gray sericitic alteration. 
The sericite with remnant biotite zone (SBr) (0.3 cm in width) is characterized by 
the occurrence of  fresh biotite (black flakes in this sample), whereas feldspar of  the 
BQM are still altered to sericite and quartz. The major disseminated sulfide in both 
sericitic zones is pyrite. The occurrence of  fresh plagioclase marks the onset of 
unaltered BQM. Note the simple fractures (single breakage events) in the upper 
left, approximately 0.2 mm in width. These may record the aperture of  the fracture 
while open to fluid flow. Mineral abbreviations are: ser, sericite; qtz, quartz; py, 
pyrite; an, anhydrite; carb, carbonate; ep, epidote; ksp, potassium feldspar; plag, 
plagioclase; mont, montmorillonite; bt, biotite. 55 
For the pre-Main Stage and Main Stage events, respectively, Brimhall 
(1977) and Meyer et ai. (1968) have discussed the diffusive transport of  acidic 
high-temperature fluids perpendicular to the vein into the Butte Quartz Monzonite. 
The pH of  the fluid increases along the diffusion path and a variety of  alteration 
envelopes is formed parallel to the fracture, representing different stages of 
equilibrium mineral assemblages formed by interaction of  the rock with the fluid, 
where the chemical composition of  both the fluid and rock change with distance 
from the vein due to fluid-mineral reactions (Meyer et aI.,  1968; Brimhall, 1977). 
111.4 Physical and Chemical Model of Hydrothermal Alteration Perpendicular 
to a Vein 
The following physical model, which is similar to the one discussed by 
Reed (1997) and Steefel and Lichtner (1994; 1998b), is employed to simulate the 
evolution of  the sericitic pre-Main Stage alteration zones. A low-permeability rock 
matrix borders a thin, single fracture (Fig. 3). The fracture represents what was 
once a two-dimensional fracture or vein channel that is now a mineral-filled 
veinlet, i.e., pyrite-quartz veinlets in the case of  the gray sericite alteration. The 
width of  the fracture when open is difficult to estimate, because open space is not 
preserved, but simple fractures are typically less than 0.5 mm wide (c.f., Fig. 2). 
Most veinlets record multiple fracture and vein-filling events to produce veinlets 
that are 1 mm to 2 cm wide. 56 
Figure 111.3. Schematic representation of  the physical model used in the 
simulations. A discrete fracture is bordered by a low permeability matrix. 
Advection and dispersion transport solutes in the fracture, but for our purpose 
concentrations are considered to be constant in the fracture. Diffusion occurs 
between the fracture and the matrix. The system is isothermal. Fracture and matrix 
are fluid saturated. The composition ofthe pore fluid is initially in equilibrium with 
the host rock. A fluid at the inlet with fixed chemical composition represents the 
hydrothermal fluid. 57 
Fracture and pore space within the rock matrix are saturated with a single 
aqueous fluid. The initial pore fluid in the fracture and the matrix is in equilibrium 
with the host rock (i.e., the Butte Quartz Monzonite). Because the rate of 
conduction of  heat into the rock matrix perpendicular to the fracture is about four 
orders of  magnitude faster than the diffusive transport of  the hydrothermal fluid 
(e.g., Domenico and Schwartz, 1990), it is assumed that once a small volume of 
fluid has interacted with the rock, the system can be treated under isothermal 
conditions during the development of  the alteration selvages. Fluid flow within the 
fracture is at steady state. Solute transport occurs within the fracture by advection 
and dispersion, but for our purposes, concentrations in the fracture are assumed to 
be constant. Due to the low permeability of  the rock matrix, solute transport 
between fracture and matrix is governed by diffusion only. Constant-concentration 
(Dirichlet) boundary conditions are employed for the far field deep in the matrix, 
and it is assumed that fracture spacing is sufficiently large for this to be reasonable. 
The concentrations of  the initial pore fluid are employed as the constant­
concentration boundary conditions. In the one-dimensional model presented here, a 
fixed hydrothermal fluid is assumed at the inlet of  the fracture and implements a 
boundary condition of  constant fluid composition in the fracture at all times. This 
assumption provides and end-member model for the two-dimensional case where 
fluid advects through the fracture; the constant fluid composition in the fracture 58 
corresponds to water-rock ratios of  infinity or to advection rates of  more than 
1.0xl0
5 times the diffusion rates. In the model, chemical reactions occur within the 
matrix. 
111.5 Governing Equations 
III 5.1 Formulation for Multi-Component Diffusion and Reaction 
The physics of solute transport in fractured networks are described by two 
flow continua (e.g., Neretnieks, 1980; Neretnieks and Rasmuson, 1984; Moreno et 
aI., 1985; Moreno et aI.,  1988). The first continuum is the fracture itself, where 
advection and dispersion are the governing transport processes. For our purposes, 
the fracture continuum is considered to have constant chemical concentration. The 
second continuum is the rock matrix adjacent to the fracture, where diffusion is 
dominant. 
Consider the one-dimensional case where x is the direction perpendicular to 
a planar fracture. The mass balance equation for diffusive transport and reaction of 
multiple chemical components in the aqueous fluid and the rock matrix is (e.g., 
Lichtner, 1991) 
aC
III 
-C a  III  a(  J  N"  =- D  -'- - v  r  -
N, v  r  (i =1,...N c )  (1) '  a  px  a  Llaa  L,SI at  X  X  a=!  s=! 
where em is the concentration of  a single aqueous species i of  Nc total aqueous 
species at any location x in matrix m. The pore diffusivity is Dp; the stoichiometric 
reaction coefficient is Via; the reaction rate for the formation of  an aqueous complex 59 
a is ra; the stoichiometric reaction coefficient and reaction rate for the formation of 
a mineral s are Vis and rs, respectively. The sums of  the reaction terms Viara and visrs 
are the source-sink terms for aqueous complexation and fluid-mineral interaction, 
respectively. Note that the (-) sign in the terms 1:viara and 1:visrs in (1) means that 
aqueous complexes and minerals, respectively, are formed and the terms act as 
sinks to the aqueous species. 
Changes in the porosity ¢affect the pore diffusivities Dp due to variations in 
the restrictivity and tortuosity ofthe pore space (e.g., Van Barkel and Hertjes, 
1974; Ohlsson and Neretnieks, 1995; Cussler, 1996). A best fit through porosity 
and diffusivity data from low-porosity crystalline rocks from Sweden (Ohlsson and 
Neretnieks, 1995) gives the following relation which allows the calculation ofthe 
feedback between changes in porosity and pore diffusivity due to precipitation or 
dissolution of  minerals (Geiger, 2000) 
D  = D  1 47A.°.
72  (2) p  aq'  'f' 
The aqueous diffusivity Daq of  a single solute can be calculated from the 
Stokes-Einstein relation for the given temperatures and pressures (Cussler, 1996). 
Since solutes in a multi-component solution interact with each other due to 
gradients in the chemical and electrical potential, the diffusivity of  a single aqueous 
species is the result of  the response of  this species to the chemical gradients of all 
other solutes present (e.g., Lichtner, 1996; Oelkers, 1996). One would need to 
calculate a matrix of  Nc by Nc to calculate the effect of  each ionic species on the 
diffusivities of  each other species so as to determine each individual diffusion -----------
60 
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coefficient correctly (e.g., Lichtner, 1996; Oelkers, 1996). A simplified approach 
discussed by Desilets et al. (1997), in which a bulk diffusivity for all aqueous 
species can be approximated by the harmonic mean of  all individual diffusivities, 
was used in the simulations. 
III.5.2 Formulation/or Aqueous and Mineral Reactions 
The reaction terms in equation (1) are solved by a fully kinetic formulation 
that has been applied to calculate aqueous and mineral reactions. This allows 
calculation of  reactions within a mixed kinetic-equilibrium system, i.e., accounting 
for fast reactions near equilibrium and slow reactions far from equilibrium (Steefel 
and MacQuarrie, 1996). From the principle of  detailed balancing (Lasaga, 1984) it 
follows (Steefel and MacQuarrie, 1996) that an elementary chemical reaction 
A+B¢:::>C  (3) 
can be expressed in terms of  its forward rate kj  and its backward rate kb as 
d[A] =-k [AlB] + k  [C]  (4) dt  f  h 
kjand kb balance at equilibrium such that 
(5) 

where Keq is the equilibrium constant for each reaction. Individual equilibrium 
constants are taken from the thermodynamic database Soltherm.HIP (Reed and 
Palandri, 1999). This results in a system of  ordinary differential equations for all 61 
chemical reactions occurring during hydrothermal alteration. Rearranging terms in 
equations (4) and (5) also gives the rate expression for mineral precipitation and 
dissolution in terms of  the ion activity product Q(Aagaard and Helgeson, 1982; 
Lasaga, 1984) 
d[A]=_k  [AlB] (I-H  K-
1J=k  [AIB"U1-QK-
1
)  (6)
dt  f  [AXB]  eq  f  J\  eq 
However, since forward rates for mineral precipitation and dissolution are 
not known at the temperatures of interest at Butte, k f has been used as a progress 
variable. The value of  the progress variable is determined by the stoichometry of 
the reaction, i.e., it is 1 if  only one mole of  the particular species reacts and is e.g., 
2 if  two moles of  the particular species react (Helgeson, 1979). The backward 
reaction rate, kb, can then be calculated as kb  = kf IKeq.  Since the reaction fronts in 
the observed mineral assemblages in the sericitic alteration at Butte are sharp and 
narrow (Reed, 1979), fluid-mineral reactions are transport-limited which implies 
that the chemical reactions are occurring at a rate that is fast relative to the rate of 
diffusive transport (c.f., Lichtner, 1991). Speciation calculations are therefore 
carried out for a long time-step (i.e., until equilibrium). 
Precipitation and dissolution of  minerals lead to changes in the mass Ms and 
therefore to modifications of  the porosity ¢.  The porosity is directly calculated from 
the changes in the mineral mass via the conservation of  volumes 
(7) 
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where IM/(PsVloJ is the sum ofall individual mineral masses Ms over the 
according density of  the minerals Ps and the total volume occupied by solids and 
fluid  VIOl. 
From an analysis of  the quasi-stationary state approximation (Lichtner, 
1988; 1991), it follows that the initial mineral mass Msoo can be scaled by a factor F 
less than one to simulate reactive transport efficiently for geologic times (Geiger, 
2000). In the results of  a reactive transport simulation using scaled mineral masses, 
time must then be scaled by a factor F* which is a function of  F and the porosity cp. 
This follows from the fact that a smaller mass of  a mineral has a faster-moving 
reaction front than a large mass of  the same mineral. The composition of  the fluid, 
however, is independent of  the mass of  the mineral as long as the mineral is 
saturated with respect to the fluid (c.f., Reed, 1998). See Lichtner (1988) and 
Geiger (2000) for a discussion of  the details on the properties of scaling the initial 
mineral mass. 
III. 5. 3 Numerical Solution ofthe Governing Equations 
The computer code CSP3D3.0 (Matthai and Roberts, 1999) was applied to 
simulate solute transport and water-rock interactions. CSP3D3.0 solves the 
transport equations by the finite element method in two dimensions, whereas the 
system of  ordinary differential equations for the chemical reactions is solved with 
standard solver for ordinary differential equations. Chemical reactions and transport 63 
equations are coupled in CSP3D3.0 via the sequential iterative approach (Yeh and 
Tripathi, 1989; Yeh and Tripathi, 1991; Zysset et ai., 1994). In the sequential 
iterative approach, the reactive transport equation is alternately solved first for the 
transport term and then for the reaction term. After every reaction step, a new 
porosity for the system is calculated from the changes in the mineral volumes after 
every reaction step, and the pore diffusivity is then updated accordingly and fed 
into the next transport step. 
The finite-element mesh was generated dynamically and is finer close to the 
fracture «  0.3 cm grid-spacing) and coarser deep in the matrix (> 0.3 cm grid­
spacing). This grants a detailed simulation of  the advance of  reaction fronts close to 
the fracture where several reaction fronts form, but also yields a time-efficient 
simulation by reducing the number of  finite elements deep in the matrix where the 
fluid is largely in equilibrium with the rock and no reaction fronts form. The time­
step is 63072.0 seconds, which together with the grid-spacing and the calculated 
pore diffusivity, Dp , yields a diffusion number ND less than one and therefore 
accounts for numerical stability in the simulations (Steefel and MacQuarrie, 1996). 64 
111.6 Modeling Parameters, Initial Conditions, and Chemical Reactions 
III. 6.1 Mineralogy ofthe Butte Quartz Monzonite and Pore Fluid Composition 
Several assumptions are made in the model to efficiently simulate reactive 
transport during hydrothermal alteration. First, it is assumed that the system is 
isothermal (see above), i.e., the rock has the same pressure and temperature as the 
input hydrothermal fluid. The Butte Quartz Monzonite is initially in equilibrium 
with a pore fluid at the temperature and pressure for the gray sericitic alteration. 
We used the water-rock reaction code CHILLER (Reed, 1998) to calculate the 
mineral assemblage representing the Butte Quartz Monzonite at 400°C and 100 
MPa from its oxide composition (Table 1). 
Solid solution is not allowed by the calculations. Quartz, microcline, 
anorthite, albite, annite, tremolite, magnetite, and daphnite comprise a hypothetical 
stable mineral assemblage making a rock whose composition matches the Butte 
Quartz Monzonite at 400°C and 100 MPa (Table 2). 
Tremolite is the Ca-Mg-amphibole end-member. Annite is the Fe-biotite 
end-member, and daphnite is the Fe-chlorite. We neglected the oxides Ti02, P20 S, 
CO2, BaO, and S03 in this process, since their concentrations are small «  0.6 wt. 
%) and do not have a significant influence on the alteration process but complicate 
the numerical solution ofthe alteration reactions. The calculated mineral 
assemblage in equilibrium with the pore fluid composition is listed in Table 3. 
Mineral assemblage and pore fluid compositions comprise the initial condition and 65 
Mineral  Moles
l  wt% 
Quartz  2714.8  20.78 
Microcline  608.4  21.57 
Anorthite  442.0  15.62 
Albite  790.0  26.47 
Annite  60.8  3.96 
Tremolite  81.4  8.42 
Magnetite  90.8  2.68 
Daphnite  5.5  0.50 
Table 111.2. Calculated Mineral Assemblage of  the Butte Quartz Monzonite. 
IMoles ofmineral in equilibrium with one kg pore fluid at 400°C and 100 MPa 
the far-field Dirichlet boundary condition in the model. The initial mineral mass 
Ms00 of  each mineral has been scaled by a factor F = 1.0x10-
3
. In the results, time 
has been scaled by the factor F *(F, ~) =  168 while the distance remained 
unchanged. The following results show the true mineral masses that were back-
calculated from the scaled mineral masses used in the numerical simulations. 66 
III. 6.2 Hydrothermal Fluid Composition 
Although one of  the goals of  this study is to calculate an approximate 
composition ofthe hydrothermal fluid that could have formed the alteration 
assemblages, a first approximation of its composition is needed as a boundary 
condition. Since the composition of  the hydrothermal fluid at Butte is not known, 
we used the composition of  the fluids estimated for the hydrothermal system of 
Summitville, Colorado, which approximately represents a fluid ofmagmatic 
composition typical for porphyry systems (Getahun, 1994). The composition ofthe 
Summitville fluids was recalculated for aqueous species at 400°C and in 
equilibrium with quartz (Table 3). The fluid is oxidizing, has a pH of 1.3 and a 
salinity of 2.2 wt. % NaCl. - -- - -~  - - -~----------
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Rock  Inlet Fluid 
Species  Pore Fluid
l  Summitville2  Adjusted Fluid3 
cr  2.10xlO-03  2.86xlO-01  4.38xlO-01 
S042- 2.55xlO-08  2.86xlO-01  1.31xlO-10 
HC03- 2.32xlO-13  1.67x10-08  1.73xlO-08 
HS- 7.48xI0-06  1.30xlO-13  2.76xlO-07 
Si02(aq)  2.78xlO-02  2.78xlO-02  2.78xlO-02 
Ae+  3.47xlO-26  1.57x 1  0-06  1.57xlO-06 
Ca2+  7.63xlO-09  2.84xlO-05  9.70xlO-14 
M  2+  4.39xlo-11  2.83xlO-07  2.80xlO-07 
Fe~+  1.86xlO-12  9.70xlO-06  9.64xlO-06 
K+  4.78xlO-04  5.29xlO-05  5.37xlO-05 
Na+  2.83xlO-03  8.52xlO-05  8.43xlO-05 
AIOH2+  2.84xlO-18  1.38xlO-07  1.11xlO-07 
AI02(OH)(aq)  4.27xlO-06  1.24xlO-10  7.37xlO-11 
AI02- 3.73xlO-04  8.l6xlO-14  5.18xlO-14 
CO2(aq)  1.06xlO-11  1.53xlO-01  1.53xlO-01 
CaCI+  1.16xlO-09  5.94xlO-07  2.42xlO-16 
HCI(aq)  4.33xlO-09  1.02x10-0I  1.49x10-01 
FeCt  8.1 Oxl 0- 13  3.94xlO-07  4.58xlO-07 
KCI(aq)  3.24xlO-06  1.04xlO-06  1.40xlO-06 
KOH(aq)  5.09xlO-06  6.84xlO-14  6.3lxlO-14 
MgCt  3.86xlO-11  2.03xlO-08  2.34xlO-08 
NaAI02(aq)  4.77xlO-04  4.33xlO- 18  2.30xlO-18 
NaCI(aq)  4.35xlO-05  3.20xlO-06  4.17xlO-06 
NaOH(aq)  4.07xlO-05  1.26xlO-13  1.12xlO-13 
OR  5.65xlO-04  4.21xlO-09  4.49xlO-09 
H2S(aq)  1.6lxlO-05  4.9lxlO-08  9.97xlO-02 
S02(aq)  3.29xlO-11  3.78xlO-02  6.90xlO-05 
HS04- 3.l5xlO-
09  1.l6x10-
01  2.09xlO-
o7 
pH  7.4  1.3  1.3 
Salinitl  0.01  %  2.20 %  3.32 % 
Table 111.3. Fluid Composition at 400°C and 100 MPa 

I Molal concentration. Pore fluid in equilibrium with calculated mineral 

assemblage of  the Butte Quartz Monzonite (Table 2) at 0.5 percent porosity. 

2  Molal concentration. Hydrothermal fluid composition from calculations 

of  the fluids at Summitville, Colorado (Getahun, 1994). 

3  Molal Concentration. Hydrothermal Fluid composition adjusted from 

oxidizing to reducing to enhance precipitation of  pyrite. 

4 Weight percent NaCI (equivalent). 
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III. 6.3 Physical Parameters 
The values for the physical input parameters are listed in Table 4. Pressure 
and temperature for the model were taken for the gray sericitic alteration. 
Assuming that hydrothermal and pore fluid were dilute, viscosity and density 
values were extracted from Wagner and Kruse (1998) at 400°C and 100 MPa. The 
porosity of  unaltered, crystalline rocks of  granitic composition is commonly around 
0.5 percent (Ohlsson and Neretnieks, 1995). The porosity within the fracture (vein 
channel) is of  course 1.0. The initial bulk pore diffusivity was estimated as 
5.5xlO-
10 m2 S-l  from the calculated porosity and the harmonic mean of  the aqueous 
diffusivities, which were determined from the Stokes-Einstein relation (Cussler, 
1996) for all aqueous species. 
Temperature  400°C  Aqueous Diffusivityl  1.6xlO-o8 m2 S-l 
Pressure  100 MPa  Pore Diffusivityl  5.5xl0-10 m2 S-l 
3 Matrix Porosity  0.50%  Fluid Density2  693.0 kg m-
Fracture Porosity  1.00 %  Fluid Yiscosity2  8.47xl0-o5  Pa S-l 
Rock Densityl  2712.3 kg m-3  Matrix Depth  1.0m 
Table 111.4. Physical Parameters used in the Model 
1 Calculated value 
2Yalue from Wagner and Kruse (1998) 69 
Ill. 6. 4 Aqueous and Mineral Reactions 
Equilibrium constants for the chemical reactions between the aqueous 
species and the solid minerals in the gray sericitic and sericite with remnant biotite 
zones were extracted from the thermodynamic database Soltherm.HIP (Reed and 
Palandri, 1999) at 400°C and 100MPa. All reactions and their associated 
equilibrium constants are listed in Table 5. Reactions for the aqueous complexes 
included only species with concentrations higher than l.OxlO-
10 molal. Solid 
reactions were chosen for the minerals occurring in the calculated mineral 
assemblage representing the Butte Quartz Monzonite (quartz, anorthite, albite, 
plagioclase, tremolite, annite, magnetite, daphnite) and furthermore for the 
alteration products quartz, muscovite, clinozoisite, calcite, anhydrite, and pyrite 
which are observed in thin sections and core samples of  the gray sericitic and 
sericite with remnant biotite zones. 70 
Reactions for Aqueous Species  log Keq 
H20BOK+H+  -10.81 
AIOH2+ + H+ B  A13+ + H20  -1.21 
Ae+ + 2H20(aq) B  AI02-+ 4H+  -6.44 
HCIBcr+H+  -1.84 
A13+ + 2H20  B  HAI02+ 3H+  -0.82 
A13+ + 2H20  + Na+ B  NaAI02+ 4H+  -4.47 
KCIBcr+K+  -0.83 
KOHBOK+K+  -1.59 
NaCI B  cr  + Na+  -1.81 
NaOH B  OK + Na+  -1.73 
MgCt B  cr  + Mg2+  -3.22 
FeCt  B  cr  + Fe
2 
+  -3.08 
CaCI+ B  cr  + Ca2+  -2.45 
CO2+ H20  B  HC03-+ H+  -9.22 
H2S B  HS-+ H+  -7.89 
HS04- B  SO/- + H+  -6.92 
S02 + H20  = 1.75H+ + 0.75 SO/- + 0.25HS- -9.92 
Reactions between Minerals and Aqueous Species  I 
Quartz B  Si02(aq)  -1.56 
Microcline + 4H+ B  K+ + Ae+ + 3Si02(aq) + 2H20(aq)  -5.31 
Albite + 4H+ B  Na+ + Ae+ + 3Si02(aq) + 2H20(aq)  -4.53 
Anorthite + 8H+ B  Ca2+ + 2Ae+ + 2Si02(aq) + 4H20(aq)  -6.12 
Annite + 10H+ B  K+ + 3Fe2+ + 3Si02(aq) + 6H20(aq)  2.13 
Tremolite + 14H+ B  2Ca2+ + 5Mg2+ + 8Si02(aq) + 8H20(aq)  18.95 
Magnetite + S02(aq) + 4H+ B  3Fe2+ + 2H20(aq) + SO/­ -5.06 
Daphnite + 16H+ ~ 5Fe2++ 2A13++ 3Si02(aq) + 12H20(aq)  -1.39 
Muscovite + 10H+ B  K+ + 3A1
3+ + 3Si02(aq) + 6H20(aq)  -14.02 
Clinozoisite + 13H+ B  2Ca2+ + 3A13+ + 3Si02(aq) + 7H20(aq)  -6.09 
Calcite + H+ B  Ca2++ HC03- -2.60 
Anhydrite + H+ B  Ca2+ + HS04- -3.73 
Pyrite + H20(aq) B  Fe2++ 1.75HS- + 0.25H+ + 0.25 SO/- -18.76 
Table 111.5. Reactions and Equilibrium Constants used in the Calculations. Data 

from Soltherm.HIP (Reed and Palandri, 1999) at 400°C and 100 MPa. 

I Species with charges are aqueous species. 
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111.7 Results with the Summitville Fluid 
III 7.1  Mineral Mass Profiles 
Graphs that depict cross sections of  the calculated mineral assemblages after 
25 years through the diffusion halo perpendicular to the fracture are shown in 
Figure 4. The simulations with the Summitville fluid composition show a 
successive dissolution of  the minerals composing the Butte Quartz Monzonite. In 
other words, the locations of  the reaction fronts are different for each mineral. 
Albite and microcline were completely dissolved along the fracture and their 
dissolution fronts have advanced about 2.0 cm into the rock matrix (Fig. 4a). Albite 
dissolved at a slightly higher rate than microcline, since the initial mass of  albite 
was higher than the initial mass of  microcline. Smaller amounts of  albite were re­
precipitated close to the fracture near the location where H+ was being consumed 
by the dissolution of  anorthite. Apparently, Na  + produced by the dissolution of 
albite diffused down a concentration gradient into the fracture, and where the 
activities of  A1
3 
+ and Si02(aq) were high due to the dissolution of  anorthite, the 
solubility of  albite was exceeded so that albite precipitated. Muscovite almost 
entirely replaces microcline along the fracture (Fig. 4b). Anorthite was surprisingly 
more stable than the potassium and sodium feldspar end-members, and after 25 
years about 15 moles of  its initial mineral mass were still present close to the 
fracture (Fig. 4a). The reaction front oftremolite has advanced about 0.7 cm into 
the matrix (Fig. 4a). The dissolution oftremolite is a function of  the activity ratio of 72 
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Figure 111.4. Masses of  the primary (a) and secondary minerals (b) after 25 years. 
The plots show cross sections perpendicular to the fracture through the mineral 
assemblages. The Summitville Fluid composition (Table 3) was used as the input 
for the hydrothermal fluid. Note that the mass of  quartz is scaled in the plot by a 
factor 0.1. 73 
Ca2+/(H+i and is stable where this ratio is high. Therefore, where dissolution of 
anorthite takes place and raises the Ca2+/(H+i ratio, tremolite is stabilized. The 
anorthite dissolution front therefore corresponds closely with the tremolite reaction 
front (Fig. 4a). Anorthite was completely dissolved along the fracture after about 
30 years. The calcium set free by the dissolution of  anorthite and tremolite was 
precipitated as anhydrite, but no clinozoisite or calcite were precipitated (Fig. 4b). 
The Fe-biotite annite was also completely dissolved along the fracture. However, 
the annite reaction front trailed all other mineral dissolution fronts and is closest to 
the fracture (Fig. 4a). Its reaction front advanced about 0.6 cm into the matrix, and 
the edge of  the annite front is the mineralogic transition that marks the boundary 
from the gray sericitic zone to the sericite with remnant biotite zone in natural 
samples from Butte (Fig. 2). The dissolution of  microcline and magnetite caused 
the activity ratios ofK+/H+ and the Fe2+/(H+)2, respectively, to increase, which 
stabilizes annite. The silica set free by the dissolution of  feldspars, biotite, and 
amphibole directly precipitated as quartz (Fig. 4a). The mass of  quartz decreased 
with increasing distance into the matrix. The Fe-chlorite daphnite was entirely 
stable under the present conditions and was not dissolved (Fig. 4a). Magnetite 
dissolved along the fracture and its reaction front advanced about 0.7 cm deep into 
the matrix (Fig. 4a). However, the free Fe2+(aq) released by magnetite dissolution 
did not precipitate as pyrite (Fig. 4b) since the hydrothermal fluid was oxidizing 
and lacked sulfide (H2S, HS-) for the pyrite precipitation. Approximately 10 moles 74 
of  magnetite were re-precipitated about 1.5 cm into the matrix at a position just 
outside the annite dissolution front. 
The concentration profile of  the hydrogen ion shows a decrease in 
concentration from the fracture into the matrix. The hydrogen ion concentration is 
very sensitive to the mineral assemblage at different locations in the rock, and 
kinks in the slope of  the concentration profile are related to the successive edges of 
mineral reaction fronts (Fig. 4a). 
The mineral reaction fronts observed in samples of  the gray sericitic and 
sericite with remnant biotite alteration are always sharp and narrow (Reed, 1979). 
This observation leads to the assumption that the mineral-fluid reactions are 
transport-limited rather than surface-limited (Lichtner, 1991). All simulated 
reaction fronts, however, display widths that are broader than expected, i.e., the 
mineral masses increase gradually into the matrix in the case of a dissolution front 
and decrease in the case of  a precipitation front (Fig. 4). This "stretching" of  a 
mineral reaction front is caused by the decoupling of  the reaction step and transport 
step in the sequential iterative method. Decoupling of  the reaction and transport 
step allows diffusion of  aqueous species in the rock matrix before the first reaction 
step. The fluid is therefore at different stages of  disequilibrium with the host rock, 
yielding different amounts of  dissolved and precipitated minerals. An infinitely 
small time-step would yield sharp reaction zones with zero thickness (Geiger, 
2000). Increasing the calculation time allowed for every reaction step within the 75 
ordinary differential equation solver to a very large time, i.e., finding the 
equilibrium solution for every reaction step also increases the sharpness ofthe 
reaction fronts slightly. 
III 7.2 Comparison a/the Simulated and the Observed Mineral Assemblages 
The simulations using the composition of  the Summitville fluids (Getahun, 
1994) as the input for the hydrothermal fluid display the general trend of  the 
evolution of  the hydrothermal alteration zones after 25 years (Fig. 4a and 4b). 
Minerals dissolve and precipitate at different locations, which leads to individual 
reaction fronts for each mineral. Those reaction fronts advance at different rates 
and therefore form a distinct succession of  minerals. Most significant here is the 
fact that the annite dissolution front trails all other dissolution fronts (with the 
exception of  the anorthite front), and marks the transition from the gray sericite to 
the sericite with remnant biotite zone. 
Although the simulations with the Summitville fluids show the general 
pattern of  the development of  the alteration sequences, there are differences 
between the simulated minerals and the actual minerals observed in the alteration 
envelopes. Anorthite seems to dissolve too slowly in comparison to the other 
feldspars, while the re-precipitation of  albite has not been observed in the gray 
sericite alteration. The plagioclase dissolution front, i.e., the albite and anorthite 
fronts, should have advanced farthest into the matrix, because the occurrence of 76 
fresh plagioclase along a fracture in drill cores commonly marks the edge of 
unaltered Butte Quartz Monzonite in the sericitic pre-Main State alteration (Fig. 2). 
Pyrite does not precipitate at all in the simulations although it is the most 
significant disseminated sulfide of  the sericitic pre-Main Stage alteration. Further, 
calcite and clinozoisite also do not precipitate although they sometimes can be 
found in small quantities in the gray sericitic alteration. 
111.8 Results with a Reducing Hydrothermal Fluid 
1118.1 Adjustment a/Summitville Fluid to Improve Simulations 
The deviation of  the simulated mineral profiles (Fig. 4) from the observed 
mineral profiles (Fig. 2) of  the sericitic pre-Main Stage alteration is most likely 
caused by the use of  the Summitville hydrothermal fluid whose composition in 
some ways does not resemble the reacting fluid that has caused the gray sericitic 
and sericite with remnant biotite alteration zones. A key assumption in the model is 
that all reactions are transport-limited. This implies that small changes in the 
chemical concentration gradients between the hydrothermal and pore fluid can have 
a significant influence on the evolution of  the reaction fronts, as solutes are 
transported to and from the reaction fronts at different rates. It therefore should be 
possible to modify the Summitville hydrothermal fluid composition until a series of 
mineral assemblages are produced that resemble the observed mineral profiles. 
Therefore, we adjusted the Summitville fluid composition for a second simulation 77 
from oxidizing to reducing (i.e., by increasing sulfide to sulfate ratio at constant 
total sulfur) to enhance the precipitation ofpyrite and decrease the precipitation of 
anhydrite so as to correspond to high pyrite/anhydrite ratios in natural samples. 
Furthermore, we decreased the Ca
2 
+ concentration in the hydrothermal fluid so as 
to promote the dissolution of  tremolite and anorthite, which are not found close to 
the fracture in natural samples. 
III. 8. 2 Mineral Mass Profiles 
Mineral concentration profiles at 25 years for a simulation that uses a 
reducing hydrothermal fluid with a lower calcium concentration but unchanged pH 
(Table 3) as the input conditions are shown in Figure 5. Note that the salinity of  the 
reducing hydrothermal fluid increased to 3.32 % NaCI, because the charge balance 
of  the solution was adjusted via the concentration of Cr. 
Changing the hydrothermal fluid from oxidizing to reducing has little 
impact on the dissolution of  minerals in the Butte Quartz Monzonite, i.e., the 
pattern of successive reaction fronts remains approximately the same. Some of  the 
dissolution reactions occur at a lower rate (i.e., hydrolysis of  annite, anorthite, and 
tremolite), whereas others occur at a higher rate (i.e., hydrolysis of  albite, 
magnetite, and microcline) in comparison to the oxidizing hydrothermal fluid (c.f., 
Fig. 4 and 5). 78 
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Figure 111.5. Masses ofthe primary (a) and secondary minerals (b) after 25 years. 
The plots show cross sections perpendicular to the fracture through the mineral 
assemblages. A reducing hydrothermal with lower Ca
2 
+ concentration (Table 3) 
was used as the input for the hydrothermal fluid. Note that the mass of  quartz is 
scaled in the plot by a factor 0.1. 79 
The most significant difference caused by the change of  the hydrothermal 
fluid from oxidizing to reducing is that pyrite precipitated and anhydrite 
precipitation decreased. Up to 10 moles of  pyrite precipitated over the same 
interval in which magnetite dissolved. The reduced precipitation of  anhydrite also 
decreased the dissolution rates oftremolite and anorthite, because the Ca
2 
+ 
concentration in the fluid remained higher and stabilized anorthite and tremolite 
slightly more than under oxidizing conditions. The dissolution fronts of  albite and 
microcline advanced faster in comparison to the oxidizing fluid to a total distance 
of  2.5 cm into the matrix. About eighty percent of  anorthite was dissolved along the 
fracture. Tremolite is completely dissolved along the fracture after 25 years (Fig. 
5a). The dissolution of  annite also occurred at a lower rate under reducing 
conditions. With the exception of  daphnite, which appeared to be entirely stable, 
annite is still the mineral that reacted at the lowest rate and was present closest to 
the fracture. There was still about  10 percent ofthe initial mass of  annite present 
along the fracture so that an inner gray sericitic envelope without biotite is not 
simulated after 25 years (Fig. 5a). Magnetite dissolved faster under reducing 
conditions, because F  e
2 
+(aq) precipitation of  pyrite reduced the F  e
2 
+(aq) 
concentration of  the fluid, which acts to destabilize magnetite. The magnetite 
dissolution front advanced about 2.0 cm into the matrix. Owing to the formation of 
pyrite, the amount ofre-precipitated magnetite decreased (Fig. 5a) in comparison to 
the oxidizing fluid (Fig. 4a). 80 
III  8. 3 Changes in Porosity and Diffusivity 
The feedback between mineral reactions and solute transport is of  key 
interest during reactive transport. Precipitation and dissolution ofminerals will 
change the porosity of  the wall-rock, which may lead to gradients in the pore 
diffusivity ifthe porosity changes are large enough. Simulations using the 
Summitville fluid adjusted to reducing conditions yield a small porosity gradient 
perpendicular to the fracture (Fig. 6). The simulated hydrothermal alteration of  the 
Butte Quartz Monzonite causes only a slight increase in porosity during sericitic 
alteration. The precipitation of  quartz and muscovite counterbalance the dissolution 
of  feldspar and other minerals and keeps the porosity from changing very much. 
After 30 years, the porosity increased from its initial value of 0.50 to 0.60 percent 
(note that the values are rounded to the first digit). Since diffusivities change the 
porosity to the 0.72 power (Equation 2), the diffusivity increases from its initial 
value of  5.54xl  0-
10 m
2 
S-l to 6.09 xlO-
1O m
2 
S-l. 81 
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Figure 111.6. Temporal development of  the porosity perpendicular to the fracture 
due to hydrothermal alteration. The porosity increases only slightly from its 
original value of 0.50 % to 0.60 % after 30 years. Note that the values are rounded 
to the first digit in the text. Porosity increases slightly, despite precipitation of  new 
alteration minerals, because original rock minerals are removed in slightly greater 
volumetric amounts. Since diffusivity changes only to the 0.72 power of  porosity, 
the diffusivities change little (less than 10 %) and solute transport is not 
significantly affected by hydrothermal alteration. Note that the oscillations in the 
porosity values are due to a minor numerical error. Porosities are calculated for 
every node and mineral assemblages change slightly from node to node. A three­
point moving average was used to smooth the largest oscillations in this plot. 82 
III.9 Discussion 
III. 9. I General Features 
The simulations using a reducing version of  the Summitville fluid 
composition form a succession of  mineral reaction fronts that are similar to the 
observed zonation from inner gray sericitic to outer sericite with remnant biotite 
alteration zones (Fig. 5). The fluid, thus, is a first order approach to the actual 
composition of  the Butte hydrothermal fluid. The fluid was highly acidic, reducing, 
sulfide-rich, and low salinity, which appears to be in good agreement with the 
limited fluid inclusion data available for the sericitic alteration zone. It should be 
clearly stated that this simulated fluid composition is not entirely representative of 
the Butte hydrothermal fluid and rather yields a crude idea of  the general properties 
of  the hydrothermal fluid. Distinct values for the concentration of  each individual 
species are almost impossible to calculate, since activity coefficients of  the aqueous 
species are not well known at 400DC, and relatively small changes in the chemical 
concentration of  aqueous species may have significant impacts on the types of 
chemical reactions and their positions. 
The simulated hydrothermal alteration assemblages are characterized by a 
sequence of  mineral reaction fronts. The location of  each individual reaction front 
is dependent on two factors. First, the increase in pH ofthe fluid with distance into 
the matrix forms a distinct pattern of  mineral dissolution and precipitation fronts 
because hydrolysis fluid-mineral reactions are pH-sensitive. Secondly, hydrolysis 83 
of  minerals also produces increased concentrations of  other aqueous species and 
imposes concentration gradients of  these species on the solution. The movement of 
mineral reaction fronts is therefore not only pH-dependent, but driven by the 
concentrations of  other species (Lichtner, 1988; 1991). 
III. 9. 2 Comparison with Natural Zoned Envelopes at Butte 
Within the simulated reaction pattern (Fig. 5), microcline is the mineral 
reacting at the highest rate. This is problematic because the occurrence of 
plagioclase marks the edge of  fresh Butte Quartz Monzonite. The problem of  the 
slow dissolution of  anorthite and albite relative to microcline might be owing to the 
lack of  inclusion of solid solution in the simulations. Simulations are carried out for 
feldspar, biotite, and amphibole end-members, which could disturb the dissolution 
and precipitation pattern. The lack of solid solution most notably has an impact on 
the dissolution of  plagioclase, which occurs in the Butte Quartz Monzonite as a 
solution of  albite and anorthite rather than the two individual end-members. The 
actual rate ofplagioclase dissolution is therefore a combination of  the simulated 
albite and anorthite dissolution reaction rates (C.1. Steefel, pers. comm., 1999). 
Solid solutions of  minerals, however, are always thermodynamically more stable 
than a mixture of  their end-members. The true plagioclase dissolution front would 
therefore trail the modeled microcline front. Increasing the pH and further 
decreasing the Ca
2 
+ activity of  the hydrothermal fluid barely enhances the 84 
dissolution of  anorthite. This suggests that the thermodynamic data for the 
dissolution reaction ofanorthite might be inaccurate. A faster dissolution of 
anorthite would yield faster dissolution of  plagioclase as a solid solution relative to 
microcline. 
The dissolution of  feldspars causes precipitation of  muscovite, quartz, and 
anhydrite. The reaction rates of  those alteration products are strongly coupled to the 
dissolution of  micro  cline, albite, and anorthite. The hydrolysis oftremolite occurs 
at a lower rate. The dissolution of  anorthite fixes the Ca
2+ to H+ activity ratio in the 
fluid and stabilizes tremolite (Fig. 5). Calcium, however, does not precipitate as 
calcite or clinozoisite, despite the fact that these alteration products have been 
observed as trace to minor minerals in the sericitic pre-Main stage assemblages. It 
should be noted that anhydrite may have been partly dissolved by the later an lower 
temperature Main Stage fluids. Therefore, consistent with the retrograde solubility 
of anhydrite below temperatures of  375°C (Blount and Dickson, 1968), anhydrite 
concentration may be artificially low in the observed alteration assemblage at Butte 
in comparison to the simulated assemblage. 
Magnetite dissolution is closely related to the precipitation of  pyrite under 
reducing conditions because it supplies Fe
2+(aq). Additionally, the Fe
2\aq) 
released by the dissolution of  magnetite tends to stabilize the Fe-biotite annite. The 
dissolution of  annite is also reduced by the addition of  K+ to the fluid via the 
dissolution of  microcline. Hence, the annite reaction front trails all other dissolution 
fronts and marks the transition from the gray sericitic to the sericite with remnant --- -~  ----------------------------------------
85 
biotite zone (Fig. 5). The simulations therefore predict the observed alteration 
assemblages ofthe sericitic pre-Main Stage alteration, where muscovite, quartz, 
and pyrite (± anhydrite) can be found closest to the fracture. Since the annite 
dissolution front trails all other reaction fronts, biotite is the first mineral of  the 
Butte Quartz Monzonite that can be found in the matrix. Muscovite, quartz, and 
pyrite, however, completely replace all feldspars and amphiboles in the inner 
selvage where biotite is remnant consistent with both natural observations and 
simulations (Fig. 2). 
Simulations imply that the pattern of  reaction fronts is fully established after 
approximately 30 years when the annite dissolution front starts to advance from the 
fracture into the matrix and the gray sericitic alteration zone is completely 
developed. The simulated time necessary to fully develop the sericitic pre-Main 
Stage alteration can vary for three reasons (Geiger, 2000). Two reasons are related 
to numerical approximations in the simulations due to the decoupling of  the 
reaction and transport step in the sequential iterative method. First, the time­
stepping chosen in the simulations influences the time necessary to dissolve a 
mineral. Secondly, mineral mass scaling influences the time to dissolve a mineral. 
Finally, the initial composition ofthe hydrothermal fluid, which is fixed in the 
simulations, can influence the time frame for the development of  the sericitic pre­
Main Stage alteration. The composition of  the hydrothermal fluid, most notably the 
pH, has a strong impact on the time necessary to develop the full sericitic pre-Main 
Stage alteration since mineral-reactions are transport controlled. However, those 86 
variations are not related to numerical errors and rather follow from the fact that the 
composition of  the hydrothermal fluid is only estimated and cannot be calculated 
exactly. The time necessary to fully develop the sericitic pre-Main Stage alteration 
therefore cannot be predicted exactly, but was probably less than hundred years. 
This is in good agreement with the time frame Steefel and Lichtner (1994; 1998) 
calculated for the diffusion-controlled chemical alteration along a fracture of  highly 
reactive low-temperature systems. If  the simulations could be fully carried out 
under local equilibrium conditions and with very small time-stepping and grid 
spacing, the reaction fronts would be much sharper than depicted (Geiger, 2000). 
The theoretical models of  Lichtner (1988, 1991), and Lichtner and Balashov 
(1993) have shown that the locations of  the mineral reaction fronts must remain 
constant relative to each other, once the reaction pattern has been established. 
Natural examples of  zoned mineral selvages, such as Butte, contain numerous 
examples of  concentrically zoned mineral assemblages that yield the same 
conclusion. Despite widths of selvages that vary by a factor of 10, reflecting very 
different elapsed times of  alteration, the concentric zonation sequence is always the 
same and is in the same order. Since the locations of  mineral reaction fronts move 
as the square root of  time if  diffusion is the governing solute transport process, the 
sequence of  the reaction pattern is time-independent and the reaction fronts will 
only advance deeper into the matrix with time while maintaining concentration 
positions relative to each other (Lichtner, 1991). The relative widths of  the reaction 
zones therefore remain constant. The annite dissolution front will therefore always 87 
trail all other mineral reaction fronts and constantly mark the transition from the 
gray sericitic to sericite with remnant biotite zone. Once annite is completely 
dissolved along the fracture (> 25 years), the gray sericitic alteration zone is fully 
established. Since the feldspar dissolution front that marks the edge of  the fresh 
Butte Quartz Monzonite and the annite dissolution front both advance as the square 
root of  time, the widths of  the gray sericitic and sericite with remnant biotite zones 
increase at a constant rate relative to each other. The ratio of  those two widths 
therefore remains constant. 
From the physical properties of  reactive transport in a discrete fracture, it 
follows that alteration envelopes are wedged along a fracture because diffusion of 
reactive solutes in the matrix is slower than advection of  reactive solutes in the 
fracture (Steefel and Lichtner, 1998a). It therefore follows that the thickness of  the 
alteration zones along a fracture decreases with increasing distance away from the 
hydrothermal fluid source, which eventually can lead to the pinching out ofthe 
alteration zones. 
Hydrothermal alteration of  the Butte Quartz Monzonite has only minor 
affects on the porosity of  the wall-rock because the porosity increases only from 
0.5 to 0.6 percent (Fig. 6). Three important facts deduce from this increase in 
porosity. First, there is always enough pore space to precipitate alteration minerals, 
since the porosity increases with time. Secondly, since the change in porosity is 
small and the diffusivity changes only as porosity to the power of  0.72, the gradient 
in the diffusivity perpendicular to the fracture is small and transport is virtually 88 
unaffected. Thirdly, since the porosity increases only to 0.6 percent adjacent to the 
fracture, the permeability of  the rock matrix remains very low and no significant 
fluid flow occurs within the matrix. 
111.10 Conclusions 
Using the vein geology, geochemical modeling, and reactive transport 
simulations, we were able to successfully model the development ofthe sericitic 
pre-Main Stage alteration sequences at Butte, Montana. Five conclusions come 
from this study. 
First, a reducing, low salinity hydrothermal fluid with low pH can produce 
the observed gray sericitic and sericite with remnant biotite alteration envelopes. 
Reactions between the hydrothermal fluid and the rock matrix cause the dissolution 
of  feldspars, biotite, and amphibole, which are replaced by quartz, muscovite, 
pyrite ± anhydrite. The time span necessary to completely evolve the hydrothermal 
alteration assemblage was probably less than one hundred years. 
Secondly, the evolution of  the alteration sequences is characterized by a 
succession of  individual mineral reaction fronts. The different dissolution and 
precipitation fronts advance at different rates and form a distinct pattern of 
minerals, which is purely driven by the diffusion and concentration gradients of  the 
individual aqueous species as predicted by chemical thermodynamics and diffusion 
theory. The first mineral to react is microcline at the outer edge of  the alteration 89 
zone against fresh Butte Quartz Monzonite. Plagioclase dissolves too slowly in our 
simulation, which could be due to incorrect thermodynamic data for the hydrolysis 
of  anorthite. The annite dissolution front trails all other reaction fronts and marks 
the transition from the gray sericitic to the sericite with remnant biotite alteration 
zone. An inner gray sericitic and an outer sericite with remnant biotite zone is 
therefore present at all times once the annite dissolution front starts to advance into 
the matrix. 
Thirdly, from the physical properties of  reactive transport in a discrete 
fracture, it follows that alteration envelopes along a fracture are wedged because 
diffusion of  reactive solutes in the rock matrix occurs at a lower rate than advection 
in the fracture (Steefel and Lichtner, 1998a). This can cause a decrease in the 
widths and wedging of  the alteration zones along the fracture. 
Fourthly, hydrothermal alteration has little effect on the porosity of  the 
Butte Quartz Monzonite, and the solute transport behavior is therefore not 
influenced by significant changes in the diffusivity or permeability. 
Lastly, since the sericitic pre-Main Stage alteration is common for many 
other porphyry copper deposits around the world, this study also yields insight 
about the development of  a very common type of  hydrothermal alteration. 90 
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CHAPTER IV 
CONCLUDING REMARKS 
In this thesis, a model was introduced to explain the temporal and spatial 
simulation ofthe sericitic pre-Main Stage hydrothermal alteration at Butte, 
Montana. The model included mathematical descriptions of  the physics of  multi­
component diffusion and reaction under stationary state conditions, vein geology, 
geochemical modeling, and reactive transport simulations of  a hydrothermal fluid 
diffusing into a rock matrix adjacent to a fracture and chemically altering the rock 
composition. The model successfully predicted the development of  the observed 
hydrothermal alteration at Butte, Montana. The model is also applicable to many 
other porphyry copper deposits around the world that contain alteration zones 
similar to the sericitic pre-Main Stage alteration at Butte. 
From the mathematical description of  the quasi-stationary state 
approximation (Lichtner, 1988; 1991), it follows that mineral reaction fronts have 
narrow widths under transport controlled conditions. Furthermore, the mineral 
reaction fronts advance as the square root of  time and also depend on the 
concentration gradient and consequently the flux across the reaction front. This is 
important for the evolution of  a sequence of reaction fronts. Each mineral reaction 
front advances at a specific rate. Since every front advances as the square root of 
time, the relative movement of  the fronts to each other is time-independent and is 
solely a function of  the concentration gradient across the reaction front. Hence the 100 
relative locations of  the reaction fronts remain constant once the pattern of  reaction 
fronts is fully developed. The width of  a mineral reaction zone can increase or 
decrease if  its bounding reaction fronts advance at different rates. Furthermore, it 
follows that the ratio of  the widths of  two reaction zones remains constant. Since 
reaction fronts are narrow under transport-limited conditions, the edge of  the 
unaltered rock is characterized by a sharp transition. The results of  reactive 
transport modeling of  the sericitic pre-Main Stage alteration at Butte show the 
behavior predicted by the properties of  the quasi-stationary state approximation. 
The mineral reaction fronts advance at rates that are constant relative to each other 
and the mineral reaction zones increase in width. Owing to the decoupling of  the 
reaction and transport step in the model, the reaction fronts are not as narrow as 
predicted and as observed in natural samples of  mineral alteration zones. 
A further analysis ofthe quasi-stationary state approximation shows that the 
initial mineral mass can be scaled by a factor Fm, which is less than one. If the 
mineral mass is scaled by a factor Fm, time in the reactive transport simulation must 
be scaled by the factor F*. The factor F* is a function ofFm, and the volume of  the 
fluid Vjand the mineral Vm • Scaling the distance in the simulation by the square 
root of  F* is also equivalent to scaling time by F*. 
Mass scaling, however, increases the numerical inaccuracy in the 
simulations. The numerical inaccuracy causes incorrect locations of  the reaction 
fronts although the relative location of  the reaction fronts to each other are not 
affected. Furthermore, the time necessary to establish the full sequence of  reaction 101 
fronts cannot be detennined exactly. The decoupling of  the reaction and transport 
steps probably causes the numerical problem because changing the time-steps in 
the simulations that use identical parameters also yields different locations for the 
reaction fronts and different time frames. This makes the application of  the SIA 
method currently problematic for reactive transport simulations of  geologic systems 
because the absolute timing and location of  a sequence of  reaction fronts cannot be 
calculated exactly. The relative locations of  the mineral reaction fronts are not 
affected by mass-scaling or the use ofdifferent time-steps. Many physical and 
chemical parameters in fossil hydrothennal systems, however, are not well known 
and may introduce a bigger inaccuracy than the numerical problem of  the SIA 
method. Scaling mineral masses was successfully applied in the reactive transport 
simulations of  the sericitic pre-Main Stage alteration. 
Reactive transport simulations ofthe gray sericitic and sericite with remnant 
biotite zones at Butte show that a reducing, low salinity, and highly acidic fluid can 
produce the sequence of  alteration envelopes at Butte probably during a time span 
less than one hundred years. Hydrothennal alteration has little effect on the 
porosity of  the wall-rock, and solute transport is therefore not influenced by 
significant changes in diffusivity. However, the hydrolysis and precipitation of 
minerals affect solute transport, because new concentration gradients are imposed 
on the fluid. 
The sequence of  mineral reaction fronts in the wall-rock depends on the pH, 
which increases with increasing distance into the matrix, and on the concentration 102 
of  the other reactive solutes the particular mineral reactions. Muscovite, quartz, 
pyrite, and anhydrite replace feldspar, biotite, amphibole, and magnetite of  the 
Butte Quartz Monzonite close to the fracture. This mineral assemblage 
characterizes the gray sericitic alteration zone. Biotite is the first mineral of  the 
Butte Quartz Monzonite that becomes stable into the matrix and therefore marks 
the transition from the gray sericitic to the sericite with remnant biotite zone, 
forming an inner gray sericitic and an outer sericite with remnant biotite alteration 
envelope. The occurrence of fresh plagioclase marks the edge of  the unaltered 
Butte Quartz Monzonite in natural samples. The plagioclase front, however, trails 
the microcline front in the simulations. This is probably caused by an error in the 
thermodynamic data for the hydrolysis of  anorthite. 
Since the properties of  multi-component diffusion and reaction require that 
reaction fronts retain their relative locations to each other, the biotite dissolution 
front always marks the transition between gray sericitic and sericite with remnant 
biotite zone. Furthermore, the plagioclase dissolution front always marks the edge 
of  the unaltered Butte Quartz Monzonite in natural samples. As both of  those 
reaction fronts advance into the matrix, the gray sericitic and sericite with remnant 
biotite zones grow in width. Their widths maintain a constant ratio relative to each 
other unless the gray sericite zone is not fully developed at early times. From the 
physical properties of  reactive transport in fractures, it follows that the alteration 
halos decrease in width along the fracture because diffusion or reactive solutes in 103 
the rock matrix occurs at a lower rate then advection in the fracture, which can 
cause wedging of  the alteration zones (Steefel and Lichtner, 1998a). 
These observations can also be applied to those porphyry copper deposits 
around the world that comprise hydrothermal alteration zones similar to the 
sericitic pre-Main Stage alteration at Butte, Montana. The results therefore offer 
insight about the temporal and spatial evolution of  a very common type of 
hydrothermal alteration envelopes. It has also been the first time that the evolution 
of  alteration zones during high temperature and pressure was studied quantitatively. 
It is planned to implement the quasi-stationary state approximation into CSP3D3.0. 
This allows the efficient simulation of  non-isothermal multi-phase systems, 
hydrothermal alteration in fractured networks, and a more exact calculation of  the 
composition of  the hydrothermal fluid. 104 
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CALCULATION OF DIFFUSIVITIES FROM POROSITIES IN 

CRYSTALLINE ROCKS 
Introduction 
Van Barkel and Heertjes (1974) have discussed empirical expressions for 
the relation between the pore diffusivity and porosity for high-porosity media. 
Skagius and Neretnieks (1986) have also derived an empirical relation between 
pore diffusivity and porosity for crystalline rocks and high-porosity media. The 
relation discussed by Skagius and Neretnieks (1986) suggests that pore diffusivity 
increases linearly with porosity. An explicit expression for the relation between 
pore diffusivity and porosity in low-porosity rocks has not been derived so far. 
Understanding the feedback between solute transport and changes in porosity 
caused by mineral precipitation and dissolution is of  key interest in reactive 
transport simulations (c.f., Lichtner, 1996; Oelkers, 1996; Steefel and MacQuarrie, 
1996). A relation between pore diffusivity and porosity in low-porosity rocks is 
specifically helpful for reactive transport models that include hydrothermal 
alteration of  crystalline rocks (Geiger, 2000) or metamorphism (Lasaga and Rye, 
1993). 
Diffusion of solutes in porous media differs from diffusion in an aqueous 
solution because the structure of  the pore space alters the diffusive behavior of  the 
solute. The solute interacts chemically and physically with the pore walls of  the 
porous media. Chemical interactions can involve sorption of  the solutes on pore­116 
wall surfaces and mineral reactions of  the solutes. Non-straight diffusion pathways 
(tortuosity), collision of  especially larger solutes with the pore walls (restrictivity), 
and drag on the solutes caused by nearby pore-walls hinder diffusion physically 
(Cussler, 1996). Porosity, tortuosity, and restrictivity are therefore parameters that 
define the geometry of  the pore space and describe the physical interaction of  the 
solute with the pore space. With the exception of  porosity, however, these 
parameters are very difficult to measure for geologic media. Deriving a formulation 
that allows the calculation of  the pore diffusivity from porosity only is therefore 
helpful for any reactive transport model. 
Mathematical Description 
Ohlsson and Neretnieks (1995) describe diffusion of  a single non-reactive 
solute within the porous media as the porous diffusivity Dp 
5 
Dp =Da'l-2  (AI) 
T 
The aqueous diffusivity is Daq. Both, Dp and Daq, have units of [L2 rl]. The 
restrictivity of  the porous media is 5. The tortuosity is  T,  and the porosity is  ¢. 
Restrictivity and tortuosity have units of [L2], while porosity is dimensionless [-]. 
Diffusion of  a single non-reactive solute from an aqueous solution into the 
porous media is described as the effective diffusivity De (Ohlsson and Neretnieks, 
1995) 117 
(A2) 

The product of  porosity, tortuosity, and restrictivity is also known as the 
dimensionless formation factor  1m (Ohlsson and Neretnieks, 1995) 
(A3) 
Since tortuosity and restrictivity can vary for the same porosity value, 
diffusivities cannot simply be calculated from porosity values only. Skagius and 
Neretnieks (1986) and Oelkers (1996) discuss a first approximation commonly 
applied in reactive transport simulations to approximate Dp where the formation 
factor for a given porosity is defined as 
(A4) 

which implies that the pore diffusivity increases linearly with porosity since 
(AS) 

Empirical Relations 
Van Barkel and Heertjes (1974) compared several empirical and theoretical 
relations between the matrix factor and porosity for diffusion of a single non­
reactive solute. Some of  those relationships are plotted in Figure A 1. Most ofthe 
relations compiled by Van Barkel and Heertjes (1974) are derived for high-porosity 
media. 118 
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Figure AI. Theoretical and empirical relations for the calculation of  the formation 
factor1m from porosity ¢ for the diffusion of  a single non-reactive solute (after Van 
Barkel and Heertjes, 1974). The thick dashed line (fm = 1.47~172) is an empirical 
relation from a non-linear best fit (R
2 = 0.5) through formation factor data in low­
porosity crystalline rocks, as given in Ohlsson and Neretnieks (1995). 119 
Ohlsson and Neretnieks (1995) compiled measurements of  the formation 
factor for a variety of  low porous crystalline rocks from Sweden. Those formation 
factors are plotted versus their associated porosities at very low-porosity values in 
Figure A2. The graph displays that the relationships discussed in Van Barkel and 
Heertjes (1974) are not in good agreement with the data measured by Ohlsson and 
Neretnieks (1995) (Fig. A2). Ohlsson and Neretnieks (1995) took their 
measurements in low-porosity crystalline rocks while the relationships discussed by 
Van Barkel and Heertjes are derived for high-porosity media. 
A non-linear best-fit line through the formation factor data from Ohlsson 
and Neretnieks (1995) gives the following relation at low porosities (R
2 
=  0.5) 
(A6) 

Combining equations (A2), (A3), and (A6) yields a formulation for the pore 
diffusivity Dp for a single non-reactive solute in low porous geologic media 
(A7) 

or simplified as 
D  = D  1 47",072  (A8) p  aq'  'f/ 
Equation A8 suggests that at low porosities the pore diffusivity increases non 
linearly with an increasing porosity. 120 
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Figure A2. Close-up at low porosities of  the theoretical and empirical relations 
between the formation factor  1m and porosity ¢ and comparison with formation 
factors measured by Ohlsson and Neretnieks (1995) in crystalline rocks. For very 
low porosity values, the relation fm = 4>*0.0265 (thin dotted line) also appears to be 
a good fit but yields formation factor values that are too low at higher porosities if 
compared to all other relations (Fig. AI). The commonly used relation (Oelkers, 
1996) fm  =  4>2 (solid line) seems to predict formation factors that are too low at very 
low porosities, while the relations fm = 4>4/3 (dashed-dotted line) and fm = 4>3/2 (thick 
dotted line) give formation factors that are too high. The expression fm = 1.474>1.72 
(thick dashed line) yields reasonable results at low porosities, but over-predicts the 
formation factor at porosities above 40% (Fig. A2). 121 
Discussion of Different Empirical Relations 
The linear expression fm  =  ~*0.0265 appears to be another good fit at low 
porosities, but yields formation factors at high porosities that are significantly 
lower than those calculated from other relations (Fig. AI). The expressions fm = ~3/2 
and fm = ~4/3 over-predict the formation factor, while the expression fm = ~2 
(Skagius and Neretnieks, 1986) seems to give formation factors that are too low 
(Fig. A2). In comparison to other relations discussed by Van Barkel and Heertjes 
(1974), the expression fm  =  1.42 ~1.72 appears to yield reasonable values for the 
formation factor up to porosities of  40%. For porosities larger than 40%, the 
formation factor would be predicted too high (Fig. AI). Changes in porosity during 
hydrothermal alteration of  igneous rocks are rather small and porosities should not 
become larger than 40% (Geiger, 2000). The relation fm = 1.42 ~1.72 should 
therefore hold if  applied to calculate diffusion coefficients in low-porosity 
crystalline rocks. 
Diffusivities calculated from porosity values for different empirical 
relationships are shown in Figure A3. This graph shows the non-linear relation 
between pore diffusivity and porosity discussed in equation A8 and also implies 
that the pore diffusivity does not change with changing porosity for the expression 
fm  =  ~*0.0265 (Fig. A3). 122 
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Figure A3. Pore diffusivities predicted for an aqueous diffusivity of 
2 1.0xlO-
IO  m  S-l from the different relations between formation factor and porosity. 
Note that the expression fm = ~*O.0265 yields constant pore diffusivities for all 
porosities, while the expression fm = <1>2 gives a linear relation between porosity and 
pore diffusivity. The expression fm  =  1.47<1>1.72 (thick dashed line) yields the highest 
pore diffusivities. 123 
Concluding Remarks 
An empirical expression for the relation between the formation factor and 
porosity at low porosities was derived. This allows the estimation ofthe diffusivity 
for a single, non-reactive solute from porosity values only. In comparison to other 
known relations (Van Barkel and Heertjes, 1974), this new non-linear expression 
appears to yield slightly better results for very low-porosity rocks, since the 
common relations are derived for high-porosity rocks. It can therefore be applied to 
reactive transport modeling in crystalline rocks where porosities change only 
slightly during hydrothermal alteration or metamorphism. 
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