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Glossaire
Calcul matriciel et vectoriel
Les espaces vectoriels et matriciels utilise´s sont :
• Mp×q : matrices de p lignes et q colonnes.
• Mp : matrices de p lignes et p colonnes.
• Rp vecteurs de taille p.
Les vecteurs sont note´s en gras. Par exemple U un vecteur de Rn et Ui la ie`me composante de U.
La transposition, la trace matricielle, le produit tensoriel, les normes matricielle et vectorielle et le
produit scalaire sont respectivement donne´s par :
• At ∈M q×p de composantes Atij = Aji,
• Tr(A) = ∑pi=1Aii,
• x⊗ y avec x ∈ Rp, y ∈ Rp de composantes (x⊗ y)ij = xiyj ,
• ‖ A ‖= σ(A) = √λmax(AtA) avec λmax(AtA) la valeur propre maximale de AtA,
• ‖ x ‖=
√∑
i x
2
i ,
• (x,y) = ∑i xiyi.
Pour finir on note les matrices issues d’un produit tensoriel sous la forme α̂ = x⊗ y.
Calcul diffe´rentiel
Soit f(x, t) une fonction de Rp × R+, on note les de´rive´es partielles
∂f(x, t)
∂xi
= ∂xif
Le vecteur gradient pour f : D ∈ R2 × R+ −→ R est de´fini par
∇f =
(
∂x1f
∂x2f
)
et l’ope´rateur diffe´rentiel de divergence est de´fini par div(f) = ∂x1f + ∂x2f .
Espaces fonctionnels et normes
Les espaces fonctionnels sont
• Lp(D) l’espace des fonctions p-inte´grables munies de la norme ‖ f ‖Lp(D)=
(∫
D f(x)
pdx
) 1
p .
• Hpx(D) un espace de Sobolev muni de la norme
‖ f ‖Hpx=
a+b≤p∑
a,b
‖ ∂xa,ybf ‖L2(D),
avec α = a+ b.
Les normes Lp(D) discre`tes sont de´finies par
‖ f ‖Lp(D)=
∑
j
| Ωj | fpj
 1p .
Principales fonctions et parame`tres
On introduit x le vecteur de position, Ω le vecteur de direction, ν la fre´quence d’un photon et e
l’e´nergie associe´e a` un neutron.
1
• p. 7 φ(t,x,Ω, e) le flux de neutrons.
• p. 7 σa la section efficace (resp. opacite´) d’absorption.
• p. 7 σ∗ la section efficace de collision.
• p. 8 I(t,x,Ω, ν) l’intensite´ radiative.
• p. 8 σ l’opacite´ de « scattering » (ou collision).
• p. 8 c la vitesse de la lumie`re, h la constante de Planck.
• p. 8 p(Ω,Ω′) la fonction de re´partition angulaire.
• p. 9 E(t,x) le moment d’ordre 0 de la fonction de distribution (flux neutronique, intensite´
radiative).
• p. 9 F(t,x) le moment d’ordre 1 de la fonction de distribution (flux neutronique, intensite´
radiative).
• p. 9 P̂ (t,x) le moment d’ordre 2 de la fonction de distribution (flux neutronique, intensite´
radiative).
• p. 9 T (t,x) la tempe´rature de la matie`re.
• p. 9 Tr(t,x) la tempe´rature radiative.
• p. 10 Y ml harmoniques sphe´riques.
• p. 12 f le flux radiatif normalise´.
• p. 12 χ le tenseur d’Eddington.
• p. 13 Ωi une vitesse de quadrature discre`te pour la me´thode des ordonne´es discre`tes.
• p. 13 f(Ωi) la fonction de distribution discre`te associe´e a` Ωi.
• p. 13 wi le poids de quadrature associe´ a` Ωi.
On donne la page associe´e a` la premie`re occurrence de la fonction ou du parame`tre. Principaux
syste`mes d’e´quations :
• (1.1)-(1.2) Le syste`me de l’hydrodynamique radiative.
• (1.3) L’e´quation de transport des neutrons.
• (1.6) L’e´quation de transfert radiatif.
• (1.4) L’e´quation de diffusion des neutrons.
• (1.7) L’e´quation de diffusion a` l’e´quilibre des photons.
• (1.8) L’e´quation de diffusion hors e´quilibre des photons.
• (1.17) Le mode`le M1.
• (1.16) Les mode`les Sn.
• (1.62) L’e´quation de la chaleur hyperbolique.
• (4.1) Un syste`me de Friedrichs avec un terme source raide.
• (5.1) Le mode`le P1 couple´ avec la matie`re.
• (4.52)-(4.53)-(4.55) Le mode`le P3.
• (4.59)-(4.60) Le mode`le S2.
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Introduction
Contexte ge´ne´ral
La motivation physique est celle de la Fusion par Confinement Inertiel (FCI). L’objectif de la
FCI [DW94] est d’obtenir la fusion d’un me´lange de Deute´rium et Tritium dans une capsule en chauf-
fant et en comprimant le me´lange a` l’aide d’un laser. Le milieu de la re´action est mode´lise´ par les
e´quations de l’hydrodynamique radiative qui de´crit l’interaction entre le gaz ionise´ (ou plasma) et le
rayonnement.
On se focalisera uniquement dans ce me´moire sur les proble`mes de transport qui interviennent dans
les mode`les d’interaction entre la matie`re (gaz, solide etc) et le rayonnement (photons). La dynamique
des particules est de´crite par une e´quation cine´tique (e´chelle mesoscopique) de´pendante de la vitesse,
de la position voire, de l’e´nergie des particules.
Cette e´tude porte plus pre´cise´ment sur l’approximation des proble`mes de transport sur des maillages
ge´ne´raux, issus de la discre´tisation sur maillages mobiles des mode`les hydrodynamiques.
Apre`s avoir utilise´ une approximation en vitesse classique (approximations Pn [Bru02], me´thode des
ordonne´es discre`tes [Chan60]- [JL91]), on e´tudiera une famille de discre´tisation spatiale adapte´e a` ce
type de proble`me, base´e sur la me´thode des volumes finis. En effet, les approximations angulaires des
e´quations cine´tiques line´aires donnent des syste`mes hyperboliques avec des termes sources raides qui
induisent une limite asymptotique de diffusion. La raideur du terme source et l’existence de la limite
de diffusion ge´ne`rent des contraintes, sur les discre´tisations spatiales et temporelles. Afin de pallier
ces contraintes, des me´thode nomme´es « asymptotic preserving » ont e´te´ introduites depuis quelques
anne´es [JL96]- [GT01]- [BLeFT11]- [DDSV09]- [Jin11].
A` notre connaissance ce type de me´thode n’a pas e´te´ pour le moment, e´tendu en dimension deux sur
maillages non structure´s. Le but de cette e´tude est donc de construire et d’e´tudier des me´thodes de
types volumes finis en dimension deux pour des syste`mes hyperboliques admettant une limite de diffu-
sion. On se concentrera sur des mode`les issus de la discre´tisation angulaire de l’e´quation de transport
line´aire.
Plan du me´moire
Chapitre 1
Le premier chapitre est de´die´ au contexte physique, mathe´matique et nume´rique de cette e´tude. On
commencera par introduire le mode`le de l’hydrodynamique radiative ainsi que les e´quations cine´tiques
de´crivant un partie des phe´nome`nes pre´sents en FCI. Une fois ces mode`les pre´sente´s on proposera un
e´tat de l’art sur la discre´tisation en vitesse et sur les mode`les simplifie´s utilise´s pour approcher les
solutions des e´quations de transport. La seconde partie du chapitre sera consacre´e a` la pre´sentation
des me´thodes « asymptotic preserving » en dimension un. On partira de l’e´quation de la chaleur
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hyperbolique 
∂tE +
1
ε
∂xF = 0,
∂tF +
1
ε
∂xE +
σ
ε2
F = 0.
(1)
avec ε > 0. Dans le cadre de l’approximation de l’e´quation (1) on pre´sentera des me´thodes classiques
et « asymptotic preserving » pour lesquelles on donnera des re´sultats de stabilite´ et de consistance.
Enfin on proposera une extension en dimension deux d’une de ces me´thodes a` l’aide du formalisme
classique des volumes finis. Ce dernier re´sultat nous permettra d’exhiber des proble`mes de consistance
inhe´rents aux sche´mas de diffusion sur maillages non structure´s.
Chapitre 2
Le second chapitre est consacre´ a` la construction de sche´mas « asymptotic preserving » pour
l’e´quation de la chaleur hyperbolique sur maillages non structure´s :
∂tE +
1
ε
div F = 0,
∂tF +
1
ε
∇E + σ
ε2
F = 0.
(2)
Afin d’obtenir ces nouvelles me´thodes, on proposera de coupler un formalisme alternatif des volumes
finis dans lequel les flux sont localise´s aux noeuds [CDDL09] avec la me´thode de Jin-Levermore [JL96].
Cette me´thode construite afin d’obtenir des discre´tisations « asymptotic preserving » est base´e sur
l’introduction des termes sources dans les flux upwind a` l’aide de de´veloppement de Taylor. A` partir
de ce nouveau formalisme on obtiendra deux sche´mas qui peuvent eˆtre conside´re´s comme l’extension
des sche´mas de Jin-Levermore [JL96] et Gosse-Toscani [GT01] en dimension deux. Le sche´ma limite
obtenu est un nouveau sche´ma pour lequel on donnera une preuve de convergence sous conditions sur
les maillages. Enfin, on e´tudiera diffe´rentes discre´tisations temporelles permettant de s’affranchir de
la contrainte sur le pas de temps issue de la raideur du syste`me (2) et on pre´sentera quelques re´sultats
nume´riques.
Chapitre 3
Le contenu du chapitre trois est issu d’un travail re´alise´ lors du CEMRACS 2010 avec G. Samba,
P. Hoch et P. Navarro [FHSN11]. Il s’agit de construire des sche´mas « aysmptotic preserving » pour
l’e´quation de la chaleur hyperbolique (2) base´s sur deux sche´mas de diffusion [AE06]- [MABO07]. Ces
sche´mas, contrairement aux sche´mas aux noeuds introduits dans le chapitre pre´ce´dent, n’admettent
pas de modes parasites (de´gradation de la qualite´ de la solution nume´rique) pour certains types de
donne´es. Dans ce chapitre on rappellera les deux sche´mas de diffusion cible MPFA et Breil-Maire
avant de construire un sche´ma hyperbolique compatible qui sera corrige´ a` l’aide de la me´thode de Jin-
Levermore. Enfin on donnera quelques re´sultats qui montrent le caracte`re « asymptotic preserving »
de la me´thode.
Chapitre 4
Afin d’obtenir des approximations pre´cises de l’e´quation de transport aussi bien dans le re´gime
de diffusion que dans le re´gime de transport (σ ≈ 1, ε = 1), on proposera d’e´tendre les sche´mas
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« asymptotic preserving » au cas des syste`mes line´aires ge´ne´raux du type
∂tU +
1
ε
A1∂xU +
1
ε
A2∂yU = − σ
ε2
RU. (3)
Apre`s avoir caracte´rise´ la limite de diffusion de ce type de syste`me, on proposera une de´composition
proche de la de´composition « micro - macro » [LM07] qui consiste a` se´parer le mode`le (3) entre un
syste`me proportionnel a` l’e´quation de la chaleur hyperbolique et un syste`me qui n’intervient pas dans
le re´gime de diffusion. Afin d’obtenir une me´thode « asymptotic preserving » on proposera de re´soudre
le premier syste`me avec un des sche´mas pre´ce´demment introduits et le second syste`me avec un sche´ma
classique. Enfin, on montrera que les mode`les Pn et Sn satisfont les hypothe`ses ne´cessaires pour pouvoir
utiliser la de´composition « diffusive - non diffusive » . Des re´sultats nume´riques seront donne´s pour les
mode`les P3 et S2.
Chapitre 5
Apre`s avoir traite´ la discre´tisation spatiale pour des syste`mes hyperboliques line´aires issus du
transfert radiatif, on proposera de discre´tiser des mode`les non line´aires. Le premier, qui sera e´tudie´
dans ce chapitre, correspond au mode`le P1 (1.62) couple´ avec une e´nergie sur la matie`re [Tur03]. Ce
couplage induit des termes sources non line´aires et raides modifiant ainsi la limite de diffusion. A`
travers cette e´tude on montrera que les sche´mas « asymptotic preserving » construits pour le mode`le
sans couplage permettent de capturer cette nouvelle limite de diffusion. Afin de traiter la raideur des
termes sources, on proposera une discre´tisation implicite adapte´e.
Chapitre 6
Le second mode`le non line´aire e´tudie´ appele´ M1 est un syste`me hyperbolique de´crivant l’e´volution
des deux premiers moments de la solution de l’e´quation de transport.

∂tE +
1

div F = 0,
∂tF +
1

∇P̂ = − σ
2
F,
(4)
avec le tenseur de pression
P̂ =
1
2
(
(1− χ(f))Îd + (3χ(f)− 1) f ⊗ f||f ||
)
E,
f = F/E, et le tenseur d’Eddington χ(f) =
3 + 4||f ||2
5 + 2
√
4− 3||f ||2 . Afin d’utiliser le formalisme aux noeuds,
on formulera le mode`le M1 comme un syste`me de la dynamique des gaz. Une fois cette formulation
introduite on proposera une discre´tisation base´e sur un sche´ma Lagrange+projection aux noeuds
couple´ avec la me´thode de Jin-Levermore. Le sche´ma ainsi obtenu est entropique, pre´serve le principe
du maximum et la limite asymptotique associe´s au mode`le. Dans un premier temps, les caracte`res
entropique et « asymptotic preserving » seront e´tudie´s se´pare´ment pour la phase Lagrange et pour la
phase de projection. Enfin ces re´sultats seront introduits pour le sche´ma total.
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Chapitre 7
Dans ce dernier chapitre, on proposera une re´flexion sur la construction de discre´tisation positive
et « asymptotic preserving » pour les mode`les Sn. En effet la de´composition pre´sente´e dans le chapitre
quatre ne permet pas de conserver la positivite´ des variables. A` cette fin on introduira un nouveau
sche´ma 1D sur grilles non uniformes. Cette nouvelle discre´tisation est base´e sur le sche´ma de Gosse-
Toscani [GT01] couple´ avec une formulation « pair - impair » des mode`les conside´re´s. Apre`s une rapide
e´tude the´orique du sche´ma obtenu on donnera quelques pistes permettant d’e´tendre ces me´thodes en
dimension deux sur maillages non structure´s.
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Chapitre 1
Contexte physique et mathe´matique
1.1 Contexte physique
1.1.1 Fusion par Confinement Inertiel
Ce travail est motive´ par la mode´lisation et la simulation de la Fusion par Confinement Iner-
tiel (FCI). Ce processus de fusion nucle´aire de´taille´ dans [DW94]- [AMTV04] consiste a` comprimer
une capsule de Deute´rium-Tritium gazeux entoure´e d’une phase cryoge´nique a` l’aide d’un laser puis-
sant. Cette compression permet d’atteindre les seuils de tempe´rature, pression et densite´ ne´cessaires a`
l’amorce d’une re´action de fusion produisant ainsi de l’e´nergie, un isotope d’he´lium (ou particule α) et
des neutrons. L’e´volution du plasma (issu de la ionisation du gaz de Deute´rium-Tritium) induite par la
compression de la capsule, peut eˆtre mode´lise´e par un mode`le d’Euler multi-mate´riaux (voir [BD04]-
[McL08]) a` deux tempe´ratures (utilise´es pour de´crire le comportement couple´ des espe`ces ionique et
e´lectronique) avec des termes sources induits par le rayonnement et la re´action de fusion. Il est donne´
par 
Dtρ+ ρdiv u = 0,
ρDtu +∇p = F,
ρDtEe + pe div u− div(χe∇Te) +Wei = Q+Wαe +Ws + S,
ρDtEi + pi div u + div(χi∇Ti)−Wei = Wαi .
(1.1)
L’ope´rateur Dt = ∂t+u.∇ correspond a` la de´rive´e mate´rielle. Les inconnues du syste`me sont : la densite´
ρ du plasma, la vitesse u du plasma, les pressions e´lectronique pe et ionique pi dont la somme donne la
pression totale p. Les quantite´s Te, Ti, Ee, Ei repre´sentent les tempe´ratures et e´nergies e´lectroniques
et ioniques. La relaxation entre les tempe´ratures associe´es aux deux espe`ces est de´crite par le terme
source Wei. Le rayonnement induit deux termes sources : le flux radiatif note´ F et le terme d’e´change
d’e´nergie entre le rayonnement et le plasma note´ Q. Pour conclure on introduit les termes Wαe,i et Ws
qui sont issus des particules « non thermiques » et S la puissance laser absorbe´e.
L’utilisation d’un mode`le hydrodynamique deux-tempe´ratures peut se justifier car les populations
e´lectronique et ionique sont distribue´es en grande partie selon la distribution d’e´quilibre appele´e Max-
wellienne (il s’agit des particules « thermiques » ). La partie restante des populations ionique et e´lec-
tronique n’est pas a` l’e´quilibre thermodynamique local (particules dite « non thermiques » ). Il s’agit
des particules e´mises par la re´action et qui sont a` des niveaux supe´rieurs d’e´nergie. Ces particules vont
e´changer de l’e´nergie avec le plasma a` travers les termes sources Wαe,i , Ws jusqu’a` atteindre l’e´quilibre
thermodynamique local. La dynamique des particules dites « non thermiques » est mode´lise´e par une
e´quation de type Vlasov collisionnelle sur la fonction de distribution f(t,x,v)
∂tf + v.∇xf +
E + vc ∧B
m
.∇vf = Q(f, f)
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avec Q(f, f) un ope´rateur de collision et E, B les champs e´lectrique et magne´tique. Pour sa part
l’interaction entre le rayonnement de photons et la matie`re (transfert radiatif) donne les termes sources
Q et F, calcule´s a` partir de l’intensite´ radiative I = I(t,x,Ω, ν), solution de l’e´quation de transfert
radiatif : 
ρ
c
Dt
(
I
ρ
)
+ Ω.∇xI + σaI − σeB(Te)+
(Ω⊗Ω : ∇u)(I − ∂ν(νI)) + 1
4pi
∫ ∞
0
∫
S2
σp(Ω,Ω
′
)
(
I(t,x,Ω
′
, ν)− I
)
dΩ
′
dν,
(1.2)
avec le flux radiatif
F =
1
4pi
∫ ∞
0
∫
S2
Ω(σa + σ)IdΩdν
et le terme d’e´change
Q =
1
4pi
∫ ∞
0
∫
S2
(σaI − σeB(Te))dΩdν.
Dans ce cadre, ν repre´sente la fre´quence, Ω repre´sente la direction du photon, la fonction de re´par-
tition angulaire est de´finie par p(Ω,Ω
′
) = 34(1 + (Ω,Ω
′
)) et σ, σa, σe repre´sentent les opacite´s de
« scattering » , d’absorption et d’e´mission. De la meˆme fac¸on les neutrons e´mis par la re´action sont
mode´lise´s par une e´quation cine´tique de type Boltzmann.
Pour re´soudre les e´quations hydrodynamiques (1.1) on peut utiliser des me´thodes Euleriennes (les e´qua-
tions sont e´crites dans le re´fe´rentiel terrestre, puis discre´tise´es), des me´thodes Lagrangiennes [Des010]-
[DM03]- [Maz07]- [Mai11], utilisant le re´fe´rentiel du plasma ou` des me´thodes de types ALE [BEHN10]
qui passent arbitrairement de la formulation Lagrangienne a` la formulation Eule´rienne.
La re´solution des e´quations e´crites en coordonne´e Eule´rienne permet d’utiliser les me´thodes nume´riques
sur des maillages structure´s (grille Carte´sienne), contrairement aux deux autres formulations. En effet,
en coordonne´es Lagrangienne ou dans le formalisme ALE on se place dans le re´fe´rentiel du plasma, par
conse´quent le maillage se de´place et se de´forme a` la vitesse de la matie`re. Les me´thodes Lagrangienne
et ALE ge´ne`rent des maillages non structure´s et ne´cessitent donc des me´thodes nume´riques valides
sur des maillages non structure´s pour re´soudre les autres mode`les intervenant en FCI.
1.1.2 E´quations de transport
Comme il a e´te´ de´crit dans la section pre´ce´dente, la Fusion par Confinement Inertiel fait intervenir
des mode`les re´gissant la dynamique des neutrons, photons ou e´lectrons. Pour de´crire la dynamique
d’une population de particules, on utilise des mode`les dits cine´tiques qui mode´lisent l’e´volution de
la fonction de distribution repre´sentant la probabilite´ de pre´sence d’une particule a` une position
donne´e et une vitesse donne´e. Dans le cadre de ce travail on s’inte´resse a` l’approximation d’e´quations
cine´tiques sans terme de champ moyen (terme mode´lisant l’interaction avec une force exte´rieure), avec
des ope´rateurs de collision line´aires (terme de´crivant les interactions binaires entre deux particules),
comme les e´quations de la neutronique et de la photonique.
E´quation de transport en neutronique
Afin d’e´tablir l’e´quation de transport de la neutronique on commence par introduire les variables
qui interviennent. Soit la position x ∈ R3, la vitesse v ∈ R3, la direction Ω = v‖v‖ ∈ R3 et l’e´nergie du
neutron e. Le transport de neutrons est de´crit par une e´quation de Boltzmann line´aire sur la densite´
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f(t,x,v, e, ). Afin d’e´tudier une quantite´ plus facilement observable, on introduit le flux de neutrons
φ(t,x,Ω, e) =‖ v ‖ f(t,x,v, e), qui satisfait l’e´quation de transport suivante :
(En)

1
||v||∂tφ(t,x,Ω, e) + Ω.∇xφ(t,x,Ω, e) + σaφ(t,x,Ω, e) =
+
∫ emax
emin
∫
R3
σ∗(x,Ω,Ω
′
, e, e
′
)
(
φ(t,x,Ω
′
, e
′
)− φ(t,x,Ω, e)
)
dΩ
′
de
′
(1.3)
avec la section efficace d’absorption σa qui repre´sente le taux de neutrons capture´s par les noyaux de
la matie`re et σ∗ la somme de la section efficace de collision et de celle de fission. Les quantite´s emin et
emax repre´sentent les valeurs maximale et minimale de l’e´nergie des neutrons. Dans le cas ou` le milieu
est isotrope, σ∗ ne de´pend que de l’espace et de l’e´nergie.
De´finition 1.1.1. Le premier et second moments de φ(t,x,Ω, e) sont de´finis par
• Le flux scalaire E(t,x) =< φ >,
• Le courant total F(t,x) =< Ωφ >.
avec
< . >=
∫
R3
∫ emax
emin
.dΩde.
Dans certains re´gimes lie´s a` l’e´volution de la matie`re, l’e´quation de transport peut eˆtre approche´e
par une e´quation de diffusion. Cette approximation de diffusion correspond au re´gime ou` les sections
efficaces lie´s a` la matie`re sont importantes.
De´finition 1.1.2 (Limite de diffusion en neutronique). : Si t >> 1 et σ∗ >> 1, l’e´quation des
neutrons (1.3) tend vers l’e´quation
1
||vm||∂tE(t,x)− div
(
1
3σ∗
∇E(t,x)
)
+ σaE(t,x) = 0. (1.4)
avec ||vm|| la vitesse moyenne des neutrons.
En effet, lorsque les sections efficaces sont importantes les phe´nome`nes d’absorption et de collision
ge´ne`rent des trajectoires Browniennes pour les neutrons, l’e´quation de diffusion limite e´tant le re´sultat
macroscopique de nombreuses trajectoires Browniennes. Les e´quations de transport et de diffusion
intervenant en neutronique ont e´te´ tre`s e´tudie´es dans la litte´rature notamment dans le cadre du calcul
de criticite´ des re´acteurs a` fission nucle´aire (voir J. Planchard [Pl95], P. Reuss [Reu03] ou le cours de
G. Allaire et F. Golse [AG11]).
E´quation de transport en photonique
On peut de´finir une e´quation cine´tique re´gissant la propagation des photons et leurs interactions
avec la matie`re. Les photons allant tous a` la vitesse de la lumie`re, on introduit la direction Ω = vc .
La population de photons est repre´sente´e par l’intensite´ radiative :
I(t,x,Ω, ν) = chνf(t,x,Ω, ν) ≥ 0,
ou` c est la vitesse de la lumie`re, h la constante de Planck et ν la fre´quence du photon. En l’absence
de matie`re les photons se de´placent a` la vitesse de la lumie`re et ne sont soumis a` aucune force ni
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n’interagissent entre eux, par conse´quent la distribution des photons satisfait une e´quation de transport
classique sans terme source :
1
c
∂tI(t,x,Ω, ν) + Ω.∇xI(t,x,Ω, ν) = 0.
Lorsque les photons interagissent avec la matie`re, plusieurs phe´nome`nes interviennent :
• Le « scattering » : il s’agit du changement de direction et parfois de fre´quence des photons du a`
une « collision » avec les e´lectrons du milieu. Diffe´rents ope´rateurs de « scattering » sont de´crits
dans [AG11].
• L’absorption /e´mission : un photon peut eˆtre absorbe´ en excitant un e´lectron d’un e´tat d’e´nergie
vers un autre si la fre´quence de ce photon est proportionnelle (de proportion h) a` la diffe´rence
entre les deux niveaux d’e´nergies. Re´ciproquement un e´lectron peut se de´sexciter en e´mettant
un photon.
Afin de simplifier les me´canismes d’absorption et d’e´mission on suppose le milieu a` l’e´quilibre thermo-
dynamique local, il existe donc une tempe´rature e´lectronique T en tout point x et tout temps t. Enfin
on introduit la fonction de Planck (Planckienne) qui correspond a` l’intensite´ radiative d’un corps noir
de tempe´rature T :
B(T ) =
2hν3
c2(e
hν
kT − 1)
, (1.5)
ou` k est la constante de Boltzmann. L’e´nergie associe´e a` la Planckienne suit la loi de Stefan-Boltzmann
EB =
4pi
c
∫
S2
∫ ∞
0
B(T )dΩdν = aT 4,
avec a = 4σrc , σr la constante de Stefan-Boltzmann. Les phe´nome`nes de « scattering » et d’absorption
sont guide´s par les opacite´s, de´pendantes de la matie`re. On nomme σ(ρ, T, ν) l’opacite´ de « scattering »
σa(ρ, T, ν) l’opacite´ d’absorption et ρ la densite´ de la matie`re. En simplifiant le mode`le de´crivant la
dynamique de la matie`re, on obtient l’e´quation du transfert radiatif (en faite un syste`me) :
(ETR)

1
c
∂tI(t,x,Ω, ν) + Ω.∇xI(t,x,Ω, ν) = σa(ρ, T, ν) (B(T )− I(t,x,Ω, ν))
+
1
4pi
∫ ∞
0
∫
S2
σ(ρ, T, ν)p(Ω,Ω
′
)
(
I(x,Ω
′
, ν, t)− I(t,x,Ω, ν)
)
dΩ
′
dν,
1
c
∂t (T (x, t)) =
1
4pi
∫ ∞
0
∫
S2
σa(ρ, T, ν) (I(t,x,Ω, ν)−B(T )) dΩdν.
(1.6)
avec (T ) l’e´nergie du milieu, par exemple dans le cas d’un gaz parfait (T ) = ρCvT et p(Ω,Ω
′
) une
fonction de re´partition angulaire qui de´finit l’anisotropie du « scattering » . Elle sera suppose´e e´gale
a` 1 par la suite. Dans certains re´gimes l’e´quation du transfert radiatif tend vers une e´quation de
diffusion sur le premier moment de I(t,x,Ω, ν). Afin de de´finir cette limite on commence par de´finir
les moments de l’intensite´
De´finition 1.1.3. Les trois premiers moments de I(t,x,Ω, ν) sont de´finis par
• L’e´nergie E(t,x) =< I >, (la tempe´rature radiative Tr = (E/a)1/4),
• Le flux F(t,x) =< ΩI >,
• La pression P̂ (t,x) =< Ω⊗ΩI >.
avec
< . >=
∫ ∞
0
4pi
c
∫
S2
.dΩdν
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Comme dans le cas de la neutronique, l’e´quation de transfert radiatif peut eˆtre approche´e par des
e´quations de diffusion dans certains re´gimes de la matie`re [Tur03]- [BD06]- [BCT08].
De´finition 1.1.4 (Limite a` l’e´quilibre). Si t >> 1 et σa(ρ, T, ν) >> σ(ρ, T, ν), l’e´quation de transfert
radiative tend vers l’e´quation de diffusion
∂t
(
(T ) + aT 4
)− div(acT 3
3σa
∇T
)
= 0. (1.7)
Dans ce cas, le phe´nome`ne d’absorption et d’e´mission dominant permet a` l’e´nergie radiative d’at-
teindre l’e´tat d’e´quilibre E = aT 4 (e´quivalent a` Tr = T ). L’apparition d’une e´quation de diffusion
s’explique, pour sa part, par le fait que les particules sont absorbe´es puis re´-e´mises dans une direc-
tion diffe´rente et ale´atoire. Par conse´quent, on peut conside´rer que les dynamiques des particules sont
de´crites par des mouvements Browniens dont l’e´quation de diffusion est le re´sultat macroscopique.
De´finition 1.1.5 (Limite hors e´quilibre). Si t >> 1 et σ(ρ, T, ν) >> σa(ρ, T, ν), l’e´quation de transfert
radiative tend vers l’e´quation
∂tE − div
( c
3σ
∇E
)
= cσa
(
aT 4 − E) ,
∂t (T ) = cσa
(
E − aT 4) . (1.8)
L’interpre´tation est assez simple puisque le milieu est fortement collisionnel, le photon suit une tra-
jectoire Brownienne. La diffusion peut eˆtre vue comme le re´sultat macroscopique d’un grand nombre
de photons suivant un mouvement Brownien.
Les e´quations de transport pre´ce´demment introduites sont des mode`les pre´cis mais elles sont de´li-
cates a` utiliser en pratique. En effet, les me´thodes de´terministes directes sont trop couˆteuses pour
ces e´quations et les me´thodes probabilistes de type Monte Carlo posent des proble`mes dans le cadre
du couplage avec les instabilite´s hydrodynamiques en raison du bruit statistique. Afin de re´soudre
ce proble`me, il est courant d’utiliser des mode`les simplifie´s approchant les solutions des e´quations de
transport et moins couˆteux en temps de calcul.
1.2 Mode`les mathe´matiques pour l’approximation des proble`mes de
transport
L’e´quation de transport line´aire, comme les autres e´quations cine´tiques, est tre`s couˆteuse a` re´soudre
en raison du grand nombre de variables (six ou` sept en dimension trois). Afin de pallier ce proble`me
il existe deux solutions on re´sout l’e´quation de transport a` l’aide d’une me´thode probabiliste de type
Monte-Carlo : cela consiste a` simuler de manie`re ale´atoire le transport d’un grand nombre de particules.
La vitesse de convergence de ce type de me´thode est homoge`ne a` 1√
N
ou` N est le nombre de particules.
Cette me´thode, bien que tre`s efficace, entraˆıne des difficulte´s lorsqu’elle est couple´e avec les e´quations
de l’hydrodynamique notamment en pre´sence d’instabilite´. L’autre solution consiste a` re´soudre des
mode`les simplifie´s ne de´pendant que des variables d’espaces. Nous de´taillerons la construction de ces
mode`les a` partir de l’e´quation de transfert radiatif, mais le principe reste le meˆme pour les e´quations de
transport sans terme de champ moyen, avec un ope´rateur de collision line´aire. Ces mode`les simplifie´s
sont construits pour approcher les solutions du proble`me de transport tout en conservant un maximum
de proprie´te´s lie´es a` l’e´quation :
• positivite´ de I(t,x,Ω, ν) (resp. de φ(t,x,Ω, e)), de E(t,x),
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• invariance par rotation,
• limite de diffusion,
• f = ||F||cE ≤ 1, (pour le transfert radiatif).
1.2.1 Approximations Pn
On commence par introduire les approximations Pn de´finies dans [Bru05]- [Bru02]- [Bru05]- [HLMc10].
Elles sont obtenues en de´veloppant l’e´quation de transport sur la base des harmoniques sphe´riques
et en tronquant le de´veloppement au moment n. Voici un bref rappel de la construction de ces ap-
proximations : les harmoniques sphe´riques sont les vecteurs propres du Laplacien de´fini sur la sphe`re,
par conse´quent elles forment une base Hilbertienne orthonorme´e des fonctions de carre´ inte´grable sur
la sphe`re. Soit Y ml (Ω) = Y
m
l (µ, φ) une harmonique sphe´rique avec Ω = (sin θ cosψ, sin θ sinψ, cos θ),
µ = cos θ, θ et ψ les coordonne´es sphe´riques. Puisque les harmoniques sphe´riques forment une base de
l’espace L2(S2) on peut de´composer l’intensite´ radiative sous la forme suivante
I(t,x, µ, ψ, ν) =
∞∑
l=0
l∑
m=−l
Iml (t,x)Y
m
l (µ, ψ), (1.9)
avec
Iml (t,x) =
∫
R+
∫
4pi
Y ml (µ, ψ)I(t,x, µ, ψ)dΩdν.
En injectant une troncature a` l’ordre n du de´veloppement (1.9) dans l’e´quation de transport et en
inte´grant par rapport a` chaque harmonique sphe´rique, on obtient les approximations Pn en 3D :
1
c
∂tI
m
l +
1
2
∂x
(−Cm−1l−1 Im−1l−1 +Dm−1l+1 Im−1l+1 + Em+1l−1 Im+1l−1 − Fm+1l+1 Im+1l+1 )
+
1
2
i∂y
(−Cm−1l−1 Im−1l−1 +Dm−1l+1 Im−1l+1 + Em+1l−1 Im+1l−1 − Fm+1l+1 Im+1l+1 )
+∂z
(
Aml−1I
m
l−1 +B
m
l+1I
m
l+1
)
+ σ
(
I00δl0δm0 − Iml
)
= 0,
(1.10)
pour 0 ≤ l ≤ n et −l ≤ m ≤ l, avec δ le produit de Kronecker.
Les calculs sont base´s sur les remarques suivantes :
• Il existe des formules de re´currences entre les harmoniques sphe´riques Y ml (Ω) et Y m+1l (Ω),
Y m−1l (Ω),
•
∫
R+
∫
4pi
Y ml (Ω)I(t,x,Ω, µ)dΩdν = I
m
l (t,x),
•
∫
R+
∫
4pi
Y ml (Ω)
∫
4pi
σ
4pi
I(t,x,Ω
′
, ν)dΩ
′
dΩdν = σI00 (t,x)δ0lδ0m,
•
∫
R+
∫
4pi
Y ml (Ω)Ω.∇I(t,x,Ω, ν) = ∇∗.
(∫
R+
∫
4pi
Y ml (Ω)Ω
∗I(t,x,Ω, ν)
)
,
avec Ω = (sin θ cosφ, sin θ sinφ, cos θ), Ω∗ = (sin θeiφ, sin θeiφ, cos θ)
et ∇∗ = (12(∂x − i∂y), 12(∂x + i∂y), ∂z).
Afin de diminuer le nombre de variables on utilise la relation I
m
l (t,x) = (−1)mI−ml (t,x). Pour obtenir
les mode`les Pn en dimension deux, on supprime la de´pendance en y afin de de´coupler la partie re´elle
et la partie imaginaire des e´quations, ce qui donne{ 1
c
∂tI
m
l +
1
2
∂x
(−Cm−1l−1 Im−1l−1 +Dm−1l+1 Im−1l+1 + Em+1l−1 Im+1l−1 − Fm+1l+1 Im+1l+1 )
+∂z
(
Aml−1I
m
l−1 +B
m
l+1I
m
l+1
)− σIml = 0, (1.11)
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pour m 6= 0 et { 1
c
∂tI
0
l +
1
2
∂x
(
E1l−1I
1
l−1 + F
1
l+1I
1
l+1
)
+∂z
(
A0l−1I
0
l−1 +B
0
l+1I
0
l+1
)
+ σ
(
I00δl0 − I0l
)
= 0,
(1.12)
pour m = 0. Les coefficients associe´s aux mode`les Pn sont de´finis par
Aml =
√
(l −m+ 1)(l +m+ 1)
(2l + 3)(2l + 1)
Bml =
√
(l −m)(l +m)
(2l + 1)(2l − 1) , (1.13)
Cml =
√
(l +m+ 1)(l +m+ 2)
(2l + 3)(2l + 1)
Dml =
√
(l −m)(l −m− 1)
(2l + 1)(2l − 1) , (1.14)
Eml =
√
(l −m+ 1)(l −m+ 2)
(2l + 3)(2l + 1)
Fml =
√
(l +m)(l +m− 1)
(2l + 1)(2l − 1) , (1.15)
avec Aml−1 = B
m
l , C
m
l = F
m+1
l+1 et D
m
l = E
m+1
l−1 . Le syste`me forme´ par les e´quations (1.11)-(1.12)
n’est pas syme´trique. En effet, la simplification propose´e pre´ce´demment pour diminuer le nombre de
variables rend le syste`me non syme´trique. Cependant, a` l’aide d’un changement de variable trivial on
peut obtenir un syste`me syme´trique. Soit I˜ml les nouvelles inconnues de´finies par :
• I˜ml = Iml
• I˜ml = −
√
2Iml
Le syste`me associe´ aux nouvelles inconnues I˜ml est syme´trique. Voici un tableau indiquant le nombre
d’e´quations selon l’ordre de troncature n et la dimension d’espace. A` partir de la` il existe deux
dimension/ n 1 3 15 n
un 2 4 16 n+ 1
deux 3 10 136 12n
2 + 32n+ 1
trois 6 20 272 n2 + 3n+ 2
Table 1.1 – Nombre d’inconnues pour les mode`les Pn en fonction de l’ordre de troncature et de la
dimension
solutions pour classer les variables.
La premie`re solution est de classer par l croissant, de l’harmonique la moins oscillante a` l’harmonique
la plus oscillante ce qui revient a` classer les moments de l’e´quation de transport par ordre croissant (en
effet l = 0 correspond au moment d’ordre 0, l = 1 au moment d’ordre 1). Ce classement a l’avantage
de simplifier le passage du syste`me Pn au syste`me Pn+1 car il suffit d’ajouter le nouveau moment. La
seconde solution est de classer par m croissant, puisque les modes azimutaux m sont de´couple´s des
autres modes, ce classement permet d’obtenir une Jacobienne par rapport a` z diagonale par bloc ou
chaque bloc posse`de un spectre inde´pendant.
Les mode`les Pn peuvent eˆtre e´galement obtenus en minimisant l’entropie mathe´matique de l’e´quation
de transport qu’est la norme L2 sous contrainte de conservation des moments. Finalement, les mode`les
Pn peuvent eˆtre formalise´s sous la forme de syste`me line´aire hyperbolique syme´trisable, appele´ syste`me
de Friedrichs. Ces mode`les sont invariants par rotation, ne pre´servent pas la positivite´ du premier
moment E(t,x) et de la reconstruction de I(t,x,Ω, ν) a` l’aide des moments et admettent la meˆme
limite de diffusion que l’e´quation de transport. Les de´monstrations sur les limites asymptotiques des
mode`les seront apporte´es aux fur et a` mesure de cette e´tude. D’autres solutions sont possibles, par
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exemple Michael L. Hall utilise directement des harmoniques sphe´riques re´elles contrairement a` T.
Brunner. Il est possible aussi d’utiliser a` la place des harmoniques sphe´riques, un de´veloppement sur
une base de tenseur syme´trique bien choisi (voir [GC010]).
Remarque 1.2.1. La base des harmoniques sphe´riques paraˆıt adapte´e a` la discre´tisation de l’e´quation
de transport car les harmoniques sphe´riques forment les vecteurs propres de l’ope´rateur de collision
1
4pi
∫∞
0
∫
S2 p(Ω,Ω
′
)
(
I(t,x,Ω
′
, ν)− I(t,x,Ω, ν)
)
dΩ
′
dν.
1.2.2 Approximations Sn (me´thodes des ordonne´es discre`tes)
Les mode`les Sn sont issus de la me´thode des ordonne´es discre`tes [Chan60]- [JL91]- [BCLM02]. La
strate´gie consiste a` discre´tiser l’e´quation de transport mono-groupe (inde´pendante de la fre´quence)
a` l’aide de vitesses discre`tes et de re´soudre le mode`le forme´ par les e´quations qui de´rivent de cette
discre´tisation. Dans le cas de l’ope´rateur de collision qui nous inte´resse, la discre´tisation en vitesse se
fait a` l’aide d’une formule de quadrature qui permet de discre´tiser uniforme´ment l’ope´rateur inte´gral.
On choisit en ge´ne´ral une discre´tisation syme´trique par rapport aux plans. Les syste`mes construits ont
l’avantage d’eˆtre diagonaux et de pre´server la positivite´ de chaque inconnue mais ne sont pas invariants
par rotation et ge´ne`rent ce qu’on appelle des effets de raies de´gradant la solution nume´rique. Ces effets
viennent de la nature discre`te de l’approximation angulaire. Un exemple est donne´ dans [Bru02]. On
pose Ii(t,x) = Ii(t,x,Ωi) la fonction de distribution ponctuelle associe´e a` la vitesse de quadrature Ωi
et wi le poids de quadrature associe´. Les mode`les Sn sont de´finis par
1
c
∂tIi + Ωi.∇Ii = −σ
Ii −∑
j
wjIj
 . (1.16)
Ces syste`mes sont hyperboliques et syme´triques (syste`mes de Friedrichs). La formule de quadrature
utilise´e est construite de fac¸on syme´trique, ce qui se traduit par∑
i
wi = 1,
∑
i
wiΩi = 0.
Contrairement aux mode`les Pn, les mode`les Sn ne donnent pas naturellement le coefficient de diffusion
de l’e´quation de transport. En effet l’e´quation limite de diffusion est donne´e par
∂tE − div
(∑
iwiΩi ⊗Ωi
σ
∇E
)
= 0,
avec E =
∑
iwiIi. Pour obtenir le coefficient de diffusion associe´ a` l’e´quation de transport, la formule
de quadrature est construite de fac¸on a` satisfaire∑
i
wiΩi ⊗Ωi = 1
3
Îd.
1.2.3 Mode`le M1
Le mode`le M1 est un mode`le hyperbolique non line´aire issu de l’e´quation de transfert radiatif
(il n’est pas valide en neutronique). Il est obtenu en minimisant une entropie sous contrainte de la
conservation des moments mais contrairement aux mode`les Pn il s’agit de l’entropie physique associe´e
a` l’e´quation de transfert radiatif. Cette construction est de´taille´e dans [DF99].
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De´finition 1.2.1. Le mode`le M1 est de´fini par
1
c
∂tE + div F = 0,
1
c
∂tF +∇Pˆ = −σF,
(1.17)
avec le tenseur de pression suivant
Pˆ =
1
2
(
(1− χ(f))Îd + (3χ(f)− 1) f ⊗ f‖ f ‖2
)
E,
le flux normalise´ f = ||F||E et le tenseur d’Eddington χ(f) =
3 + 4f2
5 + 2
√
4− 3f2 .
Ce syste`me conserve les principales proprie´te´s lie´es a` l’e´quation de transfert radiatif. Il conserve la
positivite´ de E, la limitation du flux ||F|| < cE, et il est invariant par rotation. Il pre´serve aussi les
re´gimes limites de l’e´quation de transport : le re´gime de diffusion (σ >> 1) et le re´gime libre (appele´
aussi re´gime de transport pur), c’est a` dire qu’il transporte exactement les solutions du type ||F||cE = 1
quand σ = 0. En minimisant l’entropie des photons sous la contrainte de conserver les moments d’ordre
supe´rieur on peut construire des syste`mes plus grands appele´s Mn. Cependant, dans ce cas il n’existe
pas d’e´criture analytique de tenseur d’Eddington (voir [MF11] pour le cas du M2).
1.2.4 Extension multi-groupes
Une extension nomme´e multi-groupes existe pour le mode`le M1 et est aussi possible pour les
mode`les Pn ou Sn. En effet, les opacite´s (resp. les sections efficaces) dans la re´alite´ sont de´pendantes
de la fre´quence du photon (resp l’e´nergie des neutron). Afin d’obtenir une approximation en fre´quence
du proble`me de transport on de´finit des groupes de fre´quence ou d’e´nergie et on de´rive les mode`les
simplifie´s de type Pn ou M1 pour chaque groupe. Pour le transfert radiatif cela revient a` de´finir des
moments partiels a` l’aide de la formule d’inte´gration
< . >i=
∫ νi+1
νi
∫
S2
.dΩdν,
avec [νi, νi+1] un groupe de fre´quence. On obtient ainsi un mode`le simplifie´ pour chaque groupe qui sont
couple´s par des termes sources. Dans le cas du mode`le M1 ces extensions sont de´taille´es dans [Tur03],
cependant le tenseur d’Eddington associe´ a` chaque groupe n’admet pas une expression analytique.
Dans cette e´tude nous ne traiterons pas du cas multi-groupes.
1.2.5 Autres mode`les
Diffusion a` flux limite´
Les me´thodes de flux limite´s consistent a` re´soudre l’e´quation de diffusion limite hors e´quilibre et
a` inse´rer dans cette e´quation un limiteur permettant de mieux approcher les re´gimes de transport
notamment en re´cupe´rant la proprie´te´ ||f || = ||F||cE < 1. On re´sout donc
∂tE − div
(
cλ
3σ
∇E
)
= 0,
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avec λ un limiteur de´pendant d’un quantite´ R proportionnelle au gradient et qui vaut 1 dans le re´gime
de diffusion. Par exemple le limiteur de Kershaw
λ =
2
3 +
√
9 + 4R2
.
Pn ferme´ positivement
Les mode`les PPn ont e´te´ introduits re´cemment afin d’obtenir la positivite´ de la reconstruction de
l’intensite´ I(t,x,Ω, ν) (ou du flux neutronique) a` partir de ses moments (voir [HMc11]). Le principe
est simple, la construction des approximations Pn peut eˆtre obtenue en minimisant la norme L
2
sous la contrainte de conservation des moments. Pour obtenir la positivite´ on ajoute la contrainte de
positivite´ sur l’intensite´ I(t,x,Ω, ν) dans la minimisation de la fonctionnelle. De fac¸on ge´ne´rale on
ne peut imposer cette contrainte sur tout le domaine spatial, la me´thode consiste donc a` re´soudre ce
proble`me de minimisation avec la contrainte de positivite´ pour un nombre fini de points. Les auteurs
proposent d’utiliser l’ensemble des points de quadrature associe´s aux mode`les Sn. Lorsque les mode`les
Pn classiques sont positifs, les mode`les PPn de´rivent exactement sur le mode`le Pn. D’apre`s les auteurs
le re´gime de diffusion limite paraˆıt difficile a` e´tudier.
Mode`les Dn
Il s’agit d’une correction des approximations Pn. Ces mode`les ont e´te´ introduits dans [SFL11] pour
le traitement des milieux semi-transparents. En effet les mode`les Pn pour n grand sont tre`s efficaces
en milieu transparent mais tre`s couˆteux en temps de calcul. Quant aux approximations Pn pour n
petit, ils n’approximent pas correctement l’e´quation de transport en milieu transparent. Les mode`les
Dn, d’apre`s les auteurs, ame´liorent les re´sultats des mode`les Pn pour n faible et sont tre`s proches dans
le cas des n grands.
Pn filtre´s
Ces me´thodes ont pour but d’obtenir des solutions positives et de diminuer le comportement
ondulatoire des approximations Pn (voir [McH10]- [McHL10]), pour cela on ajoute un terme conservatif
lors de la minimisation de la fonctionnelle. Ce terme force les coefficients a` de´croˆıtre quand l augmente
afin de limiter l’aspect ondulatoire des mode`les. Dans un certain sens l’ajout de ce terme revient a`
ajouter une viscosite´ artificielle dans le de´veloppement sur la base des harmoniques sphe´riques.
Mode`le de moments partiels
La me´thode des moments partiels peut s’appliquer au mode`le M1 comme aux approximations Pn.
Les inte´grations sur tout l’ensemble des vitesses peuvent poser proble`me. En effet, si on chauffe un
milieu a` gauche et a` droite de la meˆme fac¸on, on cre´e un e´quilibre artificiel lorsque les deux ondes
rentrent en contact parce qu’il n’existe qu’une seule manie`re d’obtenir le rayonnement a` partir des
moments E et F, pour le mode`le P1 par exemple, [Tur03]. Le principe de construction est le meˆme que
pour les mode`les multi-groupes, il suffit de de´finir des moments partiels en inte´grant sur une portion de
l’ensemble des vitesses la solution de l’e´quation de transport afin d’obtenir plusieurs mode`les portant
sur chaque moment partiel.
Conclusion
Tous ces mode`les simplifie´s offrent des alternatives aux me´thodes de Monte Carlo pour la re´solution
des proble`mes de neutronique ou de photonique. A` pre´sent on souhaite discre´tiser ces mode`les avec
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des me´thodes qui pre´servent le plus de proprie´te´s physiques, notamment la limite asymptotique qui
assure la validite´ du mode`le pour tout type d’opacite´.
1.3 Contexte nume´rique
Dans cette section, on propose de pre´senter quelques difficulte´s nume´riques issues de la discre´tisa-
tion des syste`mes hyperboliques avec termes sources raides admettant une limite de diffusion. Apre`s
un l’e´tat de l’art sur les applications des sche´mas « asymptotic preserving » , on de´crira le proble`me de
consistance des sche´mas classiques en 1D ainsi que les me´thodes « asymptotic preserving » construites
pour eˆtre valides dans tous les re´gimes. Pour conclure on introduira les difficulte´s associe´es a` l’exten-
sion sur maillages non structure´s.
La re´solution, sur maillages non structure´s, des EDP pre´ce´demment cite´es, peut se faire a` l’aide de
plusieurs me´thodes nume´riques : les volumes finis, les e´le´ments finis ou encore les me´thodes de Galerkin
discontinues. Dans le cadre de cette the`se on se concentre sur la me´thode des volumes finis [EGH00]
qui posse`de l’avantage d’eˆtre moins couˆteuse que les autres me´thodes et qui est la plus naturelle pour
la discre´tisation des syste`mes hyperboliques. On commence donc par un rappel du principe de cette
me´thode. Soit une EDP en dimension deux :
∂tU + ∂xf(U,∇U) + ∂yg(U,∇U) = 0, U : D ∈ R2 −→ Rn,
avec f(U,∇U), g(U,∇U) les flux. La premie`re e´tape consiste a` inte´grer sur une maille l’e´quation afin
d’utiliser le the´ore`me de flux-divergence par conse´quent
d
dt
∫
Ωj
U(t, x, y)dxdy +
∫
Ωj
∂xf(U,∇U) + ∂yg(U,∇U)dxdy = 0,
est e´quivalent a`
d
dt
∫
Ωj
U(t, x, y)dxdy +
∫
∂Ωj
f(U,∇U)nxj + g(U,∇U)nyjdω = 0.
avec dω la mesure de surface. La me´thode des volumes finis repose sur l’estimation de la quantite´ de´finie
sur le bord de la maille qui peut eˆtre conside´re´e comme l’approximation de la quantite´ d’informations
e´change´es. On note njk = (n
x
jk, n
y
jk) la normale sortante associe´e a` l’areˆte ∂Ωjk, ljk la longueur de
l’areˆte. En outre on de´finit notre inconnue Uj =
∫
Ωj
U(t, x, y)dxdy la moyenne de la solution dans la
maille, ce qui donne le sche´ma
|Ωj |
Un+1j −Unj
∆t
+
∑
k
ljk
(
f∗jkn
x
j + g
∗
jkn
y
j
)
= 0. (1.18)
Afin de comple´ter ce dernier, il est ne´cessaire de construire le flux nume´rique
(
f∗jkn
x
j + g
∗
jkn
y
j
)
qui
approche correctement f(U,∇U)nx + g(U,∇U)ny. L’essentiel du travail porte sur la construction de
ce flux nume´rique.
A` pre´sent on propose de rappeler quelques de´finitions et re´sultats standards utiles pour l’analyse
des me´thodes de diffe´rences finies et de volumes finis en 1D. On s’est inspire´ directement du cours
de [AG11] avec la re´serve d’usage (remarque 2.2.5 du cours [AG11]). On se place dans le cadre d’une
grille uniforme de pas ∆x. Le pas de temps est note´ ∆t. Un sche´ma nume´rique pour l’EDP
F (U) = 0, avec U(t, x) ∈ R+ × R,
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est donne´ pour tous j indice de maille et n indice de temps par
F∆t,∆x
({
Un+mj+k
})
= 0, (1.19)
avec m− ≤ m ≤ m+, k− ≤ k ≤ k+ ou` m±, k± des entiers qui donnent le stencil du sche´ma.
De´finition 1.3.1. Un sche´ma nume´rique de type (1.19) est dit consistant au sens des diffe´rences
finies si, pour toute solution U(t, x) re´gulie`re, l’erreur de consistance
F∆t,∆x ({U(t+m∆t, x+ k∆x})
tend vers ze´ro. Le sche´ma est dit consistant a` l’ordre p en espace et a` l’ordre q en temps si l’erreur de
consistance est homoge`ne a` O(∆xp + ∆tq).
Dans [AG11], les auteurs pre´cisent que cette de´finition est un le´ge`rement ambigue¨. En effet si on
multiplie l’erreur de troncature par ∆xp, on peut rendre toute discre´tisation consistante. Afin de lever
cette ambigu¨ıte´, on suppose que la formule F∆t,∆x ({U(t+m∆t, x+ k∆x}) est e´crite de manie`re a` ce
que l’erreur de troncature ne soit pas nulle lorsque U(t,x) n’est pas solution de l’e´quation F (U) = 0.
De´finition 1.3.2. Soit Unh =
{
Unj , ...U
n
N
}
∈ RN la solution nume´rique au temps tn = n∆t. Le
sche´ma est stable dans la norme ||.||E s’il existe une constante K > 0 inde´pendante de ∆t et ∆x telle
que
||Unh||E ≤ K||U0h||E .
The´ore`me 1.1 (The´ore`me de Lax). Soit Unh =
{
Unj=1, ...U
n
j=N
}
la solution nume´rique au temps
tn = n∆t et U(t, x) la solution exacte telle que U
0
j = U(t = 0, xj = j∆x). Si un sche´ma nume´rique
line´aire a` deux niveaux pour le syste`me d’EDP line´aire
F (U) = 0,
est stable pour la norme ||.||E et consistant aux sens des diffe´rences finies avec l’erreur O(∆xp + ∆tq)
alors le sche´ma converge vers la solution exacte avec l’estimation
suptn≤T ||Unh −U(tn)||E ≤ CT (∆xp + ∆tq) ,
Remarque 1.3.1. Un sche´ma a` deux niveaux est un sche´ma qui utilise une discre´tisation temporelle
de´pendante uniquement de tn+1 et tn.
La notion de consistance au sens des diffe´rences finies ainsi que le the´ore`me de Lax sont valables
pour des sche´mas volumes finis line´aires sur grille uniforme. En effet, dans ces cas les me´thodes de
diffe´rences finies et de volumes finis se confondent.
1.3.1 Sche´mas « asymptotic preserving » : introduction et applications
Les proble`mes de transport e´nonce´s dans le chapitre pre´ce´dent peuvent eˆtre interpre´te´s comme
des EDP de´pendantes d’un parame`tre ε > 0, (qui est issu d’une mise a` l’e´chelle d’un parame`tre
physique comme l’opacite´, le temps ou la vitesse de la lumie`re pour les proble`mes de rayonnement).
La pre´sence de ce parame`tre induit une limite asymptotique pour l’EDP conside´re´e lorsqu’il tend
vers ze´ro. Pour traiter ce type de proble`me S. Jin [Jin99]- [Jin11] a introduit la notion de sche´ma
« asymptotic preserving » . On propose donc de rappeler deux de´finitions associe´es a` cette notion.
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De´finition 1.3.3. Un sche´ma pour le syste`me hyperbolique (P εh sur la figure (1.1)) est dit « asymptotic
preserving » lorsqu’il tend vers un sche´ma limite (P 0h ) consistant avec le mode`le limite (P 0) quand ε
tend vers ze´ro avec h (typiquement h correspond au pas de maillage ∆x ou de temps ∆t) le parame`tre
de discre´tisation fixe´.
De´finition 1.3.4. Un sche´ma est dit uniforme´ment « asymptotic preserving » si l’estimation d’erreur
et la condition CFL associe´es sont inde´pendantes de ε.
Figure 1.1 – De´finition des sche´mas « asymptotic preserving » .
Plusieurs domaines de la physique contiennent des mode`les dont la discre´tisation ne´cessite la
construction de sche´mas « asymptotic preserving » . Le premier conside´re´ est celui du transfert ra-
diatif. En effet, lorsque l’opacite´ de la matie`re est grande, l’e´quation de transport comme les mode`les
simplifie´s tendent vers une e´quation de diffusion. Pour chacun de ces mode`les un certain nombre de
sche´mas ont e´te´ de´veloppe´s. L. Gosse, G. Toscani dans [GT01] et S. Jin, C. D. Levermore dans [JL96]
ont de´veloppe´s des sche´mas « asymptotic preserving » base´s sur l’introduction des termes sources dans
les flux upwind pour l’e´quation de la chaleur hyperbolique :
∂tE +
1
ε
∂xF = 0,
∂tF +
1
ε
∂xE +
σ
ε
F = 0.
(1.20)
L’ide´e de S. Jin et D. Levermore consiste a` incorporer les e´tats stationnaires du mode`le dans les flux
upwind afin de ne pas ignorer les variations du gradient. Pour l’e´quation de la chaleur hyperbolique
(1.20) cela consiste a` incorporer, a` l’aide d’un de´veloppement de Taylor, l’e´tat stationnaire
∂xE = −σ
ε
F.
La me´thode de L. Gosse et G. Toscani propose de concentrer les termes sources aux interfaces, ce qui
a` pour conse´quence de modifier le syste`me car les masses de Dirac induisent une onde stationnaire
dans le proble`me de Riemann. La solution du proble`me de Riemann est obtenue a` l’aide de la solution
stationnaire de l’e´quation de la chaleur hyperbolique. Cette me´thode revient aussi a` introduire les
termes sources dans les flux. Ce type de me´thode a e´te´ initialement utilise´e par Greenberg et Leroux
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[GL96] afin de construire des me´thodes nume´riques «well - balanced » . M. Lemou et L. Mieussens dans
[LM07] proposent une discre´tisation de l’e´quation de transport line´aire base´e sur une de´composition
« micro-macro » couple´e avec une discre´tisation « de´cale´e » en espace. Les auteurs commencent par
de´composer la fonction de distribution de l’e´quation de transport entre un terme lie´ a` la variable de
diffusion E (partie macro) et un terme de´pendant de ε (partie micro) :
f = aE + εg
tel que le premier moment de g soit nul. En injectant cette de´composition dans l’e´quation de transport
et en utilisant une projection sur l’espace des fonctions de distribution isotrope (inde´pendante de la
vitesse) on obtient un syste`me sur E et g. Afin d’obtenir le sche´ma, les auteurs discre´tisent les termes
de transport avec un sche´ma upwind et les autres termes avec un sche´ma centre´ sur la grille « de´cale´e » .
L. Gosse a aussi adapte´ ces me´thodes a` la re´solution de l’e´quation de transport line´aire et au mode`le
BGK en utilisant le meˆme principe de construction [GT04]- [Gos10] que pour l’e´quation de la chaleur
hyperbolique. Dans [BCLM02] les auteurs proposent un sche´ma « asymptotic preserving » pour les
approximations Sn avec un « scattering » de type Laplace-Beltrami. La discre´tisation du mode`le M1
(1.17) a` aussi e´te´ aborde´e a` travers deux strate´gies. La premie`re consiste a` utiliser une me´thode de
relaxation introduite dans [JX95], couple´e au sche´ma de Gosse-Toscani (voir [BD06]- [BC07]). La se-
conde consiste a` utiliser un sche´ma HLLC, modifie´ a` l’aide des termes sources [BCT08]- [B010]. Plus
re´cemment, il a e´te´ introduit, par exemple dans [CS10], une extension des sche´mas de L. Gosse aux
mode`les Pn dans laquelle les solutions stationnaires sont calcule´es de fac¸on approche´e. Des mode`les
similaires au mode`le P1 et a` l’e´quation de transport existent en biologie. Par conse´quent, les sche´mas
pre´ce´dents peuvent s’appliquer e´galement a` ces mode`les, comme dans [Gos10]. On trouve ce type de
proble`me e´galement en me´canique des fluides, le proble`me le plus classique e´tant le mode`le d’Euler
avec friction. Ce mode`le a e´te´ e´tudie´ par de N. Se´guin, C. Coquel et leurs co-auteurs, [CGRS08]- [CC-
GRS010] ou par C. Enaux dans [En07]. Les e´quations de Saint-Venant avec friction ont elles aussi
e´te´ traite´es par C. Berthon, R. Turpault dans [BMT11]. Les sche´mas « asymptotic preserving » in-
terviennent e´galement en physique des plasmas. On peut citer notamment les travaux de P. Degond
et co-auteurs [DDSV09]- [DGM07]- [DLV08]. Depuis peu, des sche´mas « asymptotic preserving » sont
utilise´s pour capturer les re´gimes fluides des e´quations cine´tiques. Par exemple il y a les travaux de
S. Jin et F. Filbet pour les e´quations de Boltzmann ou Landau [FJ10]- [JY11], ou les travaux de M.
Lemou et ces co-auteurs pour les e´quations de Boltzmann ou de Vlasov [CL11]- [Lemou10].
Afin de mieux comprendre les sche´mas « asymptotic preserving » on propose d’e´tudier diffe´rentes
discre´tisations pour l’e´quation de la chaleur hyperbolique (1.20) introduite afin de pallier la vitesse
de propagation infinie de l’e´quation de la chaleur. Ce syste`me peut eˆtre conside´re´ comme un syste`me
d’onde amortie. Nous supposerons que la solution est re´gulie`re et proche de l’e´tat d’e´quilibre, c’est a`
dire que (E,F ) solution de (1.20) satisfait
‖∂m1x ∂m2t E‖∞ ≤ Cm1,m2 et ‖∂m1x ∂m2t F‖∞ ≤ εCm1,m2 ,
avec Cm1,m2 > 0 une constante, tel que (m1,m2) ∈ N2. Ces estimations peuvent eˆtre obtenues a` partir
de l’e´tude du proble`me de Cauchy associe´ a` l’e´quation (1.20). L’estimation sur F est e´quivalente au
fait que F˜ = Fε satisfait ‖∂m1x ∂m2t F˜‖∞ ≤ Cm1,m2 . Comme il a e´te´ rappele´ plus haut, ce mode`le peut
eˆtre approxime´ par le re´gime de diffusion suivant quand ε tend vers 0 :
∂tE − ∂x
(
1
σ
∂xE
)
= 0. (1.21)
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Pour simplifier les notations nous supposons dans ce chapitre σ constant en espace sauf dans les sec-
tions sur le cas variable.
1.3.2 Sche´mas « asymptotic preserving » « centre´ » ou « de´cale´ »
On commence par e´tudier le comportement des sche´mas dits « centre´ » ou « de´cale´ » pour l’e´qua-
tion de la chaleur hyperbolique. On introduit le pas d’espace ∆x, le pas de temps ∆t, on note xj = j∆x,
tn = n∆t avec j et t des entiers.
De´finition 1.3.5. Le sche´ma explicite « centre´ » pour le mode`le (1.20) est de´fini par
En+1j − Enj
∆t
+
1
ε
Fnj+1 − Fnj−1
2∆x
= 0,
Fn+1j − Fnj
∆t
+
1
ε
Enj+1 − Enj−1
2∆x
= − σ
ε2
Fnj .
(1.22)
On commence par e´tudier la consistance du sche´ma « centre´ » pour l’e´quation de la chaleur hy-
perbolique.
Lemme 1.2. L’erreur de consistance du sche´ma (1.22) pour la premie`re e´quation est O
(
∆x2 + ∆t
)
.
L’erreur de consistance pour la seconde equation est O
(
∆x2
ε + ∆t
)
.
De´monstration. L’erreur de consistance est e´tudie´e en utilisant des de´veloppements de Taylor. L’erreur
de consistance cE pour la premie`re e´quation est de´fini par
cEnj =
E(xj , tn+1)− E(xj , tn)
∆t
+
F (xj+1, tn)− F (xj−1, tn)
2ε∆x
= (∂tE(xj , tn) +O(∆t)) +
(
∂xF (xj , tn)
ε
+
∆x2
ε
O(∂xxF (xj , tn))
)
= O
(
∆x2 + ∆t
)
.
Pour obtenir ce re´sultat on a utilise´ ‖ ∂m1t ∂m2x F ‖≤ ε. L’erreur de consistance cFnj pour la deuxie`me
e´quation est
cFnj =
F (xj , tn+1)− F (xj , tn)
∆t
+
E(xj+1, tn)− E(xj−1, tn)
2ε∆x
+
σ
ε2
F (xj , tn)
= (∂tF (xj , tn) +O(∆t)) +
(
∂xE(xj , tn)
ε
+
∆x2
ε
O(∂xxE(xj , tn))
)
+
σ
ε2
F (xj , tn).
On utilise le fait que ∂tF (xj , tn) = O(ε). Par conse´quent
cFn = O
(
∆x2
ε
+ ∆t
)
.
Le sche´ma « centre´ » est consistant pour la premie`re e´quation qui donne l’e´quation de diffusion
limite. Le sche´ma capture donc correctement la limite de diffusion. Cependant ce sche´ma souffre
de plusieurs de´fauts. D’abord le sche´ma est inconditionnellement instable [Al05], ne pre´serve pas le
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principe du maximum E + F > 0, E − F > 0 associe´ a` l’e´quation et provoque des oscillations en
pre´sence de solutions discontinues. En outre, le sche´ma limite donne´ par la formule
En+1j − Enj
∆t
− E
n
j+2 − 2Enj + Enj−2
4∆x2
= 0,
admet des modes parasites qui ge´ne`rent aussi des oscillations (voir [BCLM02]). Dans le cadre du
couplage avec l’hydrodynamique, on ne souhaite pas utiliser de sche´ma « centre´ » a` cause de son
mauvais comportement dans les re´gimes de transport et a` cause du caracte`re oscillant du sche´ma
de diffusion limite. Une seconde solution est d’utiliser un sche´ma dit « de´cale´ » . Ce type de sche´ma
consiste a` localiser une partie des inconnues aux centres xj = j∆x des mailles Ωj et une autre partie
des inconnues aux interfaces xj+ 1
2
= (j + 12)∆x. La discre´tisation temporelle est de´finie par tn = n∆t.
De´finition 1.3.6. Le sche´ma « de´cale´ » est de´fini par
En+1j − Enj
∆t
+
1
ε
Fn
j+ 1
2
− Fn
j− 1
2
∆x
= 0,
Fn+1
j+ 1
2
− Fn
j+ 1
2
∆t
+
1
ε
Enj+1 − Enj
∆x
= − σ
ε2
Fn
j+ 1
2
.
(1.23)
Lemme 1.3. L’erreur de consistance du sche´ma (1.23) pour la premie`re e´quation est O (∆x+ ∆t).
L’erreur de consistance pour la seconde e´quation est O
(
∆x
ε + ∆t
)
.
De´monstration. De la meˆme fac¸on que pour des diffe´rences finies classiques, l’erreur de consistance
est e´tudie´e en utilisant des de´veloppements de Taylor. L’erreur de consistance cE pour la premie`re
e´quation est
cEnj =
E(xj , tn+1)− E(xj , tn)
∆t
+
F (xj+ 1
2
, tn)− F (xj− 1
2
, tn)
ε∆x
= (∂tE(xj , tn) +O(∆t)) +
(
∂xF (xj , tn)
ε
+
∆x
ε
O(∂xxF (xj , tn))
)
= O (∆x+ ∆t) .
L’erreur de consistance cFn
j+ 1
2
pour la deuxie`me e´quation est
cFn
j+ 1
2
=
F (xj+ 1
2
, tn+1)− F (xj+ 1
2
, tn)
∆t
+
E(xj+1, tn)− E(xj , tn)
ε∆x
+
σ
ε2
F (xj+ 1
2
, tn)
=
(
∂tF (xj+ 1
2
, tn) +O(∆t)
)
+
(
∂xE(xj+ 1
2
, tn)
ε
+
∆x
ε
O(∂xxE(xj+ 1
2
, tn))
)
+
σ
ε2
F (xj+ 1
2
, tn).
On utilise le fait que ∂xxF (xj+ 1
2
, tn) = O(ε). Par conse´quent
cFnj = O
(
∆x
ε
+ ∆t
)
.
Contrairement au sche´ma « centre´ » le sche´ma limite associe´ au sche´ma « de´cale´ » n’exhibe pas de
modes parasites, on de´rive en effet sur le sche´ma classique a` trois points. Les discre´tisations « de´cale´ »,
ou « centre´ » avec une discre´tisation implicite sont donc « asymptotic preserving » au sens de la
de´finition (1.3.3). Cependant les sche´mas « de´cale´ » et « centre´ » souffrent de de´fauts de stabilite´ et
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n’ont pas un bon comportement en re´gime de transport (notamment en pre´sence de discontinuite´).
Dans le cadre de l’hydrodynamique radiative une bonne approximation du re´gime de transport (σ → 0,
ε ≈ 1) est aussi importante qu’une bonne approximation du re´gime de diffusion. En outre les e´quations
de l’hydrodynamique e´tant approxime´es, dans notre cas, avec une discre´tisation ou` les inconnues sont
localise´es aux centres des mailles, on souhaiterait obtenir des sche´mas « asymptotic preserving » ,
« cell-centered » base´s sur le sche´ma upwind.
1.3.3 Sche´mas « asymptotic preserving » base´s sur le sche´ma upwind
Les sche´mas « de´cale´s » (1.23) et « centre´s » (1.22) sont valides dans le re´gime de diffusion,
mais ont des mauvaises proprie´te´s dans le re´gime de transport (σ → 0, ε ≈ 1). Par conse´quent on
souhaite e´tudier les sche´mas « de´centre´s » qui sont connus pour avoir de bonnes proprie´te´s en re´gime
de transport. Pour les sche´mas de type Godunov comme les sche´mas Rusanov, upwind, HLL, HLLC
[Tor28]), la situation est diffe´rente. Ces sche´mas ont un bon comportement en re´gime de transport
(principe du maximum pre´serve´, stabilite´, bon comportement en pre´sence de discontinuite´), mais
l’erreur de consistance et la condition CFL de stabilite´ sont de´pendantes de ε. Ceci a pour conse´quence
que ces sche´mas ne convergent pas lorsque ε tend vers 0 et ont un pas de temps contraint par ε lorsqu’on
utilise des discre´tisations purement explicites en temps. Cependant, on peut les modifier afin d’obtenir
des sche´mas convergents et stables inde´pendamment de ε en re´gime de diffusion tout en pre´servant
les proprie´te´s du sche´ma dans le re´gime de transport. Pour l’approximation en temps l’utilisation
d’un sche´ma inconditionnellement stable (implicite en ge´ne´ral) suffit a` re´gler le proble`me. Par contre,
obtenir un sche´ma semi-implicite avec une CFL inde´pendante de ε et obtenir la convergence pour tous
les re´gimes, ne´cessite un travail supple´mentaire.
Maintenant on propose de rappeler et d’e´tudier le sche´ma upwind ainsi que deux sche´mas « asymp-
totic preserving » base´s sur ce meˆme sche´ma.
Le sche´ma upwind
Le sche´ma upwind est un sche´ma de volumes finis qui calcule les flux aux interfaces xj+ 1
2
en
diagonalisant le syste`me et en e´crivant un sche´ma « de´centre´ » pour chaque e´quation d’advection
obtenue. On introduit le pas d’espace ∆x, le pas de temps ∆t, on note xj = j∆x, tn = n∆t avec j et
t des entiers. Le sche´ma s’e´crit
En+1j − Enj
∆t
+
Fn
j+ 1
2
− Fn
j− 1
2
ε∆x
= 0,
Fn+1j − Fnj
∆t
+
En
j+ 1
2
− En
j− 1
2
ε∆x
+
σ
ε2
Fnj = 0.
(1.24)
Les flux sont donne´s par la solution du syste`me line´aire suivante, syste`me obtenu en de´centrant les
deux invariants de Riemann associe´s a` l’e´quation des ondes :{
Fnj + E
n
j = F
n
j+ 1
2
+ En
j+ 1
2
,
Fnj+1 − Enj+1 = Fnj+ 1
2
− En
j+ 1
2
,
⇐⇒
 F
n
j+ 1
2
= 12
(
Fnj + F
n
j+1 + E
n
j − Enj+1
)
,
En
j+ 1
2
= 12
(
Enj + E
n
j+1 + F
n
j − Fnj+1
)
.
(1.25)
En incorporant les flux dans (1.24) on obtient la forme explicite du sche´ma
En+1j − Enj
∆t
+
Fnj+1 − Fnj−1
2ε∆x
− E
n
j+1 − 2Enj + Enj−1
2ε∆x
= 0,
Fn+1j − Fnj
∆t
+
Enj+1 − Enj−1
2ε∆x
− F
n
j+1 − 2Fnj + Fnj−1
2ε∆x
+
σ
ε2
Fj = 0.
(1.26)
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Pour chaque e´quation le troisie`me terme est appele´ viscosite´ nume´rique ou diffusion nume´rique. Ce
terme stabilise la discre´tisation « centre´e » des de´rive´es premie`res. Maintenant que le sche´ma est in-
troduit on va pouvoir l’e´tudier.
Consistance du sche´ma upwind
Lemme 1.4. L’erreur de consistance du sche´ma upwind (1.26) est homoge`ne a` O
(
∆x
ε + ∆t
)
..
De´monstration. De la meˆme fac¸on que pour des diffe´rences finies classiques l’erreur de consistance
est e´tudie´e en utilisant des de´veloppements de Taylor. On note xj = j∆x et tn = n∆t. L’erreur de
consistance cE pour la premie`re e´quation est
cEnj =
E(xj , tn+1)− E(xj , tn)
∆t
+
F (xj+1, tn)− F (xj−1, tn)
2ε∆x
− E(xj+1, tn)− 2E(xj , tn) + E(xj−1, tn)
2ε∆x
= (∂tE(xj , tn) +O(∆t)) +
(
∂xF (xj , tn)
ε
+O(∆x2)
)
+O
(
∆x
ε
)
∂xxE(xj , tn) = O
(
∆x
ε
+ ∆t
)
.
L’erreur de consistance cF pour la deuxie`me e´quation est
cFnj =
F (xj , tn+1)− F (xj , tn)
∆t
+
E(xj+1, tn)− E(xj−1, tn)
2ε∆x
−F (xj+1, tn)− 2F (xj , tn) + F (xj , tn)
2ε∆x
+
σ
ε2
F (xj , tn)
= (∂tF (xj , tn) +O(∆t)) +
(
∂xE(xj , tn)
ε
+O(
∆x2
ε
)
)
+O
(
∆x
ε
)
∂xxF (xj , tn) +
σ
ε2
F (xj , tn).
On utilise le fait que par hypothe`se ∂xxF (xj , tn) = O(ε). Par conse´quent
cFnj = O
(
∆x2
ε
+ ∆x+ ∆t
)
.
L’erreur de convergence associe´e au sche´ma upwind (1.26) admet donc une erreur de consistance
importante lorsque le maillage est grossier (∆xε >> 1).
Stabilite´ du sche´ma upwind
Lemme 1.5. Le sche´ma upwind (1.26) satisfait le principe du maximum pour les invariants de Rie-
mann u = E + F et v = E − F sous la CFL
∆t
ε∆x
+
σ∆t
2ε2
≤ 1. (1.27)
De´monstration. On commence par de´finir les invariants de Riemann u = E + F et v = E − F , le
syste`me (1.26) se re´e´crit sous la forme suivante
un+1j − unj
∆t
+
unj − unj−1
ε∆x
+
σ
2ε2
(
unj − vnj
)
= 0,
vn+1j − vnj
∆t
− v
n
j+1 − vnj
ε∆x
+
σ
2ε2
(−unj + vnj ) = 0, (1.28)
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par conse´quent 
un+1j =
(
1− ∆t
ε∆x
− σ∆t
2ε2
)
unj +
∆t
ε∆x
unj−1 +
σ∆t
2ε2
vnj ,
vn+1j =
(
1− ∆t
ε∆x
− σ∆t
2ε2
)
vnj +
∆t
ε∆x
vnj+1 +
σ∆t
2ε2
unj .
(1.29)
Les termes extra-diagonaux sont positifs, les termes diagonaux sont aussi positifs sous la condition
1 − ∆tε∆x − σ∆t2ε2 ≥ 0. Pour finir on remarque que un+1j et vn+1j sont calcule´s a` partir de combinaison
convexe des quantite´s au temps n. Par conse´quent le sche´ma satisfait donc la principe du maximum
sous la condition CFL (1.27).
Remarque 1.3.2. Le principe du maximum implique la stabilite´ en norme Lp pour 1 ≤ p ≤ ∞ et
pour un domaine borne´.
Stabilite´ du sche´ma upwind semi-implicite
On souhaite utiliser des sche´mas semi-implicites qui ne ne´cessitent qu’une inversion locale afin d’ob-
tenir une CFL moins contraignante. Pour le mode`le (1.20) la discre´tisation semi-implicite consiste
uniquement a` impliciter le terme source.
Lemme 1.6. Le sche´ma upwind semi-implicite satisfait le principe du maximum sur les invariants
de Riemann u = E + F , v = E − F sous la CFL
∆t
ε∆x
≤ 1. (1.30)
De´monstration. On part du sche´ma (1.51) avec une discre´tisation implicite du terme source. On obtient
−σ∆t
2ε2
vn+1j +
(
1 +
σ∆t
2ε2
)
un+1j =
∆t
∆xε
uj−1 + (1− ∆t
ε∆x
)uj ,
−σ∆t
2ε2
un+1j +
(
1 +
σ∆t
2ε2
)
vn+1j =
∆t
∆xε
vj−1 + (1− ∆t
ε∆x
)vj .
(1.31)
On commence par inverser le syste`me local par maille. La matrice, qui est une M -matrice, est donne´e
par (
1 + σ∆t
2ε2
−σ∆t
2ε2
−σ∆t
2ε2
1 + σ∆t
2ε2
)
. (1.32)
Un rapide calcul montre que les quatre coefficients issus de la re´solution du syste`me line´aire sont
positifs sous la condition CFL (1.30) et que leur somme fait 1. On obtient donc une combinaison
convexe et par conse´quent le principe du maximum est pre´serve´.
On remarque que cette manipulation permet d’obtenir une CFL moins restrictive, notamment
lorsque σ est grand. Par le the´ore`me de Lax on sait que le sche´ma upwind converge avec un erreur de
l’ordre de ∆xε . En effet, contrairement aux sche´mas « centre´ » et « de´cale´ » , le sche´ma upwind admet
une viscosite´ nume´rique (ou diffusion nume´rique) qui domine par rapport a` la diffusion physique (limite
asymptotique de diffusion) lorsque ∆xε >> 1. Pour obtenir une erreur satisfaisante, il faut choisir
∆x << ε (par exemple ∆x = ε2). Par conse´quent le sche´ma est inutilisable en pratique. Le proble`me
est le meˆme pour les sche´mas HLL et Rusanov [Tor28]. Pour re´gler le proble`me de la discre´tisation
en temps il existe deux solutions : utiliser un sche´ma purement implicite ou trouver une discre´tisation
semi-implicite capable de lever la condition CFL en ε. On constate donc que le principal proble`me
vient de la discre´tisation en espace. C’est l’objet des sche´mas que nous allons e´tudier a` pre´sent.
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Sche´ma de Jin-Levermore
Principe de construction
Le sche´ma de Jin-Levermore [JL96] est base´ sur une modification des flux du sche´ma standard (1.24)
qui permet au sche´ma (1.24) de devenir « asymptotic preserving » au sens de la de´finition (1.3.3). Sa
construction est base´e sur la constatation qu’une me´thode classique de volumes finis, constante par
maille, ignore les variations qui peuvent eˆtre fortes du gradient. L’ide´e de Jin-Levermore est d’incor-
porer dans le flux les e´tats stationnaires du syste`me afin de pouvoir capter les fortes variations de ∂xE
et le re´gime de diffusion limite. On commence par e´crire l’approximation de Taylor a` l’ordre un{
E(xj) ' E(xj+ 1
2
)− ∆x2 ∂xE(xj+ 12 ),
E(xj+1) ' E(xj+ 1
2
) + ∆x2 ∂xE(xj+ 12
).
(1.33)
En utilisant l’e´tat stationnaire ∂xE = −σεF avec la version discre`te des e´quations (1.33) et en combi-
nant cela aux flux (1.25) du sche´ma upwind on obtient

Fnj + E
n
j = F
n
j+ 1
2
+ En
j+ 1
2
+
σ∆x
2ε
Fn
j+ 1
2
,
Fnj+1 − Enj+1 = Fnj+ 1
2
− En
j+ 1
2
+
σ∆x
2ε
Fn
j+ 1
2
,
⇐⇒

Fn
j+ 1
2
=
M
2
(
Fnj + F
n
j+1 + E
n
j − Enj+1
)
,
En
j+ 1
2
=
1
2
(
Enj + E
n
j+1 + F
n
j − Fnj+1
)
,
(1.34)
ou` le coefficient M est donne´ par
M =
2ε
2ε+ σ∆x
.
Le sche´ma se re´e´crit sous la forme
En+1j − Enj
∆t
+M
Fnj+1 − Fnj−1
2ε∆x
−ME
n
j+1 − 2Enj + Enj−1
2ε∆x
= 0,
Fn+1j − Fnj
∆t
+
Enj+1 − Enj−1
2ε∆x
− F
n
j+1 − 2Fnj + Fnj−1
2ε∆x
+
σ
ε2
Fj = 0.
(1.35)
Consistance du sche´ma de Jin-Levermore
Lemme 1.7. L’erreur de consistance associe´e a` la deuxie`me e´quation du sche´ma de Jin-Levermore
(1.35) est O
(
∆x
ε + ∆t
)
, et celle associe´e a` la premie`re e´quation est O
(
∆x2 + ε∆x+ ∆t
)
.
De´monstration. A` pre´sent on passe a` l’e´tude de l’erreur de consistance du sche´ma (1.35) en utilisant
les meˆmes outils que pour la de´monstration pre´ce´dente. On voit que la seconde e´quation de (1.35)
n’est pas modifie´e par conse´quent l’erreur de consistance reste en O
(
∆x
ε + ∆t
)
. On de´finit l’erreur
cEnj associe´e a` la premie`re e´quation du sche´ma (1.35) est
cEnj =
E(xj , tn+1)− E(xj , tn)
∆t
+M
F (xj+1, tn)− F (xj−1, tn)
2ε∆x
−ME(xj+1, tn)− 2E(xj , tn) + E(xj−1, tn)
2ε∆x
= ∂tE(xj , tn) +O(∆t) +M
2∆x∂xF (xj , tn) +O(ε∆x
3)
2ε∆x
−M∆x
2∂xxE(xj , tn) +O(∆x
4)
2ε∆x
=
(
∂tE(xj , tn) +
M
ε
∂xF (xj , tn)−M∆x
2ε
∂xxE(xj , tn)
)
+O
(
∆x2 +
M∆x3
ε
+ ∆t
)
.
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On note que M ∆x
3
ε = O
(
∆x2
)
. Puisque (E,F ) est la solution exacte de (1.20) alors
∂xxE = −σ
ε
∂xF − ε∂xtF = −σ
ε
∂xF +O(ε
2).
le terme dans la premie`re parenthe`se s’e´crit aussi
(· · · ) = ∂tE(xj , tn) + M
ε
∂xF (xj , tn) +M
∆x
2ε
σ
ε
∂xF (xj , tn) +O
(
Mε2∆x
2ε
)
=
1
ε
(
−1 +M +M∆x
2
σ
ε
)
∂xF (xj , tn) +O
(
M
ε2∆x
2ε
)
.
Par de´finition de M le terme entre parenthe`se est −1 +M + M∆xσ2ε = 0, donc cEnj = O(∆x2 + ε∆x+
∆t).
Stabilite´ du sche´ma de Jin-Levermore
Lemme 1.8. Le sche´ma de Jin-Levermore (1.24)-(1.34) ne satisfait pas le principe du maximum pour
les invariants de Riemann u = E + F et v = E − F .
De´monstration. On commence par analyser la stabilite´ au sens du principe du maximum. On somme
les deux e´quations, cela donne
un+1j − unj
∆t
+
(
unj − aFnj+ 1
2
)
−
(
unj−1 − aFnj− 1
2
)
ε∆x
+
σ
2ε2
(
unj − vnj
)
= 0,
avec a = ∆xσ2ε . Puisque F
n
j+ 1
2
=
unj − vnj+1
2(1 + a)
, on obtient
un+1j − unj
∆t
+
(
1− a
2(1 + a)
)
unj − unj−1
ε∆x
+
a
2(1 + a)ε∆x
(
vnj+1 − vnj
)
+
σ
2ε2
(
unj − vnj
)
= 0
on isole les termes en n+ 1,
un+1j =
(
1− (2 + a)∆t
2(1 + a)ε∆x
− σ∆t
ε2
)
unj +
σ∆t
4(1 + a)ε2
unj−1 +
(
a∆t
2(1 + a)ε∆x
+
σ∆t
2ε2
)
vnj −
a∆t
ε∆x
vnj+1.
Sous une certaine CFL on peut garantir la positivite´ du coefficient diagonal, mais par contre il n’est
pas possible de garantir la positivite´ de tous les coefficients extra-diagonaux, en particulier − a∆tε∆x < 0.
Pour cette raison le sche´ma ne satisfait pas le principe du maximum.
Remarque 1.3.3. Sous condition de stabilite´ en norme L2 le sche´ma de Jin-Levermore converge et
est « asymptotic preserving » au sens de la de´finition (1.3.3).
Remarque 1.3.4. L’erreur de consistance du sche´ma de Jin-Levermore O(∆x2 + ε∆x+ ∆t) montre
que pour ε fixe´, le sche´ma est d’ordre deux sur maillage grossier ∆x >> ε et d’ordre un pour un
maillage fin ∆x << ε. Par conse´quent on s’attend a` obtenir l’ordre deux lorsque ε est plus petit que
∆x. Lorsque le pas de maillage s’approche de ε, on s’attend a` ce que le sche´ma retombe sur l’ordre 1.
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Sche´ma pour un σ variable
Afin de comparer les diffe´rents sche´mas propose´s on introduit les sche´mas pour les parame`tres σ
variables. En effet certaines me´thodes vont donner des sche´mas non conservatifs dans ce cas. Lorsque
σ est variable on obtient 
En+1j − Enj
∆t
+
Fn
j+ 1
2
− Fn
j+ 1
2
ε∆x
= 0,
Fn+1j − Fnj
∆t
+
En
j+ 1
2
− En
j+ 1
2
ε∆x
+
σj
ε2
Fnj = 0.
(1.36)
avec  E
n
j+ 1
2
=
(
Enj +E
n
j+1
2 +
Fnj −Fnj+1
2
)
Fn
j+ 1
2
= Mj+ 1
2
(
Fnj +F
n
j+1
2 +
Enj −Enj+1
2
)
et Mj+ 1
2
= 2ε2ε+σ
j+12
∆x .
Sche´ma de Gosse-Toscani et de Jin-Levermore modifie´
Maintenant on propose d’introduire un second sche´ma « asymptotic preserving » base´ sur le sche´ma
upwind pour l’e´quation de la chaleur hyperbolique (1.20). Le principe de construction du sche´ma de
Gosse-Toscani consiste a` utiliser un sche´ma de Godunov (upwind) ou` on localise les termes sources
aux interfaces afin de capter les effets des termes sources. Une nouvelle onde stationnaire apparaˆıt
dans le proble`me de Riemann, les e´tats associe´s a` cette nouvelle onde sont calcule´s a` partir des e´tats
stationnaires du syste`me. On part de la version diagonalise´e de l’e´quation de la chaleur hyperbolique
(1.20) en posant u = E + F et v = E − F . On obtient
∂tu+
1
ε
∂xu =
σ
2ε2
(v − u),
∂tv − 1
ε
∂xv =
σ
2ε2
(u− v).
(1.37)
On commence donc par localiser les termes sources aux interfaces
∂tu+
1
ε
∂xu =
σ
2ε2
∑
j
∆x(v − u)δ(x− xj− 1
2
),
∂tv − 1
ε
∂xv =
σ
2ε2
∑
j
∆x(u− v)δ(x− xj− 1
2
).
(1.38)
Le proble`me de Riemann associe´ a` cette formulation admet une nouvelle onde stationnaire.
On peut calculer explicitement les solutions stationnaires du syste`me d’EDP le long de cette onde.
Pour cela on part du syste`me 
∂xu
∗ =
∆xσ
2ε
(v∗ − u∗),
−∂xv∗ = ∆xσ
2ε
(u∗ − v∗),
avec u∗(0) = uL et v∗(∆x) = vR. On obtient les solutions
u∗ = uL +
∆xσ
2ε+ σ∆x
(vR − uL),
v∗ = vR − ∆xσ
2ε+ σ∆x
(vR − uL).
(1.39)
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Figure 1.2 – Solution du nouveau proble`me de Riemann
Ces e´tats interme´diaires (u∗, v∗) permettent de construire la solution du proble`me de Riemann donne´e
par la figure (1.2). Maintenant on e´crit le sche´ma de Godunov, on inte`gre sur la maille j et entre les
temps tn et tn+1, pour obtenir 
un+1j = u
n
j −
∆t
ε∆x
(un
j+ 1
2
− un
j− 1
2
),
vn+1j = v
n
j +
∆t
ε∆x
(vn
j+ 1
2
− vn
j− 1
2
).
(1.40)
Le proble`me de Riemann dans la maille j, de´crit par les figures (1.3)-(1.2), donne les flux
Figure 1.3 – Proble`me de Riemann dans la maille j.
uj− 1
2
= u∗(xj− 1
2
) = uj−1 +
∆xσ
2ε+ σ∆x
(vj − uj−1), uj+ 1
2
= uj ,
vj+ 1
2
= v∗(xj+ 1
2
) = vj+1 − ∆xσ
2ε+ σ∆x
(vj+1 − uj), vj− 1
2
= vj .
(1.41)
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Une fois les flux obtenus on peut reformuler le sche´ma (1.40)-(1.41). On part de la premie`re e´quation
un+1j = uj −
∆t
ε∆x
(
uj − ∆xσ
2ε+ σ∆x
(vj − uj−1)− uj−1
)
. (1.42)
On commence par introduire le facteur M = 2ε2ε+σ∆x , en factorisant on obtient
un+1j = uj −
∆t
ε∆x
(
uj −Muj−1 − ∆xσ
2ε
Mvj
)
. (1.43)
En utilisant la relation (1−M) = ∆xσ2ε M , l’e´quation (1.43) peut se re´e´crire sous la forme
un+1j = uj −
∆t
ε∆x
(
M(uj − uj−1) + ∆xσ
2ε
M(uj − vj)
)
. (1.44)
Enfin on agit de la meˆme fac¸on pour l’e´quation sur v on obtient le sche´ma
un+1j − unj
∆t
+M
unj − unj−1
ε∆x
−M σ
2ε2
(
vnj − unj
)
= 0,
vn+1j − vnj
∆t
−M v
n
j+1 − vnj
ε∆x
−M σ
2ε2
(
unj − vnj
)
= 0,
(1.45)
Enfin, il suffit de repasser aux variables (E,F ) de l’e´quation de la chaleur hyperbolique pour obtenir
le sche´ma de Gosse-Toscani
En+1j − Enj
∆t
+M
Fnj+1 − Fnj−1
2ε∆x
−ME
n
j+1 − 2Enj + Enj−1
2ε∆x
= 0,
Fn+1j − Fnj
∆t
+M
Enj+1 − Enj−1
2ε∆x
−MF
n
j+1 − 2Fnj + Fnj−1
2ε∆x
+M
σ
ε2
Fnj = 0.
(1.46)
Le sche´ma de Gosse-Toscani peut donc eˆtre re´e´crit comme le sche´ma upwind multiplie´ par un coeffi-
cient M .
Lien avec le sche´ma de Jin-Levermore
Le sche´ma de Gosse-Toscani peut eˆtre obtenu a` partir du sche´ma de Jin-Levermore avec une discre´-
tisation du terme source diffe´rente. On introduit le sche´ma de Jin-Levermore modifie´ avec les meˆmes
flux (1.34) et une discre´tisation du terme source aux interfaces (a` l’aide des flux) et non aux centres
des mailles. 
En+1j − Enj
∆t
+
Fn
j+ 1
2
− Fn
j− 1
2
ε∆x
= 0,
Fn+1j − Fnj
∆t
+
En
j+ 1
2
− En
j− 1
2
ε∆x
+
σ
2ε2
(
Fn
j+ 1
2
+ Fn
j− 1
2
)
= 0.
(1.47)
Lemme 1.9. Le sche´ma de Jin-Levermore modifie´ est e´quivalent au sche´ma de Gosse-Toscani [GT01].
De´monstration. On commence par incorporer les flux (1.34) dans le sche´ma (1.47). On a de´ja` montre´
que la premie`re e´quation de (1.47) peut eˆtre re´e´crite comme la premie`re e´quation de (1.46), reste la
seconde e´quation. On part de
En
j+ 1
2
− En
j− 1
2
ε∆x
+
σ
2ε2
(
Fn
j+ 1
2
+ Fn
j− 1
2
)
=
Enj+1 − Enj−1
2ε∆x
− F
n
j+1 − 2Fnj + Fnj−1
2ε∆x
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+
Mσ
ε24
((
Fnj + F
n
j+1 + E
n
j − Enj+1
)
+
(
Fnj−1 + F
n
j + E
n
j−1 − Enj
))
=
(
1
2ε∆x
− Mσ
ε24
)((
Enj+1 − Enj−1
)− (Fnj+1 − 2Fnj + Fnj−1))+ Mσε2 Fnj .
On ve´rifie que
1
2ε∆x
− Mσ
ε24
=
M
2ε∆x
.
On obtient donc la relation suivante
En
j+ 1
2
− En
j− 1
2
ε∆x
+
σ
2ε2
(
Fn
j+ 1
2
+ Fn
j− 1
2
)
= M
(
Enj+1 − Enj−1
2ε∆x
− F
n
j+1 − 2Fnj + Fnj−1
2ε∆x
+
σ
ε2
Fnj
)
.
Par conse´quent, le sche´ma de Jin-Levermore modifie´ admet l’e´criture
En+1j − Enj
∆t
+M
Fnj+1 − Fnj−1
2ε∆x
−ME
n
j+1 − 2Enj + Enj−1
2ε∆x
= 0,
Fn+1j − Fj .
∆t
+M
Enj+1 − Enj−1
2ε∆x
−MF
n
j+1 − 2Fnj + Fnj−1
2ε∆x
+M
σ
ε2
Fnj = 0.
(1.48)
qui correspond au sche´ma de Gosse-Toscani.
Consistance du sche´ma de Gosse-Toscani
Lemme 1.10. L’erreur de consistance du sche´ma de Gosse-Toscani (1.46) associe´e a` la premie`re
e´quation est
O
(
∆x2 + ε∆x+ ∆t
)
,
L’erreur de consistance du sche´ma de Gosse-Toscani (1.46) associe´e a` la seconde e´quation est
O(∆x+ ∆t).
De´monstration. L’erreur de consistance associe´e a` la premie`re e´quation a de´ja` e´te´ e´tablie dans le cadre
de l’e´tude du sche´ma de Jin-Levermore (1.35). Reste donc a` e´tudier celle de la deuxie`me e´quation. On
a
cFnj =
F (xj , tn+1)− F (xj , tn)
∆t
+M
(
E(xj+1, tn)− E(xj−1, tn)
2ε∆x
−F (xj+1, tn)− 2F (xj , tn) + F (xj , tn)
2ε∆x
+
σ
ε2
F (xj , tn)
)
= ∂tF (xj , tn) +O(∆t) +M
(
2∆x∂xE(xj , tn) +O(∆x
3)
2ε∆x
+
∆x
ε
∂xxF (xj , tn) +
σ
ε2
F (xj , tn)
)
.
On sait que ∂xxF = −ε∂txE et ‖∂m1x ∂m2t E‖∞ ≤ Cm1,m2 , par conse´quent ∂xxF = O(ε) et
cFnj = (1−M)∂tF (xj , tn) +O
(
∆t+
M∆x2
ε
+M∆x
)
.
Le coefficient M par de´finition satisfait plusieurs proprie´te´s : la premie`re : M ≤ 1, la seconde
M∆x
ε
=
2ε∆x
2(2ε+ σ∆x)ε
=
2∆x
2(2ε+ σ∆x)
≤ 1
σ
=⇒ O
(
M∆x2
ε
)
= O(∆x),
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et la troisie`me
1−M = σ∆x
2ε+ σ∆x
=⇒ (1−M)O (∂tF (xj , tn)) = O
(
σ
2 + σ∆xε
∆x
)
.
car ∂tF (xj , tn) = O(ε). Par conse´quent
(1−M)∂tF (xj , tn) = O(∆x).
Ceci termine la preuve.
Stabilite´ du sche´ma de Gosse-Toscani explicite
Lemme 1.11. Le sche´ma de Gosse-Toscani (1.46) satisfait le principe du maximum sous la condition
CFL
M
∆t
ε∆x
≤ 1. (1.49)
De´monstration. On commence par de´finir les invariants de Riemann u = E + F et v = E − F , le
syste`me (1.26) se re´e´crit sous la forme suivante
un+1j − unj
∆t
+M
unj − unj−1
ε∆x
+M
σ
2ε2
(
unj − vnj
)
= 0,
vn+1j − vnj
∆t
−M v
n
j+1 − vnj
ε∆x
+M
σ
2ε2
(−unj + vnj ) = 0, (1.50)
par conse´quent 
un+1j =
(
1−M ∆t
ε∆x
−Mσ∆t
2ε2
)
unj +M
∆t
ε∆x
unj−1 +M
σ∆t
2ε2
vnj ,
vn+1j =
(
1−M ∆t
ε∆x
−Mσ∆t
2ε2
)
vnj +M
∆t
ε∆x
vnj+1 +M
σ∆t
2ε2
unj .
(1.51)
Les termes extra-diagonaux sont positifs, les termes diagonaux sont aussi positifs sous la condition
1−M ∆tε∆x −M σ∆t2ε2 ≥ 0. Pour finir on remarque que un+1j et vn+1j sont calcule´s a` partir de combinaison
convexe des quantite´s au temps n. La CFL est donne´e par 1 −M ∆tε∆x −M σ∆t2ε2 ≥ 0. En remarquant
que Mσ2ε =
1−M
∆x , on obtient la condition CFL (1.49).
The´ore`me 1.12. Le sche´ma de Gosse-Toscani (1.46) est convergent avec l’erreur O(∆x + ∆t) en
norme L∞ sous la condition CFL (1.49).
Par conse´quent le sche´ma est uniforme´ment « asymptotic preserving » (de´finition 1.3.4).
Ce re´sultat est donne´ par le the´ore`me de Lax.
On remarque que le sche´ma de Gosse-Toscani est stable sous une condition CFL moins contraignante
que le sche´ma upwind. En effet, le sche´ma de Gosse-Toscani modifie la viscosite´ nume´rique en modi-
fiant le « scaling » du syste`me de 1ε ,
1
ε2
par 1 et 1ε . Par conse´quent il est inte´ressant d’e´tudier l’effet
de cette modification sur la discre´tisation semi-implicite.
Stabilite´ du sche´ma de Gosse-Toscani semi-implicite
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Lemme 1.13. Le sche´ma de Gosse-Toscani semi-implicite satisfait le principe du maximum sur les
invariants de Riemann sous la CFL
∆t ≤ ∆x
2
2σ
+ ε∆x. (1.52)
De´monstration. Le principe de preuve est exactement le meˆme que pour le sche´ma upwind semi-
implicite. On obtient la CFL
M∆t
ε∆x
≤ 1.
Ce qui permet d’obtenir imme´diatement le re´sultat (1.52).
La condition CFL (1.52) paraˆıt optimale. En effet celle-ci est la somme de la condition CFL hy-
perbolique et de la condition CFL parabolique.
Sche´ma de Gosse-Toscani avec σ variable
En modifiant la de´finition des flux du sche´ma de Gosse-Toscani (1.41) et des e´tats interme´diaires
(1.39) pour un coefficient σ variable, on obtient le sche´ma suivant sur les variables du mode`le diago-
nalise´. 
un+1j − unj
∆t
+Mj− 1
2
unj − unj−1
∆xε
= Mj− 1
2
σj− 1
2
ε2
(vnj − unj ),
vn+1j − vnj
∆t
−Mj+ 1
2
vnj+1 − vnj
∆xε
= Mj+ 1
2
σj+ 1
2
ε2
(unj − vnj ),
(1.53)
avec Mj+ 1
2
= 2ε2ε+∆xσ
j+12
. On obtient, en repassant aux variables de l’e´quation de la chaleur hyperbo-
lique, un sche´ma « asymptotic preserving » conservatif pour la quantite´ E et qui pre´serve le principe
du maximum. 
En+1j − Enj
∆t
+
Fn
j+ 1
2
− Fn
j− 1
2
ε∆x
= 0,
Fn+1j − Fnj
∆t
+
En
j+ 1
2
− En
j− 1
2
ε∆x
=
Mj+ 1
2
−Mj− 1
2
ε∆x
Enj
−1
2
(
Mj+ 1
2
σj+ 1
2
ε2
+Mj− 1
2
σj− 1
2
ε2
)
Fnj .
(1.54)
avec les flux
Fn
j+ 1
2
=
Mj+ 1
2
2
(
Fnj + F
n
j+1 + E
n
j − Enj+1
)
, En
j+ 1
2
=
Mj+ 1
2
2
(
Enj + E
n
j+1 + F
n
j − Fnj+1
)
.
Sche´ma de Berthon-Turpault
Re´cemment C. Berthon et R. Turpault ont construit un sche´ma « asymptotic preserving » pour
des syste`mes hyperboliques ge´ne´raux [BLeFT11]- [BT10] du type
∂tU +
1
ε
∂xF (U) = −σR(U)
ε2
. (1.55)
Il est base´ sur le solveur approche´ de Riemann appele´ HLL. Il s’agit d’un solveur de Riemann a` 2
ondes (quelque soit le nombre d’ondes du syste`me total). Les deux ondes ont pour vitesse les vitesses
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minimale et maximale du mode`le e´tudie´. On part du mode`le (1.55) avec U = (u, v), F (U) = (u,−v),
R(U) = (12(v − u), 12(u− v)). Le sche´ma HLL (ou upwind car dans ce cas ils sont identiques) s’e´crit
un+1j − unj
∆t
+
unj − unj−1
∆xε
+
σ
2ε2
(
unj − vnj
)
= 0,
vn+1j − vnj
∆t
− v
n
j+1 − vnj
∆xε
+
σ
2ε2
(−unj + vnj ) = 0.
Le solveur de Riemann approche´ HLL s’e´crit
Usol(
x
t
,UL,UR) =

UL, x < −t,
U∗, − t < x < t,
UR, x > t,
avec
U∗ =
1
2
(UL + UR)− 1
2
(F (UR)− F (UL)) ,
ce qui donne le sche´ma 
Un+1j = Uj −
∆t
ε∆x
(
Fj+ 1
2
− Fj− 1
2
)
,
Fj+ 1
2
=
1
2
(F (Uj) + F (Uj+1))− 1
2
(Uj+1 −Uj) .
(1.56)
L’ide´e est de modifier le sche´ma HLL en ajoutant une onde stationnaire (comme pour le sche´ma de
Gosse-Toscani) afin d’incorporer les termes sources dans les flux. On obtient le nouveau proble`me de
Riemann
Usol(
x
t
,UL,UR) =

UL, x < −t,
U∗L, − t < x < 0,
U∗R, 0 < x < t,
UR, x > t.
Les e´tats interme´diaires e´tant donne´s par une combinaison convexe entre l’e´tat stationnaire du sche´ma
HLL et le terme source modifie´
U∗L,R = α̂U
∗ +
(
(Îd − α̂)(UL,R − (Îd + σ̂)−1R(UL,R))
)
,
ou` α̂ =
(
Îd +
σ∆x
2ε (Îd + σ̂)
)−1
et σ̂ est un parame`tre de la me´thode qui permet de re´cupe´rer le coeffi-
cient de diffusion de l’e´quation limite (en effet le sche´ma est de´fini pour des syste`mes hyperboliques avec
des limites de diffusion diffe´rentes, par conse´quent il faut parfois corriger le coefficient de viscosite´).
Dans ce cas on choisit σ̂ = 0Îd, ce qui donne
Un+1j = U
n
j −
∆t
ε∆x
(
αj+ 1
2
Fn
j+ 1
2
− αj− 1
2
Fn
j− 1
2
)
+
∆t
ε∆x
(
αj+ 1
2
− αj− 1
2
)
F (Unj )
−∆t
(
αj+ 1
2
σj+ 1
2
2ε2
+ αj− 1
2
σj− 1
2
2ε2
)
R(Unj ),
avec αj+ 1
2
= 2ε2ε+∆xσ
j+12
. Pour un σ constant, on voit que ce sche´ma correspond au sche´ma de Gosse-
Toscani. Par contre, dans le cas d’un σ variable il reste les termes non conservatifs
∆t
ε∆x
(αj+ 1
2
− αj− 1
2
)F (Uj).
Le sche´ma final pour l’e´quation de la chaleur hyperbolique n’est pas conservatif pour la quantite´ E.
Avec un σ constant le sche´ma de´rive sur le sche´ma de Gosse-Toscani, donc les preuves de stabilite´ et
de consistance sont les meˆmes.
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Analyse par e´quations modifie´s
Afin de comprendre le comportement des sche´mas « asymptotic preserving », pre´sente´s pre´ce´-
demment, on propose de reprendre de fac¸on formelle l’analyse par e´quations modifie´es introduites
dans [JL96]. Il s’agit d’e´tudier la limite de diffusion de l’e´quation associe´e au sche´ma conside´re´.
Sche´ma upwind
L’e´quation modifie´e peut s’interpre´ter comme l’EDP consistante au second ordre avec le sche´ma nu-
me´rique. Pour le sche´ma upwind on obtient
∂tE +
1
ε
∂xF − ∆x
2ε
∂xxE = 0,
∂tF +
1
ε
∂xE − ∆x
2ε
∂xxF = − σ
ε2
F.
(1.57)
Afin d’obtenir la limite de diffusion associe´e a` l’e´quation (1.57), on remarque que F = O(ε) et on
incorpore la relation ε∂xE +O(ε
2) = −σF dans la premie`re e´quation de (1.57). On obtient l’e´quation
limite suivante
∂tE − ∂x 1
σ
∂xE − ∆x
2ε
∂xxE = O(ε). (1.58)
Lorsque la grille 1D est dite fine (∆xε << 1), l’e´quation limite (1.58) est consistante avec l’e´quation li-
mite de diffusion associe´e a` l’e´quation de la chaleur hyperbolique (1.20). Par contre, lorsque la grille est
dite grossie`re (∆xε >> 1) la diffusion nume´rique devient dominante par rapport a` la diffusion physique
et l’e´quation (1.58) n’est plus consistante avec l’e´quation de diffusion limite ∂tE− ∂x 1σ∂xE = 0. Cette
analyse montre que le sche´ma upwind ne capture pas la bonne limite de diffusion sur grille grossie`re.
Sche´ma de Gosse-Toscani
Maintenant on propose d’e´tudier l’e´quation limite associe´e au sche´ma de Gosse-Toscani (l’analyse
reste valable pour les sche´mas de Jin-Levermore et Berthon-Turpault) :
∂tE +
M
ε
∂xF − M∆x
2ε
∂xxE = 0,
∂tF +
M
ε
∂xE − M∆x
2ε
∂xxF = −M σ
ε2
F,
(1.59)
avec M = 2ε2ε+σ∆x .
De la meˆme fac¸on que pre´ce´demment, on remarque que F = O(ε) et on incorpore la relation Mε∂xE+
O(Mε2) = −MσF dans la premie`re e´quation de (1.59). On obtient donc l’e´quation limite suivante
∂tE − 1
σ
∂xxE − M∆x
2ε
∂xxE = O(ε). (1.60)
Puisque M ∆xσ2ε = 1−M , l’e´quation limite associe´e au syste`me (1.59) peut se re´e´crire sous la forme
∂tE − M
σ
∂xxE − 1−M
σ
∂xxE = O(ε). (1.61)
Plusieurs remarques :
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• Lorsque la grille est grossie`re (∆xε >> 1), le coefficient M tend vers ze´ro, la limite de diffusion
est donne´e par la viscosite´ du sche´ma nume´rique.
• Lorsque la grille est fine (∆xε << 1), le coefficient M tend vers 1, la limite de diffusion est donne´e
par la relation de compatibilite´ ε∂xE = −σF , couple´ a` l’e´quation ∂tE + 1ε∂xF = 0.
• L’e´quation de diffusion limite est forme´e d’une combinaison line´aire des deux re´gimes limites
pre´ce´dents. La combinaison line´aire des coefficients de diffusion vaut toujours 1σ . Par conse´quent
la limite de diffusion est correctement capture´e par le sche´ma de Gosse-Toscani pour toutes
valeurs de ε et ∆x.
Exemples nume´riques
Afin de montrer l’inte´reˆt pratique des sche´mas « asymptotic preserving », on propose de comparer
nume´riquement le sche´ma upwind et le sche´ma de Gosse-Toscani en terme de qualite´ des solutions et
de temps de calcul. La condition initiale est donne´e par E(x, t = 0) = G(x) avec G(x) une Gaussienne
et F (x, t = 0) = 0. Les parame`tres sont donne´s par σ = 1 et ε = 0.001. On propose donc de comparer
les solutions nume´riques ainsi que le temps de calcul donne´ par le sche´ma Gosse-Toscani avec 50
mailles, 500 mailles et le sche´ma upwind avec 500, 1000, 10000 mailles. La discre´tisation en temps est
explicite. Le pas de temps est donne´ par la moitie´ du pas de temps limite de stabilite´. Les erreurs de
convergence sont calcule´es par rapport a` la solution exacte de diffusion. Les re´sultats explicite´s dans
Figure 1.4 – A` gauche : solutions nume´riques du sche´ma de Gosse Toscani avec 50 et 500 mailles, a`
droite : solutions nume´riques du sche´ma upwind avec 500, 1000 et 10000 mailles
le tableau (1.2) et par la figure (1.4) montrent que le sche´ma « asymptotic preserving » est nettement
plus pre´cis que le sche´ma upwind. En effet, les re´sultats explicite´s dans le tableau (1.2) montre que
l’erreur associe´e au sche´ma « asymptotic preserving » avec 50 mailles est plus basse que celle associe´e
au sche´ma upwind avec 10000 mailles. En outre on peux faire deux remarques sur le temps de calcul :
• Le temps de calcul, associe´ a` la me´thode « asymptotic preserving » est infe´rieur a` celui associe´
au sche´ma upwind a` cause de la condition CFL plus restrictive du sche´ma upwind pour ε << ∆x
(lignes 2 et 3 du tableau (1.2)).
• Le temps de calcul ne´cessaire pour obtenir avec le sche´ma upwind, une erreur nume´rique com-
parable a` celle obtenue avec un sche´ma « asymptotic preserving » est tre`s important (ligne 1 et
5 du tableau (1.2)).
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Sche´mas Erreur L1 Erreur L2 Temps re´el Temps utilisateur
Sche´ma AP, 50 mailles 0.0065 0.0110 0m0.054s 0m0.157s
Sche´ma AP, 500 mailles 0.0001 0.00018 0m15.22s 1m1.680s
Sche´ma upwind, 500 mailles 0.445 0.647 0m24.317s 1m36.80s
Sche´ma upwind, 1000 mailles 0.279 0.113 2m9.530s 8m36.727s
Sche´ma upwind, 10000 mailles 0.0366 0.059 1485m4.26s 5140m56.11s
Table 1.2 – Tableau re´capitulant l’erreur et le temps de calculs associe´s au sche´ma upwind et au
sche´ma de Gosse-Toscani.
Ces remarques justifient largement l’utilisation d’un sche´ma « asymptotic preserving » par rapport au
sche´ma upwind inutilisable en pratique.
1.3.4 Maillages non structure´s
De nombreuses recherches e´tudient la re´solution des e´quations de l’hydrodynamique (1.1) dans le
cadre de la FCI. Les e´quations de l’hydrodynamique compressible non visqueuse sont re´solues a` l’aide
de me´thodes Eule´rienne, Lagrangienne ou ALE. Cette dernie`re consiste a` re´soudre en coordonne´es
Lagrangienne les e´quations d’Euler et a` projeter sur une grille re´gularise´e lorsque le maillage est trop
de´forme´ ou le pas de temps trop petit. Le couplage avec les deux dernie`res me´thodes ne´cessite de
construire des me´thodes nume´riques pour les proble`mes de transport sur des maillages polygonaux
vraiment de´forme´s (exemple de maillage issu d’un calcul d’ALE (figure (3.1)). Par conse´quent, la
−1.5×10−18 1.0×100
0
1
Figure 1.5 – Maillage polygonal 2D.
construction de sche´ma convergent pour des mode`les simplifie´s en transport sur des maillages poly-
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gonaux, quadrangulaires et triangulaires tre`s de´forme´s est un enjeu important. Les maillages
acade´miques ale´atoires ou` de Kershaw sont, a` ce titre, des bons exemples. En effet, le maillage ale´atoire
permet de ve´rifier si le sche´ma re´siste a` de fortes de´formations locales, puisque des mailles peuvent
eˆtre presque non convexes. Le maillage de Kershaw permet de ve´rifier si le sche´ma re´siste a` de fortes
de´formations globales. Le maillage ale´atoire pose des proble`mes essentiellement pour la consistance
car la structure des mailles peut eˆtre tre`s mauvaise ce qui empeˆche la construction d’un gradient
consistant. Celui de Kershaw, quant a` lui, est un bon exemple pour tester la robustesse de principe
du maximum discret, car les fortes de´formations rendent tre`s difficile l’e´criture du sche´ma sous forme
de combinaison convexe qui permet d’obtenir le principe du maximum.
1.3.5 Extension des sche´mas « asymptotic preserving » sur maillages non struc-
ture´s
Nous proposons d’appliquer la me´thode de Jin-Levermore afin de construire un sche´ma « asymp-
totic preserving » de type volumes finis en dimension deux. Pour cela nous utiliserons la formulation
classique des volumes finis qui consiste a` localiser les flux aux centres des areˆtes. Ensuite nous mon-
trerons les limites de cette approche.
On commence par quelques notations, soit un maillage non structure´ en dimension deux. Le maillage
est de´fini par un nombre fini de sommets xr et de mailles Ωj . On note xj un point arbitrairement
choisi dans Ωj . Par simplicite´, on nomme ce point le centre de la maille.
L’areˆte commune entre les mailles j et k est note´e ∂Ωjk et le milieu de ∂Ωjk est note´ xjk. L’aire
de la maille Ωj est note´e |Ωj |. Le pas de maillage est donne´ par h = maxj diam(Ωj). Dans le cadre de
cette formulation on note la normale njk de la maille j vers la maille k et ljk la longueur de l’areˆte,
associe´e a` l’areˆte ∂Ωjk (figure 1.5). Dans la suite de ce document j et k de´noteront les cellules, et r
les noeuds.
x j
xr+1
xr−1
l jk
xr
Cell Ω j
Cell Ωk
xk
n jk
Figure 1.6 – Notation pour la formulation aux areˆtes. l’interface entre la maille Ωj et la maille Ωk a`
une normale njk = −nkj et une longueur ljk = lkj . Les noeuds sont note´s . . . ,xr−1,xr,xr+1, . . . .
Nous conside´rons l’e´quation de la chaleur hyperbolique en dimension deux.
∂tE +
1
ε
div F = 0,
∂tF +
1
ε
∇E = − σ
ε2
F.
(1.62)
On part du sche´ma upwind pour la re´solution de cette e´quation
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
|Ωj | ∂tEj + 1
ε
∑
k
ljk(Fjk,njk) = 0,
|Ωj | ∂tFj + 1
ε
∑
k
ljkEjknjk = − |Ωj | σ
ε2
Fj ,
(1.63)
ou` les flux associe´s a` l’areˆte ∂Ωjk commune aux mailles j et k sont de´finis par
Ejk =
1
2
(Ej + Ek) +
1
2
(Fj − Fk,njk),
(Fjk,njk) =
1
2
(Fj + Fk,njk) +
1
2
(Ej − Ek).
Ces flux peuvent eˆtre re´e´crits sous la forme suivante{
Ejk − Ej + (Fjk − Fj ,njk) = 0,
Ejk − Ek − (Fjk − Fk,njk) = 0, (1.64)
qui correspond au de´centrement des invariants de Riemann du syste`me 1D dans la direction normale
njk. La me´thode de Jin-Levermore consiste a` incorporer les e´tats stationnaires dans les flux. On
conside`re l’e´tat stationnaire :
∇E = −σ
ε
F.
En utilisant un de´veloppement de Taylor et l’e´tat stationnaire pre´ce´dent, on obtient
E(xjk)− E(xj) = σ
ε
(F(xjk),xj − xjk) +O(h2),
E(xjk)− E(xk) = σ
ε
(F(xjk),xk − xjk) +O(h2),
(1.65)
avec xj (resp. xk) le centre de la maille j et (resp. k), xjk le milieu et h le pas de maillage.
L’ide´e a` pre´sent est de combiner les deux quantite´s (1.64) et (1.65) pour obtenir un nouveau
syste`me de´terminant l’expression des flux :
Ejk − Ej + (Fjk − Fj ,njk) = σ
ε
(Fjk,xj − xjk),
Ejk − Ek − (Fjk − Fk,njk) = σ
ε
(Fjk,xk − xjk).
(1.66)
Ce syste`me line´aire est sous-de´termine´, on a deux e´quations pour trois inconnues : la quantite´ scalaire
Ejk et le vecteur Fjk. Par conse´quent le syste`me (1.66) admet une infinite´ de solutions contrairement
au cas de la dimension un.
Il est donc naturel, mais restrictif, de faire l’hypothe`se que le maillage satisfait la condition de
Delaunay [EGH00] qui implique que (xjk − xj) = djknjk et (xjk − xk) = −dkjnjk, avec djk =
d(xj ,xjk) > 0 et dkj = d(xk,xjk) > 0. Le syste`me line´aire devient
Ejk − Ej + (Fjk − Fj ,njk) = −σ
ε
djk(Fjk,njk),
Ejk − Ek − (Fjk − Fk,njk) = σ
ε
dkj(Fjk,njk).
(1.67)
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On obtient bien un syste`me avec une unique solution donne´e par
(Fjk,njk) =
(Fj + Fk,njk) + (Ej − Ek)
2 + (σε )(djk + dkj)
,
Ejk =
((Fj ,njk) + Ej)(1 + dkj(
σ
ε ))− ((Fk,njk)− Ek)(1 + djk(σε ))
2 + (σε )(djk + dkj)
.
(1.68)
On obtient l’extension du sche´ma de Jin-Levermore en 2D de´fini par (1.63)-(1.68). Maintenant on
exprime le sche´ma limite.
Proposition 1.14. On suppose que le maillage satisfait les conditions de Delaunay. La limite asymp-
totique du sche´ma (1.63) avec les flux (1.68) est le sche´ma TPFA (« Two Points Flux Approximation »)
de´fini par
|Ωj | ∂tEj − 1
σ
∑
k
ljk
Ek − Ej
djk + dkj
= 0, avec djk + dkj = d(xj ,xk). (1.69)
De´monstration. En multipliant la premie`re e´quation ε2 par
ε2 |Ωj | ∂tFj + ε
∑
k
ljkEjknjk = − |Ωj |σFj . (1.70)
En factorisant le de´nominateur par 1ε on obtient la formulation suivante
εEjk =
((Fj ,njk) + Ej)(ε
2 + dkj(σε))− ((Fk,njk)− Ek)(ε2 + djk(σε))
(2ε+ σ(djk + dkj))
. (1.71)
Quand ε tend vers 0, on voit que le terme de droite de (1.71) tend aussi vers ze´ro. Par conse´quent
en incorporant la relation (1.71) dans (1.70) on voit que Fj = 0. Pour conclure il suffit d’utiliser ce
re´sultat dans la de´finition (1.68) du flux (Fjk,njk) pour obtenir le sche´ma limite (1.69). Puisque le
maillage satisfait la condition de Delaunay on sait que (xj −xk) ⊥ ∂Ωjk et djk + dkj = d(xj ,xk). Cela
donne le sche´ma TPFA :
|Ωj |∂tEj −
∑
k
ljk
Ek − Ej
d(xj ,xk)
= 0. (1.72)
Remarque 1.3.5. Le sche´ma TPFA est aussi nomme´ FV4 (« Finite Volumes 4 » ) pour des maillages
triangulaires ou` FV5 (« Finite Volumes 5 » ) pour des maillages quadrangulaires.
Le sche´ma TPFA (« Two Points Flux Approximation » ) (1.69) satisfait les proprie´te´s suivantes :
• il est line´aire,
• il pre´serve le principe du maximum,
• il a un stencil a` 5 points sur maillages quadrangulaires
• il est syme´trique,
• S’il converge, il est d’ordre 2,
• il est coercif,
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Figure 1.7 – A gauche la solution sur maillage Carte´sien qui correspond a` la solution. A droite la
solution sur maillage de Kershaw
cependant il n’est pas consistant et ne converge pas sur des maillages de´forme´s [EGH00]. En effet,
lorsque la droite reliant les centres de mailles n’est pas aligne´e avec la normale (ceci est ve´rifie´ lorsque
le maillage ne satisfait pas la condition de Delaunay) la quantite´
Ek−Ej
d(xj ,xk)
n’approxime pas correc-
tement le gradient dans la direction normale. On propose un cas test pour expliciter les proble`mes
ge´ome´triques lie´es au sche´ma TPFA. La condition initiale est donne´e par une Gaussienne. Le temps fi-
nal est tf = 0.1. L’e´quation de la chaleur est re´solue sur maillage Carte´sien et sur maillage de Kershaw.
On constate sur la figure (1.7), que la qualite´ de la solution nume´rique donne´e par le sche´ma TPFA
est fortement de´grade´e par la de´formation du maillage.
En dimension un, les me´thodes « asymptotic preserving » et « cell-centered » consistent a` modifier le
coefficient de la viscosite´ du sche´ma pour le syste`me hyperbolique afin que la viscosite´ domine dans le
re´gime de diffusion et donne le sche´ma limite. En appliquant la meˆme proce´dure en dimension deux
on retrouve le sche´ma limite TPFA non consistant avec l’ope´rateur Laplacien sur maillages non struc-
ture´s. Contrairement au 1D ou` la viscosite´ nume´rique est consistante, ou` il faut seulement modifier le
coefficient de viscosite´ pour qu’elle domine avec le bon coefficient de diffusion lorsque ε tend vers ze´ro,
en 2D, le travail est donc double : il faut construire une discre´tisation hyperbolique telle que l’erreur
de consistance est inde´pendante de ε et modifier la discre´tisation ge´ome´trique de la diffusion nume´-
rique pour la rendre consistante avec un ope´rateur Laplacien. Depuis plusieurs anne´es beaucoup de
recherches ont e´te´ entreprises afin de construire des sche´mas de diffusion sur maillages non structure´s.
Ces sche´mas utilisent aussi une formulation aux areˆtes mais diffe´rente de la discre´tisation classique.
Afin de mieux comprendre l’enjeu de la discre´tisation de l’ope´rateur Laplacien sur maillages non struc-
ture´s, nous proposons un rapide l’e´tat de l’art sur les sche´mas de diffusion sur maillages non structure´s.
1.3.6 Sche´mas de diffusion sur maillages non structure´s
La construction de sche´mas de diffusion isotrope ou anisotrope sur maillages non structure´s est
depuis plusieurs anne´es un the`me de recherche tre`s riche. C’est pourquoi dans cette section nous
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proposons de faire un rappel sur certains sche´mas de diffusion valides sur maillages ge´ne´raux pour
l’e´quation
∂tE − div (∇E) = 0.
En effet la construction de sche´mas « asymptotic preserving » sur maillages non structure´s ne´cessite
de comprendre la construction des sche´mas de diffusion convergent sur maillages ge´ne´raux.
Sche´mas MPFA et de Breil-Maire
Le sche´ma MPFA fut un des premiers sche´mas de diffusion introduits sur maillages non structure´s
dans [ABBM96]- [AE06]. Comme pour le sche´ma TPFA on cherche a` discre´tiser un gradient dans la
direction normale. L’ide´e consiste a` introduire des inconnues fictives aux milieux des areˆtes. A` partir de
ces inconnues on construit un gradient dans chaque triangle compose´ du centre de maille et des deux
centres d’areˆtes voisins. On impose ensuite la continuite´ des flux, ce qui donne un syste`me line´aire
a` re´soudre ou` les gradients dans la direction normale localise´s aux centres des areˆtes autour d’un
noeud, sont les inconnues. Les inconnues fictives disparaissent lors de la re´solution du syste`me. Ce
sche´ma sera de´taille´ dans un prochain chapitre. Ce sche´ma est consistant et convergent sous certaines
conditions [AM08], mais les matrices locales ne sont pas toujours inversibles et le sche´ma est non
syme´trique. Pour re´soudre ces proble`mes J. Breil et P.H Maire ont introduit dans [BM06] une variante
qui consiste au final a` utiliser une formule du gradient consistante seulement si la maille admet une
certaine re´gularite´. Cette variante devient syme´trique et les matrices locales sont toujours inversibles,
par contre on perd la consistance sur des maillages ou` localement les mailles sont tre`s de´forme´es.
Toutes ces variantes re-de´rivent sur le sche´ma TPFA sur maillage Carte´sien et ne pre´servent pas le
principe du maximum.
Sche´mas SUSHI-Dioptre
Les sche´mas SUSHI et Dioptre ont e´te´ introduits par T. Galloue¨t, R. Herbin, R. Eymard dans
[EGH09]. Comme pour les sche´mas pre´ce´dents on de´finit les inconnues principales aux centres des
mailles et d’autres inconnues aux milieux des areˆtes. Afin d’e´liminer ces inconnues localise´es aux areˆtes
on utilise des formules barycentriques (ll existe aussi une formulation hybride du sche´ma SUSHI). Soit
α une areˆte, on obtient donc
Eα =
∑
k
γαkEk,
avec k un nume´ro de maille. A partir de la` on peut de´finir naturellement un gradient discret dans la
maille a` l’aide de la formule
∇Ej = 1| Ωj |
∑
α
| α | (Eα − Ej)nj,α,
avec | α | la longueur de l’areˆte et nj,α la normale a` l’areˆte α. Cette approche ne´cessite d’ajouter un
stabilisateur du gradient discret, de´fini par l’erreur de consistance du gradient, on obtient les gradients
∇Ej,α = ∇Ej +Rj,αnj,α,
avec Rj,α =
√
d
d(xα,xj)
(Eα − Ej − (∇Ej , (xα − xj))). A` partir de ces gradients discrets et d’une formula-
tion faible (ou variationnelle), on construit le sche´ma final [EGH09]. Le sche´ma obtenu est syme´trique,
posse`de un stencil large, de´rive sur le sche´ma a` TPFA (1.69) dans le cas d’un maillage Carte´sien, ne
pre´serve pas le principe du maximum et converge sur maillages non structure´s. Une variante de ce
sche´ma a e´te´ introduite afin de re´duire le stencil au maximum, il s’agit du sche´ma Dioptre. Plutoˆt
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que de de´finir les inconnues aux milieux des areˆtes et de les exprimer a` l’aide d’une combinaison ba-
rycentrique, on de´finit ces inconnues aux points forme´s par la moyenne harmonique des deux centres
de mailles voisines. Par conse´quent, l’inconnue localise´e sur l’areˆte s’exprime par la moyenne harmo-
nique des inconnues localise´es aux centres de mailles voisines. Les reconstructions des gradients ne
font intervenir que les mailles qui contiennent l’areˆte, ce qui re´duit le stencil du sche´ma.
Sche´ma DDFV
Le sche´ma DDFV, contrairement aux sche´mas pre´ce´demment introduits, n’est pas un sche´ma « cell-
centered » . En effet, une partie des inconnues est localise´e aux centres des mailles et l’autre partie
aux centres des mailles duales. Une cellule dite diamant est donc de´finie par les centres de maille du
maillage physique et du dual. A partir de ces inconnues on reconstruit assez facilement un gradient
dans la cellule diamant. Pour comple´ter le sche´ma il suffit d’e´crire la discre´tisation de la divergence
pour chaque inconnue ou la discre´tisation de la formulation variationnelle. Le sche´ma pre´serve la coer-
civite´ et converge sur maillages non structure´s. L’utilisation de variables localise´es aux noeuds et aux
centres de mailles rend plus difficile le couplage avec des sche´mas hydrodynamiques de type Godunov
ou` les inconnues sont situe´es uniquement aux centres des mailles. Ces sche´mas ont beaucoup e´te´ e´tu-
die´s notamment dans [Her00]- [Her07].
Il existe encore un certain nombre de travaux sur la discre´tisation des proble`mes de diffusion sur
maillages non structure´s. On peut notamment citer les me´thodes mime´tiques [LSSV07]- [LMS04]-
[BLS05]- [KLS04] ou encore les travaux de C. Le-Potier et ces co-auteurs sur des corrections non line´aire
des sche´mas de diffusion permettant de re´cupe´rer la coercivite´ ou le principe du maximum [DlP09]-
[LePo09]- [LePo09].
1.4 Objectifs de l’e´tude
A travers ce me´moire on souhaite e´tendre les sche´mas dit « asymptotic preserving » au cas des
maillages non structure´s et construire des sche´mas nume´riques adapte´s pour les diffe´rents syste`mes
hyperboliques avec termes sources raides issus principalement des e´quations de transport line´aires. On
souhaite donc construire des me´thodes nume´riques avec a` l’esprit plusieurs objectifs :
• Le sche´ma doit eˆtre « cell centered » (centre´ aux mailles) pour eˆtre compatible avec les codes
hydrodynamiques Lagrangiennes.
• Le sche´ma doit eˆtre consistant dans tous les re´gimes, notamment le re´gime de diffusion.
• Si le mode`le admet des proprie´te´s tel que un principe du maximum ou une proprie´te´ d’entropie
on souhaite les conserver.
• Les sche´mas doivent eˆtre valides pour des parame`tres de relaxation variables (opacite´s pour le
transfert radiatif, sections efficaces pour la neutronique).
• On souhaite construire des sche´mas semi-implicites avec des conditions CFL inde´pendantes de
ε ou des sche´mas implicites dont le conditionnement est acceptable pour toute valeur de ε.
• Les sche´mas 2D doivent pouvoir se ge´ne´raliser facilement au 3D.
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Deuxie`me partie
Sche´mas « asymptotic preserving »
pour des mode`les line´aires
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Chapitre 2
Sche´mas « asymptotic preserving »
aux noeuds pour l’e´quation de la
chaleur hyperbolique
Comme cela a e´te´ montre´ dans la section pre´ce´dente, l’extension naturelle des sche´mas « asympto-
tic preserving » en dimension deux n’est pas valide en raison du de´faut de consistance d’un sche´ma de
diffusion limite. Pour obtenir des sche´mas consistants dans tous les re´gimes on propose deux solutions.
La premie`re consiste a` partir d’un sche´ma de diffusion convergent et d’utiliser les meˆmes principes de
construction afin d’obtenir une discre´tisation du syste`me hyperbolique compatible avec le sche´ma de
diffusion. A` partir du nouveau sche´ma pour le syste`me hyperbolique on obtient un sche´ma « asympto-
tic preserving » en modifiant les flux a` l’aide de la me´thode de Jin-Levermore [JL96]. Cette fac¸on de
proce´der a e´te´ e´tudie´e lors d’un projet CEMRACS dont les re´sultats seront e´nonce´s dans un prochain
chapitre. La deuxie`me solution consiste a` utiliser un sche´ma pour le mode`le hyperbolique utilisant une
formulation diffe´rente. C’est cette solution que nous de´taillons dans un premier temps. Dans cette sec-
tion, on proposera d’e´tudier un formalisme volumes finis aux noeuds introduit pour l’hydrodynamique
Lagrangienne dans [Maz07]- [CDDL09]. Apre`s avoir rappele´ le formalisme aux noeuds, on introduira
l’extension en dimension deux des sche´mas de Jin-Levermore et Gosse-Toscani valides sur maillages
non structure´s. On obtiendra un nouveau sche´ma de diffusion pour lequel on peut donner une preuve
de convergence. Enfin on donnera des re´sultats the´oriques et nume´riques.
2.1 Sche´mas « asymptotic preserving » avec les flux localise´s aux
noeuds
Le formalisme aux noeuds pour la me´thode des volumes finis a` e´te´ introduit dans le cadre de
l’hydrodynamique Lagrangienne par B. Despre´s et C. Mazeran dans [Maz07] nomme´e depuis GLACE
pour les e´quations d’Euler [Des09], [CDDL09]. Afin d’obtenir une vitesse pour chaque noeud, ce qui
permet de de´placer naturellement le maillage, les auteurs ont propose´s de localiser les flux aux noeuds
du maillage contrairement au formalisme classique qui localise les flux aux milieux des areˆtes. Afin de
construire un sche´ma « asymptotic preserving » aux noeuds pour l’e´quation de la chaleur hyperbolique,
nous utilisons l’analogie entre l’e´quation de la chaleur hyperbolique et les e´quations d’Euler line´arise´es
en coordonne´e Eulerienne ou Lagrangienne. Une fois le sche´ma aux noeuds obtenu pour l’e´quation des
ondes, on propose de le modifier a` l’aide de la me´thode de Jin-Levermore.
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2.1.1 Rappels sur le sche´ma GLACE pour l’e´quation des ondes
On commence par quelques notations. Par convention on suppose que les noeuds sont nume´rote´s
dans le sens trigonome´trique ...xr−1,xr,xr+1... avec les coordonne´es xr = (xr, yr). Comme pour la
formulation classique on de´finit une longueur et une normale associe´es a` chaque noeud
ljr =
1
2
||xr+1 − xr−1||2 et njr = 1
2ljr
( −yr−1 + yr+1
xr−1 − xr+1
)
. (2.1)
Les normales et les longueurs de´finies aux noeuds satisfont les proprie´te´s suivantes
x j
xr+1
xr−1
xr
Cell Ω j
Cell Ωk
l jrn jr
Figure 2.1 – Notation pour la formulation aux noeuds. La longueur associe´e au noeud ljr et la normale
associe´e au noeud njr sont de´finies par (2.1). On remarque ljrnjr est e´gal a` la moitie´ du vecteur qui
commence au noeud xr−1 et finit au noeud xr+1. Pour cette formulation le centre de la maille est
e´galement choisi arbitrairement.
∑
j
ljrnjr = 0,
∑
r
ljrnjr = 0. (2.2)
Enfin, on remarque ∇xrΩj = ljrnjr. Cette proprie´te´ est a` la base de la construction du sche´ma. On
peut se re´fe´rer a` [CDDL09]- [Des09].
De´finition 2.1.1. Le sche´ma GLACE pour l’e´quation des ondes (mode`le (1.62) avec σ = 0) est de´fini
par 
|Ωj | ∂tEj +
∑
r
ljr(Fr,njr) = 0,
|Ωj | ∂tFj +
∑
r
ljrEjrnjr = 0.
(2.3)
avec les flux 
Ejr = Ej + (Fj − Fr,njr),∑
j
ljrEjrnjr = 0. (2.4)
Le sche´ma GLACE satisfait plusieurs proprie´te´s, conse´quences des proprie´te´s ge´ome´triques (2.2)
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qui sont ne´cessaires pour obtenir un sche´ma conservatif :
∑
j
ljr(Fr,njr) = 0,∑
j
ljr(Fr,njr)Ejr = 0.
(2.5)
Dans [Maz07] l’auteur donne un re´sultat de convergence que nous rappelons.
De´finition 2.1.2 (Re´sultats de convergence du sche´ma GLACE pour l’e´quation des ondes). Soit
Vh(t) le vecteur de la solution du sche´ma discret en espace, V(t) le vecteur de la solution exacte. On
note h le pas du maillage suppose´ re´gulier. On suppose que la donne´e initiale appartient a` H3(R2). Le
sche´ma GLACE (2.3)-(2.4) pour l’e´quation des ondes converge avec l’ordre h
1
2 et l’estimation
||Vh(t)−V(t)||L2(R2) ≤ C
√(
(1 + t)||∇V(0)||2
L2(R2) + t||V(0)||2H3(R2)
)
h
1
2 .
2.1.2 Construction du sche´ma « asymptotic preserving » aux noeuds
On commence par e´crire le sche´ma GLACE pour l’e´quation de la chaleur hyperbolique.
|Ωj | ∂tEj + 1
ε
∑
r
ljr(Fr,njr) = 0
|Ωj | ∂tFj + 1
ε
∑
r
ljrEjrnjr = − |Ωj | σ
ε2
Fj ,
(2.6)
avec les flux de´finis par 
Ejr = Ej + (Fj − Fr,njr),∑
j
ljrEjrnjr = 0. (2.7)
La premie`re formule de flux (2.7) correspond a` l’invariant de Riemann e´crit dans la direction normale.
La seconde formule de flux (2.7) correspond a` l’annulation de la somme des forces autour d’un noeud
(point de vue me´canique). Afin d’obtenir l’expression du flux Fr on injecte Ejr = Ej + (Fj −Fr,njr)
dans l’e´galite´
∑
j
ljrEjrnjr = 0, ce qui donne
∑
j
ljr (Ej + (Fj − Fr,njr)) njr = 0.
Par conse´quent le flux Fr est solution du syste`me line´aire :∑
j
ljrnjr ⊗ njr
Fr = ∑
j
ljrEjnjr +
∑
j
ljrnjr ⊗ njrFj . (2.8)
Remarque 2.1.1. C. Mazeran [Maz07] a montre´ que la matrice du syste`me (2.8) e´tait toujours
inversible sur les maillages non de´ge´ne´re´s.
Afin d’obtenir un sche´ma « asymptotic preserving » on propose d’utiliser la me´thode de Jin-
Levermore. Pour cela on incorpore l’e´tat stationnaire ∇E = −σεF dans les flux. On part de l’approxi-
mation de Taylor a` l’ordre un
E(xj) ≈ E(xr) + (xj − xr,∇E(xr)).
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En utilisant l’e´tat stationnaire de la seconde e´quation de (2.6), on obtient
E(xj) ≈ E(xr)− σ
ε
(xj − xr,F(xr)). (2.9)
On e´crit maintenant l’e´quivalent discret de l’e´quation (2.9) a` l’aide des flux et des valeurs centre´es aux
mailles puis on couple cette expression avec l’invariant de Riemann (2.7), ce qui permet d’obtenir
Ejr = Ej + (Fj − Fr,njr)− σ
ε
(Fr,xr − xj),∑
j
ljrEjrnjr = 0.
(2.10)
Les flux (2.10) couple´s au sche´ma (2.6) donne le sche´ma final que l’on nomme JL-(a).
De´finition 2.1.3. Le sche´ma JL-(a) s’e´crit
|Ωj | ∂tEj + 1
ε
∑
r
ljr(Fr,njr) = 0,
|Ωj | ∂tFj + 1
ε
∑
r
ljrEjrnjr = − |Ωj | σ
ε2
Fj ,
(2.11)
avec les flux
Ejr = Ej + (Fj − Fr,njr)− σ
ε
(Fr,xr − xj),∑
j
ljrnjr ⊗ njr + σ
ε
∑
j
ljrnjr ⊗ (xr − xj)
Fr = ∑
j
ljrEjnjr +
∑
j
ljrnjr ⊗ njrFj .
(2.12)
On commence par e´tudier l’asymptotique du sche´ma (2.11)-(2.12). Classiquement l’e´tude asymp-
totique de ce genre de proble`me utilise des de´veloppements de Hilbert qui consistent a` de´composer
chaque variable comme une se´rie de puissances en ε. Un exemple d’utilisation de de´veloppement de
Hilbert est donne´ dans [BCLM02]. Pour appliquer un de´veloppement de Hilbert dans le cas discret,
on fixe le maillage (ce qui revient a` e´tudier la limite asymptotique sur maillage grossier hε >> 1 avec
h le pas de maillage).
Proposition 2.1. Si la matrice de (2.12) est inversible, la limite asymptotique du sche´ma JL-(a)
est 
|Ωj | ∂tEj +
∑
r
ljr(Fr,njr) = 0,
σ
∑
j
ljrnjr ⊗ (xr − xj)
Fr = ∑
j
ljrEjnjr.
(2.13)
De´monstration. On e´crit le de´veloppement de Hilbert
Ej = Ej,0 + εEj,1 + ε
2Ej,2 + o(ε
2),
Ejr = Ejr,0 + εEjr,1 + ε
2Ejr,2 + o(ε
2).
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Le meˆme de´veloppement est pose´ pour toutes les variables. En incorporant ces de´veloppements dans
la premie`re e´quation (2.11) on a
|Ωj |∂tEj,0 + 1
ε
∑
r
ljr(Fr,1,njr) +
∑
r
ljr(Fr,0,njr) = O(ε).
Afin d’obtenir la limite de diffusion, on isole les termes associe´s aux puissances de 1ε . Le terme pro-
portionnel a` 1ε pour la premie`re e´quation de (2.11) est∑
r
ljr(Fr,0,njr) = 0. (2.14)
le terme proportionnel a` O(1) est
|Ωj |∂tEj,0 +
∑
r
ljr(Fr,1,njr) = 0. (2.15)
En utilisant la meˆme me´thode pour la deuxie`me e´quation de (2.11) on obtient trois termes
1
ε2
: Fj,0 = 0, (2.16)
1
ε
:
∑
r
ljrEjr,0njr = −σ|Ωj |Fj,1, (2.17)
1
ε0
: |Ωj |∂tFj,0 +
∑
r
ljrEjr,1njr = −σ|Ωj |Fj,2. (2.18)
De la meˆme fac¸on on obtient pour le solveur nodal (2.10), le developpement de Hilbert donne
1
ε
: σ
∑
j
ljrnjr ⊗ (xr − xj)
Fr,0 = 0, (2.19)
et
1
ε0
:
∑
j
ljrnjr ⊗ njr
Fr,0 + σ
∑
j
ljrnjr ⊗ (xr − xj)
Fr,1 (2.20)
=
∑
j
ljrEj,0njr +
∑
j
ljrnjr ⊗ njrFj,0.
En supposant que la matrice du syste`me (2.19) est inversible, on montre Fr,0 = 0. Puisque les e´quations
(2.16) et (2.20) sont ve´rifie´es, on obtient
σ
∑
j
ljrnjr ⊗ (xr − xj)
Fr,1 = ∑
j
ljrEj,0njr. (2.21)
Cette e´galite´ couple´e a` l’e´galite´ (2.15) donnent le re´sultat final (2.13).
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Le sche´ma (2.11)-(2.12) peut s’interpre´ter comme l’extension en dimension deux et aux noeuds
du sche´ma de Jin-Levermore. Il serait maintenant inte´ressant d’e´tendre aussi le sche´ma de Gosse-
Toscani. Le principe de construction du sche´ma de Gosse-Toscani utilisant la localisation des termes
sources aux interfaces et un proble`me de Riemann parait difficilement utilisable en dimension deux.
On propose donc de partir du sche´ma JL-(a), avec une discre´tisation du terme source localise´ aux
interfaces comme en dimension un (1.47). Cette me´thode permet d’obtenir un sche´ma qui peut eˆtre
vu comme l’extension du sche´ma de Gosse-Toscani en dimension deux. Pour cela on utilise la relation∑
r
ljrnjr ⊗ xr = |Ωj | Îd.
Cette formule est a` la base de l’e´tude de consistance mene´e sur GLACE dans [Des09]. On peut ainsi
de´finir une nouvelle discre´tisation du terme source qui reste homoge`ne a` la discre´tisation classique.
De´finition 2.1.4. Le sche´ma JL-(b) est de´fini par
|Ωj | ∂tEj + 1
ε
∑
r
ljr(Fr,njr) = 0,
|Ωj | ∂tFj + 1
ε
∑
r
ljrEjrnjr = − σ
ε2
∑
r
ljrnjr ⊗ (xr − xj)Fr.
(2.22)
avec les flux
Ejr = Ej + (Fj − Fr,njr)− σ
ε
(Fr,xr − xj),∑
j
ljrnjr ⊗ njr + σ
ε
∑
j
ljrnjr ⊗ (xr − xj)
Fr = ∑
j
ljrEjnjr +
∑
j
ljrnjr ⊗ njrFj .
(2.23)
Proposition 2.2. Si la matrice nodale des flux (2.23) est inversible, le sche´ma JL-(b) (2.22)-(2.23)
admet le sche´ma (2.13) comme limite asymptotique.
De´monstration. Le sche´ma (2.22)-(2.23) peut se re´e´crire sous la forme suivante
|Ωj | ∂tEj + 1
ε
∑
r
ljr(Fr,njr) = 0,
|Ωj | ∂tFj + 1
ε
∑
r
ljrE
∗
jrnjr = 0,
(2.24)
avec les flux
E∗jr = Ej + (Fj − Fr,njr),∑
j
ljrnjr ⊗ njr + σ
ε
∑
j
ljrnjr ⊗ (xr − xj)
Fr = ∑
j
ljrEjnjr +
∑
j
ljrnjr ⊗ njrFj . (2.25)
En utilisant les de´veloppements de Hilbert on obtient
1
ε
:
∑
r
ljr(Fr,0,njr) = 0, (2.26)
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1ε0
: |Ωj |∂tEj,0 +
∑
r
ljr(Fr,0,njr) = 0. (2.27)
Pour la seconde e´quation on obtient
1
ε
:
∑
r
ljrE
∗
jr,0njr = 0, (2.28)
1
ε0
: |Ωj |∂tFj,0 +
∑
r
ljrE
∗
jr,1njr = 0. (2.29)
Maintenant on utilise la de´finition du nouveau flux E∗jr, ce qui donne∑
r
ljrE
∗
jr,0njr =
∑
r
ljrEj,0njr +
∑
r
ljrnjr ⊗ njr(Fj,0 − Fr,0) = 0. (2.30)
On montre que le second terme de (2.30) est nul en utilisant la proprie´te´ des sche´mas aux noeuds∑
r ljrnjr = 0. Par conse´quent l’e´quation (2.30) se simplifie et donne∑
r
ljrnjr ⊗ njr(Fj,0 − Fr,0) = 0. (2.31)
Comme pour le premier sche´ma on utilise le de´veloppement de Hilbert dans le solveur nodal et sous
condition de positivite´ de la matrice
∑
j ljrnjr ⊗ (xr − xj), on obtient les deux relations suivantes∑
j
ljrnjr ⊗ njr
Fr,0 + σ
∑
j
ljrnjr ⊗ (xr − xj)
Fr,1 = ∑
j
ljrEj,0njr +
∑
j
ljrnjr ⊗ njrFj,0
(2.32)
et Fr,0 = 0.
Puisque Fr,0 = 0, alors la relation (2.31) est e´quivalente a`
∑
r ljrnjr⊗njrFj,0 = 0. Il est trivial de
montrer que la matrice
∑
r ljrnjr⊗njr est syme´trique, de´finie positive pour un maillage non de´ge´ne´re´,
on peut se re´fe´rer a` la de´monstration de C. Mazeran dans [Maz07], alors Fj,0 = 0. Ce re´sultat associe´
avec les relations (2.32) et (2.27) cloˆt la de´monstration.
Les pre´ce´dentes de´monstrations ne´cessitent que la matrice
∑
j ljrnjr ⊗ (xr − xj) soit inversible.
Nous allons donc e´tudier son inversibilite´ afin de ve´rifier si les sche´mas aux noeuds (2.11)-(2.12) et
(2.22)-(2.23) sont correctement de´finis.
2.1.3 E´tude de l’inversibilite´ de la matrice locale
Dans cette section nous donnons un crite`re sous optimal de positivite´ de la matrice locale du
sche´ma de diffusion. Puis nous e´tudions ce crite`re dans le cas des triangles afin d’extraire une condition
ge´ome´trique. La matrice locale issue des sche´mas JL-(a) (2.11)-(2.12) et JL-(b) (2.22)-(2.23) est la
suivante ∑
j
ljrnjr ⊗ njr + σ
ε
∑
j
ljrnjr ⊗ (xr − xj). (2.33)
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Son inversibilite´ est ne´cessaire a` la bonne de´finition des sche´mas aux noeuds. Elle est compose´e de
deux matrices. Une premie`re syme´trique et de´finie positive sur tous maillages non de´ge´ne´re´s (on peut
trouver la preuve dans [Maz07]) : ∑
j
ljrnjr ⊗ njr. (2.34)
Une deuxie`me :
Ar =
∑
j
ljrnjr ⊗ (xr − xj), (2.35)
pour laquelle il n’existe pas de re´sultat d’ inversibilite´. On remarque que, sauf cas particulier, Ar n’est
pas syme´trique. Le but de cette section est d’e´tudier l’inversibilite´ et le caracte`re de´fini positif de cette
matrice. On propose d’utiliser la de´finition suivante.
De´finition 2.1.5. Une matrice est de´finie positive si elle ve´rifie
(y, Ary) > 0 ∀y ∈ R2, y 6= 0.
Remarque 2.1.2. Pour les maillages triangulaires une possibilite´ existe afin de garantir que Ar =
Atr > 0. En effet, en supposant que l’orthocentre est a` l’inte´rieur du triangle il suffit de choisir xj e´gal
a` l’orthocentre. Dans ce cas xr − xj = djrnjr avec djr > 0. Par conse´quent
Ar =
∑
j
ljrdjrnjr ⊗ njr = Atr.
Comme l’a prouve´ C. Mazeran cette matrice est inversible car les normales engendrent R2 lorsque
la somme sur les mailles j est suffisamment importante. Cependant, pour que l’orthocentre soit dans
le triangle il faut que les angles soit infe´rieurs a` pi/2. Par conse´quent cette solution ne nous permet
d’obtenir des matrices inversibles que dans le cas de maillages triangulaires re´guliers.
On a pour le moment e´choue´ a` obtenir un re´sultat aussi ge´ne´ral que celui de C. Mazeran pour
la matrice Ar. Cependant, on montre que si le maillage n’est pas trop de´forme´ la matrice est de´finie
positive. Pour cela on part de la constatation que Tr(Ar) = 2 | Vr | ou` | Vr | est la mesure du volume
de controˆle Vr (figure (2.2)) associe´ a` un noeud xr.
De´finition 2.1.6. Le volume de controˆle Vr est le polygone de´fini par les points
. . . ,xj− 1
2
,xj ,xj+ 1
2
, . . . .
ou` xj est le centre de la maille, xj+ 1
2
le centre des areˆtes qui contiennent le noeud xr. Un exemple est
donne´ avec la figure (2.2).
L’ide´e de l’e´tude est de comparer les matrices Ar et | Vr | Îd. Plus pre´cise´ment il s’agit d’e´crire
Ar comme une perturbation de la matrice | Vr | Îd, puis de montrer que si le maillage n’est pas trop
de´forme´, cette perturbation est suffisamment petite pour que Ar reste de´finie positive.
Proposition 2.3. La matrice Ar satisfait :
Ar =| Vr | Îd + 1
2
∑
j
(
w⊥
j+ 1
2
⊗wj+ 1
2
− v⊥
j+ 1
2
⊗ vj+ 1
2
)
=| Vr | Îd + P, (2.36)
avec wj+ 1
2
= (xj+1 − xj+ 1
2
), vj+ 1
2
= (xj+ 1
2
− xj) et
Tr(Ar) = 2 | Vr | . (2.37)
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Figure 2.2 – De´finition du volume de controˆle Vr autour du noeud xr. Le volume de controˆle est le
polygone de´fini par les centres de maille xj et les milieux des areˆtes xj+ 1
2
autour du noeud.
De´monstration. Pour le polygone de´fini Vr par les points xj et xj+ 1
2
autour du noeud xr, on peut
e´crire l’identite´ suivante qui est issue du the´ore`me de Stokes.
| Vr | Îd =
∑
j
(xj+ 1
2
− xj)⊥ ⊗
(
1
2
(xj+ 1
2
+ xj)− xr
)
+ (xj − xj− 1
2
)⊥ ⊗
(
1
2
(xj− 1
2
+ xj)− xr
)
(2.38)
=
∑
j
(xj+ 1
2
−xj)⊥⊗
(
1
2
(xj+ 1
2
− xj) + xj − xr
)
+(xj−xj− 1
2
)⊥⊗
(
1
2
(xj− 1
2
− xj) + xj − xr
)
. (2.39)
Puisque ljrnjr = −(xj+ 1
2
− xj)⊥ − (xj − xj− 1
2
)⊥ on a
| Vr | Îd = Ar + 1
2
∑
j
(xj+ 1
2
− xj)⊥ ⊗ (xj+ 1
2
− xj)−
∑
j
(xj − xj− 1
2
)⊥ ⊗ (xj − xj− 1
2
), (2.40)
qui se re´e´crit en utilisant la de´finition de P donne´e par Ar =| Vr | Îd +P . Le second point est e´vident
puisque pour tout vecteur v on a Tr(v⊥ ⊗ v) = 0.
En introduisant le volume de controˆle Vjr associe´ a` un noeud r et une maille j de´finie par
(xr,xj ,xj+ 1
2
,xj+1) on peut e´crire la matrice Ar sous la forme suivante :
Ar =
∑
j
(
|Vjr|Îd + 1
2
(
w⊥
j+ 1
2
⊗wj+ 1
2
− v⊥
j+ 1
2
⊗ vj+ 1
2
))
=
∑
j
(
|Vjr|Îd + Pj
)
, (2.41)
ou` si V˜jr est de´fini par (xr,xj− 1
2
,xj ,xj+ 1
2
)
Ar =
∑
j
(
|V˜jr|Îd + 1
2
(
w⊥
j− 1
2
⊗wj− 1
2
− v⊥
j+ 1
2
⊗ vj+ 1
2
))
=
∑
j
(
|V˜jr|Îd + Pj
)
. (2.42)
En utilisant les deux de´compositions pre´ce´dentes on peut obtenir des conditions sur les matrices Pj
telle que la matrice Ar est de´finie positive.
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Proposition 2.4. Si pour toute maille j, l’une des ine´galite´s suivantes est satisfaite
|Vjr| > 1
2
||xj+1 − xj ||||xj+ 1
2
− 1
2
(xj+1 + xj)||, (2.43)
|V˜jr| > 1
2
||xj+ 1
2
− xj− 1
2
||||xj − 1
2
(xj+ 1
2
+ xj− 1
2
)||, (2.44)
alors la matrice Ar est de´finie positive.
De´monstration. Soit x un vecteur de R2. Pour la de´composition (2.41) (idem (2.42)) on obtient que
(x, Arx) =
∑
j
|Vjr|||x||2 +
∑
j
(x, P sj x) ≥
∑
j
(|Vjr| − ρ(P sj )) ||x||2,
ou` P sj =
1
2(Pj + P
t
j ) est la partie syme´trique de Pj et ρ(P
s
j ) le rayon spectral de la matrice P
s
j .
On constate donc imme´diatement que si pour tout j |Vjr| − ρ(P sj ) > 0, la matrice Ar est alors
de´finie positive. Reste maintenant a` e´tudier ce rayon spectral. On pose C = w⊥ ⊗w − v⊥ ⊗ v avec
v = (a, b) ∈ R2 et w = (a˜, b˜) ∈ R2 alors
Cs =
 ab− a˜b˜ −a
2 + a˜2 + b2 − b˜2
2
−a2 + a˜2 + b2 − b˜2
2
a˜b˜− ab
 .
On de´finit x = (a − a˜), y = (b − b˜), α = 12(b + b˜) et β = 12(a + a˜). Imme´diatement on voit que
Tr(Cs) = 0. En utilisant la factorisation ab− a˜b˜ = xα+ yβ, on montre que
Det(Cs) = −(x2 + y2)(α2 + β2) = −||v −w||2 ||1
2
(v + w)||2.
Puisque Cs est une matrice de taille deux a` trace nulle on sait que :
ρ(Cs) = λmax =
1
2
(
Tr(Cs) +
√
Tr(Cs)2 − 4 Det(Cs)
)
= ||w − v|| ||1
2
(v + w)||.
quand on remplace v et w par les vecteurs de´finis dans la de´composition (2.41) de Ar, cela nous donne
les crite`res de positivite´ (2.43). Le principe reste le meˆme pour obtenir le crite`re (2.44) a` partir de la
de´composition (2.42).
Remarque 2.1.3. Pour des maillages compose´s de triangles e´quilate´raux ou de carre´s, il est facile de
ve´rifier que la matrice Ar > 0 car xj+ 1
2
= 12(xj+1 + xj), par conse´quent l’ine´galite´ (2.43) est ve´rifie´e.
Le crite`re obtenu est clairement sous optimal. En effet, de`s le de´but de la preuve on voit que
la minoration, n’est pas optimale. En outre on donne un crite`re local sur chacun des morceaux des
de´compositions (2.41) et (2.42). On peut penser que meˆme si chacun des morceaux de la matrice Ar
associe´ a` chaque sous-maille ne respecte pas les pre´ce´dents crite`res (2.41)-(2.42), la matrice pourrait
eˆtre malgre´ tout, de´finie positive. Cela sera ve´rifie´ nume´riquement ulte´rieurement.
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Figure 2.3 – Un triangle ge´ne´rique. Le barycentre est G = 13(A + B + C). Le milieu de l’areˆte BC
est I = 12(B + C).
Inversibilite´ de la matrice nodale dans le cas triangulaire
Afin d’illustrer l’e´tude pre´ce´dente, on propose dans le cas des triangles de passer des crite`res alge´-
briques (2.43)-(2.44) a` des crite`res ge´ome´triques. Le cas des triangles e´quilate´raux est traite´ dans la
remarque (2.1.3). Pour obtenir ces conditions ge´ome´triques il suffit de caracte´riser les trois ine´galite´s
locales (2.44) (une par noeud) pour un triangle ge´ne´rique de´peint par la figure (2.3).
On de´finit trois angles. Le premier est θA l’angle entre le segment AG et KJ , le second θB est
l’angle entre BG et KI et le dernier est θC l’angle entre CG et IJ (voir figure (2.3)).
Proposition 2.5. Les trois ine´galite´s locales (2.44) sont ve´rifie´es si
| sin(θA,B,C) |> 1
4
. (2.45)
De´monstration. Par syme´trie, il est suffisant d’e´tudier la condition de positivite´ (2.44) pour le sommet
A par exemple, qui correspond a`
xr = A, xj+ 1
2
= J =
A+ C
2
, xj− 1
2
= K =
A+B
2
, xj = G =
A+B + C
3
.
Le quadrangle V˜jr dans l’ine´galite´ (2.44) correspond a` V˜jr = (A,K,G, J). On a
| V˜jr |= 1
2
||AG||||JK|| | sin(θA) | .
On voit que ||xj+ 1
2
− xj− 1
2
|| = ||JK||. Par conse´quent on a
||xj − 1
2
(xj+ 1
2
+ xj− 1
2
)|| =
∥∥∥∥A+B + C3 − 2A+B + C4
∥∥∥∥
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= || − −2A+B + C
12
|| = ||B + C
2
−A||.
Comme G est le barycentre on sait que ||AG|| = 2
3
||AI||. En outre D = K + J
2
, ce qui donne
||AD|| = ||A− 2A+B + C
4
|| = 1
2
||AI||
alors ||AD|| = 1
2
||AI|| et ||DG|| = 1
6
||AI||.
Par conse´quent, l’ine´galite´ (2.44) est e´quivalente a`
1
2
||AG||||JK|| | sin(θA) |> 1
2
||JK||||DG||.
En utilisant les relations ||AG|| = 23 ||AI|| et ||DG|| = 16 ||AI|| on obtient la condition | sin(θA) |> 14 .
Afin de simplifier la suite on de´finit Aˆ, Bˆ et Cˆ les angles associe´s aux sommets A,B et C.
Proposition 2.6. On a la correspondance
| sin(θA) |= 1√
1 + sin
2(Bˆ−Cˆ)
4 sin2 Bˆ sin2 Cˆ
. (2.46)
Des formules similaires existent pour les deux autres angles.
De´monstration. Pour simplifier la preuve on choisit le sommet : A = (x, y), B = (0, 0), C = (1, 0) et
D = (0.5, 0). On sait que x = cot(Bˆ)y et 1− x = cot(Cˆ)y. Par conse´quent
x =
1
cot(Bˆ) + cot(Cˆ)
et y =
cot(Bˆ)
cot(Bˆ) + cot(Cˆ)
.
A` pre´sent on peut remarquer que x = cot(θA)y, alors cot(θA) =
1
2
(cot(Bˆ)−cot(Cˆ)). Ceci est e´quivalent
a`
cot(θA) =
sin(Cˆ − Bˆ)
2 sin(Cˆ) sin(Bˆ)
.
Pour conclure on utilise 1 + cot2(θA) =
1
sin2(θA)
.
On de´sire caracte´riser tous les angles de fac¸on a` satisfaire les conditions suffisantes de positivite´
(2.45) en utilisant la relation (2.46). On de´finit la fonction g par
g(Bˆ, Cˆ) =
1√
1 + sin
2(Bˆ−Cˆ)
4 sin2 Bˆ sin2 Cˆ
.
Puisque Â+ B̂+ Ĉ = pi, la condition (2.45) pour l’angle A se re´e´crit a` l’aide de la relation (2.46) sous
la forme
f(Bˆ, Cˆ) >
1
4
, avec f(Bˆ, Cˆ) = min
(
g(Bˆ, Cˆ), g(pi − Cˆ − Bˆ, Cˆ), g(Bˆ, pi − Cˆ − Bˆ)
)
.
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Figure 2.4 – Trace de la fonction f avec x ∈ [0, pi] et y ∈ [0, pi]. La partie inte´ressante correspond
a` x ≥ 0, y ≥ 0 et x + y ≤ pi. Le domaine de positivite´ f(x, y) > 14 est de´limite´ par l’isoligne bleu
f(x, y) = 14 , qui se trouve entre les deux autres.
On observe sur la figure (2.4) que si tous les angles sont strictement supe´rieurs a` une valeur qui
est proche de
θap = 0.2 rad, (2.47)
ce qui e´quivaut a` peu pre`s a` 11 degre´s, le crite`re de positivite´ (2.45) est alors respecte´. Cette valeur
correspond au coin gauche en bas de l’isoligne bleue, (figure 2.4). Finalement, dans le cadre d’un
maillage triangulaire on obtient une condition ge´ome´trique assez peu restrictive. Maintenant il va
s’agir de trouver une estimation plus pre´cise de cette valeur. En effet l’ine´galite´ (2.45) est e´quivalente
a` ∣∣∣∣∣sin(Bˆ − Cˆ)sin Bˆ sin Cˆ
∣∣∣∣∣ < √60⇐⇒ ∣∣∣cot Bˆ − cot Cˆ∣∣∣ < √60.
Par syme´trie on obtient que
∣∣∣cot Aˆ− cot Cˆ∣∣∣ < √60 et ∣∣∣cot Bˆ − cot Aˆ∣∣∣ < √60.
α = cot Aˆ, β = cot Bˆ et γ = cot Cˆ. (2.48)
Puisque Aˆ+Bˆ+Cˆ = pi alors γ = − cot(Aˆ+Bˆ) = −αβ−1α+β . Supposons que γ ≤ β ≤ α . On obtient les deux
ine´galite´s suivantes α− β ≤ √60 et β+ αβ−1α+β ≤
√
60. On conside`re le cas α = β and β+ αβ−1α+β =
√
60.
La solution est obtenue en re´solvant l’e´quation quadratique 3α2 − 2√60α − 1 = 0. On obtient une
valeur particulie`re α+ = β+ =
√
60+
√
63
3 : dans le cas γ− = β+ −
√
60 = −2
√
60+
√
63
3 . On de´finit l’angle
θopt comme e´tant e´gal a`
cot θopt =
√
60 +
√
63
3
. (2.49)
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Par construction cot (pi − 2θopt) = γ−.
Proposition 2.7. Supposons que tous les angles satisfont
θopt < Aˆ, Bˆ, Cˆ < pi − 2θopt. (2.50)
avec θopt de´fini par (2.49) alors les trois ine´galite´s (2.45) sont satisfaites.
A` l’aide de l’e´quation (2.48) on montre que cot (pi − 2θopt) < α, β, γ < cot θopt. Donc
−2√60 +√63
3
< α, β, γ <
√
60 +
√
63
3
,
qui se transforme en max (|α− β|, |β − γ|, |γ − β|) < √60.
Remarque 2.1.4. On note que
θopt ≈ 0.189 rad. (2.51)
est une estimation plus pre´cise que l’estimation graphique (2.47) donne´e par l’examen de la figure 2.4.
Remarques sur l’inversibilite´ de la matrice nodale.
L’e´tude de l’inversibilite´ de la matrice nodale a permis d’exhiber des conditions sur la ge´ome´trie
locale du maillage. A` ce stade plusieurs remarques. D’abord, dans le cadre des triangles la condition
de positivite´ suffisante est assez peu contraignante puisqu’elle admet tous les triangles dont les angles
sont supe´rieurs a` environ 11˚ . Les tests nume´riques effectue´s sur diffe´rents maillages montrent que
meˆme si les crite`res de positivite´ (2.43)-(2.44) ne sont pas respecte´s, la matrice reste de´finie positive.
Nume´riquement nous observons que la matrice est de´finie positive sur tous les maillages utilise´s. Afin
de l’illustrer nous donnons les re´sultats suivants : soit λr la valeur propre minimale associe´e a` la matrice
Ar et donne´e par
λr =
1
2
(Tr(Ar)−
√
Tr(Ar)2 − 4 Det(Ar)).
Le tableau (2.1) donne pour plusieurs maillages le minr λr et maxr λr sur tous les noeuds du maillages.
Pour ces re´sultats on prend 1600 mailles a` chaque fois. Avec K un coefficient de de´formation du maillage
Maillage minλr maxλr
Maillage ale´atoire quad. 0.001418 0.003128
Maillage de Kershaw, K=1 0.001288 0.003627
Maillage de Kershaw, K=1.9 0.0001523 0.00464155
Maillage ale´atoire trig. 0.001163 0.004031
Table 2.1 – Valeurs minimale et maximale de λr pour plusieurs maillages.
de Kershaw. Le cas K = 1 correspond a` la figure (2.7). Puisque la valeur propre minimale de Ar est
toujours strictement positive sur ces maillages, la matrice est toujours de´finie positive sur ceux-ci.
La dernie`re remarque concerne la coercivite´ de la matrice ne´cessaire au the´ore`me 2.11. Il s’agit de
||Asr|| ≥ αVr, (2.52)
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ou` Asr =
Ar+Atr
2 la partie syme´trique Ar et α > 0 une constante positive inde´pendante du maillage.
Dans le cas de maillage triangulaire il suffit de modifier l’ine´galite´ (2.50) par
θopt < θmin < Aˆ, Bˆ, Cˆ < pi − 2θmin < pi − 2θopt,
ou` θmin est un parame`tre inde´pendant du pas de maillage h.
Cette e´tude, bien que donnant un re´sultat incomplet et sous optimal, nous donne une ide´e de l’en-
semble des maillages admissibles dans le cas triangulaire. En outre les re´sultats nume´riques montrent
que la me´thode est bien plus robuste que ne le laisse pre´sager ces re´sultats the´oriques.
2.1.4 Variantes du sche´ma aux noeuds
Nous de´finissons un formalisme qui rend possible la construction de variantes pour les sche´mas
JL-(a) et JL-(b). Ces variantes sont base´es sur une formulation tensorielle des sche´mas aux noeuds
introduite dans [Klu08]. Elle permet de proposer une discre´tisation diffe´rente que ce soit pour la
partie acoustique ou la partie lie´e au terme source dans les flux. Pour commencer on re´e´crit le sche´ma
(2.11)-(2.12) sous la forme 
|Ωj | ∂tEj + 1
ε
∑
r
ljr(Fr,njr) = 0,
|Ωj | ∂tFj + 1
ε
∑
r
Gjr = − |Ωj | σ
ε2
Fj ,
(2.53)

Gjr = ljrEjnjr + α̂jr(Fj − Fr)− σ
ε
β̂jrFr,∑
j
α̂jr +
σ
ε
∑
j
β̂jr
Fr = ∑
j
ljrEjnjr +
∑
j
α̂jrFj .
(2.54)
Le sche´ma (2.11)-(2.12) correspond au sche´ma (2.53)-(2.54) avec β̂jr = β̂
I
jr = ljrnjr ⊗ (xr − xj) et
α̂jr = α̂
I
jr = ljrnjr ⊗ njr. Le syste`me line´aire (2.54) est obtenu a` l’aide de la proprie´te´
∑
j Gjr = 0.
Pour le tenseur associe´ au terme source on propose une deuxie`me solution β̂IIjr =| Vjr | Îd avec Vjr le
volume de controˆle associe´ au noeud r et a` la maille j. Par conse´quent
∑
j β̂jr =| Vr | Îd est une matrice
toujours inversible sur maillages non de´ge´ne´re´s. D’autres variantes seront de´finies par la suite. Pour la
partie acoustique G. Kluth a montre´ que le sche´ma hydrodynamique EUCCLHYD (voir [MABO07]-
[Mai11]) pouvait eˆtre incorpore´ dans ce formalisme. Nous proposons donc une seconde variante pour
le tenseur acoustique qui permet de retomber sur le sche´ma EUCCLHYD. Le tenseur qui donne le
sche´ma GLACE est (voir [Klu08])
α̂Ijr = ljrnjr ⊗ njr. (2.55)
Le tenseur qui donne le sche´ma EUCCLHYD est
α̂IIjr =
1
2ljr
(lj,r−1,rnj,r−1,r ⊗ nj,r−1,r + lj,r,r+1nj,r,r+1 ⊗ nj,r,r+1) , (2.56)
avec lj,r−1,r, lj,r,r+1, nj,r−1,r et nj,r,r+1 les longueurs et normales associe´es aux areˆtes [xr−1,xr] et
[xr,xr+1]. Dans le cas line´aire les deux sche´mas EUCCLHYD et GLACE sont tre`s proches, par contre
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il peut exister des diffe´rences non ne´gligeables dans le cas hydrodynamique. Dans le cadre de l’ex-
tension de ces sche´mas au mode`le non line´aire M1 e´quivalent a` un syste`me de la dynamique des gaz
(chapitre 7), il est inte´ressant de pouvoir utiliser les deux variantes.
Remarque 2.1.5. On peut introduire le meˆme type de variante pour le sche´ma JL-(b) (2.22)-(2.23)
en utilisant le sche´ma (2.53)-(2.54) avec le terme source − σ
ε2
∑
r β̂jrFr.
Proposition 2.8. Les sche´mas JL-(a) et JL-(b) ont la meˆme limite asymptotique quelque soit le choix
du tenseur acoustique α̂jr. Le sche´ma limite est entie`rement de´termine´ par le tenseur β̂jr de la fac¸on
suivante 
|Ωj | ∂tEj +
∑
r
ljr(Fr,njr) = 0,
σ
∑
j
β̂jr
Fr = ∑
j
ljrEjnjr.
2.2 E´tude the´orique des sche´mas aux noeuds
On souhaite montrer la convergence du sche´ma JL-(b) dans tous les re´gimes. La premie`re solution
est de montrer que le sche´ma converge inde´pendement de ε (sche´mas uniforme´ment « asymptotic
preserving » au sens de la de´finition 1.3.4). La seconde consiste a` de´montrer successivement que le
sche´ma JL-(b) converge lorsque ε tend vers ze´ro vers un sche´ma de diffusion convergent (sche´mas
« asymptotic preserving » au sens de la de´finition 1.3.3, figure (1.1)). Dans cette section on e´tudiera
des sche´mas continus en temps, afin de ce concentrer sur les proble`mes de consistance. Le proble`me
temporel sera traite´ inte´rieurement.
2.2.1 Re´sultats et hypothe`ses ge´ome´triques
On commence par rappeler des re´sultats d’estimations ge´ome´triques issues de [Des09]. On de´finit
le pas de maillage h = maxj(diam(Ωj)). On commence par supposer que le maillage est re´gulier :
C1h ≤ |Ωj | ≤ C2h. (2.57)
Par construction
||ljrnjr||2 ≤ C diam(Ωj) ≤ C3h, ||α̂jr||2 ≤ C4h
. En effet α̂jr =
ljrnjr⊗ljrnjr
ljr
, or la norme d’un produit tensoriel d’un vecteur avec lui meˆme est le
carre´ de la norme du vecteur. Un produit tensoriel de ce type admet un de´terminant nul donc ρ le
rayon spectral est e´gal a` la trace. On peut imme´diatement constater que la trace est e´gale au carre´ de
la norme du vecteur. Donc
||α̂jr||2 = ||ljrnjr||2,
d’ou` le re´sultat. Enfin on s’inte´resse a` la matrice Ar.
Proposition 2.9. On suppose que le volume de controˆle Vr satisfait
C1h
2 ≤| Vr |≤ C2h2, (2.58)
alors
||Ar||2 ≤ Ch2.
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De´monstration. On part du re´sultat acquis dans le cas de l’e´tude de cette matrice (2.41) . On sait que
Ar = Vr Îd +
1
2
∑
j
(w⊥
j+ 1
2
⊗wj+ 1
2
− v⊥
j+ 1
2
⊗ vj+ 1
2
),
avec wj+ 1
2
= (xj+1 − xj+ 1
2
) et vj+ 1
2
= (xj+ 1
2
− xj). En outre on a montre´ que
||w⊥
j+ 1
2
⊗wj+ 1
2
− v⊥
j+ 1
2
⊗ vj+ 1
2
||2 = ||wj+ 1
2
− vj+ 1
2
|| ||1
2
(vj+ 1
2
+ wj+ 1
2
)||.
Il est e´vident que ||wj+ 1
2
|| ≤ C3h et que ||vj+ 1
2
|| ≤ C4h. On utilise deux fois l’ine´galite´ triangulaire
afin d’obtenir la majoration
||w⊥
j+ 1
2
⊗wj+ 1
2
− v⊥
j+ 1
2
⊗ vj+ 1
2
|| ≤ 1
2
(||vj+ 1
2
||+ ||wj+ 1
2
||)2 ≤ C5h2.
Il suffit d’utiliser l’hypothe`se sur le volume de controˆle pour conclure.
On conside´rera par la suite que les quantite´s ||ljrnjr|| et ||α̂jr|| sont homoge`nes a` O(h) et que ||Ar||
est homoge`ne a` O(h2).
2.2.2 Convergence du sche´ma limite de diffusion
Les sche´mas construits ne sont « asymptotic preserving » que si le sche´ma limite est un sche´ma
convergent pour la diffusion. Cette preuve utilise une approche diffe´rente des preuves classiques multi-
D et est plus proche des me´thodes de preuves pour les volumes finis 1D. On conside`re le sche´ma
semi-discret
∂tEj − 1|Ωj |
∑
r
ljr (Fr,njr) = 0,
ArFr =
∑
j
ljrEjnjr, avec Ar = −
(∑
j ljrnjr ⊗ (xr − xj)
)
.
(2.59)
Avant de commencer quelques remarques et hypothe`ses. Tout d’abord : pour la preuve le signe a e´te´
change´ devant les ope´rateurs discrets par rapport a` (2.13), cela nous permettra de montrer que Fr est
une approximation de ∇E(xr) et non de −∇E(xr), ce qui est plus agre´able. On choisit σ = 1. Afin
de simplifier la preuve et de ne pas prendre en compte les conditions limites le domaine D = (T ) de
calcul est un tore. Enfin on suppose que la solution est re´gulie`re
E(t,x) ∈ C1 ([0, T ],W 3,∞(D)) . (2.60)
La technique de preuve est base´e sur une e´tude de consistance des flux. En effet les me´thodes de
volumes sur maillages non uniformes ne sont pas consistantes au sens des diffe´rences finies. Puisqu’il
n’existe pas un e´quivalent du the´ore`me de Lax dans le cadre d’une e´tude de consistance de flux, on
de´montrera pour le sche´ma (2.59) que la consistance des flux et la stabilite´ impliquent la convergence.
On commence par de´finir les erreurs de consistance suivantes
aj(t) = ∂tE(t,xj)− 1|Ωj |
∑
r
ljr (∇E(t,xr),njr) ,
br(t) =
1
Vr
Ar∇E(t,xr)−∑
j
ljrE(t,xj)njr
 . (2.61)
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Lemme 2.10. Il existe une constante C > 0 telle que les estimations suivantes soit ve´rifie´es
|aj | ≤ Ch pour tout j, (2.62)
et
||br|| ≤ Ch, pour tout r. (2.63)
De´monstration. Par construction on sait que
∂tE(t,xj) =
∫
Ωj
∂tE(t,xj)dx
|Ωj | +O(h) =
∫
Ωj
∆E(t,x)dx
|Ωj | +O(h) =
1
|Ωj |
∫
∂Ωj
∂nE(t,x)dσ +O(h).
Par de´finition de ljrnjr on a
∑
r
ljr (∇E(t,xr),njr) =
∑
k
∫
∂Ωjk
∇E
(
t,x+jk
)
+∇E
(
t,x−jk
)
2
,nj
 dσ,
ou` les noeuds x+jk et x
−
jk sont les extre´mite´s du segment ∂Ωjk. On en de´duit que
aj = O(h) +
1
|Ωj |
∑
k
∫
∂Ωjk
∇E − ∇E
(
t,x+jk
)
+∇E
(
t,x−jk
)
2
,nj
 dσ. (2.64)
Puisque la fonction dans l’inte´grale de (2.64) est approxime´e par la formule des trape`zes, on en de´duit
que ∣∣∣∣∣∣
∫
∂Ωjk
∇E − ∇E
(
t,x+jk
)
+∇E
(
t,x−jk
)
2
,nj
 dσ
∣∣∣∣∣∣ ≤ Ch2 |Σjk| ≤ Ch3. (2.65)
En divisant (2.65) par |Ωj | et en utilisant les hypothe`ses de re´gularite´ sur la quantite´ E, on obtient
que aj = O(h). Le second terme est de´fini par
br =
1
| Vr |
∑
j
ljrnjr ⊗ (xr − xj)
∇E(t,xr) +∑
j
ljrE(t,xj)njr

=
1
| Vr |
∑
j
(ljr (xr − xj ,∇E(t,xr)) + E(t,xj)) njr.
A` l’aide d’un simple de´veloppement de Taylor on montre que
E(t,xj) + (xr − xj ,∇E(t,xr)) = E(t,xr) +Ojr(h2),
alors
br =
1
| Vr |
∑
j
Ojr(h
2)ljrnjr = O(h).
66
Maintenant que le re´sultat de consistance des flux (2.62)-(2.63) est e´tabli on propose de de´montrer
la convergence du sche´ma en norme L2. On de´finit les erreurs
ej(t) = Ej(t)− E(t,xj) et fr(t) = Fr(t)−∇E(t,xr).
avec Ej(t), Fj(t) la solution nume´rique en espace et E(t,xj), E(t,xr) la solution exacte. L’erreur ej
est de´finie de la fac¸on suivante
e(t,x) = ej(t) ∀x ∈ Ωj .
l’erreur de la fr est de´finie par
f(t,x) = fr(t) ∀x ∈ Vr.
Ces de´finitions permet d’introduire les erreurs nume´riques
Er(t) = ‖e(t)‖2L2(Ω) =
∑
j
|Ωj | (Ej(t)− E(t,xj))2
 .
et
Fr(t) = ‖f‖2L2([0,t]×Ω) =
(∫ t
0
∑
r
| Vr | |Fr(t)−∇E(t,xr)|2 dt
)
.
The´ore`me 2.11. Supposons E(t,x) ∈ C1 ([0, T ],W 3,∞(Ω)). Supposons qu’il existe une constante
α > 0 telle que pour tout r
||Asr|| ≥ α | Vr | ou` Asr =
Ar +A
t
r
2
est la partie syme´trique de Ar. (2.66)
Alors le sche´ma limite de diffusion est convergent pour tout temps T > 0. C’est a` dire qu’il existe
C(T ) > 0 tel que
‖e(t)‖L2(Ω) + ‖f‖L2([0,T ]×Ω) ≤ C(T )h, 0 < t ≤ T. (2.67)
De´monstration. Par construction on a
∂te(t,xj)− 1| Ωj |
∑
r
ljr (njr, fr(t)) = aj(t),
Arfr(t) +
∑
j
ljrnjrej(t) = Vrbr(t).
(2.68)
On a l’identite´
E′r(t) = 2
∑
j
| Ωj | ej(t)e′j(t) =
∑
j
ej(t)
((∑
r
ljr (njr, fr(t))
)
+ |Ωj | aj(t)
)
= 2
∑
j
|Ωj | ej(t)aj(t) + 2
∑
j
ej(t)
(∑
r
ljr (njr, fr(t))
)
= 2 (e(t), a(t))L2(Ω) + 2
∑
r
∑
j
ljrnjrej(t), fr(t)

= 2 (e(t), a(t))L2(Ω) + 2 (f(t),b(t))L2(Ω) − 2
∑
r
(Arfr(t), fr(t))
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= 2 (e(t), a(t))L2(Ω) + 2 (f(t),b(t))L2(Ω) − 2
∑
r
(Asrfr(t), fr(t)) .
L’ hypothe`se sur la matrice locale permet de dire que
∑
r (A
s
rfr(t), fr(t)) ≥ α‖f(t) ‖2. Donc
E′r(t) ≤ ||e(t)||2 + ||a(t)||2 + 2
(
µ||f(t)||2 + µ−1||b(t)||2
2
)
− 2α‖f(t) ‖2, ∀µ > 0.
En choisissant µ = α, on obtient
E′r(t) ≤
1
2
Er(t)− αFr(t) + ||a(t)||2 + 1
α
||b(t)||2 ≤ 1
2
Er(t) + Ch
2, (2.69)
graˆce aux erreurs de consistance (2.62)-(2.63) et au fait que le domaine D soit borne´. Par construction
Er(0) = O(h
2), donc en utilisant le lemme de Gro¨nwall Er(t) ≤ Cth2 qui prouve que ||a(t)|| ≤ C ′th
pour toutes constantes C ′. Enfin il suffit d’inte´grer (2.69) sur intervalle de temps [0, T ] pour obtenir
Er(T ) + αFr(T ) ≤ Er(0) +
∫ T
0
(
1
2
Er(t) + Ch
2
)
dt ≤ C ′′Th2,
ce qui permet de de´duire l’estimation de convergence finale (2.67).
Le sche´ma limite converge sur maillages non structure´s aux moins pour des solutions re´gulie`res.
Ce sche´ma est un nouveau sche´ma, bien qu’il soit assez proche du sche´ma MPFA [AE06]- [AM08] ou
du sche´ma a` 9 points [Ker81].
2.2.3 E´tude de stabilite´ des sche´mas « asymptotic preserving »
On e´tudie la stabilite´ L2 des sche´mas JL-(a) (2.11)-(2.12) et JL -(b) (2.22)-(2.23) que nous avons
de´finis pre´ce´demment. On suppose pour simplifier que le domaine est un tore. On conside`re ici les
sche´mas semi-discrets en temps.
Proposition 2.12. Le sche´ma semi-discret JL-(a) avec β̂jr =| Vjr | Îd et α̂jr donne´ par (2.55) ou`
(2.56) est stable en norme L2.
De´monstration. Le sche´ma semi-discret est donne´ par
| Ωj | ∂tEj + 1
ε
∑
r
ljr(Fr,njr) = 0,
| Ωj | ∂tFj + 1
ε
∑
r
Gjr = − |Ωj | σ
ε2
Fj .
(2.70)
On commence par de´finir la norme L2 associe´e au sche´ma (2.70)
Er(t) =
1
2
∫
Ω
(| Eh(t) |2 +(Fh,Fh)) dx.
Si la norme L2 de´croˆıt au cours du temps, le sche´ma semi-discret est stable en norme L2. Par conse´quent
cela revient a` prouver que E
′
r(t) ≤ 0. On a
E
′
r(t) =
1
2
∫
Ω
d
dt
(| Eh(t) |2 +(Fh(t),Fh(t))) dx = ∫
Ω
Eh(t)∂tEh(t) + (Fh(t), ∂tFh(t))dx
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=
∑
j
|Ωj | (Ej(t)∂tEj(t) + (Fj(t), ∂tFj(t))) .
En utilisant la de´finition du sche´ma (2.70) on obtient
E
′
r(t) = −
1
ε
∑
j
∑
r
ljrEj(Fr,njr)− 1
ε
∑
j
∑
r
(Gjr,Fj)− σ
ε2
∑
j
|Ωj | (Fj ,Fj). (2.71)
On de´veloppe le second terme de la pre´ce´dente e´quation a` l’aide de la formule de flux (2.23) afin
d’obtenir∑
j
∑
r
(Gjr,Fj) =
∑
j
∑
r
ljrEj(Fj ,njr) +
∑
j
∑
r
(α̂jr(Fj − Fr),Fj)− σ
ε
∑
j
∑
r
(β̂jrFr,Fj). (2.72)
Puisque
∑
r ljrnjr = 0 (proprie´te´ fondamentale des sche´mas aux noeuds, qui permet d’obtenir un
sche´ma conservatif) le premier terme de (2.72) est nul. En sommant sur r le terme (2.54) de´finissant
le solveur nodal et en permutant les sommes, on montre que∑
j
∑
r
ljrEj(Fr,njr) =
∑
j
∑
r
((α̂jr +
σ
ε
β̂jr)Fr,Fr)−
∑
j
∑
r
(α̂jrFj ,Fr). (2.73)
Pour continuer il suffit d’incorporer les relations (2.72) et (2.73) dans l’e´quation (2.71) et de permuter
les sommes dans E
′
r(t), ce qui donne
E
′
r(t) = −
1
ε
∑
j
∑
r
(α̂jr(Fj −Fr),Fj −Fr)− σ
ε2
∑
r
∑
j
(β̂jrFr,Fr−Fj)− σ
ε2
∑
j
|Ωj | (Fj ,Fj). (2.74)
Dans la suite de la de´monstration on conside`re le tenseur α̂Ijr (2.55), mais la de´monstration reste
identique avec le deuxie`me tenseur α̂IIjr (2.56). En effet, c’est la proprie´te´ de syme´trie du tenseur qui
permet d’arriver au re´sultat. On obtient donc
E
′
r(t) = −
1
ε
∑
r
∑
j
ljr(njr, (Fj − Fr))2 − σ
ε2
∑
r
∑
j
(β̂jrFr,Fr − Fj)− σ
ε2
∑
j
|Ωj | (Fj ,Fj). (2.75)
Pour conclure, il suffit d’utiliser le fait que β̂jr = |Vjr|Îd et que
∑
r |Vjr| = |Ωj |. Par conse´quent on
peut re´e´crire le second terme et le troisie`me terme de l’e´quation (2.75) sous la forme suivante
σ
ε2
∑
j
∑
r
| Vjr | ((Fr,Fr) + (Fj ,Fj)− (Fr,Fj))
=
σ
2ε2
∑
j
∑
r
| Vjr | (‖Fr‖2 + ‖Fj‖2 + ‖Fr − Fj‖2) ≥ 0.
Par conse´quent E
′
r(t) ≤ 0.
Proposition 2.13. Le sche´ma semi-discret JL-(b) avec β̂jr =| Vjr | Îd ou β̂jr = ljrnjr ⊗ (xr − xj) et
α̂jr donne´ par (2.55) ou` (2.56) est stable en norme L
2.
Dans le cas ou` β̂jr = ljrnjr ⊗ (xr − xj), on fait l’hypothe`se que Ar =
∑
j β̂jr est positive. Des
conditions suffisantes pour cela sont donne´es dans la section 2.3.2.
69
De´monstration. La premie`re partie de la preuve est exactement la meˆme que pour le sche´ma JL-(a).
On part de l’estimation
E
′
r(t) = −
1
ε
∑
j
∑
r
ljr(njr, (Fj − Fr))2 − σ
ε2
∑
j
∑
r
(β̂jrFr,Fr − Fj)− σ
ε2
∑
j
|Ωj | (Fr,Fj). (2.76)
Dans le cas de ces deux tenseurs on a |Ωj | =
∑
r β̂jr. En effet si β̂jr = Îd | Vjr | c’est imme´diat. Si
β̂jr = ljrnjr ⊗ (xr − xj) on peut le montrer imme´diatement en utilisant l’identite´ suivante∑
r
ljrnjr ⊗ xr = Îd |Ωj | ,
et
∑
r ljrnjr = 0. Cette proprie´te´ nous permet d’obtenir
E
′
r(t) = −
1
ε
∑
j
∑
r
ljr(njr,Fj − Fr))2 − σ
ε2
∑
j
∑
r
(β̂jrFr,Fr). (2.77)
Pour conclure il suffit de permuter les sommes. Puisque
∑
j β̂jr est positive alors E
′
r(t) ≤ 0.
Remarque 2.2.1. La stabilite´ L2 du sche´ma semi-discret implique naturellement la stabilite´ dans la
meˆme norme du sche´ma implicite.
2.2.4 Convergence du sche´ma JL-(b) vers le sche´ma de diffusion
Dans cette section on souhaite montrer que pour un maillage donne´, les solutions discre`tes du
sche´ma JL-(b) convergent vers les solutions du sche´ma de diffusion quand ε tend vers ze´ro. On suppose
que le maillage satisfait les hypothe`ses (2.57)-(2.58). Afin de simplifier les notations on pose Bj =∑
r α̂jr, Br =
∑
j α̂jr, Ar =
∑
j β̂jr. On part du sche´ma semi-discret JL-(b) sous la forme suivante
| Ωj | ∂tEj + 1
ε
∑
r
(ljrnjr,Fr) = 0,
| Ωj | ∂tFj + 1
ε
∑
r
(ljrEjnjr + α̂jr(Fj − Fr)) = 0,(
Br +
σ
ε
Ar
)
Fr −
∑
i
lirEinir −
∑
i
α̂irFi = 0,
Ej(t = 0) = E
0
j ,
Fj(t = 0) = 0.
(2.78)
Ensuite on introduit la limite de diffusion. On de´finit les inconnues suivantes (E˜j , F˜j , F˜r) solution du
syste`me 
| Ωj | ∂tE˜j + 1
σ
∑
r
(ljrnjr, A
−1
r
∑
i
lirE˜inir) = 0,
BjF˜j −
∑
r
α̂jrF˜r = 0,
σ
ε
ArF˜r −
∑
i
lirE˜inir = 0,
E˜j(t = 0) = E
0
j .
(2.79)
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Avant d’introduire le re´sultat de convergence et la preuve, on de´finit les notations
Ec = (Ej=1(t), ....Ej=n(t)),
Fc = (Fj=1(t), ....Fj=n(t)),
Fn = (Fr=1(t), ....Fr=nv(t)),
ec = (eE,j=1, ..., eE,j=n, eF,j=1, ..., eF,j=n),
en = (eF,r=1, ..., eF,r=nv),
avec eE,j = Ej(t) − E˜j(t), eF,j = Fj(t) − F˜j(t), n le nombre de mailles, nv le nombre de noeuds.
On introduit les meˆmes de´finitions pour les quantite´s E˜c, F˜c, F˜n. On de´finit aussi la norme discre`te
associe´e a` ces quantite´s. Par exemple pour la quantite´ Ec la norme L
2 discre`te s’e´crit
||Ec||2L2 =
∑
j
| Ωj || Ej |2 .
Pour la quantite´ Fn la norme L
2 s’e´crit
||Fn||2L2 =
∑
r
| Vr | (Fr,Fr).
Une preuve de stabilite´ analogue a` celle propose´e pour le sche´ma JL-(b) permet de montrer que
le sche´ma de diffusion correspondant a` la premie`re e´quation de (2.79) est stable en norme L2. Par
conse´quent ||E˜c(t)||L2 ≤ ||E˜c(0)||L2 .
Lemme 2.14. On suppose que
Bj =
∑
r
αjr, Ar =
∑
j
βjr et Br +
σr
ε
Ar.
sont inversibles. Les quantite´s F˜n, F˜c sont majore´es par les estimations suivantes
||F˜n||L2 ≤
ε
σ
hCn||E˜c||L2 , (2.80)
et
||F˜c||L2 ≤
ε
σ
hCn2 ||E˜c||L2 , (2.81)
De´monstration. On de´finit la norme L2 discre`te du vecteur forme´ par les quantite´s F˜r
||F˜n||2L2 =
∑
r
| Vr | (F˜r, F˜r).
On injecte la de´finition de F˜r donne´e par (2.79) pour obtenir
||F˜n||2L2 =
ε2
σ2
∑
r
| Vr | ||A−1r
∑
i
ljrE˜jnjr||22.
On utilise les ine´galite´s de norme matricielles, l’ine´galite´ triangulaire et l’hypothe`se (2.57) pour obtenir
||F˜n||2L2 ≤ C1h2
ε2
σ2
∑
r
| Vr | ||A−1r ||2
∑
j
| E˜j |2 .
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En de´finissant le ratio µjr =
|Vr|
|Ωj | qui est borne´ par les hypothe`ses (2.57)-(2.58), on obtient donc la
majoration suivante
||F˜n||L2 =
√∑
r
| Vr | (F˜r, F˜r) ≤ ε
σ
h2Cn
√∑
j
| Ωj || E˜j |2. (2.82)
avec Cn = C
√
maxr
(||A−1r ||2)). On obtient (2.80). En utilisant ||α̂jr|| < Ch et les ine´galite´s matri-
cielles il est imme´diat de montrer que
||F˜c||L2 ≤ Cn1 ||F˜n||L2 ,
avec Cn1 =
√
maxj(||B−1j ||). En utilisant la majoration de ||F˜n||L2 on obtient (2.81) avec Cn2 =
CnCn1 .
Une fois ces estimations e´tablies on propose de montrer que les solutions du syste`me (2.79) associe´es
au sche´ma de diffusion (2.79) sont solutions du syste`me (2.78) associe´ au sche´ma JL-(b) avec des
termes re´siduels, l’estimation de ces termes permettant d’obtenir une estimation L2 de l’erreur entre
les solutions de (2.79) et (2.78).
Proposition 2.15. La solution (E˜j , F˜j , F˜r) du syste`me (2.79) est solution de l’e´quation suivante :
| Ωj | ∂tE˜j + 1
ε
∑
r
(ljrnjr, F˜r) = 0,
| Ωj | ∂tF˜j + 1
ε
∑
r
(ljrE˜jnjr + α̂jr(F˜j − F˜r)) = Rcj ,(
Br +
σ
ε
Ar
)
F˜r −
∑
i
lirE˜inir −
∑
i
α̂irF˜i = R
n
r ,
(2.83)
avec Rc =
(
Rcj=1, ...,R
c
j=n
)
et Rn = (Rnr=1, ...,R
n
r=nv). Les termes re´siduels sont majore´s par
||Rc||L2 ≤
ε
σ
h3Cr1 ||∂tE˜c||L2 ,
et
||Rn||L2 ≤ Ch
(
||F˜n||L2
)
.
De´monstration. On part donc du syste`me
| Ωj | ∂tE˜j + 1
ε
∑
r
(ljrnjr, F˜r) = 0,
| Ωj | ∂tF˜j + 1
ε
∑
r
(ljrE˜jnjr + α̂jr(F˜j − F˜r)) = Rcj ,(
Br +
σ
ε
Ar
)
F˜r −
∑
i
lirE˜inir −
∑
i
α̂irF˜i = R
n
r .
(2.84)
Puisque (E˜j , F˜j , F˜r) sont solutions du syste`me (2.79) et
∑
r ljrnjr = 0 on obtient l’expression de terme
re´siduel  R
c
j =| Ωj | ∂tF˜j ,
Rnr = BrF˜r −
∑
i
α̂irF˜i. (2.85)
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En utilisant le lemme pre´ce´dent on montre que
||R˜c||L2 ≤
ε
σ
h3Cr1 ||∂tE˜c||L2 ,
avec Cr1 = Cn1Cn2 . Maintenant on cherche a` estimer le second terme re´siduel R
n.
||Rn||2L2 =
∑
r
|Vr|(BrF˜r −
∑
i
α̂irF˜i, BrF˜r −
∑
i
α̂irF˜i) ≤
2
(∑
r
|Vr|(BrF˜r, BrF˜r) +
∑
r
|Vr|(
∑
i
α̂irF˜i,
∑
i
α̂irF˜i)
)
.
La majoration du premier terme est imme´diate en utilisant la de´finition d’une norme matricielle
subordonne´e, des ine´galite´s triangulaires, on obtient que∑
r
|Vr|(BrF˜r, BrF˜r) ≤ maxr(||Br||22)||F˜n||2L2 .
Sachant que maxr(||Br||2) < Ch. L’ine´galite´ de Cauchy-Schwarz donne∑
r
|Vr|(
∑
i
α̂irF˜i,
∑
i
α̂irF˜i) ≤
∑
r
∑
i
|Vr|||α̂ir||2||F˜i||2.
On introduit le parame`tre µir =
|Vr|
|Ωi| on obtient∑
r
|Vr|(
∑
i
α̂irF˜i,
∑
i
α̂irF˜i) ≤ h2
∑
i
| Ωi | ||F˜i||2
(∑
r
µir
)
On sait que les µjr sont borne´s par hypothe`se sur le maillage donc∑
r
|Vr|(
∑
i
α̂irF˜i,
∑
i
α̂irF˜i) ≤ Ch2||F˜c||2L2 .
Pour conclure il suffit d’utiliser la majoration sur ||F˜n||L2 et celle sur ||F˜c||L2 pour obtenir
||Rn||L2 ≤ Cn3h
(
||F˜n||L2
)
(2.86)
Proposition 2.16. On introduit eE,j = Ej − E˜j, eF,j = Fj − F˜j, eF,r = Fr − F˜r. Ces quantite´s
satisfont 
| Ωj | ∂teE,j + 1
ε
∑
r
(ljrnjr, eF,r) = 0,
| Ωj | ∂teF,j + 1
ε
∑
r
(ljreE,jnjr + α̂jr(eF,j − eF,r)) = Rcj ,(
Br +
σ
ε
Ar
)
eF,r −
∑
i
lireE,inir −
∑
i
α̂ireF,j = R
n
r .
(2.87)
En outre les vecteurs ec = (eE,j=1, ..., eE,j=n, eF,j=1, ..., eF,j=n) et en = (eF,r=1, ..., eF,r=nv) satisfont
les estimations suivantes
||ec||L2 ≤ h
ε
σ
(
C0||E˜c(0)||L2 + Cfh2T ||∂tE˜c||L∞([0:T ]:L2)
)
, (2.88)
et
||en||L2 ≤
(
Cf2 ||ec||L2 + Cf3
ε
σ
h2||E˜c||L2
)
, (2.89)
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De´monstration. On pose eE,j = Ej − E˜j , eF,j = Fj − F˜j , eF,r = Fr − F˜r. En utilisant le lemme
pre´ce´dent on sait que les quantite´s qui viennent d’eˆtre de´finies satisfont
| Ωj | ∂teE,j + 1
ε
∑
r
(ljrnjr, eF,r) = 0,
| Ωj | ∂teF,j + 1
ε
∑
r
(ljreE,jnjr + α̂jr(eF,j − eF,r)) = Rcj ,(
Br +
σ
ε
Ar
)
eF,r −
∑
i
lireE,inir −
∑
i
α̂ireF,i = R
n
r .
(2.90)
On pose ec = (eE,j=1, ..., eE,j=n, eF,j=1, ..., eF,j=n) l’erreur entre la solution du sche´ma de diffusion et
celle de JL-(b) et
Er(t) =
∫
Ω
(ec, ec) =
∑
j
| Ωj | (| eE,j |2 +(eF,j , eF,j)).
En reprenant mot pour mot la preuve de stabilite´ du sche´ma on sait que si on ignore les termes
re´siduels Rc alors E
′
r(t) ≤ 0. Avec le terme re´siduel on obtient
E
′
r(t) ≤ 2
∑
j
||Rc||L2(D)||ec||L2(D).
On utilise les majorations de la proposition 2.15 et du lemme 2.14 pre´ce´dent pour obtenir
E
′
r(t) ≤ Cfh3
ε
σ
||∂tE˜c||L2(D)
√
E(t),
avec Cf = Cn1Cn3 et
||∂tE˜c||L2(D) =
√∑
j
| Ωj | (∂tE˜j , ∂tE˜j).
En utilisant des arguments de type Gro¨ndwall on obtient√
E(T ) ≤
√
E(0) + TCfh
3 ε
σ
||∂tE˜c||L∞([0,T ]:L2(D)). (2.91)
On sait que eE,j(0) = 0 et eF,j(0) = F˜
0
j . On utilise (2.80)-(2.81) pour obtenir
Er(0) ≤ C0hε
σ
||E˜c(0)||L2(D).
Pour conclure on sait que le sche´ma limite de diffusion est convergent et stable, par conse´quent on
sait que ||∂tE˜c||L2 est borne´. Maintenant on souhaite estimer la norme L2 associe´e a` l’erreur entre les
flux Fr et F˜r. On introduit la norme L
2∑
r
|Vr|(Fr − F˜r,Fr − F˜r)) = ||en||2L2 .
On utilise la de´finition de eF,r dans (2.90) afin d’obtenir la majoration suivante
∑
r
|Vr|||eF,r||2 ≤
∑
r
| Vr | ||
(
Br +
σ
ε
Ar
)−1∑
j
ljreE,jnjr + α̂jreF,j
 ||2
+
∑
r
|Vr|||
(
Br +
σ
ε
Ar
)−1
Rnr ||2.
(2.92)
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En utilisant le fait que la matrice (Br +
σ
εAr) soit inversible on montre que son inverse est majore´,
par conse´quent le second terme de (2.92) est majore´∑
r
| |Vr| | ||
(
Br +
σ
ε
Ar
)−1
Rnr ||2 ≤ maxr
(
||Cr + σ
ε
Ar)
−1||2
)
||Rn||2L2 .
Toujours en prenant les meˆmes arguments un rapide calcul montre que le premier terme de (2.92) est
borne´ par
maxr
(
||(Br + σ
ε
Ar)
−1||2
)∑
r
| Vr |
∑
j
||ljreE,jnjr + α̂jreF,j ||2
Puisque les quantite´s ||ljrnjr|| et ||α̂jr|| sont borne´es par Ch. On majore ainsi toutes ces quantite´s
dans la somme pre´ce´dente et on introduit le µjr =
|Vr|
|Ωj | . Par conse´quent
∑
r
|Vr|||
(
Br +
σ
ε
Ar
)−1∑
j
ljreE,jnjr + α̂jreF,j
 ||2 ≤
maxr
(
||(Br + σ
ε
Ar)
−1||2
)∑
j
|Ωj |
(|eE,j |2 + ||eF,j ||2)(∑
r
µjr
)
Pour conclure il suffit de majorer les coefficients µjr et de reconnaˆıtre la norme L
2 de ec. Il suffit de
sommer les estimations pour obtenir le re´sultat.
Remarque 2.2.2. Le sche´ma JL-(b) converge quand ε tend vers ze´ro vers le sche´ma de diffusion (2.13)
lui meˆme e´tant un sche´ma convergent pour la discre´tisation de l’e´quation de la chaleur (the´ore`me 2.11).
Par conse´quent, le sche´ma est « asymptotic preserving » au sens de la de´finition 1.3.3.
2.2.5 De´rivation des sche´mas JL-(a) et JL-(b) en dimension un
Dans cette section on propose de de´montrer que les sche´mas JL-(a) et JL-(b) de´rivent en 1D sur
des sche´mas ayant la meˆme structure que les sche´mas de Jin-Levermore et Gosse-Toscani. Dans un
premier temps on re´e´crit le sche´ma JL-(b) sous une forme qui est l’extension 2D du sche´ma (1.46).
Puis on montre que en 1D le sche´ma obtenu est tre`s proche du sche´ma (1.46) avant de conclure.
Proposition 2.17. le sche´ma JL-(b) peut se re´e´crire sous la forme
| Ωj | ∂tEj + 1
ε
∑
r
(ljrnjr,MrF˜r) = 0,
| Ωj | ∂tFj + 1
ε
∑
r
α̂jrMr(Fj − F˜r) = −1
ε
(∑
r
α̂jr(Îd −Mr)
)
Fj ,∑
j
α̂jr
 F˜r = ∑
j
ljrEjnjr +
∑
j
α̂jrFj ,
(2.93)
avec
Mr =
∑
j
α̂jr +
σ
ε
∑
j
β̂jr
−1∑
j
α̂jr
 ,
et
α̂jr = ljrnjr ⊗ njr, β̂jr = ljrnjr ⊗ (xr − xj).
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De´monstration. On part du sche´ma JL-(b) (2.22-(2.23) e´crit sous la forme suivante.
| Ωj | ∂tEj + 1
ε
∑
r
(ljrnjr,Fr) = 0,
| Ωj | ∂tFj + 1
ε
∑
r
(ljrEjnjr + α̂jr(Fj − Fr)) = 0,∑
j
α̂jr +
σ
ε
∑
j
β̂jr
 F˜r = ∑
j
ljrEjnjr +
∑
j
α̂jrFj .
(2.94)
On pose F˜r solution du solveur nodal classique∑
j
α̂jr
 F˜r = ∑
j
ljrEjnjr +
∑
j
α̂jrFj .
On peut constater imme´diatement que Fr = MrF˜r. Pour la premie`re e´quation il suffit de remplacer
Fr par MrF˜r pour obtenir le re´sultat. Pour la deuxie`me, par de´finition des normales et des longueurs
associe´es aux noeuds on sait que ∑
r
ljrEjnjr = 0.
Pour conclure il suffit de remplacer Fr par MrF˜r dans la seconde e´quation et de remarquer que∑
r
α̂jr(Fj −MrF˜r) =
∑
r
α̂jr(Îd −Mr)Fj +
∑
r
α̂jrMr(Fj − Fr).
Ceci cloˆt la preuve.
On retrouve une e´criture similaire au 1D. En effet, le sche´ma JL-(b) se re´e´crit comme le sche´ma
aux noeuds classique ou` les flux sont corrige´s a` l’aide d’une matrice Mr.
Remarque 2.2.3. La matrice Mr est une ge´ne´ralisation en dimension deux du coefficient M introduit
dans les sche´mas 1D de Jin-Levermore et Gosse-Toscani. Cependant elle contient en plus des infor-
mations ge´ome´triques a` travers le tenseur β̂jr qui permettent d’obtenir un gradient consistant dans le
re´gime limite.
Proposition 2.18. Soit h le pas de maillage, sur maillage Carte´sien, la matrice satisfait Mr = MÎd
avec M =
√
2ε√
2ε+σh
et
−1
ε
(∑
r
α̂jr(Îd −Mr)
)
= − σ
ε2
h2MÎd.
De´monstration. Dans un premier temps un rapide calcul montre que
Mr = MÎd.
En effet dans le cas Carte´sien, on montre que
Mr =
( 1√
2h+σ
ε
h2
0
0 1√
2h+σ
ε
h2
)( √
2h 0
0
√
2h
)
,
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par factorisation on constate que √
2h√
2h+ σ
ε2
h2
=
√
2ε√
2ε+ σh
.
Il faut aussi montrer
−1
ε
(∑
r
α̂jr(Îd −Mr)
)
= − σ
ε2
MÎdh
2.
Dans le cas Carte´sien on montre que
−1
ε
(∑
r
α̂jr(Îd −Mr)
)
= −1
ε
( √
2h 0
0
√
2h
)(
1−M 0
0 1−M
)
.
On commence par faire sortir le coefficient σ
ε2
afin d’obtenir
−1
ε
(∑
r
α̂jr(Îd −Mr)
)
= − σ
ε2
( √
2hε
σ (1−M) 0
0
√
2hε
σ (1−M)
)
.
En de´veloppant et en mettant au meˆme de´nominateur on obtient
√
2hε
σ
(1−M) = Mh2.
Sachant que le sche´ma au noeuds classique de´rive en 1D sur le sche´ma upwind avec un coefficient
de viscosite´ diffe´rent, le pre´ce´dent re´sultat nous permet de montrer d’exhiber le sche´ma JL-(b) en 1D.
Proposition 2.19. En dimension un, le sche´ma JL-(b) (2.22)-(2.23) s’e´crit
∂tEj +M
Fj+1 − Fj−1
2ε∆x
−MEj+1 − Ej + Ej−1√
2ε∆x
= 0,
∂tFj +M
Ej+1 − Ej−1
2ε∆x
−MFj+1 − 2Fj + Fj−1√
2ε∆x
+M
σ
ε2
Fj = 0, ∀j ∈ 0..n
(2.95)
avec M =
√
2ε√
2ε+σh
.
En utilisant le meˆme type de manipulations alge´briques on prouve que le sche´ma JL-(a) est tre`s
proche du sche´ma de Jin-Levermore en 1D (seul le coefficient de viscosite´ change).
Proposition 2.20. Le sche´ma JL-(a) (2.11)-(2.12) est e´quivalent a`
| Ωj | ∂tEj + 1
ε
∑
r
(ljrnjr,MrF˜r) = 0,
| Ωj | ∂tFj + 1
ε
∑
r
α̂jr(Fj − F˜r) = − σ
ε2
| Ωj | Fj ,∑
j
α̂jr
 F˜r = ∑
j
ljrEjnjr +
∑
j
α̂jrFj ,
(2.96)
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avec
Mr =
∑
j
α̂jr +
σ
ε
∑
j
β̂jr
−1∑
j
α̂jr

et
α̂jr = ljrnjr ⊗ njr, β̂jr = ljrnjr ⊗ (xr − xj).
De´monstration. On part du sche´ma (2.11)-(2.12). Pour la premie`re e´quation le calcul est trivial. Pour
la seconde e´quation∑
j
α̂jr(Fj − Fr)− σ
ε
∑
j
β̂jrFr =
∑
j
α̂jrFj −
∑
j
(α̂jr +
σ
ε
β̂jr)MrF˜r
Sur maillage Carte´sien α̂jr +
σ
ε β̂jr =
h
2
√
2
Îd +
σ
ε
h2
4 Îd et
Mr =
(√
2hÎd +
σ
ε
h2Îd
)−1
(
√
2hÎd).
Par conse´quent (
α̂jr +
σ
ε
β̂jr
)
Mr = α̂jr.
On obtient la reformulation (2.96).
En utilisant cette reformulation et les manipulations alge´briques pre´ce´dentes on obtient que
Proposition 2.21. En 1D, le sche´ma JL-(a) (2.11)-(2.12) s’e´crit
∂tEj +M
Fj+1 − Fj−1
2ε∆x
−MEj+1 − 2Ej + Ej−1√
2ε∆x
= 0,
∂tFj +
Ej+1 − Ej−1
2ε∆x
− Fj+1 − 2Fj + Fj−1√
2ε∆x
+
σ
ε2
Fj = 0, ∀j ∈ 0..n
(2.97)
avec M =
√
2ε√
2ε+σh
.
2.2.6 Conclusion sur les sche´mas « asymptotic preserving »
Le sche´ma limite des sche´mas JL-(a) et JL-(b) pour le tenseur β̂jr = ljrnjr ⊗ (xr − xj) e´tant
consistant, on peut e´noncer la proprie´te´ suivante
Proposition 2.22. Le sche´ma JL-(a)
|Ωj | ∂tEj + 1
ε
∑
r
ljr(Fr,njr) = 0,
|Ωj | ∂tFj + 1
ε
∑
r
Gjr = − |Ωj | σ
ε2
Fj ,
(2.98)
et le sche´ma JL-(b) 
|Ωj | ∂tEj + 1
ε
∑
r
ljr(Fr,njr) = 0,
|Ωj | ∂tFj + 1
ε
∑
r
Gjr = − σ
ε2
∑
r
ljrnjr ⊗ (xr − xj)Fr,
(2.99)
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avec les flux 
Gjr = ljrEjnjr + α̂jr(Fj − Fr)− σ
ε
β̂jrFr,∑
j
α̂jr +
σ
ε
∑
j
β̂jr
Fr = ∑
j
ljrEjnjr +
∑
j
α̂jrFj ,
(2.100)
et β̂jr = ljrnjr ⊗ (xr − xj) sont « asymptotic preserving »au sens de la de´finition (1.3.3).
Remarque 2.2.4. Le the´ore`me 2.11 et les propositions 2.15-2.16 montrent que le sche´ma JL-(b) est
« asymptotic preserving » au sens de la de´finition (1.3.3). Pour montrer rigoureusement que le sche´ma
JL-(a) « asymptotic preserving » au sens de la de´finition (1.3.3) il faudrait obtenir l’e´quivalent des
propositions 2.15-2.16. Cependant les de´veloppements de Hilbert nous donnent un premier re´sultat
formel.
2.3 Discre´tisation temporelle et conditions limites
2.3.1 Discre´tisation temporelle
Trois discre´tisations temporelles possibles : explicite, implicite et semi-implicite. Deux proble`mes se
posent. Les sche´mas sont ils stables sous une CFL inde´pendante de ε ? Selon la discre´tisation temporelle
restent ils « asymptotic preserving » ? Dans le cas des sche´mas implicites et explicites un rapide calcul
en utilisant un de´veloppement de Hilbert montre formellement que les sche´mas restent « asymptotic
preserving » . En ce qui concerne la stabilite´ des sche´mas, elle de´coule des re´sultats pre´ce´dents de
stabilite´ des sche´mas semi-discrets. En effet, la de´croissance de la norme L2 (propositions 2.12 - 2.13)
revient a` dire que si A est la matrice de discre´tisation spatiale et V un vecteur alors
(V, AV) ≤ 0.
A l’aide de cette proprie´te´ il est imme´diat de montrer que le sche´ma implicite et explicite sont stables
(sous CFL dans le cas explicite).
La norme L2 discre`te e´tant de´finie par
||V||L2 =
∑
j
| Ωj | (Vj ,Vj),
pour V le vecteur de variable du syste`me et donc V = {Vj=1, ...Vj=n}.
Cas implicite Soit M la matrice diagonale des volumes de mailles, le sche´ma implicite s’e´crit
MVn+1 = MVn + ∆tAVn+1.
Puisque (V, AV) ≤ 0 alors la matrice Îd − ∆tA est de´finie positive et donc inversible. On multiplie
par Vn+1 pour obtenir
(MVn+1,Vn+1) = (MVn,Vn+1)L2 + ∆t(AV
n+1,Vn+1)L2 .
On utilise le fait que la matrice A soit ne´gative ainsi que l’ine´galite´ de Cauchy-Schwarz pour obtenir
que
||Vn+1||L2 ≤ ||Vn||L2 .
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Cas explicite Maintenant on propose de montrer que (V, AV) ≤ 0 implique que le sche´ma explicite
en temps est stable en norme L2 sous une condition CFL. On de´finit de la meˆme fac¸on le sche´ma
explicite
MVn+1 = MVn + ∆tAVn.
En utilisant le meˆme type de calcul on obtient la stabilite´ sous une condition CFL. En effet on obtient
||Vn+1||2 = (
√
MVn+1,
√
MVn) + ∆t(Vn+1, AVn),
||Vn+1||2 = (
√
MVn+1,
√
MVn) + ∆t(
√
MVn+1,M−1
√
MAVn),
On regroupe tout et on utilise l’ine´galite´ de Cauchy-Schwarz pour obtenir
||Vn+1|| ≤ ||Îd + ∆tM−1A||2||Vn+1||||Vn||.
Ce qui revient a` dire que le sche´ma est stable si
||Îd + ∆tM−1A||2 ≤ 1. (2.101)
Puisque A est ne´gative on peut obtenir un pas de temps qui satisfait cette condition. Pour cela on
utilise la de´finition suivante de la norme deux
||Îd + ∆tM−1A||2 = sup
||x||=1
√(
(Îd + ∆tM−1A)x, (Îd + ∆tM−1A)x
)
.
Par un rapide calcul on obtient
||Îd + ∆tM−1A||2 = sup
||x||=1
√
(1 + ∆t(x, (M−1A+AtM−1 + ∆tAM−1M−1At)x)).
Puisque la matrice M−1 compose´e des volumes de mailles est strictement positive, la condition CFL
(2.101) peut eˆtre respecte´e seulement si A est une matrice non positive. On souhaite maintenant
exprimer cette CFL. On commence par remarquer que (x, AM−1M−1Atx) = ||AM−1x||2. La condition
CFL revient a`
∆t
(
x, (M−1A+AtM−1)x
)
+ ∆t2||M−1Ax||2 ≤ 0, ∀x tel que ||x|| = 1.
En remarquant que
(
x, (M−1A+AtM−1)x
) ≤ 0, on obtient la condition CFL suivante
∆t ≤ inf ||x||=1
| (x, (AM−1 +M−1At)x) |
||AS−1x||22
.
Il est connu pour ce type de mode`le que la CFL de la partie transport est contrainte par ε et que
la CFL induite par le terme source de´pend de ε
2
σ · Il est bien e´vident que lorsque ε tend vers 0 ou σ
vers l’infini un sche´ma explicite est inutilisable. Le sche´ma implicite le`ve bien entendu cette restriction
mais cet avantage est contrebalance´ par un couˆt calcul a` chaque ite´ration nettement plus important (le
conditionnement des me´thodes ite´ratives e´tant en ge´ne´ral plus mauvais dans le re´gime de diffusion).
Dans un certain nombre de cas physiques ε vaut 1/c avec c la vitesse de la lumie`re et σ peut eˆtre
tre`s grand. Pour cela une alternative e´tudie´e dans [En07] consiste a` impliciter juste le terme source.
En effet, dans ce cas on obtient un sche´ma stable sous une condition qui de´pend moins des grandes
variations de σ et qui ne ne´cessite aucune inversion matricielle. Le fait que l’on conserve la proprie´te´
« asymptotic preserving » apparaˆıt moins e´vident mais reste cependant vrai comme l’illustre le calcul
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suivant. On pose E(tn,x) = E
n, F(tn,x) = F
n. On utilise le sche´ma semi-discret en temps et non
discre´tise´ en espace. 
En+1 − En
∆t
+
1
ε
div(Fn) = 0,
Fn+1 − Fn
∆t
+
1
ε
∇En = − σ
ε2
Fn+1,
(2.102)
la seconde e´quation montre que
Fn+1 = − ε
σ
∇Fn +O(ε2).
Il suffit de combiner cette expression a` un de´veloppement de Taylor en temps d’ordre 1 qui donne que
Fn+1 = Fn + ∆t∂tF
n +O(∆t2) pour obtenir l’e´quation limite
En+1 − En
∆t
− div
(
1
σ
∇En
)
+
∆t
ε
∂t div(F
n) +O(∆t2 + ε2) = 0
Enfin on remarque que ∂t div(F
n) = −ε(∂ttEn+O(∆t)). Il suffit d’injecter cette formule dans l’e´quation
pre´ce´dente et puisque E est re´gulier en temps, on obtient des de´rive´es borne´es et donc la limite de
diffusion de ce sche´ma semi-implicite est
En+1 − En
∆t
− div
(
1
σ
∇En
)
= O(∆t).
Ce sche´ma offre donc une troisie`me possibilite´ de discre´tisation temporelle qui peut eˆtre utile pour
un certain nombre cas test. Pour finir on introduit les discre´tisations semi-implicites aux noeuds. La
construction d’un sche´ma semi-implicite pour le sche´ma JL-(a) est imme´diate. Pour le sche´ma JL-(b)
on utilise la formulation suivante (2.93).
Le sche´ma « asymptotic preserving » semi-implicite JL-(a) est donne´ par
| Ωj |
En+1j − Enj
∆t
+
1
ε
∑
r
(ljrnjr,F
n
r ) = 0,
| Ωj |
Fn+1j − Fnj
∆t
+
1
ε
∑
r
Gnjr = −
σ
ε2
| Ωj | Fn+1j ,
Gnjr = ljrE
n
j njr + α̂jr(F
n
j − Fnr )−
σ
ε
β̂jrF
n
r ,∑
j
α̂jr +
σ
ε
∑
j
β̂jr
Fnr = ∑
j
ljrnjrE
n
j +
∑
j
α̂jrF
n
j .
(2.103)
Le sche´ma « asymptotic preserving » semi-implicite JL-(b) est donne´ par
| Ωj |
En+1j − Enj
∆t
+
1
ε
∑
r
(ljrnjr,MrFr) = 0,
| Ωj |
Fn+1j − Fnj
∆t
+
1
ε
∑
r
α̂jrMr(Fj − Fr) = −1
ε
(∑
r
α̂jr(Îd −Mr)
)
Fn+1j ,∑
j
α̂jr
 F˜r = ∑
j
ljrnjrE
n
j +
∑
j
α̂jrF
n
j .
(2.104)
avec
Mr =
∑
j
α̂jr +
∑
j
σ
ε
β̂jr
−1∑
j
α̂jr
 , β̂jr = ljrnjr ⊗ (xr − xj).
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Les re´sultats nume´riques montrent que les sche´mas semi-implicites sont valides en re´gime de diffu-
sion et que la condition CFL pour le sche´ma JL-(a) semi-implicite est de type transport. Pour le sche´ma
JL-(b) semi-implicite les re´sultats nume´riques montre que la condition CFL est au pire parabolique.
2.3.2 Conditions limites
Nous de´taillons dans ce paragraphe les conditions de Neumann (pour le sche´ma de diffusion (2.13))
et les conditions de flux nul (pour les sche´mas « asymptotic preserving » ). La condition de Neumann
pour l’e´quation de diffusion s’e´crit
(∇E(t,x),next) = 0.
La condition de type flux nul pour l’e´quation de la chaleur hyperbolique
(F(t,x),next) = 0,
ou` next = (n
1
ext, n
2
ext) est la normale exte´rieure. Le re´sultat (2.63) montre que Fr est consistant
avec le gradient ∇E(t,xr). Par conse´quent la condition de Neumann pour l’e´quation de diffusion est
e´quivalente (Fr,next) = 0 avec Fr le flux de diffusion. Finalement cette condition se traite de la meˆme
fac¸on que pour les sche´mas discre´tisant l’e´quation de la chaleur hyperbolique et l’e´quation de diffusion.
Cependant la matrice Ar n’est pas toujours inversible sur les bords. Pour re´soudre cette difficulte´ on
utilise la me´thode de´crite dans [Klu08]- [CDDL09]- [Maz07], dans laquelle la condition (F,n) = 0 se
re´e´crit de la fac¸on suivante {
(Fr,next) = 0
(ArFr, text) = (
∑
j ljrnjrEj , text),
(2.105)
et text = (−n2ext,n1ext) est le vecteur tangent a` la frontie`re. Pour les coins du maillage on prend Fr = 0.
Ces re´sultats peuvent se retrouver en utilisant des arguments de me´canique comme des arguments de
type mailles fantoˆmes.
La condition de Dirichlet consiste a` imposer une valeur de E aux bords. Pour traiter cette condi-
tion on utilise la condition dite de « pression impose´e » de´finie [Klu08]- [CDDL09]- [Maz07]. Si on
souhaite imposer une E = Eext sur le bord, il suffit de re´soudre∑
j
ljrnjr ⊗ njr + σ
ε
∑
j
ljrnjr ⊗ (xr − xj)
Fr = ∑
j
ljr(Ej − Eext)njr +
∑
j
ljrnjr ⊗ njrFj .
2.4 Modes parasites et stabilisation
Il est connu que les sche´mas aux noeuds exhibent des modes parasites [Mai11], c’est a` dire des
comportements de´gradant la qualite´ de la solution nume´rique du sche´ma. Ces modes parasites se
pre´sentent notamment sur maillage Carte´sien et sont lie´s au fait que sur ce type de maillage les sche´mas
aux noeuds admettent stencil en croix. En effet, supposons un maillage Carte´sien ou` la longueur des
carre´s est h. Dans ce cas ljr =
h√
2
, les vecteurs njr associe´s a` la maille j sont(
1√
2
1√
2
)
,
( −1√
2
1√
2
)
,
(
1√
2−1√
2
)
,
( −1√
2−1√
2
)
.
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Apre`s de rapides calculs on obtient que
Ar =
(
h2 0
0 h2
)
,
et que le sche´ma de diffusion (2.13) est e´quivalent a`
En+1(i,j) − En(i,j)
∆t
−
En(i−1,j−1) + E
n
(i+1,j−1) + E
n
(i−1,j+1) + E(i+1,j+1)n − 4E(i,j)n
2h2
= 0. (2.106)
Pour des solutions re´gulie`res un stencil de ce type n’est pas geˆnant mais pour certaines donne´es
discontinues des modes parasites apparaissent. Par exemple, si on prend une masse de Dirac comme
condition initiale, le sche´ma ne va pas converger. En effet, a` cause de ce stencil en croix, un sous-
maillage correspondant aux stencils du sche´ma TPFA ne sera pas utilise´ par le sche´ma. Ceci donnera
une solution en sablier [Mai11]. Le second cas se pre´sente sur maillage triangulaire avec des conditions
de Neumann, en effet, dans ce cas en temps long les solutions se de´gradent et des modes parasites
apparaissent. Le sche´ma peut converger donc vers un e´tat stationnaire diffe´rent bien que proche de
l’e´tat stationnaire exact. Tant que le gradient discret Fr peut eˆtre nul sans que la solution discre`te
autour d’un noeud soit constante, le sche´ma admettra des modes parasites. On propose donc une
me´thode pour pallier ce de´faut des sche´mas aux noeuds. Une voie possible est d’assurer le taux de
production locale d’entropie est non nul lorsque la solution n’est pas constante. On rappelle que dans
notre cas l’entropie est donne´e par l’oppose´e de la norme L2 et que le taux d’entropie discret est donne´
par −∑r(ur, Arur).
Rede´finition des normales
Afin d’assurer que le taux de production d’entropie s’annule que pour des donne´es constantes, on
propose de rede´finir les normales et la longueur nodale. A cette fin on utilise
ljrnjr = lj,r− 1
2
nj,r− 1
2
+ lj,r+ 1
2
nj,r+ 1
2
avec ljr± 1
2
les longueurs entre le noeud r et les milieux des areˆtes et nj,r± 1
2
les normales associe´es a`
ces areˆtes.
L’ide´e consiste a` modifier le produit ljrnjr en modifiant le milieu des areˆtes. Cette modification pre´serve∑
j
ljrnjr = 0,
∑
r
ljrnjr = 0.
Pour toute areˆte de taille d, on de´finit deux points qui sont le milieu de l’areˆte de´cale´ de ±α avec, par
exemple α = d6 . Au lieu de choisir le milieu de l’areˆte on choisit un de ces deux points mais le choix
doit eˆtre le meˆme pour les deux mailles qui ont cette areˆte en commun. Cette strate´gie permet donc
de rede´finir un couple ljrnjr. Pour chaque couple de normale et de longueur on a quatre possibilite´s de
de´finition car on peut utiliser ±α pour chaque areˆte connecte´e a` un noeud. Par conse´quent autour d’un
noeud on obtient un groupe de 16 produits longueur, normale possible pour un maillage quadrangulaire.
Pour un maillage Carte´sien la proce´dure est assez simple : Soit Pi,j un noeud du maillage, (a,b) deux
nombres appartenant a`
{
1
3 ,
2
3
}2
, a` la place du milieu des areˆtes on utilise les points Pi,j+a(Pi+1,j−Pi,j)
et Pi,j + b(Pi,j+1 − Pi,j). Afin d’obtenir le sche´ma final on fait la moyenne des 4 choix possibles pour
(a, b). Maintenant on obtient un nouveau taux de variation de la norme L2
−1
2
∑
c=1,4
∑
r
(Acrur,ur).
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Graˆce a` cette modification le gradient et le taux de production d’entropie ne sont nuls que si la
solution discre`te est constante. Pour obtenir un sche´ma syme´trique sur maillage Carte´sien, il faut
choisir correctement les nouveaux points qui de´finissent les nouvelles normales. Cette me´thode peut
eˆtre aussi applique´e pour les sche´mas JL-(a) et JL-(b).
2.5 Re´sultats nume´riques
Dans cette section nous allons donner des re´sultats nume´riques pour le sche´ma de diffusion et pour
les sche´mas « asymptotic preserving » dans diffe´rents re´gimes. On propose de tester ces sche´mas sur
diffe´rents maillages introduits par les figures (2.5)-(2.6)-(2.7).
 0
 0.5
 1
 1.5
 2
 0  0.5  1  1.5  2
 0
 0.5
 1
 1.5
 2
 0  0.5  1  1.5  2
Figure 2.5 – Maillages quadrangulaires ale´atoire et « smooth »
Figure 2.6 – Maillages triangulaires re´gulier et ale´atoire
2.5.1 Re´sultats nume´riques pour le sche´ma de diffusion
Cas test : Solution fondamentale
Pour commencer nous e´tudions le sche´ma pour la diffusion dans le cas d’une solution re´gulie`re. La
condition initiale est la solution fondamentale de l’e´quation de la chaleur a` t=0.001. Le temps final est
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Figure 2.7 – Maillage de Kershaw, K=1
Tf = 0.011. Dans ce cas test on peut ignorer les conditions limites car la solution est nulle au voisinage
du bord ∂Ω.
On remarque sur la figure (2.8) que sur maillage Carte´sien le sche´ma TPFA et le sche´ma de diffusion
aux noeuds de´fini par (2.13) pour les deux variantes β̂jr (qui sont identiques sur maillage Carte´sien)
sont convergents a` l’ordre 2 en norme L1 et L2.
Figure 2.8 – Erreurs pour les sche´mas de diffusion TPFA (1.69) et aux noeuds (2.13) sur maillage
Carte´sien. L’abscisse correspond au nombre de mailles, l’ordonne´e a` l’erreur nume´rique lie´e au
sche´ma. Les courbes compose´es de traits rouge et cercles vert correspondent a` aux erreurs en norme L1
et L2 pour le sche´ma TPFA. Les courbes compose´es de carre´s bleus et de triangles roses correspondent
aux erreurs en norme L1 et L2 pour le sche´ma de diffusion aux noeuds. La courbe bleue correspond a`
la fonction h2. On note la bonne convergence a` l’ordre deux pour les deux sche´mas.
Comme pre´vu par la the´orie on observe que le sche´ma TPFA ne converge pas sur maillages non
structure´s, figure (2.9). C’est pour cette raison que la me´thode de Jin-Levermore (1.63)-(1.68) intro-
duite dans le sche´ma de volumes finis standard avec des flux e´value´s aux areˆtes, ne ge´ne`re pas de
sche´ma « asymptotic preserving » valide sur maillages non structure´s. Cela justifie l’utilisation d’un
sche´ma aux noeuds.
Pour le sche´ma de diffusion aux noeuds GLACE la convergence et l’ordre de´pendent du maillage.
Sur la figure (2.10) on note que le sche´ma (2.13) avec le tenseur β̂Ijr converge a` l’ordre 2 sur maillage
ale´atoire quadrangulaire. Par contre le sche´ma (2.13) avec le tenseur β̂IIjr ne converge pas sur maillage
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Figure 2.9 – Erreurs pour le sche´ma TPFA sur le maillage ale´atoire de la figure (2.5). L’abscisse
correspond au nombre de mailles, l’ordonne´e a` l’erreur nume´rique lie´e au sche´ma. Les courbes verte et
rouge correspondent aux normes L1 et L2 de l’erreur nume´rique associe´e au sche´ma TPFA. La courbe
bleue correspond a` la fonction h2. On note la non convergence du sche´ma TPFA
ale´atoire.
Figure 2.10 – Erreur pour le sche´ma aux noeuds avec la variante β̂Ijr sur la gauche et la variante β̂
II
jr
sur la droite pour un maillage ale´atoire quadrangulaire. L’abscisse correspond au nombre de mailles,
l’ordonne´e a` l’erreur nume´rique lie´e au sche´ma. Les courbes verte et rouge correspondent aux normes
L1 et L2 de l’erreur nume´rique associe´e au sche´ma TPFA. La courbe bleue correspond a` la fonction
h2. On note la non convergence pour la seconde variante.
Dans les tables (2.2) et (2.3) on donne l’erreur de convergence en norme L1 entre la solution exacte
et la solution nume´rique du sche´ma (2.13) pour β̂jr = ljrnjr ⊗ (xr − xj) sur diffe´rents maillages.
Pour e´valuer l’ordre nous utilisons la formule suivante : Soit h1, h2 les tailles caracte´ristiques des deux
maillages (par exemple la longueur de la plus grande areˆte) et eh1 , eh2 les erreurs associe´es a` ces deux
maillages. L’ordre de convergence est calcule´ a` partir de la formule
q =
log (eh1/eh2)
log (h1/h2)
.
Le sche´ma aux noeuds (2.13) est un sche´ma d’ordre deux sur maillage quadrangulaire. Par contre
on remarque que sur maillage triangulaire on ne converge pas toujours a` l’ordre 2.
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Nb cellules\Maillages Carte´sien Ale´a. quad. Smooth quad. Kershaw
40-80 2.06 2.03 2.15 2.58
80-160 2.01 2.43 2.04 1.99
160-320 2.00 2.04 2.02 1.99
Table 2.2 – Ordre de convergence sur maillages quadrangulaires
Nb cellules\Maillages Tri. re´gulier mod. Tri. re´gulier Tri ale´a.
40-80 0.94 2.18 1.81
80-160 0.95 2.00 1.3
160-320 0.98 2.00 1.4
Table 2.3 – Ordre de convergence pour les maillages triangulaires. Le maillage triangulaire re´gulier
est donne´ a` gauche de la figure 2.6. Le maillage triangulaire re´gulier modifie´ est obtenu a` partir d’un
maillage Carte´sien. On coupe toujours les quadrangles en deux dans la meˆme direction.
Cas test : Solution pe´riodique
Dans cette section nous regardons une solution pe´riodique notamment afin de valider la discre´tisa-
tion des conditions de Neumann. On prend E(0, x, y) = cos(pix) cos(piy), D = ]0, 2[× ]0, 2[. La solution
de l’e´quation de la chaleur avec des conditions de Neumann est
E(t, x, y) = exp(−2pi2t) cos(pix) cos(piy).
Dans les tableaux (2.4)-(2.5) on pre´sente les ordres de convergence du sche´ma aux noeuds avec la
premie`re variante tensorielle sur diffe´rents maillages. On constate que le sche´ma converge avec un
ordre compris entre un et deux pour ce cas test.
Nb cellules\Maillages Carte´sien Ale´a. quad. « Smooth » quad. Kershaw
40-80 2.00 2.04 1.99 1.97
80-160 2.00 2.01 2.00 1.98
160-320 2.00 1.98 2.00 1.99
Table 2.4 – Ordre de convergence sur maillages quadrangulaires.
Nb cellules\Maillages Tri. re´gulier mod. Tri. re´gulier Tri. ale´a
40-80 1.00 2.00 1.28
80-160 1.02 2.00 1.31
160-320 1.00 2.00 1.33
Table 2.5 – Ordre de convergence sur maillages triangulaires.
2.5.2 Re´sultats nume´riques en re´gime de transport
Dans cette section on souhaite ve´rifier nume´riquement que la modification introduite dans le sche´ma
pour l’e´quation de la chaleur hyperbolique n’alte`re pas la convergence du sche´ma initial en re´gime de
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transport (ε = O(1) et σ = 0(1)).
Cas test : solution fondamentale
Le premier cas test consiste a` e´tudier la solution fondamentale de l’e´quation de la chaleur hyper-
bolique (1.62). La condition initiale est une masse de Dirac centre´e au milieu du domaine. Le temps
final est T = 0.5. La solution exacte est compose´e d’une masse de Dirac se propageant a` la vitesse 1
et d’une fonction re´gulie`re entre la masse Dirac et sa position initiale. A t = 0.5 la partie re´gulie`re
est ne´gative, mais devient positive en temps long. La trace de la solution fondamentale sur maillage
Carte´sien avec et sans stabilisation des modes parasites est donne´e par la figure (2.11).
Figure 2.11 – Solution fondamentale de l’e´quation de la chaleur hyperbolique aux temps 0.5 sans et
avec stabilisation. On trace la variable E(t,x).
La solution nume´rique correspond approximativement a` la solution exacte, la masse de Dirac se
propage a` la bonne vitesse, par contre, naturellement la masse de Dirac est e´tale´e a` cause de la diffu-
sion nume´rique.
Cas test : solution pe´riodique : le syste`me (1.62) avec ε = 1 et σ = 1 est e´quivalent a` l’e´quation
scalaire suivante : {
∂t2f + ∂tf −4f = 0,
f(t = 0, x, y) = f0(x, y), ∂tf(t = 0, x, y) = f1(x, y).
(2.107)
Cette e´quation est nomme´e e´quation du te´le´graphe. On va utiliser l’e´quivalence entre notre syste`me
et cette e´quation pour construire une solution de re´fe´rence. Soit la condition initiale suivante et le
domaine D = ]0, 2[× ]0, 2[
f0(x, y) = cos(pix) cos(piy) f1(x, y) = 0.
La solution est
f(t, x, y) = e
−
t
2
(
cos
(√
8pi2 − 1
2
t
)
− 1√
8pi2 − 1 sin
(√
8pi2 − 1
2
t
))
cos(pix) cos(piy).
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L’e´quivalence entre les deux mode`les se de´duit du changement de variable E = ∂tf+f et F = −∇f , on
obtient donc une solution de re´fe´rence pour l’e´quation de la chaleur hyperbolique. La condition limite
est une condition de Neumann (F,n) = 0 de´crite pre´ce´demment. On trace l’erreur pour diffe´rents
choix de tenseur α̂jr sur la figure (2.12) qui donne les courbes de convergence pour le sche´ma JL-(a)
et pour le sche´ma de Jin-Levermore aux areˆtes (1.63)-(1.68).
Figure 2.12 – Erreur en norme L2 pour le sche´ma aux noeuds JL-(a) avec les diffe´rentes variantes du
tenseur acoustique sur la gauche et pour le sche´ma aux areˆtes sur la droite. Sur la figure de droite la
courbe rouge correspond au l’erreur nume´rique et la courbe verte a` la fonction 1h . Le maillage est un
maillage ale´atoire.
Pour toutes les variantes le sche´ma aux noeuds JL-(a) converge avec un ordre autour de 1
sur les diffe´rents maillages.
Remarque 2.5.1. On ne donne pas les re´sultats pour le sche´ma JL-(b) car il sont quasiment iden-
tiques a` ceux donne´s pour JL-(a).
2.5.3 Re´sultats nume´riques en re´gime asymptotique
Cas test de diffusion
Pour les exemples pre´sente´s dans cette section il est important d’utiliser un sche´ma implicite
ou` semi-implicite pour e´viter la condition CFL de´pendante de ε. Les re´sultats expose´s sont calcule´s
avec un sche´ma semi-implicite en temps. On conside`re que pour ε = O(10−3) on est dans le re´gime
asymptotique. On compare la solution nume´rique pour l’e´quation de la chaleur hyperbolique avec la
solution exacte des deux cas test de diffusion. On observe que : les sche´mas JL-(a) et JL-(b)
convergent avec un ordre proche de 2 quand ε tend vers 0 (tableaux (2.6)-(2.7)-(2.8)-(2.9)-
(2.10)-(2.11)).
Nombre de cellules /ε ε = 10−3 ε = 10−4 ε = 10−6 ε = 10−7
40-80 1.90 1.99 2.00 2.00
80-160 1.82 1.97 2.00 2.00
160-320 1.72 1.95 2.00 2.00
Table 2.6 – Re´sultats de convergence pour le sche´ma JL-(b) sur maillage Carte´sien
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Nombre de cellules /ε ε = 10−3 ε = 10−4 ε = 10−6 ε = 10−7
40-80 1.93 2.01 2.02 2.03
80-160 1.93 2.08 2.1 2.1
160-320 1.76 1.97 2.00 2.00
Table 2.7 – Re´sultats de convergence pour le sche´ma JL-(b) sur maillage Carte´sien ale´atoire
Nombre de cellules /ε  = 10−3  = 10−4  = 10−6  = 10−7
40-80 1.96 2.03 2.04 2.05
80-160 1.86 2.00 2.01 2.01
160-320 1.77 1.97 2.01 2.01
Table 2.8 – Re´sultats de convergence pour le sche´ma JL-(b) sur maillage « smooth »
Nombre de cellules /ε ε = 10−3 ε = 10−4 ε = 10−6 ε = 10−7
40-80 2.4 2.5 2.55 2.56
80-160 1.74 1.82 1.83 1.84
160-320 1.80 1.96 1.99 2
Table 2.9 – Re´sultats de convergence pour le sche´ma JL-(b) sur maillage de Kershaw
Nombre de cellules /ε ε = 10−3 ε = 10−4 ε = 10−6 ε = 10−7
40-80 2.26 2.14 2.15 2.15
80-160 1.99 2.00 2.00 2.00
160-320 1.99 2.00 2.00 1.99
Table 2.10 – Re´sultats de convergence pour le sche´ma JL-(b) sur maillage triangulaire re´gulier
Nombre de cellules /ε  = 10−3  = 10−4  = 10−6  = 10−7
40-80 1.80 1.81 1.83 1.84
80-160 1.32 1.30 1.29 1.29
160-320 1.43 1.43 1.43 1.43
Table 2.11 – Re´sultats de convergence pour le sche´ma JL-(b) sur maillage triangulaire ale´atoire
Ces re´sultats de convergence me´ritent certaines remarques. L’ordre de convergence pour les valeurs
ε = 0.001 et ε = 0.0001 de´croˆıt le´ge`rement. Le phe´nome`ne est normal. En effet le re´sultat de conver-
gence en dimension un [BDF11] montre que l’erreur de consistance est homoge`ne a` (h2 + εh) avec h le
pas de maillage. Par conse´quent, sur maillage grossier (h >> ε) le sche´ma converge avec l’ordre deux.
Si le maillage est fin (h << ε) le sche´ma converge avec l’ordre un. Quand ε = 0.001 et ε = 0.0001
le ratio hε est proche de 1, il est donc normal de voir l’ordre se rapprocher de l’ordre 1. Il existe un
autre argument existe pour justifier ce phe´nome`ne. L’erreur est calcule´e entre la solution nume´rique
de l’e´quation de la chaleur hyperbolique et la solution exacte de diffusion. Or l’e´cart entre la solution
exacte de l’e´quation de chaleur hyperbolique et la solution de diffusion est homoge`ne a` O(ε). Il est
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donc normal que l’ordre de convergence se de´grade lorsque l’erreur nume´rique s’approche de ε.
Il est e´galement inte´ressant de regarder le comportement du sche´ma pour h fixe´ ε qui tend vers 0.
On choisit un maillage ale´atoire quadrangulaire avec 100 mailles dans chaque direction. Les re´sultats
sont donne´s dans le tableau (2.12). On remarque que quand ε tend vers 0, l’erreur commise par le
ε 0.01 0.001 0.0001 0.00001 diffusion
erreur L1 0.016401 0.00813369 0.00710269 0.00699941 0.00698787
erreur L2 0.0313253 0.01511494 0.0132377 0.0130463 0.0130249
Table 2.12 – Erreur entre la solution exacte de l’e´quation de diffusion et la solution nume´rique de
l’e´quation de la chaleur hyperbolique pour un maillage donne´ de taille ∆x ≈ 1100 . On utilise le sche´ma
JL-(b). La dernie`re colonne donne l’erreur faite par le sche´ma de diffusion sur le meˆme cas test.
sche´ma JL-(b) tend vers l’erreur commise par le sche´ma de diffusion.
Enfin on propose quelques remarques sur le couˆt de calcul et le conditionnement du sche´ma JL-(b)
implicites lorsque ε est petit. On donne le nombre d’ite´rations de la me´thode GMRES, associe´ au
sche´ma JL-(b) (2.22)-(2.23) pour deux pas de temps : ∆t = 12h et ∆t =
1
2h
2, pour deux maillages :
Kershaw et Carte´sien et pour diffe´rentes valeurs de . On utilise un maillage 80× 80. On observe dans
Maillage, pas de temps  1 0.01 10−4 10−6 10−8
Maillage de Kershaw, ∆t = 12h 9-12 195-310 1250-2470 1230-2325 1880-2010
Maillage de Kershaw, ∆t = 12h
2 2-3 4-12 17-39 19-39 19-39
Maillage Carte´sien, ∆t = 12h 7-9 80-110 230-350 235-355 230-350
Maillage Carte´sien, ∆t = 12h
2 2 3-10 7-18 8-19 8-19
Table 2.13 – Nombre d’ite´rations de la me´thode GMRES applique´e au sche´ma JL-(b) pour diffe´rents
pas de temps, maillages et valeur ε.
le tableau (2.13) que
• Le nombre d’ite´rations de la me´thode GMRES de´croˆıt avec le pas de temps, ce qui n’est pas
surprenant.
• Le nombre d’ite´rations de la me´thode GMRES augmente avec la de´formation du maillage. Cette
remarque est a` relier avec la pre´ce´dente.
• Le nombre d’ite´rations de la me´thode GMRES est inde´pendant de la valeur ε pour des petites
valeurs ε.
Le sche´ma JL-(b) admet une CFL hyperbolique lorsque ε n’est pas trop petit et une CFL parabo-
lique lorsque ε tend vers ze´ro. On observe le meˆme type de comportement pour le conditionnement
des matrices du sche´ma implicite. En effet a` partir de ε = 10−5, ε = 10−6 le conditionnement ne se
de´grade plus. Cela correspond a` peu pre`s au moment ou` la CFL parabolique domine pour le sche´ma
semi-implicite.
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Cas test avec un σ variable
Pour illustrer cette e´tude, nous proposons un cas test un peu plus proche de la physique lie´e au
proble`me e´tudie´ pour l’e´quation de diffusion et l’e´quation de la chaleur hyperbolique. Le domaine est
un carre´ [0, 1]× [0, 1] ou` σ = 1 posse´dant a` l’inte´rieur deux autres carre´s :[
3
16
,
7
16
]
×
[
9
16
,
13
16
]
et
[
9
16
,
13
16
]
×
[
3
16
,
7
16
]
,
ou` σ = 10000. Le parame`tre ε = 1 dans tout le domaine (on rappelle que le re´gime asymptotique est
aussi atteint quand σ tend vers∞). La condition initiale pour l’e´quation de diffusion est E(t = 0,x) =
0.001 + 100 exp
(
−
( ||x||
0.1
)2)
et les conditions initiales pour l’e´quation de la chaleur hyperbolique sont
• E(t = 0,x) = 0.001 + 100 exp
(
−
( ||x||
0.1
)2)
,
• F(t = 0,x) = 0.
Figure 2.13 – Condition initiale pour E(t,x).
On trace les re´sultats pour l’e´quation de diffusion.
Dans les deux carre´s a` l’inte´rieur du domaine le coefficient de diffusion 1σ est tre`s petit compare´
aux coefficients dans le reste du domaine, par conse´quent la diffusion est beaucoup plus lente dans les
deux carre´s. On observe ce phe´nome`ne sur la figure (2.14). L’e´quation de la chaleur hyperbolique est
une e´quation d’onde amortie, par conse´quent son comportement est tre`s diffe´rent de celui de l’e´quation
de diffusion.
Trois remarques : premie`rement, dans les deux carre´s l’e´quation de la chaleur hyperbolique se comporte
comme l’e´quation de diffusion. L’e´quation de la chaleur hyperbolique peut de´velopper des solutions
ne´gatives. On observe cette proprie´te´ sur la figure 2.15. Cette particularite´, ainsi que son coˆte´ forte-
ment ondulatoire en fait un assez mauvais candidat pour simuler la phase de transport de particules.
Cependant on voit qu’un mode`le comme la diffusion est encore plus mauvais en raison de sa vitesse
de propagation infinie. L’approximation P1 une avec limite asymptotique correctement capture´e est
donc une meilleure option que l’approximation diffusion pure.
Cas test de treillis
On regarde un cas test de [Bru02] issu de la neutronique pour le mode`le P1. Il s’agit de re´soudre
∂tE +
1
ε
div F = σaE +Q,
∂tF +
1
ε
∇E = − σ
ε2
F.
(2.108)
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Figure 2.14 – Solution de l’e´quation de diffusion aux temps t = 0.2, t = 0.5, t = 0.7. Chaque carre´
est maille´ de fac¸on ale´atoire. Le maillage compte 10000 mailles.
Figure 2.15 – Solution E(t,x) de l’e´quation de la chaleur hyperbolique aux temps t = 0.2, t = 0.5,
t = 0.7.
avec σa le coefficient d’absorption et Q une source. Le domaine est un carre´ de taille 7. Le maillage
est un pavage de carre´s repre´sente´s sur la figure (2.16).
Dans le domaine blanc et le carre´ central les parame`tres sont de´finis par σ = 3 et σa = 0. Dans les
autres carre´s σ = 0 et σa = 30. Ce type de ge´ome´trie et de proble`me apparaissent pour des proble`mes
de criticite´s de re´acteur nucle´aire. Le coeur des re´acteurs nucle´aires pre´sente cette structure de pavage,
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Figure 2.16 – Ge´ome´trie du proble`me
et les calculs de criticite´s ne´cessite de jouer sur les sections efficaces des pave´s pour atteindre le re´gime
critique. Afin de re´cupe´rer les bonnes vitesses du mode`le P1 et les bons coefficients on pose ε =
√
3.
L’e´nergie et le flux sont initialement nuls et la source Q = 1. Le temps final est de 3.2 secondes.
Le re´sultat (2.17) est comparable aux re´sultats obtenus dans [Bru02] avec de la diffusion nume´rique
Figure 2.17 – Re´sultat du test sur un maillage 280*280 ale´atoire sauf les frontie`res entre les domaines.
supple´mentaire.
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2.6 Synthe`se et perspectives
Dans cette section, on a propose´ deux sche´mas « asymptotic preserving » base´s sur une formulation
aux noeuds des me´thodes de volumes finis pour l’e´quation de la chaleur hyperbolique. Le premier
sche´ma JL-(a) (2.11)-(2.12) de´rive en 1D sur le sche´ma de Jin-Levermore, quand au sche´ma JL-(b)
(2.22)-(2.23) il de´rive sur le sche´ma de Gosse-Toscani en 1D. Les deux sche´mas admettent un sche´ma
de diffusion limite qui converge a` l’ordre un d’un point de vue the´orique et a` l’ordre deux d’un point
de vue nume´rique. En outre, on a montre´ que le sche´ma semi-discret JL-(b) (2.22)-(2.23) est stable en
norme L2 et qu’on pouvait obtenir un sche´ma semi-implicite avec une condition CFL inde´pendante de ε.
Cependant ces sche´mas ge´ne`rent des modes parasites dans un certains nombre de cas. Une me´thode de
stabilisation a e´te´ propose´e. Dans ce chapitre on montre que les sche´mas aux noeuds paraissent dans un
premier temps plus adapte´s pour la construction de sche´mas « asymptotic preserving » . Par ailleurs, ces
sche´mas ont l’avantage d’eˆtre facilement extensibles en 3D et sur maillages curvilignes [BEHN10]. En
effet les sche´mas aux noeuds peuvent eˆtre reformule´s a` l’aide de la quantite´ ge´ome´trique Cjr = ∇xrΩj ,
comme dans [CDDL09]. En 2D cette quantite´ est e´gale a` ljrnjr. Dans un premier temps on peut
remarquer que la de´finition donne´e pre´ce´demment est inde´pendante de la dimension ce qui permet de
ge´ne´raliser le sche´ma GLACE en dimension supe´rieure (voir [CDDL09]). Deuxie`mement l’extension
du sche´ma GLACE hydrodynamique a` des maillages non conformes ou d’ordre 2 est faite uniquement
en rede´finissant ces Cjr. Par conse´quent, ces extensions re´alise´es dans le cadre l’hydrodynamique
devraient s’appliquer naturellement aux sche´mas aux noeuds pour l’e´quation de la chaleur hyperbolique
et l’e´quation de diffusion. Dans la section suivante on propose une autre me´thode afin d’obtenir
une discre´tisation « asymptotic preserving » de l’e´quation de la chaleur hyperbolique base´e sur une
formulation aux areˆtes des me´thodes de volumes finis.
95
96
Chapitre 3
Sche´mas line´aires aux areˆtes pour
l’e´quation de la chaleur hyperbolique
L’objectif de cette e´tude (issue d’une collaboration avec Ge´rald Samba, Philippe Hoch du CEA et
Pierre Navarro de l’universite´ de Strasbourg, effectue´e lors du CEMRACS 2010), est de construire des
sche´mas « asymptotic preserving » utilisant une formulation aux areˆtes et admettant comme sche´mas
limites les sche´mas de diffusion sur maillages non structure´s polygonaux de type MPFA-O [AE06] ou`
Breil-Maire [BM06]. L’approche introduite dans ce chapitre est diffe´rente de celle des chapitres pre´-
ce´dent. On partait d’un sche´ma pour l’e´quation de la chaleur hyperbolique (sche´mas aux noeuds ou
aux areˆtes) puis on le couplait avec la me´thode de Jin-Levermore. Dans le premier cas on obtenait un
sche´ma limite aux noeuds de diffusion convergent et dans le second cas le sche´ma de diffusion TPFA
(1.69) non consistant sur maillages de´forme´s.
Ici la fac¸on de proce´der est diffe´rente : on part d’un sche´ma de diffusion existant et valable sur
maillages non structure´s, puis on construit un sche´ma pour l’e´quation de la chaleur hyperbolique sans
terme source compatible avec le sche´ma de diffusion choisi. Enfin on couple ce nouveau sche´ma a`
l’approche de Jin-Levermore afin d’obtenir une discre´tisation « asymptotic preserving » qui converge
vers le sche´ma de diffusion cible lorsque ε tends vers 0. Ces sche´mas cibles ont l’avantage, contrairement
au sche´ma de diffusion aux noeuds, de ne pas admettre de modes parasites et de co¨ıncider avec le
sche´ma TPFA pour un maillage Carte´sien. Cette me´thode pourrait s’adapter a` d’autres sche´mas de
diffusion comme le sche´ma SUSHI [EGH09].
La principale difficulte´ est d’obtenir des sche´mas convergents inde´pendemment de ε sur des maillages
tre`s de´forme´s et polygonaux. Les figures (3.1) et (3.2) donnent des exemples de maillages issus de
simulations d’hydrodynamique effectue´es a` l’aide d’une me´thode de type ALE.
3.1 Sche´mas de diffusion Breil-Maire et MPFA
Le premier sche´ma cible est celui de Breil-Maire [BM06]. Ce sche´ma est syme´trique, admet un
stencil a` 9 points sur les maillages quadrangulaires et est correctement de´fini pour tous les maillages.
Par contre, il est non consistant sur maillage ale´atoire. On commencera par des rappels sur le sche´ma de
Breil-Maire, puis on proposera une modification de ce sche´ma afin de le rendre consistant, ce qui nous
permettra de retrouver le sche´ma de diffusion MPFA-O. Cette manipulation permet de fusionner les
deux sche´mas dans le meˆme formalisme afin de construire un unique sche´ma « asymptotic preserving »
pour l’e´quation de la chaleur hyperbolique.
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−1.5×10−18 1.0×100
0
1
Figure 3.1 – Maillage polygonal, issu d’une simulation hydrodynamique avec une me´thode ALE
De´finition 3.1.1. Le sche´ma de Breil-Maire [BM06] s’e´crit :
| Ωj | ∂tEj(t) +
∑
r
1
2
(lj,r−1,rΦ
j
r− 1
2
,r
+ lj,r,r+1Φ
j
r,r+ 1
2
) = 0,
1
2 lk(Φ
k−1
k + Φ
k
k) = 0, Φjr− 12 ,r
Φj
r,r+ 1
2
 = − 1
σ
1
2ωjr
T jr
(
lj,r−1,r(Er− 1
2
,r − Ej)
lj,r,r+1(Er,r+ 1
2
− Ej),
)
,
(3.1)
avec
T jr =
(
1 − cos(θjr)
− cos(θjr) 1
)
, (3.2)
ou` ωrj est l’aire de la sous-maille associe´e aux noeuds r et a` la maille j. On note xr+ 1
2
le milieu du
segment [xr−1,xr], et θ
j
r l’angle entre xr, xr+ 1
2
et xr− 1
2
. La quantite´ lj,r−1,r correspond a` la longueur
associe´e au segment [xr−1,xr].
Comme pour le sche´ma TPFA (1.69), le sche´ma de Breil-Maire estime un gradient dans la direc-
tion normale, nomme´ Φ. Le gradient est d’abord construit dans chaque sous-maille (figure 3.3), avant
d’imposer la continuite´ des flux. C’est la seconde e´quation du sche´ma (3.1) qui assure la continuite´
des flux normaux Φkk−1 et Φ
k
k de chaque coˆte´ de l’areˆte k.
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−1.1×10−19 1.0×100
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Figure 3.2 – Maillage triangulaire, issu d’une simulation hydrodynamique avec une me´thode ALE
j
r−1
r
Φj
r−1/2,r
r,r+1/2
jΦ
x
x
x
r+1x
r−1/2,rE
E
r,r+1/2
Figure 3.3 – Notations
La dernie`re e´quation du sche´ma de Breil-Maire estime les gradients normaux associe´s aux deux
areˆtes de la sous-maille associe´e a` la maille j et au noeud r en utilisant la valeur aux centres de la
maille Ej et les valeurs aux milieux des areˆtes Er− 1
2
,r et Er,r+ 1
2
(ce qui correspond a` A et C sur la
figure 3.4). Cependant, la continuite´ des flux permet d’e´liminer ces valeurs aux centres des areˆtes afin
d’obtenir un sche´ma ou` les inconnues sont localise´es uniquement aux centres des mailles. La formule
de reconstruction du gradient dans les sous-mailles (dernie`re formule du sche´ma (3.1)) n’est valable
que si celles-ci sont des paralle´logrammes. Afin de rendre consistant le sche´ma de Breil-Maire , il suffit
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Figure 3.4 – Hypothe`se du sche´ma de Breil-Maire
de retrouver la formule du gradient valide inde´pendamment de la ge´ome´trie de la sous-maille. On se
place dans le cadre de la sous-maille de´crite par la figure (3.4) et on introduit l’identite´ ge´ome´trique
suivante 
nA =
(nA,OC
⊥)
(OA,OC⊥)
OA +
(nA,OA
⊥)
(OC,OA⊥)
OC,
nC =
(nC ,OC
⊥)
(OA,OC⊥)
OA +
(nC ,OA
⊥)
(OC,OA⊥)
OC.
A` partir de cette formule qui de´compose la normale associe´e a` une face en fonction des segments
formant la sous-maille associe´e, on peut obtenir l’approximation suivante du gradient dans la direction
normale

Φkk = −
1
σ
(∇E,nA) ' 1
σ
1
β
((nA,OC
⊥)(E(O)− E(A)) + (nA,OA⊥)(E(O)− E(C)),
Φkk+1 = −
1
σ
(∇E,nC) ' 1
σ
1
β
((nC ,OC
⊥)(E(O)− E(A)) + (nC ,OA⊥)(E(O)− E(C)),
avec OA⊥ =
(
yA − yO
−(xA − xO)
)
, OC⊥ =
( −(yC − yO)
xC − xO
)
et β = (OA,OC⊥) = (OC,OA⊥).
A` partir de la` on obtient une estimation du gradient utilisant la valeur associe´e au centre de la maille
et les valeurs associe´es aux interfaces. On de´finit une nouvelle estimation du gradient pour le sche´ma
de Breil-Maire.
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De´finition 3.1.2. Le sche´ma de Breil-Maire modifie´ s’e´crit
| Ωj | ∂tEj(t) +
∑
r
1
2
(lj,r−1,rΦ
j
r− 1
2
,r
+ lj,r,r+1Φ
j
r,r+ 1
2
) = 0,
1
2 lk(Φ
k−1
k + Φ
k
k) = 0, Φjr− 12 ,r
Φj
r,r+ 1
2
 = − 1
σ
1
2ωjr
T jr
(
lj,r−1,r(Er− 1
2
,r − Ej)
lj,r,r+1(Er,r+ 1
2
− Ej)
)
,
(3.3)
avec
T jr =

2wjr
(njr−1,r, (xr+ 1
2
− xj)⊥)
βljr−1,r
2wjr
(njr−1,r, (xr− 1
2
− xj)⊥)
βljr,r+1
2wjr
(njr,r+1, (xr+ 1
2
− xj)⊥)
βljr−1,r
2wjr
(njr,r+1, (xr− 1
2
− xj)⊥)
βljr,r+1
 , (3.4)
et β = ((xr− 1
2
− xj), (xr+ 1
2
− xj)⊥) = ((xr− 1
2
− xj)⊥, (xr+ 1
2
− xj)).
Remarque 3.1.1. • Les matrices locales obtenues apre`s avoir injecte´ les de´finitions des gradients
dans la condition de continuite´ ne sont pas toujours inversibles. Un exemple est introduit dans
[MV06].
• Les matrices locales T jr ne sont pas syme´triques, ce qui implique la meˆme proprie´te´ pour la
matrice globale associe´e au sche´ma.
• Lorsque les sous-mailles sont des paralle´logrammes ce sche´ma modifie´ est e´gal au sche´ma de
Breil-Maire.
D’un certain point de vue le sche´ma de Breil-Maire consiste a` renoncer a` la consistance de la
formule du gradient dans certains cas afin de re´cupe´rer la syme´trie du sche´ma et obtenir des matrices
locales toujours inversibles. Avant d’introduire le sche´ma pour l’e´quation de la chaleur hyperbolique,
on propose une remarque sous forme de proposition.
Proposition 3.1. Le sche´ma de Breil-Maire modifie´ est e´gal au sche´ma MPFA-O de´fini dans [AE06].
De´monstration. On utilisera les meˆmes notations, en effet le sche´ma MPFA-O [AE06] utilise le meˆme
type de discre´tisation. Le gradient associe´ au sche´ma MPFA-O est de´fini pour toute maille j de noeud
r par
∇Ej =
Er,r+ 1
2
− Ej
2V jr
(xr− 1
2
− xj)⊥ +
Er− 1
2
,r − Ej
2V jr
(xr+ 1
2
− xj)⊥, (3.5)
avec V jr l’aire du triangle forme´ par les noeuds xr− 1
2
, xr+ 1
2
et xj . Pour construire le sche´ma MPFA on
part de ce gradient pour obtenir les gradients normaux associe´s aux demi-faces (en multipliant ∇Ej
par la normale) puis on impose la continuite´ des gradients normaux. Pour montrer que le sche´ma de
Breil-Maire modifie´ correspond au sche´ma MPFA il suffit de ve´rifier si les gradients normaux introduits
avant d’utiliser la condition de compatibilite´ sont e´gaux. Pour cela, on de´veloppe le troisie`me terme
de (3.3), l’aire wjr et la longueur disparaissent. En outre, on remarque que β = 2V
j
r , par conse´quent
on a  Φjr− 12 ,r
Φj
r,r+ 1
2
 = (3.6)
101
− 1
σ

(njr−1,r, (xr+ 1
2
− xj)⊥)
2V jr
(Er− 1
2
,r − Ej) +
(njr−1,r, (xr− 1
2
− xj)⊥)
2V jr
(Er,r+ 1
2
− Ej),
(njr,r+1, (xr+ 1
2
− xj)⊥)
2V jr
(Er− 1
2
,r − Ej) +
(njr,r+1, (xr− 1
2
− xj)⊥)
2V jr
(Er,r+ 1
2
− Ej),
 . (3.7)
Il suffit d’e´crire le gradient du sche´ma MPFA-O (3.5) dans les directions normales pour obtenir les
formules (3.7) du sche´ma de Breil-Maire modifie´. Par conse´quent, les flux des deux sche´mas sont e´gaux
ainsi que la condition de compatibilite´. Les sche´mas sont identiques.
Ce calcul montre que les sche´mas MPFA-O et Breil-Maire sont des variantes d’un meˆme sche´ma,
seule la matrice locale discre´tisant le gradient diffe`re. Le sche´ma MPFA utilise une matrice qui permet
de calculer un gradient consistant, ce qui donne un sche´ma non syme´trique. En outre, la matrice locale
issue des conditions de continuite´ n’est pas toujours inversible (un exemple est donne´ dans [MV06]). A`
pre´sent on souhaite construire une famille de sche´mas « asymptotic preserving » dont deux variantes
qui admettent comme limite asymptotique ces deux sche´mas de diffusion.
3.2 Sche´ma aux areˆtes pour l’e´quation de la chaleur hyperbolique
Le but de cette section est de construire un sche´ma pour l’e´quation de la chaleur hyperbolique
utilisant les meˆmes principes de construction que les sche´mas de Breil-Maire et MPFA-O. Une fois ce
sche´ma introduit on le modifie avec la me´thode de Jin-Levermore afin d’obtenir un sche´ma « asymptotic
preserving ». On utilise le meˆme principe de construction du sche´ma de Breil-Maire afin d’obtenir

| Ωj | ∂tEj + 1
2ε
∑
r
(lj,r−1,rΦ
j
r− 1
2
,r
+ lj,r,r+1Φ
j
r,r+ 1
2
) = 0,
| Ωj | ∂tFj + 1
2ε
∑
r
(lj,r−1,rnj,r−1,rEr− 1
2
,r + lj,r,r+1nj,r,r+1Er,r+ 1
2
) = − σ
ε2
| Ωj | Fj ,
1
2
lk(Φ
k−1
k + Φ
k
k) = 0,
Er− 1
2
,r − Ej + (Φjr− 1
2
,r
− (Fj ,nj,r−1,r)) = 0,
Er,r+ 1
2
− Ej + (Φjr,r+ 1
2
− (Fj ,nj,r,r+1)) = 0.
(3.8)
Les premie`re et seconde e´quations correspondent a` la discre´tisation de l’e´quation de la chaleur hy-
perbolique. Pour la premie`re e´quation le principe est le meˆme que pour le sche´ma de Breil-Maire.
On introduit deux flux Φ par areˆtes correspondant a` la quantite´ F localise´e a` l’interface. Pour la
seconde e´quation on introduit Er− 1
2
,r et Er− 1
2
,r qui contrairement au sche´ma de diffusion de Breil-
Maire, ne sont pas des valeurs fictives aux interfaces mais des flux associe´s a` la seconde e´quation.
La troisie`me e´quation correspond a` la condition de continuite´. Les dernie`res e´quations correspondent
aux invariants de Riemann de l’e´quation de la chaleur hyperbolique e´crits dans les directions njr−1,r,
njr,r+1. Ce sche´ma n’est pas capable de capter la limite de diffusion. Afin d’obtenir cette proprie´te´
nous proce´dons comme pour les sche´mas aux noeuds en utilisant la me´thode de Jin-Levermore. On
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part de la formule de gradient discret suivante
(
Er− 1
2
,r − Ej
Er,r+ 1
2
− Ej
)
=

2ωjr
lj,r−1,r
0
0
2ωjr
lj,r,r+1
 (T jr )−1
 ∇Ejr− 12 ,r
∇Ej
r,r+ 1
2
 . (3.9)
introduite par les sche´mas de Breil-Maire (3.1) et MPFA-O (3.3). Les quantite´s ∇Ej
r,r+ 1
2
et ∇Ej
r,r+ 1
2
correspondent aux gradients de E aux centres des deux areˆtes associe´es au noeud r de la maille j.
Sachant que Φj
r− 1
2
,r
et Φj
r,r+ 1
2
repre´sentent la quantite´ F localise´e aux centres des deux areˆtes associe´es
au noeud r de la maille j, on peut e´crire l’e´quivalent discret de l’e´tat stationnaire ∇E = −σεF. On
obtient ∇Ej
r− 1
2
,r
= −σεΦjr− 1
2
,r
et ∇Ej
r,r+ 1
2
= −σεΦjr,r+ 1
2
. Une fois ces relations obtenues, on les injecte
dans la de´finition du gradient, ce qui permet d’obtenir
(
Er− 1
2
,r − Ej
Er,r+ 1
2
− Ej
)
= −

2ωjr
ljr−1,r
0
0
2ωjr
ljr,r+1
 (T jr )−1σε
 Φjr− 12 ,r
Φj
r,r+ 1
2
 . (3.10)
La relation (3.10) peut eˆtre interpre´te´e comme une discre´tisation consistante de l’e´tat d’e´quilibre
∇E = −σεF. A` partir de la` on souhaite injecter cette relation dans les flux du sche´ma de transport
(3.8). A` cette fin, dans les flux de (3.8) on remplace Ej par Ej+(Er− 1
2
,r−Ej) (resp Ej+(Er,r+ 1
2
−Ej)),
ce qui donne  Er− 12 ,r − (Ej + (Er− 12 ,r − Ej)) + (Φ
j
r− 1
2
,r
− (Fj ,nj,r−1,r)) = 0,
Er,r+ 1
2
− (Ej + (Er,r+ 1
2
− Ej)) + (Φjr,r+ 1
2
− (Fj ,nj,r,r+1)) = 0.
Pour terminer il suffit de remplacer les quantite´s (Er− 1
2
,r − Ej) (resp (Er,r+ 1
2
− Ej)) par la relation
(3.10) issue de la me´thode de Jin-Levermore.
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De´finition 3.2.1. Les sche´mas MPFA-AP et Breil-Maire-AP pour l’e´quation de la chaleur hyper-
bolique sont de´finis par
| Ωj | ∂tEj(t) + 1
2ε
∑
r
(lj,r−1,rΦ
j
r− 1
2
,r
+ lj,r,r+1Φ
j
r,r+ 1
2
) = 0,
| Ωj | ∂tFj(t) + 1
2ε
∑
r
(lj,r−1,rEr− 1
2
,rnj,r−1,r + lj,r,r+1Er,r+ 1
2
nj,r,r+1) = − σ
ε2
| Ωj | Fj ,
1
2
lk(Φ
k−1
k + Φ
k
k) = 0, Φjr− 12 ,r
Φj
r,r+ 1
2
 = − 1
2ωjr
M˜ jr
(
lj,r−1,r(Er− 1
2
,r − Ej)− lj,r−1,r(Fj ,nj,r−1,r)
lj,r,r+1(Er,r+ 1
2
− Ej)− lj,r,r+1(Fj ,nj,r,r+1)
)
,
(3.11)
avec
M˜ jr = 2ω
j
r
(
ljr−1,r(1 + (S
j
r,)xx) ljr−1,r(S
j
r,)xy
ljr,r+1(S
j
r,)yx ljr,r+1(1 + (S
j
r,)yy)
)−1
, (3.12)
Sjr, =

2ωjr
ljr−1,r
0
0
2ωjr
ljr,r+1
 σ (T jr )−1, (3.13)
et T jr la matrice locale d’estimation du gradient associe´e aux sche´mas de Breil-Maire (3.1) ou de
MPFA-O (3.3).
Maintenant on ve´rifie que le sche´ma propose´ admet comme limite de diffusion les sche´mas de
diffusion cible.
Proposition 3.2. La limite asymptotique du sche´ma (3.11)-(3.12)-(3.13) est le sche´ma de Breil-Maire
si on choisit comme matrice locale T jr (3.2) et le sche´ma MPFA-O si on choisit comme matrice locale
T jr (3.4).
De´monstration. Comme pour les autres sche´mas on utilise un de´veloppement de Hilbert
Ej = E
0
j + εE
1
j + ε
2E2j + o(ε
2),
Er± 1
2
,r = E
0
r± 1
2
,r
+ εE1
r± 1
2
,r
+ ε2E2
r± 1
2
,r
+ o(ε2).
Le de´veloppement est le meˆme pour toutes les variables. En incorporant le de´veloppement pre´ce´dent
dans le sche´ma on obtient pour la premie`re e´quation :
le terme proportionnel a` 1ε ∑
r
1
2
(lj,r−1,rΦ
j,0
r− 1
2
,r
+ lj,r,r+1Φ
j,0
r,r+ 1
2
) = 0, (3.14)
le terme proportionnel a` 1
ε0
|Ωj |∂tE0j +
∑
r
1
2
(lj,r−1,rΦ
j,1
r− 1
2
,r
+ lj,r,r+1Φ
j,1
r,r+ 1
2
) = 0. (3.15)
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On utilise le meˆme type de proce´dure pour la seconde e´quation.
1
ε2
: F0j = 0, (3.16)
1
ε1
:
∑
r
1
2ε
(lj,r−1,rnj,r−1,rE
0
r− 1
2
,r + lj,r,r+1nj,r,r+1E
0
r,r+ 1
2
) = −σ | Ωj | F1j , (3.17)
1
ε0
: |Ωj |∂tF0j +
∑
r
1
2ε
(lj,r−1,rnj,r−1,rE
1
r− 1
2
,r + lj,r,r+1nj,r,r+1E
1
r,r+ 1
2
) = −σ | Ωj | F2j . (3.18)
L’e´tape suivante consiste a` re´e´crire l’e´quation sur le flux Φ (3.12)-(3.13), ce qui donne
(
lj,r−1,r(1 + (S
j
r,)xx) lj,r−1,r(S
j
r,)xy
lj,r,r+1(S
j
r,)yx lj,r,r+1(1 + (S
j
r,)yy)
) Φjr− 12 ,r
Φj
r,r+ 1
2

= −
(
lj,r−1,r(Er− 1
2
,r − Ej)− lj,r−1,r(Fj ,nj,r−1,r)
lj,r,r+1(Er,r+ 1
2
− Ej)− lj,r,r+1(Fj ,nj,r,r+1)
)
, (3.19)
Pour finir on incorpore le re´sultat du de´veloppement de Hilbert dans l’e´quation (3.19)
1
ε1
: 2wjrσT
j,−1
r
 Φj,0r− 12 ,r
Φj,0
r,r+ 1
2
 = 0, (3.20)
1
ε0
:
(
lj,r−1,r 0
0 lj,r,r+1
) Φj,0r− 12 ,r
Φj,0
r,r+ 1
2
+ 2wjrσT j,−1r
 Φj,1r− 12 ,r
Φj,1
r,r+ 1
2

=
(
lj,r−1,r(E
0
r− 1
2
,r − E0j )− lj,r−1,r(F0j ,nj,r−1,r)
lj,r,r+1(E
0
r,r+ 1
2
− E0j )− lj,r,r+1(F0j ,nj,r,r+1)
)
. (3.21)
L’e´quation (3.20) donne  Φj,0r− 12 ,r
Φj,0
r,r+ 1
2
 = 0. (3.22)
Par conse´quent, en utilisant (3.22), (3.16), (3.15) et (3.21) on obtient
| Ωj | ∂tE0j +
1
2
∑
r
(lj,r−1,r(Φ
j
r− 1
2
,r
)1 + lj,r,r+1(Φ
j
r,r+ 1
2
)1) = 0, (Φjr− 12 ,r)1
(Φj
r,r+ 1
2
)1
 = − 1
σ
1
2ωjr
T jr
(
lj,r−1,r((Er− 1
2
,r)
0 − (Ej)0)
lj,r,r+1((Er,r+ 1
2
)0 − (Ej)0)
)
.
Enfin il suffit d’ope´rer le de´veloppement dans la condition de continuite´, d’incorporer (3.22) et de
simplifier par ε pour obtenir
1
2
Lk(Φ
k−1,1
k + Φ
k,1
k ) = 0.
Ce re´sultat cloˆt la de´monstration.
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3.3 Re´sultats nume´riques
Les re´sultats nume´riques ont e´te´ re´alise´s au CEMRACS dans un code diffe´rent de celui utilise´ pour
le reste du me´moire. On utilise d’autres cas tests que ceux propose´s dans le chapitre pre´ce´dent.
Test 1
Il s’agit d’un cas test analytique et stationnaire introduit dans [BM06].
Soit l’e´quation −4Estat = Q avec le domaine x ∈ [0, 1], les conditions limites ∂xEstat = 0 et le terme
source Q =
(
cos(1)− 1
sin(1)
)
cos(x) + sin(x). La solution ne de´pend que de la variable x et est de´finie a`
une constante additive pre`s. La solution stationnaire est d’inte´grale nulle et elle est de´finie par
Estat(x) = −x+
(
cos(1)− 1
sin(1)
)
cos(x) + sin(x) + 0.5.
Le cas test consiste a` re´soudre l’e´quation de la chaleur en temps long
∂E
∂t
−4E = Q, (3.23)
avec la donne´e initiale E(t = 0,x) = 0 et la condition limite (∇E,n) = 0 sur ∂D. En temps long la
solution co¨ıncide avec la solution stationnaire Estat puisque l’inte´grale de Q est nulle. Afin de valider
les sche´mas « asymptotic preserving » on re´sout aussi le mode`le
∂tEε +
1
ε
div Fε = Q,
∂tFε +
1
ε
∇Eε = − 1
ε2
Fε,
avec la condition limite (Fε,n) = 0 sur ∂D et les donne´es initiales Eε(t = 0,x) = 0 et Fε(t = 0,x) = 0.
Lorsque ε tend vers ze´ro, la solution Eε converge vers E la solution de (3.23). On souhaite tester les
sche´mas limites (les sche´mas MPFA-O et Breil-Maire) et les sche´mas « asymptotic preserving » associe´s
en re´gime de diffusion. On compare les re´sultats sur diffe´rents maillages donne´s par les sche´mas de
diffusion et les sche´mas « asymptotic preserving » avec σ = 1 et ε petit.
On constate sur la gauche de la figure (3.5) que tous les sche´mas de diffusion (2.13), (3.1)-(3.2) et (3.3)-
(3.4) convergent a` l’ordre 2. Par contre, sur maillage ale´atoire le sche´ma de Breil-Maire ne converge
pas comme cela avait e´te´ observe´ dans [BM06], en effet les sous-mailles n’e´tant plus force´ment des
paralle´logrammes le gradient calcule´ n’est plus consistant. Les sche´mas MPFA-O et de diffusion aux
noeuds (note´ GLACE ici) sont eux d’ordre deux. Sur la meˆme figure on a trace´ les re´sultats donne´s par
les sche´mas JL-(a) (2.11)-(2.12), P1 Breil-Maire et P1-MPFA pour ε = 0.001. Les ordres de convergence
associe´s a` ces sche´mas sont les meˆmes que ceux obtenus pour les sche´mas de diffusion cibles.
Les me´thodes hydrodynamiques Lagrangiennes ou les me´thodes ALE actuelles utilisent les maillages
polygonaux, par conse´quent il est inte´ressant d’observer comment les sche´mas se comportent sur des
maillages polygonaux issus de simulations hydrodynamiques. On propose de comparer la solution du
cas test pre´ce´dent sur le maillage donne´ par la figure (3.1), contenant quelques mailles polygonales
issues d’un remaillage. Les re´sultats obtenus sont satisfaisants (fig 3.6), en effet les sche´mas arrivent
a` conserver la forme 1D de la solution et les erreurs absolues en norme L1 sont respectivement de
3.07952× 10−5 pour MPFA et 3.63853× 10−5 pour le sche´ma de diffusion aux noeuds. Le sche´ma de
Breil-Maire admet une erreur plus grande 6.3 × 10−4, qui est probablement lie´e a` de la non consis-
tance du sche´ma dans la zone de´forme´e. On compare aussi les sche´mas MPFA-O et Breil-Maire sur un
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Figure 3.5 – Cas test de diffusion : convergence sur le maillage de Kershaw a` gauche et sur maillage
ale´atoire a` droite
maillage triangulaire issu de l’hydrodynamique (3.2). Les erreurs nume´riques associe´es aux sche´mas
MPFA-O et Breil-Maire sont respectivement 2.7217 × 10−6 et 6.15042 × 10−6. On trace la solution
donne´e par le sche´ma MPFA sur la figure (3.7).
Test 2
Dans un second cas test on e´tudie la solution fondamentale du mode`le P1 comme lors du chapitre
pre´ce´dent. Le domaine est de´fini par [0, 4]× [0, 4], avec 800 mailles par direction. La condition initiale
est donne´e par E(t = 0,x) = δ2,2 et F(t = 0,x) = 0, de plus σ = 1 et ε = 1. La condition limite est
donne´e par (F,n) = 0. La solution est compose´e d’une fonction de Dirac qui se propage a` la vitesse
1 et d’une fonction re´gulie`re entre la position initiale de la fonction de Dirac et la fonction de Dirac
qui se propage a` la vitesse 1. En temps court la solution re´gulie`re est ne´gative et devient positive en
temps long. Sur la figure (3.8), on trace la solution donne´e par le sche´ma P1-MPFA et la solution
exacte calcule´e a` l’aide d’un logiciel de calcul formel. On remarque que bien que la singularite´ soit
approxime´e, on retrouve la solution. Sur la figure (3.9) on trace la solution donne´e par le sche´ma JL-(a)
et le sche´ma P1-MPFA sur maillage ale´atoire. On remarque que contrairement au sche´ma JL-(a), le
sche´ma P1-MPFA n’admet pas de modes parasites. Par ailleurs, on retrouve le comportement de la
solution exacte dans les re´sultats donne´s par les deux sche´mas.
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Figure 3.6 – Solution sur le maillage hybride polygones-quadrangles (Fig. 3.1) pour GLACE a` gauche,
pour MPFA a` droite.
3.4 Synthe`se
Dans ce chapitre nous avons propose´ de construire des sche´mas « asymptotic preserving » ayant
une limite de diffusion valable sur maillages non structure´s. Les sche´mas ainsi construits ont l’avantage,
contrairement aux sche´mas aux noeuds, de ne pas admettre des modes parasites. En outre, cette e´tude
montre que l’on peut obtenir un sche´ma « asymptotic preserving » a` partir d’un sche´ma de diffusion
cible, en construisant un sche´ma de transport compatible ge´ome´triquement couple´ avec la me´thode de
Jin-Levermore. Il suffit de coupler la discre´tisation du gradient donne´e par le sche´ma de diffusion cible
avec la discre´tisation de l’e´tat stationnaire ∇E = −σεF, puis d’injecter les relations obtenues dans les
invariants de Riemann discret. On suppose que la me´thode pourrait eˆtre utilise´e avec d’autres sche´mas
de diffusion comme les sche´mas Hybride ou SUSHI [EGH09]. En guise de conclusion on propose de
rappeler les proprie´te´s des sche´mas « asymptotic preserving » introduits dans ce chapitre et le pre´ce´-
dent. A` la suite de quoi, un choix se de´gagera.
Sche´ma P1-Breil-Maire
+ Sche´ma d’ordre 1 en re´gime de transport.
+ Sche´ma limite d’ordre 2.
+ Sche´ma limite valable sur un certain nombre de maillages non structure´s.
+ Matrice locale toujours inversible.
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Figure 3.7 – Solution sur le maillage triangulaire (Fig. 3.2) pour le sche´ma MPFA.
+ Sche´ma limite syme´trique.
+ Sche´ma TPFA sur maillage Carte´sien.
+ Line´aire.
+ Stencil a` 9 points sur maillage quadrangulaire.
- La condition CFL des sche´mas explicite et semi-implicite de´pend de ε.
- Non consistant donc non convergent sur maillage ale´atoire en limite de diffusion.
- Pas d’extensible naturellement en 3D.
- Pas de re´sultats de convergence pour le sche´ma quand ε = O(1).
- Sche´ma non positif.
Sche´ma P1-MPFA O
+ Sche´ma d’ordre 1 en re´gime de transport.
+ Sche´ma limite d’ordre 2.
+ Sche´ma limite valable sur maillages non structure´s.
+ Sche´ma TPFA sur maillage Carte´sien.
+ Line´aire.
+ Stencil a` 9 points sur maillage quadrangulaire.
- La condition CFL des sche´mas explicite et semi-implicite de´pend de ε.
- Non syme´trique.
- Matrice locale pas toujours inversible.
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Figure 3.8 – Comparaison de la solution donne´e par le sche´ma MPFA avec la solution exacte au
temps t = 1.
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Figure 3.9 – Solution donne´e par le sche´ma JL-(a) a` gauche, solution donne´e par le sche´ma MPFA
a` droite.
- Pas d’extensible naturellement en 3D.
- Sche´ma non positif.
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Sche´mas JL-(a) et JL-(b)
+ Sche´ma d’ordre 1 en re´gime de transport.
+ Sche´ma limite d’ordre 2.
+ Sche´ma limite valable sur maillages non structure´s.
+ Extensibilite´ naturelle en 3D (par l’introduction des quantite´s Cjr dans [CDDL09]).
+ Line´aire.
+ Stencil a` 9 points sur maillage quadrangulaire.
+ Extensibilite´ naturelle a` des maillages d’ordre 2. Meˆme discre´tisation ge´ome´trique que l’hydrody-
namique.
+ La condition CFL associe´e au sche´ma semi-implicite JL-(b) est inde´pendante de ε.
- Mode parasite sur maillage Carte´sien.
- Non syme´trique.
- Matrice locale pas toujours inversible.
- Pas de principe du maximum en limite de diffusion.
Le sche´ma P1 MPFA-O paraˆıt donc eˆtre le plus complet, puisqu’il converge sur tous les maillages
e´tudie´s et n’exhibe pas de modes parasites. Cependant, le sche´ma JL-(b) semi-implicite admet une
CFL inde´pendamment de ε et paraˆıt plus naturel a` e´tendre en 3D en suivant la de´marche propose´e
dans [CDDL09], ce qui en fait une alternative inte´ressante.
111
112
Chapitre 4
E´tude des syste`mes de Friedrichs avec
termes sources raides
Dans le premier chapitre, on a rappele´ que les e´quations de transport, apre`s discre´tisation de type
Pn ou Sn sont approche´es par des grands syste`mes hyperboliques line´aires qui admettent une limite
de diffusion. En conse´quence, il est essentiel d’e´tendre les sche´mas « asymptotic preserving » de´crits
pre´ce´demment a` ces mode`les line´aires afin d’approcher au mieux les e´quations de transport sur des
maillages non structure´s dans tous les re´gimes. Dans ce chapitre on cherche donc a` discre´tiser des
syste`mes hyperboliques syme´triques de Friedrichs avec des termes sources raides (Les approximations
Pn ou Sn entrent dans ce formalisme). A cette fin on propose une me´thode de de´composition proche
de la me´thode micro-macro [LM07] pour une classe de syste`mes de Friedrichs. L’objectif initial e´tant
de re´soudre des proble`mes de transport, les exemples sont issus de l’ensemble des mode`les simplifie´s
utilise´s pour approcher les e´quations (1.3)-(1.6).
4.1 E´tude the´orique des syste`mes de Friedrichs avec termes sources
raides
On conside`re des syste`mes line´aires ge´ne´raux de type Friedrichs avec des termes sources raides.
On introduira la limite asymptotique ainsi que les hypothe`ses ne´cessaires a` l’obtention d’une e´quation
limite de diffusion valide.
4.1.1 Syste`mes de Friedrichs : de´finitions
De´finissons le cadre ne´cessaire. Soit D ⊂ R2 est un domaine spatial re´gulier. La discre´tisation des
syste`mes de Friedrichs sans termes sources raides et avec proble`mes aux limites est traite´e dans [EG06I]-
[EG06II] pour des proble`mes stationnaires (me´thode de Galerkin discontinue) ou dans [CVV00] pour
les proble`mes instationnaires. On de´finit les espaces fonctionnels :
L2(D) =
{
U : D → Rn, ||U||L2(D) =
(∫
D
(U,U)
) 1
2
dxdy <∞
}
Hp(D) =
U : D → Rn, ||U||Hp(D) =
a+b≤p∑
a,b
||∂xa,ybU||L2(D) <∞

Xp(D) = L∞([0, T ] : Hp(D)) =
{∃C tel que ||U(t)||Hp(D) < C ∀t ∈ [0, T ] , ||U||Xp(D) = Inf C}
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Le coefficient de relaxation σ est suppose´ strictement positif. Le cadre e´tant pose´, on de´finit les syste`mes
de Friedrichs avec des termes sources raides.
De´finition 4.1.1. Les syste`mes de Friedrichs avec termes sources raides, que nous conside´rons, sont
de la forme :
∂tU +
1
ε
A1∂xU +
1
ε
A2∂yU = − σ
ε2
RU, (4.1)
avec U une fonction de D × R+ dans Rn, A1, A2, R des matrices carre´es syme´triques a` coefficients
constants re´els. On suppose R positive et non inversible (KerR 6= {0}).
L’hypothe`se de non inversibilite´ de la matrice R est essentielle a` l’existence d’un re´gime limite
non trivial. Les mode`les simplifie´s issus du transport (introduits dans le chapitre 1), les mode`les
ondulatoires (e´quation des ondes avec amortissement, e´quations de Maxwell) sont des syste`mes de
Friedrichs. Avant d’e´tudier le re´gime limite, on rappelle des re´sultats de stabilite´ pour les syste`mes
(4.1). Puisque chaque matrice est syme´trique et re´elle, la matrice A1nx+A2ny avec n = (nx, ny) ∈ R2
est diagonalisable a` valeurs propres re´elles et le syste`me est donc hyperbolique.
Proposition 4.1. Soit D = [0, 1]2. Ces syste`mes munis de condition limite pe´riodique sont stables
dans la norme associe´e a` l’espace Hp(D).
De´monstration. On commence par montrer la stabilite´ pour la norme de L2(D) en introduisant la
de´rive´e de la norme L2(D) :
1
2
d
dt
||U||2L2(D) =
∫
D
(U, ∂tU) = −1
ε
∫
D
(A1∂xU +A2∂yU +
σ
ε
RU,U)dxdy.
La premie`re inte´grale s’e´crit ∫
D
(A1∂xU,U) =
∑
i,j
∫
D
(A1,i,j∂xUiUj)dxdy. (4.2)
Par inte´gration par parties on obtient∫
D
(A1∂xU,U) = −
∑
i,j
∫
D
∂x(A1,i,jUiUj)dxdy −
∑
i,j
∫
D
(A1,i,jUi∂xUj)dxdy. (4.3)
Puisque le domaine est pe´riodique
∑
i,j
∫
D ∂x(A1,i,jUiUj)dxdy = 0 Apre`s avoir somme´ (4.2) et (4.3), on
obtient 2
∫
D(A1∂xU,U)dxdy = 0 car la matrice A1 est syme´trique. En proce´dant de la meˆme manie`re
pour la matrice A2, on constate qu’il ne reste plus que l’inte´grale associe´e a` la matrice R :
1
2
d
dt
||U||2L2(D) = −
∫
D
σ
ε2
(RU,U)dxdy.
La matrice R e´tant positive, la norme L2(D) de´croˆıt. Le syste`me est donc L2-stable. La fonction
V = ∂xa,ybU, avec a+ b ≤ α est aussi solution du mode`le (4.1) et le mode`le est donc stable en norme
Hp(D).
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4.1.2 Limite de diffusion
Dans cette sous-section, on se propose de de´terminer la limite asymptotique d’un syste`me de Frie-
drichs (4.1). On commencera par obtenir, d’un point de vue formel, la limite de diffusion associe´e aux
syste`mes de Friedrichs ainsi que les conditions ne´cessaires ou suffisantes a` l’existence de cette limite
asymptotique. Puis on de´duira une preuve de convergence rigoureuse et des estimations d’erreurs entre
les syste`mes de Friedrichs et les limites asymptotiques. On suppose que σ est constant et strictement
positif. On commence par introduire une hypothe`se de structure. Soit (E1, ...,En) la base orthonorme´e
des vecteurs propres de la matrice R.
Hypothe`se (H1) : Soit (E1, ...Ep) les vecteurs propres de R formant la base du noyau de R. On
suppose qu’il existe deux vecteurs propres particuliers Ei1, Ei2 line´airement inde´pendants associe´s a`
deux valeurs propres non nulles λi1 > 0, λi2 > 0. On suppose en outre que ces deux vecteurs propres
satisfont l’hypothe`se de structure {
A1Ei = γ
1
i Ei1 ∀i ∈ {1...p},
A2Ei = γ
2
i Ei2 ∀i ∈ {1...p}.
Remarque 4.1.1. L’hypothe`se (H1) n’est pas ne´cessaire. Elle peut eˆtre relaxe´e par l’hypothe`se AkEi ∈
KerR⊥ pour i ∈ {1..p}. Cependant l’expression de l’e´quation de diffusion devient, de ce fait, plus
complique´e.
On montrera par la suite que les mode`les simplifie´s en transport line´aire comme les mode`les Sn et
Pn satisfont cette hypothe`se de structure. On peut prendre comme exemple l’e´quation de la chaleur
hyperbolique (1.62). Dans ce cas, p = 1, A1E1 = E2 et A2E1 = E3 ou` E1 est le vecteur propre associe´
a` la valeur propre nulle et E2, E3 des vecteurs propres associe´s a` la valeur propre 1 de la matrice R
du terme source.
Proposition 4.2. Sous la condition de structure (H1), le syste`me (4.1) admet la limite de diffusion
formelle
∂tV − 1
λi1σ
K1∂xxV − 1
λi2σ
K2∂yyV = 0, (4.4)
avec V = ((U,E1), ...., (U,Ep)), K1 = γ
1 ⊗ γ1, K2 = γ2 ⊗ γ2, des matrices syme´triques positives ou`
les vecteurs γk = (γk1 , ..., γ
k
p ) sont de´finis par l’hypothe`se (H1).
De´monstration. En utilisant un de´veloppement de Hilbert U = U0 + εU1 + ε
2U2 + o(ε
2) dans (4.1),
on obtient la hie´rarchie d’e´quations suivantes :
1
ε2
: RU0 = 0, (4.5)
1
ε1
: A1∂xU0 +A2∂yU0 = −σRU1, (4.6)
1
ε0
: ∂tU0 +A1∂xU1 +A2∂yU1 = −σRU2. (4.7)
La premie`re e´quation (4.5) montre que U0 appartient au noyau de R. Par conse´quent,
U0 =
p∑
j=1
(U,Ej)Ej . (4.8)
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La matrice R e´tant non inversible, l’e´quation (4.6) implique que U1 existe a` un e´le´ment du noyau pre`s
sous la condition de compatibilite´ suivante
A1∂xU0 +A2∂yU0 ∈ (KerR)⊥.
L’hypothe`se (H1) et l’e´quation (4.8) indiquent que les termes d’ordre 0 s’e´crivent sous la forme
A1∂xU0 =
 p∑
j
∂x(U0,Ej)γ
1
j
Ei1 , A2∂yU0 =
 p∑
j
∂y(U0,Ej)γ
2
j
Ei2 ,
avec γ1j , γ
2
j , de´finis par l’hypothe`se de structure (H1). Par de´finition des vecteurs propres et par
line´arite´ on de´duit la relation
R
(
A1∂xU0
λi1
+
A2∂yU0
λi2
)
= A1∂xU0 +A2∂yU0,
ce qui permet d’exprimer U1 sous la forme suivante
U1 = − 1
σ
(
A1∂xU0
λi1
+
A2∂yU0
λi2
)
+ z, (4.9)
avec z ∈ KerR. En utilisant la relation (4.7), on montre de meˆme que U2 existe a` un e´le´ment du
noyau pre`s sous la condition de compatibilite´ suivante
∂tU0 +A1∂xU1 +A2∂yU1 ∈ (KerR)⊥.
Puisque Ker(R) = Vect(E1, ....,Ep), la condition de compatibilite´ se re´e´crit sous la forme de p e´quations
∂t(U0,Ei) + ∂x(A1U1,Ei) + ∂y(A2U1,Ei) = 0 i ∈ {1..p} . (4.10)
On injecte la relation (4.9) sur U1 dans les p e´quations (4.10) afin d’obtenir les e´quations de diffusion
∂t(U,Ei)− 1
λ1σ
∂xx (A1U, A1Ei)− 1
λ2σ
∂yy (A2U, A2Ei)
1
λ2σ
∂xy(A1U, A2Ei)− 1
λ1σ
∂yx(A2U, A1Ei) + N = 0, pour i ∈ {1..p}
(4.11)
ou` le terme nomme´ N, de´pendant de z est donne´ par
N = ∂x(A1z,Ei) + ∂y(A2z,Ei) = ∂x(z, A1Ei) + ∂y(z, A2Ei). (4.12)
L’hypothe`se (H1) et l’orthogonalite´ de la base des vecteurs propres de R montrent que les termes
A1Ei, A2Ei sont orthogonaux a` z. Le terme re´siduel N (4.12) est donc nul. Maintenant on propose
de simplifier l’e´quation limite (4.11). On commence par e´tudier les termes croise´s (A1U0, A2Ei) et
(A2U0, A1Ei).
(A1U0, A2Ei) =
A1
 p∑
j=1
(U0,Ej)Ej
 , A2Ei
 =
 p∑
j=1
γ1j (U0,Ej)
Ei1 , γ2i Ei2
 = 0, (4.13)
(A2U0, A1Ei) =
A2
 p∑
j=1
(U0,Ej)Ej
 , A1Ei
 =
 p∑
j=1
γ2j (U0,Ej)
Ei2 , γ1i Ei1
 = 0. (4.14)
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On remarque donc que l’hypothe`se de structure et la syme´trie des matrices permettent de montrer
que les termes croise´s sont nuls. Pour les autres termes on obtient
(AkU, AkEi) =
∑
j
(U0,Ej)(AkEj , AkEi) =
∑
j
(U0,Ej)γ
k
j γ
k
i . (4.15)
Par conse´quent les e´quations (4.11) avec U0 = U sont e´quivalentes aux e´quations (4.1) avec K1 =
γ1 ⊗ γ1, K2 = γ2 ⊗ γ2. Ces matrices sont syme´triques par de´finition. De plus,
(X,KkX) = (γ
k,X)2 ≥ 0 avec X ∈ Rn,
donc la matrice Kk est positive.
Remarque 4.1.2. • les matrices Ki e´tant positives, le syste`me est dissipative.
• La dimension de l’e´quation de diffusion est e´gale a` la multiplicite´ de la valeur propre nulle de la
matrice R.
• L’hypothe`se (H1) est suffisante mais non ne´cessaire. L’hypothe`se AkEi ∈ KerR⊥ pour i ∈ {1..p}
est plus optimal.
• Si λi1 = λi2 la limite de diffusion est isotrope.
• Le principe de preuve est le meˆme en 3D.
Le calcul formel pre´ce´dent, base´ sur un de´veloppement de Hilbert montre que l’e´quation de dif-
fusion limite provient des conditions de compatibilite´s assurant l’existence des termes d’ordre un et
d’ordre deux dans la solution formelle du de´veloppement de Hilbert. Cependant ces calculs ne peuvent
pas justifier a` eux seuls la limite de diffusion. En revanche, ils permettent de construire une preuve
rigoureuse de convergence des solutions du syste`me de Friedrichs vers celles de l’e´quation de diffusion
pour certaines donne´es initiales ce qui est l’objet de la sous-section suivante.
4.1.3 Preuve rigoureuse d’existence de la limite de diffusion
Dans cette sous-section, on apporte une preuve rigoureuse de convergence des solutions de syste`mes
de Friedrichs vers celles de l’e´quation de diffusion. On de´taille la preuve en dimension deux. Le principe
de de´monstration est le meˆme en dimension trois. Le coefficient de relaxation σ est suppose´ constant
et strictement positif. Le principe de la preuve est de´crit dans le cours de G. Allaire et F. Golse [AG11]
pour une e´quation de transport line´aire. On commence par construire la solution formelle de Hilbert
tronque´e a` l’ordre deux que l’on obtient a` partir de la preuve formelle pre´ce´dente qui est solution du
syste`me de Friedrichs (4.1) avec un terme source re´siduel. Pour finir il suffit d’e´tudier la diffe´rence
entre la solution du syste`me de Friedrichs et la solution formelle de Hilbert tronque´e a` l’ordre deux et
de montrer que le terme re´siduel est borne´ par ε.
The´ore`me 4.3. On suppose que l’hypothe`se de structure (H1) est ve´rifie´e par les matrices A1, A2 et
R de (4.16). Le vecteur Uε est solution du syste`me de Friedrichs
∂tUε +
1
ε
A1∂xUε +
1
ε
A2∂yUε = − σ
ε2
RUε,
(Uε(t = 0),Ei) = Vin,i, pour i ≤ p,
(Uε(t = 0),Ei) = 0, pour i > p,
(4.16)
ou` Vin une fonction de H
2(D). Soit U˜0, U˜1 et U˜2 construits de la fac¸on suivante. Le terme d’ordre
ze´ro U˜0 =
∑
j(U˜0,Ej)Ej est solution de ∂tV −
1
λi1σ
K1∂xxV − 1
λi2σ
K2∂yyV = 0,
(U˜0,Ei) = 0, i ∈ {p+ 1...n} ,
(4.17)
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avec V = ((U˜0,E1), ..., (U˜0,Ep)). Les termes d’ordres supe´rieurs U˜k (k = 1 ou k = 2) sont de´finis
par  (U˜k,Ei) = 0, i ∈ {1...p} ,(U˜k,Ei) = − 1
λiσ
(A1∂xU˜k−1 +A2∂yU˜k−1,Ei), i ∈ {p+ 1...n} . (4.18)
Alors la solution formelle tronque´e a` l’ordre deux U˜ε = U˜0 + εU˜1 + ε
2U˜2 satisfait l’estimation
||Uε(T )− U˜ε(T )||L2(D) ≤ εC0||U˜0(t = 0)||H2(D) + TCmfε
(
||U˜0||X3 + ||∂tU˜0||X2
)
. (4.19)
Pour terminer on obtient l’estimation suivante entre les solutions du syste`me de Friedrichs (4.16) et
celles de l’e´quation de diffusion (4.17)
||Uε(T )− U˜0(T )||L2(D) ≤ εC
(
||U˜0(t = 0)||H2(D) + ||U˜0(T )||H2(D)
)
+ TCfε
(
||U˜0||X3 + ||∂tU˜0||X2
)
,
(4.20)
De´monstration. Afin d’obtenir ce re´sultat, on propose de montrer que les solutions de l’e´quation de
chaleur sont solutions d’un syste`me de Friedrichs avec un terme source supple´mentaire homoge`ne a` ε.
Une fois ce re´sultat obtenu on pourra en de´duire une estimations entre les solutions de diffusion et les
solutions du syste`me de Friedrichs.
E´tape 1
Dans cette premie`re e´tape on souhaite montrer que la solution formelle tronque´e a` l’ordre deux
U˜ε = U˜0 + εU˜1 + ε
2U˜2 avec U˜0, U˜1, U˜2 de´finis par (4.17)-(4.18) est solution du syste`me
∂tU˜ε +
1
ε
A1∂xU˜ε +
1
ε
A2∂yU˜ε +
σ
ε2
RU˜ε = S (4.21)
avec S de´fini par
S = ε∂tU˜1 + ε
2∂tU˜2 + ε(∂xA1U˜2 + ∂yA2U˜2). (4.22)
On commence par introduire la matrice Q, Q = (E1, ....En) forme´e des vecteurs propres de R et le
vecteur F tels que
F = Qt
(
∂tU˜ε +
1
ε
A1∂xU˜ε +
1
ε
A2∂yU˜ε +
σ
ε2
RU˜ε
)
qui peut se re´e´crire sous la forme
F =

∂t
 (E1, U˜ε)...
(Ep, U˜ε)
+ 1
ε
 (E1, A1∂xU˜ε)...
(Ep, A1∂xU˜ε)
+ 1
ε
 (E1, A2∂xU˜ε)...
(Ep, A2∂yU˜ε)
 ,
∂t
 (Ep+1, U˜ε)...
(En, U˜ε)
+ 1
ε
 (Ep+1, A1∂xU˜ε)...
(En, A1∂xU˜ε)
+ 1
ε
 (Ep+1, A2∂yU˜ε)...
(En, A2∂yU˜ε)
+ σ
ε2
 λp+1(Ep+1, U˜ε)...
λn(En, U˜ε)

(4.23)
On souhaite donc montrer que F = ((S,E1), ..., (S,En)) = Q
tS. Comme les vecteurs propres forment
une base de Rn, on peut e´crire chaque terme de la reconstruction de Hilbert sous la forme
U˜k =
n∑
j=1
(U˜k,Ej)Ej .
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Afin de simplifier les notations on conside`re d’abord les p premie`res e´quations de (4.23) puis, dans un
second temps, les n− p suivantes.
Re´sultats pour les p premie`res relations de (4.23) :
On injecte U˜ε dans les p premie`res e´quations, et on e´tudie le terme ∂x(A1U˜0,Ei) + ∂y(A2U˜0,Ei) du
syste`me obtenu. En utilisant l’hypothe`se (H1) et la de´finition de U˜0 qui montre que U˜0 ∈ KerR, on
remarque que (A1U˜0,Ei) = (U˜0,Ei1) = 0 et (A2U˜0,Ei) = 0. A` pre´sent on e´tudie les termes d’ordre
1 : (A1∂xU˜1,Ei) et (A2∂xU˜1,Ei). En utilisant l’hypothe`se (H1), on a
(A1U˜1,Ei) = γ
1
i (U˜1,Ei1) et (A2U˜1,Ei) = γ
2
i (U˜1,Ei2) , ∀i ∈ {1..p}, (4.24)
Par conse´quent {
∂x(A1U˜1,Ei) = γ
1
i ∂x(U˜1,Ei1) ∀i ∈ {1..p},
∂x(A2U˜1,Ei) = γ
2
i ∂y(U˜1,Ei2) ∀i ∈ {1..p}.
(4.25)
En utilisant l’hypothe`se (H1) et la de´finition de U˜1, on a
∂x(A1U˜1,Ei) = −γ1i ∂x
1
λi1σ
(
A1∂xU˜0, A1
Ei
γ1i
)
− γ1i ∂x
1
λi1σ
(
A2∂yU˜0, A1
Ei
γ1i
)
∀i ∈ {1..p},
∂y(A2U˜1,Ei) = −γ2i ∂y
1
λi2σ
(
A1∂xU˜0, A2
Ei
γ2i
)
− γ2i ∂y
1
λi2σ
(
A2∂yU˜0, A2
Ei
γ2i
)
∀i ∈ {1..p}.
(4.26)
On simplifie, et on obtient alors
∂x(A1U˜1,Ei) = − 1
λi1σ
(
∂xx(A1U˜0, A0Ei) + ∂yx(A2U˜0, A1Ei)
)
∀i ∈ {1..p}, (4.27)
et
∂y(A2U˜1,Ei) = − 1
λi2σ
(
∂xy(A1U˜0, A2Ei) + ∂yy(A2U˜0, A2Ei)
)
∀i ∈ {1..p}. (4.28)
Enfin, on peut remarquer que les termes croise´s (A1U˜0, A2Ei) et (A2U˜0, A1Ei) sont nuls en utilisant
les calculs (4.13)-(4.14). Pour conclure, on utilise le meˆme type de raisonnement que pour la relation
(4.15). Par conse´quent, les p premie`res relations de (4.23) sont e´gales a`
Fi = ∂tVi− 1
λi1σ
∂xx(K1V)i− 1
λi2σ
∂yy(K2V)i+ε∂t(U˜1,Ei)+ε
2(U˜2,Ei)+ε∂t(∂xA1U˜2 +∂yA2U˜2,Ei).
Puisque V satisfait l’e´quation de diffusion (4.17), on obtient alors
Fi = ε∂t(U˜1,Ei) + ε
2∂t(U˜2,Ei) + ε(∂xA1U˜2 + ∂yA2U˜2,Ei), i ∈ {1..p} . (4.29)
Re´sultats pour les n− p dernie`res relations de (4.23) :
On incorpore la de´finition de U˜ε (4.17)-(4.18) dans ces relations. Par conse´quent chaque e´quation de
(4.23) pour i ∈ {p+ 1..n} est e´quivalente a`
Fi = ε∂t(U˜1,Ei) + ε
2∂t(U˜2,Ei) + ε(∂xA1U˜2 + ∂yA2U˜2,Ei), i ∈ {p+ 1...n} . (4.30)
Il suffit de multiplier par Q pour conclure, en remarquant que QF = S. La solution formelle tronque´e
a` l’ordre deux est donc solution du syste`me (4.21) avec S de´fini par (4.22).
E´tape 2
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On souhaite maintenant estimer le terme re´siduel du syste`me (4.21). On commence par e´tudier la
norme L2(D) du terme re´siduel S. En de´veloppant et en utilisant l’ine´galite´ triangulaire, on de´duit
que
||S(t)||L2(D) =
∫
D
(S,S)Rn ≤ ε
(
||∂tU˜1||L2(D) + ε||∂tU˜2||L2(D) + ||A1∂xU˜2 +A2∂yU˜2||L2(D)
)
(4.31)
On e´tudie chaque terme de cette estimation. En utilisant les relations (4.18) on obtient
∂tU˜1 = −
n∑
j=p+1
1
λiσ
(
A1∂t,xU˜0 +A2∂t,yU˜0,Ej
)
Ej
Puisque les vecteurs Ej sont orthonorme´s, en utilisant l’ine´galite´ de Cauchy-Schwarz et l’ine´galite´
triangulaire on obtient
||∂tU˜1||L2(D) ≤ C1||∂tU˜0||H1(D)
avec la constante C1 de´pendant des normes et des valeurs propres de A1, A2 ainsi que de σ. De la
meˆme fac¸on on montre que
U˜2 = −
n∑
j=p+1
1
λ2iσ
2
(
A21∂xxU˜0 + (A1A2 +A2A1)∂xyU˜0 +A
2
2∂yyU˜0,Ej
)
Ej .
A` partir de la` en utilisant les ine´galite´s sur les normes matricielles et vectorielles ainsi que l’ine´galite´
de Cauchy-Schwarz on montre que
||∂tU˜2||L2(D) ≤ C2||∂tU˜0||H2(D)
et
||A1∂xU˜2 +A2∂yU˜2||L2(D) ≤ C3||U˜0||H3(D)
On obtient donc la majoration avec la constante Cmf = max(C1, εC2, C3)
||S(t)||L2(D) ≤ Cmfε
(
||∂tU˜0||H2(D) + ||U˜0||H3(D)
)
. (4.32)
Pour finir il suffit de prendre sur [0, T ] le maximum des normes introduites dans (4.32).
||S||L∞([0,T ]:L2(D)) ≤ Cmfε
(
||∂tU˜0||X2(D) + ||U˜0||X3(D)
)
. (4.33)
Le terme re´siduel S e´tant majore´ par ε, reste a` de´montrer que l’erreur entre le syste`me de Friedrichs
et le syste`me (4.21) est homoge`ne a` ce terme re´siduel pour assurer la convergence entre la solution Uε
du syste`me (4.16) et la solution U˜ε du syste`me (4.21).
E´tape 3
On pose eε = Uε−U˜ε avec Uε la solution du syste`me de Friedrichs et U˜ε est solution de (4.17)-(4.18).
La quantite´ eε est solution du syste`me
∂teε +
1
ε
A1∂xeε +
1
ε
A2∂yeε +
σ
ε2
Reε = S,
eε(t = 0) = −εU˜1(t = 0)− ε2U˜2(t = 0),
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En multipliant par eε et en inte´grant sur D, on obtient
∂t
1
2
(
||eε||2L2(D)
)
+
1
ε
∫
D
(eε, A1∂xeε) + (eε, A2∂yeε)dxdy = − σ
ε2
∫
D
(eε, Reε)dxdy +
∫
D
(S, eε)dxdy.
On a ∫
D
(eε, A1∂xeε)dxdy = 0,
∫
D
(eε, A2∂yeε)dxdy = 0 et
∫
D
(eε, Reε)dxdy ≤ 0.
En utilisant l’ine´galite´ de Cauchy-Schwarz, on de´duit que
∂t
1
2
(
||eε||2L2(D)
)
≤ ||S||L2(D)||eε||L2(D),
On pose E(t) = ||eε(t)||2L2(D) et on remarque que l’ine´galite´ pre´ce´dente est e´quivalente a` l’e´quation
diffe´rentielle
E′(t) ≤ 2||S||L2(D)
√
E(t). (4.34)
En inte´grant sur [0, T ], on majore l’erreur au temps T de la fac¸on suivante√
E(T ) ≤
√
E(0) + T ||S||L∞([0,T ]:L2(D)).
La seconde partie de l’estimation (4.35) est obtenue a` partir du re´sultat de l’e´tape 2 :
||S||L∞([0,T ]:L2(D)) ≤ Cmfε
(
||U˜0||X3 + ||∂tU˜0||X2
)
.
Pour conclure, on doit estimer E(0). En utilisant les de´finitions de U˜1 et U˜2, on obtient
||eε(t = 0)||L2(D) ≤ εC0
(
||U˜0(t = 0)||H2(D)
)
et √
E(T ) ≤ εC0||U˜0(t = 0)||H2(D) + TCmfε
(
||U˜0||X3 + ||∂tU˜0||X2
)
.
Ces re´sultats donnent l’estimation suivante en temps T :
||eε(T )||L2(D) = ||Uε(T )− U˜ε(T )||L2(D) ≤ εC0||U˜0(t = 0)||H2(D) + TCmfε
(
||U˜0||X3 + ||∂tU˜0||X2
)
.
(4.35)
E´tape 4
Pour finir on utilise l’estimation (4.35) pour montrer la convergence des solutions du syste`me de
Friedrichs vers les solutions de l’e´quation de diffusion. L’e´tape pre´ce´dente donne
||Uε(T )− U˜ε(T )||L2(D) ≤ εC0||U˜0(t = 0)||H2(D) + TCmfε
(
||U˜0||X3 + ||∂tU˜0||X2
)
.
On montre ainsi
||Uε(T )− U˜0(T )||L2(D) ≤ ||Uε(T )− U˜ε(T )||L2(D) + ε||U˜1(T ) + εU˜2(T )||L2(D).
On utilise le meˆme type de majoration que pre´ce´demment pour obtenir
||U˜1(T ) + εU˜2(T )||L2(D) ≤ ε
(
||U˜0(T )||H2
)
.
Ce qui donne le re´sultat final.
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Remarque 4.1.3. • Le re´sultat est donne´ pour un domaine pe´riodique et pour des donne´es ini-
tiales correctement choisies (la diffe´rence entre la condition initiale du syste`me de Friedrichs et
celle du syste`me limite est homoge`ne a` ε). Le principe de de´monstration reste valable si on intro-
duit des conditions limites ou pour des donne´es initiales e´loigne´es l’une de l’autre. Cependant,
une difficulte´ supple´mentaire apparaˆıt due a l’e´tude des couches limites [AG11].
• Le principe de la preuve est le meˆme dans le cas d’un parame`tre de relaxation σ variable. Ce-
pendant, il faut une re´gularite´ suffisante pour la fonction 1σ et pour la solution de l’e´quation de
diffusion afin d’utiliser des ine´galite´s plus fines pour la majoration de S.
Remarque 4.1.4. Dans [DM04] les auteurs de´montrent un re´sultat de convergence similaire pour
des syste`mes de Friedrichs avec termes sources non constant raides et non raides. Le principe de
preuve est diffe´rent, en effet les auteurs proposent d’utiliser des arguments de compacite´. Le re´sultat
est plus ge´ne´ral mais ne permet d’obtenir une estimation d’erreur entre les solutions du syste`me de
Friedrichs et les solutions de diffusion. Pour obtenir ce re´sultat les auteurs font une hypothe`se de
structure e´quivalente a` AEi ∈ KerR⊥, BEi ∈ KerR⊥ pour i ∈ {1...p}. Cependant il faut ajouter
d’autres hypothe`ses afin d’assurer le caracte`re dissipatif de l’e´quation limite. L’hypothe`se (H1) que
nous avons utilise´ est certe plus restrictive mais permet d’assurer automatiquement l’existence de la
limite de diffusion et le caracte`re dissipatif de l’e´quation limite.
Maintenant que la limite de diffusion est correctement de´finie, on propose une me´thode nume´rique
« asymptotic preserving », base´e sur une version le´ge`rement plus restrictive de l’hypothe`se (H1).
4.2 De´composition « diffusive - non diffusive »
4.2.1 De´composition « diffusive - non diffusive »
On se place dans le cas d’une e´quation limite scalaire (dim Ker(R) = 1). On propose une me´thode
nume´rique qui consiste a` de´composer le syste`me de Friedrichs (4.1) entre un mode`le du type e´quation
de la chaleur hyperbolique et un autre syste`me hyperbolique qui n’intervient pas dans la limite de
diffusion. Cette me´thode est comparable a` la me´thode « micro - macro » utilise´e dans [LM07] afin de
construire des sche´mas « asymptotic preserving » en dimension un. Elle consiste a` isoler puis se´parer
les termes ne´gligeables en re´gime de diffusion des termes associe´s a` l’inconnue du syste`me de diffusion
limite. Une fois cette de´composition effectue´e, il est plus aise´ de trouver une discre´tisation valide. On
de´crit la me´thode en dimension deux, elle reste valable en dimension trois. On se restreint au cas ou`
dim(KerR) = 1. (H2)
Cette hypothe`se est ve´rifie´e par les mode`les simplifie´s utilise´s pour approcher les proble`mes de trans-
port. En transport line´aire R est une Z-matrice avec termes diagonaux ne´gatifs. En outre, les vecteurs
propres associe´s a` la valeur propre nulle ont des composantes positives. Puisque R est syme´trique re´elle
il existe une de´composition de la forme R = QDQt ou` D est une matrice diagonale et Q une matrice
orthogonale forme´e des vecteurs propres de R. La matrice R e´tant syme´trique positive, les e´le´ments
diagonaux de D (qui sont les valeurs propres) sont positifs ou nuls. On note λi les valeurs propres
de R et par convention λ1 = 0 avec E1 le vecteur propre associe´. On note Ei un vecteur propre de
R. On suppose aussi que A1E1, A2E1, sont deux vecteurs propres inde´pendants associe´s a` la meˆme
valeur propre de R, en d’autres termes l’e´quation de diffusion limite est isotrope. On traduit cela par
l’hypothe`se suivante proche de l’hypothe`se (H1) :
A1E1 = aE2, A2E1 = aE3. (H3)
122
On pose V = QtU, V satisfaisant
∂tV +
1
ε
(
A′1∂xV +A
′
2∂yV
)
= − σ
ε2
DV, (4.36)
avec A
′
1 = Q
tA1Q, A
′
2 = Q
tA2Q.
Lemme 4.4. Sous les hypothe`ses de la De´finition 4.1.1 et les Hypothe`ses (H2) et (H3) les matrices
A
′
1, A
′
2 ont la structure suivante
A
′
1 =

0 a 0 0 .. 0
a .. .. .. .. ..
0 .. .. .. .. ..
0 .. .. .. .. ..
.. .. .. .. .. ..
0 .. .. .. .. ..
A
′
2 =

0 0 a 0 .. 0
0 .. .. .. .. ..
a .. .. .. .. ..
0 .. .. .. .. ..
.. .. .. .. .. ..
0 .. .. .. .. ..
 (4.37)
De´monstration. On de´taille le calcul pour la matrice A
′
1. Celui-ci est imme´diatement transposable a`
la matrice A
′
2. Cette structure de´rive uniquement des hypothe`ses de syme´trie et de l’hypothe`se (H3).
En effet
A
′
1,11 = (E1, A1E1) = (E1, aE2) = 0,
car la base est orthonorme´e. Pour A
′
1,12 = (E1, A1E2), on utilise la syme´trie de A1 afin d’obtenir
(aE2,E2) = a. De la meˆme fac¸on, on montre que les autres coefficients ont la bonne forme.
En utilisant le lemme pre´ce´dent, on peut imme´diatement re´e´crire le syste`me (4.36) sous la forme
suivante
∂tV +
1
ε
(P1,x∂xV + P1,y∂yV) +
1
ε
(A∗1∂xV +A
∗
2∂yV) = −
σ
ε2
DV, (4.38)
ou` les matrices P1,x, P1,y sont des matrices carre´es de taille n :
P1,x =

0 a 0 .. .. 0
a 0 0 .. .. 0
0 0 0 .. .. 0
.. .. .. .. .. ..
0 0 0 .. .. 0
P1,y =

0 0 a 0 .. 0
0 0 0 0 .. 0
a 0 0 0 .. 0
0 0 0 0 .. 0
.. .. .. .. .. ..
0 0 0 .. .. 0
 , (4.39)
et A∗1 = A
′
1 − P1,x, A∗2 = A
′
2 − P1,y sont des matrices syme´triques. Pour finir il suffit de de´composer
(4.38) en deux syste`mes. Le premier syste`me du type e´quation de la chaleur hyperbolique
∂tV +
1
ε
(P1,x∂xV + P1,y∂yV) = − σ
ε2
D
′
V (4.40)
avec D
′
11 = 0, D
′
22 = D
′
33 = 1 et D
′
ii = 0 i ≥ 4. Le second syste`me est donne´ par
∂tV +
1
ε
(A∗1∂xV +A
∗
2∂yV) = −
σ
ε2
D
′′
V, (4.41)
avec D
′′
11 = D
′′
22 = D
′′
33 = 0 et D
′′
ii = 1 i ≥ 4. Une rapide analyse asymptotique montre que cette
de´composition isole les inconnues en O(1) et O(ε) (premier syste`me (4.40) de la de´composition) qui
donnent l’e´quation de diffusion limite et les inconnues homoge`nes a` O(ε2) (second syste`me (4.41) de
la de´composition) n’intervenant pas en re´gime de diffusion.
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4.2.2 Discre´tisation de la de´composition
Principe de discre´tisation : on propose de discre´tiser le syste`me homoge`ne a` l’e´quation de
la chaleur hyperbolique issue de la de´composition avec un sche´ma « asymptotic preserving » comme
les sche´mas aux noeuds JL-(a) (2.11)-(2.12), JL-(b) (2.22)-(2.23) ou comme les sche´mas aux areˆtes
P1-MPFA et P1-Breil-Maire (3.11)-(3.12)-(3.13) de´finis dans le Chapitre 3. La phase dite « non dif-
fusive » est discre´tise´e en utilisant un sche´ma aux areˆtes classiques, par exemple le sche´ma upwind,
ou le sche´ma de Rusanov.
Rappel : sche´ma upwind en dimension deux
On souhaite discre´tiser le syste`me suivant
∂tU +
1
ε
A1∂xU +
1
ε
A2∂yU = 0, U(t = 0, x, y) = U0. (4.42)
On nomme Gn la matrice A1n
x +A2n
y avec n = (nx, ny) un vecteur de R2.
De´finition 4.2.1 (Sche´ma upwind pour un syste`me de Friedrichs). La discre´tisation en espace est
donne´e par
|Ωj | ∂tUj +
∑
k
ljkUjk = 0, (4.43)
avec les flux
Ujk = (Gnjk)
+Uj + (Gnjk)
−Uk,
pour les areˆtes inte´rieures, njk e´tant la normale associe´e a` l’areˆte ∂Ωjk.
Les matrices (Gnjk)
−,+ sont de´finies par Gn+jk = P
−1D+P , Gn−jk = P
−1D−P . La matrice D+ est
de´finie par D+ii = max(0, λi) et la matrice D
+ est de´finie par D−ii = min(0, λi) avec {λ1..λn} les valeurs
propres de Gnjk. Des preuves de stabilite´ et de convergence du sche´ma sont donne´es dans [CVV00].
Cependant, ce sche´ma ne´cessite de connaˆıtre et de stocker les valeurs propres et vecteurs propres de
la matrice Gnjk. Sur des maillages non structure´s et pour des mode`les d’ordre e´leve´ en discre´tisation
angulaire, le temps de calcul et la capacite´ de stockage ne´cessaire deviennent important. C’est pourquoi
on propose une alternative : le sche´ma de Rusanov [Sah11].
Rappel : sche´ma de Rusanov
Le sche´ma de Rusanov est un sche´ma centre´ et stabilise´ par un terme de viscosite´ nume´rique. Ce
sche´ma ne´cessite seulement la connaissance d’une majoration de la valeur propre maximale de Gnjk
dans chaque maille.
De´finition 4.2.2. Le sche´ma de Rusanov est de´fini par
| Ωj | ∂tUj +
∑
k
ljkUjk = 0,
et par le flux nume´rique
Ujk = Gnjk
(Uj + Uk)
2
− 1
2
Sjk(Uk −Uj),
avec la vitesse de Rusanov locale Sjk ≥ max(λjk) et λjk les valeurs propres de M = A1nxjk +A2nyjk.
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Ce sche´ma est stable et convergent [Sah11]. Maintenant que la de´composition « diffusive - non
diffusive » ainsi que les diffe´rents sche´mas utilise´s ont e´te´ introduits, on propose l’algorithme final
permettant d’obtenir une discre´tisation « asymptotic preserving » pour des syste`mes de Friedrichs
satisfaisant les hypothe`ses (H2) et (H3).
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Algorithme final
Nous re´sumons ici l’algorithme de la me´thode.
Algorithme 4.5. L’algorithme de la de´composition « diffusive - non diffusive »
• E´tape 1 : Diagonalisation dans la base de R, du syste`me
∂tU +
1
ε
A1∂xU +
1
ε
A2∂yU = − σ
ε2
RU.
• E´tape 2 : De´composition du syste`me diagonalise´
∂tV +
1
ε
A
′
1∂xV +
1
ε
A
′
2∂yV = −
σ
ε2
DV,
avec V = QtU, A
′
1 = Q
tA1Q et A
′
2 = Q
tA2Q. On obtient
∂tV +
1
ε
(P1,x∂xV + P1,y∂yV) +
1
ε
(A∗1∂xV +A
∗
2∂yV) = −
σ
ε2
DV,
avec P1,x, P1,y des matrices de´finies par (4.39) et A
∗
1 = A
′
1 − P1,x, A∗1 = A
′
1 − P1,y.
• E´tape 3 : Discre´tisation du syste`me homoge`ne a` l’e´quation de la chaleur hyperbolique
∂tV +
1
ε
(P1,x∂xV + P1,y∂yV) = − σ
ε2
D
′
V,
avec D
′
de´finie par D
′
22 = D
′
33 = 1 et D
′
ii = 0 i 6= 2 et i 6= 3 avec un sche´ma « asymptotic
preserving » du type JL-(a), JL-(b) ou P1-MPFA.
• E´tape 4 : Discre´tisation du second syste`me
∂tV +
1
ε
(A∗1∂xV +A
∗
2∂yV) = −
σ
ε2
D
′′
V,
avec D
′′
de´finie par D
′′
11 = D
′′
22 = D
′′
33 = 0 et D
′′
ii = 1 i ≥ 4, avec un sche´ma classique comme
le sche´ma de Rusanov ou le sche´ma upwind.
• E´tape 5 : Calcul des inconnues U a` partir de V.
4.3 Applications aux mode`les Pn
Dans cette section, on rappellera que les mode`les Pn en dimension deux satisfont les hypothe`ses
de la de´finition (4.1.1) ainsi que les hypothe`ses (H2) et (H3) ne´cessaires pour l’utilisation de notre
algorithme. Enfin on proposera une analyse de la de´composition en dimension un.
4.3.1 Mode`les Pn
La de´composition « diffusive - non diffusive » ne´cessite que le syste`me hyperbolique satisfasse
un certain nombre d’hypothe`ses. Afin d’appliquer cette me´thode a` la discre´tisation des mode`les Pn,
on souhaite montrer que ces mode`les satisfont les hypothe`ses ne´cessaires de la de´finition (4.1.1) et
l’hypothe`se (H2) et (H3). On rappelle que le transport de photons ou de neutrons est mode´lise´ par
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l’e´quation de transport avec un terme de collision :
∂tf(t,x,Ω) + Ω.∇f(t,x,Ω) = σ
∫
S2
(
f(t,x,Ω
′
)− f(t,x,Ω)
)
dΩ
′
, x ∈ R2, Ω ∈ R2, t ∈ R+. (4.44)
Comme nous l’avons rappele´ dans la partie introductive, on ne re´sout pas cette e´quation directement
mais on re´sout des mode`les hyperboliques approchant cette e´quation comme les mode`les Pn. On
introduit par exemple, les matrices du mode`le P1 en dimension deux :
A1 =
 0
1√
3
0
1√
3
0 0
0 0 0
 , A2 =
 0 0
1√
3
0 0 0
1√
3
0 0
 , R =
 0 0 00 1 0
0 0 1
 .
Les mode`les Pn multi-dimensionnels pre´sente´s, par exemple dans [Bru05] entrent dans le cadre des
syste`mes de Friedrichs avec la structure (4.1).
Proprie´te´s Les mode`les Pn (4.1) satisfont
• R est une matrice diagonale, 0 est valeur propre de multiplicite´ 1, et 1 valeur propre de multi-
plicite´ n− 1 (hypothe`se (H2)).
• Les valeurs propres du syste`me appartiennent a` ]− 1, 1[.
• En syme´trisant le syste`me on montre que les matrices A1, A2 satisfont l’hypothe`se (H3) et
admettent la structure introduite dans le lemme 4.5
• Comme l’e´quation de transport (4.44), les mode`les Pn (1.11)-(1.12) admettent la limite de dif-
fusion suivante :
∂tU1 − div
(
1
3σ
∇U1
)
= 0,
avec U1 la premie`re inconnue des syste`mes Pn correspondant au premier moment de f(x,Ω, t).
Les trois premie`res proprie´te´s sont de´montre´es dans [Bru05]- [Bru05], les hypothe`ses de la de´finition
4.1 sont donc satisfaites. On part des mode`les Pn sous la forme (4.1). On applique le changement de
variable introduit dans la section 1.2.1 ce qui permet d’obtenir exactement la structure des matrices
suivantes
A1 =

0 a 0 0 0
a .. .. .. ..
0 .. .. .. ..
0 .. .. .. ..
0 .. .. .. ..
 , A2 =

0 0 a 0 0
0 .. .. .. ..
a .. .. .. ..
0 .. .. .. ..
0 .. .. .. ..
 , (4.45)
avec a = 1√
3
si on nume´rote les inconnues φml par l croissant et
A1 =

0 a 0 0 0
a .. .. .. ..
0 .. .. .. ..
0 .. .. .. ..
0 .. .. .. ..
 , A2 =

0 0 0 0 a
0 .. .. .. ..
0 .. .. .. ..
0 .. .. .. ..
a .. .. .. ..
 , (4.46)
si on nume´rote par m croissant. Dans les deux cas, on remarque que le syste`me (4.1) satisfait l’hypo-
the`se (H3) et que les matrices A1, A2 admettent une structure qui permet utiliser la de´composition
« diffusion - non diffusion » . Par conse´quent, les approximations Pn peuvent eˆtre de´compose´es en un
mode`le homoge`ne a` l’e´quation de la chaleur hyperbolique et en un syste`me qui n’intervient pas dans
la limite de diffusion. Cette de´composition est assez naturelle pour les mode`les Pn. En effet, lorsque
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l’ordre des mode`les Pn augmente, les harmoniques sphe´riques ajoute´es dans le de´veloppement de la
solution de l’e´quation de transport sont de plus en plus anisotropes. Le re´gime de diffusion e´tant
isotrope, il est donc naturel que les harmoniques d’ordre supe´rieur n’interviennent pas en re´gime de
diffusion. La de´composition consiste donc juste a` se´parer les mode`les Pn entre les e´quations associe´es
au mode`le P1 (correspondant aux deux premie`res harmoniques) qui est suffisant pour obtenir le re´-
gime de diffusion et les e´quations issues des harmoniques sphe´riques d’ordre supe´rieur qui sont ajoute´es
uniquement pour enrichir l’approximation du re´gime de transport (σ << 1).
Remarque 4.3.1. On peut utiliser la de´composition « diffusive - non diffusive » pour des mode`les
Pn qui de´rivent de l’e´quation de transport avec des ope´rateurs de collision comme
Q(f) =
∫
S2
p(Ω,Ω
′
)
(
f(t,x,Ω
′
)− f(t,x,Ω)
)
dΩ
′
, ou Q(f) = 4θf(t,x,Ω),
avec 4Ω l’ope´rateur de Laplace de´fini sur la sphe`re (Laplace-Beltrami) et p(Ω,Ω′) une fonction de
re´partition angulaire.
4.3.2 Analyse de la me´thode en dimension un
Afin de montrer la pertinence de la me´thode de de´composition « diffusive - non diffusive » , on pro-
pose de valider cette me´thode pour les discre´tisations du mode`le Pn a` l’aide d’une e´tude de consistance
en dimension un. Cette e´tude de consistance justifie l’utilisation d’un sche´ma classique pour la partie
non diffusive. On propose donc d’utiliser le sche´ma de Gosse-Toscani (1.46) pour le syste`me homoge`ne
a` l’e´quation de la chaleur hyperbolique dans la de´composition et le sche´ma de Rusanov pour le second
syste`me. L’e´tude de consistance reste aussi valable si on utilise d’autres sche´mas pour chaque phase de
la de´composition. Par exemple, on peut utiliser aussi le sche´ma de Jin-Levermore (1.34) pour la phase
« diffusive » de la de´composition et un sche´ma upwind pour la phase « non diffusive » . On introduit
le mode`le en 1D
∂tU +
1
ε
A∂xU = − σ
ε2
DU,
avec la matrice A qui admet la de´composition A = P1 +A
′
tel que P1 soit la matrice de´finie par
P1,12 = P1,21 =
1√
3
et P1,ij = 0 pour (i, j) 6= (1, 2) et (i, j) 6= (2, 1)
et A
′
est une matrice qui satisfait
A
′
1j = A
′
i1 = 0.
De plus D est une matrice diagonale de´finie par D11 = 0 et Dii = 1 avec i > 1. Cette structure
correspond a` celle obtenue apre`s la de´composition « diffusive - non diffusive » . On suppose ainsi que
les donne´es initiales satisfont ||(∂ta,xbU1)(t = 0)||L∞ ≤ Ca,b et ||(∂ta,xbUi)(t = 0)||L∞ ≤ εCa,b avec i > 1
et (a, b) ∈ N2. Par stabilite´ en norme L∞ du syste`me 1D ces estimations sont propage´es en temps avec
des constantes diffe´rentes. Maintenant on introduit le sche´ma final, apre`s de´composition de´fini, par
Un+1j −Unj
∆t
+
AUn
j+ 1
2
−AUn
j− 1
2
ε∆x
= − σ
ε2
DUnj , (4.47)
avec les flux
(AUj+ 1
2
)n1 = M
(
Un2,j+U
n
2,j+1
2
√
3
+
Un1,j−Un1,j+1
2
√
3
)
,
(AUj+ 1
2
)n2 = M
(
Un1,j+U
n
1,j+1
2
√
3
+
Un2,j−Un2,j+1
2
√
3
)
+
(A
′
U)n2,j+(A
′
U)n2,j+1
2 + Sj+ 12
Un2,j−Un2,j+1
2 ,
(AUj+ 1
2
)ni =
(
(A
′
U)ni,j+(A
′
U)ni,j+1
2 + Sj+ 12
Uni,j−Uni,j+1
2
)
pour i ≥ 3,
(4.48)
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avec Ui la ie`me composante du vecteur U, (AU)i (resp. (A
′
U)i) la ie`me ligne du vecteur AU (resp.
A
′
U), Sj+ 1
2
= 1 la vitesse locale de Rusanov et M = 2
√
3
2
√
3+3σ∆x
.
Lemme 4.6. L’erreur de consistance de la premie`re composante de l’e´quation vectorielle (4.47)
O
(
∆x2 + ε∆x+ ∆t
)
. (4.49)
L’erreur de consistance des autres composantes de l’e´quation vectorielle (4.47)
O(∆x+ ∆t). (4.50)
De´monstration. La de´monstration de consistance pour les deux premie`res composantes de (4.47)-
(4.48) est identique a` celle du Lemme (1.10) introduite dans le premier chapitre de cette e´tude, sauf
pour le terme dans la seconde e´quation
(A
′
U)n2,j + (A
′
U)n2,j+1
2
+ Sj+ 1
2
Un2,j − Un2,j+1
2
.
Ceci montre que l’erreur de consistance pour la seconde e´quation est
CUn2,j = O(∆t+ ∆x) + ∆x
2(A
′
∂xU)2(xj , tn)− ∆x
2ε
∂xxU2(xj , tn).
Le premier terme vient de l’erreur de consistance du flux de Gosse-Toscani. Il suffit de constater que
U2(xj , tn) et (A
′
∂xU)2(xj , tn) sont homoge`nes a` ε, par hypothe`se et puisque (A
′
U)2 ne de´pend pas de
U1(xj , tn). Par conse´quent l’erreur de consistance de la seconde e´quation est
CUn2,j = O(∆t+ ∆x).
On de´finit l’erreur de consistance associe´e aux autres e´quations CUni,j avec i > 2
CUni,j =
Ui(xj , tn+1)− Ui(xj , tn)
∆t
+
1
ε
(AU)i,j+ 1
2
− (AU)i,j− 1
2
∆x
= − σ
ε2
Ui(xj , tn), i > 2 ,
avec
(AU)i,j+ 1
2
=
(
(A
′
U)i(xj , tn) + (A
′
U)i(xj+1, tn)
2
+
Ui(xj , tn)− Ui(xj+1, tn)
2
)
.
Le meˆme type de calcul que celui utilise´ pour les autres de´monstrations de consistance montre que
CUi,j = ∂tUi(xj , tn) +O(∆t) +
1
ε
∂x(A
′
U)i(xj , tn) +
∆x2
ε
∂xx(A
′
U)i(xj , tn)+
∆x
ε
∂xxUi(xj , tn) +
∆x3
ε
∂xxUi(xj , tn) +
σ
ε2
Ui(xj , tn),
pour i > 2. E´tant donne´e la structure des matrices, en remarquant Ai = A
′
i pour i > 2, on simplifie
(4.51)
CUni,j = O(∆t) +
∆x2
ε
∂xx(A
′
U)i(xj , tn)− ∆x
ε
∂xxUi(xj , tn)− ∆x
3
ε
∂xxUi(xj , tn). (4.51)
Par hypothe`se, ∂xxUi(xj , tn) = O(ε) pour i > 2. En outre, la structure de la matrice A
′
indique que
(A
′
U)i ne de´pend que de Ui pour i > 1. Par conse´quent, ∂xx(A
′
U)i = O(ε). On obtient donc l’erreur
de consistance suivante
CUni,j = O(∆t+ ∆x).
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Cette de´monstration justifie l’utilisation de la de´composition propose´e afin de construire un sche´ma
« asymptotic preserving » . En effet, les de´rive´es spatiales et les discre´tisations des e´quations associe´es
aux inconnues Ui avec i > 2 ne de´pendent pas de la premie`re inconnue. Par conse´quent, l’analyse
asymptotique montre que ces meˆmes de´rive´es spatiales sont homoge`nes a` ε, ce qui permet de compenser
le coefficient de viscosite´ nume´rique homoge`ne a` ∆xε .
Remarque 4.3.2. Le sche´ma ainsi pre´sente´ est consistant uniforme´ment en ε (voir (4.49)-(4.50)).
Cependant, comme pour le sche´ma de Jin-Levermore (1.35) le sche´ma (4.47)-(4.48) ne pre´serve pas
a` priori le principe du maximum. On pourrait multiplier les flux du sche´ma utilise´ pour discre´tiser la
partie « non diffusive » par un coefficient M bien choisi afin d’obtenir un sche´ma stable en norme
L∞. L’analyse pre´ce´dente montre cependant que cette manipulation n’est pas ne´cessaire pour obtenir
la consistance dans tous les re´gimes.
4.3.3 De´composition « diffusive - non diffusive » : application au mode`le P3 en
2D
On propose de valider la de´composition « diffusive - non diffusive » en 2D a` l’aide du mode`le P3
de´crit dans [Bru05]. Initialement, c’est un syste`me syme´trique de R16. Afin de re´duire le couˆt de calcul,
on propose la simplification de´crite dans la section 1.2, ainsi que le changement de variable ne´cessaire
pour obtenir un syste`me syme´trique. Le mode`le P3 ainsi obtenu, est de´fini par
∂tU +
1
ε
A1∂xU +
1
ε
A2∂yU = − σ
ε2
RU, avec U ∈ R10, (4.52)
avec
A1 =

0
√
1
3 0 0 0 0 0 0 0 0√
1
3 0
√
4
15 0 0 0 0 0 0 0
0
√
4
15 0
√
9
35 0 0 0 0 0 0
0 0
√
9
35 0 0 0 0 0 0 0
0 0 0 0 0
√
1
5 0 0 0 0
0 0 0 0
√
1
5 0
√
8
35 0 0 0
0 0 0 0 0
√
8
35 0 0 0 0
0 0 0 0 0 0 0 0
√
1
7 0
0 0 0 0 0 0 0
√
1
7 0 0
0 0 0 0 0 0 0 0 0 0

, (4.53)
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A2 =

0 0 0 0
√
1
3 0 0 0 0 0
0 0 0 0 0
√
1
5 0 0 0 0
0 0 0 0 −
√
1
15 0
√
6
35 0 0 0
0 0 0 0 0 −
√
3
35 0 0 0 0√
1
3 0 −
√
1
15 0 0 0 0 −
√
1
5 0 0
0
√
1
5 0 −
√
3
35 0 0 0 0 −
√
1
7 0
0 0
√
6
35 0 0 0 0
√
1
70 0 0
0 0 0 0 −
√
1
5 0
√
1
70 0 0 −
√
3
14
0 0 0 0 0 −
√
1
7 0 0 0 0
0 0 0 0 0 0 0 −
√
3
14 0 0

. (4.54)
et la matrice associe´e au terme source directement diagonale
R =

0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1

. (4.55)
Puisque R est de´ja` diagonale, il ne reste plus qu’a` scinder ce mode`le en un syste`me du type e´quation
de la chaleur hyperbolique qui correspond exactement au mode`le P1 et un syste`me re´siduel. La matrice
P1,x de la de´composition « diffusive - non diffusive » est de´finie par P1,x,12 = P1,x,21 = 1√3 et les autres
termes sont e´gaux a` ze´ro.
La matrice P1,y de la de´composition « diffusive - non diffusive » est de´finie par P1,y,14 = P1,y,41 = 1√3
et les autres termes sont e´gaux a` ze´ro.
Les matrices du syste`me de la phase « non diffusive » sont de´finies par A′1 = A1−P1,x et A
′
2 = A
∗
2−P1,y.
Afin d’e´viter le calcul des valeurs, on propose d’utiliser un sche´ma de Rusanov pour la partie dite « non-
diffusive » avec Sjk = 1 comme coefficient de viscosite´ nume´rique. Cette majoration de la valeur propre
maximale est d’ailleurs valide pour tous les mode`les Pn.
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De´finition 4.3.1. Le sche´ma nume´rique pour le mode`le P3 est
|Ωj | ∂tU˜1,j + 1√
3ε
Fdiv = 0,
|Ωj | ∂tU˜2,j + 1√
3ε
Fxgrad +
1
ε
∑
k
ljk
(
1
2
(Gnjk(U˜j + U˜k))2 − 1
2
(U˜2,k − U˜2,j)
)
= −SjU˜2,j ,
|Ωj | ∂tU˜3,j + 1
ε
∑
k
ljk
(
1
2
(Gnjk(U˜j + U˜k))3 − 1
2
(U˜3,k − U˜3,j)
)
= − |Ωj | σ
ε2
U˜3,j ,
|Ωj | ∂tU˜4,j + 1√
3ε
Fygrad +
1
ε
∑
k
ljk
(
1
2
(Gnjk(U˜j + U˜k))4 − 1
2
(U˜4,k − U˜4,j)
)
= −SjU˜4,j ,
|Ωj | ∂tU˜5,j + 1
ε
∑
k
ljk
(
1
2
(Gnjk(U˜j + U˜k))5 − 1
2
(U˜5,k − U˜5,j)
)
= − |Ωj | σ
ε2
U˜5,j ,
|Ωj | ∂tU˜6,j + 1
ε
∑
k
ljk
(
1
2
(Gnjk(U˜j + U˜k))6 − 1
2
(U˜6,k − U˜6,j)
)
= − |Ωj | σ
ε2
U˜6,j ,
|Ωj | ∂tU˜7,j + 1
ε
∑
k
ljk
(
1
2
(Gnjk(U˜j + U˜k))7 − 1
2
(U˜7,k − U˜7,j)
)
= − |Ωj | σ
ε2
U˜7,j ,
|Ωj | ∂tU˜8,j + 1
ε
∑
k
ljk
(
1
2
(Gnjk(U˜j + U˜k))8 − 1
2
(U˜8,k − U˜8,j)
)
= − |Ωj | σ
ε2
U˜8,j ,
|Ωj | ∂tU˜9,j + 1
ε
∑
k
ljk
(
1
2
(Gnjk(U˜j + U˜k))9 − 1
2
(U˜9,k − U˜9,j)
)
= − |Ωj | σ
ε2
U˜9,j ,
|Ωj | ∂tU˜10,j + 1
ε
∑
k
ljk
(
1
2
(Gnjk(U˜j + U˜k))10 − 1
2
(U˜10,k − U˜10,j)
)
= − |Ωj | σ
ε2
U˜10,j ,
(4.56)
ou` la matrice du sche´ma de Rusanov est de´finie par Gnjk = A1n
x
jk + A2n
y
jk, les flux associe´s au
sche´ma « asymptotic preserving » pour l’e´quation de la chaleur hyperbolique sont Fdiv, Fgrad et la
discre´tisation du terme source associe´ au sche´ma « asymptotic preserving » est Sj.
Les sche´mas « asymptotic preserving » pre´sente´s dans les chapitres deux et trois sont construits
pour l’e´quation de la chaleur hyperbolique. Les vitesses d’ondes et l’e´tat stationnaire du syste`me
associe´s a` la partie « diffusive » e´tant diffe´rents de ceux associe´s a` l’e´quation de la chaleur hyperbolique,
il faut de´river a` nouveau le sche´ma « asymptotic preserving » pour le syste`me associe´ a` la partie
« diffusive ». Dans ce cas cela revient a` multiplier σ par dans
√
3 dans les flux « asymptotic preserving »
Un de´veloppement de Hilbert permet de montrer, comme dans le cas de l’e´quation de la chaleur
hyperbolique, que ce sche´ma tend vers un sche´ma de diffusion limite (celui associe´ au sche´ma « asymp-
totic preserving » utilise´). Le de´veloppement de Hilbert e´tant du meˆme type que les pre´ce´dents, on ne
le de´taille pas. En effet, on montre rapidement que tous les termes d’ordre ze´ro dans le de´veloppement
pour les moments d’ordre supe´rieur a` 1 sont nuls.
4.4 Applications aux mode`les Sn
Dans cette section, on propose de montrer que les mode`les Sn en dimension deux satisfont les
hypothe`ses de la de´finition (4.1.1) et les hypothe`ses (H2)-(H3) ne´cessaires a` l’utilisation de notre
algorithme.
4.4.1 Mode`les Sn
Pour re´soudre les e´quations de transport (e´quation de la neutronique, e´quation de transfert radiatif,
etc) une alternative aux mode`les Pn est la me´thode des ordonne´es discre`tes qui permet de construire
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les mode`les Sn. La me´thode consiste a` discre´tiser le terme de « scattering » a` l’aide d’une formule
de quadrature et a` e´crire l’e´quation de transport (4.44) pour chaque vitesse discre`te. La fonction de
distribution discre`te fi = f(Ωi) associe´e a` la vitesse discre`te Ωi satisfait l’e´quation suivante :
∂tfi +
1
ε
Ωi.∇fi = − σ
ε2
(fi −
∑
j
fjwj). (4.57)
avec les vitesses discre`tes Ωi et les poids de quadratures wi tels que{ ∑
i
wi = 1,
∑
i
wiΩi = 0,
∑
i
wiΩi ⊗Ωi = DÎd
avec D = 13 si les vitesses appartiennent a` S
2 et D = 12 si les vitesses appartiennent a` S
1. Le syste`me
de´fini par l’ensemble de ces e´quations admet pour limite de diffusion :
∂tE − div
(∑
iwiΩi ⊗Ωi
σ
∇E
)
= 0, (4.58)
avec E =
∑
i
wifi. On souhaite donc montrer, comme pour les mode`les Pn, que les mode`les Sn rentrent
dans le cadre introduit par la de´finition (4.1.1) et satisfont les hypothe`ses (H2) et (H3) ne´cessaire a`
l’e´criture de la de´composition « diffusive - non diffusive » .
Proposition 4.7. Les mode`les Sn s’e´crivent de la fac¸on suivante :
∂tU +
1
ε
A1∂xU +
1
ε
A2∂yU = − σ
ε2
RU,
avec Ui =
√
wifi et R =
√
w ⊗√w − Îd. Le vecteur
√
w est compose´ de la racine des poids wi.
Ces syste`mes satisfont les proprie´te´s suivantes
• dim KerR = 1,
• A1 et A2 sont diagonales,
• 0 est valeur propre de R de multiplicite´ 1 et de vecteur propre E1 = (√w1, ....,√wn),
• 1 est valeur propre de R de multiplicite´ n− 1,
• La matrice R est diagonalisable,
• La matrice R est syme´trique.
• A1E1 = aE2, A2E1 = aE3 avec E2, E3 des vecteurs propres de R associe´s a` la valeur propre 1
de R.
De´monstration. On commence par de´montrer que 1 est valeur propre de multiplicite´ n− 1 en partant
du syste`me. A cette fin on remarque que la matrice
√
w⊗√w−Îd correspond a` la projection orthogonal
dans l’ hyperplan orthogonal a`
√
w . Le vecteur
√
w correspond au vecteur compose´ de la racine des
poids de quadrature. Cette projection dans l’hyperplan orthogonal a`
√
w est e´gale a` Îd. Par conse´quent
1 est valeur propre de multiplicite´ n−1 de la matrice R . La projection dans l’espace de dimension un
ge´ne´re´ par
√
w est identiquement nulle. La matrice R admet donc 0 comme valeur propre de vecteur
propre E1 =
√
w. Dans un second temps, on propose de montrer que la dernie`re proprie´te´ est ve´rifie´e.
La syme´trie des vitesse discre`tes
∑
iwiΩi = 0 implique que (A1
√
w,
√
w) = 0 et (A2
√
w,
√
w) = 0.
Par conse´quent AE1 ∈ Ker(R)⊥ et AE2 ∈ Ker(R)⊥. En de´finissant les vecteurs propres E2, E3 de la
matrice R associe´e a` la valeurs propres 1 :
E2 =
1√∑
i
wiΩ
x,2
i
 Ω
x
1
...
Ωxn
 , E3 = 1√∑
i
√
wiΩ
y,2
i
 Ω
y
1
...
Ωyn
 .
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on obtient A1E1 = aE2, A2E1 = aE3 avec a =
√∑
iwiΩ
x,2
i =
√∑
iwiΩ
y,2
i . L’e´galite´
√∑
iwiΩ
x,2
i =√∑
iwiΩ
y,2
i vient de la construction de la formule de quadrature qui impose∑
i
wiΩi ⊗Ωi = DÎd
avec D = 13 ou D =
1
2 , afin d’obtenir la limite de diffusion de l’e´quation de transport.
Remarque 4.4.1. En dimension un, les mode`les Sn (avec les points de quadrature de Gauss-Legendre)
diagonalise´s dans la base de la matrice R sont e´gaux aux mode`les Pn.
4.4.2 De´composition « diffusive - non diffusive » : application au mode`le S2 en 2D
Le sche´ma est simple, il suffit d’utiliser un des sche´mas « asymptotic preserving » (par exemple les
sche´mas JL-(a), JL-(b) ou` P1-MPFA) pour la partie « diffusive » et un sche´ma aux areˆtes, upwind ou
Rusanov pour la partie restante. On propose de construire le sche´ma pour ce mode`le S2 en utilisant
un sche´ma upwind pour la partie « non diffusive » . On commence par de´finir le mode`le S2
∂tU +
1
ε
A1∂xU +
1
ε
A2∂yU = − σ
ε2
RU, (4.59)
avec
A1 =

1 0 0 0
0 0 0 0
0 0 −1 0
0 0 0 0
 , A2 =

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 −1
 , R =

3
4 −14 −14 −14
−14 34 −14 −14
−14 −14 34 −14
−14 −14 −14 34
 . (4.60)
La limite de diffusion est donne´e par
∂tE − div
(
1
2σ
E
)
= 0
et E =
1
4
4∑
i=1
Ui. La matrice de passage Q compose´e des vecteurs propres de R, et D la matrice
diagonale sont donne´es par
Q =

1
2
1√
2
0 12
1
2 0
1√
2
−12
1
2 − 1√2 0
1
2
1
2 0 − 1√2 −
1
2
 , D =

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 .
Soit E1 =
1
2(1, 1, 1, 1) le vecteur propre norme´ associe´ a` la valeur propre 0, et E2 =
1√
2
(1, 0,−1, 0),
E3 =
1√
2
(0, 1, 0,−1), E4 = 12(1,−1, 1− 1) les vecteurs propres norme´s associe´s a` la valeur propre 1. Il
est trivial de ve´rifier que A1E1 =
1√
2
E2, A2E1 =
1√
2
E3.
A pre´sent, on applique un changement de variable. On pose V = QtU. Le nouveau syste`me est donc
∂tV +
1
ε
A
′
1∂xV +
1
ε
A
′
2∂yV = −
σ
ε2
DV, (4.61)
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avec
A
′
1 = Q
tA1Q =

0 1√
2
0 0
1√
2
0 0 1√
2
0 0 0 0
0 1√
2
0 0
 , A′2 = QtA2Q =

0 0 1√
2
0
0 0 0 0
1√
2
0 0 − 1√
2
0 0 − 1√
2
0
 ,
et
V =

1
2(U1 + U2 + U3 + U4)
1√
2
(U1 − U3)
1√
2
(U2 − U4)
1
2(U1 + U3 − U2 − U4)
 .
Ces matrices se de´composent de la fac¸on suivante
A
′
1 = P1,x +A
∗
1, A
′
2 = P1,y +A
∗
2.
La matrice P1,x est de´finie par P1,x,12 =
1√
2
, P1,x,21 =
1√
2
et P1,x,ij = 0 pour (i, j) 6= (1, 2) et
(i, j) 6= (2, 1).
La matrice P1,y est de´finie par P1,y,13 =
1√
2
, P1,y,31 =
1√
2
et P1,y,ij = 0 pour (i, j) 6= (1, 3) et
(i, j) 6= (3, 1).
A partir de la` on peut introduire le sche´ma upwind a` l’aide des parties positive et ne´gative de G∗n =
A∗1nx +A∗2ny.
Proposition 4.8. La matrice G∗n a pour valeur propre (0, 0, 1√
2
,− 1√
2
) et pour matrice de passage
P =

0 1 0 0
nx 0 ny nx
−ny 0 nx −ny
−||n|| 0 0 ||n||
 .
De´monstration. La matrice G∗n s’e´crit
G∗n =
1√
2

0 0 0 0
0 0 0 nx
0 0 0 −ny
0 nx −ny 0
 .
Son polynoˆme caracte´ristique se re´duit a`
Det(G∗n− λÎd) = λ2(λ2 − 1
2
)
Le spectre ρ de la matrice G∗ est donne´ par ρ(G∗n) = (0, 0,− 1√
2
, 1√
2
). Pour conclure il suffit de calculer
les vecteurs propres.
Les parties positive et ne´gative de Gn ne´cessaires a` la construction du sche´ma upwind sont donne´es
par
G+n =
1
2
√
2

0 0 0 0
0 nxnx −nxny nx
0 −nxny nyny −ny
0 nx −ny 1
 , G−n = 12√2

0 0 0 0
0 −nxnx nxny nx
0 nxny −nyny −ny
0 nx −ny −1
 .
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Une fois le sche´ma upwind construit pour la partie « non diffusive » de la de´composition, il suffit de
choisir un sche´ma « asymptotic preserving » pour la partie « diffusive » . On obtient donc le sche´ma
nume´rique suivant :
De´finition 4.4.1 (Sche´ma nume´rique pour le mode`le S2). On applique le changement de variable
V = QtU.
On applique ensuite le sche´ma nume´rique semi-discret :
|Ωj | ∂tV1,j + 1√
2ε
Fdiv = 0,
|Ωj | ∂tV2,j + 1
ε
(
1√
2
Fxgrad +
∑
k
ljk(Gn
+
jkVj)2 +
∑
k
ljk(Gn
−
jkVk)2
)
= −SjV2,j ,
|Ωj | ∂tV3,j + 1
ε
(
1√
2
Fygrad +
∑
k
ljk(Gn
+
jkVj)3 +
∑
k
ljk(Gn
−
jkVk)3
)
= −SjV3,j ,
|Ωj | ∂tV4,j + 1
ε
(∑
k
ljk(Gn
+
jkVj)4 +
∑
k
ljk(Gn
−
jkVk)4
)
= − |Ωj | σ
ε2
V4,j .
(4.62)
ou` les matrices Gn−jk, Gn
+
jk repre´sentent les parties ne´gative et positive de Gnjk. On note les flux
nume´riques et la discre´tisation du terme source associe´s au sche´ma « asymptotic preserving » pour
l’e´quation de la chaleur hyperbolique : Fdiv, Fgrad et Sj.
Pour finir
U = QV.
Les sche´mas « asymptotic preserving » pre´sente´s dans le chapitres deux et trois sont construits pour
l’e´quation de la chaleur hyperbolique. Les vitesses d’ondes et l’e´tat stationnaire du syste`me associe´s a`
la partie « diffusive » e´tant diffe´rents de ceux associe´s a` l’e´quation de la chaleur hyperbolique, il faut
de´river a` nouveau le sche´ma « asymptotic preserving » pour le syste`me associe´ a` la partie « diffusive ».
Dans ce cas cela revient a` multiplier σ par dans
√
2 dans les flux « asymptotic preserving » .
4.5 Discre´tisation en temps
La me´thode de de´composition pre´ce´demment introduite permet d’obtenir des discre´tisations spa-
tiales valides en re´gime de diffusion. La stabilite´ du sche´ma complet obtenu de´pend, elle, des conditions
de stabilite´ des sche´mas utilise´s pour discre´tiser chaque syste`me de la de´composition. Certains sche´mas
« asymptotic preserving » pour la partie diffusive ainsi que les sche´mas classiques pour la partie non
diffusive admettent des conditions CFL de´pendantes de ε. Pour re´gler ce proble`me on peut utiliser une
version implicite de ces sche´mas ou bien, comme dans le cas de l’e´quation de la chaleur hyperbolique,
construire des sche´mas semi-implicites stables sous une condition CFL optimale. On commencera par
e´tudier la discre´tisation implicite de la de´composition « diffusive non-diffusive » . Par la suite on pro-
posera une modification de la de´composition afin d’obtenir des sche´mas semi-implicites stables sous
une condition CFL inde´pendante de ε.
4.5.1 Discre´tisation implicite
Dans un premier temps, on propose d’e´tudier la stabilite´ de la discre´tisation implicite en temps
associe´e a` la « diffusive - non diffusive » d’un syste`me de Friedrichs. On re´sout le syste`me suivant
∂tU +
1
ε
A1∂xU +
1
ε
A2∂yU = − σ
ε2
RU. (4.63)
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Afin d’obtenir une discre´tisation « asymptotic preserving » on applique la de´composition « diffusive-
non diffusive » Soit Q la matrice compose´e des vecteurs propres de R, V = QtU, A′1 = QtA1Q et
A
′
2 = Q
tA2Q. Le syste`me associe´ a` la de´composition « diffusive-non diffusive » est donne´ par
∂tV +
1
ε
(P1,x∂xV + P1,y∂yV) +
1
ε
(A∗1∂xV +A
∗
2∂yV) = −
σ
ε2
DV, (4.64)
avec P1,x, P1,y des matrices de´finies par (4.39) et A
∗
1 = A
′
1 − P1,x, A∗1 = A
′
1 − P1,y. La partie diffusive
est de´crite par le syste`me
∂tV +
1
ε
(P1,x∂xV + P1,y∂yV) = − σ
ε2
D
′
V (4.65)
avec D
′
de´finie par D
′
22 = D
′
33 = 1 et D
′
ii = 0 i 6= 2 et i 6= 3. On discre´tise le syste`me (4.65) avec un
sche´ma « asymptotic preserving » stable en norme L2. On pose Vh le vecteur des inconnues de´fini par
Vh = (Vj=1, ....,Vj=n), M la matrice diagonale compose´e des volumes de mailles. Le sche´ma implicite
pour le syste`me (4.65) est de´fini par
MVn+1h = MV
n
h + ∆tPhV
n+1
h ,
avec Ph la matrice de discre´tisation spatiale, telle que (X, PhX) ≤ 0, ou X ∈ Rn×nc et nc correspond
au nombre de mailles. La stabilite´ en norme L2 du sche´ma implicite de´rive de l’ine´galite´ (X, PhX) ≤ 0.
De la meˆme fac¸on on de´finit le syste`me associe´ a` la partie « non diffusive »
∂tV +
1
ε
(A∗1∂xV +A
∗
2∂yV) = −
σ
ε2
D
′′
V, (4.66)
avec D
′′
de´finie par D
′′
11 = D
′′
22 = D
′′
33 = 0 et D
′′
ii = 1 i ≥ 4. Le syste`me (4.66) est discre´tise´ avec un
sche´ma de volumes finis classique comme le sche´ma upwind ou le sche´ma de Rusanov stable en norme
L2, de´fini par
MVn+1h = MV
n
h + ∆tAhV
n+1
h ,
avec (X, AhX) ≤ 0.
Proposition 4.9. Soit Vh le vecteur des inconnues et M la matrice diagonale compose´e des volumes
de mailles. Soit Ph la matrice de la discre´tisation spatiale du sche´ma « asymptotic preserving » pour
le syste`me (4.65) telle que (X, PhX) ≤ 0. Soit Ah la matrice de la discre´tisation spatiale du sche´ma
pour le syste`me (4.66) telle que (X, AhX) ≤ 0. Le sche´ma implicite
MVn+1h = MV
n
h + ∆tPhV
n+1
h + ∆tAhV
n+1
h ,
pour le syste`me (4.64), est stable en norme L2(D).
De´monstration. On part du sche´ma implicite
MVn+1h = MV
n
h + ∆tPhV
n+1
h + ∆tAhV
n+1
h .
On multiplie par Vn+1 pour obtenir
(MVn+1h ,V
n+1
h ) = (MV
n
h ,V
n+1
h ) + ∆t(PhV
n+1
h ,V
n+1
h ) + ∆t(AhV
n+1
h ,V
n+1
h ).
Pour conclure on utilise les ine´galite´s (Vn+1h , PhV
n+1
h ) ≤ 0, (Vn+1h , AhVn+1h ) ≤ 0 et l’ine´galite´ de
Cauchy-Schwarz pour obtenir que
||Vn+1||L2 ≤ ||Vn||L2 .
avec ||Vn+1||L2 =
∑
j |Ωj |(Vn+1j ,Vn+1j ).
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4.5.2 Discre´tisation semi-implicite
Afin d’obtenir une discre´tisation temporelle non contrainte par ε, on peut aussi utiliser un sche´ma
semi-implicite. En s’inspirant du travail re´alise´ dans le chapitre deux, on propose de construire une
discre´tisation semi-implicite de la de´composition « diffusive - non diffusive » stable sous une condition
CFL inde´pendante de ε. Dans le chapitre un on a montre´ que le sche´ma de Jin-Levermore en 1D admet
une CFL explicite
∆t
(
1
ε∆x
+
σ
ε2
)
≤ 1. (4.67)
Le sche´ma de Gosse-Toscani, lui, est stable en norme L∞ sous la condition CFL
∆t
(
M
ε∆x
+
Mσ
ε2
)
≤ 1,
avec M =
2ε
2ε+ σ∆x
. Cette condition CFL est e´quivalente a` ∆t
(
1
ε∆x
)
≤ 1. Cela vient du fait que
le facteur M de´raidit le sche´ma. Le principe est le meˆme en dimension deux. Si on discre´tise le terme
source dans le sche´ma JL-(a) (2.98)-(2.100) on ne peut obtenir une CFL inde´pendante de ε. Par contre
le sche´ma de Gosse-Toscani en dimension un ainsi que la reformulation du sche´ma JL-(b) (2.104) avec
une discre´tisation du terme source implicite sont stables sous la condition CFL suivante
∆t
(
1
ε∆x+ σ
∆x2
)
≤ 1. (4.68)
Afin d’obtenir une condition CFL de stabilite´ du sche´ma inde´pendante de ε en pratique pour un
syste`me de Friedrichs, on propose de modifier les sche´mas upwind ou de Rusanov discre´tisant la phase
« non diffusive » afin que la condition CFL de ces sche´mas soit du meˆme ordre que (4.68). Pour cela, on
propose de « de´raidir » le sche´ma a` l’aide du coefficient M du meˆme type que ceux qui interviennent en
dimension un, puis a` impliciter le terme source. Puisque le facteur M est discre´tise´ aux interfaces, il est
aussi inte´ressant de discre´tiser le coefficient de relaxation
σ
ε2
aux interfaces. Le roˆle de la modification,
a` l’aide du coefficient M des sche´mas classiques pour la partie « non diffusive » est simplement de
de´raidir les sche´mas afin d’obtenir une CFL optimale. Par contre, les modifications introduites afin
d’obtenir les sche´mas « asymptotic preserving » pre´sente´s dans les chapitres deux et trois contiennent
des informations ge´ome´triques qui permettent d’obtenir un sche´ma limite consistant. Afin d’expliquer
cette modification, on propose un sche´ma modifie´ pour le mode`le S2.
De´finition 4.5.1 (Sche´ma « asymptotic preserving » semi-implicite pour le mode`le S2). On applique
le changement de variable
Vn = QtUn.
138
On applique ensuite le sche´ma
|Ωj |
V n+11,j − V n1,j
∆t
+
1√
2ε
Fdiv = 0
|Ωj |
V n+12,j − V n2,j
∆t
+
1
ε
(
1√
2
Fxgrad +
∑
k
ljkMjk(Gn
+
jkVj)
n
2 +
∑
k
ljkMjk(Gn
−
jkVk)
n
2
)
= −SjV n+12,j ,
|Ωj |
V n+13,j − V n3,j
∆t
+
1
ε
(
1√
2
Fygrad +
∑
k
ljkMjk(Gn
+
jkVj)
n
3 +
∑
k
ljkMjk(Gn
−
jkVk)
n
3
)
= −SjV n+13,j ,
|Ωj |
V n+14,j − V n4,j
∆t
+
1
ε
(∑
k
ljkMjk(Gn
+
jkVj)
n
4 +
∑
k
ljkMjk(Gn
−
jkVk)
n
4
)
= − |Ωj |
(
1
N(j)
∑
kMjk
σjk
ε2
)
V n+14,j .
(4.69)
On note les flux nume´riques et la discre´tisation du terme source associe´s au sche´ma « asymptotic
preserving » pour l’e´quation de la chaleur hyperbolique : Fdiv, Fgrad et Sj. Le facteur Mjk est de´fini
par Mjk =
2
√
2ε
2
√
2ε+2σjk(djk+dkj)
.
Pour finir
Un+1 = QVn+1.
4.6 Re´sultats nume´riques
Dans cette dernie`re partie, on expose des re´sultats nume´riques pour les deux syste`mes pre´ce´dem-
ment introduits, le mode`le P3 et le mode`le S2. La partie « diffusive » de la de´composition est discre´tise´e
a` l’aide des sche´mas JL-(a) (2.98)-(2.100) et JL-(b) (2.99)-(2.100). On peut aussi utiliser le sche´ma P1-
MPFA ou n’importe quel autre sche´ma « asymptotic preserving » valide pour l’e´quation de la chaleur
hyperbolique.
4.6.1 Re´sultats nume´riques pour le mode`le S2
On re´sout le syste`me S2 de´fini par (4.59)-(4.60) a` l’aide du sche´ma (4.62) ou les flux « asymptotic
preserving » sont donne´s par le sche´ma JL-(b) (2.99)-(2.100). On de´finit E = 14
∑4
i=1 Ui avec Ui la
ie`me composante du vecteur U.
Limite de diffusion
Soit SF (t) la solution fondamentale de la chaleur avec un coefficient de diffusion de 1/2. Les
conditions initiales sont donne´es par Ui(t = 0,x) = SF (0.01). La solution de diffusion est donne´e par
Ui(t,x) = SF (0.01 + Tf ) avec Tf = 0.01. A ce temps final la solution est ne´gligeable au bord. On
compare la solution de diffusion et la solution nume´rique du mode`le S2 pour la variable E(t,x) =
1
4
∑4
i=1 Ui(t,x).
Les tableaux (4.1)-(4.2)-(4.3)-(4.4)-(4.5)-(4.6) donnent les ordres de convergence du sche´ma en
limite de diffusion pour plusieurs valeurs de ε et pour plusieurs maillages.
On remarque que l’ordre de convergence est proche de l’ordre de convergence du sche´ma limite. On
remarque aussi que lorsque ∆xε = O(1) l’ordre de convergence descend lentement. Les explications
possibles sont les meˆmes que celles apporte´es dans la section re´sultats nume´riques du chapitre deux.
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Nombre de cellules /ε ε = 10−3 ε = 10−4 ε = 10−6 ε = 10−7
40-80 2.00 1.98 1.99 1.99
80-160 1.80 1.97 2. 2
160-320 1.69 1.97 2.01 2.01
Table 4.1 – Re´sultats de convergence pour le mode`le S2 sur maillage Carte´sien
Nombre de cellules /ε ε = 10−3 ε = 10−4 ε = 10−6 ε = 10−7
40-80 1.92 1.99 2.00 2.00
80-160 1.88 2.02 2.03 2.03
160-320 1.76 2.01 2.04 2.03
Table 4.2 – Re´sultats de convergence pour le mode`le S2 sur maillage Carte´sien ale´atoire
Nombre de cellules /ε ε = 10−3 ε = 10−4 ε = 10−6 ε = 10−7
40-80 1.89 1.96 1.96 1.96
80-160 1.84 1.94 1.96 1.96
160-320 1.79 1.97 1.99 1.99
Table 4.3 – Re´sultats de convergence pour le mode`le S2 sur maillage « smooth »
Nombre de cellules/ε ε = 10−3 ε = 10−4 ε = 10−6 ε = 10−7
40-80 1.89 1.96 1.96 1.96
80-160 1.84 1.94 1.96 1.96
160-320 1.79 1.97 2.00 1.99
Table 4.4 – Re´sultats de convergence pour le mode`le S2 sur maillage de Kershaw
Nombre de cellules /ε ε = 10−3 ε = 10−4 ε = 10−6 ε = 10−7
40-80 1.98 2.02 2.02 2.02
80-160 1.91 1.99 2.00 2.00
160-320 1.83 2.01 2.01 2.01
Table 4.5 – Re´sultats de convergence pour le mode`le S2 sur maillage triangulaire re´gulier
Nombre de cellules /ε ε = 10−3 ε = 10−4 ε = 10−6 ε = 10−7
40-80 1.65 1.65 1.65 1.65
80-160 1.39 1.38 1.38 1.38
160-320 1.26 1.25 1.25 1.25
Table 4.6 – Re´sultats de convergence pour le mode`le S2 sur maillage triangulaire ale´atoire
Cas test de transport
Cas test 1
On initialise U1(x, t = 0) = g(x) = χ[0.4,0.6]2(x) ou` χ est la fonction indicatrice. Les autres variables
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sont initialise´es a` 0. On prend σ = 0 et ε = 1. La solution est alors donne´e par U1(x, t) = g(x − at)
avec a = (1, 0) et Ui(t,x) = 0 pour i > 1. Comme la condition initiale est discontinue on s’attend a`
constater un ordre proche de 0.5 en norme L1. On choisit comme temps final Tf = 0.1. Le tableau des
maillage ordre 40-80 80-160 160-320
maillage carte´sien 0.45 0.48 0.51
maillage bruite´ quad. 0.47 0.48 0.50
maillage « smooth » 0.47 0.46 0.47
maillage triang re´gulier 0.48 0.48 0.48
maillage triang bruite´ 0.49 0.47 0.47
Kershaw 0.38 0.42 0.43
Table 4.7 – Ordre de convergence pour le cas test 1 de transport sur diffe´rents maillages.
ordres de convergence (4.7) montre que le sche´ma converge avec un ordre proche de l’ordre the´orique
de 0.5 pour une solution discontinue.
Remarque 4.6.1. Le sche´ma ne pre´serve pas exactement la nullite´ des variables U2, U3 et U4 en
raison du changement de variable duˆ a` la diagonalisation du syste`me, qui lie les variables Ui entre
elles.
Cas test 2
Soit G(x) une gaussienne. Les conditions initiales sont donne´es par Ui(x, t = 0) = G(x) et les pa-
rame`tres sont de´finis par σ = 0 et ε = 1. La solution correspond alors a` l’advection de ces quatre
Gaussienne aux quatre vitesses (0, 1), (0,−1), (1, 0) et (−1, 0). Le temps final est 0.2. On compare les
solutions exacte et approche´e pour la variable E = 14
∑
i=1 U
4
i . On constate que le sche´ma converge a`
Figure 4.1 – En rouge la courbe de l’erreur nume´rique sur maillage Carte´sien (a` gauche) et pour
maillage ale´atoire (a` droite). En vert la courbe de 1/h.
l’ordre 1. Par contre on constate que le sche´ma est tre`s diffusif pour ce cas test.
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Cas test 3
On e´tudie la solution fondamentale du mode`le S2. Les donne´es initiales sont Ui(t = 0, x) = δ0.5,0.5
avec δ une masse de Dirac. Les parame`tres sont de´finis par ε = 1 et σ = 1. La solution correspond a`
Ui(t = 0, x) = δ0.5−vi,xt,0.5−vi,yt avec v1 = (0, 1), v2 = (0,−1), v3 = (1, 0) et v1 = (−1, 0). Le cas test
est re´solu sur maillage ale´atoire. On remarque sur la figure (4.2) que les quatre fonctions de Dirac sont
Figure 4.2 – Solution fondamentale. On trace la quantite´ E(t,x) =
∑4
i=1 U
i(t,x)
bien advecte´es a` la bonne vitesse. Cependant on remarque que la me´thode est assez diffusive a cause
du couplage nume´rique re´alise´ entre les e´quations par la diagonalisation du syste`me.
4.6.2 Re´sultats nume´riques pour le mode`le P3
On re´sout le mode`le P3 de´fini par (4.52)-(4.53)-(4.54)-(4.55) a` l’aide du sche´ma (4.69). Pour la
partie « diffusive », on utilise le sche´ma JL-(b) (2.99)-(2.100).
Limite de diffusion
Soit SF (t) la solution fondamentale de la chaleur avec un coefficient de diffusion de 13 . Les conditions
initiales sont donne´es par U1(x, t = 0) = SF (0.01) et Ui(x, t = 0) = 0 pour i > 1. La solution de
diffusion est donne´e par U1(x, t) = SF (0.01 + Tf ) et Ui(x, t) = 0 pour i > 1. Le temps final est
Tf = 0.01. A` ce temps la solution est nulle au bord.
Nombre de cellules /ε ε = 10−3 ε = 10−4 ε = 10−6 ε = 10−7
40-80 1.89 1.97 1.98 1.98
80-160 1.82 1.97 1.99 1.99
160-320 1.70 1.96 1.99 2.00
Table 4.8 – Re´sultats de convergence pour le mode`le P3 sur maillage Carte´sien
Les tableaux de convergence (4.8)-(4.9)-(4.10)-(4.11)-(4.12)-(4.13) montrent que le sche´ma propose´
converge avec les meˆmes ordres de convergence que les sche´mas pour le mode`le P1. Les remarques
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Nombre de cellules /ε ε = 10−3 ε = 10−4 ε = 10−6 ε = 10−7
40-80 1.89 1.95 1.95 1.95
80-160 1.87 1.99 2.00 2.00
160-320 1.77 2.01 2.03 2.03
Table 4.9 – Re´sultats de convergence pour le mode`le P3 sur maillage Carte´sien ale´atoire
Nombre de cellules /ε ε = 10−3 ε = 10−4 ε = 10−6 ε = 10−7
40-80 1.99 2.05 2.06 2.06
80-160 1.88 2.00 2.01 2.01
160-320 1.76 1.98 2.01 2.01
Table 4.10 – Re´sultats de convergence pour le mode`le P3 sur maillage ”smooth”
Nombre de cellules /ε ε = 10−3 ε = 10−4 ε = 10−6 ε = 10−7
40-80 1.86 1.88 x 1.92
80-160 1.85 1.94 x 1.95
160-320 1.83 1.97 x 1.99
Table 4.11 – Re´sultats de convergence pour le mode`le P3 sur maillage de Kershaw
Nombre de cellules /ε ε = 10−3 ε = 10−4 ε = 10−6 ε = 10−7
40-80 1.98 2.01 2.02 2.02
80-160 1.92 2.00 2.00 2.00
160-320 1.81 1.99 2.00 2.00
Table 4.12 – Re´sultats de convergence pour le mode`le P3 sur maillage triangulaire re´gulier
Nombre de cellules /ε ε = 10−3 ε = 10−4 ε = 10−6 ε = 10−7
40-80 1.72 1.74 1.73 1.73
80-160 1.42 1.42 1.43 1.45
160-320 1.29 1.27 1.27 1.27
Table 4.13 – Re´sultats de convergence pour le mode`le P3 sur maillage triangulaire ale´atoire
exprime´es pre´ce´demment lors de l’analyse des cas test de convergence en re´gime de diffusion pour
l’e´quation de la chaleur hyperbolique ou` le mode`le S2 sont e´galement valables pour ce cas test.
Solution fondamentale
Afin de valider le sche´ma dans le re´gime de transport, on propose le cas test suivant. Le domaine
est de´fini par D = [0, 2.5]2. La condition initiale est donne´e par U1(0,x) = δ1.25,1.25, Ui(0,x) = 0 pour
i 6= 0. Pour finir ε = 1, σ = 1. La solution est donne´e dans [HMc11]- [Bru02]. La solution fondamentale
est compose´e des diffe´rentes ondes se´pare´es par des fonctions re´gulie`res ne´gatives en temps court et
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positives en temps long. On re´sout ce cas test en utilisant le sche´ma JL-(b)-stabilise´ (chapitre deux),
pre´sente´ a` la fin du second chapitre pour discre´tiser l’e´quation de la chaleur hyperbolique et un sche´ma
de Rusanov pour le syste`me qui n’intervient pas dans la limite de diffusion. La vitesse maximale du
mode`le P3 est approximativement 0.86. Le re´sultat nume´rique (4.3) montre que le sche´ma capture
correctement la vitesse maximale ainsi que la dynamique de la solution. En outre on montre que la
Figure 4.3 – On trace la premie`re quantite´ du mode`le P3 en fonction de x.
version stabilise´e du sche´ma du sche´ma JL-(b) couple´ avec la de´composition « diffusive - non diffusive »
n’admet pas de mode parasite.
Cas test du Treillis
On reprend le cas test du Treillis, issu de la neutronique, de´taille´ pour le mode`le P1 dans le chapitre
deux. On re´sout le mode`le P3 avec un terme source supple´mentaire −σaU1+Q sur la premie`re e´quation,
ou` σa est le coefficient d’absorption et Q est une source. Le domaine est un carre´ de taille 7. Le maillage
est un pavage de carre´s repre´sente´s sur la figure (2.16) introduite dans le chapitre deux. Dans le domaine
blanc et le carre´ central ( 2.16) σ = 1 et σa = 0. Dans les autres carre´s (2.16), les opacite´s sont de´finies
par σ = 0 et σa = 10. Tous les moments sont initialement nuls et la source vaut Q = 1. Le temps final
est de 3.2 secondes. La solution correspond aux solutions de re´fe´rence donne´ dans [Bru02].
4.7 Synthe`se
Dans le cas de mode`les hyperboliques syme´triques avec termes sources raides satisfaisant l’hy-
pothe`se (H3) et admettant une limite de diffusion scalaire, la de´composition entre l’e´quation de la
chaleur hyperbolique et un autre syste`me qui n’intervient pas en limite de diffusion, permet d’obtenir
un sche´ma « asymptotic preserving » . De plus, la difficulte´ lie´e a` la consistance ge´ome´trique du sche´ma
limite est entie`rement reporte´e sur la discre´tisation de l’e´quation de la chaleur hyperbolique. Dans le
cadre de l’approximation de transport on montre que l’on peut utiliser cette de´composition pour des
mode`les simplifie´s comme les syste`mes Pn et Sn. Dans le cadre des syste`mes Pn, cette de´composition
est naturelle. En effet, en re´gime de diffusion, seuls les deux premiers moments forment le re´gime li-
mite. Les autres moments sont ne´gligeables par rapport aux deux premiers moments. Pour les mode`les
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Figure 4.4 – Cas test Treillis pour le mode`le P3. On trace log10(E).
Sn, il suffit de remarquer que leur forme diagonalise´e est tre`s proche de la structure des mode`les Pn.
Puisque cette de´composition de´coule du fait que les moments d’ordre supe´rieur ne sont la` que pour
enrichir l’approximation du re´gime de transport et n’interviennent pas dans le re´gime de diffusion, on
peut supposer que la me´thode reste utilisable pour les mode`les de´rive´s des syste`mes Pn (par exemples
les mode`les PPn, FPn introduits dans le chapitre 1). La de´composition « diffusive - non diffusive »
permet donc d’obtenir des sche´mas consistants pour tous les re´gimes, pour les mode`les simplifie´s issus
du transport. En outre, a` l’aide d’une modification simple dans les sche´mas de Rusanov ou upwind
utilise´s pour le second syste`me, on peut obtenir une condition CFL inde´pendante de ε. Cependant,
cette me´thode est incomple`te notamment dans le cadre de la discre´tisation des mode`les Sn. En effet,
ces mode`les pre´servent la positivite´ des variables. Or la me´thode nume´rique propose´e ne pre´serve pas
la positivite´ des variables pour l’instant. Par ailleurs, selon le sche´ma utilise´ pour l’e´quation de la
chaleur hyperbolique, la positivite´ peut ne pas eˆtre pre´serve´e meˆme lorsque σ = 0.
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Troisie`me partie
Sche´mas « asymptotic preserving »
pour des mode`les non line´aires
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Chapitre 5
Mode`le P1 et couplage avec la matie`re
Lors de l’interaction entre la matie`re et un rayonnement, certaines particules sont absorbe´es puis
re´e´mises par le milieu dans une direction ale´atoire, ce qui provoque un e´change d’e´nergie. Ces me´ca-
nismes sont de´taille´s dans [Tur03]- [AG11]. Dans les e´quations du rayonnement, ces phe´nome`nes se
traduisent par un couplage raide et non line´aire entre le mode`le de rayonnement et l’e´quation de la
matie`re (exemple de couplage : l’e´quation de transfert radiatif (1.6)). La pre´sence de ces termes sources
induit une limite de diffusion diffe´rente de celle e´tudie´e lors des chapitres pre´ce´dents. On propose donc
d’e´tendre les sche´mas « asymptotic preserving » (de´crits pre´ce´demment) au cadre du couplage avec
la matie`re. On commence par e´tudier le mode`le P1 couple´ avec la matie`re, d’abord du point de vue
continu puis nume´riquement en 1D. Enfin, on proposera une extension en 2D, couple´e avec une discre´-
tisation en temps qui permet de traiter la raideur et la non line´arite´ de la relaxation entre la matie`re
et le rayonnement. Afin d’e´tudier ce me´canisme de fac¸on simplifie´e, on remplace les e´quations d’Euler
par une e´quation sur la tempe´rature qu’on introduira par la suite.
5.1 Mode`le P1 couple´ avec la matie`re et limite asymptotique
Tout d’abord quelques de´finitions : soit σ le coefficient de « scattering » ou de dispersion, σa le
coefficient d’absorption/e´mission des particules par la matie`re. On note T et ρ la tempe´rature et la
densite´ de la matie`re.
De´finition 5.1.1. Le mode`le P1 couple´ a` la matie`re conside´re´
∂tE + cdiv F = cσa(aT
4 − E),
∂tF +
c
3
∇E = −c(σ + σa)F,
∂t(ρCvT ) = cσa(E − aT 4).
(5.1)
avec a la constante de Stefan-Boltzmann, Cv la capacite´ calorifique de la matie`re et c la vitesse de la
lumie`re.
Il existe plusieurs limites asymptotiques pour le syste`me (5.1). En temps long, quand le phe´no-
me`ne d’absorption/e´mission domine par rapport aux collisions (« scattering » ), on parle de limite a`
l’e´quilibre car les tempe´ratures de la matie`re et du rayonnement s’e´quilibrent. Lorsque le phe´nome`ne
de « scattering » est dominant par rapport a` l’absorption, on parle alors de limite hors e´quilibre. Afin
d’e´tudier ces limites, on re´e´crit le syste`me avec le « scaling » en ε. Le parame`tre ε peut venir d’une
mise a` l’e´chelle du temps ou de la vitesse de la lumie`re.
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De´finition 5.1.2 (Limite a` l’e´quilibre). En utilisant le « scaling » t = εt, σa = εσa, σ = 0 on
obtient le syste`me suivant 
∂tE +
1
ε
div F =
σa
ε2
(aT 4 − E),
∂tF +
1
ε
∇E = −σa
ε2
F,
∂t(ρCvT ) =
σa
ε2
(E − aT 4).
(5.2)
La limite de diffusion de ce syste`me est
∂t(ρCvT + aT
4)− div
(
a
σa
∇T 4
)
= 0. (5.3)
On parle de limite a` l’e´quilibre.
Afin de simplifier les notations on remplace les quantite´s t et σa par t et σa. Pour obtenir l’e´qui-
valence entre les deux mode`les (5.1) et (5.2) on pose ε =
√
3
c , σa =
3
cσa et F =
√
3
c F.
De´monstration. La de´monstration formelle se fait a` l’aide d’un de´veloppement de Hilbert. On com-
mence par introduire les termes homoge`nes a` 1
ε2
et 1ε dans le de´veloppement de Hilbert.
1
ε2
: E0 = aT
4
0 , F0 = 0. (5.4)
1
ε
: div F0 = σa(aT
4
1 − E1), ∇E0 = −σaF1, σa(aT 41 − E1) = 0 (5.5)
Les termes homoge`nes a` 1
ε0
sont :
• ∂tE0 + div F1 = σa(aT 42 − E2).
• ∂tF0 +∇E1 = −σaF2 ⇐⇒ ∇E1 = −σaF2.
• ∂t(ρCvT0) = σa(E2 − aT 42 ).
Pour obtenir la limite de diffusion, on somme la premie`re et la troisie`me e´quations, on incorpore
∇E0 = −σaF1 et on utilise E0 = aT 40 .
Remarque 5.1.1. Lorsque le rayonnement est distribue´ selon une Planckienne (1.5), la tempe´rature
du rayonnement est donne´e par Tr = (E/a)
1
4 . Par conse´quent la limite a` l’e´quilibre revient a` Tr = T .
De´finition 5.1.3 (Limite hors e´quilibre). En utilisant le « scaling » t = εt ,σ = εσ et σa = 1εσa
on obtient le syste`me suivant 
∂tE +
1
ε
div F = σa(aT
4 − E),
∂tF +
1
ε
∇E = − σ
ε2
F− σaF,
∂t(ρCvT ) = σa(E − aT 4).
(5.6)
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La limite de diffusion de ce syste`me est
∂tE − div
(
1
σ
∇E
)
= σa(aT
4 − E),
∂t(ρCvT ) = σa(E − aT 4).
(5.7)
On parle de limite hors e´quilibre.
Afin de simplifier les notations on remplace les quantite´s t, σa et σ par t, σa et σ.
De´monstration. On utilise un de´veloppement de Hilbert.
1
ε2
: F0 = 0. (5.8)
1
ε
: div F0 = 0, ∇E0 = −σF1. (5.9)
Les termes homoge`nes a` 1
ε0
: sont
• ∂tE0 + div F1 = σa(aT 40 − E0).
• ∂tF0 +∇E1 = −σF2 − σF0 ⇐⇒ ∇E1 = −σF2.
• ∂t(ρCvT0) = σa(E0 − aT 40 ).
Pour obtenir la limite de diffusion, on incorpore ∇E0 = −σaF1 dans l’e´quation ∂tE0 + div F1 =
σa(aT
4
0 − E0).
La limite hors e´quilibre correspond a` celle e´tudie´e dans les chapitres pre´ce´dents, en effet les termes
sources d’e´changes ne modifient pas la structure du syste`me. On souhaite donc e´tendre les me´thodes
« asymptotic preserving » au cas de la limite a` l’e´quilibre.
5.2 Sche´mas « asympotic preserving » en 1D pour le couplage avec
la matie`re
Maintenant on propose d’e´tendre les sche´mas 1D de Jin-Levermore et Gosse-Toscani au mode`le
couple´ (5.2). La construction de sche´ma « asymptotic preserving » pour le mode`le P1 dans le cas de la
limite hors e´quilibre, ne´cessite de modifier les flux du sche´ma upwind classique. Dans cette e´tude on
souhaite de´terminer si la discre´tisation du mode`le couple´ et par conse´quent la modification des flux doit
eˆtre repense´e pour capturer la limite a` l’e´quilibre. Pour comprendre ceci, on commence par e´tendre,
sans modification les sche´mas « asymptotic preserving » , 1D au cas du couplage avec la matie`re.
5.2.1 Sche´mas de Jin-Levermore et Gosse-Toscani
On propose d’e´tudier le caracte`re « asymptotic preserving » du sche´ma de Jin-Levermore applique´
a` l’e´quation de la chaleur hyperbolique couple´ avec la matie`re
∂tE +
1
ε
∂xF =
σa
ε2
(aT 4 − E),
∂tF +
1
ε
∂xE = −σa
ε2
F,
∂t(ρCvT ) =
σa
ε2
(E − aT 4).
(5.10)
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avec E ∈ R+, F ∈ R et T ∈ R+. Pour utiliser des estimations de stabilite´ L∞ sur la solution continue
et simplifier la preuve de consistance on choisit ρCv = aT
3, par conse´quent le syste`me (5.10) devient
line´aire. Cette simplification permet malgre´ tout d’e´tudier les spe´cificite´s de la limite de diffusion a`
l’e´quilibre. Le sche´ma de Jin-Levermore couple´ avec une discre´tisation classique des termes sources
lie´s a` la matie`re s’e´crit
En+1j − Enj
∆t
+M
Fnj+1 − Fnj−1
2ε∆x
−ME
n
j+1 − 2Enj + Enj−1
2ε∆x
=
σa
ε2
(aT 4,nj − Enj ),
Fn+1j − Fnj
∆t
+
Enj+1 − Enj−1
2ε∆x
− F
n
j+1 − 2Fnj + Fnj−1
2ε∆x
= −σa
ε2
Fnj ,
(ρCvT )
n+1
j − (ρCvT )nj
∆t
=
σa
ε2
(Enj − aT 4,nj ).
(5.11)
avec M = 2ε2ε+∆xσa .
Afin d’e´tudier la consistance, on choisit des donne´es initiales proches de l’e´quilibre du syste`me :
||(∂ta∂xbE)(t = 0, x)|| < C1a,b, ||(∂ta∂xbT 4)(t = 0, x)|| < C2a,b, ||(∂ta∂xb)F (t = 0, x)|| < εC3a,b et
||(∂ta∂tb(E − T 4))(t = 0, x)|| < ε2C4a,b. Puisque que le syste`me couple´ (5.10) avec ρCv = a4T 3 est
line´aire et stable en norme L∞, ces estimations sont propage´es en temps avec de nouvelles constantes.
Lemme 5.1. L’erreur de consistance associe´e a` la deuxie`me e´quation du sche´ma de Jin-Levermore
(5.11) pour le mode`le (5.10) est O
(
∆x
ε + ∆t
)
, celle associe´e a` la premie`re e´quation O
(
∆x2 + ε∆x+ ∆t
)
et celle de l’e´quation sur la tempe´rature sont homoge`nes a` O(∆t).
De´monstration. L’e´tude de consistance utilise les meˆmes outils que pour les de´monstrations du cha-
pitre 1. L’erreur de consistance associe´e a` la premie`re e´quation de (5.11) est
cEnj =
E(xj , tn+1)− E(xj , tn)
∆t
+M
F (xj+1, tn)− F (xj−1, tn)
2ε∆x
−
M
E(xj+1, tn)− 2E(xj , tn) + E(xj−1, tn)
2ε∆x
− σa
ε2
(aT (xj , tn)
4 − E(xj , tn))
= ∂tE(xj , tn)+O(∆t)+M
∂xF (xj , tn) +O(ε∆x
2)
ε
−M∆x∂xxE(xj , tn) +O(∆x
3)
2ε
−σa
ε2
(aT (xj , tn)
4−E(xj , tn))
L’erreur de consistance ∂xF (xj , tn) +O(ε∆x
2) vient du fait que ∂xxF = O(ε).
cEnj =
(
∂tE(xj , tn) +
M
ε
∂xF (xj , tn)− M∆x
2ε
∂xxE(xj , tn)
)
−σa
ε2
(aT (xj , tn)
4 − E(xj , tn)) +O
(
M∆x2 +
M∆x3
2ε
+ ∆t
)
.
On re´e´crit la pre´ce´dente e´quation
cEnj =
(
∂tE(xj , tn) +
1
ε
∂xF (xj , tn)− 1−M
ε
∂xF (xj , tn)−
M∆x
2ε
∂xxE(xj , tn)− σa
ε2
(aT (xj , tn)
4 − E(xj , tn))
)
+O
(
M∆x2 +
M∆x3
2ε
+ ∆t
)
.
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Maintenant on utilise 1−M = Mσa∆x2ε , la relation sur les quantite´s continues
∂xxE = −σa
ε
∂xF − ε∂xtF = −σa
ε
∂xF +O(ε
2).
et la premie`re e´quation continue. On obtient donc
cEnj =
(
−M∆xσa
2ε2
+
M∆xσa
2ε2
)
∂xF +O
(
ε2M
2ε∆x
)
+O
(
M∆x2 +
M∆x3
2ε
+ ∆t
)
.
Enfin on remarque M ∆x
3
2ε = O(∆x
2). En outre M ≤ 1, par conse´quent ε2M2ε∆x = O(ε∆x) et O(M∆x2) =
O(∆xε). L’erreur de consistance cF pour la deuxie`me e´quation est
cFnj =
F (xj , tn+1)− F (xj , tn)
∆t
+
E(xj+1, tn)− E(xj−1, tn)
2ε∆x
−F (xj+1, tn)− 2F (xj , tn) + F (xj , tn)
2ε∆x
+
σa
ε2
F (xj , tn)
= (∂tF (xj , tn) +O(∆t)) +
(
∂xE(xj , tn)
ε
+O(
∆x2
ε
)
)
+O
(
∆x
ε
)
∂xxF (xj , tn) +
σa
ε2
F (xj , tn)
On utilise le fait que ∂xxF (xj , tn) = O(ε). Par conse´quent
cFnj = O
(
∆x2
ε
+ ∆x+ ∆t
)
.
Pour finir il est trivial de montrer que
cTnj = O(∆t).
On remarque que le sche´ma de Jin-Levermore pour l’e´quation de la chaleur hyperbolique couple´ a` la
matie`re est consistant avec les meˆmes estimations d’erreurs que pour l’e´quation sans couplage (section
1.3.3). Il capture donc correctement la limite de diffusion et est « asymptotic preserving » au sens
de la de´finition 1.3.3. Si on utilise le sche´ma de Gosse-Toscani, le sche´ma est aussi consistant puisque
seule la discre´tisation de la seconde e´quation est modifie´e. On introduit le sche´ma de Gosse-Toscani
avec couplage
En+1j − Enj
∆t
+M
Fnj+1 − Fnj−1
ε∆x
−ME
n
j+1 − 2Enj + Enj−1
ε∆x
=
σa
ε2
(aT 4,nj − Enj ),
Fn+1j − Fnj
∆t
+M
Enj+1 − Enj−1
ε∆x
−MF
n
j+1 − 2Fnj + Fnj−1
ε∆x
= −Mσa
ε2
Fnj ,
(ρCvT )
n+1
j − (ρCvT )j
∆t
=
σa
ε2
(Enj − aT 4,nj ).
(5.12)
Lemme 5.2. On choisit ρCv = aT
3 pour le mode`le (5.10). L’erreur de consistance associe´e a` la
premie`re e´quation du sche´ma de Gosse-Toscani (5.12) pour le mode`le (5.10) en 1D est O
(
∆x2 + ε∆x+ ∆t
)
et celle associe´e a` la seconde e´quation est (∆x+ ∆t).
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De´monstration. La consistance de la premie`re e´quation est donne´e par l’e´tude de consistance du
sche´ma de Jin-Levermore avec couplage (de´monstration lemme 5.1).
La consistance de la seconde e´quation est donne´e par l’e´tude de consistance du sche´ma de Gosse-
Toscani sans couplage (de´monstration lemme 1.10).
La consistance de la troisie`me e´quation est donne´e par l’e´tude de consistance du sche´ma de Jin-
Levermore avec couplage (de´monstration lemme 5.1).
Lemme 5.3. On suppose ρCv constant. Le sche´ma de Gosse-Toscani (5.12) pour le mode`le (5.10) ne
pre´serve pas le principe du maximum pour les quantite´s E − F , E + F , et T 4.
De´monstration. On pose u = E + F et v = E − F . Pour ces variables, le syste`me s’e´crit
un+1j − unj
∆t
+M
unj − unj−1
ε∆x
+M
σa
2ε2
(
unj − vnj
)
=
σa
2ε2
(
2aT 4,nj − (unj + vnj )
)
,
vn+1j − vnj
∆t
−M v
n
j+1 − vnj
ε∆x
+M
σ
2ε2
(−unj + vnj ) = σa2ε2 (2aT 4,nj − (unj + vnj )) ,
(ρCvT )
n+1
j − (ρCvT )nj
∆t
=
σa
2ε2
(
unj + v
n
j − 2aT 4,nj
)
.
par conse´quent
un+1j =
(
1−M ∆t
ε∆x
− (1 +M)2σa∆t
ε2
)
unj +M
∆t
ε∆x
unj−1 +
σa∆t
ε2
aT 4,nj + (M − 1)
(
σa∆t
2ε2
)
vnj ,
vn+1j =
(
1−M ∆t
ε∆x
− (1 +M)2σa∆t
ε2
)
vnj +M
∆t
ε∆x
vnj+1 +
σa∆t
ε2
aT 4,nj + (M − 1)
(
σa∆t
2ε2
)
unj ,
Tn+1j =
(
1− σa
ρCvε2
aT 3,nj
)
Tnj +M
σa
2ε2
unj +M
σa
2ε2
vnj .
(5.13)
Le sche´ma n’est pas stable car M − 1 ≤ 0 et donc des coefficients extra-diagonaux sont ne´gatifs.
Ces re´sultats montrent que les sche´mas de Jin-Levermore (5.11) et Gosse-Toscani (5.12) sont consis-
tants avec les meˆmes erreurs de consistance que pour le mode`le sans couplage. Par conse´quent le sche´ma
de Jin-Levermore (5.11) avec une discre´tisation classique des termes de couplage est « asymptotic pre-
serving » au sens de la de´finition (1.3.3). Le sche´ma de Gosse-Toscani (5.12) avec une discre´tisation
classique des termes de couplage est « asymptotic preserving » au sens de la de´finition (1.3.4). Par
contre, les deux sche´mas ne pre´servent pas le principe du maximum, il faut introduire des modifications
pour re´cupe´rer cette proprie´te´.
5.2.2 Sche´ma « asymptotic preserving » et principe du maximum
On propose une modification possible du sche´ma de Gosse-Toscani pour le proble`me (5.2) afin
d’obtenir un sche´ma « asymptotic preserving », pre´servant le principe du maximum. Afin d’obtenir un
sche´ma positif on propose de multiplier les termes sources de couplage par le facteur M et d’introduire
une viscosite´ nume´rique dans l’e´quation sur la tempe´rature qui permettra de conserver la consistance
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du sche´ma.
En+1j − Enj
∆t
+M
Fnj+1 − Fnj−1
2ε∆x
−ME
n
j+1 − 2Enj + Enj−1
2ε∆x
= M
σa
ε2
(aT 4,nj − Enj ),
Fn+1j − Fnj
∆t
+M
Enj+1 − Enj−1
2ε∆x
−MF
n
j+1 − 2Fnj + Fnj−1
2ε∆x
= −Mσa
ε2
Fnj ,
(ρCvT )
n+1
j − (ρCvT )nj
∆t
−MT
4,n
j+1 − 2T 4,nj + T 4,nj−1
2ε∆x
= M
σa
ε2
(Enj − aT 4,nj ),
(5.14)
avec M = 2ε2ε+2σa∆x .
Remarque 5.2.1. Le coefficient M est corrige´ en utilisant le meˆme genre de manipulation que dans
[BT10]. Cependant il est probable que cette manipulation ne suffise plus pour obtenir un sche´ma positif
et « asymptotic preserving » pour des opacite´s variables. Le sche´ma (5.14) est un exemple de sche´ma
« asymptotic preserving » positif, il existe d’autres possibilite´s qu’il serait utile d’e´tudier.
On commence par supposer que Cv = aT 3, ||(∂ta∂xbE)(t = 0, x)|| < Ca,b, ||(∂ta∂xbT 4)(t = 0, x)|| <
Ca,b, ||(∂ta∂xbF )(t = 0, x)|| < εCa,b et ||(∂ta∂tb(E − T 4))(t = 0, x)|| < ε2Ca,b. Par stabilite´ L∞ des
syste`mes hyperboliques line´aires en 1D, ces estimations sont propage´es en temps avec de nouvelles
constantes.
Lemme 5.4. Les erreurs de consistance associe´es aux seconde et troisie`me e´quations de (5.14) pour
le mode`le (5.10) en 1D avec Cv = a4T
3 sont O (∆x+ ∆t), et celle associe´e a` la premie`re e´quation
O
(
∆x2 + ε∆x+ ∆t
)
De´monstration. Afin de de´montrer la consistance du sche´ma (5.14), on propose le changement de
variable suivant : w = E+aT
4
2 et z =
E−aT 4
2 . Le mode`le continu (5.10) devient
∂tw +
1
2ε
∂xF = 0,
∂tF +
1
ε
∂x(w + z) = −σa
ε2
F,
∂tz +
1
2ε
∂xF = −2σa
ε2
z.
(5.15)
Les estimations sur les conditions initiales deviennent ||(∂ta∂xbw)(t = 0, x)|| < Ca,b, ||(∂ta∂xbF )(t =
0, x)|| < εCa,b et ||(∂ta∂tbz)(t = 0, x)|| < ε2Ca,b. Par stabilite´ L∞ des syste`mes hyperboliques line´aires
en 1D ces estimations sont propage´es en temps avec de nouvelles constantes.
Le sche´ma re´e´crit pour ces variables est
wn+1j − wnj
∆t
+M
Fnj+1 − Fnj−1
4ε∆x
−Mw
n
j+1 − wnj + wnj−1
2ε∆x
= 0,
Fn+1j − Fnj
∆t
+M
(w + z)nj+1 − (w + z)nj−1
2ε∆x
−MF
n
j+1 − 2Fnj + Fnj−1
2ε∆x
= −Mσa
ε2
Fnj ,
zn+1j − znj
∆t
+M
Fnj+1 − Fnj−1
4ε∆x
−M z
n
j+1 − 2znj + znj−1
2ε∆x
= −M 2σa
ε2
znj .
(5.16)
De la meˆme fac¸on que pour les autres de´monstrations de consistance, on injecte la solution de (5.15)
dans le sche´ma (5.16). On commence par de´finir l’erreur de consistance Cwnj de la premie`re e´quation
Cwnj = ∂tw(xj , tn) +O(∆t) +
M
2ε
∂xF (xj , tn) +O(M∆x
2)− M∆x
2ε
∂xxw(xj , tn).
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On fait intervenir la de´rive´e seconde sur la quantite´ z. Cela donne
Cwnj = ∂tw(xj , tn) +O(∆t) +
M
2ε
∂xF (xj , tn) +O(M∆x
2)− M∆x
2ε
(∂xxw(xj , tn)
+∂xxz(xj , tn)) +
M∆x
2ε
∂xxz(xj , tn).
On remarque que la solution satisfait (∂xxw + ∂xxz)(xj , tn) = 2σa∂tw(xj , tn) − ε∂t,xF (xj , tn) car
∂tw +
1
2ε∂xF = 0. On injecte cette e´quation dans l’erreur de consistance et on simplifie pour obtenir
Cwnj = (1−M)∂tw(xj , tn) +O(∆t) +O(M∆x2)−
M∆x
2ε
∂tw(xj , tn) +
M∆x
2ε
∂xxz(xj , tn).
Pour conclure, on remarque que z(xj , tn) = O(ε
2), F (xj , tn) = O(ε) et que 1−M − M∆xε = 0 (sans la
modification du coefficient M , cette e´quation est fausse). Par conse´quent on obtient
Cwnj = O(∆t+ ε∆x+ ∆x
2).
A` pre´sent on passe a` la seconde e´quation avec CFnj comme erreur de consistance. En injectant la
solution exacte on obtient
CFnj = ∂tF (xj , tn) +O(∆t) +
M
ε
(∂xw(xj , tn) + ∂xz(xj , tn)) +O
(
M∆x2
2ε
)
−M∆x
2ε
∂xxF (xj , tn) +
Mσ
ε2
F (xj , tn).
On obtient
CFnj = (1−M)∂tF (xj , tn) +O
(
M∆x2
2ε
)
− M∆x
2ε
F (xj , tn).
Enfin on utilise F (xj , tn) = O(ε),
M∆x2
2ε = O(∆x) et (1−M)ε = O(∆x) ce qui donne
CFnj = O(∆t+ ∆x).
On introduit Cznj l’erreur de consistance associe´e a` la troisie`me e´quation. On injecte la solution dans
l’e´quation
Cznj = (1−M)∂tz(xj , tn) +O(∆t)−
M∆x
2ε
∂xxz(xj , tn) +O
(
M∆x2
2ε
)
Il suffit d’utiliser z(xj , tn) = O(ε
2), F (xj , tn) = O(ε) pour conclure.
Maintenant on propose d’e´tudier la stabilite´ pour Cv ge´ne´ral, afin de montrer les difficulte´s induites
par la non-line´arite´ du couplage.
Lemme 5.5. Le sche´ma (5.14) satisfait le principe du maximum et stable en norme L∞ pour les
quantite´s u = E + F , v = E − F , T sous la CFL
max
(
∆t
ε∆x
,
∆t
ε∆x
ρCv
aT 3j
)
≤ 1.
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De´monstration. On commence par de´finir les invariants de Riemann u = E + F et v = E − F , le
syste`me (5.14) se re´e´crit sous la forme suivante
un+1j − unj
∆t
+M
unj − unj−1
ε∆x
+M
σa
2ε2
(
unj − vnj
)
= M
σa
2ε2
(
2aT 4,nj − (unj + vnj )
)
,
vn+1j − vnj
∆t
−M vj+1 − v
n
j
ε∆x
+M
σa
2ε2
(−unj + vnj ) = M σa2ε2 (2aT 4,nj − (unj + vnj )) ,
ρCv
Tn+1j − Tnj
∆t
−MT
4,n
j+1 − 2T 4,nj + T 4,nj−1
2ε∆x
= M
σa
2ε2
(
unj + v
n
j − 2aT 4,nj
)
par conse´quent
un+1j =
(
1−M ∆t
ε∆x
−Mσa∆t
ε2
)
unj +M
∆t
ε∆x
unj−1 +M
σa∆t
ε2
aT 4,nj ,
vn+1j =
(
1−M ∆t
ε∆x
−Mσa∆t
ε2
)
vnj +M
∆t
ε∆x
vnj+1 +M
σa∆t
ε2
aT 4,nj ,
Tn+1j =
(
1− M
∆tερCv
aT 3,nj −M
∆tσa
ε2ρCv
aT 3,nj
)
Tj +M
∆tσa
2ε2
unj +M
∆tσa
2ε2
vnj +
∆tM
2∆xε
aT 4,nj−1 +
∆tM
2∆xε
aT 4,nj+1.
(5.17)
On remarque que, sous la condition de positivite´
(
1−M ∆tε∆x −M σa∆tε2
) ≥ 0, un+1j est une combinaison
convexe de unj , u
n
j−1 et aT
4,n
j et v
n+1
j est une combinaison convexe de v
n
j , v
n
j+1 et aT
4,n
j . Par conse´quent
un+1j est majore´ par max(v
n
j , v
n
j−1, aT
4,n
j ) et u
n+1
j est majore´ par max(v
n
j , v
n
j+1, aT
4,n
j ). Donc on obtient
que les quantite´s u et v soient majore´es en tous temps par les donne´es initiales. Pour la tempe´rature
on obtient e´galement une combinaison convexe si
(
1− M∆tερCv aT
3,n
j −M σa∆tρCvε2aT
3,n
j
)
≥ 0.
On remarque que la condition CFL induite par le couplage de´pend de T 3 et de ε. Lorsque la
tempe´rature est importante ou que ε est petit la CFL devient re´dibitoire. En effet, la pre´sence du
terme 1
T 3
rend cette CFL encore plus contraignante que la CFL associe´ au mode`le sans couplage.
On peut s’attendre a` ce que cette de´pendance existe aussi pour les sche´mas de Jin-Levermore (5.11)
et de Gosse-Toscani (5.12) non modifie´s pour le couplage. Par conse´quent, il devient absolument
ne´cessaire de de´finir une discre´tisation temporelle semi-implicite ou implicite. On introduira ce type
de discre´tisation dans le cas de la dimension deux.
Pour re´sumer, cette e´tude 1D montre que l’utilisation d’un sche´ma « asymptotic preserving » pour
l’e´quation de la chaleur hyperbolique avec une discre´tisation classique des termes de couplage permet
d’obtenir un sche´ma « asymptotic preserving » sans modification supple´mentaire des flux.
5.3 Extension en dimension deux
Les re´sultats pre´ce´dents montrent que l’essentiel du travail ne´cessaire a` la construction d’un sche´ma
« asymptotic preserving » porte sur la discre´tisation du mode`le sans les termes de couplage. Par
conse´quent, on propose d’utiliser les sche´mas construits dans les chapitres deux et trois, couple´s a` une
discre´tisation en espace classique des termes de relaxation.
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5.3.1 Sche´ma semi-discret et limite asymptotique
On propose de montrer que le sche´ma JL-(a) semi-discret admet la bonne limite de diffusion d’un
point de vue formel. Le principe reste le meˆme pour le sche´ma JL-(b) ou pour les autres sche´mas.
Proposition 5.6. Le sche´ma JL-(a) pour le syste`me (5.2) est de´fini par
|Ωj | ∂tEj + 1
ε
∑
r
ljr(Fr,njr) = |Ωj | σa
ε2
(aT 4j − Ej),
|Ωj | ∂tFj + 1
ε
∑
r
Gjr = − |Ωj | σa
ε2
Fj ,
|Ωj | ∂t(ρCvTj) = |Ωj | σa
ε2
(Ej − aT 4j ).
(5.18)

Gjr = ljrEjnjr + α̂jr(Fj − Fr)− σa
ε
β̂jrFr,∑
j
α̂jr +
σa
ε
∑
j
β̂jr
Fr = ∑
j
ljrEjnjr +
∑
j
α̂jrFj .
(5.19)
avec α̂jr, β̂jr de´finis dans le chapitre un, est « asymptotic preserving » et admet le sche´ma limite
|Ωj | ∂t(ρCvTj + aT 4j ) +
∑
r
ljr(Fr,njr) = 0,
σa
∑
j
β̂jr
Fr = ∑
j
ljraT
4
j njr.
(5.20)
De´monstration. On e´crit le de´veloppement de Hilbert :
Ej = Ej,0 + εEj,1 + ε
2Ej,2 + o(ε
2),
Ejr = Gjr,0 + εGjr,1 + ε
2Gjr,2 + o(ε
2).
Le meˆme de´veloppement est fait pour toutes les variables. En les incorporant dans (5.33) on obtient
le terme proportionnel a` 1
ε2
:
|Ωj |σa(aT 4j,0 − Ej,0) = 0. (5.21)
Le terme proportionnel a` 1ε est∑
r
ljr(Fr,0,njr) = |Ωj |σa(aT 4j,1 − Ej,1). (5.22)
le terme proportionnel a` O(1) est
|Ωj |∂tEj,0 +
∑
r
ljr(Fr,1,njr) = σa(aT
4
j,2 − Ej,2). (5.23)
En utilisant la meˆme me´thode pour la deuxie`me e´quation on obtient trois termes
1
ε2
: Fj,0 = 0, (5.24)
1
ε
:
∑
r
Gjr,0 = −|Ωj |σaFj,1, (5.25)
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1ε0
: |Ωj |∂tFj,0 +
∑
r
Gjr,1 = −|Ωj |σaFj,2. (5.26)
Pour l’e´quation sur la tempe´rature matie`re le re´sultat est imme´diat on obtient que
−|Ωj |σa(aT 4j,0 − Ej,0) = 0, −|Ωj |σa(aT 4j,1 − Ej,1) = 0,
et que
|Ωj |∂tT 0j = −|Ωj |σa(aT 4j,2 − Ej,2) = 0. (5.27)
On ope`re aussi le de´veloppement classique dans le solveur nodal
1
ε
: σa
∑
j
β̂jr
Fr,0 = 0, (5.28)
et
1
ε0
:
∑
j
α̂jr
Fr,0 + σa
∑
j
β̂jr
Fr,1 (5.29)
=
∑
j
ljrEj,0njr +
∑
j
ljrnjr ⊗ njrFj,0.
En supposant que la matrice dans l’e´quation (5.28) soit inversible, (5.28) on montre Fr,0 = 0. Puisque
Fj,0 = 0 on obtient que Fr,1 est solution de
σa
∑
j
ljrnjr ⊗ (xr − xj)
Fr,1 = ∑
j
ljrEj,0njr.
Enfin il suffit de sommer (5.23) et (5.27) et utiliser le fait que Ej,0 = aT
4
j,0 par (5.21).
De fac¸on formelle on montre que le sche´ma capture une discre´tisation de la limite de diffusion,
lorsqu’on ajoute les termes de couplage comme cela avait de´ja e´te´ constate´ en dimension un. L’e´tude
du sche´ma de Gosse-Toscani modifie´ 1D a montre´ que la stabilite´ du sche´ma e´tait, elle, modifie´e
contrairement a` la consistance. La raideur de la condition CFL nous oblige donc a` construire des
sche´mas utilisant des discre´tisations temporelles diffe´rentes.
5.3.2 Sche´ma semi-implicite pour le mode`le P1 couple´ a` la matie`re
Dans cette section on souhaite e´tudier la fac¸on de traiter les termes de couplage entre le mode`le
P1 et l’e´quation sur la matie`re. Comme cela a e´te´ montre´ dans la section sur les sche´mas 1D pour le
couplage avec la matie`re, la condition CFL induite est tre`s restrictive notamment a` cause de sa forte
de´pendance envers la tempe´rature de la matie`re. On propose donc une discre´tisation semi-implicite
afin de lever cette contrainte. Enfin on e´tudiera le sche´ma total obtenu pour le mode`le (5.2). Le sche´ma
est base´ sur un « splitting » entre le mode`le P1 et les termes de couplage. La partie P1 est re´solue avec
les sche´mas pre´ce´demment introduits explicite ou semi-implicite (JL-(a), JL-(b), P1-MPFA etc). Seul
le sche´ma JL-(b) dans sa formulation semi-implicite donne une CFL inde´pendante de ε. Le couplage
est lui re´solu en utilisant une me´thode de point fixe que l’on de´taille maintenant.
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Point fixe pour le couplage
Afin d’e´viter une condition CFL de´pendante des variations de tempe´ratures, on propose d’utiliser
un sche´ma implicite pour les termes de relaxation en tempe´ratures du mode`le (5.2) : ∂tE =
σa
ε2
(aT 4 − E),
ρCv∂tT =
σa
ε2
(E − aT 4). (5.30)
La relaxation e´tant non line´aire on doit coupler un sche´ma d’Euler implicite avec une proce´dure de
point fixe.
On pose Θ = aT 4, La proce´dure de point fixe local associe´ a` la relaxation en tempe´rature s’e´crit de la
manie`re suivante
De´finition 5.3.1. 
Eq+1 − En
∆t
=
σa
ε2
(Θq+1 − Eq+1),
ρCvµ
qΘ
q+1 −Θn
∆t
=
σa
ε2
(Eq+1 −Θq+1),
(5.31)
Avec µq =
Tq−Tn
Θq−Θn .
Avant de continuer, plusieurs remarques. Tout d’abord cette proce´dure de point fixe est toujours
de´finie, car on peut de´singulariser µ en utilisant le fait que Θ est proportionnelle a` T 4. Dans ce cas
µq =
1
T 3 + T qT 2 + TT q,2 + T q,3
.
Cette proce´dure consiste a` re´soudre le syste`me de taille deux, Aqxq = bq avec
A =
 1 + ∆tσaε2 −∆tσaε2
−∆tσa
ε2
ρCvµ
q + ∆t
σa
ε2
 b = ( E
µqρCvΘ
)
.
Les coefficients diagonaux de la matrice e´tant positifs, les coefficients non-diagonaux e´tant ne´gatifs et
la somme des coefficients de chaque colonne e´tant positive, la matrice Aq est une M -Matrice. Elle est
donc inversible et garantit la positivite´ des variables a` chaque ite´ration du point fixe.
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5.3.3 Sche´ma semi-implicite par « splitting » pour le mode`le P1 couple´ avec la
matie`re
Comme dans le cas pre´ce´dent on propose de de´tailler l’algorithme de re´solution du syste`me couple´
(5.2) en utilisant le sche´ma JL-(a) pour la partie hyperbolique. La me´thode reste valide pour les autres
sche´mas, par exemple JL-b, P1-MPFA. On nomme E et Θ, les valeurs converge´es du point fixe.
Sche´ma de type « splitting » pour le mode`le P1 couple´
De´finition 5.3.2. Etape1 On commence par re´soudre le couplage avec l’algorithme
Eq+1j − Enj
∆t
=
σa
ε2
(Θq+1j − Eq+1j ),
Fq+1j − Fnj
∆t
= 0,
ρCvµ
q
Θq+1j −Θnj
∆t
=
σa
ε2
(Eq+1j −Θq+1j ),
(5.32)
avec les quantite´s Eqj , Θ
q
j , T
q
j qui convergent vers Ej, Θj et T j.
Etape 2 On re´sout la partie hyperbolique avec le sche´ma
|Ωj |
En+1j − Ej
∆t
+
1
ε
∑
r
ljr(Fr,njr) = 0
|Ωj |
Fn+1j − Fj
∆t
+
1
ε
∑
r
Gjr = − |Ωj | σa
ε2
Fj ,
|Ωj | ρCv
Tn+1j − T j
∆t
= 0,
(5.33)
avec 
Gjr = ljrEjnjr + α̂jr(Fj − Fr)− σa
ε
β̂jrFr,∑
j
α̂jr +
σa
ε
∑
j
β̂jr
Fr = ∑
j
ljrEjnjr +
∑
j
α̂jrFj .
(5.34)
Remarque 5.3.1. L’algorithme reste valide pour des mode`les de plus grande taille comme les mode`les
Pn. Il suffit d’utiliser un sche´ma « asymptotic preserving » pour la partie hyperbolique dans l’e´tape
deux.
5.4 Re´sultats nume´riques
Afin d’illustrer cette section nous regardons le comportement du sche´ma a` travers deux cas test. Il
s’agit de « Olson-Auer-Hall » [OAH99] et de « Marshak line´arise´ » [BCT08]- [B010]- [Tur03]. Il s’agit
de deux cas test en milieu semi-transparent (cas ou` la longueur caracte´ristique du milieu et σ sont du
meˆme ordre. Ces proble`mes sont invariants dans la direction y. Ils sont re´solus sur un domaine 2D,
cependant on ne tracera la solution que pour une seule valeur de y.
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Cas test de Olson-Auer-hall
Il s’agit de re´soudre le syste`me (5.1). Le domaine est [0 : 3]× [0 : 0.05].
• la densite´ matie`re ρ = 0.38214 g/cm3,
• Tr(t = 0,x) = T (t = 0,x) = 0.056234 keV,
• σ = 0 et σa = 3cT−3,
• Cv = 0.14361 Jerk/g/keV ,
• c = 299. cm/sh, ε =
√
3
c ,
• a = 0.01372 g/cm/sh2/keV 4.
Le cas consiste a` regarder l’e´volution des tempe´ratures de la matie`re et du rayonnement. Le milieu est
chauffe´ par le rayonnement issu d’un corps noir a` gauche. Plus le milieu devient chaud, plus l’opacite´
d’absorption augmente. Par conse´quent, les tempe´ratures du milieu et du rayonnement s’e´quilibrent.
La condition limite a` gauche est une condition de Dirichlet avec Tr = 1. Les temps trace´s figure (6.1)
sont t = 1c ,
3
c ,
10
c ,
30
c ,
100
c . Le sche´ma semi-implicite et le sche´ma explicite donnent les meˆmes re´sultats.
Figure 5.1 – La tempe´rature matie`re et la tempe´rature radiative pour les cinq temps choisis
pre´ce´demment. Les courbes bleu correspondent a` la tempe´rature radiative Tr. Les courbes rouges
correspondent a` la tempe´rature matie`re.
Pour ce cas test le sche´ma semi-implicite ne pre´sente pas d’avantage particulier car le terme aT
3
ρCv
est
assez faible.
Cas test de Marshak line´aire
Comme pre´ce´demment il s’agit d’un milieu chauffe´ par sa gauche. Le domaine est [0 : 10]×[0 : 0.05]
• la densite´ matie`re ρ = 1 g/cm3,
• Tr(t = 0,x) = T (t = 0,x) = 300 K,
• σ = 0 et σa = 3c ,
• Cv=0.001 Jerk/g/K,
• c = 2.99791010 cm/s, ε =
√
3.
c ,
• a = 7.55510−15 g/cm/s2/K.
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Les temps e´tudie´s sont t = 1.333 × 10−9, 1.333 × 10−8, 1.333 × 10−7 . On regarde dans ce cas le
syste`me (5.2) ainsi que 
∂tE − div
(
1
σa
∇E
)
=
σa
ε2
(aT 4 − E),
∂t(ρCvT ) =
σa
ε2
(E − aT 4).
(5.35)
afin de comparer les deux mode`les. On obtient une solution comparable aux solutions obtenues dans
Figure 5.2 – Courbes de la tempe´rature matie`re et de la tempe´rature radiative dans le cas du mode`le
de diffusion. Les courbes bleues correspondent a` la tempe´rature radiative Tr. Les courbes rouges
correspondent a` la tempe´rature matie`re.
les diffe´rentes e´tudes [Tur03]- [BCT08]- [B010]. Afin d’e´tudier le caracte`re « asymptotic preserving »
du sche´ma, on observe le comportement pour un faible nombre de mailles en re´gimes de diffusion. On
obtient un re´sultat du meˆme type (voir [BCT08]- [B010]). La figure (5.4) montre qu’avec un maillage
tre`s grossier, le sche´ma « asymptotic preserving » capture correctement la dynamique de l’onde de
chaleur. En outre les re´sultats sur maillages ale´atoire et Carte´sien sont sensiblement e´quivalents.
Correction ge´ome´trique du sche´ma GLACE
Les sche´mas aux noeuds base´s sur le sche´ma GLACE [CDDL09] ne de´rivent pas sur le sche´ma
acoustique standard (formalisme au areˆte) lorsqu’on est sur maillage carre´ ou rectangulaire. En effet,
le coefficient de diffusion nume´rique est diffe´rent pour les deux sche´mas. Pour les cas test pre´ce´dents
cette proprie´te´ empeˆche le sche´ma de donner des simulations comparables a` celles re´alise´es par le
sche´ma standard. En effet, au premier pas de temps, l’e´nergie qui rentre de´pend uniquement de la
diffusion nume´rique. Pour le sche´ma classique, le flux rentrant est donne´ par
h(Eb − E)
ε(2 + σεh)
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Figure 5.3 – Courbes de la tempe´rature matie`re et de la tempe´rature radiative dans le cas du mode`le
P1. Les courbes bleues correspondent a` la tempe´rature radiative Tr. Les courbes rouges correspondent
a` la tempe´rature matie`re.
et pour le sche´ma GLACE le flux entrant est donne´ par
h(Eb − E)
ε(
√
2 + σεh)
.
avec Eb la valeur au bord et h le pas de maillage. Par conse´quent, il existe un facteur constant entre
l’e´nergie qui entre dans le domaine a` la premie`re ite´ration entre le sche´ma classique et les sche´mas
aux noeuds. Ceci a pour conse´quence que les sche´mas « asymptotic preserving » aux noeuds base´s sur
le sche´ma GLACE surestime le´ge`rement, par rapport a` la me´thode classique, l’e´nergie qui rentre. Le
solveur classique re´solvant localement un proble`me de Riemann exact, on le choisit comme re´fe´rence
pour comparer l’e´nergie entrante. Afin de corriger ce de´faut on propose deux solutions : la premie`re
est de calculer exactement le flux a` l’interface et de fixer Fr en conse´quence, la seconde est d’utiliser
un correcteur ge´ome´trique qui permet de de´river sur le sche´ma acoustique sur grille de carre´s ou
rectangulaire. Ce correcteur est de´fini dans [CDDL09] de la fac¸on suivante : il suffit d’utiliser le
tenseur
α̂jr = µjljrnjr ⊗ njr,
avec µj =
|∑r|ljrnjr||
λj
et λj la plus grande valeur propre de la matrice
∑
r ljrnjr⊗njr. Avec ce correcteur
on retrouve les re´sultats donne´s par le sche´ma classique.
5.5 Synthe`se
Les re´sultats e´nonce´s dans ce chapitre tendent a` montrer que l’ajout du terme de couplage avec la
matie`re, ne pose pas de proble`me particulier pour la discre´tisation spatiale. En particulier, les sche´mas
« asymptotic preserving » construits pour les mode`les sans couplage reste « asymptotic preserving » au
sens de la de´finition (1.3.3). Par contre, pour la discre´tisation en temps, un travail supple´mentaire est
ne´cessaire. En effet, la raideur et la non-line´arite´ du syste`me de relaxation implique l’utilisation d’une
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Figure 5.4 – Courbes de la tempe´rature radiative au temps final. La croix rouge repre´sente la solution
sur un maillage Carte´sien et les carre´s repre´sentent la solution sur un maillage ale´atoire. h repre´sente
le pas du maillage.
discre´tisation implicite couple´e a` une me´thode de Newton. La me´thode pre´sente´e dans ce chapitre,
consiste a` impliciter uniquement le terme de relaxation, ce qui donne une me´thode de Newton locale
dans chaque maille. Il serait utile de construire des me´thodes comple`tement implicites et d’e´tudier
l’impact des termes de couplage sur le conditionnement des matrices et sur la convergence des me´thodes
de Newton.
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Chapitre 6
Discre´tisation du mode`le M1
Le mode`le M1 est un mode`le simplifie´, non line´aire pour le rayonnement approchant l’e´quation
de transport (1.6). Contrairement au mode`le P1 qui est obtenu en minimisant la norme L
2 sous
contrainte de conservation des moments (la norme L2 e´tant une entropie), le mode`le M1 de´rive de
la minimisation sous les meˆmes contraintes de l’entropie physique lie´e aux particules. Le mode`le M1
n’est pas une bonne approximation angulaire de l’e´quation de transport, cependant le mode`le pre´serve
la positivite´ de l’e´nergie, le re´gime de transport dans le vide et le fait que les photons ne peuvent
pas de´passer la vitesse de la lumie`re. Ces proprie´te´s font du mode`le M1 un candidat inte´ressant pour
approcher le proble`me de transport des photons. Dans un premier temps on e´tudie le mode`le M1 sans
terme de couplage avec la matie`re est donne´ par
∂tE +
1
ε
div F = 0,
∂tF +
1
ε
∇P̂ = − σ
2
F,
(6.1)
avec le tenseur de pression
P̂ =
1
2
(
(1− χ(f))Îd + (3χ(f)− 1) f ⊗ f||f ||
)
E,
le flux normalise´ f = F/E, et le tenseur d’Eddington χ(f) =
3 + 4||f ||2
5 + 2
√
4− 3||f ||2 .
Le mode`le M1 est un syste`me hyperbolique, syme´trisable. L’ide´e introduite dans [BD07] pour discre´ti-
ser le mode`le M1 consiste a` formuler le mode`le M1 comme un syste`me de la dynamique des gaz. Cette
formulation nous permet d’utiliser un sche´ma Lagrange+projection aux noeuds qui est adapte´ a` la
construction de sche´mas « asymptotic preserving » couple´ a` la me´thode de Jin-Levermore et de controˆ-
ler le principe du maximum a` l’aide de l’ine´galite´ d’entropie. Afin d’obtenir un sche´ma entropique on
utilise la variante tensorielle (de´finie par [Klu08]) des sche´mas aux noeuds. La phase Lagrangienne
est discre´tise´e a` l’aide du sche´ma hydrodynamique GLACE [Maz07], [Des09], [CDDL09] couple´ a` la
me´thode de Jin-Levermore [JL96]. Pour la phase de projection, on utilise un sche´ma aux noeuds d’ad-
vection. Le sche´ma obtenu est « asymptotic preserving » avec un sche´ma limite d’ordre 1, pre´serve le
principe du maximum, le re´gime de transport pur et l’ine´galite´ d’entropie semi-discre`te. Afin d’obtenir
un sche´ma d’ordre deux en limite de diffusion, on comple´tera le sche´ma d’advection par une proce´dure
MUSCL active seulement dans le re´gime de diffusion. Avant d’introduire la formulation sous la forme
d’un syste`me de la dynamique des gaz, on propose des rappels sur la construction du mode`le M1 qui
seront ne´cessaires a` l’obtention de cette formulation ainsi qu’a` la de´monstration de ses proprie´te´s.
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6.1 Rappels sur le mode`le M1
On part de l’e´quation de transfert radiatif (1.6), avec Ω la direction, ν la fre´quence et le nombre
de photons n = 4pi
5
15ν3
I(t,x,Ω, ν). Cette e´quation est munie de l’entropie
S = − 15
4pi5
∫
S2
∫ ∞
0
ν2(n log n− n log(n+ 1))dΩdν, (6.2)
et du flux d’entropie
Q = − 15
4pi5
∫
S2
∫ ∞
0
ν2(n log n− (n+ 1) log(n+ 1))ΩdΩdν. (6.3)
Le mode`leM1 est obtenu en minimisant l’entropie (6.2) sous la contrainte de conservation des moments.
Soit (E,F) ∈ R∗,+ × R2 tel que ||F|| ≤ E. Les contraintes de conservation s’e´crivent∫
S2
∫ ∞
0
I(t,x,Ω, ν)dΩdν = E,
∫
S2
∫ ∞
0
I(t,x,Ω, ν)ΩdΩdν = F.
Les calculs effectue´s dans [BD04] montre que le minimum est atteint lorsque l’intensite´ radiative suit
une Planckienne ge´ne´ralise´e de parame`tres T et b qui s’e´crit
I(t,x,Ω, ν) =
15ν3
4pi5
1
exp
ν
T
+
ν(b,Ω)
T −1
,
avec 1T et
b
T les multiplicateurs de Lagrange et L = S− ET − bT F le Lagrangien issu de la minimisation.
Le parame`tre T peut eˆtre associe´ a` une tempe´rature et le parame`tre b a` l’anisotropie du flux radiatif.
Ce calcul de minimisation permet d’obtenir le mode`le M1 de´fini par{
∂tE + div F = 0,
∂tF +∇P̂ = 0, (6.4)
avec
• E = 3+||b||2
3(1−||b||2)3T
4,
• F = − 4b
3(1−||b||2)3T
4,
• P̂ = 1
2
(
(1− χ(f))Îd + (3χ(f)− 1) f ⊗ f||f ||
)
E,
le flux normalise´ f = F/E, et le tenseur d’Eddington χ(f) =
3 + 4||f ||2
5 + 2
√
4− 3||f ||2 .
A` partir de la` on peut montrer que le mode`le M1 satisfait l’e´galite´ suivante
TdS = dE − (b, dF). (6.5)
Ces re´sultats et la relation thermodynamique sont explicite´s par exemple dans [BD04]- [BD06]- [BD07].
On introduit maintenant le mode`le avec un terme source issu du « scattering » avec le « rescaling »
classique 
∂tE +
1
ε
div F = 0,
∂tF +
1
ε
∇P̂ = − σ
ε2
F.
(6.6)
Le mode`le M1 admet des proprie´te´s similaires a` celles de l’e´quation de transport que l’ont souhaite
pre´server au niveau discret.
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Proposition 6.1. Le mode`le M1 satisfait
• un principe du maximum : E > 0, ||f || = ||F||E ≤ 1,
• une ine´galite´ d’entropie ∂tS + 1
ε
div(Q) ≥ 0 avec le couple entropie concave, flux d’entropie
S =
4T 3
3(1− ||b||2)3 , Q = −bS,
• un re´gime de diffusion quand ε tend vers ze´ro : ∂tE − div
(
1
3σ
∇E
)
= 0,
• un re´gime de transport pur : lorsque σ = 0, ||f(t = 0)|| = 1, E et F sont solutions d’e´quations
d’advection de vitesse 1.
6.2 Rappels et « formulation comme un syste`me de la dynamique
des gaz »
Afin d’utiliser les sche´mas aux noeuds qui ont une structure compatible avec la construction de
sche´ma « asymptotic preserving » pour l’e´quation de la chaleur hyperbolique, on a utilise´ l’analogie
entre l’e´quation de la chaleur hyperbolique et les e´quations de l’acoustique (Euler line´arise´, sans e´qua-
tion d’e´nergie). De la meˆme fac¸on, pour le mode`le M1 il s’agit d’utiliser la proximite´ avec les e´quations
d’Euler. On conside`re maintenant E et F comme variables primitives. On commence par de´finir la
vitesse u = −b et une densite´ artificielle ρ. Le mode`le M1 est e´quivalent au mode`le hydrodynamique
suivant : 
∂tρ+ div(ρu) = 0,
∂tρv + div(ρu⊗ v) +∇q = 0,
∂tρe+ div(ρue+ qu) = 0,
∂tρs+ div(ρus) ≥ 0,
(6.7)
avec S = ρs (S l’entropie radiative), F = ρv et E = ρe. Les autres quantite´s sont de´finies par
• q = 1− χ
2
E,
• u = 3χ− 1
2
f
||f ||2 avec f =
||F||
E
=
||v||
e
,
• T 4 = 3(1−||u||2)3
3+||u||2 E =
3(1−||u||2)3
3+||u||2 ρe,
• S = ρs = 4E
3
4 (1− ||u||2) 14
3
1
4 (3 + ||u||2) 34
=
4ρ
3
4 e
3
4 (1− ||u||2) 14
3
1
4 (3 + ||u||2) 34
.
Dans cette formulation la densite´ est artificielle, elle n’est utile que pour de´finir le sche´ma. La formula-
tion du mode`le M1 comme un mode`le de la dynamique des gaz est base´e sur la de´finition des variables
hydrodynamiques pre´ce´dentes ainsi que deux relations qui relient les variables du mode`le M1 et les
nouvelles quantite´s q et u.
Lemme 6.2. Les quantite´s du mode`le M1, E et F sont relie´es aux quantite´s hydrodynamiques q et u
par les relations suivantes
F = uE + qu et P̂ = u⊗ F + qÎd, (6.8)
De´monstration.
u(q + E) =
(3χ− 1)F |E|2
2E ||F||2
(3− χ)E
2
.
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On simplifie afin d’obtenir
u(q + E) =
(3χ− 1)(3− χ)F
4||f ||2 . (6.9)
On commence par re´e´crire χ sous la forme suivante
χ =
5− 2√4− 3||f ||2
3
.
On obtient ainsi que le produit (3χ − 1)(3 − χ) = 4||f ||2, ce qui, injecte´ dans la relation (6.9) donne
le premier re´sultat.
La seconde identite´ est aussi rapide a` ve´rifier. En effet
u⊗ F + qÎd = 3χ− 1
2
f ⊗ f
||f ||2 E +
1− χ
2
E.
Il suffit de factoriser par E pour obtenir le re´sultat.
On remarque que la seconde identite´ consiste a` de´composer la pression radiative en une partie
isotrope et une partie convective. Cela revient a` re´e´crire la pression dans le re´fe´rentiel de vitesse u ou`
la pression devient isotrope.
Enfin on ve´rifie que la formulation, comme un syste`me de la dynamique des gaz, admet une ine´galite´
d’entropie comparable a` celle des e´quations d’Euler ainsi qu’une relation e´quivalente au second principe
de la thermodynamique.
Lemme 6.3. Le mode`le M1 (6.6) satisfait
ST − q − E + (u,F) = 0⇐⇒ sT − qτ − e+ (u,v) = 0, (6.10)
et
TdS = dE − (u, dF)⇐⇒ Tds = de− (u, dv) + qdτ. (6.11)
De´monstration. Par de´finition de T et de S et puisque χ = 1+3||u||
2
3+||u||2 on obtient
ST =
4E(1− ||u||2)
3 + ||u||2 .
On utilise la premie`re e´quation de (6.8) afin d’obtenir
E + q − (F,u) = (1− ||u2||)(E + q).
Par de´finition de la pression q on obtient que E + q − (F,u) = (1 − ||u2||)(3−χ2 )E. La proposition
pre´ce´dente implique que
3− χ
2
=
4
3 + ||u||2 ,
on en conclut donc que
ST = E + q − (F,u). (6.12)
En utilisant S = ρs, E = ρe, F = ρv et en divisant par ρ l’e´galite´ (6.12), on obtient (6.10). Les relations
(6.11) de´rivent de la relation thermodynamique (6.5) et de la de´finition des variables hydrodynamiques.
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Maintenant que la formulation, comme un syste`me de la dynamique des gaz, est rappele´e, on
propose de discre´tiser le syste`me (6.7). Par la suite, on introduira un sche´ma Lagrange+projection a`
un pas de temps avec le sche´ma GLACE de´fini pour l’hydrodynamique Lagrangienne et un sche´ma
de projection ou` les flux sont localise´s aux noeuds. Ce sche´ma sera couple´ avec la me´thode de Jin-
Levermore.
En effet, dans le chapitre deux on a montre´, que contrairement au sche´ma classique de type volumes
finis, les sche´mas de volumes finis aux noeuds sont adapte´s a` la construction de sche´mas « asymptotic
preserving ». Cette formulation permet justement d’utiliser ces sche´mas aux noeuds ainsi que de
controˆler le principe du maximum a` l’aide de l’ine´galite´ d’entropie.
6.3 Discre´tisation du syste`me Lagrangien associe´ au mode`le M1
On note la de´rive´e mate´rielle Dt = ∂t + u.∇, et τ le volume spe´cifique. Le mode`le (6.7) sous forme
Lagrangienne s’e´crit 
Dtτ − 1
ε
div(ρu) = 0,
Dtv +
1
ε
∇q = − σ
ε2
v,
Dte+
1
ε
div(e+ qu) = 0,
Dts ≥ 0.
(6.13)
Dans un premier temps, on introduit le sche´ma GLACE avec terme source. Une discre´tisation du
terme source localise´ aux interfaces pour le mode`le (6.13) paraˆıt plus adapte´e pour obtenir un sche´ma
entropique. En effet, dans le cas de l’e´quation de la chaleur hyperbolique, on a re´ussi a` montrer la
stabilite´ uniquement pour le sche´ma JL-(b) qui utilise une discre´tisation localise´e aux interfaces du
terme source. Pour conclure on propose de formuler le terme source en fonction de u plutoˆt que v afin
d’utiliser la vitesse lagrangienne pour discre´tiser le terme source. On relie les deux vitesses par v = ku
ou k est donne´ par k =
2E||f ||2
(3χ− 1) .
6.3.1 Sche´ma pour le syste`me Lagrangien et limite de diffusion
Le sche´ma utilise´ est la variante tensorielle du sche´ma GLACE [Klu08] avec un terme source
discre´tise´ aux interfaces : 
ρj | Ωj |, ∂tτj − 1
ε
∑
r
ljr(ur,njr) = 0,
ρj | Ωj | ∂tvj + 1
ε
∑
r
Gjr = − σ
2
∑
r
β̂jrkrur,
ρj | Ωj | ∂tej + 1
ε
∑
r
(ur,Gjr) = 0,
(6.14)
avec les flux 
Gjr = ljrqjnjr + rjrα̂jr(uj − ur),∑
j
rjrα̂jr
ur = ∑
j
ljrqjnjr +
∑
j
rjrα̂jruj ,
(6.15)
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et
kr =
2Er||fr||2
(3χ− 1) .
La quantite´ rjr correspond a` la vitesse d’onde discre`te. Elle doit eˆtre homoge`ne a`
4√
3
E
3 + ||u||2 .
On choisit de de´finir rjr par rjr = rj =
4√
3
Ej
3+||uj ||2 ou rjr = rr =
1
N(r)
∑
j
4√
3
Ej
3+||uj ||2 avec N(r) le
nombre de mailles communes a` un noeud.
L’e´tude du proble`me de Riemann qui donne les vitesses de propagation des ondes pour ce syste`me
de la dynamique des gaz est de´taille´e dans [BD07]. La conservativite´ du sche´ma de´rive de l’identite´∑
j Gjr = 0.
A` pre´sent on propose de modifier le sche´ma GLACE a` l’aide de la me´thode de Jin-Levermore qui
consiste a` introduire l’e´tat d’e´quilibre ∇q = −σε ku du syste`me Lagrangien (6.13) dans les flux. On
part du de´veloppement de Taylor
q(xj) ≈ q(xr) + (xj − xr,∇q(xr)).
En utilisant l’e´tat stationnaire de la seconde e´quation de (6.13) ∇q = −σε ku , on obtient
q(xj) ≈ q(xr)− σ
ε
(xj − xr, kru(xr)). (6.16)
Enfin il suffit de coupler l’e´quivalent discret de l’e´quation (6.16) avec les flux du sche´ma GLACE
(6.14)-(6.15).
De´finition 6.3.1. Le sche´ma GLACE AP pour le syste`me (6.13) est de´fini par
ρj | Ωj | ∂tτj − 1
ε
∑
r
ljr(ur,njr) = 0,
ρj | Ωj | ∂tvj + 1
ε
∑
r
Gjr = − σ
2
∑
r
β̂jrkrur,
ρj | Ωj | ∂tej + 1
ε
∑
r
(ur,Gjr) = 0,
(6.17)
avec les flux 
Gjr = ljrqjnjr + rjrα̂jr(uj − ur)− σ
ε
krβ̂jrur,∑
j
rjrα̂jr +
σ
ε
kr
∑
j
β̂jr
ur = ∑
j
ljrqjnjr +
∑
j
rjrα̂jruj .
(6.18)
On remarque que le principe est exactement le meˆme que pour les sche´mas discre´tisant l’e´quation
de la chaleur hyperbolique. Afin d’e´tudier l’asymptotique du sche´ma (6.17), on rappelle que lorsque
||f || → 0
3χ− 1
2||f ||2 →
3
4
,
1− χ
2
→ 1
3
et
3χ− 1
2||f ||2 ∈ (
3
4
, 1)
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Ces re´sultats peuvent se de´river a` l’aide de (3χ−1)(3−χ) = 4||f ||2. A` pre´sent on e´tudie l’asymptotique
du sche´ma (6.17)-(6.18). La technique reste semblable a` celle utilise´e dans le cas line´aire.
Proposition 6.4. Le sche´ma de diffusion limite du sche´ma Lagrangien (6.17)-(6.18) est :
ρj | Ωj | ∂tej(t) +
∑
r
1
12σ
(
(ljrEjnjr − β̂jrur), ur
Er
)
= 0
∑
j
βˆjr
ur = ∑
j
ljrEjnjr
(6.19)
avec Er une moyenne des quantite´s localise´es aux centres des mailles autour du noeud r.
De´monstration. On commence par re´e´crire le syste`me pre´ce´dent de la forme suivante
ρj | Ωj | ∂tτj − 1
ε
∑
r
ljr(ur,njr) = 0,
ρj | Ωj | ∂tvj + 1
ε
∑
r
G∗jr = 0,
ρj | Ωj | ∂tej + 1
ε
∑
r
(ur,Gjr) = 0,
(6.20)
avec
G∗jr = ljrqjnjr + rjrα̂jr(uj − ur).
En e´crivant le de´veloppement de Hilbert pour la premie`re e´quation on obtient
1
ε1
:
∑
r
ljr(u
0
r ,njr) = 0,
1
ε0
: ρ0j | Ωj | ∂tτ0j −
∑
r
ljr(u
1
r ,njr) = 0. (6.21)
De la meˆme fac¸on on de´veloppe la seconde e´quation
1
ε1
:
∑
r
ljr(G
∗,0
jr ,njr) = 0, (6.22)
1
ε0
: ρ0j | Ωj | ∂tv0j +
∑
r
G1,∗jr = 0. (6.23)
Puisque
∑
r ljrnjr = 0 alors (6.22) e´quivaut a∑
r
r0jrα̂jr(u
0
j − u0r) = 0. (6.24)
Reste maintenant la troisie`me e´quation, on obtient les e´galite´s suivantes
1
ε2
:
∑
r
k0r(β̂jru
0
r ,u
0
r) = 0, (6.25)
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1ε1
:
∑
r
ljrq
0
j (u
0
r ,njr) +
∑
r
(rjrα̂
0
jr(u
0
j − u0r),u0r)− σ
∑
r
k0r(β̂jru
0
r ,u
1
r) (6.26)
−σ
∑
r
k0r(β̂jru
1
r ,u
0
r)− σ
∑
r
k1r(β̂jru
0
r ,u
0
r) = 0,
1
ε0
: ρ0j | Ωj | ∂te0j +
∑
r
ljrq
0
j (u
1
r ,njr) +
∑
r
rjr(α̂jr(u
0
j − u0r),u1r) +
∑
r
ljrq
1
j (u
0
r ,njr)
∑
r
r0jr(α̂jr(u
1
j − u1r),u0r) +
∑
r
r1jr(α̂jr(u
0
j − u0r),u0r)− σ
∑
r
k0r(β̂jru
1
r ,u
1
r) = 0.
En faisant le meˆme de´veloppement dans le solveur nodal que pour les sche´mas discre´tisant l’e´quation
de la chaleur hyperbolique on montre que
σk0r
∑
j
βˆjr
u1r + σk1r
∑
j
βˆjr
u0r = ∑
j
ljrq
0
jnjr, (6.27)
et que u0r = 0. En utilisant (6.25) on montre que u
0
j = 0. Par conse´quent (6.26) e´quivaut a`
ρ0j | Ωj | ∂te0j +
∑
r
ljrq
0
j (u
1
r ,njr)− σ
∑
r
k0r(β̂jru
1
r ,u
1
r) = 0.
Pour terminer il suffit de remarquer que si u0j = 0 et u
0
r = 0 on obtient q
0
j =
1
3E
0
j et
ρ0j | Ωj | ∂te0j +
∑
r
(
ljr
1
3
E0jnjr − σk0r(β̂jru1r ,u1r)
)
= 0,
σk0r
∑
j
βˆjr
u1r = ∑
j
ljr
1
3
E0jnjr.
(6.28)
En faisant un changement de variable dans le syste`me line´aire on obtient
ρ0j | Ωj | ∂te0j +
∑
r
(
(ljr
1
3
E0jnjr −
1
3
β̂jru
1
r),
1
3k0rσ
u1r
)
= 0,∑
j
βˆjr
u1r = ∑
j
ljrE
0
jnjr.
(6.29)
La proposition 7.6 montre que kr =
4
3Er
quand ε tend vers 0, par conse´quent
ρ0j | Ωj | ∂te0j +
∑
r
1
12σ
(
(ljrE
0
jnjr − β̂jru1r)
1
E0r
,u1r
)
= 0,∑
j
βˆjr
u1r = ∑
j
ljrE
0
jnjr.
(6.30)
L’e´quation sur E dans la reformulation comme un syste`me de la dynamique des gaz est devenue
non line´aire. Par conse´quent on obtient un sche´ma limite de diffusion non line´aire.
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6.3.2 Entropie et principe du maximum pour le sche´ma Lagrangien
A` pre´sent nous regardons sous quelles conditions le sche´ma Lagrangien semi-discret GLACE-AP
(6.17)-(6.18) est entropique et ve´rifie le principe du maximum associe´ au syste`me Lagrangien (6.13).
L’entropie s du syste`me (6.7) est donne´e par
S = ρs =
4e3/4(1− ||u||2) 14
3
1
4 (3 + ||u||2) 34 τ 34
.
L’ine´galite´ d’entropie associe´e au mode`le M1 joue un roˆle important dans la construction d’un sche´ma
pre´servant le principe du maximum. En effet, on remarque que la positivite´ de l’entropie en tout temps
permet de pre´server le principe du maximum associe´ au syste`me Lagrangien : e(t) > 0, 1−||u(t)||2 > 0,
τ(t) > 0 et |Ωj(t) > 0|. Maintenant on montre que le sche´ma Lagrangien est entropique et pre´serve le
principe du maximum qui lui est associe´.
Proposition 6.5. Soit ej(t) > 0, ρj(t) > 0, 1 − ||uj(t)||2 > 0 et | Ωj(t) |> 0, le sche´ma JL-(b) pour
la phase Lagrangienne est entropique au sens ou`
∂tsj =
1
ε | Ωj | Tj
(∑
r
rjr(njr, (uj − ur))2 + σ

∑
r
(krβˆjrur,ur)
)
≥ 0,
si β̂jr est de´fini positif.
De´monstration. En utilisant le second principe de la thermodynamique introduit dans le lemme 6.4,
on obtient la relation suivante
Tjdsj = dej − (uj , dvj) + qjdτj . (6.31)
On va e´tudier l’entropie du sche´ma JL-(b) re´e´crit sous la forme
ρj | Ωj | ∂tτj − 1
ε
∑
r
ljr(ur,njr) = 0,
ρj | Ωj | ∂tvj + 1
ε
∑
r
Gjr = − σ
2
∑
r
krβ̂jr,ur
ρj | Ωj | ∂tej + 1
ε
∑
r
(ur,Gjr) = 0.
(6.32)
On e´crit la de´rive´e de l’entropie terme a` terme
ρj | Ωj | ∂tej = −
∑
r
ljrqj(njr,ur)−
∑
r
rjr(α̂jr(uj − ur),ur) + σ
ε
∑
r
(krβ̂jrur,ur), (6.33)
ρj | Ωj | uj∂tvj = −
∑
r
ljrqj(njr,uj)−
∑
j
rjr(α̂jr(uj − ur),uj), (6.34)
et
ρj | Ωj | qj∂tτj =
∑
r
ljrqj(njr,ur). (6.35)
Le premier terme de (6.34) est nul. On somme (6.33)-(6.34)-(6.35), on obtient
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ρj | Ωj | Tj∂tsj =
∑
r
rjr(α̂jr(uj − ur),uj − ur) + σ
ε
∑
r
(krβ̂jrur,ur), (6.36)
ce qui e´quivaut a`
ρj | Ωj | Tj∂tsj =
∑
r
rjr(njr(uj − ur))2 + σ

∑
r
(krβ̂jrur,ur). (6.37)
Si Tj > 0, ρj > 0 et (β̂jrur,ur) ≥ 0, l’entropie est croissante.
Proposition 6.6. Soit τj(0) > 0, ej(0) > 0, 1 − ||uj(0)||2 > 0 et | Ωj(0) |> 0 alors la solution
de sche´ma semi-discret (6.17)-(6.18) est entropique si le tenseur β̂jr est positif. En outre, le sche´ma
semi-discret pre´verse le principe du maximum au sens ou`
τj(t) > 0, e(t) > 0, 1− ||uj(t)||2 > 0, | Ωj(t) |> 0, ∀ε > 0
pour tout temps.
De´monstration. On re´e´crit le sche´ma sous la forme de syste`me dynamique. Soit le vecteur
X(t) = (τ1(t), ...τn(t),v1(t), ...,vn(t), e1(t)...en(t),x1(t), ...xnv(t))
et le domaine D =
{
τj(t) > 0, ej(t) > 0, 1− ||uj(t)||2 > 0, |Ωj(t)| > 0
}
. Les hypothe`ses de la proposi-
tion implique que X(0) appartient a` D. On introduit le flux
H(X(t)) =

1
ε
∑
r
ljr(ur,njr),
..
−1
ε
∑
r
Gjr − σ
ε2
∑
r
krβ̂jrur,
..
−1
ε
∑
r
(ur,Gjr),
..
ur.
Le sche´ma semi-discret s’e´crit sous la forme suivante
X
′
(t) = H(X(t)).
Une rapide e´tude du sche´ma montre que H(X(t)) est une fonction C1 car les de´rive´es temporelles
ne de´pendent des variables que line´airement ou quadratiquement. On utilise le the´ore`me de Cauchy-
Paeno qui montre qu’il existe une la solution X(t) existe dans le domaine invariant D sur l’intervalle
de temps [0, T [. A` pre´sent on souhaite utiliser le the´ore`me du bout (voir annexe du chapitre). On
de´finit le bout droit (lim t, lim X(t)) lorsque t → T . D’apre`s le the´ore`me des bouts, soit ce bout est
vide soit il appartient a` la frontie`re de R+ ×D. Si, sur l’intervalle [0, T [, le vecteur X(t) appartient a`
un compact, alors il existe une valeur d’adhe´rence ce qui empeˆche le bout droit d’eˆtre vide. Dans ce
cas, soit T = +∞ soit lim X(t) lorsque t → T appartient au bord de D. Puisque, sur l’intervalle de
temps [0, T [, X(t) appartient a` un espace compact inclus dans D, la frontie`re ne peut pas eˆtre atteinte,
par conse´quent T = +∞. Il suffit donc de montrer que sur [0, T [ la trajectoire X(t) reste dans un
espace compact. Puisque X(t) ∈ D sur [0, T [ les quantite´s e(t) et ρ(t) et donc T (t) sont positives, par
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conse´quent en utilisant la proposition 6.5 on montre que l’entropie est croissante. On commence par
utiliser la conservativite´ du sche´ma pour montrer que e(t) et τ(t) sont majore´s. En effet
∑
j
| Ωj |0 ρ0jej(t) =
∑
j
| Ωj |0 ρ0jej(0)−
∫ t
0
∑
j
∑
r
(Gjr,ur). (6.38)
Puisque
∑
j Gjr = 0 on constate que le dernier terme de la relation (6.38) est nul et donc
ej(t) ≤ ||e(0)||L1| Ωj(0) | ρj(0) .
On montre aussi que τj(t) est majore´ avec τj(t) ≤ ||τ(0)||L1|Ωj(0)|ρj(0) en utilisant le meˆme argument. Sur
l’intervalle de temps ]0, T ] X(t) ∈ D. En utilisant la proposition 6.5, on obtient que ∂tsj(t) ≥ 0, ce
qui implique que
sj(t) =
4ej(t)
3
4 (1− ||uj(t)||2) 14 τj(t) 14
3
1
4 (3 + ||uj(t)||2) 34
≥ sj(0).
Puisque ej(t) et 1−||uj(t)||2 sont majore´s on constate que τj(t) ne peut eˆtre que minore´. Par conse´quent
ρj(t) est minore´ et majore´. De plus
ej(t)
3
4 ≥ 3
1
4 (3 + ||uj(t)||2) 34 ρj(t) 14
4(1− ||uj(t)||2) 14
sj(0).
En remarquant que les fonctions de ||uj(t)|| ainsi que la densite´ sont minore´es on peut prouver que
la quantite´ ej(t) est minore´e. De la meˆme fac¸on la quantite´ 1 − ||uj(t)|| est aussi minore´e. Enfin on
montre que le volume de maille est borne´. Le volume de maille est majore´ par la mesure du domaine.
Pour la minoration on utilise la conservation de la masse | Ωj(t) |=| Ωj(0) | ρj(0)τj(t) et la minoration
de τj(t). Pour conclure, les quantite´s ej(t), τj(t), 1− ||uj(t)|| et | Ωj(t) | sont borne´es dans l’ouvert D.
La solution X(t) du syste`me dynamique X
′
(t) = H(X(t)) est donc incluse dans un espace compact de
D sur le temps d’existence [0, T [. En utilisant le the´ore`me des bouts on montre ainsi que T = +∞.
Le sche´ma semi-discret pre´serve donc le principe du maximum pour tout temps.
6.4 E´tape de projection
On commencera par introduire un sche´ma d’advection aux noeuds pour la phase de projection,
puis on e´tend a` l’ordre deux le sche´ma d’advection a` l’aide d’une technique MUSCL. Afin d’obtenir
une discre´tisation comple`te de (6.7) on doit ajouter une phase de projection a` la phase Lagrange.
6.4.1 Rappels sur le sche´ma aux noeuds d’advection
On e´tudie l’e´quation d’advection suivante{
∂tf +∇.(af) = 0,
f(0,x) = f0(x).
(6.39)
Afin de pouvoir de´finir un sche´ma ALE (Arbitrary Lagrange Euler) un sche´ma d’advection aux noeuds
a e´te´ de´fini dans [Pa08]. On rappelle ce sche´ma ainsi que ses proprie´te´s de base.
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Proposition 6.7. Le sche´ma upwind aux noeuds pour l’e´quation d’advection est
| Ωj | ∂tfj +
∑
R+
ljr(ar,njr)fj +
∑
R−
ljr(ar,njr)fk(r) = 0 (6.40)
avec R+ = {r/ljr(ar,njr) > 0}, R− = {r/ljr(ar,njr) < 0}
fk(r) =
∑
j/ljr(ar,njr)>0
ljr(ar,njr)fj∑
j/ljr(ar,njr)>0
ljr(ar,njr)
.
On rappelle maintenant les re´sultats the´oriques associe´s.
Proposition 6.8. Le sche´ma upwind (6.39) pour une vitesse a constante avec une discre´tisation
explicite en temps est stable pour les normes Lp(Ω) et pre´serve le principe du maximum sous la CFL
∆t
| Ωj |
∑
R+
(a,njr) ≤ 1.
En outre le sche´ma est convergent.
6.4.2 Projection et limite de diffusion
La phase de projection consiste a` advecter a` la vitesse ur les diffe´rentes quantite´s Euleriennes
du mode`le (6.7). On introduit R+ = {r/ljr(ur,njr) > 0} et R− = {r/ljr(ur,njr) > 0}. La phase de
projection s’e´crie
| Ωj | ∂tρj + 1
ε
(∑
R+
ljr(ur,njr)ρj +
∑
R−
ljr(ur,njr)ρk(r)
)
= 0,
| Ωj | ∂t(ρjvj) + 1
ε
(∑
R+
ljr(ur,njr)ρjvj +
∑
R−
ljr(ur,njr)(ρv)k(r)
)
= 0,
| Ωj | ∂t(ρjej) + 1
ε
(∑
R+
ljr(ur,njr)ρjej +
∑
R−
ljr(ur,njr)(ρe)k(r)
)
= 0,
(6.41)
avec la vitesse ur donne´e par les flux Lagrangien (6.18). L’e´tude asymptotique du solveur nodal montre
que u0r = 0 et
σkr
∑
j
βˆjr
u1r = ∑
j
ljrq
0
jnjr.
La vitesse d’advection ur = u
0
r+εu
1
r , est e´quivalente en re´gime de diffusion a` ur = εu
1
r . Par conse´quent
l’e´quation sur E = ρe s’e´crit
| Ωj | ∂tEj + 1
4σ
(∑
R+
ljr(ur,njr)
Ej
Er
+
∑
R−
ljr(ur,njr)
Ek(r)
Er
)
= 0, (6.42)
avec ∑
j
βˆjr
ur = ∑
j
ljrEjnjr,
avec donc ur homoge`ne a` −∇E(xr, t).
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Remarque 6.4.1. • Le coefficient de diffusion donne´ par la phase Lagrange est 112σ et le coef-
ficient de diffusion associe´ a` la phase de projection est 14σ . Le sche´ma limite total pre´serve le
coefficient de diffusion 13σ .
• Le sche´ma de diffusion (6.42) est une re´e´criture de l’e´quation de diffusion sous forme d’une
e´quation d’advection de vitesse a = ∇E/E. Comme tout sche´ma de transport le sche´ma upwind
aux noeuds est d’ordre 1. Par conse´quent le sche´ma de diffusion issu de la phase de projection,
et donc le sche´ma de diffusion final, sont d’ordre 1.
6.4.3 Principe du maximum pour la phase de projection
Maintenant on souhaite montre´ que la phase de projection pre´serve elle aussi le principe du maxi-
mum aussi au mode`le M1.
Proposition 6.9. On suppose (ρjej)(0) = Ej(0) > 0 et ||(ρjvj)(0) = Fj(0)|| < (ρjej)(0) = Ej(0)
alors
Ej(t) > 0 et ||Fj(t)|| < Ej(t), ∀t.
Le sche´ma d’advection semi-discret pre´serve le principe du maximum associe´ au mode`le M1.
De´monstration. Le sche´ma semi-discret s’e´crit
∂tEj(t) = −
(∑
R+
a∗jr
)
Ej(t)−
(∑
R−
a∗jr
)
Ek(r)(t),
avec a∗jr = ljr(ur,njr). On utilise (∑
R−
a∗jr
)
= −
(∑
R+
a∗jr
)
,
puis on pose αj =
∑
R+ a
∗
jr, αi =
∑
R+ a
∗
jr(
a∗ir∑
R+ a
∗
ir
). On peut donc re´e´crire le sche´ma sous la forme
∂tEj(t) = −αjEj(t) +
∑
i
αiEi(t).
On a suppose´ que Ej(0) > 0. Par continuite´ il existe τ et un i0 tels que
Ej(t) > 0, pour tout t ∈ [0, τ [ et Ei0(τ) = 0.
Soit i0 6= j par conse´quent
∑
i αiEi > 0 ce qui implique
dEj(τ)
dt
> −αEj(τ) −→ Ej(τ) = e−ατEj(0) > 0.
Dans le cas ou` j = i0 on obtient
dEj(t)
dt > 0, ∀j ∈ [0, τ ] et Ej(t) > 0, ∀j ∈ [0, τ [, ce qui implique
Ej(τ) > 0. On obtient une contradiction. Par conse´quent Ej(τ) > 0. On prolonge sur des intervalles de
temps [nτ, (n+1)τ ] pour conclure. En utilisant le meˆme principe on montre que si Ej(0)+(n,Fj)(0) > 0
avec n ∈ R2 alors
Ej(t) + (n,Fj)(t) > 0,
car cette quantite´ satisfait le meˆme sche´ma d’advection. Reste a` montrer l’e´quivalence entre le principe
du maximum pour M1 et la relation Ej(t) + (n,Fj)(t) > 0. Pour cela il suffit de remarquer que
Ej(t) + (n,Fj)(t) > Ej(t)− ||(n,Fj)(t)|| > Ej(t)− ||Fj(t)||.
Pour le sens inverse le bon choix de n conclut naturellement la de´monstration.
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6.4.4 Projection d’ordre 2, me´thode MUSCL
Le sche´ma de diffusion issu de la phase de projection est un sche´ma d’ordre 1. En effet le sche´ma de
diffusion peut eˆtre assimile´ a` un sche´ma d’advection de vitesse ∇EE . Les sche´mas de diffusion, ainsi que
le sche´ma limite de la phase Lagrange e´tant d’ordre deux, on souhaite obtenir l’ordre deux e´galement
pour le sche´ma limite issu de la phase de projection. Pour cela on propose d’utiliser une technique
de type MUSCL sur le sche´ma d’advection. La me´thode MUSCL introduite par Van Leer consiste a`
interpoler une valeur de la solution a` l’interface (ici un noeud) et a` utiliser le sche´ma avec ces valeurs
interpole´es au lieu des valeurs aux centres des mailles. Cette me´thode est souvent couple´e avec des
limiteurs de pentes qui permettent de pouvoir conserver la positivite´, d’e´viter de grandes disparite´s
entre des pentes associe´es a` une meˆme interface et de stabiliser le sche´ma. La me´thode MUSCL consiste
donc a` remplacer la quantite´ fj par un e´tat interpole´ fjr construit a` l’aide de l’approximation d’ordre
un, fjr = fj − ((xr − xj),∇f r) ou` ∇f r est une approximation du gradient aux noeuds r.
De´finition 6.4.1. Le sche´ma d’advection MUSCL est de´fini par
| Ωj | ∂tfj(t) +
∑
R+
ljr(ar,njr)fjr +
∑
R−
ljr(ar,njr)fk(r) = 0, (6.43)
avec
fk(r) =
∑
j/ljr(ar,njr)>0
ljr(ar,njr)fjr∑
j/ljr(ar,njr)>0
ljr(ar,njr)
.
Les valeurs interpole´es issues de la me´thode MUSCL sont
fjr = fj − φ(m)((xr − xj),∇f r),∑
j
βˆjr
∇f r = ∑
j
ljrfjnjr,
(6.44)
et avec la pente
m = min(m1,m2), m1 =
min(fi)− fj
min(fr)− fj , m2 =
max(fi)− fj
max(fr)− fj
φ un limiteur de pente type minmod et fr = fj − ((xr − xj),∇f r).
Les sche´mas MUSCL d’ordre deux pre´servent la positivite´ mais ne pre´servent pas a` priori le principe
du maximum. On constate nume´riquement que ||f || < 1 ne peut pas eˆtre pre´serve´ par la me´thode.
Cependant l’analyse asymptotique montre que ||f || est homoge`ne a` ε. Par conse´quent, on propose
que la reconstruction d’ordre deux intervienne uniquement en re´gime de diffusion. Graˆce a` cela on
pourra conserver le principe du maximum en transport et obtenir un sche´ma d’ordre deux en re´gime
de diffusion. Par exemple, le limiteur suivant φ(m) = min(σ, 1−ε) max(0,min(m, 1)), permet d’activer
la proce´dure MUSCL seulement dans le re´gime de diffusion.
6.4.5 Autre sche´ma d’advection
Chaque sche´ma d’advection a des proprie´te´s caracte´ristiques diffe´rentes. Par exemple la diffusion
nume´rique du sche´ma aux noeuds est nulle dans la direction perpendiculaire a` l’e´coulement pour un
e´coulement oblique. Pour le sche´ma d’advection classique aux areˆtes la diffusion nume´rique est nulle
dans la direction perpendiculaire a` l’e´coulement pour un e´coulement horizontal. Selon les proble`mes
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conside´re´s, il peut eˆtre inte´ressant d’utiliser l’un ou l’autre sche´ma d’advection. Une alternative a` la
phase d’advection pre´sente´e ci-dessus est d’utiliser le sche´ma classique aux areˆtes
|Ω| ∂tfj +
∑
k|ljk(ujk,njk)>0
ljk(ujk,njk)fj +
∑
k|ljk(ujk,njk)>0
ljk(ujk,njk)fk = 0 (6.45)
ou` ujk la vitesse associe´e a` l’areˆte ∂Ωjk peut eˆtre reconstruit a` partir des vitesses aux noeuds composant
l’areˆte. Comme dans le cas du sche´ma aux noeuds, on peut construire un sche´ma d’ordre deux avec
une technique MUSCL. L’utilisation d’un sche´ma aux areˆtes en phase d’advection permet de limiter
les modes parasites inhe´rents aux sche´mas aux noeuds.
6.5 Sche´ma Lagrange+Projection a` un pas
6.5.1 Sche´ma Lagrange+Projection et limite de diffusion
En couplant la phase Lagrange et la phase projection on obtient le sche´ma Eulerien pour le mode`le
(6.7). Ici on propose de ne pas « splitter » les deux phases. Le sche´ma obtenu peut eˆtre vu comme la
somme des flux Lagrangien et des flux de projection.
De´finition 6.5.1. Le sche´ma Lagrange+projection est
| Ωj | ∂tρj + 1
ε
(∑
R+
ljr(ur,njr)ρj +
∑
R−
ljr(ur,njr)ρk(r)
)
= 0
| Ωj | ∂t(ρjvj) + 1
ε
(∑
R+
ljr(ur,njr)ρjvj +
∑
R−
ljr(ur,njr)(ρv)k(r)
)
+
1
ε
∑
r
Gjr
= −
∑
r
σ
ε2
β̂jrkrur
| Ωj | ∂t(ρjej) + 1
ε
(∑
R+
ljr(ur,njr)ρjej +
∑
R−
ljr(ur,njr)(ρe)k(r)
)
+
1
ε
∑
r
(ur,Gjr) = 0
(6.46)
avec comme flux 
Gjr = ljrqjnjr + rjrα̂jr(uj − ur)− σ
ε
krβ̂jrur,∑
j
rjrα̂jr +
σ
ε
kr
∑
j
β̂jr
ur = ∑
j
ljrqjnjr +
∑
j
rjrαˆjruj ,
(6.47)
kr =
2||fr||2(ρe)r
(3χ− 1) , ou` (ρe)r et fr sont des moyennes, R
± = {r/ljr(ur,njr) ≶ 0} et
ρk(r) =
∑
j/ljr(ur,njr)>0
ljr(ur,njr)ρj∑
j/ljr(ur,njr)>0
ljr(ur,njr)
.
On de´finit (ρv)k(r) et (ρe)k(r) de la meˆme fac¸on.
Ce sche´ma est simplement une unification de la phase Lagrangienne et de la phase de projection.
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On peut montrer que ce sche´ma est inde´pendant de la densite´ qui permet d’obtenir un sche´ma utilisant
uniquement les variables radiatives E et F. On obtient
De´finition 6.5.2. Sche´ma pour le mode`le M1
| Ωj | ∂tEj + 1

(∑
R+
ljr(ur,njr)Ej +
∑
R−
ljr(ur,njr)Ek(r) +
∑
r
(ur,Gjr)
)
= 0
| Ωj | ∂tFj + 1

(∑
R+
ljr(ur,njr)Fj +
∑
R−
ljr(ur,njr)Fk(r) +
∑
r
Gjr
)
= − σ
ε2
∑
r
β̂jrkrur
(6.48)
avec comme flux 
Gjr = ljrqjnjr + rjrα̂jr(uj − ur)− σ
ε
krβ̂jrur,∑
j
rjrα̂jr +
σ
ε
kr
∑
j
β̂jr
ur = ∑
j
ljrqjnjr +
∑
j
rjrα̂jruj ,
(6.49)
kr =
2||fr||2Er
(3χ− 1) , ou` Er et fr sont des moyennes autour d’un noeud et
qj =
1− χ
2
Ej, uj =
3χ− 1
2
fj
||fj ||2 .
Proposition 6.10. La limite de diffusion du sche´ma (6.48)-(6.49) est
|Ωj | ∂tEj + 1
12σ
∑
r
(
(ljrEjnjr − σkrβ̂jrur), ur
Er
)
+ (6.50)
1
4σ
(∑
R+
ljr(ur,njr)
Ej
Er
+
∑
R−
ljr(ur,njr)
Ek(r)
Er
)
= 0.
avec ∑
j
βˆjr
ur = ∑
j
ljrEjnjr
De´monstration. On utilise un de´veloppement de Hilbert. Le de´veloppement du solveur nodal est le
meˆme que pour les de´monstrations pre´ce´dentes, on ne de´taille pas l’analyse asymptotique, on sait que
σk0r
∑
j
βˆjr
u1r = ∑
j
ljrqjnjr
et que u0r = 0. Puisque ε > 0 et u est nul a` l’ordre 0, on en de´duit que le signe de ljr(ur,njr)
est de´termine´ par le signe de la quantite´ ljr(u
1
r ,njr). On pose donc R
+ =
{
r|ljr(u1r ,njr) > 0
}
et
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R− =
{
r|ljr(u1r ,njr) < 0
}
. A` partir de cette remarque le reste de la de´monstration devient classique.
On e´tudie les termes du de´veloppement de Hilbert de la seconde e´quation du sche´ma (6.48)-(6.49)
1
ε1
:
(∑
R+
ljr(u
0
r ,njr)F
0
j +
∑
R−
ljr(u
0
r ,njr)F
0
k(r)
)
+
∑
r
G0,∗jr = 0, (6.51)
1
ε0
: |Ωj |∂tFj,0 +
(∑
R+
ljr(u
1
r ,njr)F
0
j +
∑
R−
ljr(u
1
r ,njr)F
0
k(r)
)
+
∑
r
G1,∗jr = 0. (6.52)
Puisque u0r = 0 et
∑
j ljrnjr = 0, le terme (6.51) est e´gal a`
∑
r r
0
jrα̂jru
0
j = 0 et comme pour les cas
pre´ce´dents on peut de´duire que u0j = 0. On e´tudie maintenant les termes issus du de´veloppement de
Hilbert de la premie`re e´quation de (6.48)-(6.49) en utilisant u0r
1
ε0
: |Ωj | ∂tEj(t) +
∑
r
ljrq
0
j (u
1
r ,njr)− σ
∑
r
k0r(β̂jru
1
r ,u
1
r) (6.53)
+
∑
R+
ljr(u
1
r ,njr)E
0
j +
∑
R−
ljr(u
1
r ,njr)E
0
k(r) = 0,
avec
σk0r
∑
j
βˆjr
u1r = ∑
j
ljrq
0
jnjr.
Pour terminer, en utilisant que u0j = 0 et q
0
j =
1
3E
0
j , on montre que (6.53) est e´quivalent a`
| Ωj | ∂tE0j +
∑
r
(
ljr
1
3
E0jnjr − σk0r(β̂jru1r ,u1r)
)
+
(∑
R+
1
3σkr
ljr(u
1
r ,njr)E
0
j +
∑
R−
1
3σkr
ljr(u
1
r ,njr)E
0
k(r)
)
∑
j
βˆjr
u1r = ∑
j
ljrE
0
jnjr.
(6.54)
Puisque kr =
4
3Er
quand ε tend vers 0 le sche´ma (6.54) se re´e´crit sous la forme
| Ωj | ∂tE0j +
∑
r
1
12σ
(
(ljrE
0
jnjr − β̂jru1r),
u1r
E0r
)
+
1
4σ
(∑
R+
ljr(u
1
r ,njr)
E0j
E0r
+
∑
R−
ljr(u
1
r ,njr)
E0k(r)
E0r
)
= 0,∑
j
βˆjr
u1r = ∑
j
ljrE
0
jnjr.
(6.55)
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6.5.2 Sche´ma limite de diffusion : interpre´tation et remarques
Le sche´ma limite est un sche´ma d’ordre un (d’ordre deux, si on utilise une me´thode MUSCL en
phase de projection) non line´aire. Cependant, son principe de construction repose sur une analogie
avec le transport. En effet, on peut e´crire l’e´quation de diffusion comme une e´quation de transport
∂tE + div(aE) = 0, avec a = −∇E
E
.
La partie du sche´ma de la phase de projection est exactement la discre´tisation de l’EDP pre´ce´dente. La
vitesse Lagrangienne est donne´e par un gradient approxime´ aux noeuds r et une reconstruction de E
au point r et la partie divergence est discre´tise´e avec une sche´ma upwind. Le sche´ma upwind pre´servant
la positivite´ sous la condition CFL on obtient un sche´ma positif d’ordre 1. En effet, le Laplacien est
discre´tise´ par −∑R+ Ej(−∇ErEr ,njr)+∑R+ Ek(r)(−∇ErEr ,njr), on voit bien que l’on perd ainsi un ordre
par rapport au sche´ma classique de diffusion en raison du ratio
Ej
Er
= O(h). Par conse´quent, en utilisant
une me´thode MUSCL qui consiste a` remplacer Ej par une valeur interpole´e line´airement Ejr, on peut
re´cupe´rer l’ordre deux attendu pour un sche´ma de diffusion. Le sche´ma de diffusion limite de la phase
de projection est donc un sche´ma de transport d’ordre deux a` la vitesse −∇EE . Le sche´ma limite issu
de la phase Lagrange peut aussi eˆtre interpre´te´ comme un sche´ma de transport. On part du sche´ma
limite de la phase de projection
|Ωj |∂tEj +
∑
R+
ljr(ur,njr)
Ej
Er
+
∑
R−
ljr(ur,njr)
Ek(r)
Er
.
On peut la re´e´crire sous la forme
|Ωj |∂tEj +
∑
R+
((ljrEjnjr − σkrβ̂jrur), ur
Er
) +
∑
R−
((ljrEk(r)njr − σkrβ̂jrur),
ur
Er
).
avec β̂jr = φ(m)ljrnjr⊗(xr−xj) avec φ(m) le limiteur de pente. Cette reformulation proche du sche´ma
obtenu par la phase Lagrange montre que le sche´ma issu de la phase Lagrange peut s’interpre´ter aussi
comme un sche´ma de transport d’ordre deux ou` la vitesse est donne´e par −∇EE . Le sche´ma total peut
eˆtre interpre´te´ comme un sche´ma de transport MUSCL avec la vitesse donne´e −∇EE .
Remarque 6.5.1. • Le sche´ma limite (6.50) est positif si le sche´ma (6.48)-(6.49) pre´serve le
principe du maximum pour tout ε.
• On peut remarquer que la discre´tisation du gradient ne change pas par rapport a` celle du sche´ma
line´aire de diffusion. Par conse´quent elle est consistante (the´ore`me 2.11).
• On remarque aussi que le sche´ma n’est pas de´fini si Er = 0 et ur (homoge`ne au gradient) est
non nul et Er = 0 le sche´ma n’est pas de´fini. Ce sche´ma est valide pour la discre´tisation de
l’e´quation de diffusion si la quantite´ diffuse´e reste positive (transfert radiatif, e´coulement en
milieu poreux).
6.5.3 Condition d’entropie pour le sche´ma total
Il s’agit de montrer que le sche´ma total est entropique et que cette proprie´te´ permet d’obtenir le
principe du maximum. Pre´server le principe du maximum est inte´ressant pour obtenir des simulations
re´alistes mais est aussi ne´cessaire afin que le sche´ma soit correctement de´fini. En effet, si E = ρe < 0
la vitesse d’onde rjr est ne´gative et les matrices nodales ne sont plus inversibles. En outre, si ||u|| ≤ 1
la pression et la tempe´rature ne restent pas positives.
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Proposition 6.11. Si Ej(t) > 0, 1 − ||uj(t)|| > 0, (x, β̂jrx) ≥ 0, ∀x ∈ R2 alors le sche´ma (6.48)-
(6.49) est entropique au sens ou
| Ωj | ∂tSj + 1
ε
(∑
R+
ljr(ur,njr)Sj +
∑
R−
ljr(ur,njr)Sk(r)
)
≥ 0. (6.56)
De´monstration. On utilise l’e´quivalent du second principe de la thermodynamique pour le mode`le M1
TdS = dE − (b, dF).
Ce principe thermodynamique nous permet d’obtenir
T∂tS = ∂tE − (u, ∂tF). (6.57)
On e´tudie maintenant le sche´ma semi-discret, l’e´quation (6.56) couple´e avec (6.57) donne une quantite´
nomme´e Ts et de´finie par
Ts =| Ωj | 1
Tj
(∂tEj − (uj ,Fj)) + 1
ε
(∑
R+
ljr(ur,njr)Sj +
∑
R−
ljr(ur,njr)Sk(r)
)
. (6.58)
On remplace les de´rive´es temporelles par les discre´tisations spatiales a` l’aide de (6.58). Les relations
obtenues peuvent eˆtre scinde´es en deux groupes de termes, il y a ceux qui viennent de la phase
Lagrangienne et ceux de la phase de projection. Par conse´quent, Ts = (L + P ) ou` L les termes issus
de la phase Lagrangienne et P ceux de la phase projection.
L =
1
Tjε
(∑
r
Gjr − σ
ε
∑
r
β̂jrur −
∑
r
(Gjr,ur) +
∑
r
ljr(ur,njr)qj −
∑
r
ljr(ur,njr)qj
)
.
Les meˆmes calculs que pour la phase Lagrangienne donnent que
L =
1
Tjε
(∑
r
rjr(ljrnjr, (uj − ur))2 + σ
ε
∑
r
(β̂jrur,ur)
)
− qj
Tjε
∑
r
ljr(ur,njr).
A` pre´sent on e´tudie la phase de projection avec − qjTjε
∑
r ljr(ur,njr). Ce terme est proche d’un sche´ma
upwind mais avec qj qui remplace qk(r). A` partir de la` on peut e´crire une factorisation qui donne
P − qj
Tjε
∑
r
ljr(ur,njr) =
1
Tjε
∑
R+
ljr(ur,njr) (TjSj − Ej + (uj ,Fj)− qj)
+
1
Tjε
∑
R−
ljr(ur,njr)
(
TjSk(r) − Ek(r) + (uj ,Fk(r))− qj
)
.
On a deux cas : ljr(ur,njr) est positif ou ne´gatif. Dans le cas positif on constate que le premier terme
est nul par la formule (6.12). Reste le cas du second terme∑
R−
ljr(ur,njr)
(
TjSk(r) − Ek(r) + (uj ,Fk(r))− qj
)
. (6.59)
Maintenant on utilise la relation
(TjSj − Ej + (uj ,Fj)− qj) = 0.
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En retranchant cette e´quation qui vaut ze´ro a` (6.59) on obtient
(6.59) =
1
Tjε
(
Sk(r) − Sj − Ek(r) − Ej + (uj ,Fk(r) − Fj)
)
. (6.60)
On pose g(xj) = Sj et xj = (Fj , Ej). On remarque ∇g(xj) = 1Tj (−uj , 1). Puisque on a une entropie
concave alors
g(xk)− g(xj)− (xk − xj ,∇g(xj)) ≤ 0.
On voit que c’est exactement cette relation qui est visible dans l’ine´galite´ (6.60). Par conse´quent ce
terme est ne´gatif, or (ur,njr) < 0, ce qui implique que le terme (6.59) est positif. Si Ej(t) > 0 et
1− ||uj(t)||2 > 0 (donc Tj(t) > 0) et β̂jr est positif alors Ts = (L+ P ) est positif.
Proposition 6.12. On suppose que rjr =
1
N(r)
∑
j
4√
3
Ej
3+||uj ||2 , (x, β̂jrx) > 0 et (xAr,x) > Vr||x||2
pour x ∈ R2. Soit E(0) > 0 et ||F(0)|| < E(0) alors le sche´ma (6.48)-(6.49) est entropique et le
principe du maximum est pre´serve´ au sens ou`
Ej(t) > 0, ||Fj(t)|| < Ej(t), ∀ε > 0.
De´monstration. On re´e´crit le sche´ma sous la forme de syste`me dynamique. Soit le vecteur
X(t) = (E1(t), ...En(t),F1(t), ...,Fn(t)),
le domaine D =
{
E(t) > 0, 1− ||uj(t)||2 > 0
}
et
H(X(t)) =

−1
ε
(∑
R+
ljr(ur,njr)Ej(t) +
∑
R−
ljr(ur,njr)Ek(r)(t)
)
− 1
ε
∑
r
(ur,Gjr)
..
−1
ε
(∑
R+
ljr(ur,njr)Fj(t) +
∑
R−
ljr(ur,njr)Fk(r)(t)
)
− 1
ε
∑
r
Gjr − σ
ε2
∑
r
(β̂jrur,ur)

On a le syste`me
X
′
(t) = H(X(t)).
Une rapide e´tude des sche´mas montre que H(X(t)) est une fonction C1 par morceaux car les de´rive´es
temporelles ne de´pendent des variables que line´airement ou quadratiquement. On utilise le the´ore`me
de Cauchy-Paeno : par conse´quent on voit que X(t) existe et reste dans D sur [0, T [. A` pre´sent on
souhaite utiliser le the´ore`me du bout. On de´finit le bout droit (lim t, lim X(t)) lorsque t→ T . D’apre`s
le the´ore`me des bouts, soit ce bout est vide soit il appartient a` la frontie`re de R+×D. Si, sur l’intervalle
[0, T [, X(t) appartient a` un compact de D, alors il existe une valeur d’adhe´rence, ce qui empeˆche le
bout d’eˆtre vide. Dans ce cas, soit T = +∞ soit lim X(t) lorsque t→ T appartient au bord de D.
Si, sur l’intervalle [0, T [ X(t), appartient a` un compact inclus dans D, la frontie`re ne peut pas eˆtre
atteinte, par conse´quent T = +∞. Il suffit donc de montrer que sur [0, T [ la trajectoire reste dans un
compact. On commence par remarquer que ||Fj(t)|| < Ej(t) est e´quivalent a` 1−||uj(t)||2 > 0. Puisque
X(t) ∈ D sur [0, T [ on a Ej(t) et 1 − ||uj(t)||2 sont donc positifs par conse´quent, la proposition 6.11
est satisfaite.
Majoration des quantite´s centre´es
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On commence par majorer Ej(t) et 1− ||uj(t)||2. Il est e´vident que 1− ||uj(t)||2 < 1. Pour majorer la
quantite´ Ej(t) on utilise la conservativite´ du sche´ma.∑
j
| Ωj | Ej(t) =
∑
j
| Ωj | Ej(0)−
∫ t
0
∑
j
∑
r
(Gjr,ur)−
∫ t
0
∑
j
(∑
R+
ljr(njr,ur)Ej +
∑
R−
ljr(njr,ur)Ek(r)
)
.
Par conservativite´ on voit que les termes de flux sont nuls. Par conse´quent on voit que
Ej(t) ≤ ||E(0)||L1| Ωj | .
Afin d’obtenir une minoration de Ej(t) et 1− ||uj(t)||2.
Minoration de l’entropie
Pour cela on souhaite minorer l’entropie Sj(t) du mode`le M1. La proposition 6.11 montre que Sj(t)
est solution de
| Ωj | ∂tSj(t) + 1

(∑
R+
ljr(ur,njr)Sj(t) +
∑
R−
ljr(ur,njr)Sk(r)(t)
)
≥ 0, (6.61)
on pose aj(t) =
1
ε
∑
R+ ljr(ur,njr) et
ai = −1
ε
∑
R−
ljr(ur,njr)
lir(ur,nir)∑
R+ lir(ur,nir)
.
Les coefficients ai et aj sont positifs. Par conse´quent la condition d’entropie (6.61) s’e´crit
∂tSj(t) ≥ −ajSj(t) +
∑
i
aiSi(t).
Puisque Ej(t) > 0 et 1− ||uj(t)||2 > 0 sur [0, T [ l’entropie est positive dans chaque maille on obtient
donc que Sj(t) ≥ e−ajtSj(0). Par conse´quent si ||ur|| ≤ εC, le coefficient aj est majore´ et l’entropie
est minore´e sur [0, T [.
Majoration de ur sur [0, T [
On part du solveur nodal avec rjr = rr =
1
N(r)
∑
j rj et rj =
4√
3
Ej
3+||uj ||2 . On multiplie par ur le solveur
nodal. Le second membre est majore´. On obtient∑
j
(qjljrnjr,ur) ≤ C1
∑
j
|qj |||ur||,
avec C1 = maxj(||ljrnjr||) et ∑
j
rr(ujα̂jr,ur) ≤ C2rr||ur||,
avec C2 = maxj(||α̂jr||) car ||uj || < 1. Maintenant on minore les matrices. On obtientur, (σkr
ε
∑
j
β̂jr)ur
 ≥ σkr
ε
Vr||ur||2,
et ur, (rr∑
j
α̂jr)ur
 ≥ rrλjr||ur||2,
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avec λjr la valeur propre minimale de la matrice
∑
j α̂jr. En associant les minorations et les majorations
pre´ce´dentes, on majore ||ur|| par
||ur|| ≤ C 1
rrλjr +
σkr
ε Vr
C1∑
j
|qj |+ C2rr
 . (6.62)
Puisque rr =
∑
j
4√
3
Ej(t)
3+||uj(t)||2 et ||uj(t)|| < 1 on obtient les bornes
Er
4 < rr <
Er
3 . Par ailleurs sur
l’intervalle de temps [0, T [, on sait que ||uj(t)|| < 1 qui implique que 13 < χ < 1. Par conse´quent
0 < |qj | < 1
3
Ej , 1 < kr <
4
3
Er.
Ces bornes permettent d’obtenir
||ur|| ≤ C 4
(λjr +
σ
εVr)Er
C1∑
j
|qj |+ C2rr
 . (6.63)
Pour conclure on utilise
∑
j |qj | < 13
∑
j Ej , ce qui donne
||ur|| < C 4
3λjr +
σ
εVr
.
Cette majoration peut se re´e´crire sous la forme
||ur|| < C 4ε
3λjrε+ σVr
.
Une remarque : les majorations sont valides pour diffe´rentes de´finitions de la moyenne Er. Ici on
conside`re une moyenne arithme´tique.
Minoration des quantite´s centre´es
Puisque la vitesse nodale ur est majore´e par une constante homoge`ne a` ε on sait que Sj(t) ≥
e−ajtSj(0) > 0. On commence par remarquer que
(1−||uj(t)||2)
1
4
(3+||uj ||2)
3
4
est borne´ par 1
3
3
4
alors par de´finition
de l’entropie
Ej ≥ 3 34 (e−aj(t)tSj(0)) 43 .
En reprenant la de´finition de l’entropie et la majoration de E on obtient que
(1− ||uj ||2) 14 ≥ 3
1
4Sj(0)(3 + ||uj ||2) 34
4E
3/4
j
,
(1− ||uj ||2) 14 ≥ 3
1
4Sj(0) | Ωj |3/4
4||Ej(0)||3/4L1
(3 + ||uj ||2) 34 ≥ 9Sj(0) | Ωj |
3/4
||Ej(0)||3/4L1
.
On a ainsi montre´ que les quantite´s 1−||uj(t)||2 et Ej(t) sont incluses dans un compact. Par conse´quent
en appliquant le the´ore`me des bouts on obtient que X(t) existe en tout temps et reste dans le domaine
D pour tout temps. Il reste juste a` montrer que (1−||uj ||2) > 0 est e´quivalent au fait que ||Fj || < Ej .
La de´finition de uj montre que
(1− ||uj ||2) > 0,
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e´quivaut a`
E2j − ||Fj ||2 ≥
(
3χ− 1
2||fj(t)||2 − 1
)
||Fj ||2.
Puisque 3χ−1
2||fj(t)||2 ≤ 1 alors
E2j − ||Fj ||2 > 0.
Remarque 6.5.2. Pour le cas ou` rjr = rj =
4√
3
Ej
3+||uj ||2 les arguments pre´ce´dents sont valides sauf
pour la majoration de ur. En effet la matrice ∑
j
rjα̂jr
est plus difficile a` minorer sans supposer que les vitesses d’onde rj sont elles meˆmes-minore´es ce que
l’on ne peut supposer. Dans le cas ou` σ > 0 on peut arriver au re´sultat final. En effet dans ce cas, on
peut minorer la matrice totale ∑
j
rjα̂jr +
σkr
ε
∑
j
β̂jr
par la minoration de σkrε
∑
j β̂jr. On peut de´rouler la de´monstration pre´ce´dente sans difficulte´. Par
conse´quent, pour rjr = rj, le sche´ma (6.48)-(6.49) pre´serve la principe du maximum si (x, β̂jrx) > 0
et (xAr,x) > Vr||x||2 pour x ∈ R2 et σ > 0.
Ces re´sultats montrent que le choix du tenseur β̂jr est essentiel pour pre´server le principe du
maximum. Par conse´quent on souhaite proposer un tenseur β̂jr positif sur le plus de maillages possibles.
Sauf dans le cas d’un maillage Carte´sien, le tenseur β̂Ijr = ljrnjr ⊗ (xr − xj) n’est pas de´fini positif.
Quant au tenseur β̂IIjr = Vjr Îd il ge´ne`re une matrice nodale qui ne permet d’obtenir un flux Fr
consistant avec le gradient. Par conse´quent on souhaite trouver une de´composition de la matrice Ar
ou` le tenseur est de´fini positif. Nous proposons deux nouvelles variantes. La premie`re est base´e sur la
remarque suivante
Ar =
∑
j
(
|V˜jr|Îd + 1
2
(w⊥j−1/2 ⊗wj−1/2 − v⊥j+1/2 ⊗ vj+1/2)
)
=
∑
j
(
|V˜jr|Îd + Pj
)
(6.64)
et sur le fait que chaque terme de cette somme est de´fini positif sous des conditions ge´ome´triques. En
conse´quent on souhaite utiliser le tenseur suivant
β̂IIIjr =
(
|V˜jr|Îd + 1
2
(w⊥j−1/2 ⊗wj−1/2 − v⊥j+1/2 ⊗ vj+1/2)
)
.
la somme de ce tenseur donne la matrice Ar =
∑
j ljrnjr⊗ (xr−xj), on assure donc la consistance du
gradient. La deuxie`me variante consiste simplement a` re´partir la matrice Ar de telle fac¸on que chaque
bout soit de´fini positif, on de´fini donc
β̂IVjr =
V˜jr
Vr
Ar.
Ce tenseur permet de garder la consistance du gradient et de de´finir un tenseur positif si la matrice
Ar l’est.
De´finition 6.5.3. Les tenseurs possibles de diffusion sont
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• β̂Ijr = ljrnjr ⊗ (xr − xj),
• β̂IIjr = V˜jr Îd,
• β̂IIIjr =
(
|V˜jr|Îd + 12(w⊥j−1/2 ⊗wj−1/2 − v⊥j+1/2 ⊗ vj+1/2)
)
,
• β̂IVjr = V˜jrVr Ar.
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6.6 Discre´tisation semi-implicite en temps
Comme pour l’e´quation de la chaleur hyperbolique, on souhaite de´finir un sche´ma semi-implicite
avec une CFL optimale (somme de la CFL hyperbolique et de la CFL parabolique). On part pour cela
du sche´ma (6.48)-(6.49) pour le mode`le M1, en introduisant la matrice
Mr =
∑
j
rjrα̂jr +
krσ
ε
∑
j
β̂jr
−1∑
j
rjrα̂jr
 ,
on obtient
ur = Mru
∗
r ,
avec u∗r la solution du solveur classique du sche´ma GLACE de´fini par
(∑
j rjrα̂jr
)
ur =
∑
j ljrEjnjr+∑
j rjrα̂jrFj . A` partir des manipulations alge´briques de´taille´es dans le chapitre 2, on peut formuler le
sche´ma (6.48)-(6.49) de fac¸on a` obtenir un terme source local et un sche´ma semi-implicite.
De´finition 6.6.1. Le sche´ma semi-implicite en temps pour le mode`le M1 est donne´ par
| Ωj |
En+1j − Enj
∆t
+
1
ε
(∑
R+
ljr(Mru
∗
r ,njr)E
n
j +
∑
R−
ljr(Mru
∗
r ,njr)E
n
k(r)
)
+
1
ε
∑
r
(Mru
∗
r ,Gjr) = 0,
| Ωj |
Fn+1j − Fnj
∆t
+
1
ε
(∑
R+
ljr(Mru
∗
r ,njr)F
n
j +
∑
R−
ljr(Mru
∗
r ,njr)F
n
k(r)
)
,
+
1
ε
∑
r
G∗jr = −
1
ε
(∑
r
rnjrα̂jr(Îd −Mr)
)
un+1j ,
(6.65)
avec comme flux 
Gjr = ljrq
n
j njr + r
n
jrαˆjr(u
n
j −Mru∗r)−
σ

knr βˆjrMru
∗
r ,
G∗jr = ljrq
n
j njr + r
n
jrαˆjrMr(u
n
j − u∗r),∑
j
rnjrαˆjr
u∗r = ∑
j
ljrq
n
j njr +
∑
j
rnjrαˆjruj ,
(6.66)
Les diffe´rentes quantite´s sont : knr =
2||fnr ||2Enr
(3χ− 1) , ou E
n
r et f
n
r sont des moyennes des quantite´s E et
F autour du noeud r, R± = {r/ljr(ur,njr) ≶ 0} et
Enk(r) =
∑
j/ljr(ur,njr)>0
ljr(ur,njr)E
n
j∑
j/ljr(ur,njr)>0
ljr(ur,njr)
On de´finit Fnk(r) de la meˆme fac¸on. La matrice Mr est de´finie par
Mr =
∑
j
rnjrα̂jr +
σ
ε
knr
∑
j
β̂jr
−1∑
j
rnjrα̂jr

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En remarquant que Mr = O(ε),
∑
r r
n
jrα̂jr(Îd −Mr) = O(σ
∑
r β̂jrMrk
n
r
ε ) et
∑
r β̂jr = |Ωj | Îd on
constate que
∑
r r
n
jrα̂jr(Îd −Mr) est donc homoge`ne a` une quantite´ Mk|Ω| associe´e a` la maille j. Le
terme source est donc homoge`ne a` Mj |Ωj | Fnj car unj =
Fnj
knj
.
Les tests nume´riques montre que la CFL du sche´ma semi-implicite (6.65)-(6.66) est inde´pendante de
ε.
6.7 Re´sultats nume´riques
6.7.1 Re´sultats nume´riques pour les sche´mas limites
Pour commencer, on propose de comparer le sche´ma limite de la phase Lagrange avec les diffe´-
rents tenseurs β̂jr afin de se´lectionner le tenseur le plus pertinent. Ensuite on donnera les re´sultats
nume´riques du sche´ma de diffusion limite total pour le tenseur choisi.
Cas test : Solution fondamentale
On prend le meˆme cas test que pour le sche´ma de diffusion line´aire. Soit SF (t) la solution fon-
damentale de la chaleur avec le coefficient de diffusion 13 . Les conditions initiales sont de´finies par
E(t = 0) = SF (0.01), F(t = 0) = 0. On compare la solution nume´rique avec la solution the´orique de
diffusion E(t) = SF (0.01 + Tf ), F(t) = 0. Deux aspects nous inte´ressent, l’ordre 2 et la pre´servation
de la positivite´. Re´sultats pour le sche´ma issu de la phase Lagrange
On rappelle le sche´ma limite de la phase Lagrangienne.
De´finition 6.7.1. Le sche´ma limite issu de la phase Lagrange est
∂tE
0
j (t) +
∑
r
1
12σ
(
(ljrEjnjr − σβ̂jrur), ur
Er
)
= 0
σ
∑
j
βˆjr
ur = ∑
j
ljrEjnjr
(6.67)
Remarque 6.7.1. Le nombre de coefficients ne´gatifs est calcule´ sur un maillage de 1600 mailles et
sur 310 ite´rations en temps environ.
Le tableau (6.1) donne le nombre de coefficients ne´gatifs pour chaque variante tensorielle et chaque
maillage. Les tableaux (6.2)-(6.3) donnent les ordres de convergence pour chaque tenseur et chaque
maillage.
Ces re´sultats nume´riques montrent que seul le tenseur IV pre´serve la positivite´ et la consistance sur
tous les maillages propose´s. Les re´sultats pour les tenseurs I et II e´taient attendus. En effet le tenseur
I n’est pas de´fini positif, ce qui est ne´cessaire pour pre´server la positivite´, mais aussi la convergence.
Quant au tenseur II, il ne permet pas de construire un gradient consistant comme cela a e´te´ de´ja`
montre´ dans le chapitre deux. Le tenseur III, vient de la condition ge´ome´trique de positivite´ de la
matrice
∑
j ljrnjr⊗ (xr−xj) introduite dans le chapitre deux. Puisque le tenseur III n’est pas positif
sur tous les maillages alors que le tenseur IV l’est, cela montre que cette condition ge´ome´trique e´tait
bien sous optimale. Le tenseur IV paraˆıt donc le plus le pertinent car il permet d’obtenir la matrice∑
j ljrnjr⊗ (xr−xj) qui ge´ne`re un gradient consistant et reste positif tant que la matrice est positive.
Re´sultat pour le sche´ma limite du sche´ma Lagrange+projection avec MUSCL
Pour terminer on observe la combinaison du sche´ma limite de la phase Lagrange avec un coefficient
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maillage variante du tenseur β̂jr I II III IV
Cartesien 220 0 0 0
maillage bruite´ quad 66845 0 0 0
maillage smooth quad 58834 0 0 0
maillage triang 1 41643 0 0 0
maillage triang 2 744178 0 0 0
maillage triang bruite´ 64135 0 0 0
Kershaw K=1 26019 0 1976656 0
Table 6.1 – Nombre de coefficients ne´gatifs pour le sche´ma de diffusion limite Lagrangien pour chaque
tenseur β̂jr.
maillage/ variante du tenseur β̂jr I II III IV
Carte´sien 40-80 1.87 1.83 1.83 1.83
Carte´sien 80- 160 1.92 1.93 1.93 1.93
Carte´sien 160- 320 1.97 1.98 1.98 1.98
Ale´atoire quad. 40-80 2.1 1.64 1.84 1.94
Ale´atoire quad. 180- 160 Nc 1.28 1.98 1.99
Ale´atoire quad. 160- 320 Nc 0.70 1.96 1.96
« Smooth » 40-80 2 1.75 1.71 1.73
« Smooth » 80- 160 nc 1.86 1.84 1.86
« Smooth » 160- 320 nc 1.95 1.94 1.95
« Kershaw » 40-80 nc 1.92 nc 1.91
« Kershaw » 80- 160 nc 1.88 nc 1.88
« Kershaw » 160- 320 nc 1.94 nc 1.94
Table 6.2 – Ordre de convergence sur maillages quadrangulaires. Lorsque l’erreur explose on note nc
pour non-convergence.
maillage / variante du tenseur β̂jr I II III IV
Triangulaire 1 40-80 1.11 1.88 1.2 1.88
Triangulaire 1 80- 160 1.04 1.95 1.08 1.95
Triangulaire 1 160- 320 nc 1.98 1.02 1.98
Triangulaire 2 40-80 nc 1.85 1.84 1.85
Triangulaire 2 180- 160 nc 1.95 1.92 1.95
Triangulaire 2 160- 320 nc 1.98 1.96 1.98
Triangulaire alea. 40-80 nc 1.82 1.76 1.82
Triangulaire alea. 80- 160 nc 1.86 1.69 1.86
Triangulaire alea. 160- 320 nc 1.66 1.53 1.66
Table 6.3 – Ordre de convergence sur maillages triangulaires. Lorsque l’erreur explose on note nc
pour non-convergence
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1
4 et du sche´ma de projection MUSCL avec un coefficient
3
4 . Il s’agit du sche´ma limite du sche´ma
(6.48)-(6.49). On utilise la variante IV du tenseur
β̂jr =
∑
j
Vjr
Ar
Vr
,
avec Ar =
∑
j ljrnjr ⊗ (xr − xj)
maillage ordre nb coef Ej < 0
Carte´sien 40-80 1.92 0
Carte´sien 1 80- 160 1.95 0
Carte´sien 1 160- 320 1.98 0
Ale´atoire quad. 40-80 2.20 0
Ale´atoire quad. 180- 160 2.05 0
Ale´atoire quad. 160- 320 1.97 0
« Smooth » 40-80 1.78 0
« Smooth » 80- 160 1.87 0
« Smooth » 160- 320 1.94 0
« Kershaw » 40-80 2.00 0
« Kershaw » 80- 160 1.86 0
« Kershaw » 160- 320 1.93 0
Table 6.4 – Ordre de convergence sur maillages quadrangulaires
maillage ordre nb coef Ej < 0
Triangulaire 1 40-80 2.1 0
Triangulaire 1 80- 160 2.24 0
Triangulaire 1 160- 320 2.13 0
Triangulaire 2 40-80 2.01 0
Triangulaire 2 180- 160 2.18 0
Triangulaire 2 160- 320 2.1 0
Triangulaire alea. 40-80 2.13 0
Triangulaire alea. 80- 160 2.21 0
Triangulaire alea. 160- 320 2.00 0
Table 6.5 – Ordre de convergence sur maillages triangulaires
Ces re´sultats montrent que le sche´ma limite du sche´ma (6.48)-(6.49) est bien positif et d’ordre
deux. L’ajout d’une me´thode MUSCL permet bien d’obtenir un sche´ma limite d’ordre deux pour la
phase de projection. Des tests sur des maillages de Kershaw plus de´forme´s que celui pre´sente´ montre
que le tenseur β̂IVjr reste de´fini positif et que le sche´ma reste positif et convergent.
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6.7.2 Re´sultats nume´riques pour le mode`le M1
Cas test de transport
Dans un premier temps on regarde le sche´ma pour M1 sans terme source. On e´tudie un cas test
sur ce que l’on appelle le re´gime libre, c’est a` dire quand ||f || = 1 et σ = 0. Dans ce cas la pression q
est nulle et finalement le mode`le M1 va se comporter comme l’e´quation de transport classique.
test 1
On commence par un cas test d’advection d’un cre´neau, d’abord en 1D puis en 2D. Les conditions
initiales sont donne´es par : E et Fx valent 1 pour x ∈ [0.4, 0.6] et 0.0001 ailleurs. Fy vaut ze´ro. La
solution au temps 0.2 est un cre´neau non nul dans l’intervalle x ∈ [0.6, 0.8]. La solution est donne´e par
la condition initiale exactement transporte´e a` la vitesse 1.
Figure 6.1 – La condition initiale et la solution au temps t = 0.2 pour diffe´rents pas d’espace. La
courbe rouge repre´sente E(t,x) au temps initial. Les courbes verte, bleu, magenta et cyan repre´sentent
la solution nume´rique pour la quantite´ E et pour 100, 200, 400 et 800 mailles.
L’ordre de convergence constate´ est approximativement de 0.5, ce qui est cohe´rent avec les re´sultats
classiques de volumes finis pour le transport pour donne´e initiale discontinue. Maintenant on propose
le meˆme cas test en 2D. Le tableau (6.6) donne les ordres de convergence pour diffe´rents maillages ainsi
Maillage 40-80 80-160 160-320 Nb coef E < 0 Nb coef ‖ f ‖> 1
Maillage carte´sien 0.475 0.49 0.496 0 0
Maillage ale´a. quad 0.475 0.494 0.496 0 0
Maillage de Kershaw 0.42 0.465 0.493 0 0
Maillage triang. reg. 0.474 0.491 0.496 0 0
Maillage ale´a. triang. 0.477 0.492 0.496 0 0
Table 6.6 – Ordre de convergence pour une solution discontinue (trois premie`res colonnes) et nombre
de coefficient ne respectant pas le principe du maximum (deux dernie`res colonnes).
que le nombre de quantite´s ne respectant pas le principe du maximum. En affinant on se rapproche de
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l’ordre 0.5. Si on, prend maintenant comme condition initiale une Gaussienne a` la place du cre´neau,
les re´sultats nume´riques montre que le sche´ma converge a` l’ordre 1.
Cas test en re´gime de diffusion
On prend le meˆme cas test que pour le sche´ma de diffusion line´aire. Soit SF (t) la solution fon-
damentale de la chaleur avec le coefficient de diffusion 13 . Les conditions initiales sont de´finies par
E(t = 0) = SF (0.01), F(t = 0) = 0. On compare la solution nume´rique avec la solution the´orique de
diffusion E(t) = SF (0.01 + Tf ), F(t) = 0.
Maillage/nb mailles 80 160 320 Nb Ej < 0
Carte´sien 1.79 1.91 1.90 0
Ale´atoire quad. 1.85 1.92 1.92 0
Carte´sien tri. 1.90 1.95 1.92 0
Ale´atoire tri. 1.92 1.95 1.92 0
Kershaw 1.68 1.67 1.87 0
Maillage/nb mailles 80 160 320 Nb Ej < 0
Cartesien 1.79 1.94 1.98 0
Ale´atoire quad. 1.85 1.94 2. 0
Cartesien tri. 1.90 1.96 2.05 0
Ale´atoire tri. 1.92 1.96 1.94 0
Kershaw 1.69 1.67 1.89 0
Table 6.7 – Ordre de convergence du sche´ma M1 pour ε = 0.0001
Les ordres de convergence constate´s dans le tableau (6.7) sont tre`s proches des ordres de conver-
gence du sche´ma limite de diffusion. Le sche´ma pour le mode`le M1 converge avec un ordre proche
de deux pour une petite valeur de ε. Ces re´sultats valident nume´riquement le caracte`re « asymptotic
preserving » du sche´ma.
Re´sultats nume´riques pour le mode`le M1 couple´ avec la matie`re
On souhaite e´tudier le couplage du mode`le M1 avec la matie`re, c’est a` dire re´soudre le syste`me
suivant 
∂tE +
1

div F =
σa
ε2
(aT 4 − E),
∂tF +
1

∇(Pˆ ) = −σa
2
F,
ρCv∂tT =
σa
ε2
(E − aT 4).
(6.68)
La strate´gie est de proce´der par « splitting » . On scinde donc le syste`me en deux syste`mes re´solus
successivement. Dans un premier temps on re´sout le mode`le M1 (voir (6.6)), puis le syste`me issu de
couplage : 
∂tE =
σa
ε2
(aT 4 − E),
∂tF = 0,
ρCv∂tT =
σa
ε2
(E − aT 4).
(6.69)
Ce syste`me dit de relaxation en tempe´rature peut eˆtre re´solu avec des sche´mas temporels classiques.
Cependant, les calculs de stabilite´ du chapitre pre´ce´dent montrent que l’on aura une condition sur le
pas de temps de type CFL de´pendant de σa
ε2
mais aussi de T 3. Par conse´quent il est difficile de traiter
cette phase de fac¸on explicite. Nous utilisons le sche´ma semi-implicite de´fini pour P1 dans le chapitre
pre´ce´dent.
Cas test de Marshak line´aire Ici il s’agit de reprendre le cas de Marshak line´aire e´tudie´ dans le
chapitre pre´ce´dent. La tempe´rature n’e´tant pas trop e´leve´e, on est dans un cadre quasi isotrope. En
conse´quence on devrais s’attendre a` ce que les re´sultats soient proches de ceux obtenus pour P1. Pour
ce test c’est un sche´ma d’advection d’ordre 1 qui est utilise´. La solution correspond a` celle introduite
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Figure 6.2 – La tempe´rature matie`re et la tempe´rature radiative dans le cas du mode`le P1.
dans [BCT08]- [B010]. Afin d’observer le caracte`re « asymptotic preserving » du sche´ma on regarde
si malgre´ un faible nombre de mailles on obtient un re´sultat du meˆme type (voir [BCT08]- [B010]).
Pour terminer on trace la solution 2D sur maillage Carte´sien et ale´atoire (voir figure 6.4).
Remarque 6.7.2. Ce n’est pas visible pour ce cas test, mais le sche´ma (6.48)-(6.49) couple´ avec la
matie`re, pre´serve la positivite´ de E mais ne pre´serve pas au niveau discret l’ine´galite´ ||F|| < E.
6.8 Autres tenseurs d’Eddington
La me´thode propose´e dans ce chapitre posse`de le de´savantage de ne pas eˆtre naturellement exten-
sible a` tout type de tenseur d’Eddington. Conside´rons le tenseur dit de Kershaw
χ =
1 + 2||f ||2
3
.
Pour obtenir la de´composition de la pression P̂ = u⊗ F + qÎd, on introduit
u = f
et
q =
1− ||f ||2
3
E.
Par contre la de´composition du flux F est diffe´rente. En effet, on obtient F = uE. En posant E = ρ
et F = ρu, on obtient donc le syste`me de la dynamique des gaz suivant
∂tρ+
1
ε
div(ρu) = 0
∂tρu +
1
ε
div(ρu⊗ u) + 1
ε
∇q = − σ
ε2
ρu.
(6.70)
Il s’agit des e´quations d’Euler barotrope avec friction. On peut utiliser, comme pre´ce´demment, un
sche´ma Lagrange+projection « asymptotic preserving » . Dans ce cas l’e´quation sur E est line´aire mais
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Figure 6.3 – La tempe´rature radiative au temps final. Les croix rouges repre´sentent la solution sur
un maillage Carte´sien et les carre´s repre´sentent la solution sur un maillage ale´atoire
Figure 6.4 – Trace de la tempe´rature radiative sur maillage Carte´sien (a` gauche) et sur maillage
ale´atoire (a` droite)
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le sche´ma limite obtenu reste non line´aire. Il correspond au sche´ma limite de la phase de projection
dans le cas du pre´ce´dent mode`le. Cet exemple montre que le syste`me de la dynamique des gaz associe´
au mode`le M1 diffe`re selon le facteur d’Eddington choisi. Par conse´quent, il n’est pas possible de
proposer de fac¸on ge´ne´rale cette me´thode pour tout facteur d’Eddington, il faut proce´der au cas par
cas.
Il serait inte´ressant d’e´tudier cette me´thode dans la cadre multi-groupes. Une premie`re approximation
des mode`les multi-groupes consiste a` utiliser le facteur d’Eddington classique pour chaque groupe.
Dans ce cas on peut reformuler chaque mode`le M1 comme un syste`me d’Euler. Avec une bonne
formulation du couplage entre les mode`les on pourrait obtenir une me´thode valide. Par contre, pour
les facteurs d’Eddington re´els associe´s a` la me´thode multi-groupes (voir [Tur03]), il n’est pas e´vident
qu’on obtienne des syste`mes de la dynamique des gaz correctement de´finis.
6.9 Synthe`se
On propose un re´sume´ des proprie´te´s du sche´ma (6.48)-(6.49) construit pour le mode`le M1. Le
sche´ma GLACE-AP pour le mode`le M1
• est entropique.
• pre´serve le principe du maximum pour le mode`le M1 sans couplage.
• pre´serve la positivite´ de E pour le mode`le M1 avec ou sans couplage.
• admet une variante semi-implicite, stable sous une condition CFL inde´pendante de ε.
• converge nume´riquement sur maillages non structure´s.
• admet un sche´ma limite de diffusion pre´servant la positivite´.
• admet un sche´ma limite convergent avec le meˆme ordre que celui du sche´ma d’advection.
Cependant le sche´ma admet aussi quelques de´fauts,
• il exhibe des modes parasites.
• il n’est pas valable dans le vide (E = 0).
Afin de faire disparaˆıtre les modes parasites on peut utiliser d’autres de´finitions des normales comme
cela a d’ailleurs e´te´ introduit dans le chapitre sur la discre´tisation de l’e´quation de la chaleur hyper-
bolique. On peut e´galement utiliser un sche´ma d’advection aux areˆtes. Cependant, tous les modes
parasites ne disparaissent pas avec cette me´thode.
Annexe : rappels sur les syste`mes dynamiques.
Dans cette annexe on propose de rappeler des re´sultats d’existence pour des syste`mes dynamiques.
Ces de´finitions et the´ore`mes sont issus de [Dem06]. On commence par introduire le proble`me de Cauchy{
x
′
(t) = f(t,x(t))
x
′
(t0) = x0
(6.71)
et le cylindre C0 = [t0 − T0, t0 + T0]×B(y0, r0). On propose de donner des re´sultats d’existence pour
le proble`me de Cauchy (6.71).
De´finition
On dit que C = [t0 − T, t0 + T ]×B(y0, r0) ⊂ C0 avec T ≤ min(T0, r0M ) est un cylindre de se´curite´ pour
le proble`me de Cauchy (6.71) si toute solution x(t) : I → Rn avec I ⊂ [t0 − T, t0 + T ] reste continu
dans B(x0, r0).
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La constante M est de´finie par M = sup(t,x0)∈C0 ||f(t,x(t))|| <∞.
De´finition
Soit l’EDO (6.71) avec f : D ⊂ R+ ×Rn → Rn Une solution maximale x(t) : [t0 − T, t0 + T ]→ D est
une solution qui n’est pas la restriction d’une solution de´finie sur un intervalle plus grand.
The´ore`me de Cauchy Lipschitz
Soit f(t,x(t)) : [t0 − T, t0 + T ]×D. Soit l’EDO (6.71) Si f(t,x(t)) est continue et localement Lipschitz
par rapport a` x alors il existe une et une seule solution maximale x(t) : [t0 − T, t0 + T ] −→ D avec
T ≤ min(T0, r0M ).
The´ore`me de Cauchy-Peano
Soit l’EDO (6.71). Si f(t,x(t)) est continue et borne´e alors il existe une solution maximale x(t) :
[t0 − T, t0 + T ]→ B(x0, r0) avec T ≤ min(T0, r0M ).
De´finition Soit x(t) :]a, b[→ Ω solution maximale du syste`me (6.71) Le bout droit est le couple de´fini
par la valeur d’adherence de (t,x(t)) lorsque t → b et que le bout gauche est le couple de´fini par la
valeur d’adhe´rence de (t,x(t)) lorsque t→ a.
Corollaire
Soit x(t) solution maximale de {
x
′
(t) = f(t,x(t)),
x(t = 0) = x0 ∈ D.
Si la fonction f(t,x(t)) est continue et borne´e par rapport a` x alors le bout droit est soit vide soit
contenu sur la frontie`re de ]a, b[×D.
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Quatrie`me partie
Perspectives
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Chapitre 7
Sche´mas positifs pour les mode`les Sn
d’ordonne´es discre`tes
Dans ce chapitre prospectif, on propose une re´flexion sur une discre´tisation positive et « asymptotic
preserving » de la me´thode des ordonne´es discre`tes (mode`les Sn). Cette discre´tisation est base´e sur un
formalisme aux areˆtes de la me´thode des volumes finis couple´e avec une formulation « pair - impair »
des mode`les.
Afin d’obtenir des simulations re´alistes en transport line´aire dans tous les re´gimes lie´s a` la matie`re,
il est inte´ressant de construire des sche´mas qui respectent les proprie´te´s physiques et mathe´matiques
des mode`les. Les mode`les Sn (me´thode des ordonne´es discre`tes) qui correspondent a` une discre´tisation
en vitesse de l’e´quation de transport pre´servent a` la fois la limite de diffusion de l’e´quation de trans-
port et la positivite´ de la fonction de distribution discre`te et du premier moment discret. La me´thode
de de´composition « diffusive - non diffusive » introduite lors du chapitre quatre, pre´serve le re´gime
asymptotique, mais ne pre´serve pas la positivite´ des variables. On souhaite donc proposer des nouveaux
sche´mas sur un formalisme aux areˆtes de la me´thode des volumes finis corrigeant ce de´faut. L’ide´e de
de´part est assez simple : on propose de partir d’un sche´ma positif et « asymptotic preserving » en
dimension un sur grille non uniforme, puis d’e´tendre le sche´ma sur maillage de Delaunay en e´crivant
les flux 1D dans la direction normale. Le sche´ma obtenu serait « asymptotic preserving » et admettrait
le sche´ma TPFA (1.69) comme sche´ma limite. Enfin on propose de modifier la viscosite´ nume´rique
en introduisant le sche´ma non line´aire de diffusion de Droniou-Le Potier [DlP09] qui est convergent
et positif sur maillages non structure´s. Les sche´mas « asymptotic preserving » 1D et positif existants
ne paraissant pas satisfaisants pour un extension en dimension deux, ce chapitre portera principale-
ment sur la construction d’un nouveau sche´ma pour les mode`les Sn en dimension un. L’extension en
dimension deux sera rapidement aborde´e a` la fin du chapitre.
7.1 Sche´mas positifs, « asymptotic preserving » pour les mode`les
Sn en dimension un
Pour construire un sche´ma « asymptotic preserving » en dimension deux on doit commencer par
choisir un sche´ma en dimension un sur grille non uniforme en 1D. Il existe, a` notre connaissance, deux
sche´mas « asymptotic preserving » -« cell centered » pour les mode`les Sn qui satisfont la proprie´te´
de positivite´ : le sche´ma de Gosse [Gos10] et le sche´ma de Berthon-Turpault [BT10]. Cependant, le
sche´ma de Berthon-Turpault n’est pas conservatif et le sche´ma de Gosse est trop couˆteux sur grille non
uniforme ; le proble`me stationnaire est en effet re´solu exactement par le sche´ma. Ce proble`me e´tant
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de´pendant de la ge´ome´trie locale de la grille et de la valeur de l’opacite´, on doit re´soudre un proble`me
stationnaire diffe´rent a` chaque interface et a` chaque temps ce qui ge´ne`re un couˆt de calcul important.
Par conse´quent, on propose une nouvelle me´thode base´e sur une formulation dite « pair - impair » de
la me´thode des ordonne´es discre`tes.
7.1.1 Mode`les Sn en dimension un
On conside`re l’e´quation de transport line´aire, mono-groupe, avec un « scattering » isotrope.
∂tf +
1
ε
µ∂xf =
σ
ε2
(
1
4pi
∫
µ∈[−1,1]
fdµ− f
)
, avec µ = (ex,Ω) et Ω ∈ R3, (7.1)
avec ex l’axe des abscisses. La me´thode des ordonne´es discre`tes pour l’e´quation de transport (7.1) est
de´finie par un ensemble de vitesses discre`tes Ωk et de poids de quadrature wk ≥ 0, k ∈ {−N,N}3, k 6= 0
qui sont choisis tels que
• ∑k wk = 1
• Ω−k = −Ωk, wk = w−k =⇒
∑
k wkΩk = 0.
Les points de quadrature sont choisis de fac¸on syme´trique par rapport aux plans de syme´trie de la
sphe`re.
La me´thode des ordonne´es discre`tes pour l’e´quation (7.1) est donne´e par le syste`me
∂tfk +
1
ε
µk∂xf =
σ
ε2
(∑
l
wlfl − fk
)
, k ∈ {−N,N} , k 6= 0, (7.2)
avec f = {fk = f(µk)}. Le syste`me (7.2) s’e´crit sous la forme matricielle suivante
∂tf +
1
ε
µ.∇f = σ
ε2
Rf , (7.3)
avec µ = {µk}, w = {wk} et un terme source de´fini par R = 1⊗w− Îd. Dans le re´gime limite, lorsque
ε tend vers 0, l’e´nergie E satisfait l’e´quation de diffusion suivante
∂tE − div
(
1
Dσ
∇E
)
= 0, (7.4)
avec la matrice de diffusion donne´e par D =
∑
wk diag{µk : µk}. Les vitesses discre`tes µk et les poids
associe´s wk sont choisis tel que D =
1
3 Îd si les vitesses appartiennent a` la sphe`re S
2 et D = 12 Îd si les
vitesses appartiennent a` la sphe`re S1. Dans la suite du chapitre, on se place dans le cas D = 13 .
7.1.2 Sche´ma sur grille non uniforme pour l’e´quation de la chaleur hyperbolique
Avant d’introduire la nouvelle discre´tisation « asymptotic preserving » et positive pour les mo-
de`les Sn, on propose un rappel sur le sche´ma de Gosse-Toscani [GT01] pour l’e´quation de la cha-
leur hyperbolique pour des grilles non uniformes. Le maillage est de´fini par un ensemble de points
...xj− 1
2
, xj+ 1
2
, xj+ 3
2
... et de mailles Ωj =
[
xj+ 1
2
, xj− 1
2
]
de volume ∆xj = |xj+ 1
2
− xj− 1
2
|. Le centre
de la maille Ωj est note´ xj . On introduit pour finir la maille duale Ωj+ 1
2
= [xj , xj+1] de volume
∆xj+ 1
2
= |xj+1 − xj |.
On part de l’e´quation de la chaleur hyperbolique sous sa forme diagonalise´e
∂tu+
µ
ε
∂xu =
σ
2ε2
(v − u),
∂tv − µ
ε
∂xv =
σ
2ε2
(u− v).
(7.5)
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Le principe de construction est le meˆme que sur grille uniforme. On localise les termes sources aux
interfaces (voir (1.38)), on re´sout le proble`me stationnaire (voir (1.40)) pour obtenir les flux. La solution
du proble`me de Riemann a` l’interface xj+ 1
2
est donne´e par
{
uG
j+ 1
2
= uj , v
G
j+ 1
2
= Mj+ 1
2
vj+1 + (1−Mj+ 1
2
)uj = vj+1 + (1−Mj+ 1
2
)(uj − vj+1),
uD
j+ 1
2
= Mj+ 1
2
uj + (1−Mj+ 1
2
)vj+1 = uj + (1−Mj+ 1
2
)(vj+1 − uj), vDj+ 1
2
= vj+1,
(7.6)
avec
Mj+ 1
2
=
2µε
σj+ 1
2
∆xj+ 1
2
+ 2µε
. (7.7)
A` partir des flux (7.6), on de´rive le sche´ma de Gosse-Toscani. Apre`s de rapides calculs on obtient une
forme du sche´ma faisant intervenir les termes sources :
duj
dt
+
µ
ε
Mj+ 1
2
uj+ 1
2
−Mj− 1
2
uj− 1
2
∆xj
=
1
4
(
Mj+ 1
2
∆xj+ 1
2
σj+ 1
2
∆xjε2
+Mj− 1
2
∆xj− 1
2
σj− 1
2
∆xjε2
)
(vj − uj)
+µ
Mj+ 1
2
−Mj− 1
2
ε∆xj
(uj + vj)
2
,
dvj
dt
+
µ
ε
Mj+ 1
2
vj+ 1
2
−Mj− 1
2
vj− 1
2
∆xj
=
1
4
(
Mj+ 1
2
∆xj+ 1
2
σj+ 1
2
∆xjε2
+Mj− 1
2
∆xj− 1
2
σj− 1
2
∆xjε2
)
(uj − vj)
−µ
Mj+ 1
2
−Mj− 1
2
ε∆xj
(uj + vj)
2
,
(7.8)
avec les flux 
uj+ 1
2
=
uj + uj+1
2
+
uj − uj+1
2
,
vj+ 1
2
=
vj + vj+1
2
− vj − vj+1
2
.
(7.9)
On sait que le changement de variable E = u+ v, F = u− v dans le mode`le (7.5) permet d’obtenir
l’e´quation de la chaleur hyperbolique (1.20). Le sche´ma de Gosse-Toscani sur grille non uniforme pour
le syste`me (1.20) s’e´crit
dEj
dt
+
µ
ε
Mj+ 1
2
Fj+ 1
2
−Mj− 1
2
Fj− 1
2
∆xj
= 0,
dFj
dt
+
µ
ε
Mj+ 1
2
Ej+ 1
2
−Mj− 1
2
Ej− 1
2
∆xj
= −1
2
(
Mj+ 1
2
∆xj+ 1
2
∆xj
σj+ 1
2
ε2
+Mj− 1
2
∆xj− 1
2
∆xj
σj− 1
2
ε2
)
Fj
+
M
j+12
−M
j− 12
ε∆xj
µEj ,
(7.10)
avec les flux donne´s par 
Ej+ 1
2
=
Ej + Ej+1
2
+
Fj − Fj+1
2
,
Fj+ 1
2
=
Fj + Fj+1
2
+
Ej − Ej+1
2
.
(7.11)
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Ce sche´ma est donc positif, « asymptotic preserving », conservatif et « well-balanced » . La discre´tisa-
tion du terme source 12
(
Mj+ 1
2
∆x
j+12
∆xj
σ
j+12
ε2
+Mj− 1
2
∆x
j− 12
∆xj
σ
j− 12
ε2
)
Fj faisant intervenir un ratio entre le
volume de la maille et ceux des mailles duales associe´es, est ne´cessaire pour conserver exactement les
e´tats stationnaires du syste`me (un sche´ma « well-balanced » ).
7.1.3 Sche´ma « flux pair-impair » base´ sur le sche´ma de Gosse-Toscani
On conside`re le cas 1D-plan. Les vitesses discre`tes sont donne´es par µk = (ex,Ωk) ou` ex l’axe des
abscisses. En re´gime de diffusion, le coefficient de diffusion est de´fini par D =
∑
wkµ
2
k. La construction
du sche´ma « asymptotic preserving » et positif est base´ sur une formulation « pair - impair » . Il s’agit
d’e´crire les mode`les Sn comme une collection d’e´quations de chaleur hyperbolique de vitesse µk couple´e
avec un terme source sur les e´quations d’e´nergie (Ek). Soit Ek = fk+f−k et F k = fk−f−k, les e´quations
(7.3) peuvent se re´e´crire sous la forme
k ∈ {1, N}
∂tE
k +
1
ε
µk∂xF
k =
σ
ε2
(
N∑
l=1
2wl(E
l − Ek)
)
,
∂tF
k +
1
ε
µk∂xE
k = − σ
ε2
F k.
(7.12)
La premie`re e´tape de construction du sche´ma est d’e´tendre le sche´ma de Gosse-Toscani a` chaque
e´quation de la chaleur hyperbolique qui compose la formulation « flux pair - impair » , pour cela on
introduit un facteur M pour chaque vitesse discre`te
Mk
j+ 1
2
=
2µkε
σj+ 1
2
∆xj+ 1
2
+ 2µkε
. (7.13)
La seconde e´tape consiste a` coupler les diffe´rentes e´quations a` l’aide d’une discre´tisation qui pre´serve
le principe du maximum et la conservativite´. Si on veut pre´server le principe du maximum, il est
essentiel de faire intervenir le facteur M dans le terme source qui couple les e´quations de la chaleur
hyperbolique. Pour cela on propose d’introduire le coefficient
Nk,lj = min
(
∆xj+ 1
2
∆xj
σj+ 1
2
ε2
Mk
j+ 1
2
,
∆xj− 1
2
∆xj
σj− 1
2
ε2
Mk
j− 1
2
,
∆xj+ 1
2
∆xj
σj+ 1
2
ε2
M l
j+ 1
2
,
∆xj− 1
2
∆xj
σj− 1
2
ε2
M l
j− 1
2
)
.
(7.14)
A partir de ces quantite´s on obtient un nouveau sche´ma pour les mode`les Sn de´finis par

∀k ∈ {1, N}
dEkj
dt
+
µk
ε
Mk
j+ 1
2
F k
j+ 1
2
−Mk
j− 1
2
F k
j− 1
2
∆xj
=
N∑
l=1
2wlN
k,l
j (E
l
j − Ekj ),
dF kj
dt
+
µk
ε
Mk
j+ 1
2
Ek
j+ 1
2
−Mk
j− 1
2
Ek
j− 1
2
∆xj
= −1
2
(
Mk
j+ 1
2
∆xj+ 1
2
∆xj
σj+ 1
2
ε2
+
∆xj− 1
2
∆xj
Mk
j− 1
2
σj− 1
2
ε2
)
F kj
+
Mk
j+ 1
2
−Mk
j− 1
2
ε∆xj
µkE
k
j .
(7.15)
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avec les flux 
Ej+ 1
2
=
Ekj +E
k
j+1
2 +
Fkj −Fkj+1
2 ,
Fj+ 1
2
=
Fkj +F
k
j+1
2 +
Ekj−Ekj+1
2 .
(7.16)
En diagonalisant le sche´ma (7.15)-(7.16), on obtient un sche´ma sur les quantite´s uk = fk et vk = f−k
dukj
dt
+
µk
ε
Mk
j+ 1
2
uk
j+ 1
2
−Mk
j− 1
2
uk
j− 1
2
∆xj
=
N∑
l=1
wlN
k,l
j ((u
l
j + v
l
j)− (ukj + vkj ))+
1
4
(
∆xj+ 1
2
∆xj
Mk
j+ 1
2
σj+ 1
2
ε2
+
∆xj− 1
2
∆xj
Mk
j− 1
2
σj− 1
2
ε2
)
(vkj − ukj ) +
Mk
j+ 1
2
−Mk
j− 1
2
ε∆x
µk
2
(uki + v
k
j ),
dvkj
dt
+
µk
ε
Mk
j+ 1
2
vk
j+ 1
2
−Mk
j− 1
2
vk
j− 1
2
∆xj
=
N∑
l=1
wlN
k,l
j ((u
l
j + v
l
j)− (ukj + vkj ))+
1
4
(
∆xj+ 1
2
∆xj
Mk
j+ 1
2
σj+ 1
2
ε2
+
∆xj− 1
2
∆xj
Mk
j− 1
2
σj− 1
2
ε2
)
(ukj − vkj )−
Mk
j+ 1
2
−Mk
j− 1
2
ε∆x
µk
2
(ukj + v
k
j ).
(7.17)
avec les flux 
uk
j+ 1
2
=
ukj+u
k
j+1
2 +
ukj−ukj+1
2 ,
vk
j+ 1
2
=
vkj+v
k
j+1
2 −
vkj−vkj+1
2 .
(7.18)
Proprie´te´s
Maintenant que le sche´ma « pair - impair » (7.15)-(7.16) est obtenu on propose de valider le
caracte`re « asymptotic preserving » a` l’aide d’une e´tude asymptotique formelle et le caracte`re positif a`
l’aide du principe du maximum. L’e´tude de la limite asymptotique au sens de Hilbert permet d’obtenir
la limite du sche´ma (7.15)-(7.16) sur maillage grossier (∆xε >> 1). La limite sur maillage fin ne peut
eˆtre obtenue qu’avec une preuve de convergence ou de consistance.
Proposition 7.1. ∀k, µk 6= 0, le sche´ma (7.15)-(7.16) admet le sche´ma limite suivant
dEj
dt
− 1
∆xj
(
Dj+ 1
2
(
Ej+1 − Ej
∆xj+ 1
2
)
−Dj− 1
2
(
Ej − Ej−1
∆xj− 1
2
))
= 0, (7.19)
avec Ej =
∑
k wkE
k
j et le coefficient de diffusion Dj+ 1
2
de´fini par
Dj+ 1
2
=
∑
k wkµ
2
k
σj+ 1
2
. (7.20)
207
De´monstration. On utilise un de´veloppement de Hilbert. Auparavant, on remarque que Mk,∗
j+ 1
2
=
1
εM
k
j+ 1
2
' 0. Par conse´quent les termes homoge`nes a` 1ε sont
1
2
(
∆xj+ 1
2
∆xj
Mk
j+ 1
2
σj+ 1
2
+
∆xj− 1
2
∆xj
Mk
j− 1
2
σj− 1
2
)
F kj = 0, (7.21)
ce qui montre que F kj = 0 et
N∑
l=1
2wlN
∗,k,l
j (E
l
j − Ekj ) = 0, (7.22)
avec
N∗,k,lj = min
(
∆xj+ 1
2
∆xj
σj+ 1
2
Mk,∗
j+ 1
2
,
∆xj− 1
2
∆xj
σj− 1
2
Mk,∗
j− 1
2
,
∆xj+ 1
2
∆xj
σj+ 1
2
M l,∗
j+ 1
2
,
∆xj− 1
2
∆xj
σj− 1
2
M l,∗
j− 1
2
)
.
Lorsque ε tend vers ze´ro on constate que la relation (7.22) e´quivaut a`
∀k
N∑
l=1
2wl min(µk, µl)(E
l
j − Ekj ) = 0. (7.23)
A` pre´sent on introduit la matrice{
Skl = 2wl min(µk, µl) si k 6= l,
Skk = −
∑N
l=1 2wl min(µk, µl) + 2wl min(µk, µk).
(7.24)
Le noyau de la matrice S, comme celui de R, est KerS = {λ−→1 }, donc l’e´quation (7.22) implique
que Ek = El, ∀l, k ∈ {1..N}. Dans un second temps on e´tudie les termes homoge`nes a` O(1) dans le
de´veloppement de Hilbert :
∂tE
k
j +
1
∆xj
(
2µ2k
σj+ 1
2
∆xj+ 1
2
+ 2ε
F k
j+ 1
2
− 2µ
2
k
σj− 1
2
∆xj− 1
2
+ 2ε
F k
j− 1
2
)
= 0,
∂tF
k
j +
1
∆xj
(
2µ2k
σj+ 1
2
∆xj+ 1
2
+ 2ε
Ek
j+ 1
2
− 2µ
2
k
σj− 1
2
∆xj− 1
2
+ 2ε
Ek
j− 1
2
)
+
1
∆xj
(
2µ2k
σj+ 1
2
∆xj+ 1
2
+ 2ε
− 2µ
2
k
σj− 1
2
∆xj− 1
2
+ 2ε
)
Ekj = 0.
(7.25)
Lorsque ε tend vers ze´ro, le syste`me (7.25) est e´quivalent a`
∂tE
k
j +
1
∆xj
(
2µ2k
σj+ 1
2
∆xj+ 1
2
F k
j+ 1
2
− 2µ
2
k
σj− 1
2
∆xj− 1
2
F k
j− 1
2
)
= 0,
∂tF
k
j +
1
∆xj
(
2µ2k
σj+ 1
2
∆xj+ 1
2
Ek
j+ 1
2
− 2µ
2
k
σj− 1
2
∆xj− 1
2
Ek
j− 1
2
)
+
1
∆xj
(
2µ2k
σj+ 1
2
∆xj+ 1
2
− 2µ
2
k
σj− 1
2
∆xj− 1
2
)
Ekj = 0.
(7.26)
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Puisque Ekj = E
l
j ∀l, k ∈ {1..N} alors Ekj = E∗j ∀k ∈ {1..N}. On part de l’e´quation
∂tE
k
j +
1
∆xj
(
2µ2k
σj+ 1
2
∆xj+ 1
2
F k
j+ 1
2
− 2µ
2
k
σj− 1
2
∆xj− 1
2
F k
j− 1
2
)
= 0 ∀k ∈ {1..N} . (7.27)
Puisque Ekj = E
∗
j , ∀k ∈ {1..N}, l’e´nergie Ej est de´finie par Ej =
∑N
k=−N wkE
k
j =
∑N
k=1 2wkE
k
j =
E∗j (
∑N
k=1 2wk) = E
∗
j . Enfin on somme ∀k ∈ {1..N} les e´quations (7.27) multiplie´es par wk, on utilise
la de´finition de E∗j et F
k
j = 0, ce qui donne
dEj
dt
− 1
∆xj
(
Dj+ 1
2
(
Ej+1 − Ej
∆xj+ 1
2
)
−Dj− 1
2
(
Ej − Ej−1
∆xj− 1
2
))
= 0, (7.28)
avec le coefficient de diffusion
Dj+ 1
2
=
∑
k wkµ
2
k
σj+ 1
2
. (7.29)
Ce re´sultat montre que le sche´ma « pair - impair » sur maillage grossier admet un sche´ma de
diffusion consistant avec l’e´quation de diffusion limite. Le re´sultat n’est cependant pas suffisant pour
montrer que le sche´ma est uniforme´ment « asymptotic preserving » . Pour cela il faut obtenir des
estimations de convergence et consistance inde´pendantes de ε. Pour l’instant ce point est bloquant.
Pour de´montrer la posivite´, on montre que le sche´ma pre´serve le principe du maximum sous une
certaine condition CFL.
Proposition 7.2. Le sche´ma (7.15)-(7.16) pre´serve le principe du maximum pour les quantite´s uk =
Ek + F k et vk = Ek − F k sous la condition CFL
∆t
µkMkj− 12
ε∆xj
+
σj− 1
2
Mk
j− 1
2
2ε2
+
N∑
l=1
wlN
k,l
j
 ≤ 1
De´monstration. Pour ve´rifier cette proprie´te´, il est plus simple de partir de la forme (7.17)-(7.18)
du sche´ma. On note K =
∑N
l=1wlN
k,l
j (v
l,n
j + u
l,n
j ). Le sche´ma (7.17)-(7.18) peut se re´e´crire apre`s
simplification sous la forme suivante
uk,n+1j − uk,j
∆t
+
µkMk
j− 1
2
ε
uk,nj − uk,nj−1
∆xj
= Mk
j− 1
2
∆xj− 1
2
σj− 1
2
2ε2∆xj
(vk,nj − uk,nj ) +K − (
N∑
l=1
wlN
k,l
j )(v
k,n
j + u
k,n
j ),
vk,n+1j − vk,nj
∆t
−
µkMk
j+ 1
2
ε
vk,nj+1 − vk,nj
∆xj
= Mk
j+ 1
2
∆xj+ 1
2
σj+ 1
2
2ε2∆xj
(uk,nj − vk,nj ) +K − (
N∑
l=1
wlN
k,l
j )(v
k,n
j + u
k,n
j ).
(7.30)
Cette forme est obtenue graˆce a` la proprie´te´ (1 −Mj+ 1
2
)µk =
Mk
j+12
σ
j+12
∆x
j+12
2ε . Pour l’e´quation sur
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uk,n+1j , les coefficients associe´s aux inconnues sont
uk,nj
(
1−
∆tµkM
k
j− 12
ε∆xj
−
∆tσ
j− 12
Mk
j− 12
2ε2
−∆t∑Nl=1wlNk,lj
)
,
uk,nj−1
(
∆tµkM
k
j− 12
ε∆xj
)
,
ul,nj
(
∆t
∑N
l=1wlN
k,l
j
)
,
vl,nj
(
∆t
∑N
l=1wlN
k,l
j
)
,
vk,nj
(
∆t
∆x
j− 12
σ
j− 12
Mk
j− 12
2ε2∆xj
−∆t∑Nl=1wlNk,lj
)
.
(7.31)
La somme de ces coefficients de (7.31) est e´gale a` 1. Tous les coefficients non diagonaux sont positifs.
C’est trivial pour tous les coefficients excepte´ celui lie´ vkj . On rappelle que
∑N
k=1 2wk = 1 ce qui
implique
Mk
j− 1
2
∆xj− 1
2
σj− 1
2
2ε2∆xj
− (
N∑
l=1
wlN
k,l
j ) =
N∑
l=1
2wl
(
∆xj− 1
2
∆xj
σj− 1
2
ε2
Mk
j− 1
2
−min
(
∆xj+ 1
2
∆xj
σj+ 1
2
2ε2
Mk
j+ 1
2
,
∆xj− 1
2
∆xj
σj− 1
2
2ε2
Mk
j− 1
2
,
∆xj+ 1
2
∆xj
σj+ 1
2
2ε2
M l
j+ 1
2
,
∆xj− 1
2
∆xj
σj− 1
2
2ε2
M l
j− 1
2
))
Avec la de´finition de Nk,lj (7.14), et la de´finition des poids de quadrature wk, on remarque que ce
terme est positif. Pour le coefficient diagonal, il est positif sous la condition CFL
∆t
µkMkj− 12
ε∆xj
+
∆xj− 1
2
∆xj
σj− 1
2
Mk
j− 1
2
2ε2
+
N∑
l=1
wlN
k,l
j
 ≤ 1.
Puisque tous les coefficients sont positifs et forment une combinaison convexe, le sche´ma pre´serve le
principe du maximum.
Remarque 7.1.1. • On remarque que le sche´ma « pair-impair » de´rive sur le sche´ma upwind
pour la formulation « pair - impair » lorsque σ = 0.
• Le choix du couplage a` travers le facteur Nk,lj entre diffe´rentes e´quations de la chaleur hyperbo-
lique par le minimum des coefficients M permet de conserver le principe du maximum.
7.1.4 Re´sultats nume´riques
Dans cette section, on propose de valider nume´riquement, le sche´ma « pair - impair » comme
discre´tisation des mode`les Sn. On commence par donner un exemple de quadrature utilisable pour
construire les mode`les Sn. Dans la suite on pose n le nombre de vitesses positives associe´ au mode`les
Sn. Par conse´quent un mode`le de type Sn admet 2n inconnues. Les formules de quadrature sont issues
de [JL91]. Ces formules de quadrature sont construites tel que
∑N
k=−N wkµ
2
k = 2
∑N
k=1wkµ
2
k =
1
3 . On
donne uniquement les vitesses µk pour k > 0 et les poids associe´s.
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n=2 µ w
0.253619 0.2756145
0.814716 0.2243855
n=4 µ w
0.112164 0.130395
0.436752 0.173514
0.751377 0.133596
0.950828 0.0624995
n=6 µ w
0.072101 0.084985
0.290789 0.1213175
0.528456 0.113072
0.734471 0.0913535
0.888694 0.0618245
0.978528 0.027447
Cas test de transport pur
Dans un premier temps, on souhaite ve´rifier que le sche´ma de´rive sur le sche´ma upwind lorsque
σ = 0. On conside`re un mode`le Sn quelconque. Les parame`tres sont donne´s par σ = 0 et ε = 1. Les
conditions initiales sont de´finies par u0(t = 0, x) = χ[0.4,0.6](x), avec χ la fonction indicatrice, v
0(t =
0, x) = 0, ui(t = 0, x) et vi(t = 0, x) = 0. La solution est donne´e par u0(t = 0, x) = χ[0.4,0.6](x− µ0t),
v0(t = 0, x) = 0, ui(t = 0, x) et vi(t = 0, x) = 0. Le sche´ma converge donc avec un ordre tre`s proche
Maillage/ mode`le S2 S6
Uniforme 50-100 0.48 0.46
Uniforme 100- 200 0.49 0.47
Uniforme 200- 400 0.49 0.48
Ale´atoire 50-100 0.49 0.56
Ale´atoire 100- 200 0.48 0.45
Ale´atoire 200- 400 0.49 0.46
Table 7.1 – Ordre de convergence pour le cas test de transport
de 0.5 ce qui est classique pour les solutions discontinues en transport.
Cas test de transport
On propose deux cas test dans le re´gime de transport (σ = 1, ε = 1), un cas test stationnaire et
un autre instationnaire. On re´sout le mode`le Sn sous la forme
k ∈ {1, N}
∂tu
k +
1
ε
µk∂xu
k =
σ
2ε2
(vk − uk) + σ
ε2
(∑
l=1
wl((ul + vl)− (uk + vk)
)
,
∂tv
k − 1
ε
µk∂xv
k =
σ
2ε2
(uk − vk) + σ
ε2
(∑
l=1
wl((ul + vl)− (uk + vk)
)
.
(7.32)
Cas test stationnaire
La solution stationnaire est donne´e par uk(t, x) = 1+ 12µk (1−x), vk(t, x) = 12µk (1−x) pour k ∈ {1..N}.
La condition initiale est donne´e par la solution stationnaire. Le sche´ma de Gosse-Toscani pour le mode`le
S1 e´tant « well-balanced » il e´tait attendu que le sche´ma pre´serve exactement la solution stationnaire.
Le sche´ma « pair - impair » pour des mode`les Sn avec n > 1 pre´serve aussi cette e´tat stationnaire
affine, cependant pour n > 1 il n’est pas a` priori « well-balanced »
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Maillage/ mode`le S1 S2 S4
Uniforme 100 0 0 0
Uniforme 200 0 0 0
Ale´atoire 50-100 0 0 0
Ale´atoire 100- 200 0 0 0
Table 7.2 – Erreur en norme L1 entre les solutions nume´rique et exacte pour le cas test stationnaire.
Cas test non stationnaire
La solution est donne´e par uk(t, x) =
(
1 + σxµk
)
e−σt, vk(t, x) =
(
1− σxµk
)
e−σt pour k ∈ {1..N}. La
condition initiale est apporte´e par la solution au temps t = 0. Les re´sultats donne´s dans le tableau
Maillage/ mode`le S1 S2 S4
Uniforme 50-100 1.0 0.99 0.96
Uniforme 100-200 0.99 0.99 0.98
Uniforme 200-400 1 1 0.99
Ale´atoire 50-100 0.5 0.4 0.32
Ale´atoire 100-200 0.61 0.47 0.37
Ale´atoire 200-400 0.78 0.63 0.52
Ale´atoire 400-800 0.95 0.82 0.69
Ale´atoire 400-1600 0.98 0.98 0.96
Table 7.3 – Ordres de convergence associe´s au cas test non stationnaire.
(7.3) montrent que le sche´ma converge a` l’ordre un pour une solution re´gulie`re. Cela confirme que la
modification induite par le caracte`re « asymptotic preserving » du sche´ma ne modifie pas la consis-
tance pour le re´gime de transport. Cependant on remarque que sur maillage ale´atoire l’ordre un est
atteint pour un nombre important de mailles. Pour ce cas test les conditions limites sont de´finies a`
l’aide de mailles fantoˆmes dans lequel on injecte la solution exacte a` chaque temps.
Cas test de diffusion
On propose un cas test pour valider le re´gime limite de diffusion pour le sche´ma « asymptotic
preserving » pair-impair pour les mode`les Sn. L’opacite´ est constante et e´gale a` 1. Les conditions
initiales sont de´finies par ui(t = 0, x) = vi(t = 0, x) = G(0.01, x) avec G(t, x) la solution fondamentale
associe´e a` l’e´quation de la chaleur de coefficient 13 . Par conse´quent E(t = 0, x) =
∑N
i=1wi(u
i + vi)(t =
0, x) = G(0.01, x). La solution est donne´e par E(t, x) =
∑N
i=1wi(u
i + vi)(t = 0, x) = G(0.01 + t, x).
Les ordres de convergence de´taille´s dans les tableaux (7.4)-(7.5) montrent que le sche´ma converge en
re´gime de diffusion avec un ordre proche de deux. La de´croissance de l’ordre pour les deux premie`res
valeurs de ε s’explique par le fait qu’on compare la solution exacte de diffusion a` la solution nume´rique
du mode`le Sn. Afin d’e´tudier le comportement du sche´ma sur grille fine ou interme´diaire, on propose
de faire un test de convergence avec ∆xε fixe´ et ε qui tend vers ze´ro. Les re´sultats sont re´pertorie´s dans
le tableau (7.6). On note que le sche´ma converge pour la limite ∆xε . La diffe´rence importante entre les
trois premie`res erreurs et les deux dernie`res provient du fait que l’on compare la solution nume´rique
a` la solution exacte de diffusion et non a` la solution exacte du mode`le S2.
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Maillage ε = 10−3 ε = 10−4 ε = 10−6 Ej < 0
Uniforme 50-100 1.63 1.94 2.00 0
Uniforme 100- 200 1.46 1.90 2.00 0
Uniforme 200- 400 1.28 1.82 1.99 0
Ale´atoire 50-100 1.68 2.00 2.05 0
Ale´atoire 100- 200 1.45 1.88 1.97 0
Ale´atoire 200- 400 1.28 1.80 1.98 0
Table 7.4 – Ordre de convergence pour le mode`le S2
maillage ε = 10−3 ε = 10−4 ε = 10−6 Ej < 0
uniforme 50-100 1.57 1.93 2.00 0
uniforme 100- 200 1.40 1.88 2.00 0
uniforme 200- 400 1.23 1.78 1.99 0
ale´atoire 50-100 1.69 2.00 2.05 0
Ale´atoire 100- 200 1.45 1.88 1.98 0
Ale´atoire 200- 400 1.28 1.80 1.98 0
Table 7.5 – Ordre de convergence pour le mode`le S6
valeurs des parame`tres/maillage Carte´sien Ale´atoire
∆x = 10, ε = 0.1 0.8580 0.7806
∆x = 50, ε = 0.02 0.0694 0.0712
∆x = 100, ε = 0.01 0.0178 0.0181
∆x = 500, ε = 0.002 0.00071 0.000739
∆x = 1000, ε = 0.001 0.000177 0.000184
Table 7.6 – Erreur entre la solution nume´rique du mode`le S2 et la solution exacte de diffusion.
7.2 Extension sur maillages non structure´s
Pour terminer on propose une rapide re´flexion sur l’extension en dimension deux du sche´ma « pair
- impair » . Afin d’obtenir un sche´ma « asymptotic preserving » sur maillages non structure´s, on doit
commencer par e´tendre le sche´ma de Gosse-Toscani ainsi que la me´thode « pair - impair » sur maillages
de Delaunay.
7.2.1 Extension de la me´thode « pair - impair » sur maillages de Delaunay
Soit Ωk, k ∈ {0...N} les vitesses d’ondes discre`tes et wk les poids de quadrature. Les mode`les Sn
pour l’e´quation de transport 2D s’e´crivent
∂tfk +
1
ε
Ωxk∂xfk +
1
ε
Ωyk∂yfk =
σ
ε2
(
N∑
l=1
wl(fl + f−l)− fk
)
,
∂tf−k − 1
ε
Ωxk∂xf−k −
1
ε
Ωyk∂yf−k =
σ
ε2
(
N∑
l=1
wl(fl + f−l)− f−k
)
.
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Ce syste`me admet e´galement une formulation « pair - impair » qui est donne´e par
∂tEk +
1
ε
Ωxk∂xFk +
1
ε
Ωyk∂yFk =
σ
ε2
(
N∑
l=1
2wlEl − Ek),
∂tFk − 1
ε
Ωxk∂xEk −
1
ε
Ωyk∂yEk = −
σ
ε2
Fk.
Afin d’obtenir l’extension en dimension deux de la me´thode « pair - impair » on propose une extension
du sche´ma de Gosse-Toscani en dimension deux. La construction du sche´ma pour le mode`le S2 est
base´e sur l’e´criture des flux du sche´ma de Gosse-Toscani dans les directions normales associe´es aux
faces du maillages. On part du syste`me
∂tU +
1
ε
A∂xU +
1
ε
B∂yU = − σ
ε2
DU, (7.33)
avec U = (u, v) et
D =
(
1
2 −12
−12 12
)
, A =
(
Ωx 0
0 −Ωx
)
, B =
(
Ωy 0
0 −Ωy
)
. (7.34)
Afin de pouvoir construire le sche´ma de Gosse-Toscani en dimension deux, on e´tend les flux 1D dans
la direction normale. En conse´quence on se place sur le segment [xj ,xk] avec xj , xk les centres des
mailles Ωj et Ωk. On e´crit l’e´quation de la chaleur hyperbolique diagonalise´e dans le repe`re tangente,
normale, puis on projette dans la direction normale. On obtient
∂tu+
(Ω,njk)
ε
∂x′u =
σ
2ε2
(v − u),
∂tv − (Ω,njk)
ε
∂x′v =
σ
2ε2
(u− v).
(7.35)
A` pre´sent on localise le terme source a` l’interface. On obtient
∂tu+
(Ω,njk)
ε
∂x′u =
σ
2ε2
hjkδ(xjk)(v − u),
∂tv − (Ω,njk)
ε
∂x′v =
σ
2ε2
hjkδ(xjk)(u− v).
(7.36)
avec hjk = d(xj ,xk). Une fois ce mode`le introduit, il suffit de re´soudre le proble`me stationnaire a`
l’interface ∂Ωjk pour construire le flux associe´ aux ∂Ωjk. Le proble`me stationnaire est de´fini par
(Ω,njk)
ε
∂x′u
∗ =
σ
2ε2
hjk(v
∗ − u∗),
−(Ω,njk)
ε
∂x′v
∗ =
σ
2ε2
hjk(u
∗ − v∗),
u∗(0) = uL, v∗(hjk) = vR.
(7.37)
La solution de ce syste`me stationnaire est donne´e par{
u∗ = uL + (1−Mjk)(vR − uL)χ(Ω,njk)>0 + uR − (1−Mjk)(uR − vL)χ(Ω,njk)<0,
v∗ = vR − (1−Mjk)(vR − uL)χ(Ω,njk)>0 + vL − (1−Mjk)(uR − vL)χ(Ω,njk)<0,
(7.38)
avec Mjk =
2ε|(Ω,njk)|
2ε|(Ω,njk)|+σjkhjk . L’e´tude du proble`me de Riemann montre que le flux est de´fini par
Fjk =
(
(Ω,njk)uj
−(Ω,njk)v∗
)
χ(Ω,njk)>0 +
(
(Ω,njk)u
∗
−(Ω,njk)vj
)
χ(Ω,njk)<0,
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Fjk =
(
(Ω,njk)uj
−(Ω,njk)(vk − (1−Mjk)(vk − uj))
)
χ(Ω,njk)>0
+
(
(Ω,njk)(uk − (1−Mjk)(uk − vj))
−(Ω,njk)vj
)
χ(Ω,njk)<0.
Une fois les flux construits a` chaque interface, on de´rive le sche´ma
|Ωj |∂t
(
uj
vj
)
+
1
ε
∑
k
ljkFjk = 0
Fjk = Gn
+
jk
(
uj
vj
)
+Gn−jk
(
uk − (1−Mjk)(uk − vj)
vk − (1−Mjk)(vk − uj)
) (7.39)
avec Gnjk = An
x
jk + Bn
y
jk et avec Mjk =
2ε|(Ω,njk)|
2ε|(Ω,njk)|+σjkhjk . Enfin on re´e´crit ce dernier afin de faire
apparaˆıtre le terme source.
Proposition 7.3. Le sche´ma (7.39) est e´quivalent a`
|Ωj |∂t
(
uj
vj
)
+
1
ε
∑
k
ljkMjkFjk =
∑
k
Mjkσjk
2ε2
ljkhjk
((
vj−uj
2
uj−vj
2
))
,
Fjk =
Gnjk
2
(
uj + uk
vj + vk
)
+
|Gnjk|
2
(
uj − uk
vj − vk
)
− Gnjk2
(
uj + vj
uj + vj
)
,
(7.40)
avec Gnjk = An
x
jk +Bn
y
jk et Mjk =
2ε|(Ω,njk)|
2ε|(Ω,njk)|+σjkhjk .
De´monstration. Le but est d’e´crire le sche´ma sous une forme proche de la forme (7.8)-(7.9) introduite
en 1D, avec un terme source centre´ dans les mailles.
On commence par remarquer que la relation
Fjk = Gn
+
jk
(
uj
vj
)
+Gn−jk
(
Mjkuk
Mjkvk
)
+Gn−jk
(
(1−Mjk)vj
(1−Mjk)uj
)
,
est e´quivalente a`
Fjk = Mjk
(
Gn+jk
(
uj
vj
)
+Gn−jk
(
uk
vk
))
+Gn+jk
(
(1−Mjk)uj
(1−Mjk)vj
)
+Gn−jk
(
(1−Mjk)vj
(1−Mjk)uj
)
.
Maintenant on e´tudie le terme Tjk = Gn
+
jk
(
(1−Mjk)uj
(1−Mjk)vj
)
+ Gn−jk
(
(1−Mjk)vj
(1−Mjk)uj
)
. De rapides
calculs montrent que le terme Tjk s’e´crit
Tjk = (1−Mjk)Gn+jk
(
uj−vj
2
vj−uj
2
)
+ (1−Mjk)Gn−jk
(
vj−uj
2
uj−vj
2
)
+ (1−Mjk)Gnjk
(
uj+vj
2
uj+vj
2
)
.
Afin d’obtenir l’e´quation pre´ce´dente on a utilise´ Gnjk = Gn
+
jk+Gn
−
jk. On injecte ces nouvelles formules
de flux dans le sche´ma et on utilise le fait que
∑
k ljkGnjk = 0 ce qui donne
∂t
(
uj
vj
)
+
1
ε
∑
k
ljkMjk
(
Gn+jk
(
uj
vj
)
+Gn−jk
(
uk
vk
))
=
1
ε
∑
k
ljkMjkGnjk
(
uj+vj
2
uj+vj
2
)
(7.41)
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−1
ε
∑
k
ljk(1−Mjk)
(
Gn+jk
(
uj−vj
2
vj−uj
2
)
+Gn−jk
(
vj−uj
2
uj−vj
2
))
(7.42)
On note |Gnjk| = Gn+jk −Gn−jk, ce qui permet de simplifier le terme source pour obtenir
∂t
(
uj
vj
)
+
1
ε
∑
k
ljkMjk
(
Gn+jk
(
uj
vj
)
+Gn−jk
(
uk
vk
))
=
1
ε
∑
k
ljkMjkGnjk
(
uj+vj
2
uj+vj
2
)
(7.43)
−1
ε
∑
k
ljk(1−Mjk)
(
|Gnjk|
(
vj−uj
2
uj−vj
2
))
. (7.44)
Enfin on utilise ljk
(1−Mjk)
ε |(Ω,njk)| = Mjk
σjk
2ε2
ljkhjk pour obtenir le re´sultat final.
7.2.2 Sche´ma « pair-impair » sur maillages de Delaunay et proprie´te´s
Maintenant que le sche´ma de Gosse-Toscani est e´tendu en dimension deux, on propose d’e´tendre
la formulation « pair - impair » en dimension deux, puis d’ e´tudier le re´gime de diffusion.
De´finition 7.2.1. Le sche´ma « pair - impair » pour les mode`les Sn sur maillages de Delaunay est
de´fini par 
|Ωj |∂t
(
ulj
vlj
)
+
1
ε
∑
k
ljkM
l
jkFjk =
∑
k
M ljkσjk
2ε2
ljkhjk
(
vlj−ulj
2
ulj−vlj
2
)
+
( ∑N
m=1 2wmN
l,m
j (u
m
j + v
m
j − (ulj + vlj))∑N
m=1 2wmN
l,m
j (u
m
j + v
m
j − (ulj + vlj))
)
,
Fjk =
Gnjk
2
(
ulj + u
l
k
vlj + v
l
k
)
+
|Gnjk|
2
(
ulj − ulk
vlj − vlk
)
− Gnjk2
(
ulj + v
l
j
ulj + v
l
j
)
.
(7.45)
avec Gnjk = An
x
jk +Bn
y
jk et M
l
jk =
2ε|(Ωl,njk)|
2ε|(Ωl,njk)|+σjkhjk . Le coefficient N
l,m
j est de´fini par
N l,mj = min
(
minkM
l
jk
σjkhjk
ε2
,minkM
m
jk
σjkhjk
ε2
)
.
Enfin montre que le sche´ma (7.45) admet au sens de Hilbert le sche´ma limite sur maillages de
Delaunay.
Proposition 7.4. Le sche´ma « pair-impair » (7.45) admet le sche´ma limite
|Ωj |∂tEj −
∑
k
ljk
Ek − Ej
3σjk
= 0, (7.46)
avec Ej =
∑N
l=1wlE
l
j =
∑N
l=1 2wlE
l
j =
∑N
l=1 2wl(u
l
j + v
l
j).
De´monstration. On commence par re´e´crire le sche´ma (7.40) avec les variables El = ul + vl et El =
ul − vl. On obtient
|Ωj |∂t
(
Elj
F lj
)
+
1
ε
∑
k
ljkM
l
jkFjk =
( ∑N
m=1 2wmN
l,m
j (E
m
j − Elj)
−∑k M ljkσjk2ε2 ljkhjkF lj
)
,
Fjk =
(Ωl,njk)
2
(
F lj + F
l
k
Elj + E
l
k
)
+
|(Ωl,njk)|
2
(
Elj − Elk
F lj − F lk
)
− (Ωl,njk)
(
0
Elj
)
.
(7.47)
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avec M ljk =
2ε|(Ωl,njk)|
2ε|(Ωl,njk)|+σjkhjk . On commence par poser M
l,∗
jk =
M ljk
ε =
2|(Ωl,njk)|
2ε|(Ωl,njk)|+σjkhjk , puis on
applique un de´veloppement de Hilbert sur le sche´ma (7.47).
Les termes homoge`nes a` 1ε sont :
• ∑Nm=1 2wmN l,mj (umj +vmj −(ulj+vlj)) = 0, avec N l,mj = min(minkM l,∗jk σjkhjkε2 ,minkMm,∗jk σjkhjkε2 ),
• −∑k M ljkσjk2ε2 ljkhjkF lj = 0, ce qui implique que F lj = 0.
On remarque que lorsque ε tend vers 0, le terme
∑N
m=1 2wmN
l,m
j (E
m
j − Elj) = 0 est e´quivalent a`
N∑
m=1
2wm min (mink(Ωl,njk),mink(Ωm,njk)) (E
m
j − Elj) = 0.
Avec le meˆme type d’argument que pour la preuve en 1D, on obtient Emj − Elj = 0,∀l,m. A` pre´sent
on e´tudie le terme d’ordre 1
ε0
associe´ a` la premie`re e´quation en utilisant F lj = 0. On obtient
|Ωj |∂tElj +
∑
k
ljkM
l,∗
jk |(Ωl,njk)|
Elj − Elk
2
= 0. (7.48)
On pose E∗j = E
l
j pour tout l. En utilisant E
m
j − Elj = 0, on obtient Ej =
∑N
m=1 2wmE
m
j =
E∗j (
∑N
m=1 2wm) = E
∗
j car
∑N
m=1 2wm = 1. Afin d’obtenir la limite de diffusion, on multiplie par
wl et on somme sur l les e´quations (7.48),
|Ωj |∂tEj +
∑
l
wl
(∑
k
ljkM
l,∗
jk |(Ωl,njk)|
Ej − Ek
2
)
= 0. (7.49)
Lorsque ε tend vers 0 l’e´quation pre´ce´dente est e´quivalente a`
|Ωj |∂tEj −
∑
k
ljk
(∑
l
wl|(Ωl,njk)|2
)
Ek − Ej
σjkhjk
= 0. (7.50)
Enfin il suffit de montrer que le coefficient de diffusion est valide. A cet effet on n’utilise que∑
l
wl(Ωl,njk)
2 =
(
njk(
∑
l
wlΩl ⊗Ωl),njk
)
=
1
3
(njk,njk) =
1
3
et on obtient donc la limite de diffusion suivante
|Ωj |∂tEj −
∑
k
ljk
Ek − Ej
3σjkhjk
= 0. (7.51)
Remarques
La robustesse de la me´thode « pair - impair », utilise´e pour discre´tiser les mode`les Sn de´pend de la
relation entre les vitesses discre`tes et les normales associe´es au maillage. Par exemple, pour le mode`le
S2 (quatre vitesses), si les vitesses discre`tes sont aligne´es avec les normales associe´es a` une maille, le
sche´ma n’est pas convergent. En effet, lorsque σ = 0, le coefficient Mjk n’est pas de´fini. Lorsque σ est
diffe´rent de ze´ro, le coefficient N l,mj est nul. Par conse´quent, on obtient des e´quations de diffusion sur
Elj de´couple´es entre elles, et l’e´quilibre entre les fonctions E
l
j n’est pas atteint. Dans ce cas, le sche´ma
ne capture pas la limite de diffusion du mode`le continu. Pour comple´ter cette e´tude il faut :
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• montrer que le principe du maximum est pre´serve´ par le sche´ma (7.45) (meˆme principe de preuve
qu’en 1D).
• e´tudier la validite´ de la discre´tisation du terme source, notamment le terme de couplage entre
les diffe´rents mode`les de tailles deux.
7.2.3 Correction du sche´ma sur maillage non structure´s
Ide´e : Le sche´ma TPFA (qui est la limite du sche´ma de Gosse-Toscani (7.45)) n’est par convergent.
Par conse´quent on propose donc de modifier la viscosite´ nume´rique du sche´ma (7.45) en utilisant un
sche´ma convergent sur maillages non structure´s, positif, appele´ le sche´ma LMP [DlP09] qui peut s’in-
terpre´ter comme une correction non line´aire du sche´ma TPFA.
Le flux du sche´ma TPFA pour une variable u s’e´crit∑
k
Fjk(u)
TPFA = −
∑
k
ljk
d(xj ,xk)
(uk − uj).
De son cote´, le flux du sche´ma LMP pour une variable u s’e´crit∑
k
Fjk(u)
lmp =
∑
k
−a(uk − uj) +G(u),
avec G(u) un terme non line´aire. Sur maillage Carte´sien G(u) = 0 et a =
ljk
d(xj ,xk)
, par conse´quent
sche´ma LMP de´rive sur le sche´ma TPFA pour un maillage Carte´sien. A partir de cette remarque, on
propose un couplage entre le sche´ma (7.45) pour les mode`les Sn et le sche´ma de diffusion LMP [DlP09].
|Ωj |∂t
(
ulj
vlj
)
+
1
ε
∑
k
ljkM
l
jkFjk =
∑
k
M ljkσjk
2ε2
ljkhjk
((
vlj−ulj
2
ulj−vlj
2
))
,
+
( ∑N
m=1 2wmN
l,m
j (u
m
j + v
m
j − (ulj + vlj))∑N
m=1 2wmN
l,m
j (u
m
j + v
m
j − (ulj + vlj))
)
Fjk =
Gnjk
2
(
ulj + u
l
k
vlj + v
l
k
)
+
|Gnjk|hjk
2ljk
(
Fjk(u
l)lmp
Fjk(v
l)lmp
)
− Gnjk2
(
ulj + v
l
j
ulj + v
l
j
)
,
(7.52)
avec Gnjk = An
x
jk + Bn
y
jk et Mjk =
2ε|(Ω,njk)|
2ε|(Ω,njk)|+σjkhjk . Ce couplage permet de de´river sur le sche´ma
LMP en re´gime de diffusion sur maillage grossier. On peut donc s’attendre a` ce que le sche´ma mo-
difie´ converge sur des maillages non structure´s grossiers. Cependant, cette modification ne donne pas
d’indication sur le comportement de la me´thode sur maillages fins.
7.3 Synthe`se et perspectives
Dans ce chapitre, on a propose´ un sche´ma « asymptotic preserving » et positif pour les mode`les
Sn sur grilles 1D non uniformes. Les re´sultats nume´riques montrent que le sche´ma est « asymptotic
preserving » positif et capable de pre´server certains e´tats stationnaires. Cette me´thode nous paraˆıt eˆtre
un bon candidat pour une extension en dimension deux. Pour obtenir une discre´tisation convergente
sur maillages non structure´s, on propose d’e´tendre sur maillages de Delaunay la me´thode propose´e en
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e´crivant les flux 1D dans la direction normale, puis de modifier la viscosite´ nume´rique a` l’aide d’un
sche´ma de diffusion positif qui peut eˆtre vu comme une correction non line´aire du sche´ma TPFA.
Avant d’obtenir une me´thode valide, il reste cependant du travail a` accomplir. D’abord il faut ve´rifier
nume´riquement le caracte`re « asymptotic preserving » du sche´ma. Il existe dans ce sens des re´sultats
encourageants au moins sur maillages grossiers. Sur maillage fin, cela semble plus de´licat et une e´tude
pre´cise de la discre´tisation ge´ome´trique des termes sources semble ne´cessaire. Pour conclure il est
important de montrer que le sche´ma final pour les mode`les Sn est positif et stable en norme L
2.
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Conclusion et Perspectives
Conclusion
Sche´mas « asymptotic preserving » pour l’e´quation de la chaleur hyperbolique
Dans les chapitres deux et trois, nous avons propose´ des sche´mas « asymptotic preserving » pour
l’e´quation de la chaleur hyperbolique sur maillages non structure´s. Apre`s avoir montre´ dans le chapitre
un que l’extension des sche´mas « asymptotic preserving » en dimension deux, en utilisant un forma-
lisme aux areˆtes, n’e´tait pas convergente dans le re´gime de diffusion, on a propose´ deux diffe´rentes
strate´gies pour obtenir des discre´tisations valides en re´gime de diffusion.
La premie`re strate´gie est base´e sur l’utilisation d’un formalisme aux noeuds des me´thodes de volumes
finis. Ce formalisme aux noeuds [CDDL09]- [Des09], couple´ avec la me´thode de Jin-Levermore [JL96]
nous a permis de construire deux sche´mas « asymptotic preserving » pour lesquels on a pu donner un
certain nombre de re´sultats the´oriques. En outre, un de ces sche´mas admet une variante semi-implicite
stable inde´pendamment du parame`tre de relaxation ε.
La seconde strate´gie utilise un point de vue inverse. On commence par choisir un sche´ma cible de diffu-
sion et par construire un sche´ma hyperbolique compatible ge´ome´triquement avec le sche´ma de diffusion.
Enfin on modifie le sche´ma hyperbolique pour obtenir une discre´tisation « asymptotic preserving » . A`
l’aide de cette strate´gie on a obtenu deux nouvelles me´thodes base´es sur les sche´mas [AE06]- [BM06].
Discre´tisation de syste`mes line´aires ge´ne´raux
Nous avons propose´ une me´thode permettant d’obtenir des discre´tisations « asymptotic preser-
ving » pour des mode`les line´aires ge´ne´raux issus notamment de l’approximation angulaire des e´qua-
tions de transport line´aires. Cette de´composition consiste a` isoler la partie dite « diffusive » qui donne
la limite de diffusion dans le syste`me hyperbolique. A` partir de cette de´composition on constate que
seule la partie intervenant en limite de diffusion ne´cessite une discre´tisation « asymptotic preserving » .
La partie « diffusive » e´tant homoge`ne a` l’e´quation de la chaleur hyperbolique, cette de´composition
permet de faire porter la difficulte´ uniquement sur la discre´tisation de l’e´quation de la chaleur hyperbo-
lique. On a donc propose´ une me´thode simple permettant de construire des discre´tisations « asymptotic
preserving » pour des mode`les line´aires ge´ne´raux.
Discre´tisation de mode`les hyperboliques non line´aires
Les deux derniers chapitres ont e´tudie´ la discre´tisation de mode`les non line´aires issus de la pho-
tonique. Dans un premier temps nous avons montre´ que les discre´tisations spatiales « asymptotic
preserving » propose´s pre´ce´demment restent valides pour le proble`me de couplage non-line´aire entre
le mode`le P1 et une e´quation sur la matie`re. Dans un second temps on a e´tudie´ la discre´tisation d’un
mode`le hyperbolique non-line´aire. Ce mode`le admet un limite de diffusion et un principe du maximum.
En utilisant une formulation diffe´rente du syste`me, un sche´ma Lagrange+projection aux noeuds et la
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me´thode Jin-Levermore, on a obtenu un sche´ma « asymptotic preserving » et pre´servant le principe
du maximum. Cette e´tude montre que les ide´es introduites, notamment dans le chapitre deux, peuvent
eˆtre ge´ne´ralise´es pour des mode`les non line´aires. Une e´tude extension de ces re´sultats aux e´quations
d’Euler et Saint Venant avec friction et gravite´ afin d’obtenir des sche´mas « asymptotic preserving »
et « well-balanced » paraˆıt possible.
Perspectives
Me´thodes nume´riques introduites dans cette e´tude
Perspectives autour des maillages et de l’extension en 3D
Nous avons propose´ plusieurs me´thodes valides sur des maillages polygonaux non structure´s. Ce-
pendant il reste une certain nombre de questions ouvertes. Par exemple il serait inte´ressant d’obtenir
des conditions d’inversibilite´ de la matrice nodale ne´cessaires et suffisantes. En effet, nous n’avons
pu donner qu’une condition suffisante et une e´tude nume´rique sur l’inversibilite´ de ces matrices lo-
cales. L’obtention de ces conditions ne´cessaires et suffisantes permettrait de de´terminer les limites du
sche´ma. Une autre question que nous n’avons que partiellement traite´e est celle de la stabilisation des
modes parasites. En effet nous avons propose´ une me´thode base´e sur la de´finition de plusieurs jeux de
normales que l’on applique aux sche´mas avant de moyenniser. Cette me´thode est certes efficace mais
introduit un surcout dans la construction de la matrice du sche´ma qui devient importante lorsqu’elle
varie a` chaque pas de temps. Il serait inte´ressant de construire un terme de stabilisation simple qui ne
modifie pas les proprie´te´s des sche´mas.
Dans cette e´tude nous n’avons raisonne´ que sur des maillages polygonaux 2D. Il serait donc utile
d’e´tudier comment les me´thodes propose´es peuvent eˆtre importe´es sur maillages coniques (les areˆtes
sont de´finies par des coniques) ou sur maillages 3D. Pour les maillages coniques, plusieurs travaux ont
re´cemment e´te´ re´alise´s dans le cadre du sche´ma GLACE ( [CDLL11])-( [BEHN10]). Actuellement P.
Hoch and G. Samba cherchent a` e´tendre ces re´sultats aux sche´mas de diffusion et « asymptotic preser-
ving » aux noeuds pre´sente´s dans cette the`se. Pour la dimension trois, les cas sont diffe´rents. Le sche´ma
GLACE-hydrodynamique est un sche´ma de´crit en dimension quelconque graˆce aux Cjr = ∇xrΩj qui
ge´ne´ralisent le produit ljrnjr en dimension supe´rieur. A priori les sche´mas « asymptotic preserving »
base´s sur le formalisme GLACE devraient se ge´ne´raliser de la meˆme fac¸on en dimension supe´rieure que
le sche´ma hydrodynamique. Bien sur, cela reste a` ve´rifier. Pour les sche´mas utilisant une localisation
des flux aux areˆtes l’extension 3D paraˆıt moins naturelle.
Perspectives autour de la discre´tisation temporelle
Il y a deux points concernant la discre´tisation temporelle que nous n’avons pas re´ellement traite´s
dans cette e´tude. Le premier est l’obtention de condition CFL rigoureuse pour les sche´mas « asymptotic
preserving » explicite et semi-implicite sur maillage non structure´s. Le second point que nous n’avons
pas aborde´ est la discre´tisation implicite des sche´mas non line´aires (qui interviennent dans le cadre du
couplage avec la matie`re ou pour la discre´tisation du mode`le M1). Puisque les opacite´s peuvent varier
de fac¸on importante la CFL parabolique peut devenir tre`s contraignante et l’utilisation de sche´ma
implicite devient ne´cessaire. Les sche´mas pre´ce´demment de´crits s’e´crivent de fac¸on implicite de fac¸on
naturelle, seules les questions de la line´arisation et du point fixe a` adopter restent en suspens.
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Perspectives autour de la discre´tisation d’ordre e´leve´
Une autre question inte´ressante et rarement e´tudie´e dans le cadre de l’e´tude des sche´mas « asymp-
totic preserving » est celle des sche´mas d’ordre e´leve´ en espace (on peut citer cependant les travaux
de R. Natalini et M. Ribot). En effet il est montre´ dans [McHL10] qu’une technique classique de type
MUSCL ne donne pas de bon re´sultat en re´gime de diffusion. Les auteurs montrent que le choix du li-
miteur est tre`s important et peut modifier fortement le re´sultat. Il serait donc utile d’e´tudier comment
se comportent les diffe´rents limiteurs de pentes en 2D sur maillages non structure´s.
Perspectives autour de l’e´tude the´orique des me´thodes propose´es
D’un point de vue the´orique, il conviendrait de de´montrer la convergence des sche´mas « asymptotic
preserving » introduits dans les chapitres deux et trois avec des estimations d’erreur inde´pendantes
de ε. Il s’agit d’un proble`me difficile, il serait donc utile de commencer par de´montrer la convergence
du sche´ma de Gosse-Toscani ou de Jin-Levermore en 1D sur grille non uniforme afin de comprendre
les difficulte´s inhe´rentes a` ce type de preuve. En ce qui concerne les sche´mas et mode`les non line´aires
introduits dans les chapitres 6 et 7, on pourrait se baser sur le re´sultat de consistance faible obtenu
dans [Des09] pour le sche´ma GLACE Lagrangien.
Applications des me´thodes « asymptotic preserving » a` la physique
Mode`les multi-groupes en vitesse et fre´quence
Si l’on veut obtenir des approximations pre´cises des proble`mes de neutronique ou` de transfert
radiatif, il faut discre´tiser des mode`les multi-groupes en fre´quence pour la photonique et en e´nergie
pour la neutronique. En effet il peut y avoir de grandes variations selon les valeurs des sections efficaces
et des opacite´s. Pour l’extension multi-groupes des mode`les Pn et Sn la principale difficulte´ porte sur
les spatiale te temporelle des termes sources. Pour un syste`me tel que le mode`le M1 la situation est
par contre plus complique´e. En effet, l’extension multi-groupes en fre´quence ou en vitesse modifie le
facteur d’Eddington. Or la reformulation du mode`le M1 comme un syste`me de la dynamique des gaz
n’est a` priori valable que pour le tenseur issu de l’e´quation de transport mono-groupe. Il est donc
important de construire des sche´mas valables pour n’importe quel tenseur d’Eddington. On pourrait
s’inspirer de la de´marche utilise´e pour obtenir des sche´mas positifs pour les mode`les Sn.
Syste`mes de´rive´s des mode`les Pn
Dans la premie`re partie de ce travail nous avons introduit des mode`les de´rive´s des syste`mes Pn
tels que les mode`les PPn, FPn. La` aussi il serait inte´ressant de regarder si ces diffe´rents mode`les
rentrent dans le cadre des me´thodes propose´es ici. En effet, la positivite´, notamment de la fonction de
re´partition et du premier moment sont importantes.
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Re´sume´
L’e´quation de transport, dans le re´gime fortement collisionnel admet une limite asymptotique de
diffusion. Les discre´tisations angulaires comme la me´thode des ordonne´es discre`tes Sn ou` le de´velop-
pement tronque´ en harmonique sphe´rique pre´servent aussi cette limite de diffusion. Par conse´quent,
il est inte´ressant de construire pour de tels syste`mes des me´thodes de volumes finis sur maillages non
structure´s qui pre´servent cette limite de diffusion pour des grilles grossie`res. En effet, ces mode`les
peuvent eˆtre couple´s avec des codes hydrodynamiques Lagrangiens qui ge´ne`rent des maillages tre`s
tordus.
Pour commencer, on conside`re la discre´tisation angulaire la plus simple de l’e´quation de transport ap-
pele´e le mode`le P1. Apre`s une rapide introduction sur les me´thodes 1D, on commence par modifier le
sche´ma acoustique en dimension deux avec la me´thode de Jin-Levermore. Le sche´ma ainsi obtenu n’est
pas convergent dans le re´gime de diffusion car le sche´ma de diffusion valide n’est pas consistant sur
maillages non structure´s. Pour re´soudre ce proble`me, on a propose´ de nouvelles me´thodes valides sur
maillages non structure´s. Ces me´thodes sont base´es sur un autre formalisme des me´thodes de volumes
finis ou les flux sont localise´s aux interfaces, couple´ avec la me´thode de Jin-Levermore. On obtient
deux sche´mas convergents qui de´rivent sur les sche´mas « asymptotic preserving » 1D. Le sche´ma limite
de diffusion obtenu est un nouveau sche´ma pour lequel on a donne´ une preuve de convergence. Dans
un second temps, on a propose´ une extension du travail re´alise´ pour le mode`le P1 dans le cadre des
discre´tisations angulaires d’ordres e´leve´s. Pour obtenir une discre´tisation « asymptotic preserving »
pour ces mode`les on a utilise´ une de´composition entre la discre´tisation angulaire de premie`r ordre et
les discre´tisations angulaires d’ordres supe´rieurs. Enfin on a e´tudie´ la discre´tisation du proble`me d’ab-
sorption/e´mission pre´sent en transfert radiatif ainsi que la discre´tisation du mode`le non line´aire M1.
L’approximation du mode`le M1 est base´ sur un couplage entre un sche´ma Lagrange+projection pour
une reformulation du mode`le M1 et la me´thode de Jin-Levermore. La me´thode nume´rique obtenue
pre´serve la limite asymptotique, l’ine´galite´ d’entropie et le principe du maximum associe´ au syste`me
sur maillages non structure´s.
Mots-cle´s: me´thode de volumes finis, sche´mas « asymptotic preserving » , me´thode de Jin-Levermore,
discre´tisation aux noeuds, sche´ma GLACE, maillages non structure´s, syste`mes de Friedrichs, sche´ma
de Gosse-Toscani.
Abstract
The transport equation in highly scattering regimes has a limit in which the dominant behavior
is given by the solution of a diffusion equation. The angular discretizations like the discrete ordinate
method Sn or the truncated spherical harmonic expansion Pn have the same property. For such systems
it would be interesting to construct finite volume schemes on unstructured meshes which have the
same dominant behavior even if the mesh is coarse (these schemes are called asymptotic preserving
schemes). Indeed these models can be coupled with Lagrangian hydrodynamics codes which generate
very distorted meshes. To begin we consider the lowest order angular discretization of the transport
equation that is the P1 model also called the hyperbolic heat equation. After an introduction of 1D
methods, we start by modify the classical edge scheme with the Jin-Levermore procedure, this scheme
is not valid in the diffusion regime because the limit diffusion scheme (Two Points Flux Approximation)
is not consistent on unstructured meshes. To solve this problem we propose news schemes valid on
unstructured meshes. These methods are based on the nodal scheme (GLACE scheme) designed for
the acoustic and dynamic gas problems, coupled with the Jin-Levermore procedure. We obtain two
schemes valid on unstructured meshes which give in 1D on the Jin-Levermore scheme and the Gosse-
Toscani scheme. The limit diffusion scheme obtained is a new nodal scheme. Convergence and stability
proofs have been exhibited for these schemes. In a second time, these methods have been extended
to higher order angular discretisation like the Pn and Sn models using a splitting strategy between
the lowest order angular discretization and the higher order angular discretization. To finish we will
propose to study the discretization of the absorption/emision problem in radiative transfer and a
non-linear moment model called M1 model. To treat the M1 model we propose to use a formulation
like a dynamic gas system coupled with a Lagrange+remap nodal scheme and the Jin-Levermore
method. The numerical method obtained preserve the asymptotic limit, the maximum principle, and
the entropy inequality on unstructured meshes.
Keywords: Finite volume method, asymptotic preserving schemes, Jin-Levermore method, nodal
discretization, unstructured meshes, radiative transfer, Friedrichs systems, Gosse-Toscani scheme.
