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Problem
Three-composite convex miniminization in Hilbert space
minimize
x∈H
f(x) + g(x) + h(x),
where
I f, g : H → ]−∞,+∞] are proper, l.s.c. convex functions.
I h : H → ]−∞,+∞] is convex and differentiable with a β−1-Lipschitz gradient.
I (∃x ∈ H) 0 ∈ ∂f(x) + ∂g(x) +∇h(x).
Key splitting frameworks
I Proximal point algorithm (g=h=0) [Rockafellar 1976]
I Forward-backward splitting (g = 0) [Combettes 2004, Mercier 1979]
I Douglas-Rachford splitting h = 0 [Lions and Mercier 1979]
I Generalized forward-backward splitting [Raguet-Fadili-Peyré, 2013]
I Forward-Douglas-Rachford splitting [Briceño-Arias, 2015]
where g is the indicator of some closed vector subspace
I Three operator spliting [Davis-Yin, 2015]
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A highlight: Three-operator splitting method (TOSM)
Three-operator splitting method [Davis-Yin, 2015]
1. For n = 1, 2, . . .; perform
1.a xn = proxγgxn.
1.b yn = proxγf (2xn − xn − γ∇h(xn))
1.c xn+1 = xn + λn
(
yn − xn
)
Special cases
I When g = 0, TOSM ⇒ forward-backward splitting
I When h = 0, TOSM ⇒ Douglas-Rachford splitting
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Three-operator splitting method (TOSM): A case study
Three-operator splitting method [Davis-Yin, 2015]
1. For n = 1, 2, . . .; perform
1.a xn = proxγgxn.
1.b yn = proxγf (2xn − xn − γ∇h(xn))
1.c xn+1 = xn + λn
(
yn − xn
)
∃f, g, h and x0 such that (xn, yn)⇀ (x∗, x∗) but xn convergence
arbitrary slow to x.
Example:
g = ιV , f = ιU +
ρ‖ · ‖2
2
, h = ‖ · ‖
2
2
• Note:
‖xn − x∗‖ ≤ ‖xn − x‖ =⇒ If xn convergence faster, so does xn, yn !
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This talk
Propose an Inertial version of TOSM, so called IFDR
Prove weak convergence of generated sequence to a solution
Derive the convergence rate 1/ns, for 0 < s ≤ 2 in function value
Numerical test: Arbitrary slow case and portfolio optimization
Extend to monotone inclusion
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Inertial Forward-Douglas-Rachford splitting (IFDR)
IFDR [Cevher-Vu-Yurtsever, 2017]
1. For n = 1, 2, . . .; perform
1.a wn = xn + τn(xn − xn−1)
1.b xn = proxγgwn
1.c yn = proxγf (2xn − xn − γ∇h(xn))
1.d xn+1 = wn + λn
(
yn − xn
)
Special cases
I When τn ≡ 0, IFDR ⇒ TOSM [Davis-Yin 2015]
I When g = 0, IFDR ⇒ Inertial forward-backward splitting
[Nesterov, Beck and Tebulle, ...]
I If h = 0, IFDR ⇒Inertial Douglas-Rachford splitting method
[R.I. Boţ, E.R Csetnek and C. Hendrich 2015],
I If h = 0, g = 0, IFDR ⇒ Inertial proximal point method
[F. Alvarez, and H. Attouch, 2001],
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IFDR setup
IFDR [Cevher-Vu-Yurtsever, 2017]
1. For n = 1, 2, . . .; perform
1.a wn = xn + τn(xn − xn−1)
1.b xn = proxγgwn
1.c yn = proxγf (2xn − xn − γ∇h(xn))
1.d xn+1 = wn + λn
(
yn − xn
)
Our assumptions on the parameter
1. 0 < γ ≤ 2κβ for some κ < 1.
2. 0 = τ1 ≤ τn ≤ τn+1 ≤ τ < 1
3. 0 < ε ≤ λn ≤ λ
Define λ
1. α = 2β/(4β − γ)
2. Take σ > 0 and δ > τ
3+τ2+τσ
1−τ2 .
3. λ = δ−τ(τ+τ
2+τδ+σ)
αδ(1+τ+τ2+τδ+σ) .
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Convergence of IFDR
IFDR [Cevher-Vu-Yurtsever, 2017]
1. For n = 1, 2, . . .; perform
1.a wn = xn + τn(xn − xn−1)
1.b xn = proxγgwn
1.c yn = proxγf (2xn − xn − γ∇(xn))
1.d xn+1 = wn + λn
(
yn − xn
)
Weak convergence of iterates
I xn⇀x and x = proxγfx is a solution.
I xn⇀x.
Strong convergence
xn → x if one of the following conditions is satisfied.
I h is uniformly convex at x.
I f is uniformly convex at x.
I g is uniformly convex at x.
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1/n2 rate in function value ?
Define
t> 3 θn =
t
(n+ t)
and τn =
θn(1− θn−1)
θn−1
→ 1
IFDR [Cevher-Vu-Yurtsever, 2017]
1. For n = 1, 2, . . .; perform
1.a wn = xn + τn(xn − xn−1)
1.b xn = proxγgwn
1.c yn = proxγf (2xn − xn − γ∇h(xn))
1.d xn+1 = wn + yn − xn
I g = ιV for some closed vector subspace V .
I f = ιU + (ρ/2)‖ · ‖2 for some closed vector subspace U .
I h = ‖ · ‖2/2.
Then
h(yn)− h? = O(1/n2).
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1/n2 rate in function value ?
Define
t> 3 θn =
t
(n+ t)
and τn =
θn(1− θn−1)
θn−1
→ 1
IFDR [Cevher-Vu-Yurtsever, 2017]
1. For n = 1, 2, . . .; perform
1.a wn = xn + τn(xn − xn−1)
1.b xn = proxγgwn
1.c yn = proxγf (2xn − xn − γ∇h(xn))
1.d xn+1 = wn + yn − xn
I g = ιV for some closed affine subspace V .
I yn ∈ V for n > n0
Then
(h+ h)(yn)− (f + h)? = O(1/n2).
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1/n2 rate in function value ?
Define
t> 3 θn =
t
(n+ t)
and τn =
θn(1− θn−1)
θn−1
→ 1
IFDR [Cevher-Vu-Yurtsever, 2017]
1. For n = 1, 2, . . .; perform
1.a wn = xn + τn(xn − xn−1)
1.b xn = proxγgwn
1.c yn = proxγf (2xn − xn − γ∇h(xn))
1.d xn+1 = wn + yn − xn
I g = ιC for some closed convex C.
I (θ−2n en)n∈N+ ∈ `1(N+), where
en = 〈xn − yn | wn−1 − xn−1〉+ 〈yn−1 − xn | wn − xn〉
Then
(h+ h)(yn)− (f + h)? = O(1/n2).
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1/ns rate in function value, 0 < s ≤ 1 ?
Define
θn = O(1/ns) and τn = θn(1− θn−1)
θn−1
→ 1
IFDR [Cevher-Vu-Yurtsever, 2017]
1. For n = 1, 2, . . .; perform
1.a wn = xn + τn(xn − xn−1)
1.b xn = proxγgwn
1.c yn = proxγf (2xn − xn − γ∇h(xn))
1.d xn+1 = wn + yn − xn
I g = ιC for some closed convex C.
I (θ−2n en)n∈N+ is bounded, where
en = 〈xn − yn | wn−1 − xn−1〉+ 〈yn−1 − xn | wn − xn〉
Then
(h+ h)(yn)− (f + h)? = O(1/ns).
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Acceleration of arbitrary slow example
Goal
We compare IFDR and TSOM for arbitrary slow case
Set
g = ιV , f = ιU + (ρ/2)‖ · ‖2 and h = 12‖ · ‖
2, (1)
where ρ > 0 and V, U are closed vector subspaces are defined below.
I H = R2 ⊕ R2 . . ..
I Rζ is the counterclockwise rotation in R2 by ζ degree.
I e0 = [1, 0] ∈ R2 and eζ = Rζe0.
I (ζn)n∈N be a sequence in ]0, pi/2] such that ζn → 0.
I Define
V = R2e0 ⊕ R2e0 . . . and U = R2eζ0 ⊕ R2eζ1 . . . . (2)
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Acceleration of arbitrary slow example
Goal
We compare IFDR and TSOM for arbitrary slow case
Results
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Portfolio optimization with no-short positions
Goal
We study Markowitz portfolio optimization, where the objective is to reduce the risk,
by minimizing the expected variance, for a desired expected return target.
Problem
minimize
x∈C1∩C2
E[|ρ− 〈x | bt〉|2], (3)
where
I ρ ∈ R is the desired overall return.
I C1 is the standard simplex.
I C2 =
{
x | 〈x | µ〉 ≥ ρ
}
with µ = E[bt], expected returns of different assets.
Methods used
I IFDR:
I IFDR-R (Restart IFDR)
I TSOM
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Time-series data
http://www.cs.technion.ac.il/~rani/portfolios
Use 90% for training and 10% for test purpose.
Dataset # assets (d) # data points
DJIA 30 507
NYSE 36 5651
SP500 25 1276
TSE 88 1258
CRSP 100 23647
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Comparison of results
iteration
0 100 200 300 400
|h t
ra
in
(x
)−
h
⋆ tr
ai
n
|
h
⋆ tr
ai
n
10-12
10-10
10-8
10-6
10-4
10-2
100
DJIA
[1, Alg.2]
IFDR
IFDR-R
iteration
0 100 200 300 400
|h t
es
t(
x
)−
h
⋆ te
st
|
h
⋆ te
st
10-12
10-10
10-8
10-6
10-4
10-2
100
iteration
0 100 200 300 400 500
10-12
10-10
10-8
10-6
10-4
10-2
100
NYSE
iteration
0 100 200 300 400 500
10-12
10-10
10-8
10-6
10-4
10-2
100
iteration
0 200 400 600
10-12
10-10
10-8
10-6
10-4
10-2
100
SP500
iteration
0 200 400 600
10-12
10-10
10-8
10-6
10-4
10-2
100
iteration
0 200 400 600
10-12
10-10
10-8
10-6
10-4
10-2
100
TSE
iteration
0 200 400 600
10-12
10-10
10-8
10-6
10-4
10-2
100
Inertial Forward-Douglas-Rachford splitting method and application | B. C. VU˜, bang.vu@epfl.ch Slide 20/ 29
Extend to monotone inclusions
Monotone inclusions with three operators
Find x ∈ H such that
0 ∈ Ax+Bx+Qx
Setup
I A and B: maximally monotone
I Q: β-cocoercive operator
I P = zer(A+B +Q): the non-empty set of solutions
Note
JA = (Id +A)−1
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IFDR setup
SFDR [Cevher-Vu-Yurtsever, 2017]
1. For n = 1, 2, . . .; perform
1.a wn = xn + τn(xn − xn−1)
1.b xn = JγBwn
1.c yn = JγA(2xn − xn − γQxn)
1.d xn+1 = wn + λn
(
yn − xn
)
Our assumptions on the parameter
1. 0 < γ ≤ 2κβ for some κ < 1.
2. 0 = τ1 ≤ τn ≤ τn+1 ≤ τ < 1
3. 0 < ε ≤ λn ≤ λ
Define λ
1. α = 2β/(4β − γ)
2. Take σ > 0 and δ > τ
3+τ2+τσ
1−τ2 .
3. λ = δ−τ(τ+τ
2+τδ+σ)
αδ(1+τ+τ2+τδ+σ) .
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Convergence of IFDR
IFDR [Cevher-Vu-Yurtsever, 2017]
1. For n = 1, 2, . . .; perform
1.a wn = xn + τn(xn − xn−1)
1.b xn = JγBwn
1.c yn = JγA(2xn − xn − γQxn)
1.d xn+1 = wn + λn
(
yn − xn
)
Weak convergence
I xn⇀x and JγBx ∈ Ax+Bx+Qx.
I xn⇀x.
Strong convergence
xn → x if one of the following conditions is satisfied.
I Q is uniformly monotone at x.
I A is uniformly monotone at x.
I B is uniformly monotone at x.
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Further applications of IFDR
Coupled systems of inclusions (H.Attouch-Briceno Arias-Combettes)
Let x = (x1, . . . , xm). Then, SFDR can be applied to
0 ∈ A1x1 +B1x1 +Q1x
...
0 ∈ Amxm +Bmxm +Qmx
where Ai, Bi : Hi → 2Hi are maximally monotone, and Qi : H1 × . . .×Hm →Hi
such that
m∑
i=1
〈Qix−Qix | xi − yi〉 ≥ β
m∑
i=1
‖Qix−Qix‖2. (4)
Correspondences
I A =×mi=1Ai, B =×mi=1Bi maximally monotone.
I Q : x 7→×mi=1Qix, β-cocoercive.
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Further applications
Primal-dual inclusions
Let x = (x, v) ∈ H× G. Then, IFDR can be applied to{
0 ∈ A1x+ L∗(B1D)(Lx) + Cx,
0 ∈ −L(A1 + C)−1(−L∗v) +B−11 v +D−1v
(5)
where
I A1 : H → 2H and B1 : G → 2G are maximally monotone.
I C : H → H is β1-cocoercive.
I D−1 : G → G is β2-cocoercive.
I L : H → G is a bounded linear.
I (BD) = (B−1 +D−1)−1 is the sum parallel of B and D.
Correspondences
I A = A1 ×B−11 , B = (−L∗, L), maximally monotone.
I Q = C ×D−1, β-cocoercive, with β = min{β1, β2}.
Inertial Forward-Douglas-Rachford splitting method and application | B. C. VU˜, bang.vu@epfl.ch Slide 25/ 29
Outline
Minimization problem
Inertial Forward Douglas-Rachford Method
Numerical evaluation
Conclusions
Inertial Forward-Douglas-Rachford splitting method and application | B. C. VU˜, bang.vu@epfl.ch Slide 26/ 29
Conclusions
• IFDR splitting for monotone inclusions with three operators
I The weak convergence
I Convergence rate for minimization problem.
• Other applications
I Coupled systems of inclusions
I Primal-dual monotone inclusion
I Portfolio optimization
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