In this study, the Robust Heteroscedastic Consistent Covariance Matrix (RHCCM) was proposed in order to estimate standard errors of regression coefficients in the presence of high leverage points and heteroscedastic errors in multiple linear regression. Robust Heteroscedastic Consistent Covariance Matrix (RHCCM) is the combination of a robust method and Heteroscedasticit Consistent Covariance Matrix (HCCM). The robust method is used to eliminate the effect of high leverage points while HCCM is mainly used to eliminate the effect of heteroscedastic errors. The performance of RHCCM was assessed through an empirical study and compared with results obtained when the original Heteroscedastic Consistent Covariance Matrix was used.
INTRODUCTION
High leverage points are the observations that have extreme values in independent variables ( spaces) and will influence the intercept and slope estimation in the method of least squares. These high leverage points can be caused by a gross error in , a unique priceless observation, or an accurate but useless observations [1] .
The heteroscedastic errors will mislead the ordinary least squares estimate of regression coefficients to become inefficient which resulted in the inaccuracy conclusion [2] . Heteroscedasticity yielded hypothesis tests that fail to keep false rejections at the nominal level; and estimated standard errors as well as confidence intervals to become either too narrow or too large [3] .
Ordinary Least Squares (OLS) method is a wellknown method that is able to provide efficient and unbiased parameter estimation when there are no high leverage points or heteroscedastic errors in multiple linear regression. Nevertheless, the ordinary least squares method does not perform well in the presence of high leverage points and heteroscedastic errors, resulting in hypothesis tests that are liberal or conservative. Ordinary Least Squares Covariance Matrix (OLSCM) whose diagonal elements are used to estimate the standard error and regression coefficient becomes biased and inconsistent due to the effects of heteroscedastic errors.
Furthermore, the presence of high leverage points can make all estimation procedures meaningless. None of the estimation techniques work well when high leverage points and heteroscedastic errors are present at the same time in the regression model [3] .
The main focus in this study is to estimate the standard errors of the regression coefficients in the presence of high leverage points and heteroscedasticity in multiple linear regression. Robust techniques and heteroscedasticity consistent covariance matrix (HCCM) will be employed for this purpose.
METHODOLOGY

Method
This study is focused on using Least Trimmed of Squares (LTS) and Heteroscedasticity Consistent Covariance Matrix (HCCM) methods to estimate the standard errors in the regression coefficients in the presence of high leverage points and heteroscedastic errors in multiple linear regression. LTS is used in order to eliminate the effect of high leverage points since OLS is believed to be highly influenced by high leverage points while HCCM is an alternative and high appealing method in reducing the effect of heteroscedasticity.
Robust heteroscedasticity consistent covariance matrix
Heteroscedasticity Consistent Covariance Matrix (HCCM) estimators are derived from an estimate of variance-covariance matrix of the regression coefficient ∑ which does not assume homoscedasticity.
Consider a multiple linear regression model: (1) where is the 1 vector of observed values for the response variables, is the of predictor including the intercept, is a 1 vector of regression parameters, and is the 1 vector of errors. The covariance matrix of regression coefficient is defined as:
is define as the variance of the error and it is a square matrix where is an identity matrix of order and is a positive definite matrix. In homoscedasticty assumption , the variance-covariance matrix can be defined as:
In this study, the residuals values were obtained by LTS estimator. However when the error is heteroscedastic, the variance-covariance matrix can be defined as:
is defined as the variance of error from heteroscedastic error where is square matrix form by heteroscedastic errors .
With heteroscedasticty assumption the estimators of variance-covariance matrix becomes biased and the hypothesis tests are either too liberal or conservative.
Over the last 25 years, several heteroscedasticity consistent covariance matrices have been developed. There are five HCCM estimators developed over the last 25 years which are defined as 0, 1, 2, 3and 4. White in 1980 was proposed substituting the squares error into the row of diagonal of the matrix, making diag ε to be the diagonal matrix of the squares of OLS residuals [4] . However, in this study, LTS residuals replaced the OLS residuals so that the errors were not affected by high leverage points. Therefore the 0 estimator is defined as:
where the main diagonal of 0 are the estimated squared standard errors of regression coefficients. The biasness of 0 increases when the sample sizes are decreased. 1 proposed by Hinkley in 1977 is a simple degree of freedom adjustment of 0 and every squares residuals is multiplied by [5] .
2 was introduced by Mackinnon and White in 1985 [6] . For 2, the squared residuals is weighted by 1 instead of a degree of freedom correction. are the leverage values obtained from the diagonal elements in the "hat" matrix which define as (7) However HC2 will produce bias due to the high leverage points in explanatory variables.
3 was proposed by Davidson and Mackinnon in 1993 [7] . 3 weighted each squares of residuals by . Besides that, 3 is always recommended because it can keep test sizes at nominal level regardless with the presence or absence of heteroscedasticity. Its performance is dependent to some extent on the presence or absence of high leverage points.
4 is the most recent proposal of HCCM estimator, derived by Cribari-Neto in 2004 with the explicit aim of taking high leverage points as consideration in standard errors estimation [8] .
where
The exponent controls the level of "discounting" for the observation, and with the truncation point at 4. 4 outperformed 3 in terms of test size control when there are high leverage points and non-normal errors [8] .
RESULTS & DISCUSSION
Simulation example
A simulation study was designed to investigate Robust Heteroscedasticity Consistent Covariance Matrix In order to generate the heteroscedastic errors, 50 random errors were generated by taking the first 10 random errors from 0,1 , the second 10 random errors from 0,2 , the third 10 random errors from 0,3 , the fourth 10 random errors from 0,4 and the fifth 10 random errors from 0,5 . Thus the errors that were generated have a zero mean and non-constant variance.
Numerical example
In this section, a modified education expenditure data taken was from Chatterjee and Price in 1997 which state at chapter 4 and page 97 [9] . The data represent the relationship between response variable and three independent variables for 30 states in United State of The original data set is modified in order to contain high leverage points and heteroscedastic errors in the data set. Some of the explanatory variables had been modify to contain high leverage point while the error of the data been modify to obtain the heteroscedatic error. Therefore the new data set is present in the high leverage point and heteroscedastic errors.
Discussion
In this paper, the performance comparison between HCCM and RHCCM was done with the presence of high leverage points and heteroscedastic errors. The main interest in this study was to estimate the standard errors in multiple linear regression inthe presence of high leverage points and heteroscedastic errors by using RHCCM which is the combination of LTS and HCCM method. LTS was able to estimate the parameter without the influence by high leverage point while HCCM was able to estimate the parameter in the presence of heteroscedastic error accurately. Table 1 shows the results of standard errors estimation in simulation data by using HCCM, while Table  2 shows the standard errors estimation in simulation data by using RHCCM. Both tables show the standard errors estimation by the family of heteroscedasticity consistent covariance matrix from 0 to 4. The standard error of residuals obtained from both HCCM and RHCCM in simulation data are 26.9700 and 2.5160 respectively. The estimated values of regression coefficients obtained from RHCMM are closer to the true values and the estimated standard errors are also smaller than HCCM. However, the standard errors obtained from RHCCM are larger than HCCM. Therefore the parameters that estimate from RHCCM are more accurate than the HCCM method and overall performance of RHCMM is better than HCCM in standard errors estimation.
Furthermore, the standard error of regression coefficients obtained from 0 until 4 through HCCM and Robust HCCM are shown in Table 1 and Table 2 . The results obtained from 4 in RHCCM are more reliable compared to the other HCCM estimator since it was reported that 4 will be less influenced by the high leverage points and RHCCM performed better than HCCM [8] . Table 3 and Table 4 show the standard error estimations obtained by HCCM and RHCCM when used in our numerical example. The standard errors of residuals obtained from HCCM and RHCCM are 59.1000 and 27.7600 respectively. This shows that the standard error of residuals obtained from RHCCM is smaller compared to HCCM which indicates that the RHCCM is more accurate than HCCM in parameter estimation in the presence of high leverage point and heteroscedastic error and the performance of RHCCM is better in parameter estimation in the presence of high leverage point and heteroscedastic error.
The results of the standard errors that were obtained using 4 in HCCM and RHCCM are the same. It shows that 4 was not influenced by high leverage points as stated by Cribari-Neto [8] . Therefore, the standard errors that was obatined by 4 in RHCCM is the most accurate compared to other family of heteroscedasticity consistent covarince matrix and HCCM.
As the overall conclusion, the performanceof RHCCM in standard errors estimation was better compared
