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Data centers are computing infrastructure facilities used by industries with large 
data processing needs and the rapid increase in power density of high performance 
computing equipment has caused many thermal issues in these facilities.  Systems-level 
thermal management requires modeling and analysis of complex fluid flow and heat 
transfer processes across several decades of length scales.  Conventional computational 
fluid dynamics and heat transfer techniques for such systems are severely limited as a 
design tool because their large model sizes render parameter sensitivity studies and 
optimization impractically slow.     
The traditional proper orthogonal decomposition (POD) methodology has been 
reformulated to construct physics-based models of turbulent flows and forced convection.  
Orthogonal complement POD subspaces were developed to parametrize inhomogeneous 
boundary conditions and greatly extend the use of the existing POD methodology beyond 
prototypical flows with fixed parameters.  A flux matching procedure was devised to 
overcome the limitations of Galerkin projection methods for the Reynolds-averaged 
Navier-Stokes equations and greatly improve the computational efficiency of the 
approximate solutions.  An implicit coupling procedure was developed to link the 
temperature and velocity fields and further extend the low-dimensional modeling 
methodology to conjugate forced convection heat transfer.  The overall reduced-order 
modeling framework was able to reduce numerical models containing 105 degrees of 
freedom (DOF) down to less than 20 DOF, while still retaining greater that 90% accuracy 
over the domain.     
 xv
Rigorous a posteriori error bounds were formulated by using the POD subspace 
to partition the error contributions and dual residual methods were used to show that the 
flux matching procedure is a computationally superior approach for low-dimensional 
modeling of steady turbulent convection.    
To efficiently model large-scale systems, individual reduced-order models were 
coupled using flow network modeling as the component interconnection procedure.  The 
development of handshaking procedures between low-dimensional component models 
lays the foundation to quickly analyze and optimize the modular systems encountered in 
electronics thermal management.  This modularized approach can also serve as skeletal 
structure to allow the efficient integration of highly-specialized models across disciplines 




1. INTRODUCTION TO DATA CENTER THERMAL MANAGEMENT 
 
Data centers are computing infrastructure facilities used by industries with large 
data processing needs, such as telecommunications switching, banking, stock market 
transactions and supercomputing nodes.  The trends of rapidly increasing heat fluxes and 
volumetric heat generation rates within these devices are causing many unique challenges 
for their thermal design.  Due to the high heating rates, design guidelines followed for 
human-occupied spaces such as auditoria and theaters are inapplicable for such 
computing spaces.   
The electronics thermal management community has, in the past, focused 
exclusively on heat removal from the chips and single data processing units or 
enclosures.  The objective has been to remove the heat generated by the chips and 
associated devices out of the enclosure case and reject it to an extensive ambient.  In a 
data center, hundreds or thousands of these data processing units use the facility as the 
ambient.  Due to the vertical stacking of these components and space constraints, the 
electronic equipment can interact by the hot exhaust air being drawn from one data 
processing unit into another unit.  Figure 1.1 shows 2 photographs of existing data center 
facilities. 
Detailed experimental measurements and numerical computations of heat transfer 
and fluid flow are necessary for the proper placement of electronic equipment to ensure 
its reliable operation.  Due to the three-dimensional, multi-mode, multiscale nature of the 
transport involving at least 10 decades of pertinent length scales from nanometer chip 
interconnects to the facility length scale of 10’s of meters, and prevailing turbulent flow 
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conditions, such characterization is highly challenging.  Only recently is electronics 
thermal management at the systems level beginning to receive systematic attention.  
Improved characterization through experimental and computational thermal modeling has 
the potential of developing energy efficient designs for these facilities, resulting in large 
financial savings for the end users. 
 
 
Figure 1.1. Data center photographs, courtesy of W. Tschudi, Lawrence Berkeley 
National Laboratory 
 
1.1. Power Density Trends 
The basic building block of a data center is a rack, which is typically ~2-m tall 
enclosure, in which various servers, data storage and networking/switching equipment are 
stacked vertically.  In 1990, a typical rack dissipated approximately 1 kW of power [1], 
while today’s racks with the same footprint may dissipate up to 30 kW, based on current 
server heat loads.  The decade from 1992 to 2002 has seen server power density rise 
300%, with a projected annual increase of 5% over the next 4 years [2, 3].  The demand 
for data processing has driven data centers to grow as large as 7,500 m2 (~80,000 ft2) [3, 
4], producing net power dissipations on the order of several MW.  With such an 
enormous amount of power dissipation, providing an environment for the safe and 
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reliable operation of the data processing equipment is essential, as these facilities are 
intended to operate continuously.     
 Practitioners and data center designers measure data center heat fluxes as the ratio 
of the net power dissipated to the total footprint of the facility.  Recent energy 
benchmarking studies have shown data centers are operating in the 270 – 800 W/m2 (25 – 
75 W/ft2) range [3, 4] and growth to 100 W/ft2 average over the facility, with local 
regions exceeding 200 W/ft2, is expected in the near future.   
These power densities are well beyond conventional heating, ventilation and air 
conditioning (HVAC) loads for the cooling of similarly sized rooms such as auditoria and 
office spaces, which are typically 4 – 8 W/ft2.  A rack footprint is approximately 0.76 m 
by 0.91 m (2.5 x 3 ft), similar to the area of an auditorium seat.  However, a 30 kW rack 
has 300 times the power dissipation of a sitting person.  In other words, applying standard 
HVAC guidelines to data centers is equivalent to cooling an auditorium with 300 people 
per seat.  With facilities growing up to 5000 m2 (~50,000 ft2), the net power dissipated by 
the data processing equipment could be as large as several MW. The cost of just 
powering these large computing facilities could be millions of dollars a year, with the 
cost of providing adequate cooling not far behind. 
 
1.2. Airflow Configurations 
A majority of today’s data centers use computer room air conditioning (CRAC) 
units to supply the facility with cooling air designed to provide an adequately low 
ambient temperature for reliable server operation.  A major improvement in airflow 
management has been to arrange the racks in rows with alternating direction of airflow 
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[5] such that rack inlets are facing each other, to form a ‘cold aisle’.  The exhausts of the 
racks necessarily face each other and form a ‘hot’ aisle.  This hot aisle – cold aisle 
approach attempts to separate the supply from the exhaust air and increase the overall 
efficiency of the air delivery and collection from each rack in the data center. 
The predominate cooling scheme in today’s data centers is to use the CRAC units 
to supply a raised floor plenum underneath the racks with cold air.  Perforated tiles are 
then located in the cold aisles on the raised floor near the racks to deliver the cool supply 
air to the data processing equipment.  The hot exhaust air from the racks is then collected 
from the upper portion of the facility by the CRAC units, completing the airflow loop 
(see Figure 1.2).   
 
 
Figure 1.2. Standard raised floor plenum and room return cooling scheme 
 
 
Thermal performance and efficiency of data centers could be improved by 
considering other possible supply and return schemes.  To reduce the entrainment of hot 
air into the cold aisles, the exhaust could be collected above the hot aisle and ducted back 
to the CRAC units.  Additionally, the cold supply air could be delivered to the racks from 
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above the cold aisle, which could also reduce the recirculation effects. Finally, both the 
supply and return could be overhead.  
 
1.3. Systems-Level Electronics Thermal Management  
 Traditional electronics thermal management studies have focused on the heat 
transfer characteristics of individual packages and multiple devices in an enclosure such 
as an individual server.  Systems-level electronics cooling is defined here as data 
processing systems comprised of multiple enclosures or modules, including data 
processing racks containing various servers and data center facilities containing 
numerous racks.  Figure 1.3 illustrates the current representative volumetric heat 
generation rates at various length scales in electronics components and systems.  It is the 
heat generation at the interconnect level that causes the temperature rise between the chip 
and the ambient and drives the need for a cooling system to maintain the chip operating at 
an acceptable temperature.  In systems-level thermal management, the cooling scheme is 
often developed at the largest length scales, such as the data center CRAC unit.  Thus, 
thermal modeling and characterization is inherently multiscale, as it is the heat generated 




Figure 1.3. Systems-level electronics thermal management heat generation and 
length scale map 
 
1.4. Objectives of Data Center Modeling and Characterization 
Modeling of data centers aims to predict the dominant airflow and heat transfer 
characteristics so a reliable design methodology may be developed. An accurate 
modeling framework can be used to create more thermally efficient data center facility 
designs, eliminating local hot spots and using the cold supply air from the CRAC units in 
the most efficient way possible. Currently, overall energy balances on the facility are 
used as a design guideline.  The expected net power dissipation of the equipment is 
computed and an appropriate number of CRAC units is selected to provide the cooling.  
Considering the rapid increase in power density and the high reliability requirements, 
designers often over-specify the amount of cooling required in a data center.  The lifetime 
of a data center is approximately 30 years, whereas the lifetime of the data processing 
equipment inside the facility is only about 2 years, requiring several cycles of equipment 
replacement, each with higher performance and power. Besides the efficient design of 
new data centers, improved modeling and characterization also aims to address questions 
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that arise from such equipment upgrades in an existing data center.  For instance, if a new 
server that has twice the power dissipation and airflow requirements is to be added to a 
rack, how will this affect neighboring servers?  A robust modeling strategy can be used to 
predict if this new server will deprive neighboring servers of supply air and how the hot 
exhaust air will affect nearby severs.  Model efficiency is a key concern as traditional 
numerical procedures for turbulent flows and heat transfer will produce excessively 
computationally intensive models, severely limiting their use as an analysis and design 
tool. 
 
1.5. State of the Art and Future Trends in Data Center Thermal Management  
 With continually increasing power dissipation in high performance computing 
equipment, the limits of forced air cooling will be reached in the near future.  Over the 
past several years, supplemental thermal solutions in the form or ceiling mounted air 
cooling units and additional rack level fans have been used to deal with high power 
density at the rack level.  Currently, data center professional have moved away from 
adding more air cooling units in favor of liquid cooling solutions.   
 Liquid cooling has the ability to reduce the power consumption and noise levels 
in the data center although reliability is a major concern, especially if the cooling fluid is 
not dielectric.  Commercially available CRAC units universally use chilled water or 
glycol as the heat transfer medium between the data center air to the environment.  The 
piping infrastructure to supply the CRAC units with cooling liquid exists in the data 
center environment. Most liquid cooling schemes tap into this liquid loop to provide 
additional cooling at the rack level.  Such systems commonly use air-to-liquid heat 
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exchangers mounted inside the rack to cool the hot exhaust to form a self-contained 
cooling loop.  This approach reduces the distance the hot exhaust air must travel before 
reaching the heat exchanger, which minimizes the effects of recirculation.  Moving the 
heat exchanger to the rack still relies on air as the heat transfer medium and the 
performance of such systems are usually limited by the air side heat transfer coefficient.  
To date, there is ongoing research and development of extending the liquid cooling path 
to the chip level for maximum efficiency, but no commercially available products exist. 
 Recently multiple vendors have manufactured liquid cooling solutions to be used 
at the rack exhaust.  The objective is to cool the exhaust air to minimize the effect of a 
high power dissipation rack on surrounding racks.  Supplemental liquid cooling is not 




2. NUMERICAL MODELING OF DATA CENTERS 
 
 Due to the complex nature of the flow inside a data center, computational fluid 
dynamics and heat transfer (CFD/HT) are usually required to investigate the thermal 
performance of data centers.  The problem is inherently multiscale, with the smallest 
scale phenomena driving the global temperature field.  It is the heat dissipation at the chip 
level that causes the temperature rise across each electronic device within each server.  A 
rack contains a number of servers, each with their power dissipation and airflow 
requirements.  The chip may contain features as small as 10 nm, and the facility length 
scale is on the order of 100’s of meters, implying a computational model resolving all the 
features in a data center would contain 10 decades of length scales.  It is computationally 
impossible to resolve all these features, but a numerical model should attempt to resolve 
as many length scales as necessary for the type of predictions desired.  
 
2.1. Flow Regimes and Scaling 
 The flow inside a facility typically falls into the turbulent mixed convection 
regime, although there can be large spatial variations in turbulence intensity and 
buoyancy effects.  The flow through the data processing equipment inside a rack is 
mainly forced convection, but buoyancy effects may become important at the rack 
exhaust and as the hot air returns to the CRAC units.  Reynolds numbers can be defined 
using different length scales and velocity scales and the range of both these scales in data 
center airflows makes quantifying airflow characteristics with relatively few 
dimensionless groups difficult.  Data center thermal performance is typically considered 
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using a steady state approximation because a large factor in cooling and power equipment 
redundancy makes failures of such systems a rare event.  
As stated earlier, electronics cooling applications span a wide range of length 
scales.  With current computing power, numerical simulations of heat transfer and fluid 
flow are limited to approximately three decades of length scales.  This has limited chip-
level thermal analysis to resolving some larger features contained within the package (die 
and heat spreaders) but the smallest features are still inaccessible.   Board-level 
simulations typically employ a simplified representation of the packages, treating them 
either as a block with uniform heat generation or as a constant heat flux area.  Numerical 
computations of electronic enclosures, such as personal computers and servers, are able 
to resolve multiple boards and devices, but only the components with the largest power 
dissipation are usually considered.  Modeling infrastructures of electronic equipment 
must bridge the large disparity in length scales between the board and the facility.  
An Electronics Industry Association (EIA) standard rack measures 0.74 m wide 
and 0.94 m deep [1].  The vertical direction of a rack is standardized in racks units call 
“U”, where 1 U = 4.45 cm (1.75 inches) and a typical rack can accommodate 40 U of 
equipment.   Consider a rack containing 10 servers, each measuring 4 U high and 
dissipating 500 W.  A flow rate of 0.497 kg/s is required to maintain a 10 °C bulk air 
temperature rise, resulting in a hydraulic diameter based Reynolds number for a single 
server of 5,730.  The hydraulic diameter is calculated by assuming the server is 0.74 m 
wide by 0.18 m (4U) tall rectangular duct. The Rayleigh number, based on the same 10 
°C temperature difference and a characteristic length of (duct cross-sectional area) / (duct 
perimeter) = 0.0787 m is 4.46 x 105.  Using Ra / Re2 as an estimate of the ratio of 
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buoyancy to inertia effects (which is valid because Pr ≈ 1 for air) gives 0.0136, showing 
that buoyancy can be neglected based on such global consideration.  As the rack power 
dissipation increases, the required flow rate will also increase to maintain constant 
component temperatures, causing the Reynolds number to increase, while the Rayleigh 
number remains the same, making the ratio of Ra / Re2 decrease.  These scaling 
arguments have also been experimentally justified by demonstrating point-wise 
measurements of rack inlet temperatures are linearly proportional to the CRAC exhaust 
temperature [6]. 
 
2.2. Review of Data Center Numerical Modeling 
Data center facilities are critical to the data processing needs they serve.  They are 
designed for continuous operation in order to provide a highly reliable environment for 
the data processing equipment performing essential tasks and often containing highly 
sensitive material.  Access to these environments is limited and performing detailed 
experimental measurements in operational data centers is very difficult.  Thus, most 
previous investigations in data center thermal management are computational in nature 
and rely on CFD/HT to predict airflow and heat transfer characteristics.   
CFD/HT modeling of data centers was introduced in 2001 by Patel et al. [1]who 
performed computations on a model facility and by Schmidt et al. [7] who compared 
experimental measurements through raised floor data center perforated tiles with 2-
dimensional computational models.  The various numerical investigations can be 
classified into the following 4 main categories: 1) raised floor plenum airflow modeling 
to predict perforated tile flow rates, 2) thermal effects of rack layout and power 
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distribution and 3) investigation of alternative supply and return schemes and 4) 
development of thermal performance metrics.  A review of data center literature is 
presented by Schmidt and Shaukatullah [8], which serves to provide a historical 
perspective considering the rapid growth in data center power density.  
Schmidt et al. present a depth-averaged (2-dimensional) numerical model for a 
0.284 m deep plenum [7] and for a 0.292 m deep plenum [9].  Their experimental 
validation shows fair overall agreement with select tile flow rates, with large individual 
prediction errors.  In both papers, it is noted that a 0.1 m diameter pipe and a 0.025 m tall 
cable tray are located in the bottom of the plenum, although there is no discussion of how 
these obstructions are accounted for in the depth-averaged equations.  Schmidt et al. [9] 
state that for plenum depths less than 0.3 m deep, depth-averaged modeling is adequate as 
a tradeoff between computational cost and accuracy.  Radmehr et al. [10] experimentally 
investigated the leakage flow, or portion of total CRAC airflow that seeps through the 
seams of the raised floor tiles, in a 0.42 m deep facility.  Distributing the leakage flow 
uniformly throughout the perforated tile seams and modeling chilled water supply lines, 
Radmehr et al. [10] were able to produce predictions with an overall accuracy of 90%.  
Van Gilder and Schmidt [11] present a parametric study of plenum airflow for various 
data center footprints, tile arrangements, tile porosity and plenum depth.  A vacant 
plenum was assumed, which makes the perforated tile resistance much greater than any 
other flow resistance in the plenum and allows the resulting perforated tile flow rate to 
scale with the net CRAC flow rate. 
Regarding data center rack layout, Patel et al. [1, 12] have focused on the aisle 
spacing and the corresponding cooling load on the CRAC units in conventional raised 
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floor plenum data centers.  These efforts identify the problem of recirculation, or hot 
exhaust air being drawn into a cold aisle and through electronic equipment before 
returning to the CRAC units.  The effects of recirculation are also documented by 
Schmidt et al. [9, 13-15].  Geometrical optimization of plenum depth, facility ceiling 
height and cold aisle spacing for a single set of CRAC flow rates and uniform rack flow 
and power dissipation was performed by Bhopte et al. [16].  The results showed that 
increasing the plenum depth or the facility ceiling height, and decreasing the cold aisle 
width produce an overall reduction in the average inlet temperature to all the racks in the 
facility.  Schmidt and Iyengar [15] have also documented thermal performance variability 
in several operational data centers and attempted to provide some qualitative explanations 
for similarly performing racks in different data centers.  A cluster of high-power 
dissipation racks and their effect on the remaining equipment of the facility were 
considered by Schmidt and Cruz [14].  The effect of varying power throughout a data 
center is an important factor to consider, as operational facilities contain a wide variety of 
equipment, each with their own power dissipation levels. 
Each data center has a unique geometrical footprint and rack layout and a 
common basis is needed to compare the thermal performance of various cooling schemes.  
A unit cell architecture of a raised floor plenum data center was formulated by 
considering the asymptotic flow distribution in the cold aisles with increasing number of 
racks in a row [17].  The results indicated that for high flow rate racks, 4 rows of 7 racks 
adequately models the hot-aisle cold-aisle configuration and is representative of a ‘long’ 
row of racks. 
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One of the earliest works in data center CFD/HT modeling analyzed a global flow 
configuration other than that of the standard raised floor plenum with return to the CRAC 
unit through the room.  The model of Patel et al. [1] examined a cooling strategy where 
the CRAC unit supply and return are located over top of the cold aisles.  A novel concept 
of introducing cold supply air into the hot aisles to mitigate recirculation effects was 
proposed by Schmidt and Cruz [13] although computational results showed this 
modification could diminish the basic cooling scheme’s efficiency.  Supplying the cold 
air from above the racks was investigated in [18] where the overhead supply and facility 
height were investigated parametrically.  Shrivastava et al. [19]  parametrically vary all 
possible locations of the cold air supply and hot exhaust return for fixed room geometry, 
uniform rack power and fixed CRAC conditions. 
In the previous analysis of data center airflows, researchers have either modeled 
the rack in a black-box fashion with prescribed flow rate and temperature rise, or as a box 
with fixed flow rate and uniform heat generation [1, 12, 14, 18].  This less 
computationally expensive approach is useful only if facility quantities such as CRAC 
unit performance and rack layout are of interest. However, this level of description 
cannot determine temperature variations within the rack caused by recirculation effects.  
To better characterize the performance variations through a data center, a procedure to 
model individual servers within each rack was developed in [20].  As computational 
limitations allow, the server sub-models can be increased in complexity to include 
discrete heating elements to mimic multiple components on a printed wiring board. 
A formal modeling approach to data centers considering modeling of the CRAC 
units, perforated tiles and rack sub-models was presented in [21].  This investigation 
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considers the distribution of CRAC units through the unit cell architecture and the effect 
of rack orientation relative to the CRAC units.  To develop a mechanistic understanding 
of convective processes in data centers, the global scheme was divided into the processes 
of 1) the CRAC exhaust to the cold aisle, 2) cold aisle distribution of supply air through 
the racks and 3) the hot exhaust air return to the CRAC units [22].  Numerical modeling 
of various supply and return schemes, coupled with various orientations between the 
racks and the CRAC units, identified the causes of recirculation and non-uniformity in 
thermal performance throughout the data center.   The models presented in [1, 12, 14, 15, 
18, 23] have used a variety of orientations between the CRAC units and racks.  The 
parametric study presented in [21] is the first attempt to generally quantify these effects 
and following work using the same procedures was contributed in [19].   
 The performance of the assorted data center models are assessed in various ways 
by different authors and specific comparisons can be difficult.  Sharma et al. [23] 
introduce dimensionless numbers to quantify the effects of recirculation.  These 
dimensionless numbers are arrived at by considering the ratios (cold supply air enthalpy 
rise before it reaches the racks) / (enthalpy rise at the rack exhaust), and (heat extraction 
by the CRAC units) / (enthalpy rise at the rack exhaust).  These definitions require the air 
temperature evaluation at arbitrary points near the rack inlet and exhaust.  Sharma et al. 
[24] later computed these dimensionless performance metrics in an operational data 
center by taking a single air temperature measurement just below the top of each rack 
inlet and outlet.  Norota et al. [25] used the statistical definition of the Mahalanobis 
generalized distance to describe the non-uniformity in rack thermal performance.  Shah et 
al. [26-28] have proposed an exergy-based analysis method that divides the data center 
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into a series of subcomponents and then CRAC unit operation is optimized given 
information regarding the rack power dissipation. 
Thermal performance metrics for systems level electronics cooling based on the 
concept of thermal resistance (power dissipation / temperature rise) were formulated and 
applied to data centers in [21].  The metrics consider the spatial uniformity of thermal 
performance to characterize poor designs causing local hot spots.  Entropy generation 
minimization was also proposed as a data center thermal performance metric because 
poor thermal performance is often attributed to recirculation effects.  Since the mixing of 
hot exhaust air with the supply air in the cold aisles generates entropy, cold aisle entropy 
generation minimization was employed as a metric.  The results presented in [21] show 
that using entropy generation minimization and thermal resistance with spatial uniformity 
considerations predict the same design as being the best.  The same thermal performance 
metrics were applied to a forced air-cooled rack to optimize the server layout [29] 
because the metrics were formulated generally for systems-level thermal management 
and should be applicable to a range of systems. 
 
2.3. Limitations of Numerical Modeling 
 In the absence of detailed experimental data on data center airflow and heat 
transfer, CFD/HT provides a tool to estimate some of the dominant features of data center 
thermal management.  The overall accuracy of models needs to be addressed due to many 
simplifications that are employed.  RANS-based turbulence modeling procedures come 
into question for the strongly swirling flow in data centers.  All the numerical models 
employed the standard k-ε turbulence model [30], except for [21, 22, 29, 30] where the 
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full Reynolds stress model [30] was used to assess the isotropic eddy viscosity 
assumption. 
 Given highly accurate modeling procedures, the CFD/HT models are still limited 
due to the large amount of time invested in constructing a mesh, demonstrating mesh and 
iteration convergence and finally post-processing the results.  The models presented in 
[21, 22]  exceed 1.5 million grid cells and complicated pressure-driven boundary 
conditions require many iterations for the model to converge.  For a 2-equation 
turbulence model in 3 dimensions, the finite volume method produces 7 degrees of 
freedom (DOF) per grid cell (P, u, v, w, k, ε, and T) or 13 DOF with the addition of the 6 
Reynolds stress components in the full Reynolds stress model.  The total amount of time 
consumed by a single solution, including mesh development, grid convergence and post-
processing was approximately 100 hours, with 80 hours dedicated computing time on a 
dual Pentium Xeon 2.8 GHz processor workstation with 4 Gb of memory.  All of the 
DOF solved for are necessary to model the airflow and heat transfer, but the key 
quantities of interest such as rack temperature rise and perforated tile flow rates, are 
evaluated using only a small portion ( 10% < ) of the total model DOF.     
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3. REDUCED-ORDER MODELING OF TURBULENT FLOWS 
 
Design and analysis of complex engineering systems involving turbulent 
convection often require careful numerical simulations using computational fluid 
dynamics and heat transfer (CFD/HT) or detailed experimental data obtained by full field 
techniques such as tomographic interferometry and particle image velocimetry, to 
accurately describe the fluid flow and heat transfer processes of the system [31].  Both 
methods of system characterization are time intensive, particularly so for carrying out 
parametric studies, and severely limit the range of design variables that can be explored, 
rendering optimization algorithms impractically slow.  In early stages of design, it may 
be desirable to trade this effort for an experimentally-validated reduced model that 
captures the dominant physics, but is computationally efficient.  Such models may be 
used in conjunction with optimization routines to quickly perform parameter sensitivity 
studies.  A low-dimensional model of this type can also be integrated with multiscale 
computations to efficiently bridge a range of length scales without requiring a single 
simulation to resolve all length scales simultaneously. 
 
3.1. Reduced-Order Model Taxonomy 
 Methods of reduced-order modeling can generally be divided into state space and 
distributed parameter system approaches.  State space methods reduce a system to an 
input/output map and many tools are available to analyze interconnected state space 
components, see [32] for an application-based overview.  This class of models is also 
synonymous with ‘lumped-parameter model’ and can utilize basic physical principles 
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such as mass and energy conservation as well as correlations to develop the model 
behavior.  Figure 3.1 below schematically depicts a state space model of a server that 
returns the maximum chip temperature and mean air outlet temperature given the inlet 
temperature, chip power dissipation and flow rate.  The maximum chip temperature can 
be evaluated using local Nusselt number relations Nux = f(Rex,Pr,Grx) and Newton’s law 
of cooling, Q = hxA(Tx - T∞).  The model is based on a fixed geometry and material 
properties.  Resistor network type models are often used to model electronic packages 
and are categorized under state space methods as they typically return a junction 
temperature given the power dissipation, an external heat transfer and ambient conditions 
[33-37].  The fixed parameters are the chip geometry and materials, which strongly affect 
the manner in which the thermal resistance network is constructed. 
 
 
Figure 3.1. State space model of a server 
 
Models of this form may provide an adequate level of accuracy, but the description of the 
underlying physical mechanisms is very incomplete.  State space models cannot generally 
be examined to determine the root causes for specific behavior and their performance 
strongly depends on the modeling assumptions they are built upon.     
Distributed parameter systems aim to approximate the physics over the entire 
domain, as opposed to returning a vector of desired outputs.  This approach is desirable in 
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modeling convective flows, as the model is not limited to returning a prescribed quantity, 
such as a set of velocity, temperature or heat flux information, rather the complete 
velocity and temperature fields are available for further analysis of the transport 
processes involved.  The fundamental principle of distributed parameter modeling is to 
find a suitable set of modes to project the governing equations onto, reducing the solution 
procedure to finding the appropriate weight coefficients that combine the modes into the 
desired approximate solution.  Traditional modal expansions using Fourier series or 
orthogonal polynomials (Legendre, Chebyshev, Laguerre) form the basis for spectral 
methods.  Complex boundary conditions can be problematic in spectral methods and the 
types of boundary conditions often dictate the functions employed in the expansion.  For 
example, Fourier series are the natural choice for periodic domains while the properties 
of Chebyshev polynomials are often exploited for inhomogeneous boundary conditions.  
Higher order terms are required to resolve sharp gradients in the solution and many terms 
in the series are needed for accurate predictions. 
 The process of taking a model from a large number of DOF, either from detailed 
numerical simulations or full-field experimental measurements, to a model involving 
significantly fewer DOF is termed model reduction.  A number of tools exist for reducing 
the number of internal states of large linear systems, such as those resulting from 
descretizing differential equations [32].  System identification is the process of 
identifying model structure or estimating unknown parameters through experimenting 
with an unknown system.  Considering the black box type system depicted in Figure 3.1, 
system identification would aim to estimate Tchip,max in the most accurate and efficient 
 21
manner by varying the system inputs.  Figure 3.2 illustrates this taxonomy of efficient 
modeling procedures [32]. 
 
 
Figure 3.2. Model description and size comparison, from [32] 
 
 
 With objective of constructing a reduced-order modeling framework for systems-
level electronics thermal management, a key model development would involve the 
construction of models for parametric systems.  A parametric system is defined here as a 
system containing a source term or boundary condition that can be varied over a specified 
range in order to produce different system responses.  For a convective flow, such 
parameters include a geometrical length, mass flow rate, boundary heat flux or 
temperature, or volumetric heat generation, to produce different flow patterns, and/or 
transport characteristics.  This can be quantified with one or more relevant dimensionless 
groups, such as Reynolds or Strouhal number, non-dimensional heat generation rates, or a 
set of aspect ratios to define geometry.  Changes in thermophysical property variations 
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are excluded from this definition because they may arise naturally even in the absence of 
the parametric variabilities defined here.  In summary, the parametric nature may result 
from a prescribed boundary condition, for example inlet velocity or wall heat flux, 
interior condition, such as volumetric heat generation, or geometric parameter such as an 
aspect ratio. 
 
3.2. The Proper Orthogonal Decomposition: Literature Review 
The proper orthogonal decomposition (POD) is a stochastic tool used to assemble 
the model-specific optimal linear subspace from an ensemble of system observations.  
Owing to the stochastic nature of the subspace calculations, the POD is ideally suited for 
nonlinear phenomena and has been used extensively in low-dimensional modeling of 
turbulent flows, see [38] for a more complete description and review of its use in 
prototypical turbulent flows.  A major shortcoming of the existing POD methodology to 
date is its inefficient treatment of a range of model parameters.  Previous reduced-order 
flow and heat transfer modeling studies have investigated the dynamics of a prototypical 
system under a single Reynolds or Rayleigh number or limited range of variation.  
Laminar flows were investigated by Deane et al. [39] and ad hoc mode scaling showed 
mixed results (± 15% in period predictions) for approximating flows from 52 
observations over a small range of Reynolds numbers.  For laminar flows with various 
inlet profiles, both Park and Kim [40] and Ravindran [41, 42] suggest homogenizing the 
POD modes by subtracting a reference field that satisfies the governing equations.   
Park and Kim [40] constructed a low-dimensional controller for flow over a 
backward facing step based on 1,000 observations of 2 inlet velocity profiles.  Ravindran 
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homogenized 100 observations for developing a flow controller using blowing at Re = 
200 [41, 42].  In the investigation of transitional behavior, Ma and Karniadakis used 40 
modes to study the limit cycle of 3-dimensional flow around a cylinder at a critical Re = 
188 [43] and at Re = 610 [31].  No special boundary treatment was required for either 
flow because periodic boundary conditions were employed. 
 In low-order modeling of heat transfer, Park and Cho partitioned the linear 
governing equation into homogeneous and inhomogeneous components to account for 
boundary conditions in order to model conduction [44] and temperature and species 
transport for a fixed velocity field [45], using 200 and 400 observations respectively.  
Sirovich [46-48] analyzed the dynamics of natural convection by working with 
homogeneous deviations from the mean flow, allowing the mean to take the fixed 
inhomogeneous boundary conditions and typically using around 200 observations.  Park 
and Li [49] modeled natural convection with 30 sinusoidal boundary heat flux profiles for 
a total of 3,000 observations.  
 Recent developments in low-dimensional flow modeling have been made by 
Sirisup and Karniadakis [50] who have proposed using a penalty function Galerkin 
method to treat time varying boundary conditions.  Geometrical scaling has also been 
investigated by Taylor and Glauser [51] who constructed a low-dimensional model of a 
variable angle diffuser at the expense of 30,720 observations.  Uttakar et al. [52] used 
POD for reduced turbulent simulations of flows with moving boundaries; however they 
do not describe any reduced-order model development, only the accuracy and data 
compression associated with POD representation of the observations.  Galletti et al. [53] 
modeled laminar flow over a confined square block by interpolating the modal weight 
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coefficients at different Reynolds number to correct the pressure drop across the duct 
from 160 observations.  To summarize the work to date in developing POD-based models 
of flows over a range of varying Reynolds and Rayleigh numbers, inhomogeneous 
boundary conditions are either treated through expensive homogenization procedures or 
through a very large, and often impractical, number of system observations. 
 A key concern in the existing POD methodology is determining the minimum 
number of observations required to construct a POD subspace that faithfully represents 
the physics of the system.  In dynamic systems, each simulation time step is available to 
be included in the ensemble.  Experimentally-based POD models of turbulent flows also 
benefit from large data ensembles, as many repeated measurements are required to 
generate statistically significant turbulence data.  For parametric reduced-order modeling 
of stationary turbulent flows, each observation is from an independent system snapshot.  
To the best of the author’s knowledge, the only other published attempt of using POD-
based modeling for stationary analysis of thermo-fluid systems was by Ly and Tran [54]; 
however their solution method was based on interpolating splines between weight 
coefficients to match a desired parameter value.  This method would require higher order 
multi-dimensional interpolation to model a complex system with multiple parameters and 
also does not guarantee that the desired parameter level will be achieved. 
There are two major deficiencies with the standard POD procedure as described 
above.  In the context of dynamical systems, the Galerkin projection has been 
demonstrated to produce false limit cycles [55] and deemphasize important modal 
contributions under varying bifurcation parameters in parameter dependent flows [56, 
57], ultimately leading to unphysical results.  Secondly in previous reduced-order flow 
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modeling studies, homogeneous boundary conditions in the form of either closed [48, 58] 
or periodic domains [39, 43] are employed.  Inhomogeneous boundary conditions have 
also been treated by subtracting reference velocity fields from each member of the 
ensemble to homogenize the boundary conditions before the POD modal basis is 
computed [42].  The reference field must satisfy the governing equations, implying that if 
the boundary conditions are to be altered a new reference field for each set of boundary 
conditions must be obtained. 
 
3.3. Mathematical Formulation 
The POD uses principal component analysis to decompose a large DOF system 
into a series of fundamental modes and an approximation to the governing equations is 








)()(),( ϕ     (3.1) 
Solution methods based on (3.1) require the specification of a family of functions 
forming the modal basis } = m,...,, {Φ ϕϕϕ 21  that span the domain Ω .  The basis 
functions usually satisfy homogeneous boundary conditions individually and 









rrr     (3.2) 
Note in the most general case the source function, 0u
r , may account for time dependent 
boundary conditions.  In the context of fluid flow, the solution and modal basis will be 
considered vector-valued functions.  In traditional POD analysis of turbulent flows, the 
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source function in (3.2) often assumes the form of the ensemble mean, 〉〈= uu rr0 , which 
renders the POD modes akin to the Reynolds stresses.   
 The POD is a stochastic tool that computes the optimal linear basis for the modal 




 can be computed by minimizing the projection error onto 
the ensemble, }min{ kkk uPu
rr
−  where kP  is the orthogonal projector, ⋅  is the induced 
norm on the Hilbert space H and ⋅  denotes the ensemble average.  This is equivalent to 
maximizing the energy (in the sense of the induced norm) of the projection of the 
observations onto the basis functions [38, 59].  Standard variational calculus methods to 
extremize the functional )1(),( 22 −− ϕλϕ rrru , where the )1( 2 −ϕr  term is included to 
produce a normalized basis and λ is a Lagrange multiplier, show the POD basis vectors 
are the eigenvectors of the vector-valued eigenvalue problem: 
)'(')'()',( xdxxxxR kϕλϕ
rrr
=∫Ω     (3.3) 
where )'(*)()',( xuxuxxR rr
r
⊗≡  is the cross –correlation function and *)(⋅  denotes the 




kk uλ  is a measure of the average energy (in the sense of the induced norm) of 




 is a self-adjoint linear operator 
HH →:R .   
For discrete data, ) (x,xR '
r
is computed by taking m observations of the system 
containing n DOF and assembling them into the observation matrix 
 27
mxn
muuuU R∈= },...,,{ 21
rrrr
.  The empirical basis functions (referred to as ‘POD modes’) 
are then the eigenvectors of the covariance matrix nxnTm UU R∈
rr
)( 1 , which may be 
computationally infeasible for large DOF problems since eigenvalue algorithms can 
typically only handle matrices on the order of 105, rendering the POD impractical for 
large data ensembles.  This problem can be circumvented by realizing 
}...,,,{}...,,,{ 2121 mm spanuuuspan ϕϕϕ
rrrrrr
=  and the POD basis can be expressed as a linear 
combination of the linearly independent observations, known as the method of snapshots, 








)()( rrϕ     (3.4) 
The weight coefficients in (3.4) are eigenvectors of the solution to ϕϕ
rrr




)(' 1 , allowing the number of observations and not the number of 
system DOF to dictate the size of the basis function computation.  Using the method of 
snapshots to assemble the basis functions as admixtures of the system observations 
implies that Φ
r
 intrinsically contains any linearly invariant properties of ku
r  from the fact 
that Φ
r
 has been computed only through linear operations on U
r
.  Thus, the POD modes 
individually satisfy the incompressibility condition, kk ∀=⋅∇ 0ϕ
r  and homogeneous 
boundary conditions, 0)( =Ω∂ϕ
r
 where 0)( =Ω∂ur .  For the incompressible flow 
considered here, H  is the space of smooth, vector-valued, solenoidal functions on Ω  
equipped with the inner product ( ) dxvuv,u ∫ ⋅≡ Ω
rrrr  and ( ) ∑≡
i
iivuv,u
rr for discrete vectors.  
The eigenvalues of the kernel in (3.4) are positive semi-definite because the kernel is 
positive semi-definite, however, eigenvectors belonging to the null space 0=λ  are 
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kk uλ .  This leads to an incomplete )(L Ω
2  space but poses no problem 
because the subspace only needs to describe the physics contained within the observation 
set ku
r  and including all admissible basis functions as would directly oppose the reduced-
order modeling framework.  In the computation of the POD modes, a numerical cut-off 
criterion on the order of the machine precision is used to eliminate eigenvectors 
associated with )O(λ 1210−< , as these modes are laden with numerical error [56]. 
 From an implementation standpoint, the POD mode may be computed by 
assembling the observation matrix mxnm }u,...,u,u{U R∈=
rrrr
21  and then decomposing 
U
r
using the singular value decomposition (SVD).  Given a matrix mxnA R∈ , the SVD 
produces the decomposition TV UA Σ= .  nxnU R∈  is a matrix whose columns form 
the left singular vectors of A, mxmV R∈  is a matrix whose columns form the right 
singular vectors of A and Σ is a pseudo-diagonal matrix of the singular values.  It can be 
shown that TT V VA A 2Σ= and that the eigenvalues in (3.4) are equal to kkk Σλ = .  
The method of snapshots can be implemented as )( UU SVDB T
rr
=  with mxmB R∈  and 
then assembling BUΦ
rr

























3.3.1 The Galerkin Projection 
 The standard method of evaluating the weight coefficients in (3.2) is to project the 
governing equations onto the modal subspace, known as the Galerkin method or Galerkin 
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projection.  Consider the 3-dimensional incompressible flow governed by the Navier-
Stokes without external forcing and inhomogeneous boundary conditions over a portion 
of the domain boundary: 
0=⋅∇ ur      (3.5a) 
 012 =∇+∇−∇⋅ Puuu
ρ
ν rrr     (3.5b) 
buu
rr
=Ω∂|      (3.5c) 
where ρ is the fluid density and ν is the kinematic viscosity.  The Galerkin projection of 
the modal basis onto the governing equations is computed by taking the L2 inner product 
between the two, recalling the integral definition, dxvuvu ∫Ω ⋅≡〉〈
rrrr, : 
012 =∇+∇−∇⋅⋅∫ dx)P)uuu(iΩ ρϕ
rrrr     (3.6) 
This procedure orthogonalizes the residual to each basis function of the modal subspace.  
Substituting the modal expansion in (3.2) onto (3.6) yields the m-dimensional system of 
equations (3.7a): 
0=+++− iikjijkjijkjijk BSaaAaDaaC    (3.7a) 
∫ ∇⋅⋅≡ Ω kjiijk )dx(C ϕϕϕ
rrr     (3.7b) 
∫ ⋅≡ Ω kiij dxD ϕ∆ϕν
rr      (3.7c) 
∫ ∇⋅⋅+∇⋅≡ Ω okkoiijk )dxuu(A
rrrrr ϕϕϕ    (3.7d) 
∫ −∇⋅≡ Ω oooii )dxuuu(S
rrrr ∆νϕ     (3.7e) 
∫ ∇⋅≡ Ω ii PdxB ϕρ
r1      (3.7f) 
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where summation over repeated indices is implied.  The Cijk term results from the 
convective operator ( uu rr ∇⋅ ), Dij from the diffusive term ( u
r2∇ν ), Aijk is the cross term 
between the source function and the POD modes, Si comes the source term only and Bi is 
the projection of the POD modes onto the pressure term, ( P∇
ρ
1 ).   
 The pressure term Bi can be integrated by parts to obtain ∫∂ ⋅= Ω ii dxnPB ˆϕ
r  with 
the aid of the divergence theorem and the incompressibility property of ϕ
r
.  In (3.7b), the 
pressure term is a Lagrange multiplier to satisfy the continuity constraint (3.5a) and 
therefore should be unnecessary over the domain because kk ∀=⋅∇ 0ϕ
r  by construction.  
The pressure on the boundary has physical significance because it provides the driving 
force for the flow.  The main obstacle for inhomogeneous boundary conditions is the 
treatment of the boundary pressure and specifically coupling the pressure to the velocity 
 a least squares manner as  EMBED Equation.3   where  EMBED Equation.3  
 isons, Bi = 0 because 0=⋅ ∂Ωϕ |n̂
r  and for periodic boundary conditions, 
0ˆ =⋅∫ Ω∂ dxnP iϕ
r  if there is no mean pressure gradient, such that the boundary term in 
(3.7a) is eliminated.  For flows with inhomogeneous boundary conditions, some authors 




rr  before computing the POD modes to eliminate the need for boundary 
pressure-velocity coupling.  As noted earlier, rur  must satisfy (3.5a-c) and needs to be 
redefined for each new inhomogeneous boundary condition, which could possible require 
another full numerical computation for each new set of boundary conditions.   
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 The variational formulation of the POD basis functions produces the Sobolev 
space 1H∈ϕ
r
 with first derivatives belonging to )(2 ΩL  and the use of homogeneous 
boundary conditions further restricts the approximation to the Soboloev space of 
homogenous functions 10H∈ϕ
r .  However, this need not be the case in Galerkin 
methods, as the tau method was first introduced by Lanczos in 1938 and presented in a 
more modern context by Gottlieb and Orszag [61].  The tau method is a spectral method 
that does not require the modes to satisfy the boundary conditions individually, but the 
sum of the weighted modes together must satisfy the boundary conditions.  As noted by 
Rempfer [55], the Galerkin system in (3.7a-e) could potentially be solved subject to 
constraints in an attempt satisfy the inhomogeneous boundary conditions although these 
constraints limit the solution space to smaller subspace of Φ
r
where only admissible 
combinations of the POD modes satisfying the inhomogeneous boundary conditions 
reside. 
3.3.2. Analysis of the RANS Equations 
 In modeling and computation of industrial turbulent flows, the Reynolds-averaged 
Navier-Stokes equations (RANS) are commonly used because the more detailed 
descriptions of large eddy simulation and direct numerical simulation (DNS) are 
computationally impractical for complex geometries and boundary conditions.  The 
RANS equations model the effect of turbulence on the mean flow as a spatially 
dependent effective viscosity and the steady momentum equation in the absence of body 
forces is: 
01 =∇+∇⋅∇−∇⋅ P)u(uu eff ρ
ν rrr    (3.8) 
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The velocity, ur , appearing in (3.8) represents the ensemble-averaged velocity field in the 




 is the total velocity and u ′r  time varying 
deviation from the ensemble mean.  Equation (3.5a) serves as the continuity equation in 
the RANS system for the incompressible flows considered here.  There are many 
different eddy viscosity closure schemes, with the standard k-ε model and full Reynolds 
Stress model being discussed earlier [30].    
Examination of the turbulent kinetic energy (k) and turbulent energy dissipation 
rate (ε) transport equations as well as the Reynolds stress transport equations shows that 
these equations model the effect of turbulence as a function of local velocity gradients 
only, i.e. )u(feff
r
∇=ν .  Equation (3.8) can be viewed as a laminar flow model of a fluid 
with a strain-rate dependent viscosity.  This modeling eliminates all of the small-scale 
turbulent dynamics, making it reasonable to expect that the required number of 
observations and modes to construct a low-dimensional model is similar to that of a 
laminar flow rather than a highly detailed set of DNS data, which often incorporate 
thousands of observations. 
   In the coupled phenomena of natural convection, Sirovich and Tarman [48] 
demonstrate that the velocity and temperature field can be decomposed separately in lieu 
of working with an extended state vector of the form },u{y effν
rr
= .  Assuming the a 








jjeff b ψν , the Galerkin projection of the POD modes onto the RANS momentum 
equation yields: 
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01 =∇+∇⋅∇−∇⋅⋅∫ dx)P)u(uu( effiΩ ρνϕ
rrrr
   (3.9a) 
0=++− ikjijkkjijkkjijk SaaAabDaaC    (3.9b) 
∫ ∇⋅⋅≡ Ω kjiijk )dx(D ϕψϕ
rr     (3.9c) 
∫ ∇⋅∇−∇⋅⋅≡ Ω ψϕ dx))u(uu(S ooooii
rrrr    (3.9d) 
where the Cijk, Aijk, and Bi terms are the same as in (3.7a-f) and the boundary pressure 
term can be ignored at this point without loss of generality.   
 In the analysis of (3.5a-c), the governing equations are second order spatially.  As 
was previously ignored, the POD modes, and therefore the resulting approximations, 
belong to the space 1H .  In laminar flow approximations, this poses no problems 
because the smoothing action of the Laplacian implies that solutions starting in 1H  will 
rapidly enter 2H , [38].  This is a potential problem for the RANS equations, as no such 
smoothing is guaranteed because the behavior of νeff is unknown a priori.  The diffusive 
term Dijk could possibly be integrated by parts to achieve a term that contains only first 
derivatives, however this operation will then require Ων ∂|eff  to be specified.  Specifying 
the correct boundary conditions for the turbulence transport equations on inhomogeneous 
regions such as inflows and outflows can be difficult for any flow computation and must 
often be justified for complex flows. 
 Another large issue in using the Galerkin projection for the RANS equations 
appears when the turbulence transport equations are used to couple the eddy viscosity 
modes to the momentum equation.  The standard k-ε model will be used here, but the 
arguments equally apply to other turbulence models.  Additional modes describing k and 
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ε would need to be generated from the flow database, increasing the computational cost.  
The fundamental problem can be seen in the definition of the effective viscosity: 
ε
νν µ
2kceff +=     (3.10) 
Assuming modal decompositions for k and ε of the form ∑=
i
iigk ζ  and ∑=
i
iihηε , 






But kη  is a vector and its inverse is undefined.  Terms of the form ε/k also arise in the ε 
transport equation.  To avoid special treatment of the inverse terms that arise from the 
need to close the effective viscosity weight coefficients, refer back to comments 
regarding the nature of the RANS equations as a model for the laminar flow of a fluid 
with a strain-rate dependent viscosity.   
 
3.4. Flux Matching Procedure 
 To improve the computational efficiency of POD analysis by avoiding the 
Galerkin projection and special treatment of inhomogeneous boundary conditions, a flux 
matching procedure is introduced.  Since the POD modes are themselves solutions to the 
governing equations (3.5a-c and 3.8), new solutions can be generated by using 
inhomogeneous modes to satisfy the boundary conditions, loosely based on the tau 
method.  The structure of the POD modes lets them resolve the flow field over the 
remainder of the domain.  Since the POD basis is the optimal linear subspace for a set of 
ku
r , the approximate analysis is treated as a linearized problem rather than using the 
Galerkin projection to construct a possibly unstable nonlinear model.  The implicit 
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assumption is the modal contribution can be uniquely determined by satisfying the 
boundary conditions. 
 Ensuring that only the boundary conditions are satisfied and ignoring the residual 
over the rest of the domain is a familiar concept.  Using information from only a small 
subset of the entire domain to estimate the velocity field is the basis for flow control 
because it is impractical to distribute sensors through the entire flow field.  One example 
used linear stochastic estimation to correlate pressure measurements at the wall and POD 
modal coefficients in order to develop a low-dimensional flow controller [51].   
 In the analysis of complex flows, the exact velocity profile on the boundary is 
often unknown.  However, the design objective is often based on integral conditions, such 
as the appropriate mass flux through a portion of the boundary, prompting the 
introduction of the flux function: 
∫ ⊆⋅= Γ ΩΓρββ ,dxn̂u),u(F
rr    (3.11) 
This function generally returns a vector because Γ may be a finite set of discontinuous 
surfaces.  Depending on the transport problem at hand, the flux function could describe 
the flow of any scalar, such as mass ( 1=β ), energy ( E=β ), or species concentration 
( ic=β ), but mass flux is considered here to demonstrate the methodology and is denoted 
Fm.  Note momentum is not considered a viable term in the flux function of the linearized 
analysis because is depends on the profile.  Knowing the mass flux only is not sufficient 
to evaluate the momentum flux because 22 uu ≠ .  In the absence of any knowledge 
about the specific velocity profiles on Γ, the mass flux is an ideal choice to construct 
velocity field approximations, as will be detailed in further sections.   
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To construct a new approximate solution, the fluxes can be expressed as the 
vector of goals qG R∈  corresponding to the desired mass flux through the set of control 
surfaces }...,,{ qΓΓΓΓ 21=  which define the desired flow field 
*ur such that )u(FG *r= .  
The solution procedure is then to find the set of weight coefficients that minimizes the 








ϕ   (3.12) 
The modal summation is carried to p ≤ m because the optimal approximate solution may 
require less than the total number of modes available.  The weight coefficients can 
generally be computed as 〉〈= i
*
i ,ua ϕ
rr , which in the flux matching procedure can be 
solved as )u('G)(Fa *im
rrϕ+= , where qxm)(F R∈ϕ
r
 is the matrix obtained by operating 
(3.11) on the q control surfaces of the m POD modes and ()+ is a suitably defined 
generalized matrix inverse. 
The solution procedure is carried out as a series expansion with the ordered POD 
modes forming the expansion sequence and terms are successively added to the series 
until the boundary conditions are satisfied.  Algorithmically, this can be expressed as: 
)( 11,, −− −=∆ imimim uFGG
r     (3.13a) 
imimi GFa ,)( ∆=
+ ϕ









0     (3.13c) 
where TT F)FF(F 1−+ ≡ is the Moore-Penrose matrix pseudo-inverse producing the least 
squares approximation [62].  To initiate the calculation, )( 01, uFGG mmm
r
−=∆  and the 
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first modal weight coefficient is computed as 1,11 )( mm GFa ∆=
+ ϕ
r .  The process is repeated 
until the desired set of mass fluxes is satisfied.  The solution process is akin to a 
perturbation expansion where the source function, 0u
r  in (3.2), acts as the leading order 
solution and each modal contribution serves as the next order correction.  The difference 
from traditional perturbation methods is that the successive corrections occur in state 
space to satisfy the desired mass fluxes, without considering the remainder of the domain.  
This is a highly desirable property as the exact velocity profile on the boundary of a 
complex flow may be unknown.  Since POD modes are solutions to the governing 
equations (to within a multiplicative constant), they contain physically correct velocity 
profiles and satisfy the divergence free condition.  There is no need to account for the 
pressure term in (3.8) as it can be viewed as a Lagrange multiplier to enforce the 




r .  This also implies that the approximations in (3.12) satisfies an overall 
mass balance on the domain because if kk ∀=⋅∇ 0ϕ
r , then =⋅∇∫Ω ϕ dxk
r  
kdxn̂k ∀=⋅∫∂ 0Ω ϕ
r  by the divergence theorem.  This formulation is a significant 
improvement over the work of Galletti et al. [53] who used POD to model flow over a 
block in a channel.  The pressure drop through the channel varied with Reynolds number 
and a linear correction of the form ( )k,p ϕ
r
∇−  was incorporated to correct a Galerkin 
system of the form in (3.7a-f). 
 For parameter-dependent flows (as defined in §3.1), taking the system reference 
point to be the ensemble mean may not produce the best results over a range of 
parameters because different modes may become more or less important in 
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approximating the flow field as parameter values change.  Using (3.12) with the 
ensemble mean as the source function for the approximation would only produce accurate 
results for solutions near the ensemble mean, )u(FG m 〉〈≈
r , but the solution method must 
be robust in that it constructs accurate solutions over the entire range of parameters 
present in POD subspace.   
 To alleviate the poor approximations for solutions being far from the system 
reference point in parameter dependent flows, Graham and Kevrekidis [57] proposed 
taking averages over arc lengths in phase space and Christensen et al. [56] proposed pre-
weighting certain modes to increase their contribution on the superposition.  Following 
[56], observations could be repeatedly added into the ensemble to shift the system 
reference point in order to satisfy the inhomogeneous boundary conditions with the 
ensemble mean acting as the source function: 
G)u(F *m →〉〈
r     (3.14) 
The immediate problem is that weighting is not unique as there are multiple sets of wi 
that solve G)uw...uwuw(F mm =〉+++〈
rrr
2211  and additional information about which 
modes to weight is required.  A more significant problem lies in the fact that as the 
weighting factor on any one member increases, the modal spectrum asymptotically 
approaches  ...},,,{ 001=λ , collapsing the POD subspace to a point near that single 
observation.  Higher order modes are prematurely excluded in (3.12) because 
 G' 0≈ making the weight coefficients in 1for0 >≅ iai , resulting in the loss of 
information from all other modes.   
 Approximations can be improved in light of (3.14), but all the features present in 
Φ
r
 must be retained and accessible to (3.12) in order to develop a robust solution 
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methodology.  To accomplish this, decompose the POD subspace into orthogonal 
complement subspaces: 
smxnsxn R'andRwhere,'Φ −⊥⊥ ∈∈+= ϕϕϕϕ
rrrrr
   (3.15) 
This decomposition is referred to as the PODc from here on.  In a parametric flow, 
different modes should become more or less important under various parameter values 
[57].  The source term should then be a function of the mass flux goals, )G(u m0
r , which 
can be accomplished by choosing members of the ensemble as the source function and 
constructing the POD subspace as an orthogonal complement.  This method is superior to 
the standard mean-centered POD method (referred to as simply the POD from here on), 
where the source function is taken to be the ensemble mean because solutions ‘far’ from 
the mean tend to incur larger errors and this distance from the mean has previously been 
used as an error measure [56].  Also note, using the mean-centered POD modes in the 
above flux matching procedure to compute the modal weight coefficients may not satisfy 
the boundary conditions to the required accuracy for all required approximate solutions 
within the parameter will be satisfied.   
The orthogonal complement ⊥ϕ
r
 is chosen to best satisfy the inhomogeneous 
boundary conditions (‘forcing’ modes) and 'ϕ
r
 represents the flow features over the rest 
of the POD domain (‘responsive’ modes).  Letting ⊥ur  denote the observations used to 
construct ⊥ϕ
r















ϕ    (3.17) 
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The observations in ⊥ur are be selected by the algorithm: 
mkuFuF k ...,,2,1,})()(min{ 1
* =−
rr    (3.18) 
This method is based on determining observations that are geometrically ‘close’ to *ur  in 
the parameter space of F.  Once the set uu rr ⊆⊥  is selected, the POD is performed on the 
orthogonal complement mean-centered observations 〉〈−= ⊥⊥⊥ uuu rrr .  The remaining 
observations ⊥⊄ uu rr are orthogonalized to ⊥ur and the POD is performed without mean-
centering.  The full POD subspace is assembled as in (3.15) and reordered based on 
descending magnitudes of the combined eigenvalue spectrum.   
Thus, the approximation procedure consists of selecting the ‘closest’ members of 
the ensemble to the desired solution to serve as the source function and the information 
about the flow physics contained in the remaining observations is converted into an 
orthogonal series expansion about the source function to make higher order corrections to 
the approximate solution.  Essentially, the orthogonal complement subspace converts the 




⇒     (3.19) 
 The size of the orthogonal complement subspace (s) generally depends on the 
density of observations.  If enough modes are present to accurately represent the model 
behavior, s = 1 will usually be sufficient.  Increasing s to 2 will result in marginal 
approximation improvements and s > 2 will generally degrade the approximation.  The 
purpose of the orthogonal complement is to shift the source function in the POD subspace 
and using s = 1 causes the source function to assume the form of the nearest observation.       
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3.5. Application to Laminar Flow 
The methodology is demonstrated on two complex flow geometries, one laminar 
flow and one turbulent flow.  The laminar flow situation is used because the proposed 
flux matching procedure can be directly evaluated against the Galerkin method.  The 
turbulent flow situation is used to illustrate how the flux matching procedure can be used 
to develop low-dimensional models when there are modeling uncertainties, or even in 
situations where the governing equations are unknown.  At this point, it is reiterated that 
just as with the standard POD, the method is applicable to both experimental and 
numerical data.  Numerically generated data are used here for convenience and the 
numerical solutions are considered as ‘exact’ solutions, see [63] for a discussion on the 
effect inherent errors associated numerical and experimental data collection has on POD 
analysis. 
 Currently, the POD modeling methodology consists of 2 components; the POD 
mode calculation and the determination of weight coefficients, which are generally 
coupled through the boundary conditions.  In most previous POD analyses, the 
components are decoupled through homogenous or periodic boundary conditions.  The 
proposed reduced-order modeling methodology presented here significantly improves 
both of these components and develops a robust framework that satisfies parametric 
boundary conditions by coupling the two solution components.  The first enhancement to 
the POD procedure is using orthogonal complement subspaces to satisfy the boundary 
conditions, denoted the PODc.  The second development concerns the computation of the 
weight coefficients in (3.2).  The flux matching procedure (FMP) was developed on 
physical arguments and its superior computational efficiency to the Galerkin projection 
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for steady flows will be demonstrated.  Accordingly, there exist the following 4 
combinations of possible solution procedures: the standard mean-centered POD with 
Gakerlin projection (denoted POD-GP), the orthogonal complement POD with Galerkin 
projection (PODc-GP), the POD with the flux matching procedure (POD-FMP) and 
combining the orthogonal complement POD with the flux matching procedure (PODc-
FMP). 
3.5.1 Laminar Flow Model Problem  
Consider the flow in a manifold with a single inlet that distributes air at standard 
density to 5 outlet ports.  The domain measures 5L x 9L x 3L with L = 0.05 m.  The inlet 
measures 3L x 3L and the pressure constraint 0=P  was applied.  The outlet ports 
measured L x L and were able to vary mass flow rates from 3.06 x 10-5 to 1.68 x 10-3 kg/s 
for a corresponding Reynolds number range of ( Lm µ/Re &= ) 34 to 1888.  These mass 
flow rates are based on an area-averaged velocity between 0.01 and 0.55 m/s.  The final 
numerical model consisted of 135,000 grid cells and the 3 velocity components plus 
pressure solved for at each grid cell gives a total of 540,000 DOF.  The mesh was shown 
to be convergent to less than 2% in terms of each velocity component and was 
demonstrated to be independent of iteration convergence criteria.  The governing 
equations were solved using second order upwinding, the SIMPLEC pressure-velocity 
coupling algorithm and the PRESTO pressure interpolation scheme for rectilinear 
staggered grids [64]. 
 Figure 3.3 schematically depicts the model geometry and defines the m = 10 
randomly generated observations used to generate the POD modes.  The observations are 
listed in terms of mass flux through the ci outlet control surfaces according to (3.11) 
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because the objective of the flux matching procedure is to satisfy the net mass flux and let 
the structure of the POD modes determine the correct velocity profiles required by 
continuity.   
 
Figure 3.3. Laminar flow model geometry and observation database 
 
The number of system observations was arbitrarily chosen to be 10 as no rigorous 
theories exist for the minimum number of observations for fixed parameter flows or the 
distribution of observations for parameter-dependent flows needed a priori to construct 
the optimal data ensemble.  This is an inherent limit in POD analysis and this 
investigation does not aim to extend those limits, rather it provides a computationally 
efficient methodology to treat a predefined range of inhomogeneous boundary conditions.  
To validate that enough system observations were made to construct a meaningful POD 
subspace, an additional 5 randomly generated observations were added to the data and the 
eigenvalue spectrum was recomputed.  The first 9 eigenvalues of the mean-centered 
spectrum computed from the additional 5 observations did not change significantly, 
suggesting that the original 10 observations were adequate to construct the POD 
subspace.    
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  The ensemble mean and the first 3 mode shapes generated by the basic mean-
centered POD procedure are illustrated on the vertical mid-plane of the domain (z = 0.075 
m) in Figure 3.4.  The mode shapes demonstrate the decreasing energy of each POD 
mode and how lower order modes resolve dominant flow features while the higher order 
modes represent more localized effects.  Also note that operating the mass flux function 
defined in (3.11) on the ensemble average produces a nearly uniform mass flow rate for 
each outlet port of 8.48  x 10-4 kg/s for a corresponding area-averaged velocity of 0.28 
m/s.  Thus, )u(Fm 〉〈
r  produces a system reference point of uniform mass flow rates equal 
to the average value the parameter range spans, further indicating that a sufficient number 
of system observations have been made. 
3.5.2. Laminar Flow Results 
 A test case of  kg/s x}., ., ., ., .{) uG( * 410125630630044726984110 −=r was 
randomly chosen and many other test cases were analyzed to ensure that the presented 
results are representative.  Figure 3.5a-b plots the eigenvalue spectrum for both the POD 
and PODc procedure and the error associated with the satisfying the boundary conditions 
described by G and L2 – norm of the error of the approximate velocity field.  The error in 













Figure 3.4. Laminar flow ensemble mean and the first three POD mode shapes, (n. b. the 
mode shapes have been interpolated to a grid 3 times less dense then the computational 
grid for illustrative purposes) 
 
 Figure 3.5a shows that the PODc procedure produces a steeper spectrum, 
indicating that fewer PODc modes are required to obtain a similar order of approximation 
accuracy as the POD modes.  The PODc spectrum was computed using s = 1 and s = 2 
observations to construct ⊥ϕr , which were found to be observations k = 9 and k = 2, 
through the aid of (3.18). 
 
 




Note the mean-centering procedure reduces the rank of the covariance matrix by one, 
therefore only m-1 modes have nonzero λ and are available for the reconstruction.  In the 
PODc procedure, the mean-centering reduces the number of modes in ⊥ϕ
r
 by one, 
therefore, s must be greater than or equal to 2 produce ‘forcing’ and ‘responsive’ modes.  
Using 1=s  in the PODc causes the system reference point (source function) to 
correspond to a single observation and in the limit ms → , the mean-centered POD 
procedure is recovered.  Using 1=s  produces slightly more accurate approximations 
than 2=s  and increasing 2>s  does not significantly improve the approximation and 
increases the computation time, thus s = 1 is the best dimension for ⊥ϕ
r
. 
 The POD generates fixed modes independent of G.  Figure 3.5a demonstrates 
there may exist a G that cannot be satisfactorily using the mean-centered POD.  This is 
remedied by the PODc procedure, which essentially extends )(F ϕ
r
 to )G,(F ϕr .  For all 
test cases considered, , the boundary conditions can be satisfied to O(10-2). 
 The solution method for the Galerkin system of equations deserves some 
comments.  In previous POD fluid flow analysis, the low-dimensional models were 
created to investigate flow dynamics or to develop a control scheme.  The resulting 
Galerkin system is a m-dimensional system of ODEs in time for the evolution of the 
modal coefficients, which are then numerically integrated.  A similar approach could be 
taken for parametric steady flows where (3.7a-e) are integrated until a steady solution is 
obtained.  The boundary pressure term in (3.7f) is set to zero because of the specialized 
treatment of inhomogeneous boundary conditions presented here.  In the scope of 
reduced-order modeling and fast approximations, (3.7a-e) are solved directly because the 
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numerical integration would be computationally inefficient.  The solution is posed as the 
linearly-constrained minimization problem: 
0'tosubject}{min =−++− GFaSaaAaDaaC ikjijkjijkjijka   (3.20) 
which is solved using standard sequential quadratic programming methods.  The 
minimization problem is treated as a single objective optimization based on ∞||a|| .  The 
minimum is defined as the location in the m-dimensional vector space of weight 
coefficients that when substituted into (3.7a) returns the minimum of ∞||a|| .  The solution 
to 'G)(Fa += ϕ
r
 is used as the initial guess, and the convergence to a minimum from that 
point was verified by using other initial guesses.  The termination criteria were also 
varied to ensure the solution was independent of the convergence tolerance.   
 Figure 3.6a plots uerr for the POD-GP, PODc-GP and PODc-FMP solution 
procedures while the results from the POD-FMP procedure are not shown because the 
boundary conditions are never satisfied.  The results show using the Galerkin projection 
with the standard mean-centered POD produces large errors over the domain.  The L2 
error norm (uerr) error is greatly reduced with the PODc modes and the flux matching 
procedure results in a decaying error while the Galerkin projection produces an error that 
increases with the addition of modes.  Figure 3.6b lists the modal weight coefficients and 
it can be seen that the Galerkin projection and flux matching procedures produces a 
similar set of coefficients using the POD modes.     
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 Each result presented in Figure 3.6a for the Galerkin solution to the weight 
coefficient problem is based on a different system because Cijk, Dij, Aijk and Si change 
with m.  Equation (3.20) cannot be solved for the full m modes and then only use the first 
p < m to approximate the solution because the boundary conditions are only satisfied 
using the full number of modes from which the Galerkin system was computed.  This 
may impose significant computational effort when deciding the number of modes to 
retain in the reduced-order model, as the numerical evaluation of Cijk, Dij, Aijk and Si is 
time consuming and needs to be performed for each p.  The mode shapes in the PODc 
procedure differ from those in the POD, but the Galerkin projection and flux matching 
solution procedure produces similar modal weight coefficients for a given set of modes.  
These weight coefficients are listed in Figure 3.6b.  The solution to the Galerkin system 
requires p ≥ q because there is no feasible solution to (3.20) if there are more constraints 
than the dimension of system.   
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 Figure 3.7a illustrates contours of the absolute error superimposed on the vertical 
mid-plane of the approximate solutions for various numbers of modes computed from the 
PODc-FMP.  The absolute error is plotted because the relative error becomes 
unrepresentatively large where the true velocity field goes to zero.  The results show that 
the reduced-order model captures the dominant flow physics very well and the largest 
errors are incurred in regions of large velocity gradients near the outflow ports of the 




Figure 3.7. Error reduction with increasing system dimension (a) on the vertical mid-





3.6. Application to Turbulent Flow 
 As a turbulent flow example, consider a similar 3-dimensional turbulent flow of 
air at standard density and temperature in a single inlet manifold with five equal sized 
outlet ports.  The outlet ports are specified to have mass fluxes ranging from 0.0092 – 
0.025 kg/s, for corresponding hydraulic diameter based Reynolds numbers ranging 
between 10,269 and 27,383.  The domain is 6L x 9L x 3L with the outlet ports measuring 
L x L and the inlet measuring 3L x 3L with L = 0.05 m.  The full numerical model 
contained 162,000 grid cells with 10 DOF at each grid cell (3 velocity components, 
pressure and 6 Reynolds stress components) for a total 1,620,000 flow DOF.  The mesh 
was shown to be convergent to less than 1% in terms of each velocity component and was 
demonstrated to be independent of iteration convergence criteria. 
3.6.1. Turbulent Flow Model Problem 
 Figure 3.8 schematically depicts the model geometry and defines the m = 10 
observations used to generate the POD modes.  The first two observations were chosen to 
have the uniform minimum and maximum velocity of the parameter range and the 
remaining observations were generated randomly based on the corresponding area-




Figure 3.8. Turbulent flow model geometry and observation database 
 
3.6.2. Turbulent Flow Results 
 A number of test cases were randomly chosen and the results shown here are for 
the set  kg/s 10581641161081741 2−⋅= }.,.,.,.,.{*) uG(r , which is typical of other test 
cases.  Figure 3.9a plots the eigenvalue spectra of the standard POD and PODc 
procedures and Figure 3.9b plots the boundary mass flux error.  Figure 3.10 illustrates the 
PODc mode shapes on vertical mid plane (z = 0.075 m).  The ⊥ur subspace is assembled 
using 2=s  observations which were determined to be k = 3 and k = 4 from (3.18).  
Increasing 2>s does not increase the accuracy of the approximate solutions and slightly 




Figure 3.9. Approximate solution results, (a) modal eigenvalue spectra, (b) boundary 
condition error 
 
 The PODc produces two modes with relatively large eigenvalues, corresponding 
to the dominant driving and responsive modes while the remainder of the PODc spectrum 
exhibits a sharper decay relative to the POD spectrum, indicating an improvement in 
accuracy for approximations employing the same number of POD modes.  Figure 3.10 
illustrates that the dominant forcing mode contains sharper gradients and more secondary 
effects, but better reproduces the boundary mass fluxes.  Since the mode shape is a 
solution to (3.8) up to a multiplicative constant, the resolved secondary effects are a 





Fig 3.10. Turbulent flow system reference point and the first three POD mode shapes 
from the PODc 
 
  
The error norm results in Figure 3.11a show that the standard POD-GP method 
produces poor results with increasing error as additional modes are added.  The data 
show the FMP generally produces better approximations than the Galerkin projection and 
the orthogonal complement subspace PODc is a significant improvement over the mean-
centered POD for treating parametric boundary conditions.  The flux matching procedure 
reduces the L2 error norm proportionally with the goal residual, indicating convergence.  
The PODc-FM outperforms the POD-FMP due to the segregation of the POD subspace 
into driving and responsive modes.   The data in Figure 3.11a indicate the first m ≤ q 
modes will not reduce the error over the domain because the boundary conditions are not 
satisfied, but for m > q, the error is rapidly reduced, although no guarantee exists that the 
error will tend to zero as more modes are added to ensemble and used in the approximate 





Figure 3.11. Turbulent flow approximate solution results (a) L2 error and (b) Galerkin 
projection limiting cases for constant viscosity assumption. 
  
Recall the RANS equations appear as a model for the laminar flow of a strain rate 
dependent viscosity fluid and that the results in Figure 3.11a demonstrate that using a 
constant viscosity in the RANS Galerkin projection produces a reasonably accurate 
approximation considering the level of simplification involved.  Thus, it would be natural 
to consider some limiting cases of the Galerkin projection of the RANS equations, (3.9a-
c).  Since the flow is boundary driven and the source function Si is used to satisfy the 
boundary conditions, one could argue that setting Cijk = Dijk = Aijk = 0 would result in a 
good approximation to the full PODc-GP solution.  Other limiting cases would be 
dropping only the diffusive term (Dijk) since it is dominated by the convective term in 
high Re turbulent flows and to drop the convective and diffusive terms such that only the 
source term and the cross term (Aijk) remain.  The results presented in Figure 3.11b show 
that indeed the source function dominates the solution to Galerkin system, further 
justifying the use of the flux matching procedure, where only the boundary conditions are 
satisfied, over solving the full Galerkin system. 
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 To further illustrate the error field of the approximate solution, Figure 3.12a plots 
the exact *ur solution and approximate solutions using increasing number of modes with 
superimposed ue contours on the vertical mid-plane.  Figure 3.12b plots isosurfaces of ue 
over the entire domain.  Figures 3.12a-b demonstrate that approximation errors occur in 
regions of large velocity gradients because the POD procedure orders the modes in 
descending energy and the small scale flow features are lost in the finite truncation of the 
modal expansion.   
Determining the number of observations to generate the POD modes is a major 
concern of all POD analyses.  An additional 5 randomly generated observations were 
added to ensemble and ue showed approximately the same rate of convergence as in 
Figure 3.11 for p > 5 modes, implying the flux matching procedure converges as ∞→p .  
In dynamic simulations each time step serves as an observation, however in steady 
parameter dependent flows, each observation is independent and may take significantly 
more time to generate.  Thus, it is desirable to compute as few observations as necessary 
and it is noted that the 5 additional observations do not significantly change the 
eigenvalue spectrum, suggesting an adequate representation of the POD subspace.   
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Figure 3.12. Error reduction with increasing system dimension (a) on the vertical mid-
plane and (b) over the entire domain 
 
 
3.7. Application to Air-Cooled Electronics Rack 
To illustrate the PODc-FMP methodology for a representative problem 
encountered in systems-level electronics cooling, consider a 2-dimensional representation 
of an air-cooled data processing cabinet containing 10 servers.  Cold supply air is 
delivered to the rack through a 0.39 m cutout in the bottom and is drawn into each 
individual server to maintain a safe operating environment for the data processing 
equipment.  Each server contains an induced draft fan model to produce the necessary 
flow and lumped resistance at the inlet to account for the pressure drop across the server.  
Two 0.30 m tall by 0.50 m long blocks in each server are given a constant heat flux to 
mimic the power dissipation of high performance central processing units (CPUs).  The 
rack dimensions are based on commercially available units and all walls are modeled as 
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adiabatic.  Figure 3.13 below describes the rack and server geometry and schematically 
depicts the airflow patterns. 
In the single parameter case, the server fan model is fixed to produce a nominal 
0.180 kg/s (310 CFM) flow rate and each CPU dissipates 20 W for a total rack power of 
400 W.  The inlet velocity (Vin) is varied between 0.0 and 2.0 m/s and maintained at a 
constant 288 K.  For the multi-parameter case, the inlet velocity is fixed at 0.5 m/s and 
the following 3 different types of servers are used: a low power with nominal 0.08 kg/s 
flow rate and 20 W per CPU, a medium power with nominal 0.13 kg/s flow rate with 30 
W per CPU and a high power with 0.17 kg/s flow rate and 40 W dissipated per CPU.  
The rack is assumed to contain 3 low-powered, 4 medium-powered and 3 high-powered 
servers to limit the design space.  Both of these cases illustrate real world type design 
problems.  The single parameter objective is to find the optimal inlet flow rate to ensure 
reliable operation of all the servers in the rack.  The multi-parameter case is an example 
of finding the thermally optimal arrangement of servers to minimize hot exhaust air from 




Figure 3.13. (a) Rack and (b) server geometry and airflow patterns 
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 The full CFD model neglects buoyancy effects and solves the steady 
incompressible RANS momentum and energy equations with no body forces, using 
second order upwinding and SIMPLEC pressure-velocity coupling with PRESTO 
pressure interpolation [64].  The final converged model contained 20263 grid cells for a 
total of 121578 DOF.  Note that the sum of the server flow rates is always greater than 
the rack net flow rate for all cases considered in the single and multi-parameter studies.  
This flow rate imbalance requires a large degree of recirculation, or a server’s hot exhaust 
being drawn through another server before exiting the rack, and a correspondingly 
complex flow field. 
3.7.1. Single Parameter RANS POD 
The techniques to create reduced-order models of RANS based CFD/HT 
computations for facilitating design studies such as optimization are presented first for 
the single parameter flow case in order to clarify the development of the methodology.  
The results will then be extended to the multi-parameter case, which represents a 
pressure-driven flow.  The observations for the single parameter case where created by 
varying the inlet velocity between 0.0 and 2.0 m/s on 0.25 m/s increments, 
m/s027515012510175050025000 }.,.,.,.,.,.,.,.,.{V obs = , for a total of 9 observations,.  
Based on inlet hydraulic diameter and the minimum nonzero and maximum values of Vo, 
the Reynolds number of the observations ranges from 8,829 to 70,629.  The normalized 
eigenvalue spectrum (λ) corresponding to the mean-centered POD modes is shown in 
Figure 3.14 below.  Note velocity magnitude contours are shown to better illustrate the 
overall flow patterns. 
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Figure 3.14. Vin eigenvalue spectrum and POD modes 
 
The rapid decay of λ indicates that the first 2 POD modes capture the dominant modes of 
the system and the first 4 modes are able to reconstruct any observation with less than 
0.001 L2 error.  Note that 0→λ  with increasing mode number, indicating that the higher 
order POD modes do not contribute to the mechanics of the system and their computation 
may be laden with numerical error [56].  A numerical cutoff criterion for the minimum 
value of λ that produces meaningful modes is defined. 
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The results are demonstrated for 4 test cases.  To approximate the solution for the 
test case not in the range of the observations ( 152.V tin =  m/s), the largest two values of 
o
inV  were used to construct
⊥φ
r
.  Figure 3.15 below compares the PODc eigenvalue 
spectrum with the original and shows the resulting uerr error measure. 
 
 
Figure 3.15. Single parameter spectrum and L2 approximation error 
 
The data show the error decreases monotonically as more modes are added and at 
about p = 5 modes, uerr has converged.  For each test case, the desired inlet mass flux is 
matched accurately, pOGe ∀=
− )10( 2 .  The RMS error in velocity magnitude is less 
than 0.05 for all cases in the range of oinV , and only slightly larger for the case outside the 
range of oinV .  The results also indicate that a majority of the error is incurred near the 
inlet and exhaust of the rack, while the flow inside the individual servers is accurately 
approximated.  It is these regions of the flow field that have the most practical 
significance in the case of data processing cabinet airflow management. 
3.7.2. Multi-Parameter RANS POD 
Recall for the multi-parameter case, the inlet velocity is fixed at 0.5 m/s and 3 
different server flow rates (0.08, 0.13 and 0.17 kg/s) are specified.  The rack is assumed 
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to contain 3 low, 4 medium and 3 high flow rate servers to limit the design space.  
Various arrangements of the servers were solved with the full CFD/HT model for a total 
of m = 21 observations and additional configurations were solved to serve as test cases.   
Figure 3.16 shows the mean-centered POD eigenvalue spectrum and the first 3 POD 
mode shapes. 
 
Figure 3.16. Multi-parameter POD modes 
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Each individual server’s flow rate is unknown as it will deviate from the nominal 
value depending on its position due to the pressure field inside the rack.  Thus, each 
observation is characterized by a vector containing 10 values of either ‘1’, ‘2’ or ‘3’ for 
low, medium and high flow rate servers.  Given an input vector, the mass of flow rates 
for a new approximate solution can be computed by taking a weighted average of the two 
nearest observations, as determined by (3.18). 
Figure 3.17 plots the error measures for the ones of the test cases for various 
orthogonal complement subspace dimension, s.  The data in Figure 3.17 show that using 
more observations to construct ⊥φ
r
 will reduce the error for small p, but the errors 
become the equal as 1−→ mp  independent of s.  The flux matching procedure is able to 
satisfy the individual server mass flux goals with a relative error on the order of )10( 2−O . 
 
 
Figure 3.17. Multi-parameter PODc error 
 
A final point to be made is that since the POD modes are themselves solutions to 
the governing equations, they predict the correct velocity profile into each individual 
server.  Figure 3.18 plots the exact and approximate solutions bear the entrance to servers 
7 and 8, where strong changes in mean strain rate result from recirculation effects.  This 
is the primary reason why an integral term (mass flux) is used as the matching condition.  
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If a specific profile was to be matched, the desired profile might not correspond to an 
actual solution.  By matching the flux, the correct mass flow rate is achieved and the 
detailed structure contained within the POD modes produce the local velocity field that 
corresponds to a physically realizable solution.  This also implies that this method will 




Figure 3.18. Local PODc and exact solutions near the entrance to servers 7 and 8 
 
Figure 3.19 shows the exhaust region of servers 6 and 7 which is the region where the 
maximum error of all the test cases occurred.  The PODc procedure is not able to 
completely resolve the sharp gradients that occur in secondary flows.  But since the 
objective was to retain the dominant flow patterns for design type analyses, this tradeoff 
is more than acceptable. 
 
 64
Figure 3.19. Local PODc approximations in region of maximum velocity error; exhaust 
of servers 6 and 7 
 
3.7.3. Optimization 
 The reduced-order models produced by the PODc-FMP procedure allow 
designers of thermal systems to quickly assess candidate designs and perform 
optimization studies without cumbersome full-scale numerical models.  To demonstrate 
this utility, robust design principles were used in conjunction with the reduced-order 
modeling methodology to determine the optimal inlet flow rate to the rack using the 
model and boundary conditions of §3.7.1.  Robust design aims to not only minimize the 
value of the optimization function but also to minimize the curvature of the function such 
that small changes in the both controllable and uncontrollable design variables do not 
cause significant deviations away from the optimization point and result in system 
operation outside the feasible design space.  Further details are provided in [65, 66] 
especially those concerning the application of robust optimization to design of electronics 
thermal management.     
 Using robust design principles, the air-cooled rack was optimized to dissipate 
50% more power (2400 kW ) and reduce the chip temperature variability 20% to 60% 
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depending on whether an optimal or robust configuration is employed [65, 66].  These 
robust design principles are accessible with reduced-order models where full-scale 
CFD/HT may be too time consuming to perform the analysis.  The reduced-order flow 
model for the air-cooled rack and temperature solver have also be used in other 
optimization studies, including genetic algorithm based optimization routines [67].  
  The reduced-order model averaged 13 seconds per function execution.  Figure 
3.20 details the program flow and time required for each step.  A majority of the time is 
spent assembling the linear system for the energy equation. 
 
 
Figure 3.20. Reduced-order model execution and time requirements 
 
Validation was performed by solving the full CFD model, which yielded chip 
temperatures within an average of 5 oC of the reduced-order computed solution.  On a 
higher level of validation, the power distribution of the servers found to be most efficient 
yields an approximate hyperbolic tangent, demonstrated to be a highly efficient 
configuration in [29].  Even if very precise optimization points are required, the reduced-
order model can be used with design optimization principles to compute a very good 
initial guess and then the full-scale model can be used to refine the optimization. 
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4. REDUCED-ORDER MODELING OF FORCED TURBULENT CONVECTION 
 
 The POD procedure developed in §3.4 provides a reasonably accurate and highly 
efficient method for constructing full field approximation of parametric turbulent flows 
and overcomes the difficulties associated with taking the Galerkin projection of the 
RANS equations without detailed knowledge of the effective viscosity.  As seen in Figure 
3.20, solving the temperature field given the reduced-order flow approximation creates a 
bottleneck in the rapid solution methodology.  To overcome this, the flux matching 
procedure is extended to incorporate the RANS energy equation and special treatment is 
introduce to ensure the proper coupling of the velocity and temperature field in forced 
convection.  The methodology is developed through an example of a prototypical forced 
convection situation in electronics thermal management. 
 
4.1. Model Parameters 
 The methodology is illustrated for a RANS simulation of two-dimensional duct 
flow of air over two aluminum heated blocks in tandem (see Figure 4.1).  The geometry 
is identical to the experimental measurements of Yoo et al. [68], whose data were used to 
validate the turbulence modeling in the CFD/HT code.  The steady, incompressible, 
constant properties RANS continuity, momentum and energy equations without external 
forcing or buoyancy effects used to model the flow and heat transfer are: 
0=⋅∇ ur      (4.1a) 
01)( =∇+∇⋅∇−∇⋅ Puuu eff ρ
ν rrr    (4.1b) 
0)( =∇⋅∇−∇⋅ TkTuc effp













+= with Prt = 0.85 and can be computed 
through any RANS-based turbulence model.  The standard k-ε model with non-
equilibrium wall functions [69] was used to model the effect of turbulence on the mean 
flow and the inlet velocity, turbulent kinetic energy and turbulent dissipation rate 
boundary profiles were calculated assuming a fully developed flow using Prandtl’s 1/7 
power law.  The fully converged CFD/HT model consisted of 10,000 grid cells and 
solving for two velocity components, pressure, k and ε at each grid cell resulted in 
approximately 50,000 DOF to model the flow.  The solution was demonstrated to be 
independent of grid size and convergence criteria, and each solution required 
approximately 500 iterations to converge.   
 
Figure 4.1. Model geometry from Yoo et al. [68] 
 
 The flow parameter range of the model was chosen to be 13,690 ≤ Re ≤ 41,070, 
for /νuHRe =  which corresponds to an average velocity of 5.0 ≤ u ≤ 15.0 m/s in air, and 
the block power was assumed to range from 25 to 200 W.  The inlet temperature was 
fixed at 288 K and all fluid properties were evaluated at this temperature.  All results will 
be reported as the temperature rise above this nominal value.  Table 1 summarizes the set 




Table 1. Turbulent convection observation database 
 
 
The heat input to each block was applied as a uniform heat flux on the bottom surface (y 
= 0).  The local Nusselt number ( hB/kNu = ), using a running coordinate over the 
surface of blocks, is plotted against the experimental data of Yoo et al. [68] in Figure 4.2.  
The numerical simulation agrees fairly well with the experimental data with some error in 
magnitude over the surface of the first block.  Chen et al. [70] have experimentally 
investigated a similar geometry for similar Reynolds numbers and have suggested the 
standard low Reynolds number turbulence model of Jones and Launder [71] provides 
accurate local heat transfer coefficient predictions.  The code is based on wall functions 
and the pressure-gradient sensitive wall functions employed provide the most accurate 
results without significant code modifications.  It should also be noted that the mesh 
employed here is of similar size to that of Chen et al., even though the wall functions are 
used in this investigation while the Jones-Launder low Reynolds number model relies on 
a damping function to model the near wall effects. 
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Figure 4.2. Comparison of numerical solution and experimental measurements at Re = 
13,690, data from Yoo et al. [68] 
 
 The basic motivation of low-dimensional modeling is to create a more 
computationally efficient way of reproducing the physics described by a high fidelity 
numerical simulation or detailed experimental dataset.  It is important to note that both 
numerical and experimental observations will depart somewhat from the true system 
behavior.  The purpose of this investigation is to present a reduced-order modeling 
framework for turbulent forced convection, not to model a particular system.  Thus, the 
numerical data will be treated as the ‘exact’ system response in the description of the 
methodology below, and some discussion of various errors and their contribution to total 





4.2. Low-Dimensional Turbulent Flow Modeling 
 The orthogonal complement POD (PODc) with flux matching will first be 
demonstrated to approximate the velocity field for a randomly selected test case 
corresponding to Re = 36,320 ( *u = 13.33 m/s in air).  The set of mass flux control 
surfaces reduces to a single surface coincident with the domain inlet (conversely, the 
domain outlet could be used to produce the same results by continuity).  This simple flow 
has only a single parameter to be used as a matching condition, indicating the 2-term 
expansion 110 ϕ
rrr auu +=  is all that is available for the solution approximation.  It has been 
demonstrated that the cumulative energy resolved by the first k modes produces an error 
bound on the approximation [72].  Figure 4.3 shows E1 ≈ 0.98, indicating the 2-term 
approximation should produce errors on the order of 2% in the sense of the L2-norm.  
Equation (3.18) selects the observation k = 9 in Table 2, corresponding to u = 13.0 m/s, 




Figure 4.3. Mean-centered velocity POD and orthogonal complement POD (PODc) 
modal energy content 
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Figure 4.4a illustrates the decaying error in the velocity magnitude for the 1- and 
2-term approximate solutions.  Figure 4.4b plots the exact solution and the approximate 
velocity field in the vicinity of the leading edge of the first block, which is where the 
maximum error occurs.  Both Figures 4.4a and 4.4b show that approximate solution is 
very accurate, especially considering the full CFD model requires 40,000 DOF to solve 
the flow and the reduced-order model contains only 2 DOF.   The 2-term approximation 
captures the inlet velocity profile exactly, produces a maximum absolute point-wise error 
of 0.232 m/s and an L2 – error norm over the domain of 0.003.  Even though the 
observation space is dense with various mass flow rates, weighted averaging and scaling 
observations will generally result in poor approximations.  For example, rescaling the 
observation with the difference in mass flow rate from the nearest observation (u = 13.0 
m/s) produces errors 3 times as large as the PODc based approximation.  
 
 





   At this point, it is reiterated that this reduced-order modeling procedure has been 
demonstrated on significantly more complex flows, comprised of multiple control 
surfaces, with very successful results [73] and the objective of the present study is to 
couple the energy equation into the methodology to extend the low-dimensional 
modeling framework to convective flows.  As the system grows in complexity and more 
parameters are incorporated, more matching conditions are generated, which requires 
more modes to be retained in the approximation.  Thus, the level of approximation keeps 
pace with growing system complexity.  
 
4.3. Low-Dimensional Turbulent Convection Modeling 
 An efficient and accurate reduced-order modeling methodology for turbulent 
flows has been demonstrated in the previous section, and the objective is now to extend 
the procedure to include a low-dimensional solution to the energy equation.  The 
orthogonal complement POD and flux matching procedure from the previous section will 
be employed because of their simplicity, and the main challenge will be in coupling the 
temperature and velocity fields.  To begin, independent velocity and temperature 





ii bTTandauu ψϕ 00
rrr    (4.2) 
The temperature POD modes are computed with the same procedure, given the 
temperature observation matrix mxnm
obs }T,...,T,T{T R∈= 21 .   
 A natural way to couple the velocity and temperature fields is the Galerkin 
projection, but as with the νeff term in RANS momentum equation, the RANS energy 
equation would require keff to be specified.  Thus, substituting the approximate velocity 
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field *ur  into (4.1c) and projecting onto the subspace spanned by },...,ψ,ψ{ψΨ m21=  is 
considered ineffective here. 
  The flux matching procedure (FMP) will be extended to include the energy 
equation, accordingly the heat flux function can be defined analogous to (3.11) as: 
∫Γ −= h dxnd
dTkTFh ˆ
)(      (4.3) 
The heat flux control surfaces correspond to the 3 surfaces of each block exposed to the 
airflow.  Alternatively, the bottom surface of each block where the heat flux is applied 
could also be used as the control surface because the system is steady.  
 POD modes are solutions to the governing equations (4.1a-c) and inhomogeneous 
modes can be viewed as a solution with arbitrary boundary conditions.  The flux 
functions (3.11 and 4.3) define an inverse problem of finding the corresponding boundary 
conditions.  When the flux function involves a gradient, approximation with discrete data 
can produce large errors, especially if the gradient is sharp relative to the measurement 
point spacing.  This can be especially difficult if the observations were generated through 
CFD/HT data, where wall functions were used to alleviate near-wall grid resolution 
requirements when integrating the turbulence transport equations.  Temperature wall 
functions based on ''/)()( wtppw qucTTyT ρ−≡
++  are used to link the wall boundary 
condition to the temperature in the first grid cell, Tp.  When generating the observations 
either Tw or ''wq  is specified, but in the temperature POD modes, only Tp is known, 
rendering the evaluation of wall heat flux or temperature an under-determined problem. 
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 The wall fluxes can be evaluated by recalling that the method of snapshots 
expresses the POD modes as a linear combination of the observations.  This can generally 
be written as: 
UL
rr
=Φ          (4.4) 
where the linear transform L involves a SVD operation.  If the POD procedure is thought 
of as finding the principle axes of the data contained in U
r
, then L can be thought of as 




.  The transformation matrix L can be 
computed as the projection of the observations onto the modes utilizing the pseudo-
inverse again and the modal fluxes can be directly computed, viz: 
     ΦUL
rr
+=      (4.5a) 
     TTm LvF )(=     (4.5b) 
The vector v defines the observation mass fluxes, )(UF obsm , and the transpose operation 
in (4.5b) is to maintain the same dimension between Fm and v.  Defining the temperature 
observation matrix and the associated matrix of block heat inputs, )(TFQ obsh= , the 
modal heat flux can be computed as:   
TT
h TQF )( Ψ=
+     (4.6) 
This procedure can be used to evaluate any flux function that defines the same quantity 
contained in the goal vector G regardless of where Γ  is located in the domain. 
A common method of treating coupled phenomena is to work with an extended 


































    (4.7) 
and the goals of boundary conditions are concatenated to [ ]Thm GGG = .  The mass and 
heat flux functions are also concatenated to form the extended modal flux function 
])()([ ψϕ hm FFF
r










rr    (4.8) 
which can be solved by the goal residual technique of (3.13a-c).  Since the weight 
coefficients must simultaneously account for the velocity and temperature goals, a slower 
rate of converge is expected, implying more modes will generally be required to satisfy 
the boundary conditions.  This could be a major shortcoming in parametric system model 
reduction where observations are expensive to generate.  Note that the reduced-order 
flow model uses the ESV method to couple the velocity components, [ ]TvuU rr
r
= , 
otherwise the divergence free condition would be violated.   
 Solutions based on the ESV method will not be demonstrated because poor results 
should be expected as satisfying both flow and thermal conditions simultaneously 
imposes conflicting restrictions on the weight coefficients.  This can be seen by 
considering the separate decompositions (4.2) and operating the mass and heat flux 
functions on the velocity and temperature modes.  The vector of modal mass fluxes has 
an order of magnitude of 310−||~F|| m and the modal heat fluxes are 10~Fh , using 
either the POD or PODc procedure.  The mass flux goal is kg/s10 1−~Gm and the heat 
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transfer rate goal is W102~Gh .  Noting the order of magnitude of a matrix and its 
pseudo-inverse are related by 1~ −+ FF , the modal weight coefficients are respectively 
210~GFa mm=  and 10~GF~b hh .  Thus, trying to combine mass flow and 
temperature goals will result in poor approximations and rescaling either velocity or 
temperature modal fluxes (i.e working in units of kW instead of W) will greatly increase 
the error in other. 
 A new method for coupling the temperature field to the velocity field needs to be 
devised.  Ideally, the temperature source function would be a solution to (4.1c) with *ur as 
the velocity field and corresponding keff.  Then, the linearity of (4.1c) for a known keff 
could be used to rescale the solution as )( *0 ucTT
r
= .  An approximation to this would be 
to ‘borrow’ the temperature field associated with 0u
r  and use the POD modal expansion 
to perturb the solution until the boundary conditions are satisfied.  The source function 
can also be scaled to improve the approximation since it is treated as the dominant mode 
of a linear system: 








r     (4.9) 
Reasonably accurate temperature field solutions may possibly be obtained without 
implicitly coupling the velocity field, however this would disregard (4.1c), possibly 
producing unphysical results and lack the rigor needed for a robust methodology intended 
for more complex flows.  The implicit coupling and source function scaling introduce no 
additional complexities implementing (4.9) algorithmically.  The same PODc procedure 
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r   (4.10) 
To scale the source function properly, concatenate [ ]'0 ψψψ =  and apply the sequential 
flux matching procedure of (3.13a-c) as:   
)( 11,, −− −=∆ ihihih TFGG     (4.11a) 
ihihi GFb ,)( ∆=








ψ      (4.11c) 
4.4. Results 
 To demonstrate the reduced-order temperature solution, the previous test case of 
Re = 36,320 ( m/s3313.u* =r ) will be used with an arbitrary power dissipation 
[ ] [ ] W669621 == QQGh .  Figure 4.5 plots the POD and PODc temperature modal 
spectra and it can be seen that the PODc produces a slightly steeper spectrum in the lower 
order modes.  This is a favorable property, as resolving more of the dominant physics 
with fewer modes allows one to truncate the expansion (4.9) earlier for a given accuracy 
requirement.  It is generally the case that the temperature spectrum decays less sharply 
than the velocity spectrum, as noted by other researchers [31], implying more 
temperature modes are required for the same order of accuracy as the velocity 
approximation.  Figure 4.6a illustrates a few basic mean-centered POD modes and Figure 
4.6b shows the PODc modes, both for a section of the domain near the heated blocks 
surface where the largest temperature gradients occur.  The PODc procedure produces 
different temperature modes than the POD procedure because the PODc formulates the 














 Using all p = 10 modes, the implicit coupling has a maximum point-wise error of 
0.529 °C.  The relative error over the domain and boundary condition satisfaction is 

































=   (4.12b) 
and the implicit coupling procedure with the PODc subspace and flux matching method 
of evaluating the weight coefficients produced Terr = 0.0322 and Qerr = 4.17 x 10-4 .  
Figure 4.7 illustrates the exact and approximate solutions.  The largest errors occur near 
the surface of the blocks where the largest temperature gradients occur.  A large 
truncation in system DOF can allow the dominant physics to be captured, but at the 
expense of some small-scale features being discarded, usually in the form of sharp 
gradients.  However, these errors are of the order of 3%, making the temperature 
approximation quite accurate considering the system was reduced to 10 DOF from the 
original 60,000 DOF required to compute the turbulent flow and heat transfer.  The 
approximate solution shows a slightly overly diffusive temperature field near the trailing 
edge of both blocks, which may be partially attributed to a finite error between the 
desired and approximate solution boundary conditions.  
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Figure 4.7. Exact and approximate temperature fields [°C] 
 
 Both velocity and temperature low-dimensional models are constructed by using a 
linear subspace to describe the physics for a range of parameters.  Poor approximations 
will result for the nonlinear RANS momentum equation (4.1b) if the POD or PODc 
procedures are used outside the parameter range, however the linearity of (4.1c) with 
known *ur and effk allows one to predict a temperature field from any parameter value as 
long as Φ
r
 and Ψ subspaces adequately describe the physics.  If the boundary heat fluxes 
were large enough to induce significant buoyancy or even phase change in the case of a 
liquid medium, the Ψ  subspace would not describe the thermal physics, for instance.  For 
an inlet Reynolds number of Re = 23,221 (u = 8.48 m/s) and block power dissipation of 
[ ] [ ] W47534921 == QQGh , the maximum point-wise temperature error was 3.07 °C 
(out of a maximum of 127 °C) and Terr = 0.0227.  The integral boundary condition 
formulation was satisfied to Qerr ~ 10-5.  The approximate velocity field had a 0.48 m/s 
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maximum error and a relative L2 error of 0.0043.  Note the observation data in Table 4.1 
ranges from 1/8 ≤ Q1/Q2 ≤ 8, so it is reasonable to expect that any forced convection 
flow within the parameter range of Re and Q1/Q2 would perform with comparable 
accuracy. 
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5. ERROR ANALYSIS  
 
 In the POD methodology, the question of the minimum number of modes to be 
retained in the reduced-order model often arises.  The Galerkin projection produces m-
coupled ODE’s in time for the weight coefficient evolution and reducing the number of 
equations to be integrated in time can result in significant economies for long term 
dynamics investigations.  The objective of this work was to produce accurate steady 
models using the minimum number of system observations.  In either case, it must be 
demonstrated that the POD subspaces ( ...Π,Ψ,,Φ
r
,) sufficiently capture the system 
physics.  Some authors use projection energy of the un-retained POD modes as a total 







/1 λλ , although this assumes there is no in-
plane error [72].  Note ⋅  denotes the 2-norm throughout this section unless otherwise 
noted.  Christensen et al. [56] have suggested using the distance in the POD subspace 
between the approximation and the ensemble mean as an error measure.  The PODc was 
developed to specifically correct this limitation in the classical POD methodology and 
new error estimates need to formulated.  The parametric modeling methodology is based 
on a low number of system observations, leading to a relatively few number of basis 
functions and generally requiring that most, if not all, modes will be retained.  It must be 
noted that the number and distribution of observations cannot be determined a priori for a 
given nonlinear system and is currently the largest concern and limitation in the POD 




5.1. Error Partitioning 
 Rathnam and Petzold [63] divide the error into the subspace projection error (eo) 
and in-plane error associated with evaluating the modal weight coefficients (ei).  Figure 
5.1 sketches the POD subspace as the optimal linear fit to an ensemble of data and 
schematically depicts this error partitioning for a general POD subspace Φ.  The term uobs 
is the system observation to be approximated, u* is the approximate POD solution and up 
is the affine orthogonal projection of uobs onto Φ and represents the best POD 
approximation of uobs.  To show Φ contains sufficient information, the a posteriori error 
estimate of 0≈oe , or at least io ee << , can be used  to show the error is dominated 
by the in-plane contribution.  
 
 
Figure 5.1. a) POD subspace and b) in-plane (ei) and out-of-plane (ei) error components 
 
 
 The error between the observation and the ‘true’ solution will not be considered 
as it is the user’s task to ensure that numerical or experimental data faithfully represent 
the true system.  The POD approximate solution (u*) is an efficient solution to the full 
model (uobs) and only describes the physics contained within Φ.  Thus, the low-
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dimensional model will generally not be more accurate that the full model in the sense of 
being closer to the true solution, but it can produce nearly as accurate results as the full 
model in an exceedingly more efficient manner.   
 To examine the convergence of the sequential solution procedure of (3.13a-c) and 
(4.19a-c), a dual weighted residual technique [74] will be used.  Consider the canonical 
non-square optimization problem: 
GFaFaG
i
ii =→− ∑ }min{    (5.1) 
This could be solved directly in a least squares manner as GFa +=  where 
TT FFFF 1)( −+ =  is the matrix pseudo-inverse.  The POD modes are normalized and 
ordered in descending projection energy so the modal weight coefficient magnitude 
should generally decay.  Computing the ai’s sequentially will mimic this spectral decay 
because the goal residual will decrease with each successive mode while computing the 
vector of ai’s all at once as GF +  does not guarantee this decrease in coefficient 
magnitude. 
 Define d as the vector of distances between the approximate weight coefficients 
(a*) and the projected weight coefficients ( a~ ) in the modal subspace.  The true projected 
and approximate solutions to (4.13) are then: 
 )(~ solutionprojectedtrueGaF =     (5.2a) 
)(* solutioneapproximatGFa =     (5.2b) 
The error functional is defined as adaJ T=)( , resulting in an error of 
),()()()~( * deeJaJaJ ==−  and a residual of *FaGr −= .  The boundary condition 
error in state space (e) is analogous to the in-plane error (ei) in the POD subspace.  Note a 
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small residual does not imply a small error.  The dual problem can then be formulated as 
a linear problem driven by the error functional, see (5.3), and the error functional can be 
expressed:  
daF T =′      (5.3) 
),(),(),(),()( araeFaFedeeJ T ′=′=′==    (5.4) 
The fourth term in (5.4) was derived from the third term using Lagrange’s identity 
),ˆ(),( vuKKvu =  where K̂  is the adjoint of K, which reduces to KT for R∈K .  From 










)()(      (5.5) 
This estimate provides an a posteriori error bound because knowledge of the vector of 
weight coefficient perturbations from the true projected solution is required.   
 
5.2. Error Estimates 
The POD subspace representation of the physics has been demonstrated to be 
adequate and the sequential flux matching procedure has shown to be bounded and 
weakly converges to the desired boundary conditions.  However, the overall objective is 
to demonstrate how well the reduced-order model approximates the full model.  Consider 
a full nonlinear steady model in the canonical form N(u) = 0, nu R∈ .  The reduced-order 







0 ϕ  can be expressed in the arbitrary POD 
subspace } = m,...,, {Φ ϕϕϕ 21  through the action of the orthogonal projector P from §3.3 
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as 00 u)uu(Pu~
T +−= , mxnP R∈ .  The full (u) and reduced-order approximate (u*) 
solutions can be written as [63]: 
00)'( uexPuzPxPu o
TTT +−=++=    (5.6a) 
00
* uexPuyPxPu i
TTT ++=++=    (5.6b) 
where P’ is the orthogonal complement to P.  As above, the approximations will employ 
all m POD modes such that 0≈oe  rendering uu ~≈ .  Solving for the in-plane error 
yPe Ti =  and substituting in the modal expansion gives: 
( ) ( )




















  (5.7) 
It can be seen that the projection matrix is simply the concatenation of the POD modes, 
} =Φ= mP ϕϕϕ ,...,,{  21 , such that aU






ϕ ,  and (5.7) reduces to: 
 ii
*
i da~ay i −=−=      (5.8) 
Comparison of the reduced-order approximation to an affine projection of the full model 
on the POD subspace produces the same error estimate as the adjoint problem to the 
boundary condition error.  Therefore, the boundary condition error bound can be viewed 
as an in-plane error estimate ie , suggesting the implicit assumption of matching only the 
relevant control surface integral conditions in the flux matching procedure (FMP) is a 
valid approximation.  Again, this assumes that the out plane error is negligibly small, 
0→oe  relative to the in-plane error.  As a final note, the triangle inequality can be used 
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to bound the total error ioio eeee +≤+  even though io ee <<  for parameter 
values within the predefined range. 
 Error bounds are generally difficult to establish for POD-based models because 
the basis functions are problem dependent.  The introduction of a flux function to 
evaluate the weight coefficients in lieu of standard Galerkin methods poses additional 
hardship in establishing error bounds because of the definition of the flux function of 
(3.11) depends on the parameters of the specific model.  However; a heuristic a priori 
error estimate is available because of the rapidly decaying contribution from each 
successive POD mode.  The principle of the orthogonal complement subspace 
decomposition is to allow the source function to satisfy a dominant portion of the 
parametric inhomogeneity and use the remaining POD modes to perturb the 
approximation to satisfy the residual on the control surface.  Assuming that the 
contribution of the POD modes to the approximation is less than the source function, the 




   (5.9) 




which is generally satisfied by the application of (3.18) to construct the orthogonal 
complement subspaces.  The POD methodology has a tendency to localize errors, which 
can be attributed to the POD subspace not completely resolving all the physics of the full 
model.  The 2-norm is used to quantify the error over the entire domain and the subscript 
will be dropped throughout the remainder of this section for brevity.  The kth approximate 









ϕ , where the flux matching procedure determines 
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the kth weight coefficient as kkk G)(Fa ∆ϕ
+= , see (3.13).  The weight coefficient is thus 
on the order of kkkkk G)(FG)(F~a ∆ϕ∆ϕ
1−+ =  and the contribution of 
each successive mode is then kkkkk G)(Fa~u ∆ϕϕ
1−= .  The term kG∆ exhibits 
decay by the application of the flux matching procedure and the magnitude of 1−)(F kϕ  
is fixed because the POD modes are normalized.  This causes a decay in ka  so the 
contribution of each successive to the total approximation, and hence the incurred error, 
decays.  These arguments are heuristic in nature because of the definition of the flux 
function, but holds for all applications of the methodology demonstrated here.   
 
5.3. Turbulent Flow Error 
 The rack model introduced in §3.7.2 will be used to demonstrate the error 
associated with the PODc and FMP reduced-order modeling methodology using the a 
posteriori error analysis of the previous section.  The first step is to validate the POD 
subspace by determining the out of plane error by considering the relative error between 
norm of the observation (test case) and the norm of the test case projected onto the POD 
subspace.  This is computed as  ( ) )10(0644.0/ 2−==−= Ouuue obsobspo rrr  showing 
the subspace constructed by the PODc procedure adequately represents the full model 
flow characteristics.  This is consistent with the boundary condition error from §3.7.2, 
which was also shown to be )10( 2−O .   
 Figure 5.2 compares the weight coefficients obtained by projecting the test case 
onto the POD subspace define the true projected solution, denoted with the subscript 
‘true’ with the weight coefficients obtained by the FMP.  The modal weight coefficients 
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obtained by the FMP are very close for the first 10 modes and the variations for the 
remaining modes do contribute a significant amount of error because their magnitude is 
small relative to the first few dominant modes of the system.  The FMP values for the 
weight coefficients for 10>p  all have the correct sign and the magnitude error is due to 
the mode shape not producing a significant mass flux through some of the control 
surfaces.  The modal flux is relatively small for these modes and the weight coefficient is 
artificially enlarged as the FMP attempts to satisfy the mass flux residual.  The classes of 
flows considered for this methodology involve closed domains with multiple inlets and 
outlets and the resulting POD mode shapes do not generally exhibit this recirculation 
behavior near the control surfaces.  Small recirculation regions may exist in the POD 
modes, but this behavior is relegated to much higher order modes where the mass flux 
residual is already very small.  The error in weight coefficient evaluation may also be 
partially attributed to a nonzero out of plane error component. 
 
 
Figure 5.2. Velocity weight coefficients computed by the FMP and true values obtained 
by projection onto the POD subspace 
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The error bound estimate for the test case was O(102) for each successive mode.  This 
may not appear to be a particularly sharp error bound, but it does imply the FMP 
coefficients are of the correct order of magnitude, implying the overall velocity 
approximation is bounded.     
 In relation to the a priori error bounds of §5.2, the flux function is on the order of 
310−~)(F kϕ  and goal residual decays from ~10
-1 to ~10-2.  The weight coefficients are 
then ~102, rendering at most 210~uk .  The source function is 
310~u ⊥ and thus 
represents an error bound on the ROM approximate solution. 
 
5.4. Turbulent Convection Error  
For the approximate temperature solution to the test case presented in section 
§4.4, the out of plane error was )O(TTe obspo
410−=−= , consistent with the heat 
flux boundary error, implying the temperature POD modes adequately capture the system 
physics.  Figure 5.3 plots the true projected and FMP-computed weight coefficients for 
the temperature field approximation.  The temperature modal weight coefficients 
demonstrate the same behavior of closely matching the first few dominant modes and 
then show small deviations for the higher order modes.  The resulting approximations 
benefit form the strong decay in weight coefficient magnitude from )10( 3O to )10( 3−O .   
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Figure 5.3. Temperature weight coefficients computed by the FMP and true values 
obtained by projection onto the POD subspace 
 
Figure 5.4 plots the boundary condition matching error and the error bound estimate of 
(5.8) for the temperature field.  The error bound is sharp and decays with increasing 
modes, indicating that the PODc-FMP approximate temperature solution is weakly 




Figure 5.4. Temperature flux matching procedure error and error bounds 
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6. INTERCONNECTED REDUCED-ORDER MODELS  
FOR MULTISCALE DOMAINS 
 
Fluid and thermal transport processes occur across a range of length scales in 
systems-level electronics thermal management.  The primary scales of interest span the 
individual server to the largest length scale of cooling scheme when modeling racks and 
data centers.  Such domains are considered multiscale as they contain a series physically 
separated domains, such as the individual servers inside a rack and the individual racks 
inside a data center. Characterization and modeling of theses systems are challenging 
because each rack inside a data center facility may contain a variety of different servers 
and each server may contain different electronic components.     
An efficient strategy to bridge length scales is to develop separate models for 
various system components and assemble them together to model the full system.  From 
an analysis and design viewpoint, modularity is a key benefit as various subsystem 
models can be integrated to form a full system in order to investigate their interactions.  
Decomposing a system into subsystems can greatly improve model efficiency by using 
various levels of description for different components.  Complex engineering systems 
often involve transport processes across several length scales and a single computational 
model would require a large number of grid cells to stretch across these length scales.  
Modularity affords the ability to quickly integrate new components into an existing 
model without developing a new computational grid for altering the subcomponent 
models.  It should also be noted that system decomposition can be applied to any system 
and there is not inherent error associated with treating a system as an interconnected set 
of subcomponents, [32]. 
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6.1. Individual Component Modeling 
For a representative example of systems-level thermal management of electronics, 
consider a series of channels connecting 2 plena, where each channel represents a server 
and the plena are representative of front and rear plena of a data processing cabinet.  
These systems are modular in nature, consisting of a series nested sub-domains (see 
Figure 6.1).  The ability to maintain efficient models of the individual components and 
connect them together to evaluate various designs would result in a very efficient analysis 
tool.   
To demonstrate the methodology, consider a highly simplified 2-dimesional 
model of an air-cooled rack containing a few servers.  The model will be constructed 
from reduced-order model (ROMs) of an intake plenum and the repeated use of a single 
server model, as is shown in Figure 6.1.  The plenum measures 2L x 5L and the server 
measures 4L x L, with L = 0.1 m, and both models were developed for the range 6,900 ≤ 
ReL ≤ 31,300.  Table 2 lists the observations used to construct the component ROMs.   
In lieu of specifying the boundary velocity, the observations may be constructed 
with pressure boundary conditions and the flux function of (3.11) can be used to compute 
the boundary mass flux and locate the observation in parameter space of G.  Specifying 
pressure boundary conditions may be less intuitive and more difficult to generate 
observations with a specified Re range, but is an equally applicable method of generating 
observations.     
To the best of the author’s knowledge, the only works developing POD-based 
flow models with pressure effects are that of [53] which redefined the induced norm to 
model compressible flow, [59] which introduced a linear correction for the pressure drop 
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through a channel and flows driven by distributed pressure-velocity momentum sources 
to model fans was introduced by [73]. 
 
Figure 6.1. a) Plenum b) server component model geometry and c) full-scale system 
 




Results for the intake plenum sub-model will briefly be presented to illustrate the 
dominant flow features.  The velocity and pressure modal spectra for the plenum and 
server models for representative test cases are plotted in Figure 6.2.  The use of the 
pressure modal spectrum will be explained shortly.   
 
 
Figure 6.2. a) Server and plenum sub-component modal spectra and b) intake plenum 




The relative L2 error, defined again as 
22
*
, / exactexactkkerr uuuu −=
r  for the velocity field 
and likewise for the boundary conditions, showed that the boundary conditions were 
satisfied to with 3% and velocity approximation error was 6.2%.  Error contours for a test 
case corresponding to a mass flux of G = {0.2070, 0.1473, 0.3602} kg/s are plotted in 
Figure 6.3.  The plenum model contained 4000 grid cells, or 20000 total DOF to model 
the flow considering u, v, P, k, ε are solve for in each grid cell, while the reduced-order 
model contains only 12 DOF, for an O(102) reduction in DOF. 
 97
 
Figure 6.3. Intake plenum error field  
 
 
6.2. Pressure Field Approximation 
The ROMs do not need to be autonomous because the input mass flux can be 
computed with a full-scale CFD simulation or be derived from another ROM.  To couple 
the ROMs, it must be noted that specifying the component interface mass fluxes a priori 
decouples the ROMs because there is no driving force between the two components and 
they behave essentially independent from one another.  Many flows in electronics cooling 
are pressure-driven, such as fans moving air through a series of vents and channels, and it 
is the pressure difference across these components that drive the flow.  A much-
celebrated property of POD analysis is the elimination of pressure for incompressible 
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flows; however, coupling of ROMs for the class of flows presented here requires 
knowledge of the pressure field.  
The ROM pressure fields can be approximated by using the PODc procedure to 
construct a pressure modal subspace, } = m,...,π,π {πΠ 21 .  The eigenvalue spectra of Π 
strongly follow the velocity modal spectra, as is expected due to the role of pressure in 
incompressible flows.  Using the velocity modal weight coefficients from the PODc-FMP 
produces accurate isobars shapes, however the magnitude of the field is poorly scaled.  
The velocity coefficients based pressure approximation is reasonably accurate up to a 









* b)u(PcP πr , the unknown constant cannot be determined.  
To approximate the pressure field accurately, the pressure POD modes are 
projected back onto the observations ensemble } = mPPPP ,...,,{  21
obs to obtain the set of 
observation weight coefficients,  
mxmobs RPb ∈Π= +*      (6.1) 
A G-dimensional quadratic response surface of the form )(* obsk Gfb =  is computed for 
the kth pressure mode as a function of the observational mass fluxes, Gobs.  The kth weight 
coefficient is then evaluated as )( obsk Gfb = and the approximate pressure field is 








* )G(fbP ππ    (6.2) 
The response surface methodology can be applied one mode at a time because the 
pressure modes are linearly independent and bk are uncorrelated.  Regression methods are 
the only available tool to compute b because the ROM are parametrized by the boundary 
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mass flux and no pressure information about the new approximate solution is available to 
use in a matching procedure.  Figure 6.4 below plots the velocity weight coefficient and 
response surface approximations for a test case using the intake plenum component 
ROM. 
 
Figure 6.4. Component ROM pressure field approximation 
 
With the response surface methodology producing satisfactory results for the pressure 
field, it would be natural to consider the same solution process to determine the velocity 
weight coefficients.  The immediate issue is that the boundary conditions are not enforced 
in the weight coefficient computation and one relies on the assumption of the response 
surface accurately approximating the parametric conditions as well as the solution over 
the entire domain.  Figure 6.5a compares the first couple velocity weight coefficients 
using the FMP and response surface (denoted ‘rs’) approximations and Figure 6b plots 
the boundary condition error using the response surface method.   
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Figure 6.5. Response surface approximation for a) weight coefficients and b) boundary 
condition approximation error 
 
Figure 6.6 plots the pressure weight coefficients and compares the values against the true 
weight coefficients obtained by projecting the pressure test observation onto the POD 
pressure modal subspace, obstrue Pb
+Π= .  The reason the response surface method 
produces acceptable results for the pressure coefficients and not the velocity coefficients 
is that pressure coefficients tend to be larger in magnitude and exhibit a strong spectral 
decay so that error in the response surface predictions are less amplified in the final field 
approximation relative to the velocity approximation.  Note this strong spectral decay 




Figure 6.6. Comparison of response surface and true pressure weight coefficients 
 
6.3. Systems-Level Modeling 
The system-level model is constructed by joining the 3 server ROMs to the inlet 
plenum and the exhaust plenum, which is a mirror image of the intake plenum both in the 
x- and y-directions, will collect the outlet air from the servers and exhaust it to the 
ambient.  To drive the flow, fan models will be placed at the outlet of the server models 
to mimic an induced fan and lumped resistance models are included between the intake 
plenum and sever inlet to model the pressure drop across an inlet vent.  The fan is 
modeled with the cubic pressure-velocity model (Sf) and the lumped resistance model (Ss) 
is representative of inertia losses in high Re flows.  The inlet and outlet pressures to the 
full system can be assumed to be zero without loss of generality.  The source functions 
for the lumped parameter models are evaluated using area-averaged velocity u : 
 
)u(Suuu)u(p f≡−+−=
32 42040200    (6.3a)  
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)u(Su.)u(p s≡=
2312515     (6.3b) 
A new POD basis needs to be computed for the exhaust plenum, even though the 
exhaust plenum has the same geometry because the flow observations are highly 
nonlinear and reversing the flow through the plenum produces significantly different flow 
patterns.  The exhaust plenum ROM was developed from the same observations as the 
intake plenum with the mass fluxes specified in the opposite direction from the inlet to 
the outlet.  It will be noted that the ROM geometry is fixed because geometric scaling of 
POD modes is a source of ongoing research and beyond the scope of this investigation.   
Each component sub-domain will be identified with a superscript as 
 ,..,= 51j,jΩ , and the kth control surface (interface) for the jth sub-domain in (3.11) is 
termed jkΓ , providing the 
j
kG  mass flux.  The minimization of (3.12) is altered to:  









jjj ˆ)(where})(min{ ρϕϕϕ rr   (6.4) 
Continuity can be used to reduce the number of unknown ROM fluxes to jkG 1−  and the 
ROMs do not need to be solved concurrently to ensure satisfaction of (6.4).  Concepts 
from flow network modeling (FNM) [75] are used to generate the matching conditions 
between the component models and assemble the full system.  FNM calculates the 
pressure at specific nodal locations and the flow between two nodes is driven by 
momentum equations of the form )(21 uSPP =− .  This technique produces acceptably 
accurate results when the momentum equation models conduit-type components, such as 
pipes, channels or even the servers in this example because the flow resistances can be 
expressed as 221 uBuAP +=∆ − .  For manifold-type flows, such as the intake plenum of 
Figure 6.1, ),( 321 −−− ∆∆=∆ iii PPfP  and no simple relations are readily available from 
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flow resistance handbooks.  Accurate pressure field approximations are available from 
the ROMs and pressure drop between nodes can be computed by integrating the pressure 
over the control surfaces.  The system nomenclature and FNM pressure locations are 
illustrated in Figure 6.7. 
 
Fig 6.7. Full-scale system nomenclature and flow resistance network 
 
The standard SIMPLE algorithm [76] is used to solve for the nodal pressure and 
momentum link flow rates with the only alteration being that the momentum source is 
evaluated using the ROM pressure field.  The procedure is completely analogous to 
pressure-velocity coupling methods in incompressible CFD and will be outlined here 
with more details available in [75]: 
 
 FNM – SIMPLE Algorithm 
1. Guess a nodal pressure distribution P 
2. Use the momentum link equations )(uSP =∆ to calculate the momentum link 
flow rates given the nodal pressures 
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3. Use the nodal continuity equation 0∑ ∑ ==
i i
iii GAuρ  to combine the 
momentum link equations into a linear system and solve for a new pressure 
distribution 
4. Return to Step 2 and repeat until convergence 
 
In general, the momentum equation will be nonlinear in u and an appropriate 
linearization must be introduced to perform step 3 above.  This source term linearization, 
also equivalent to standard CFD methods, can be obtained by expressing the momentum 
source term as constant plus the linear variation in u: 
LuCP +=∆      (6.5) 
The constant and linear variations are obtained by taking a Taylor series about the 






























SSC    (6.6b) 
6.4. Full-Scale Results 
Using the SIMPLE procedure to assemble the above system showed that the 
relative L2 error norm for the approximate solution mass flux over all interfaces was 
0.0316 and the relative L2 error norm over pressure nodes P1 to P12 was 0.063.   Figure 
6.8 plots the true and approximate velocity and pressure fields.  The pressure fields in the 
various sub-domains can be properly scaled after the FNM solution calculates the nodal 
pressure distribution in Figure 6.7.  For example, P4 is known and )( 247 Ω−= SPP  
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where )( 2ΩS  is obtained by integrating the pressure over the inlet and outlet of Ω2.  The 
linearity of pressure can than be used to shift the pressure field 41
22 PP)(ΩP)P(Ω * ++=  
relative to the full-scale model reference pressure 0=iP .   
 
 
Figure 6.8. Exact and component-matched velocity and pressure fields [Pa] 
 
The regions of greatest error occur at the interfaces where there is severe misalignment 
between the component velocity fields.  The flow at the entrance to the uppermost server 
( 41
1
3 GG → ), plotted in Figure 6.9a, is almost entirely in the vertical direction which leads 
to a discontinuity in the approximate solution because the server ROM has been 
parametrized in terms of inlet mass flux only and has assumed a uniform inlet velocity 
with no vertical component.  The lumped resistance only acts to attenuate the x-velocity 
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component and does not affect the y-velocity component.  The recirculation region near 
the inlet to domains Ω3 and Ω4 is not resolved by the approximate solution only because 
the server ROM did not contain this behavior.  This is not an inherent limit of the 
methodology presented here because, as with any methodology that couples component 
models, the interconnected models must contain the behavior passed to them from other 
components.  Figure 6.9b compares the flow at the exhaust of a server (the Ω4 – Ω5 
interface).  The predictions are much more accurate and resolve the dominant flow 
features because the velocity from Ω4 has a significant component normal to 23Γ  and the 
ROM for Ω5 was constructed assuming a uniform inflow normal to the surface 52Γ . 
 
 
Figure 6.9. Local velocity mismatch at interface a) Ω1 – Ω4 and b) Ω3 – Ω5, n.b. the 
vectors have been interpolated to a coarse grid for illustrative purposes  
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The error of the assembled system can be attributed to the ROM mass flux and 
pressure field approximations.  The ROMs presented here satisfy the target mass flow 
rate to ~3% and the pressure field approximation is accurate point-wise on the control 
surfaces to ~5%.  These error are coupled in the FNM procedure during the pressure 
correction step when the nodal pressures are updated as a function of the nodal mass 
imbalance.  Another concern in connecting component models together is the propagation 
of error and the compounding of errors as more components are added to the system.  
POD-based ROMs manage this error because the individual models satisfy overall mass 
and energy balances, making the O(10-2) variations between desired and ROM mass and 
energy fluxes the principal error contribution.    
 
6.5. Additional Component Parametrization 
 The discontinuity in the velocity field at the interface region is not an inherent 
limitation in assembling POD-based ROMs, rather is an issue pertaining to all 
interconnected systems modeling approaches.  One such example occurs in block 
diagram modeling of dynamic systems.  Suppose one component model has its behavior 
tuned to the frequency range 5 ≤ f ≤ 15 Hz and its output is connected to a model that has 
a resonance at 25 Hz.  The full-scale system will never see the effects of that resonance 
because it cannot be exited by the upstream model.  The recirculation region not resolved 
by the server ROM in Figure 6a is caused by the same effect; the upstream plenum model 
introduces a non-normal velocity component which the server ROM cannot account for.  
This poses no problem in assembling the components since the matching conditions of 
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mass flux and pressure are still available, it just results in an unphysical discontinuity in 
the fully-assembled velocity field. 
The server ROM was parameterized in terms of inlet mass flux only, but had 
velocity inlet direction been accounted for the parameterization, the server model would 
produce much more accurate velocity field predictions near the interface.  An updated 
server ROM is developed from modes parametrized by the inlet mass flux and average y-
velocity on inlet, i.e. ),( vGfF = .  Incorporating this model into the full-scale system 
shows that the recirculation region can be resolved in the server ROM, see Figure 6.10.  
The pressure field is nearly identical to that of Figure 6.8 except for small regions in the 
upper portion of the interface between the intake plenum and servers 2 and 3 where the 
inlet velocity impinges on the upper wall.  
 
 
Figure 6.10. Ω1 – Ω4 interface for updated server ROM 
 
The full-scale model presented here illustrates a number of issues concerning the 
interconnection of full-field models.  The main issue concerns the severe misalignment of 
the velocity field from either side of the interface between two component models, which 
can be resolved by additional parametrization of the component ROM.  This example is 
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especially difficult because the lumped parameter model does not act as a flow 
straightener by attenuating the velocity component parallel to the interface.  Even with 
such limited ROM model behavior, the result systems-level model produces reasonably 
accurate representation of the flow and pressure fields. 
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7. CONCLUDING REMARKS 
 
The reduced-order modeling framework developed here presents an accurate 
methodology for full-field approximations of steady turbulent flows and turbulent 
convection.  The methodology presented here is equally applicable to experimental data 
and could be used to create low-dimensional models of stochastically characterized 
systems and integrated into large-scale simulations, creating an experimentally validated, 
computationally efficient modeling methodology for complex systems.  Slightly less 
accurate models may be far superior to large expensive models during early system 
design and optimization, where many different parameter values and component 
interactions may need to be evaluated.  The low-dimensional framework developed here 
also has the advantage of characterizing distributed parameter systems in state space 
using integral conditions, alleviating the need to specify detailed flow and heat transfer 
profiles that are often unknown.  It also does not require the evaluation of the governing 
equations, making it well suited for inverse problems and parameter identification 
studies. 
Reduced-order models can be used to efficiently bridge length scales in modeling 
and analysis of complex thermal – fluids systems.  Meshes constructed for CFD/HT 
simulations of systems-level electronics thermal management must adequately resolve 
sharp gradients at the smallest modeled length scale, often producing excessively large 
models.  Conventional CFD/HT techniques require a continuous computational grid that 
causes the smallest mesh features to dictate the overall grid size.  Computational 
limitations often limit the smallest features than can be accurately modeled.  Reduced-
 111
order models (ROMs) based on the framework presented here can be integrated into 
large-scale CFD/HT simulations to construct efficient models across various length 
scales.  These models accurately couple the data present on the CFD/HT grid and 
produce full-field approximations at length scales below the computational grid size 
without requiring the smallest features in the simulation to determine the full model size.  
The true efficiency in the reduced-order modeling framework is the ability to assemble 
the models as various components in a full-scale model.        
 
7.1. Summary 
The traditional proper orthogonal decomposition (POD) methodology has been 
reformulated to treat steady parametric turbulent flows and forced convective flows for a 
predefined range of boundary conditions.  Orthogonal complement POD subspaces were 
introduced to treat inhomogeneous boundary conditions, eliminating the additional effort 
required by homogenization procedures and extending the reduced-order methodology to 
a wide range of flow parameters.  A flux matching procedure (FMP) was formulated to 
evaluate the modal weight coefficients after the standard methods of Galerkin projection 
were shown to be ineffective for developing parametric reduced-order models.  The 
integral conditions of the FMP are used in a state space residual expansion to mimic the 
POD subspace eigenvalue spectra and converge toward the desired parametric conditions. 
An implicit coupling procedure was developed to link the temperature and velocity fields, 
greatly improving the accuracy of low-dimensional temperature predictions.  The overall 
reduced-order modeling framework presented here was able to reduce numerical models 
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containing 103 - 105 DOF down to less than 20 DOF for an order 102 – 103 reduction, 
while still retaining greater that 90% accuracy over the domain.   
Rigorous a posteriori error bounds were developed by partitioning the error into 
in-plane and out of plane components with special attention to the error associated with 
using the FMP to evaluate the modal weight coefficients.  Dual residual methods were 
used to show that the flux matching procedure converges and is computationally superior 
approach for low-dimensional modeling of steady turbulent flows and convection.  
Parametric reduced-order models were then used as component-level models and 
assembled together to model a full-scale system.  Distributed parameter ROMs were 
combined with lumped parameter models of fluid moving devices and flow resistances to 
model a pressure-driven system.  Accurate approximations of the component pressure 
fields were constructed using response surface techniques, with the pressure becoming 
the driving force between the different sub-domains.  Flow network modeling was used 
as the component handshaking procedure to couple the component ROMs through the 
interfacial mass flux. 
 The methodology to construct POD-based ROMs for parametric flows is 
schematically summarized in Figure 7.1 below, which segregates the methodology into 
model development, single component ROM solution and the interconnection of ROMs 
for pressure-driven flows.  The model development consists of constructing a numerical 
or experimental representation of the physical system to be modeled and then observing 
the system under various parameter values to form the observation database.  To use the 
ROM to construct a new approximate solution, the desired approximation is expressed in 
terms of the model parameters, since this is the only known portion of the solution.  The 
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reduced-order solution begins with the selection of an observation to serve as the source 
function.  Orthogonal complement subspaces POD subspaces are then be constructed and 
the flux matching procedure is used to evaluate the modal weight coefficients.  The 
interconnection of ROMs to model systems-level flows requires the computation of a 
pressure response surface in the model development portion of the process.  Additional 
lumped parameter models are specified and the component interfacial mass fluxes are 
computed using the standard SIMPLE algorithm.  The solution procedure to solve for the 
individual component velocity and pressure fields is repeatedly used in connecting ROMs 





Figure 7.1. Reduced-order model (ROM) methodology flowchart 
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7.2. Future Work 
The low-dimensional modeling methodology has focused on transport processes 
for electronics cooling, especially internal turbulent convection with conjugate 
conduction.  However, the framework is general enough to accommodate a wide range of 
other thermal – fluid mechanisms including radiation, electrohydrodynamics and 
chemically reacting flows.  This procedure can also be extended to non-continuum 
simulations such as molecular dynamics with varying parameters or boundary conditions 
to integrate micro- and nanoscale mass, momentum and energy transfers into full-scale 
engineering computations.  This would allow one to efficiently link non-continuum 
models into complex engineering systems, without requiring mathematical 
homogenization procedures. 
The development of reduced-order models represents a paradigm shift in 
computational thermal sciences.  Much research in this area is currently focused on 
higher order approximation schemes and advanced mesh generation, intrinsically 
enlarging the computational effort.  Given the limitations in modeling complex 
geometries and nonlinear phenomena, model reduction provides a tool to rapidly 
characterize the dominant behavior of the system, which can be used in conjunction with 
robust design techniques to perform optimization studies and design control schemes for 
systems with modeling and operational uncertainty.  The reduced-order modeling 
framework was developed for use in conjunction with design and optimization tools.  
This research bridges the gap between the large data sets generated by experimental and 
numerical solutions of thermal – fluid transport in complex geometries, and forms a link 
to research in design.  Low-dimensional modeling can also be incorporated into the 
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emerging field of simulation-based design, where experimentally validated, reduced-
order models can be used to efficiently analyze and design thermal-fluid systems 
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