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Abstract: Nonlinear self-adjointness method for constructing conservation laws of par-
tial differential equations (PDEs) is further studied. We show that any adjoint symmetry
of PDEs is a differential substitution of nonlinear self-adjointness and vice versa. Conse-
quently, each symmetry of PDEs corresponds to a conservation law via a formula if the
system of PDEs is nonlinearly self-adjoint with differential substitution. As a byprod-
uct, we find that the set of differential substitutions includes the set of conservation law
multipliers as a subset. The results are illustrated by three typical examples.
Keywords: Nonlinear self-adjointness with differential substitution, Adjoint symmetry,
Conservation law, Multiplier
1 Introduction
Conservation laws describe physical properties of the PDEs modeling phenomena. They
are used for the study of PDEs such as detecting integrability and linearization, determin-
ing constants of motion, finding potentials and constructing nonlocally-related systems,
checking accuracy of numerical solution methods [1, 2].
It is well-known that Noether’ theorem established a close connection between symme-
tries and conservation laws for the PDEs possessing a variational structure [1,2]. However,
application of Noether’ approach relies on the following two conditions which heavily hin-
der the construction of conservation laws in such way:
(1). The PDEs under consideration must be derived from a variational principle, i.e.
they are Euler-Lagrange equations.
(2). The used symmetries must leave the variational integral invariant, which means
that not each symmetry of the PDEs can generate a conservation law via Noether’ theo-
rem. Note that the symmetry stated here and below refers to the generalized symmetry
of PDEs if no special notations are added.
Thus many researchers dedicated to develop new approaches to get around the lim-
itations of Noether’s theorem [3–7]. In particular, multiplier method is very effective to
construct conservation laws no matter whether or not the PDEs admit a variational prin-
ciple. Olver’s use of the Euler operator provides a feasible way to find all multipliers in
principle [1] while an algorithmic version of this method is the direct construction method
where the corresponding local conservation laws are presented through an homotopy in-
tegral formula [4–6].
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Recently, Ibragimov provides a special method, named by nonlinear self-adjointness
method, to construct some conservation laws of PDEs [8–10]. The two required con-
ditions of this approach are the admitted symmetries and the differential substitutions
which convert nonlocal conservation laws to local ones. As for the first requirement, find-
ing the symmetries of the PDEs, there exist a number of well-developed methods and
computer algebra programs [11, 12]. However, the way to obtain the required differential
substitutions is only to use the equivalent identity of the definition involving complicated
computations, which even makes us cannot get the expected results [8, 13, 14].
Therefore in this paper, we show the following two main results:
1. We show that each adjoint symmetry of the PDEs is a differential substitution and
vice versa, which gives a positive answer for finding the differential substitutions with a
new way. As a byproduct, we find that the set of differential substitutions contains the
one of multipliers as a subset.
2. A direct connection among the symmetry, adjoint symmetry and conservation law of
the PDEs is expressed by an explicit formula, where the formula only involves differential
operation instead of integral operation and thus can be fully implemented on a computer.
The above results are exemplified by three illustrated PDEs.
It should be noted that multiplier method does not require the symmetry information
of PDEs but connected with the symmetry and adjoint symmetry [4–6]. On the solution
space of the given system of PDEs, multipliers are symmetries provided that its linearized
system is self-adjoint, otherwise they are adjoint symmetries and can be obtained by
choosing from the set of adjoint symmetries by virtue of the so-called adjoint invariance
conditions [5,6]. Quite recently, Anco shows that the general conservation law formula by
Ibragimov is equivalent to a standard formula for the action of an infinitesimal symmetry
on a conservation law [15–17], what is more, the formula and its earlier version cannot
in general produce all admitted conservation laws which are illustrated by some explicit
examples [18].
The remainder of the paper is arranged as follows. In Section 2, some related notions
and principles are reviewed and the main results are given. In Section 3, three different
PDEs are considered to illustrate the connections among symmetry, adjoint symmetry
and the differential substitution of nonlinear self-adjointness of PDEs. The last section
contains a conclusion of the results.
2 Main results
In this section, we first review some related notions and principles, and then give the main
results of the paper.
2.1 Preliminaries
2.1.1 Symmetry, adjoint symmetry and conservation law
Consider a system of m PDEs with rth-order
Eα(x, u, u(1), · · · , u(r)) = 0, α = 1, 2, . . . , m, (1)
where x = (x1, . . . , xn) is an independent variable set and u = (u1, . . . , um) is a dependent
variable set, u(i) denotes all i-th x derivatives of u. System (1) is normal if each PDE is
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expressed in a solved form for some leading derivative of u such that all other terms in
the system contain neither the leading derivative nor its differential consequences [5, 6].
On the solution space of the given PDEs, a symmetry is determined by its linearized
system while the adjoint symmetry is defined as the solution of the adjoint of the linearized
system [1, 2].
In particular, the determining system of a symmetry Xη = η
i(x, u, u(1), . . . , u(s))∂ui is
the linearization of system (1) annihilating on its solution space, that is,
(LE)
α
ρη
ρ =
∂Eα
∂uρ
ηρ +
∂Eα
∂uρi1
Di1η
ρ + · · ·+
∂Eα
∂uρi1...ir
Di1 . . .Dirη
ρ = 0 (2)
holds for all solutions of system (1). The m-tuple η = (η1, η2, . . . , ηm) is called the
characteristic of the symmetry. In (2) and below, the summation convention for repeated
indices will be used and Di denotes the total derivative operator with respect to x
i,
Di =
∂
∂xi
+ uσi
∂
∂uσ
+ uσij
∂
∂uσj
+ . . . , i = 1, 2, . . . , n.
The adjoint equations of system (2) are
(L ∗E)
ρ
αωρ = ωρ
∂Eρ
∂uα
−Di1
(
ωρ
∂Eρ
∂uαi1
)
+ · · ·+ (−1)rDi1 . . .Dir
(
ωρ
∂Eρ
∂uαi1...ir
)
= 0, (3)
which are the determining equations for an adjoint symmetryXω = ωρ(x, u, u(1), · · · , u(r))∂uρ
of system (1).
In general, solutions of the adjoint symmetry determining system (3) are not solutions
of the symmetry determining system (2). However, if the linearized system (2) is self-
adjoint, then adjoint symmetries are symmetries and system (1) has a variational principle
and thus Noether’ approach is applicable in this case [1].
Definition 2.1 (Conservation law [1]) A conservation law of system (1) is a divergence
expression
Di(C
i) = D1(C
1) + · · ·+Dn(C
n) = 0
for all solutions of system (1). If for some j = 1, . . . , n, xj = t, then Ct is called the
conserved density and the other C i(i 6= j) are called the spatial fluxes and the pair (Ct, C i)
is called a conserved current.
A conservation law is trivial if for all solutions of system (1), C i = DkΘ
ik with
Θik = −Θki for some expressions Θik = Θik(x, u, u(1), · · · , u(r−1)). Any two equivalent
conservation laws differ by a trivial conservation law. For a given PDEs, the set of all
nontrivial conservation laws (up to equivalence) forms a vector space.
2.1.2 Nonlinear self-adjointness with differential substitution
We begin with nonlinear self-adjointness introduced by Ibragimov [8], whose main idea
is first to turn the system of PDEs into Lagrangian equations by artificially adding new
variables, and then to apply the theorem proved in [19] to construct local and nonlocal
conservation laws.
Specifically, let L be the formal Lagrangian of system (1) written as
L = vβEβ(x, u, u(1), . . . , u(r)), (4)
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where vβ are new introduced dependent variables, then the adjoint equations of system
(1) are defined by
(Eα)∗(x, u, v, u(1), v(1), · · · , u(r), v(r)) =
δL
δuα
= 0, (5)
where v = (v1, . . . , vm) and hereinafter, δ/δuα is the Euler operator
δ
δuα
=
∂
∂uα
+
∞∑
s=1
(−1)sDi1 . . .Dis
∂
∂uαi1...is
. (6)
Then the definition of nonlinear self-adjointness of system (1) is given as follows.
Definition 2.2 (Nonlinear self-adjointness [8]) The system (1) is said to be nonlinearly
self-adjoint if the adjoint system (5) is satisfied for all solutions of system (1) upon a
substitution v = ϕ(x, u) such that ϕ(x, u) 6= 0.
Here, ϕ(x, u) = (ϕ1(x, u), . . . , ϕm(x, u)) and v = ϕ(x, u) means vi = ϕi(x, u), ϕ(x, u) 6=
0 means that not all elements of ϕ(x, u) equal zero and is called a nontrivial substitution.
Definition 2.2 is equivalent to the following identities holding for the undetermined non-
singular functions λβα = λ
β
α(x, u, u(1) . . . , u(r))
(Eα)∗(x, u, v, u(1), v(1), · · · , u(r), v(r))|v=ϕ = λ
β
αE
β, (7)
which is applicable in the proofs and computations.
As an extension of the substitution, if v = ϕ(x, u, u(1), . . . , u(s)), then it is called
nonlinear self-adjointness with differential substitution [8, 13, 14].
Definition 2.3 (Nonlinear self-adjointness with differential substitution) The system (1)
is said to be nonlinearly self-adjoint with differential substitution if the adjoint system (5)
is satisfied for all solutions of system (1) upon a substitution v = ϕ(x, u, u(1), . . . , u(s))
such that v 6= 0.
Similarly, Definition 2.3 is equivalent to the following equality
(Eα)∗(x, u, v, u(1), v(1), · · · , u(r), v(r))|v=ϕ(x,u,u(1),...,u(s))
= (λβα + λ
βi1
α Di1 + · · ·+ λ
βi1...is
α Di1 . . .Dis)E
β, (8)
where λβα, λ
βi1
α , . . . , λ
βi1...is
α are undetermined functions of arguments x, u, u(1), . . . , u(r+s)
and non-singular on the solutions of the given PDE system (1) respectively. Since the
highest order derivatives in λβα, λ
βi1
α , . . . , λ
βi1...is
α may be higher than the highest order
derivative in Eα, the right side of system (8) may not linear inDi1 . . .DikE
α, k = 1, . . . , m,
and thus application of equality (8) to find the differential substitutions is a difficult
task [13]. For example, when using equality (8) to search for the differential substitutions
of Klein-Gordon equation (28) studied in Subsection 3.3, equality (8) becomes Eq.(31)
which is not linear in DkxG. Therefore, it is necessary to develop new approaches to search
for differential substitution.
After finding the differential substitutions of nonlinear self-adjointness, we will use the
following theorem to construct conservation laws of the system [19].
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Theorem 2.4 Any infinitesimal symmetry (Local and nonlocal)
X = ξi(x, u, u(1), . . . )
∂
∂xi
+ ησ(x, u, u(1), . . . )
∂
∂uσ
of system (1) leads to a conservation law Di(C
i)|Eα=0 = 0 constructed by the formula
C i = ξiL+W σ
[
∂L
∂uσi
−Dj(
∂L
∂uσij
) +DjDk(
∂L
∂uσijk
)− . . .
]
+Dj(W
σ)
[
∂L
∂uσij
−Dk(
∂L
∂uσijk
) + . . .
]
+DjDk(W
σ)
[
∂L
∂uσijk
− . . .
]
+ . . . , (9)
where W σ = ησ − ξjuσj and L is the formal Lagrangian (4) which is written in the sym-
metric form about the mixed derivatives.
Note that the first term ξiL in the right side of formula (9) is actually trivial since
L = 0 holds identically for any solution of the given PDE system (1) [8, 18].
2.1.3 Multiplier
Multipliers are a set of functions which multiplies a system of PDEs in order to make the
system get a divergence form, then for any solution of the equations this divergence will
equal zero and one will get a conservation law.
Definition 2.5 (Multiplier [6]) A multiplier for system (1) is a set of non-singular func-
tions on the solution space
Λ = {Λ1(x, u, u(1), . . . , u(s)), . . . , Λm(x, u, u(1), . . . , u(s))}, (10)
satisfying
Λβ(x, u, u(1), . . . , u(s))E
β(x, u, u(1), . . . , u(r)) = Di(C
i) (11)
with some expressions C i for any function u.
For a normal PDE system (1) with no differential identities, Eq.(11) demonstrates
that a conservation law is trivial if the corresponding multiplier vanishes identically on
the solution space of system (1), otherwise it is nontrivial [16]. Thus there is a one-to-one
correspondence between conservation laws (up to equivalence) and multipliers evaluated
on the solution space of the normal system (1) without differential identities. Since Euler
operator δ/δuσ with σ = 1, 2, . . . , m acting on the divergence expression Di(C
i) yields
zero identically, so the following theorem is established [1, 2].
Theorem 2.6 A non-singular local multiplier (10) yields a local conservation law for the
PDEs system (1) if and only if the set of identities
δ
δuσ
(
Λβ(x, u, u(1), . . . , u(s))E
β(x, u, u(1), . . . , u(r))
)
= 0 (12)
holds for arbitrary functions u = u(x).
Since system (12) holds for arbitrary u = u(x), one can treat each u and its derivatives
as independent variables, and consequently separate system (12) into an over-determined
linear PDEs system about Λβ whose solutions are multipliers. When the calculation
works on the solution space of the given PDEs expressed in a Cauchy-Kovalevskaya form,
multipliers are selected from the set of adjoint symmetries using the Helmholtz-type con-
ditions [5, 6].
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2.2 Main results
We first give an equivalent definition of nonlinear self-adjointness with differential sub-
stitution. Definition 2.3 means that adjoint system (5), after inserted by the differential
substitution v = ϕ(x, u, u(1), . . . , u(s)), holds identically on the solution space of original
system (1). This property can be used as the following alternative definition for nonlinear
self-adjointness with differential substitution.
Definition 2.7 (Nonlinear self-adjointness with differential substitution) The system (1)
is nonlinearly self-adjoint with differential substitution if the adjoint system (5) upon a
nontrivial differential substitution v = ϕ(x, u, u(1), . . . , u(s)) holds on the solution space of
system (1).
In the sense of Definition 2.7, nonlinear self-adjointness with differential substitution
is equivalent to the following equality
(Eα)∗|v=ϕ =
δL
δuα |v=ϕ
= 0, when Eα = 0, (13)
which is called the determining system of differential substitution.
Following the idea of Definition 2.7, we obtain the following results. Note that though
Theorem 2.8 has been obtained in [15, 18], here we show it from the point of view of the
equivalent Definition 2.7 of nonlinear self-adjointness.
Theorem 2.8 Any adjoint symmetry of system (1) is a differential substitution of non-
linear self-adjointness and vice versa.
Proof. We start with Eq.(13). Since v is a new introduced dependent variable set,
then on the solution space of system (1), Eq.(13) can be explicitly expressed as
(Eα)∗|v=ϕ =
δL
δuα |v=ϕ
=
[
vβ
∂Eβ
∂uα
+
∞∑
r=1
(−1)rDi1 . . .Dir
(
vβ
∂Eβ
∂uαi1...ir
)]
|v=ϕ
= 0. (14)
Obviously, system (14) and the adjoint symmetry determining system (3) are the same
in the form, thus solutions of Eq.(14) satisfy Eq.(3) and vice versa. The proof ends. 
Theorem 2.8 provides an effective way to search for differential substitution of nonlin-
ear self-adjointness, which is equivalent to find the adjoint symmetry of PDEs. Further-
more, for a given differential substitution of nonlinear self-adjointness, formula (9) can
generate a conservation law with the symmetry of system (1), thus together with Theorem
2.4 and Theorem 2.8, we formulate the following algorithm for constructing conservation
laws of PDEs.
Step 1: Compute symmetries and adjoint symmetries admitted by the PDEs.
Step 2: Construct the formal Lagrangian L and find the differential substitutions.
By Theorem 2.8, the admitted adjoint symmetries are the required differential substi-
tutions of nonlinear self-adjointness.
Step 3: With the above known symmetry information, use formula (9) to construct
conservation laws of the PDEs.
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Since computing symmetry and adjoint symmetry is an algorithmic procedure, thus a
variety of symbolic manipulation programs have been developed for many computer alge-
bra systems (See [11, 12] and references therein). Furthermore, the general conservation
law formula (9) only involve differential operation instead of integral operation. Hence,
the proposed algorithm can be fully implemented on a computer.
Remark 2.9 For the PDEs having a Lagrangian, nonlinear self-adjointness method has
two merits in comparison with Noether’ theorem: neither constructing a Lagrangian nor
choosing the variational symmetries from the set of admitted symmetries.
However, it should be noted that the constructed conservation laws by the Ibragimov’s
method is incomplete and may be trivial, thus one should adopt some tools to check the
triviality such as the physical properties of conservation laws or whether the obtained
conservation law corresponds to some nontrivial multiplier [18].
To end this section, we study the connection between nonlinear self-adjointness with
differential substitution and multiplier method. Multiplier method for the normal PDEs
is further studied in [5,6,15,16], which states that multipliers can be obtained by choosing
from the set of adjoint symmetries with the adjoint invariance conditions, thus by Theorem
2.8, we have:
Corollary 2.10 For the normal PDE system (1), the set of differential substitutions
contains the one of multipliers as a subset.
It is well-known that any non-variational symmetry of an Euler-Lagrange system is
an adjoint symmetry (which coincides with a symmetry) but not a multiplier [2], thus
from Corollary 2.10, there exist some adjoint symmetries which are differential substitu-
tions but not multipliers of system (1), this case will be exemplified by a nonlinear wave
equation in the next section. Another simple observation is that if a PDE system admits
a conservation law, then the multiplier is an adjoint-symmetry and hence the system is
nonlinearly self-adjoint.
3 Three illustrated examples
In this section, we consider three examples, where the first example is a nonlinear wave
equation used to demonstrate the result of Corollary 2.10, the second one is the Thomas
equation which shows that nonlinear self-adjointness with differential substitution method
can deal with the PDEs without having a Lagrangian and finds new substitutions, and
the third one is the Klein-Gordon equation used to illustrate the effectiveness of nonlinear
self-adjointness with differential substitution when dealing with the PDEs derived from
a variational principle. Note that in this section u = u(x, t) is a dependent variable of
two independent variables x and t, and we will not differentiate ux and ∂xu, which is also
suitable for the cases of higher-order derivatives.
Before going further, we first define two operators in order to simplify some expressions
in the computations. The symbol R∆[∂
i
x∂
j
t u] stands for
R∆[∂
i
x∂
j
tu]Θ = ∆∂ix∂jt u
Θ+∆
∂i+1x ∂
j
t u
DxΘ+∆∂ix∂j+1t u
DtΘ
+∆
∂i+2x ∂
j
t u
D2xΘ+∆∂i+1x ∂j+1t u
DxDtΘ+∆∂ix∂j+2t u
D2tΘ+ . . . , (15)
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while
W∆[∂
i
x∂
j
tu]Θ = Θ∆∂ix∂jt u
−Dx
(
Θ∆
∂i+1x ∂
j
t u
)
−Dt
(
Θ∆
∂ix∂
j+1
t u
)
+D2x
(
Θ∆
∂i+2x ∂
j
t u
)
+ DxDt
(
Θ∆
∂i+1x ∂
j+1
t u
)
+ D2t
(
Θ∆
∂ix∂
j+2
t u
)
+ . . . ,
where i and j are nonnegative integers, the symbols Dt and Dx are the total differential
operators on the solution space of the corresponding targeted PDEs.
3.1 A nonlinear wave equation
The first example is to consider a nonlinear wave equation [2, 5]
E = utt − u
2uxx − uu
2
x = 0, (16)
which has a variational principle given by the action integral S =
∫
(u2t + u
2u2x)/2 dtdx
and thus the adjoint symmetry and the symmetry are identical.
We first apply multiplier method to study conservation laws of Eq.(16). A function
Λ = Λ(x, t, u, ux, ut) is a multiplier of Eq.(16) if and only if Euler operator (6) acting on
the multiplication ΛE yields zero for any u = u(x, t), i.e.,
δ(ΛE)
δu
= D2tΛ− u
2D2xΛ− 2uuxDxΛ
−(2uuxx + u
2
x)Λ + EΛu −Dx(EΛux)−Dt(EΛut) = 0. (17)
Splitting Eq.(17) with respect to utt and its differential results, we find that the de-
termining system for multiplier Λ consists of the symmetry determining system
D
2
t Λ− u
2D2xΛ− 2uuxDxΛ− (2uuxx + u
2
x)Λ = 0, (18)
where Dt = ∂t+ ut∂u+ uxt∂ux + (u
2uxx+ uu
2
x)∂ut + . . . is the total derivative operator on
the solution space of Eq.(16), and
2Λu −DtΛut −DxΛux = 0, (19)
which is called the adjoint invariance condition. Note that Dt is connected with Dt by the
equality DtΛ = DtΛ+RΛ[∂tu]E which implies Dt = Dt on the solution space of Eq.(16).
On the other hand, Eq.(16) is invariant under the symmetry X = (u − xux)∂u, then
function Λ = u − xux is a solution of Eq.(18) but does not satisfy the adjoint invariance
condition (19), thus it is not a multiplier. However, by Theorem 2.8, function Λ is
a differential substitution of nonlinear self-adjointness for Eq.(16), then set the formal
Lagrangian
L = (u− xux)(utt − u
2uxx − uu
2
x),
and by means of Theorem 2.4, we obtain a nontrivial conservation law
DtC
t
(16) +DxC
x
(16) =
[
WDtη[∂tu](u− xux)−Wη[∂tu](ut − xuxt)− 2η − xDxη
]
∗ E
given by the formulae
Ct
(16) = (u− xux)Dtη − η(ut − xuxt),
Cx
(16) = (xux − u)u
2Dxη − xu
2uxxη,
8
where X = η(x, t, u, ux, ut, . . . )∂u is a symmetry of Eq.(16).
For example, choose a simple translation symmetry of t with characteristic η = ut,
then we obtain a nontrivial conservation law,
DtC
t
(16) +DxC
x
(16) = −3ut ∗ E, (20)
where
Ct
(16) = (u− xux)(u
2uxx + uu
2
x)− u
2
t + xutuxt,
Cx
(16) = xu
2uxuxt − u
3uxt − xu
2uxxut.
In fact, multiplier Λ = ut generate a conservation law
Dt
(
−
3
2
u2t −
3
2
u2u2x
)
+Dx(3u
2uxut) = −3ut ∗ E, (21)
which corresponds to conservation of energy.
It is well-known that for PDEs (16) there is a one-to-one correspondence between
conservation laws (up to equivalence) and multipliers evaluated on the solution space
[15, 16], thus the conserved currents of conservation laws (20) and (21) are connected by
Ct
(16) = −
3
2
u2t −
3
2
u2u2x +Dx
(
u3ux −
1
2
xu2u2x +
1
2
xu2t
)
,
Cx
(16) = 3u
2uxut +Dt
(
− u3ux +
1
2
xu2u2x −
1
2
xu2t
)
.
which means (20) and (21) are equivalent by a trivial conservation law
Dx
[
Dt
(
− u3ux +
1
2
xu2u2x −
1
2
xu2t
)]
+Dt
[
Dx
(
u3ux −
1
2
xu2u2x +
1
2
xu2t
)]
≡ 0.
3.2 The Thomas equation
The Thomas equation is written as
F = uxt + αux + βut + γuxut = 0, (22)
which arises in the study of chemical exchange process [20], where the constants α, β and
γ satisfy α > 0, β > 0, γ 6= 0. The property of nonlinear self-adjointness had been studied
in [8]. Note that Eq.(22) is not variational due to the involved terms αux and βut, but
there exists a one-to-one correspondence between multipliers and conservation laws since
it is a wave-type equation.
Following the infinitesimal symmetry criterion for PDEs [1], the determining equation
for a symmetry X = η(x, t, u, ∂xu, ∂tu, . . . )∂u of Eq.(22) is
DtDxη + αDxη + βDtη + γuxDtη + γutDxη = 0 (23)
holding for all solutions of Eq.(22). The adjoint equation of Eq.(23) is
DtDxψ − αDxψ − βDtψ − γuxDtψ − γutDxψ + 2γ(αux + βut + γuxut)ψ = 0, (24)
which is the determining system of an adjoint symmetry X = ψ(x, t, u, ∂xu, ∂tu, . . . , )∂u.
Then by Theorem 2.8, solutions of Eq.(24) are the differential substitution of nonlinear
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self-adjointness. Note that the symmetry and adjoint symmetry do not contain uxt nor
its differential results since they can be expressed through Eq.(22).
Introduce the formal Lagrangian of Eq.(22) in the symmetric form for the mixed
derivative uxt
L = v
(1
2
uxt +
1
2
utx + αux + βut + γuxut
)
,
where v is a new dependent variable, then by formula (9), we obtain the following general
conservation law formulae.
Theorem 3.1 A conservation law
(
DtC
t
(22) +DxC
x
(22)
)
|F=0
= 0 of Eq.(22) is given by
Ct
(22) = (γuxv + β v)η + vDxη,
Cx
(22) = (γutv + α v −Dtv)η, (25)
where differential substitution v = ψ(x, t, u, ∂xu, ∂tu, . . . ) determined by Eq.(24) and X =
η(x, t, u, ux, ut, . . . )∂u is a symmetry of Eq.(22). In (25), Dx and Dt are the total derivative
operators which expresses uxt and its derivatives through Eq.(22).
In what follows, we first search for differential substitution and then use formulae (25)
to construct conservation laws of Eq.(22). Assume ψ = f(x, t, u)ux+g(x, t, u)ut+h(x, t, u),
then substitute it into Eq.(24) and collect the coefficients of different powers of ux, ut, uxx
and utt, we obtain
huu − 3γhu + 2γ
2h = 0,
2α2g − αgt − 2αhu − γht + htu + 2αγh = 0,
2β2f − βfx − 2βhu − γhx + hxu + 2βγh = 0,
fu − 2γf = ft − 2αf = gu − 2γg = gx − 2βg = 0. (26)
Solving system (26) gives
ψ = B(x, t)eγu + c1e
2(γu+αt+βx)
+e2(γu+αt+βx)
[
(c3 − c2t)ut + (c2x+ c4)ux +
1
γ
(c2βx− c2αt+ c3α+ c4β)
]
, (27)
where c1, . . . , c4 are arbitrary constants and B(x, t) satisfies Bxt − αBx − βBt = 0 such
that ψ 6= 0.
Obviously, when c2 = c3 = c4 = 0, adjoint symmetry (27) becomes the substitution
of nonlinear self-adjointness, which is identical to the results in [8], while expression (27)
with B(x, t) = c1 = 0 is a new differential substitution and may generate new nontrivial
conservation laws of Eq.(22) .
Example 1. The first example is to consider the case v = e2(γu+αt+βx)(ut+ α/γ) and
η = −ux, then by (25) we have
Ct
(22) = −e
2(γu+αt+βx)
[
αβux + αγu
2
x + αuxx + γ(βux + γu
2
x + uxx)ut
]
,
Cx
(22) = e
2(γu+αt+βx)
[
γuxutt + α
2ux + 2αγuxut + γ
2uxu
2
t
]
,
which gives a conservation law
DtC
t
(22) +DxC
x
(22) = 2βe
2(γu+αt+βx)
(
α + γut
)
∗ F.
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Example 2. The second example is v = e2(γu+αt+βx)(ux + β/γ) and η = f(x, t)e
−γu,
where f satisfies fxt + αfx + βft = 0, then one has
Ct
(22) = e
γu+2αt+2βx
(
γfxux + βfx + βγfux + β
2f
)
, Cx
(22) = αβfe
γu+2αt+2βx,
which gives a conservation law in the form
DtC
t
(22) +DxC
x
(22) = e
γu+2αt+2βx (fx + βf) ∗ F.
Example 3. The last example is v = e2(γu+αt+βx)(xux − tut + (βx − αt)/γ) and
η = −ut, then a conservation law
DtC
t
(22) +DxC
x
(22) = e
2(γu+αt+βx)
[
α (2αt− 2βx− 2γxux + 1) + (γ + 2αγt)ut
]
∗ F
is given by
Ct
(22) = e
2(γu+αt+βx)
(
α2t− αβx+ αγtut − αγxux
)
ux,
Cx
(22) = e
2(γu+αt+βx)
(
α + α2t− αβx+ γut + 2αγtut + γ
2tu2t + γtutt
)
ut.
3.3 The Klein-Gordon equation
In this section, we study the Klein-Gordon equation
G = utt − uxx − g(u) = 0, (28)
where g(u) is a nonlinear function of u. Eq.(28) is used for the description of particle
dynamics in relativistic quantum mechanics and includes a great number of PDEs in
mathematical physics. For a cubic nonlinearity g(u) = u3−u, it is used as a model in field
theory [21]. Eq.(28) with a sin u term is named by sine-Gordon equation which has various
applications and can be solved by inverse scattering method [22]. Eq.(28) also includes
sinh-Gordon equation with g(u) = eu ± e−u, Tzetzeica equation with g(u) = eu ± e−2u
and Mikhailov equation with g(u) = e2u ± e−u, which are all soliton equations.
Conservation laws of Eq.(28) had been studied by multiplier method and variational
symmetry method in [1, 5] respectively. In particular, since there exists a Lagrangian
L = u2x/2 − u
2
t/2 −
∫
g(u)du for Eq.(28), thus the determining equations for the adjoint
symmetry and symmetry are identical. Moreover, there is a one-to-one correspondence
between multipliers and conservation laws for Eq.(28).
3.3.1 Nonlinear self-adjointness with differential substitution
In order to demonstrate the effectiveness of Theorem 2.8, we start with the equality (8)
to show that Eq.(28) is nonlinearly self-adjoint with differential substitution.
Let the formal Lagrangian of Eq.(28)
L = α(utt − uxx − g(u)) (29)
with a new introduced dependent variable α, then the adjoint equation of Eq.(28) is
δL
δu
= D2tα−D
2
xα− g
′(u)α. (30)
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Assume the differential substitution α = ϕ(x, t, u, ∂xu, ∂tu, . . . , ∂
p
xu, ∂
p−1
x ∂tu) and use
the equality (8), then one has
D
2
t ϕ+ Rϕ[u]G+
p−1∑
i=0
DixG
[
Dt(ϕ∂ix∂tu) + Dt(ϕ∂ix∂tu)
]
−D2xϕ− g
′(u)ϕ
=
p∑
j=0
λjD
j
xG+
p−1∑
k=0
µkD
k
xDtG+
p−1∑
l,s=0
νlsD
l
xGD
s
xG, (31)
where, hereinafter, λj, µk, νls(i, k, l, s = 1, . . . , p− 1) are arbitrary functions of x, t, u and
up to p+ 2 order derivatives of u without containing utt and its differential results, and
Dt = ∂t + ut∂u + uxt∂ux + (uxx + g(u))∂ut + . . .
is the total derivative operator which expresses utt and its derivatives through Eq.(28).
In particular, Dtϕ = Dtϕ+Rϕ[∂tu]G and Dt = Dt on the solution space of Eq.(28). Note
that the differential substitution ϕ does not involve utt and its differential results since
they can be eliminated by Eq.(28).
By considering whether the terms in Eq.(31) contain utt and its differential conse-
quences or not, we obtain the determining system of the substitution ϕ, consisting of
D
2
t ϕ−D
2
xϕ− g
′(u)ϕ = 0, (32)
which is the determining system for a symmetry X = ϕ∂u of Eq.(28), and an extra
determining condition on ϕ
Rϕ[u]G+
p−1∑
i=0
DixG
[
Dt(ϕ∂ix∂tu) + Dt(ϕ∂ix∂tu)
]
=
p∑
j=0
λjD
j
xG+
p−1∑
k=0
µkD
k
xDtG+
p−1∑
l,s=0
νlsD
l
xGD
s
xG. (33)
Since Dt∆ = Dt∆+ R∆[∂tu]G for the function ∆, thus Eq.(33) becomes
Rϕ[u]G+
p−1∑
i=0
DixG
[
Rϕ
∂ix∂tu
[∂tu]G+ 2Dt(ϕ∂ix∂tu)
]
=
p∑
j=0
λjD
j
xG+
p−1∑
k=0
µkD
k
xDtG+
p−1∑
l,s=0
νlsD
l
xGD
s
xG. (34)
Then splitting Eq.(34) with respect to G and its differential consequents, we obtain
ϕ∂kx∂tu − µk = 0,
ϕ
∂ix∂tu ∂
j
x∂tu
− νij = 0,
ϕ∂ixu + 2Dt(ϕ∂ix∂tu)− λi = 0,
ϕ∂pxu − λp = 0, i, j, k = 0, 1, . . . , p− 1. (35)
Since λi, µk, νij and λp are undetermined functions of their arguments, thus system
(35) holds identically which demonstrates that the essential requirement of a function
ϕ to be a differential substitution of Eq.(28) is the symmetry determining system (32).
Then we have:
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Theorem 3.2 The characteristic ϕ = ϕ(x, t, u, ∂xu, ∂tu, . . . , ∂
p
xu, ∂
p−1
x ∂tu) of a symmetry
X = ϕ∂u is a differential substitution of nonlinear self-adjointness and vice versa.
Theorem 3.2 means that finding differential substitution is turned into solve symmetry
determining system (32). On the other hand, since Eq.(28) comes from a Lagrangian and
possesses conservation laws for energy, momentum, etc, it is automatically nonlinearly
self-adjoint. Moreover, since the adjoint-symmetries are same as symmetries for Eq.(28),
nonlinear self-adjointness with differential substitution is equivalent to the existence of
generalized symmetries.
3.3.2 Relation to multiplier method
We use multiplier method to study conservation law of Eq.(28) in order to compare it
with nonlinear self-adjointness with differential substitution.
Following the idea of multiplier method [1,2,6], a function Λ = Λ(x, t, u, ∂xu, ∂tu, . . . ,
∂pxu, ∂
p−1
x ∂tu) is a multiplier of Eq.(28) if and only if Euler operator annihilates ΛG iden-
tically, that is
δ(ΛG)
δu
= D2tΛ−D
2
xΛ− g
′(u)Λ + ΛuG
−Dx(Λ∂xuG) + · · ·+ (−Dx)
p(Λ∂pxuG) + (−Dx)
p−1Dt(Λ∂p−1x ∂tuG)
= 0. (36)
On the solution space of Eq.(28), collecting the separation of Eq.(36) in terms of G
and its differential consequents yields a determining system for the multiplier Λ, which
contains the symmetry determining equation
D
2
t Λ−D
2
xΛ− g
′(u)Λ = 0, (37)
and the so-called “adjoint invariance conditions” or “ Helmholtz-type conditions”
(1 + (−1)p)Λ∂pxu = 0,
Λ∂ix∂tu +
p−1∑
j=0
(−1)j+1
(
j
i
)
Dj−ix Λ∂jx∂tu = 0,
Λ∂ix∂tu ∂kx∂tu +
p−1∑
j=0
(−1)j+1
(
j
i
)
Dj−ix Λ∂jx∂tu ∂kx∂tu = 0, k = 1, . . . , p− 1, (38)
Λ∂ixu + 2DtΛ∂ix∂tu +
p−1∑
j=0
(−1)j+1
(
j
i
)
Dj−ix DtΛ∂jx∂tu +
p∑
j=0
(−1)j
(
j
i
)
Dj−ix Λ∂jxu = 0,
where
(
j
i
)
= j!/(i!(j − i)!).
Summarizing the above computations, we obtain:
Theorem 3.3 A function Λ = Λ(x, t, u, ∂xu, ∂tu, . . . , ∂
p
xu, ∂
p−1
x ∂tu) is a multiplier of Eq.(28)
if and only if it satisfy system (37) and (38).
Obviously, the conditions of multiplier for Eq.(28) are system (37) and (38) while the
condition of differential substitution is only (37), thus the set of differential substitutions
includes the one of multipliers as a subset.
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3.3.3 Conservation law
By Theorem 2.4, a general conservation law formula of Eq.(28) is given as follows.
Theorem 3.4 Assume a symmetry X = η(x, t, u, ∂xu, ∂tu, . . . )∂u leaves Eq.(28) invari-
ant, then a conservation law
DtC
t +DxC
x =
(
WDtη[∂tu]α−Wη[∂tu]Dtα+ Wα[∂tu]Dtη −WDtα[∂tu]η
)
∗G
is given by the formulae
Ct = αDtη − ηDtα, C
x = ηDxα− αDxη, (39)
where the differential substitution α = ϕ(x, t, u, ∂xu, ∂tu, . . . , ∂
p
xu, ∂
p−1
x ∂tu)( 6= η) is given
by Theorem 3.2.
Given a differential substitution provided in Theorem 3.2, formulae (39) build a con-
nection between symmetries and conservation laws for Eq.(28).
In what follows, we apply Theorem 3.4 to construct local conservation laws of Klein-
Gordon equation (28).
For arbitrary function g(u), Eq.(28) admits space translation symmetry X1 = ux∂u,
time translation symmetry X2 = ut∂u and rotation symmetry X3 = (tux + xut)∂u, then
by Theorem 3.2 we obtain three differential substitutions
ϕ1 = ux, ϕ2 = ut, ϕ3 = tux + xut. (40)
A symmetry Xη = η
i(x, u, u(1), . . . , u(s))∂ui of Eq.(1) is a variational symmetry if and
only if prXη(L) +
∑n
i=1Di(ξi L) = Div(B) holds for all x, u, where L is the Lagrangian
of Eq.(1), prXη(L) denotes the proper prolongation of Xη and Div(B) is the divergence
expression for some B = (B1, . . . , Bn) [1, 2].
It is easy to show that symmetries X1, X2 and X3 are variational symmetries and by
Noether’ theorem corresponds to three conservation laws
(
DtC˜
t
i + DxC˜
x
i
)
|G=0
= 0 (i =
1, 2, 3) where the conserved currents are given by
C˜t1 = −uxut, C˜
x
1 =
1
2
(u2x + u
2
t ) +
∫
g(u)du;
C˜t2 =
1
2
(u2x + u
2
t )−
∫
g(u)du, C˜x2 = −uxut;
C˜t3 =
1
2
x
(
u2x − 3u
2
t − 2
∫
g(u)du
)
− tuxut,
C˜x3 =
1
2
t
(
3u2x − u
2
t − 2
∫
g(u)du
)
+ xuxut. (41)
On the other hand, from the point of view of nonlinear self-adjointness with differential
substitution and by Theorem 3.4, the conservation law associated with ϕ1
DtC
t
1 +DxC
x
1 =
(
WDtη[∂tu]ux −Wη[∂tu]uxt +Dxη
)
∗G
is given by Ct1 = uxDtη − ηuxt and C
x
1 = ηuxx − uxDxη, while the one associated with ϕ2
DtC
t
2 +DxC
x
2 =
[
WDtη[∂tu]ut −Wη[∂tu](uxx + g(u)) + Dtη
]
∗G
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is determined by Ct2 = utDtη−ηuxx−ηg(u) and C
x
2 = ηutx−utDxη, and the one associated
with ϕ3
DtC
t
3 +DxC
x
3 =
[
WDtη[∂tu](tux + xut) + tDxη
−Wη[∂tu](xuxx + tuxt + xg(u) + ux) + xDt
]
∗G
is expressed by
Ct3 = (tux + xut)Dtη − (xuxx + xg(u) + tuxt + ux)η,
Cx3 = (ut + tuxx + xuxt)η − (tux + xut)Dxη,
where X = η∂u is a symmetry of Eq.(28).
Observe the above two methods for Eq.(28) with arbitrary g(u), we find that Noether’
theorem constructs first-order local conservation laws determined by (41) while nonlinear
self-adjointness with differential substitution method generates high-order local and non-
local conservation laws, where nonlocal ones arise from nonlocal differential substitutions.
Moreover, since any of the obtained conservation laws corresponds to a multiplier, mul-
tiplier method yields all conservation laws of Eq.(28) while formula (39) only gives parts
of them such as high-order local and nonlocal ones.
We consider a special case g(u) = un, which corresponds to the Klein-Gordon equation
with power law nonlinearity
Gkg = utt − uxx − u
n = 0, n 6= −1, 0, 1, (42)
which is studied in the context of relativistic quantum mechanics. The Lie point symme-
tries admitted by Eq.(42) are extended by X4 =
(
2u/(n− 1) + xux + tut
)
∂u in addition
to Xi(i = 1, 2, 3).
With the help of the criterion of variational symmetry [1], we find that the expression
prX4(L) +Dx(−xL) +Dt(−t L) =
2
3(n− 1)
(
3u2x − 3u
2
t + nu
3 − 4u3
)
,
does not take the divergence form for any x, t and u, where L = u2x/2−u
2
t/2−u
n+1/(n+1)
is the Lagrangian of Eq.(42) and prX4(L) denotes the first-order prolongation of X4, thus
X4 is not a variational symmetry and cannot be used to construct conservation law via
Noether’ theorem. However, in the context of nonlinear self-adjointness with differential
substitution, one can use it to generate conservation laws of Eq.(42) from the following
two aspects:
(I). For example, substitute η = 2u/(n− 1) + xux+ tut and α = ux into formula (39),
one obtains a nontrivial conservation law of Eq.(42)
DtĈ
t
(42) +DxĈ
x
(42) =
n + 3
n− 1
ux ∗Gkg,
where Λ = (n + 3)/(n− 1)ux is a multiplier and
Ĉt
(42) = tuxu
n − tutuxt +
1
n− 1
(
nuxut + uxut − 2uuxt
)
,
Ĉx
(42) = tutuxx +
1
2(n− 1)
(
4uuxx − nu
2
x − 3u
2
x
)
.
15
(II). On the other hand, by Theorem 3.2, the characteristic of symmetry X4 is a
differential substitution of nonlinear self-adjointness, i.e., α = 2u/(n − 1) + xux + tut.
Then by Theorem 3.4, a nontrivial conservation law
DtC˜
t
(42) +DxC˜
x
(42) =
(
WDtη[∂tu]α−Wη[∂tu]Dtα−
2η
n− 1
+ xDxη + tDtη
)
∗Gkg
is given by the formulae
C˜t
(42) =
( 2u
n− 1
+ xux + tut
)
Dtη −
( 2ut
n− 1
+ xuxt + ut + tuxx + tu
n
)
η,
C˜x
(42) =
( 2ux
n− 1
+ ux + xuxx + tuxt
)
η −
( 2u
n− 1
+ xux + tut
)
Dxη,
where X = η ∂u is a symmetry admitted by Eq.(42) such that the multiplier is not zero.
4 Conclusion
We show that the set of adjoint symmetries admitted by the PDEs is identical to the
one of differential substitutions of nonlinear self-adjointness, and then express the cor-
respondence between symmetries, adjoint symmetries and conservation laws via formula
(9), which avoids integral operation by multiplier method. Furthermore, we demonstrate
that the set of differential substitution of nonlinear self-adjointness contains the one of
conservation law multipliers as a subset. Three different types of examples illustrate our
results. In addition, the presented results, after proper arrangements, can be applied to
study approximate nonlinear self-adjointness of perturbed PDEs [8, 23, 24].
Acknowledgments
We sincerely appreciate the referees for valuable comments and improvements. This paper
is supported by the National Natural Science Foundation of China (Nos. 11671014 and
11301012), Beijing Natural Science Foundation (No.1173009), Scientific Research Project
of Beijing Educational Committee (No.KM201710009011).
References
[1] P.J. Olver, Applications of Lie Groups to Differential Equations, Springer-Verlag,
New York (1993).
[2] G.W. Bluman, A.F. Cheviakov and S.C. Anco, Applications of Symmetry Methods
to Partial Differential Equations, Springer-Verlag, New York (2010).
[3] L. Martinez Alonso, On the Noether map, Lett. Math. Phys. 3 (1979) 419-424.
[4] S.C. Anco, G.W. Bluman, Direct construction of conservation laws from field equa-
tions, Phys. Rev. Lett. 78 (1997) 2869–2873.
[5] S.C. Anco, G.W. Bluman, Direct construction method for conservation laws of partial
differential equations Part I: Examples of conservation law classifications, Eur. J.
Appl. Math. 13 (2002) 545-566.
16
[6] S.C. Anco, G.W. Bluman, Direct construction method for conservation laws of partial
differential equations Part II: General treatment, Eur. J. Appl. Math. 13 (2002) 567-
585.
[7] A.H. Kara, F.M. Mahomed, Noether-type symmetries and conservation laws via par-
tial Lagrangians, Nonlinear Dyn. 5 (2006) 367-383.
[8] N.H. Ibragimov, Nonlinear self-adjointness in constructing conservation laws,
Archives of ALGA, 7/8 (2011) 1-99.
[9] M. Torrisi, R. Tracina`, Quasi self-adjointness of a class of third order nonlinear
dispersive equations, Nonlin. Anal. RWA 14 (2013) 1496-1502.
[10] I.L. Freire, J.C.S. Sampaio, Nonlinear self-adjointness of a generalized fifth-order
KdV equation, J. Phys. A: Math. Theor. 45 (2012) 032001 (7pp)
[11] T. Chaolu, G.W. Bluman, An algorithmic method for showing existence of nontrivial
nonclassical symmetries of partial differential equations without solving determining
equations, J. Math. Anal. Appl. 411 (2014) 281-296.
[12] A.F. Cheviakov, GeM software package for computation of symmetries and conser-
vation laws of differential equations, Computer Phys. Commun. 176 (2007) 48-61.
[13] Z.Y. Zhang, On the existence of conservation law multiplier for partial differential
equations, Commun. Nonlin. Sci. Num. Simul. 20 (2015) 338-351.
[14] M.L. Gandarias, Nonlinear self-adjointness through differential substitutions, Com-
mun. Nonlin. Sci. Num. Simul. 19 (2014) 3523-3528.
[15] S.C. Anco, Symmetry properties of conservation laws. Int. J. Mod. Phys. B 30 (2016)
1640004 (12 pages).
[16] S.C. Anco, Generalization of Noether’s theorem in modern form to non-variational
partial differential equations. To appear in Fields Institute Communications (2016).
[17] S.C. Anco, A.H. Kara, Symmetry invariance of conservation laws of partial differen-
tial equations, Euro. J. Appl. Math. (2017) 1-40.
[18] S.C. Anco, On the incompleteness of Ibragimov’s conservation law theorem and its
equivalence to a standard formula using symmetries and adjoint-symmetries, Sym-
metry 9 (2017) 33 (28pp).
[19] N.H. Ibragimov, A new conservation theorem, J. Math. Anal. Appl. 333 (2007) 311-
328.
[20] R.R. Rosales, Exact solutions of a certain nonlinear wave equation, J. Math. Phys.
45 (1966) 235-265.
[21] R.F. Dashen, B. Hasslacher, A. Neveu, Nonperturbative methods and extended-
hadron models in field theory. II. Two-dimensional models and extended hadrons,
Phys. Rev. D 10 (1974) 4130-4138.
[22] T. Aktosun, F. Demontis, C. van der Mee, Exact solutions to the sine-Gordon equa-
tion, J. Math. Phys. 51 (2010) 123521.
17
[23] Z.Y. Zhang, Approximate nonlinear self-adjointness and approximate conservation
laws, J. Phys. A: Math. Theor. 46 (2013) 155203 (13pp).
[24] Z.Y. Zhang, Y.F. Chen, Determination of approximate non-linear self-adjointness
and approximate conservation law, IMA J. Appl. Math. 80 (2015) 728-746.
18
