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In this paper we obtain, by the method of subordination chains, a sufﬁcient con-
dition for the analyticity and the univalence of the functions deﬁned by an integral
operator. In particular cases, I ﬁnd the well-known conditions for univalency estab-
lished by Ruscheweyh [7], Ahlfors [1], Becker [2], and Lewandowski [3]. © 2001
Academic Press
1. INTRODUCTION
We let Ur = z ∈ C  z < r denote the disk of z-plane, where r ∈
0 1U1 = U , and I = 	0∞. Let A be the class of functions f analytic
in U such that f 0 = 0 f ′0 = 1.
The ﬁrst result concerning univalence criteria is related to the univalence
of an analytic function f in the unit disk. The univalence criterion due to
Becker [2] and his generalization obtained by Ahlfors [1] are well known.
Ruscheweyh’s criterion in the disk is an extension of these two criteria.
Theorem 1.1 ([7]). Let s and c be complex numbers, s = a+ ib a > 0
b ∈ R c = 0 s + c ≤ s, and f ∈ A. If∣∣∣∣cz2 + s − a1− z2
[
s
(
1+ zf
′′z
f ′z
)
+ 1− szf
′z
f z
] ∣∣∣∣ ≤M (1)
for all z ∈ U , where
M =
{
as + a− 1s + c a ∈ 0 1
s a ≥ 1 (2)
then the function f is univalent in U .
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Remark. For s = 1, Theorem 1.1 is Ahlfors’ criterion, and for s = 1
and c = −1 we get Becker’s criterion.
In this paper we shall study the analyticity and the univalence of a family
of functions deﬁned by an integral operator. Our considerations are based
on the theory of Lo¨wner chains; we ﬁrst recall here the basic result of this
theory, from Pommerenke [5].
2. PRELIMINARIES
Theorem 2.1 ([5]). Let Lz t = a1tz + a2tz2 + · · ·  a1t = 0 be
analytic in Ur for all t ∈ I, locally absolutely continuous in I, and locally
uniform with respect to Ur . For almost all t ∈ I, suppose that
z
∂Lz t
∂z
= pz t∂Lz t
∂t
 ∀z ∈ Ur
where pz t is analytic in U and satisﬁes the condition Repz t > 0 for all
z ∈ U t ∈ I. If a1t → ∞ for t →∞ and Lz t/a1t forms a normal
family in Ur , then for each t ∈ I, the function Lz t has an analytic and
univalent extension to the whole disk U .
3. MAIN RESULTS
Theorem 3.1. Let α c, and s be complex numbers, c ∈ 	0∞ s = a+
ib a > 0 b ∈ R aα− 1 < 1 and f g ∈ A. If there exists an analytic function
p in U such that p0 = 1 and the inequalities∣∣∣∣ cαpz + 1
∣∣∣∣ < 1 (3)
and ∣∣∣∣ cαpz z2/a + 1− a1− z2/a
×
[
α− 1zg
′z
gz + 1+
zf ′′z
f ′z +
zp′z
pz
]∣∣∣∣ ≤ 1 (4)
are true for all z ∈ U , then the function
Hz =
(
α
∫ z
0
gα−1uf ′udu
)1/α
(5)
is analytic and univalent in U , where the principal branch is intended.
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Proof. Let us prove that there exists a real number r ∈ 0 1 such that
the function L  Ur × I −→ C, deﬁned formally by
Lz t =
[
α
∫ e−st z
0
gα−1uf ′udu− a
c
e2t − 1e−st
×zgα−1e−stzf ′e−stzpe−stz
]1/α
 (6)
is analytic in Ur for all t ∈ I.
Because g ∈ A, the function hz = gz/z is analytic in U and h0 = 1.
Then there is a disk Ur1 0 < r1 ≤ 1, in which hz = 0 for any z ∈ Ur1 , and
I choose the uniform branch of hzα−1 equal to 1 at the origin, denoted
by h1. For the function
h2z t = α
∫ e−st z
0
uα−1h1uf ′udu
h2z t = zαh3z t, and is easy to see that h3 is also analytic in Ur1 . The
function
h4z t = h3z t −
a
c
e2t − 1e−αsth1e−stzf ′e−stzpe−stz
is analytic in Ur1 and
h40 t = e−αst
[(
1+ a
c
)
− a
c
e2t
]

Let us now prove that h40 t = 0 for any t ∈ I. We have h40 0 = 1.
Assume that there exists t0 > 0 such that h40 t0 = 0. Then e2t0 = a +
c/a, and because 1+ c/a is a real number only in the case c ∈ R, from the
hypothesis c ∈ 	0∞, we conclude that h40 t = 0 for all t ∈ I. Therefore,
there is a disk Ur2 r2 ∈ 0 r1, in which h4z t = 0 for all t ∈ I. Then we
can choose an uniform branch of 	h4z t1/α analytic in Ur2 , denoted by
h5z t, that is equal to
a1t = e2/α−st
[(
1+ a
c
)
e−2t − a
c
]1/α
at the origin, and for a1t, I ﬁx the principal branch a10 = 1.
From these considerations, it follows that the relation (6) may be written
as
Lz t = zh5z t = a1tz + a2tz2 + · · · 
and then the function Lz t is analytic in Ur2 . Because aα − 1 < 1 is
equivalent with Re2/α > a = Res, it follows that limt→∞ a1t = ∞.
Moreover, a1t = 0 for all t ∈ I.
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From the analyticity of Lz t in Ur2 , it follows that there is a number
r3 0 < r3 < r2, and a constant K = Kr3 such that
Lz t/a1t < K ∀z ∈ Ur3 t ∈ I
and then Lz t/a1t is a normal family in Ur3 . From the analyticity of
∂Lz t/∂t, for all ﬁxed numbers T > 0 and r4 0 < r4 < r3, there exists a
constant K1 > 0 (that depends on T and r4) such that∣∣∣∣∂Lz t∂t
∣∣∣∣ < K1 ∀z ∈ Ur4 t ∈ 	0 T 
It follows that the function Lz t is locally absolutely continuous in I,
locally uniform with respect to Ur4 . We also have that the function
Pz t = z ∂Lz t
∂z
/
∂Lz t
∂t
is analytic in Ur 0 < r < r4, for all t ∈ I.
To prove that the function Pz t has an analytic extension with positive
real part in U , for all t ∈ I, it is sufﬁcient to prove that the function wz t
deﬁned in Ur by
wz t = Pz t − 1
Pz t + 1
can be continued analytically in U and that wz t < 1 for all z ∈ U and
t ∈ I. After computation, we obtain
wz t = 1+ sAz t − 21− sAz t + 2  (7)
where
Az t = − cα
ape−stze
−2t + 1− e−2t
[
α− 1e
−stzg′e−stz
ge−stz
+ 1+ e
−stzf ′′e−stz
f ′e−stz +
e−stzp′e−stz
pe−stz
]
 (8)
The inequality wz t < 1 for all z ∈ U and t ∈ I, where wz t is deﬁned
by (7), is equivalent to∣∣∣∣Az t − 1a
∣∣∣∣ < 1a a = Res ∀z ∈ U t ∈ I (9)
From (4), we deduce that Az t, and so wz t, are analytic in U . In view
of aα− 1 < 1 and (3), from (8) we have∣∣∣∣Az 0 − 1a
∣∣∣∣ =
∣∣∣∣ cαapz +
1
a
∣∣∣∣ < 1a (10)
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∣∣∣∣A0 t − 1a
∣∣∣∣ = 1a
∣∣cα+ 1e−2t + 1− aα1− e−2t∣∣ < 1
a
 (11)
If t > 0 is a ﬁxed number and z ∈ U z = 0, then the function Az t is
analytic in U , because e−stz ≤ e−st  = e−at < 1 for all z ∈ U and it is
known that∣∣∣∣Azt− 1a
∣∣∣∣<maxξ=1
∣∣∣∣Aξt− 1a
∣∣∣∣=
∣∣∣∣Aeiθt− 1a
∣∣∣∣ θ=θt∈R (12)
Let us denote u = e−steiθ. Then u = e−at , and from (8) we get
∣∣∣∣Aeiθ t − 1a
∣∣∣∣ =
∣∣∣∣ cαapu u2/a +
1
a
− 1− u2/a
×
[
α− 1ug
′u
gu +
(
1+ uf
′′u
f ′u
)
+ up
′u
pu
]∣∣∣∣
Because u ∈ U , the relation (4) implies that Aeiθ t − 1/a ≤ 1/a, and
from (10), (11), and (12), we conclude that Az t − 1/a < 1/a for all
z ∈ U t ∈ I, and then wz t < 1 for all z ∈ U t ∈ I.
From Theorem 2.1, it follows that the function Lz t has an analytic
and univalent extension to the whole disk U , for each t ∈ I. For t = 0,
it follows that the function H deﬁned by (5) is analytic and univalent
in U .
Remark 3.1. Suitable choices of f and g yield various types of uni-
valence criteria. So, if we take gz ≡ z f z ≡ z, or f ∈ A f ′z ≡ gz
z
,
from Theorem 3.1 we get the analyticity and the univalence of the functions
Fz =
(
α
∫ z
0
uα−1f ′udu
)1/α
 Gz =
(
α
∫ z
0
gα−1udu
)1/α

respectively,
Hz =
(
α
∫ z
0
gαu
u
du
)1/α

Here in H recognize the integral operator introduced by Mocanu [4] in the
integral representation of α-convex functions.
If in Theorem 3.1 we take f ≡ g and α = 1/s, then we have the following
result.
Corollary 3.1. Let s, and c be complex numbers, s = a + ib a >
0 b ∈ R c = 0 and f ∈ A. If there exists an analytic function p in U
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such that p0 = 1 and the inequalities∣∣∣∣ cpz + s
∣∣∣∣ < s (13)
∣∣∣∣ cpz z2/a + s − a1− z2/a
×
[
s
(
1+ zf
′′z
f ′z
)
+ 1− szf
′z
f z + s
zp′z
pz
]∣∣∣∣ ≤ s (14)
are true for all z ∈ U , then the function f is univalent in U .
Proof. From (3) and (4), we get immediately the inequalities (13)
and (14). The condition aα − 1 < 1 from Theorem 3.1 is veriﬁed in this
case, because Ims < s. For z = 0, from (13) we get s + c < s, and
then Res/c < 0. If c is a real number, c = 0, then Res/c = a/c < 0,
and because a > 0, we have that c < 0 and so c ∈ 	0∞.
Remark 3.2. Corollary 3.1 represents a result from [6]. Because the
famous univalence criteria obtained by Becker, Ahlfors, and Ruscheweyh are
contained in their expressions z2, it is important that from Theorem 3.1 we
obtain new results with z2 instead of z2/a. The answer is positive if a ≥ 1
and is given by the following.
Theorem 3.2. Let α s, and c be complex numbers, c ∈ 	0∞ s = a+
ib a ≥ 1 b ∈ R aα− 1 < 1, and f g ∈ A. If there exists an analytic func-
tion p in U such that p0 = 1 and the inequalities∣∣∣∣ cαpz + 1
∣∣∣∣ < 1 (15)
∣∣∣∣ cαpz z2 + 1− a1− z2
×
[
α− 1zg
′z
gz +
(
1+ zf
′′z
f ′z
)
+ zp
′z
pz
]∣∣∣∣ ≤ 1 (16)
are true for all z ∈ U , then the function H deﬁned by (5) is analytic and
univalent in U .
Proof. We consider the function
wz λ = λ
(
cα
pz + 1
)
+ 1− λ	−aEz + 1
where
Ez = α− 1zg
′z
gz +
(
1+ zf
′′z
f ′z
)
+ zp
′z
pz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From (15), we deduce that pz = 0 in U , and from (16), we deduce that
the function E is analytic in U and also that wz λ is analytic in U for all
λ ∈ 	0 1. For all z ∈ U , from (15) and (16),
wz 1 < 1 (17)
wz z2 ≤ 1 (18)
If λ increases from λ1 = z2 to λ2 = 1, then the point wz λ moves on
the segment whose endpoints are A = wz z2 and B = wz 1. Because
a ≥ 1, from (17) and (18) it follows that
∣∣wz z2/a∣∣ ≤ 1 ∀z ∈ U (19)
We can observe that the inequality (19) is just the condition (4) from
Theorem 3.1, and then from Theorem 3.1, it follows that the function H
deﬁned by (5) is analytic and univalent in U .
If in Theorem 3.2 we take f ≡ g and α = 1/s, then we have the following
result.
Corollary 3.2. Let s, and c be complex numbers, s = a+ ib a ≥ 1 b ∈
R c = 0, and f ∈ A. If there exists an analytic function p in U such that
p0 = 1 and the inequalities
∣∣∣∣ cpz + s
∣∣∣∣ < s (20)
∣∣∣∣ cpz z2 + s − a1− z2
×
[
s
(
1+ zf
′′z
f ′z
)
+ 1− szf
′z
f z + s
zp′z
pz
]∣∣∣∣ ≤ s (21)
are true for all z ∈ U , then the function f is univalent in U .
Remark 3.3. For a ≥ 1 and pz ≡ 1, from Corollary 3.2 we obtain
Theorem 1.1.
Remark 3.4. Replacing the function p by the function 1/p in Corollary
3.2, we ﬁnd the results from [8].
Remark 3.5. For s = 1 c = −1, and pz = hz + 1/2, where h is
an analytic function with positive real part in Uh0 = 1, from Corollary
3.2, we get Lewandowski’s univalence criterion [3].
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