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Abstract
We consider mediated effects of an exposure, X on an outcome, Y , via a single mediator,
M , under the assumption of no unmeasured confounding in the setting where models for
the conditional expectation of the mediator and outcome are partially linear. In this setting
the indirect effect is defined through a product of model coefficients, and the direct effect
by a single model coefficient.
We propose G-estimators for the direct and indirect effect and demonstrate consistent
asymptotically normality for indirect effects when models for M , or X and Y are correctly
specified, and for direct effects, when models for Y , or X and M are correct. This marks
an improvement over previous ‘triple’ robust methods, which do not assume partially lin-
ear mean models, but instead require correct specification of any pair of: the conditional
expectation of Y and the conditional densities of M and X.
Testing of the no-mediation hypothesis is inherently problematic due to the composite
nature of the test (either X has no effect on M or M no effect on Y ), leading to low power
when both effect sizes are small. We use Generalized Methods of Moments (GMM) results
to construct a new score testing framework, which includes as special cases the no-mediation
and the no-direct-effect hypotheses. The proposed tests rely on a bias-reduction strategy
for estimating parameters in nuisance confounder models.
Simulations show that the GMM based tests perform better in terms of power and small
sample performance compared with traditional tests in the partially linear setting, with
drastic improvement under model misspecification. New methods are illustrated in a media-
tion analysis of data from the COPERS trial, a randomized trial investigating the effect of a
non-pharmacological intervention of patients suffering from chronic pain. An accompanying
R package implementing these methods can be found at github.com/ohines/plmed.
Keywords: G-estimation, Mediation, Robust Inference
1 Introduction
Testing and estimation of mediated effects is important in psychology, sociology, epidemiology,
and econometrics, typically as a secondary analysis once a total effect has been established.
These analyses infer how much of the effect is mediated by a given intermediate variable,
drawing on n iid observations of an exposure (X), outcome (Y ), mediating variable (M), and a
low dimensional collection of variables (Z), that are sufficient to adjust for confounding of the
association between X and M and between (X,M) and Y .
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In this paper we consider continuous M and Y and assume the following partially linear
mean models
E(M |X,Z) = β1X + f(Z, γm) (1)
E(Y |M,X,Z) = β2M + β3X + g(Z, γy) (2)
where f and g are known, possibly non-linear, differentiable functions parametrized by nuisance
parameters γm and γy. Early work by Baron and Kenny (1986) defined indirect and direct effects
as the product β1β2 and the value β3 respectively, with the total effect given by the sum of the
two effects: β1β2 +β3. These cohere with later definitions of the natural indirect effect (NIDE),
and the natural direct effect (NDE), which were developed for general non-linear models by
Robins and Greenland (1992); Pearl (2001). When the total effect is nonzero, the ‘mediation
proportion’ can be defined as
α =
β1β2
β1β2 + β3
.
Furthermore, if the NIDE and NDE are of the same sign (or one is zero), then α ∈ [0, 1] may
be interpreted as the proportion of the total effect which is mediated by M .
In this work we consider estimation of the NIDE and NDE, and testing of the null hypothesis
Hα : (α − 1)β1β2 + αβ3 = 0, that either the mediation proportion is equal to α, or else (for
α 6= 0, 1) the NIDE and NDE are both zero. The cases, α = 0 and α = 1 are of particular
interest and correspond respectively to the no-mediation hypothesis (H0 : β1β2 = 0) and the
no-direct-effect hypothesis (H1 : β3 = 0).
Estimation of the NIDE and NDE in this linear setting is routinely based on Ordinary
Least Squares (OLS), requiring that the models for E(M |X,Z) and E(Y |M,X,Z) are both
correctly specified. In the more general, non-linear setting, ‘triple robust’ estimators of the NDE
and NIDE have been constructed by Tchetgen Tchetgen and Shpitser (2012), so called due to
their similarity to ‘double robust’ methods. Double robust methods of the average treatment
effect, for example, typically produce Consistent Asymptotically Normal (CAN) point estimates
provided that either a mean outcome model, or propensity score model is correctly specified
(Kang and Schafer, 2007).
Triple robust estimators of the NDE and NIDE are proven to be CAN provided any pair
of the following are correctly specified: (i) the conditional expectation, E(Y |M,X,Z), (ii) the
conditional density of M |X,Z, and (iii) the conditional density of X|Z. These methods are
locally efficient provided all three models are specified correctly.
In this paper we construct G-estimators for the NIDE and NDE assuming that the mediator
and outcome mean models are partially linear. We show that a G-estimator for the NIDE is
CAN when either
(i) E(M |X,Z) is correctly specified
(ii) Both E(Y |M,X,Z) and E(X|Z) are correctly specified;
and that the G-estimator for the NDE is CAN provided either
(i) E(Y |M,X,Z) is correctly specified
(ii) Both E(M |X,Z) and E(X|Z) are correctly specified.
Hence, under the partially linear models in (1) and (2), G-estimators possess increased
robustness compared with the estimator of Tchetgen Tchetgen and Shpitser (2012), as they rely
only on the conditional mean models for M and X, whereas the triple robust estimator requires
models for their full conditional densities, which may be difficult to specify in practice. This
increased robustness is essential in applications involving continuous exposure and/or mediator.
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Testing of the no-mediation hypothesis, H0, is problematic since the function used to con-
strain the hypothesized parameter space (ψ0(β) = β1β2 = 0) has a Jacobian which is full rank
almost everywhere, except for a singular point at β1 = β2 = 0. This generally gives rise to test
statistics with different asymptotic behaviour at this singular point, and in finite samples, tests
for H0 which are underpowered in its neighbourhood. We refer the interested reader to Dufour
et al. (2013) for further details.
Classical tests of the no-mediation hypothesis are constructed from t-test statistics for the
OLS parameter estimates of βj , for j = 1, 2. Denoting by βˆj
(OLS)
the OLS estimator, with
estimated standard error, σˆ
(OLS)
j and squared t-statistics, T
(OLS)
j = (βˆ
(OLS)
j /σˆ
(OLS)
j )
2, it can
be demonstrated that T
(OLS)
1 and T
(OLS)
2 are independent under correct model specification.
Using these squared t-statistics, a Wald test for H0, also known as the Sobel test (Sobel
(1982)) can be constructed, based on the test statistic W (OLS). Alternatively, a joint test, based
on the statistic LR(OLS) (also known as a Likelihood Ratio (LR) test, (MacKinnon et al., 2002;
Giersbergen, 2014)). These statistics are given by
W (OLS) =
T1T2
T1 + T2
=
βˆ21 βˆ
2
2
βˆ21 σˆ
2
2 + βˆ
2
2 σˆ
2
1
(3)
LR(OLS) = min(T1, T2) (4)
where for readability, the superscript (OLS) has been dropped from all terms on the right
hand side. These statistics have received considerable attention, especially due to unexpected
properties regarding the relative power of total, direct, and indirect effect tests under different
true parameter values (Wang, 2018; Kenny and Judd, 2014; Fritz et al., 2012).
In this paper, we propose two alternative tests based on the moment conditions for the G-
estimator: a Wald type approach, and an approach analogous to a classical score (or Lagrange
Multiplier) test, but derived using a Generalized Methods of Moments (GMM) hypothesis test-
ing framework. The relative merits of the new tests against the OLS based tests above are
discussed in Section 4.3. From a robustness perspective, tests based on OLS estimating equa-
tions require that E(M |X,Z) and E(Y |M,X,Z) are correctly specified, whereas those based
on the G-estimation equations inherit the same robustness to model misspecification as the
G-estimator itself, provided that nuisance parameters are estimated orthogonally (in a sense
discussed in Section3). A simulation study is carried out in Section 5 to assess the behaviour
of the new robust tests in finite samples, followed by an illustration on clinical data in Section
6. These methods are made available through the plmed package in R.
2 The G-estimator for mediation
Our objective is to derive direct and indirect effect estimators which are asymptotically linear
and hence CAN in the sense that they asymptotically follow a normal distributions centred at
the true value, with variances of order n−1. Specifically, we shall say that an estimator ψˆ of
some true parameter ψ, based on observed data {Wi}ni=1 is asymptotically linear if ψˆ − ψ =
En{ϕ(W,ψ, η)} + op
(
n−1/2
)
, where En(.) = n
−1∑n
i=1(.)i denotes expectation with respect to
the empirical distribution, and where η is a nuisance parameter vector and ϕ(W,ψ, η) is a
unique ‘influence function’ with E{ϕ(W,ψ, η)} = 0 and E{ϕ(W,ψ, η)ϕ(W,ψ, η)T} < ∞ in the
positive definite sense. Here op denotes stochastic order notation so that An = op(r
−1
n ) means
that Anrn
p→ 0 where p→ denotes convergence in probability. Later d→ will be used to denote
convergence in distribution.
We will consider the target parameter, β = (β1, β2, β3), and begin by introducing a model
for the exposure given by E(X|Z) = h(Z, γx) where h is a known differentiable function
parametrized by the nuisance parameter vector γx. The complete model nuisance parame-
ter is therefore γ = (γx, γm, γy). Throughout it is assumed that γ is estimated using a CAN
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estimator γˆ = γˆ(βˆ) which is consistent in the sense that the probability limit of each component
of γ is equal to the true value under correct specification. This is defined more explicitly by
assumptions A1 to A3 below.
The G-estimation moment conditions are based on the covariance of model residuals and
are given by the vector U(β, γ) with components,
U1(β, γ) = {X − h(Z, γx)}{M − β1X − f(Z, γm)} (5)
U2(β, γ) = {M − β1X − f(Z, γm)}{Y − β2M − β3X − g(Z, γy)} (6)
U3(β, γ) = {X − h(Z, γx)}{Y − β2M − β3X − g(Z, γy)} (7)
When all models are correctly specified, these moment conditions have zero expectation eval-
uated at the true parameter values, E{U(β0, γ0)} = 0. The G-estimator for β, denoted by βˆ
is the value which sets the sample average of moment conditions to zero, that is it solves the
system of three equations given by
En[U{βˆ, γˆ(βˆ)}] = 0 (8)
To examine the behaviour of this estimator under model mispecification, we introduce notation
for the probability limit of this G-estimator, β∗ = plim βˆ, with associated nuisance parameter
estimator limit, γ∗ = plim γˆ(β∗). The probability limit of the G-estimator is the solution to
E{U(β∗, γ∗)} = 0
We additionally assume that β∗ is unique. This assumption can be partly justified by the
linearity of the G-moment conditions, which implies that β∗ is unique when γ∗ is treated as a
constant. It is sufficient, therefore, to assume that there is no pathological way by which the
dependence of γ∗ on β∗ might introduce extra solutions.
In fact, we shall assume that each component of the nuisance parameter estimator is con-
sistent when the associated part of the model is correctly specified. Denoting the correct target
parameter value by superscript 0, this assumption may be written as
A1. If E(X|Z) is correctly specified then plim γˆx(β) = γ0x for all β
A2. If E(M |X,Z) is correctly specified then plim γˆm(β) = γ0m for all β such that β1 = β01
A3. If E(Y |M,X,Z) is correctly specified then plim γˆy(β) = γ0y for all β such that (β2, β3) =
(β02 , β
0
3)
Under these assumptions, one can derive the conditions for which the G-estimator of (β1, β2)
and (β2, β3) are consistent. These are given in Lemmas 1 and 2 respectively. For completeness,
the union of these two cases, under which (β1, β2, β3) is consistent, is given by Lemma 3
Lemma 1 (Consistency of the G-estimator of (β1, β2)) Provided the models for M and
Y are partially linear in X and M respectively, such that
E(M − β01X|X,Z) = E(M − β01X|Z)
E(Y − β02M |M,X,Z) = E(Y − β02M |X,Z)
and either
(i) The model for E(M |X,Z) is correctly specified
(ii) The models for E(Y |M,X,Z) and E(X|Z) are both correctly specified
then β∗ = (β01 , β02 , β∗3), hence the G-estimator is consistent for (β1, β2). See Supplementary
material for proof.
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Lemma 2 (Consistency of the G-estimator of (β2, β3)) Provided the model for Y is par-
tially linear in (M,X) such that
E(Y − β02M − β03X|M,X,Z) = E(Y − β02M − β03X|Z)
and either
(i) The model for E(Y |M,X,Z) is correctly specified
(ii) The models for E(X|Z) and E(M |X,Z) are both correctly specified
then β∗ = (β∗1 , β02 , β03), hence the G-estimator is consistent for (β2, β3). See Supplementary
material for proof.
Lemma 3 (Robustness of G moment conditions) Provided that the models for M and Y
are partially linear in X and (M,X) respectively, such that
E(M − β01X|X,Z) = E(M − β01X|Z)
E(Y − β02M − β03X|M,X,Z) = E(Y − β02M − β03X|Z)
and any pair of
(i) The model for E(X|Z)
(ii) The model for E(M |X,Z)
(iii) The model for E(Y |M,X,Z)
are correctly specified, then β∗ = (β01 , β02 , β03), hence the G-estimator is consistent for the full
target parameter. For proof observe that the conditions in Lemmas 1 and 2 are satisfied.
Theorem 1 describes the conditions under which the G-estimator will be asymptotically
linear.
Theorem 1 (Asymptotically linearity of βˆ) Letting β∗ denote the probability limit of the
G-estimator, as set out in Lemmas 1 to 3, and assuming the nuisance parameter estimator,
γˆ(β) is CAN and obeys assumptions A1 to A3 such that
γˆ − γ∗ = En{φ(β∗, γ∗)}+ op
(
n−1/2
)
(9)
Then, subject to regularity conditions, the estimator βˆ is CAN
βˆ − β∗ = En{ϕ(β∗, γ∗)}+ op
(
n−1/2
)
with influence function ϕ(.) given by
ϕ(β∗, γ∗) = E
{
−∂U(β
∗, γ∗)
∂β
}−1(
U(β∗, γ∗) + E
{
∂U(β∗, γ∗)
∂γ
}
φ(β∗, γ∗)
)
(10)
See Supplementary material for proof.
The G-estimator of the NIDE is then given by the product βˆ1βˆ2 with influence function ω(.)
given by
ω(β∗, γ∗) = β01ϕ2(β
∗, γ∗) + β02ϕ1(β
∗, γ∗) (11)
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where β∗ = (β01 , β02 , β∗3) and for j = 1, 2, 3, ϕj(β∗, γ∗) is the jth component of the influence
function in 10. Derivation of this influence function can be found in the Supplementary material.
Similarly, the G-estimator of the NDE is βˆ3 with influence function ϕ3(β
∗, γ∗) where β∗ =
(β∗1 , β02 , β03) and with consistency guaranteed under the conditions in Lemma 2.
In the case where (β01 , β
0
2) = (0, 0) then the influence function, ω(β
∗, γ∗) in (11) is exactly
zero. In this case the NIDE estimator βˆ1βˆ2 is asymptotically linear and CAN in the sense that
n1/2βˆ1βˆ2 asymptotically follows a normal distribution with zero variance. Multiplying βˆ1βˆ2 by
higher powers of n yields more interesting behaviour. When all models are correctly specified,
nβˆ1βˆ2 asymptotically follows a ‘product normal’ distribution (the distribution of two mean zero
normal variables with known variances) (Aroian, 1947).
3 Nuisance parameter estimation
Theoretical results show that the choice of nuisance parameter estimators does not impact
the asymptotic variance of double robust estimators when both working models are correctly
specified (Tsiatis, 2006). Similarly, in our case, it is straightforward to show that, when the
models for X,M and Y are correctly specified then
E
{
∂U(β∗, γ∗)
∂γ
}
= 0 (12)
This property is sometimes referred to as orthogonality, with the intuition that the G-moment
conditions are locally insensitive to nuisance parameters when all models are correctly specified.
Orthogonal estimators are particularly useful for the construction of score tests since it follows
that
n1/2En{U(β∗, γˆ(β∗))} = n1/2En{U(β∗, γ∗)}+ op (1)
En{U(β∗, γˆ(β∗))U(β∗, γˆ(β∗))T} = En{U(β∗, γ∗)U(β∗, γ∗)T}+ op (1)
However, when (12) is not satisfied then the influence function in (10) depends on the nui-
sance influence function φ(β∗, γ∗). Equation (10) therefore represents a class of estimators,
indexed by the choice of nuisance parameter estimation method. Choosing the nuisance pa-
rameter estimator under misspecification is non-trivial as it may greatly affect the asymptotic
variance of the estimator. Various proposals have been suggested for conventional double ro-
bust estimators which aim to minimize either the variance under misspecification (Rotnitzky
and Vansteelandt, 2014) or the bias when both models are misspecified (Vermeulen and Vanstee-
landt, 2015).
An alternative method of constructing an estimator which is pseudo-orthogonal is by care-
ful choice of φ(β∗, γ∗) so that (12) is approximately satisfied. The bias-reduction strategy of
Vermeulen and Vansteelandt (2015); Avagyan and Vansteelandt (2017) is an example of this.
To implement the bias-reduction strategy for our G-estimator, we must first augment the
G-moment functions ((5)–(7)), such that each estimating equation has a unique nuisance pa-
rameter. In practice, this means, for example, that different estimators of γx may be used in
(5) and (6), which are both consistent when E(X|Z) is correctly specified, with the same being
true of γm and γy. The augmented moment functions are given by
U1(β, γ) =
{
X − h
(
Z, γ(1)x
)}{
M − β1X − f
(
Z, γ(1)m
)}
(13)
U2(β, γ) =
{
M − β1X − f
(
Z, γ(2)m
)}{
Y − β2M − β3X − g
(
Z, γ(1)y
)}
(14)
U2(β, γ) =
{
X − h
(
Z, γ(2)x
)}{
Y − β2M − β3X − g
(
Z, γ(2)y
)}
(15)
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with full nuisance parameter, γ = (γ
(1)
x , γ
(2)
x , γ
(1)
m , γ
(2)
m , γ
(1)
y , γ
(2)
y ). The bias-reduced nuisance
parameter estimator is that which solves
En
{
∂U(βˆ, γˆ)
∂γ
}
= 0
This estimator is asymptotically linear and obeys the consistency assumptions A1 to A3. For
identifiability, we require models where Dim(γx) = Dim(γm) = Dim(γy). Such restrictions are
not uncommon e.g. (Rotnitzky et al., 2012) and may be satisfied by enlarging the working
models.
4 Hypothesis testing
We now consider tests of the null hypothesis, Hα : (α − 1)β1β2 + αβ3 = 0, with α ∈ [0, 1]
known. We begin by constructing a score test, for general α, based on the G-moment conditions.
Provided the nuisance parameters are orthogonally estimated, the score test is robust to certain
model misspecification. Also, in the specific case where α = 0 and the true parameter takes the
value (β01 , β
0
2) = (0, 0), the score test is conservative, in the sense that the Type I error rate is
below the nominal test size.
The score test is compared with a Wald test for the special cases of the no-mediation hy-
pothesis (α = 0) and the no-direct-effect hypothesis (α = 1). These tests are again constructed
using the G-moment conditions, and inherit the robustness properties of the G-estimator, with-
out requiring orthogonal nuisance parameter estimation.
Sobel (1982) proposed a Wald test of the no-mediation hypothesis, based on the OLS moment
conditions. Our Wald test for the no-mediation hypothesis is similar enough to Sobel’s work
that we shall refer to it as the Robust Sobel test (or Robust Wald test).
4.1 The Score Test
The score test is based on the observation that, provided E{U(β∗, γ∗)} = 0, the classical central
limit theorem implies
n1/2En{U(β∗, γ∗)} d→ N (0, E {U(β∗, γ∗)U(β∗, γ∗)T})
nEn{U(β∗, γ∗)}TE{U(β∗, γ∗)U(β∗, γ∗)T}−1En{U(β∗, γ∗)} d→ χ23 (16)
The left hand side is similar in form to a GMM estimator, based on the objective function
D(β, γ, I) = En{U(β, γ)}TI−1En{U(β, γ)} ≥ 0 ∀(β, γ)
where I is a positive semi-definite 3 by 3 matrix. The GMM estimator of β is the minimizer
arg minβ D(β, γˆ(β), I). In our case the GMM estimator is said to be exactly specified since
Dim(β) = Dim(U(β, γ)). In this exactly specified setting, minimisation of the GMM objective
function is equivalent to solving (8) and the estimator is independent of the choice of weighting
matrix, I.
The minimisation of D(β, γˆ(β), I) over a constrained parameter space, however, may be
exploited for hypothesis testing, using results by Newey and West (1987) for the GMM Two-
Step estimator, later extended by Dufour et al. (2017) to the GMM-Continuous Updating
Estimator (CUE), both discussed below.
Work by Hansen (1982) in the over-specified setting, (i.e. when Dim(β) < Dim{U(β, γ)}),
showed that the optimal GMM estimator is constructed using weights proportional to the vari-
ance matrix, I ∝ E{U(β∗, γ∗)U(β∗, γ∗)T}. This is optimal in the sense that the asymptotic
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covariance matrix of the resulting estimator is as small as possible (in the positive definite
sense) among the class of GMM estimators.
This optimal choice also lends itself to hypothesis testing, as suggested by (16). In this work
we consider minimisation of the objective function, D, under two proposals. The first (Two-
Step) proposal first estimates nuisance parameters and the variance matrix E{U(β∗, γ∗)U(β∗, γ∗)T}.
Then, using these initial estimates, constrained estimates of β are obtained by a subsequent
minimisation of the GMM estimator. The second, (CUE) proposal allows the estimates of
nuisance parameters and the variance matrix I to be updated continuously. Writing,
Iˆ(β, γ) = n−1En{U(β, γ)U(β, γ)T}
then the proposed Two-Step Sα and CUE S˜α objective functions are respectively given by
S(β) = D
(
β, γˆ(βˆ), Iˆ(βˆ, γˆ(βˆ))
)
(17)
S˜(β) = D
(
β, γˆ(β), Iˆ(β, γˆ(β))
)
(18)
Where βˆ is the unconstrained G-estimate of β. Defining the null parameter space as Bα =
{β|(α− 1)β1β2 +αβ3 = 0}, the Two-step and CUE score type test statistics may be written as
Sα = min
β∈Bα
S(β)
S˜α = min
β∈Bα
S˜(β)
In practice, computation of the Two-Step score statistic may be achieved by using the method
of Lagrange Multipliers to construct estimating equations for the constrained minimisation
problem. These may then be solved by a Newton-Raphson scheme. Similarly, computation
of the CUE score statistic can be achieved using Lagrange Multipliers to construct estimating
equations for β, however the Newton-Raphson procedure should additionally include the nui-
sance parameter estimating equations. When the bias-reduced nuisance estimation strategy is
used, computation by Newton-Raphson requires that f(.), g(.) and h(.) are twice continuously
differentiable.
To derive the asymptotic distributions of Sα and S˜α, we consider the general problem of
minimising over some hypothesis set Bψ = {β|ψ(β) = 0}, where ψ(.) is a differentiable function.
For example, when ψ(β) = β−β∗ then Bψ represents a single point, and the asymptotic distri-
bution in (16) is recovered. Theorem 2 gives the general result, which follows from extending
results by Newey and West (1987) and Dufour et al. (2017) to account for nuisance parameter
estimation.
Theorem 2 (Constrained GMM) Consider a null hypothesis H0 : ψ(β
∗) = 0, where ψ has
dimension r ∈ {1, 2, 3} and is continuously differentiable in some non-empty, open neighbour-
hood, N , of the true limiting value β∗. Provided that for all β ∈ N
Rank
(
∂ψ(β)
∂β
)
= r (19)
and E{U(β∗, γ∗)} = 0 with γˆ estimated orthogonally, then
min
β∈Bψ
S(β)
d→ χ2r
where Bψ = {β|ψ(β) = 0}. Furthermore, provided also that the nuisance parameter influence
function φ(β, γ) is twice continuously differentiable in β then
min
β∈Bψ
S˜(β)
d→ χ2r
Proof follows from Newey and West (1987) and Dufour et al. (2017).
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Applying Theorem 2 to the target hypothesis, Hα, we see that the rank condition in (19)
is not necessarily satisfied for the no-mediation hypothesis (α = 0). Letting ψα(β) = (α −
1)β1β2 + αβ3 then
Rank
(
∂ψα(β)
∂β
)
= Rank
(α− 1)β2(α− 1)β1
α
 = {0 for α = β1 = β2 = 0
1 otherwise
Therefore for α 6= 0 one may apply the result in Theorem 2 directly to construct a test which
rejects Hα when Sα > c for some critical value, c. This test size has size 1−Fχ21(c) where Fχ21(x)
is the distribution function of a χ21 variable.
One can show that this test is also a valid test of the no-mediation hypothesis, H0. To do
this, we define the null parameter space B0 = {β|β1β2 = 0} and let Bj = {β|βj = 0} for j = 1, 2
so that B0 = B1 ∪B2. Hence
S0 = min
{
min
β∈B1
S(β), min
β∈B2
S(β)
}
S˜0 = min
{
min
β∈B1
S˜(β), min
β∈B2
S˜(β)
}
Under H0 we know that either β1 = 0 or β2 = 0 and since the constraint function ψj(β) = βj
does satisfy the rank condition in (19), one can show, that under H0,
sup
β∗∈B0
Pβ∗ (S0 > x)→ 1− Fχ21(x) (20)
sup
β∗∈B0
Pβ∗
(
S˜0 > x
)
→ 1− Fχ21(x) (21)
where Pβ∗ denotes the probability measure with a true limiting parameter value of β
∗ and →
denotes convergence as n tends to infinity. This result is justified in the Supplementary material.
4.2 Wald Tests
Using the asymptotic linearity of βˆ1βˆ2 in (11) and under the conditions of Lemma 1, one
obtains the CAN distribution of βˆ1βˆ2. Estimating the variance of n
1/2βˆ1βˆ2 by En{ω2(βˆ, γˆ(βˆ))}
one arrives at the Wald test statistic for the no-mediation hypothesis: β1β2 = 0
n1/2(βˆ1βˆ2 − β1β2) d→ N
(
0, E{ω2(β0, γ∗)}
)
W =
nβˆ21 βˆ
2
2
En{ω2(βˆ, γˆ(βˆ))}
=
T1T2
T1 + T2 + 2ρ
√
T1T2
=
βˆ21 βˆ
2
2
βˆ21 σˆ
2
2 + βˆ
2
2 σˆ
2
1 + 2βˆ1βˆ2∆
where for j = 1, 2, 3, the squared t-statistic is represented by Tj = βˆ
2
j /σˆ
2
j , and ρ = ∆/σˆ1σˆ2 with
σˆ2j and ∆ given by n
−1En{ϕ2j (βˆ, γˆ)} and n−1En{ϕ1(βˆ, γˆ)ϕ2(βˆ, γˆ)} respectively.
The distribution of W is problematic since at the true parameter value (β01 , β
0
2) = (0, 0), we
have var
(
n1/2βˆ1βˆ2
)
→ 0 and n → ∞. A characterisation of Wald-type statistics for testing
polynomial constraints with singular points is given by Dufour et al. (2013). For the constraint
β1β2 = 0, Glonek (1993) demonstrated that
W
d→
{
1
4χ
2
1 for β1 = β2 = 0
χ21 otherwise
This result suggests that one may reject the no-mediation hypothesis when the Wald statistic
exceeds some critical value, c, chosen with reference to the χ21 distribution. Such a test will have
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size 1−Fχ21(c) when the null is satisfied but one of β1 or β2 is non-zero, and will be conservative
when β1 = β2 = 0. The fact that W behaves differently at a singular point is known to greatly
restrict the power of the Wald test to detect small indirect effects in finite samples.
Construction of a Wald based test for the NDE is fairly trivial. Under the conditions of
Lemma 2, the squared t-statistic, T3
d→ χ21 when β03 = 0.
4.3 Comparison of methods
Revisiting the classical tests for the no-mediation hypothesis, as given in (3) and (4) we see
that 0 ≤ W (OLS) ≤ LR(OLS) with equality as T (OLS)j approaches infinity for either j = 1
or j = 2, which occurs in the asymptotic limit when βj 6= 0. Furthermore, a hypothe-
sis test which rejects when LR(OLS) > c, for some critical value c, has a test size given by:
limn→∞ sup{β|β1β2=0} P (LR
(OLS) > c).
Since LR(OLS) is monotonically increasing in T
(OLS)
j , the supremum above is achieved when
T
(OLS)
j approaches infinity for either j = 1 or j = 2 (in the asymptotic limit when the true
parameter value, βj 6= 0). In this limit, however, LR(OLS) = W (OLS), and since W (OLS) is also
monotonically increasing in Tj we find that for all c,
lim
n→∞ sup{β|β1β2=0}
P (LR(OLS) > c) = lim
n→∞ sup{β|β1β2=0}
P (W (OLS) > c)
Therefore a test which rejects when W (OLS) > c has equal size to that which rejects when
LR(OLS) > c and since W (OLS) ≤ LR(OLS) then the LR(OLS) based test is uniformly more
powerful than the W (OLS) test. van Garderen and van Giersbergen (2019) showed that no test
for H0 may be constructed from T
(OLS)
1 and T
(OLS)
2 for which the Type I error rate does not
depend on (β01 , β
0
2).
We make this comparison between the two classical tests because it gives some intuition as
to why the G-estimation score test, which is analogous to LR(OLS), might be more powerful
than the G-estimation Wald test, analogous to W (OLS). The fact that LR(OLS) is analogous to
our proposed score test can be seen by rewriting LR(OLS) as a minimisation over an objective
function.
S(OLS)(β) =
2∑
j=1
(
βˆ
(OLS)
j − βj
σˆ
(OLS)
j
)2
(22)
LR(OLS) = min
{β|β1β2=0}
S(OLS)(β)
This objective function resembles a sum of OLS squared t-statistics, where, under the null,
the minimisation step necessarily removes the contribution of a single term from the sum. To
demonstrate the analogy between S(OLS)(β) and our G-estimation score objective functions
in (17) and (18), we consider the case where the three models for E(X|Z), E(M |X,Z), and
E(Y |M,X,Z) are all correctly specified.
In this setting, the G-estimating equations are always orthogonal to the nuisance parameter
estimates. For illustration we shall additionally assume that var (Y |M,X,Z) = var (Y |X,Z),
so that the true covariance matrix, I = E{U(β0, γ0)U(β0, γ0)T} is diagonal. Under these
assumptions, the squared t-statistics for the null hypothesis β0j = 0, are given by
Tj =
βˆ2j
σˆ2j
=
nEn{ϕj(βˆ−j , γˆ)}2
En{ϕ2j (βˆ, γˆ)}
for j = 1,2,3
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which reduces to
Tj =
nEn{Uj(βˆ−j , γˆ)}2
En{U2j (βˆ, γˆ)}
for j = 1,2
T3 =
nEn{U3(βˆ−3, γˆ)}2
En{U23 (βˆ, γˆ)}+ βˆ21En{v̂ar (X|Z)}En{v̂ar (M |X,Z)}−1En{U22 (βˆ, γˆ)}
where βˆ−j denotes the G-estimate of β with jth parameter set to zero and v̂ar (.) denotes
conditional variance estimated using the parameter G-estimates. Note that the denominator of
T3 contains an additional term due to the non-zero value of E{∂U3(β0, γ0)/∂β2}, which happens
to be the only non-zero off-diagonal term of the matrix E{∂U(β0, γ0)/∂β}.
Since the covariance matrix, I is diagonal in this setting, the two-step and CUE objective
functions may be written as
S(β) =
3∑
j=1
nEn{Uj(β, γˆ)}2
En{U2j (βˆ, γˆ)}
S˜(β) =
3∑
j=1
nEn{Uj(β, γˆ(β))}2
En{U2j (β, γˆ(β))}
Similar to (22), therefore, these score test objective functions resemble sums of squared t-
statistics. Theorem 2 may consequently be given the interpretation that the minimisation
procedure under the null ‘minimises out’ independent χ21 terms from this score test objective
function, leaving a sum of independent χ21 terms equal in number to the dimensions of the
constraint.
5 Simulation Study
5.1 Simulation Study for estimation
A simulation study was carried out to examine the bias and variance of the G-estimators of
the NIDE and NDE in finite samples and under misspecification. The performance of the
score and Wald tests was also compared for the no-mediation hypothesis (H0) and the no-direct
effect hypothesis (H1), with the bias-reduction strategy used for nuisance parameter estimation.
Datasets of size n were generated for different (β1, β2, β3) values using the hierarchical data
generating process
Z ∼ N (0, 1)
X ∼ Bernoulli (expit(Z + sxZ2))
M ∼ N (β1X + Z + smZ2, 1)
Y ∼ N (β2M + β3X + Z + syZ2, 1)
with sx, sm, sy ∈ {0, 1} indicating model misspecification and where expit is the inverse-logit
function. Analysis was conducted under the assumed model
E(X|Z) = expit(γx1Z + γx2)
E(M |X,Z) = β1X + γm1Z + γm2
E(Y |M,X,Z) = β2M + β3X + γy1Z + γy2
Hence the assumed models are correctly specified when the corresponding misspecification in-
dicator is equal to zero.
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To investigate the bias and variance of the G-estimator, two parameter vectors were sim-
ulated, β = (0, 0, 0) and β = (1, 1, 1) with sample sizes n = 100, 500, 1000 and under various
levels of misspecification. 1000 dataset replicates were generated for each simulation, and for
each dataset βˆ was estimated and var
(
βˆ
)
was estimated based on the influence function, and
by bootstrap with 1000 resampling iterations. Monte Carlo estimates for the expectation of
each quantity were obtained across the 1000 dataset replicates.
Monte Carlo estimates of the bias of the G-estimators for β and the NIDE show that the
bias remains close to zero even in small samples and under misspecification. Plots of these
biases are given in the supplementary material. Figures 1 and 2 show plots of the variances of
the NDE and NIDE G-estimates, respectively, scaled by the sample size, n. For all plots we see
good agreement between the bootstrap and asymptotic estimates of the variance, which tend
to overlap well with the Monte Carlo variance of βˆ, which we take as the empirical true value.
In Fig.1, correctly specifying E(M |X,Z) and E(X|Z) does little to change the variance of
the βˆ3 provided that E(Y |M,X,Z) is correct. In Fig.2 the variance is reduced by correctly
specifying all working models. There is also a noticeable difference in the NIDE variance under
the true parameter β = (0, 0, 0). This is to be expected from the form of (11). Additional plots
showing the variances of β1 and β2 can be found in the supplementary material.
5.2 Simulation Study for hypothesis testing
To investigate the hypothesis testing methods a greater number of resampled datasets (104)
was used, since the computationally intensive bootstrap variance estimation procedure did not
need to be carried out. The proposed tests based on G-estimation are compared with classical
(non-robust) methods. Replicate datasets were generated for n in the range 50 to 500 with
various true values of β under various levels of misspecification. Figures 3 and 4 respectively
show the proportion of datasets for which the tests of H0 and H1 were rejected at the 5% level
(indicated by a grey line). When the null is satisfied this rejection proportion corresponds to
the Type I error rate, and otherwise corresponds to the statistical power (as in the right most
column of both figures).
In Fig.3 all testing methods fail to achieve the nominal size when the true parameter takes
the value (β1, β2) = (0, 0), as expected by theory. All tests, however, do achieve nominal size
when one of β1 or β2 differs from zero, given the requisite misspecification conditions. Under
correct specification of all working models, the G-estimation score tests display similar power
to the classical LR test, dominating both the robust and classical Sobel tests, which also have
similar power to each other. This supports the heuristic argument in Section 4.3.
Although these results suggest that the Two-step procedure has greater power over the CUE
score test, the Two-step method appears to have an inflated Type I error rate in small samples,
which converges more slowly to the nominal level. This may explain the power discrepancy. This
behaviour is reflected also in Fig.4, where the Robust Wald test suffers from a slightly inflated
Type I error rate in small samples. In Fig.4 the robust tests perform better than classical test
when E(Y |M,X,Z) is misspecified, as in the central row.
6 Motivating example: the COPERS trial
We now illustrate our G-estimation procedure and hypothesis testing methods, by analysing
data from the COPERS (COping with persistent Pain, Effectiveness Research in Self-management)
trial. COPERS was a multi-centre, pragmatic, randomized control trial examining the effective-
ness of a novel non pharmacological intervention on the management of chronic musculoskeletal
pain. Participants in the intervention arm (n = 384) were offered to participate in group
therapy sessions, while those in the control arm (n = 300) received usual care. The group ther-
apy introduced cognitive behavioural approaches to promote self-efficacy in managing chronic
12
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Figure 1: Simulated results for estimates of nvar
(
βˆ3
)
from 103 dataset replicates estimated
using: asymptotic results based on the influence function (circles), bootstrap estimation with
103 resampled datasets (triangles) and the Monte Carlo variance of βˆ over the 103 dataset
replicates (squares). Each row represents a different true sample size and β parameter, whilst
each column gives the models which are correctly specified (those for which the misspecification
indicator is equal to zero)
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Figure 2: Simulated results for estimates of nvar
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from 103 dataset replicates estimated
using: asymptotic results based on the influence function (circles), bootstrap estimation with
103 resampled datasets (triangles) and the Monte Carlo variance of βˆ over the 103 dataset
replicates (squares). Each row represents a different true sample size and β parameter, whilst
each column gives the models which are correctly specified (those for which the misspecification
indicator is equal to zero)
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Figure 3: Simulated results of the proportion of the 104 datasets for which the no-mediation
hypothesis (H0) is rejected at the 5% level testing using the CUE score test (solid), Two-step
score test (dotdashed), Robust Sobel test (dashed), Classical Sobel test (twodahsed), and the
Classical LR test (dotted). Each column represents a different true β parameter, whilst each
row gives the models which are correctly specified (those for which the misspecification indicator
is equal to zero)
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Figure 4: Simulated results of the proportion of the 104 datasets for which the no-direct effect
hypothesis (H1) is rejected at the 5% level testing using the CUE score test (solid), Two-step
score test (dotdashed), Robust Wald test (dashed), and the Classical Wald test (twodashed).
Each column represents a different true β parameter, whilst each row gives the models which
are correctly specified (those for which the misspecification indicator is equal to zero)
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pain. Attendance at the 24 group therapy sessions was observed to vary between participants
in the intervention arm, with the original investigators denoting ‘compliers’ (X = 1, n = 260)
as participants who attended at least 12 sessions, and ‘non-compliers’ as those who did not
(X = 0, n = 53).
The primary outcome, Y , was pain-related disability at 12 months, measured on the Chronic
Pain Grade (CPG) disability sub-scale. This is a continuous measure on a scale from 0 to
100, with higher scores indicating worse pain-related disability. The original analysis found no
evidence that the COPERS intervention had an effect on improving pain-related disability at
12 months (The average treatment effect on the CPG scale was −1.0, with a 95% CI of −4.8
to 2.7).
The COPERS researchers were interested in investigating whether the effect of therapy was
mediated by feelings of self-coping with pain. To this effect, trial participants were also asked
to fill out the Pain Self-Efficacy Questionnaire (PSEQ) at 12 weeks (shortly after receiving
the intervention), which is intended to measure the participants confidence to live a normal
life despite chronic pain. A mediation analysis was not performed due to the lack of overall
treatment effect. In our analysis, we will treat the compliance indicator as the exposure of
interest, X, and examine only the patients in the treatment arm, with the PSEQ score (a
continuous measure) as the mediator of interest, M . Several patients (n = 71) were excluded
from analyses because of missing pre-treatment, mediation or outcome variables.
We use linear models for the conditional means of X, M , and Y , given the same baseline
covariates Z included in the original primary analysis models, namely: site of recruitment, age,
gender, Hospital Anxiety and Depression Scale [HADS]), Health Education Impact Question-
naire for social integration subscale, and the corresponding outcome at baseline:
E(X|Z) = expit(γTxZ)
E(M |X,Z) = β1X + γTmZ
E(Y |M,X,Z) = β2M + β3X + γTyZ
Table 1 gives mediated effect estimates obtained by G-estimation and OLS. Table 2 shows p-
values for the no-mediation and no-indirect effect hypotheses, obtained using our Robust Sobel
and score tests, along with the classical Sobel and LR methods.
Table 1: Estimated mediation effects for the COPERS trial using Ordinary Least Squares, and
G-estimation
Parameter OLS(sd) G-estimate(sd)
β1 6.80(1.46) 7.18(1.41)
β2 -0.69(0.15) -0.69(0.16)
NDE=β3 3.79(3.82) 4.07(3.73)
NIDE=β1β2 -4.69(1.41) -4.94(1.51)
This analysis suggests that attending at least half of the sessions had the effect of reducing
pain-related disability, with almost all of the effect mediated by the participant’s confidence
to live a normal life despite chronic pain. Indeed, on the basis of this analysis, there is not
sufficient evidence to reject the hypothesis that there is no-direct effect at all, which is in
agreement with the results of the original analysis. Given the possibility of strong mediated
effects, researchers’ interest in cognitive behavioural therapy for chronic pain may want to design
add-on interventions that can potentially also change self-coping perceptions.
7 Discussion
The main contribution of the current paper is a practical and robust method for carrying
out inference of mediated effects in settings where partial linearity of mediator and outcome
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Table 2: Hypothesis testing results on the COPERS dataset for the null hypotheses Hα (H0 is
the no-mediation hypothesis and H1 is the no-direct-effect hypothesis)
Null α value Test P-Value
0 Sobel 9.20×10−4
0 LR 3.11×10−6
0 Robust Sobel 1.07×10−3
0 Robust score (CUE) 5.33×10−5
0 Robust score (2-step) 3.28×10−7
1 Classical Wald 0.322
1 Robust Wald 0.275
1 Robust score (CUE) 0.275
1 Robust score (2-step) 0.277
conditional expectations can be assumed and confounder models are low dimensional. We
recommend estimation of the NIDE and NDE by G-estimation, in settings where partial linearity
may be assumed, but a mediator density function may be difficult to estimate, as required by the
methods of Tchetgen Tchetgen and Shpitser (2012). Compared with OLS, the G-estimators are
consistent for the NIDE and NDE, under misspecification of mediator and outcome models and
outcome models respectively. The variance of these estimators may be estimated by bootstrap
or using asymptotic results with both giving similar results. We also make available the methods
in the R package plmed, which calculates the NDE and NIDE by G-estimation with variances
estimated using asymptotic results by default.
In terms of hypothesis testing we recommend the robust CUE score test over Two-step
robust score methods, due to its faster convergence of the Type I error rate to the nominal size
in small samples, and improved power to detect small NIDEs over Wald based testing methods,
as demonstrated in simulation studies.
One limitation of these methods, aside from the partially linear model assumption is the
requirement that the confounder models are low dimensional. G-estimators of the average
treatment effect, however, have been shown to permit inference under high-dimensional con-
founding. In particular, by exploiting the orthogonality of the G-estimator when the exposure
and outcome models are both correct, one can show that valid inference is still obtained when
cross-validated data-adaptive methods (e.g. lasso or machine learning) are used to estimate the
confounder models (such as f(.), g(.), and h(.) in the current paper), with the assumption that
such methods will converge to the true model and an appropriate sample splitting scheme is
applied (Chernozhukov et al., 2016).
Other work by Dukes and Vansteelandt (2019) obtains valid inference of the average treat-
ment effect using G-estimators when confounder models are fitted using the bias-reduction
strategy with a lasso l1 penalty on the nuisance parameter. This work does not require sample
splitting nor does it require that both the exposure and outcome confounder models converge
to the truth. Indeed their methods are valid even when the number of confounding variables
is allowed to grow with sample size, provided certain sparsity assumptions on the nuisance pa-
rameter are satisfied. Similar results could be derived for the G-estimator of mediated effects in
the current paper, with care taken to address the requirement of Theorem 2 that the nuisance
parameter estimator be asymptotically linear.
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A Proofs
A.1 Proof of Lemma 1
In Step 1 the following expressions for each component of E{U(β∗, γ∗)} are derived. In Step 2
we consider the behaviour of these expressions in each of the two misspecification cases.
E{U1(β∗, γ∗)} = E
[{E(X|Z)− h(Z, γ∗x)}{E(M − β01X|Z)− f(Z, γ∗m)}] (23)
E{U2(β∗, γ∗)} = E
[{
E(M − β01X|Z)− f(Z, γ∗m)
}{
E(Y − β02M |X,Z)− β∗3X − g(Z, γ∗y)
}]
(24)
E{U3(β∗, γ∗)} = E
[{E(X|Z)− h(Z, γ∗x)}{E(Y − β02M |X,Z)− β∗3X − g(Z, γ∗y)}] (25)
Step 1: By the partial linearity of M we obtain
E{U1(β∗, γ∗)|X,Z} =
{
X − h(Z, γ∗x)
}{
E(M − β01X|X,Z)− f(Z, γ∗m)
}
=
{
X − h(Z, γ∗x)
}{
E(M − β01X|Z)− f(Z, γ∗m)
}
E{U1(β∗, γ∗)|Z} =
{
E(X|Z)− h(Z, γ∗x)
}{
E(M − β01X|Z)− f(Z, γ∗m)
}
For the second component, the partial linearity of M and Y gives
E{U2(β∗, γ∗)|M,X,Z} =
{
M − β01X − f(Z, γ∗m)
}{
E(Y − β02M |M,X,Z)− β∗3X − g(Z, γ∗y)
}
E{U2(β∗, γ∗)|X,Z} =
{
E(M − β01X|X,Z)− f(Z, γ∗m)
}{
E(Y − β02M |X,Z)− β∗3X − g(Z, γ∗y)
}
=
{
E(M − β01X|Z)− f(Z, γ∗m)
}{
E(Y − β02M |X,Z)− β∗3X − g(Z, γ∗y)
}
Likewise,
E{U3(β∗, γ∗)|M,X,Z} =
{
X − h(Z, γ∗x)
}{
E(Y − β02M |M,X,Z)− β∗3X − g(Z, γ∗y)
}
E{U3(β∗, γ∗)|X,Z} =
{
X − h(Z, γ∗x)
}{
E(Y − β02M |X,Z)− β∗3X − g(Z, γ∗y)
}
E{U3(β∗, γ∗)|Z} =
{
E(X|Z)− h(Z, γ∗x)
}{
E(Y − β02M |X,Z)− β∗3X − g(Z, γ∗y)
}
Step 2: We shall consider the cases (i) and (ii) separately. In case (i) the conditions for
assumption A2 are met, hence E(M − β01X|Z) = f(Z, γ∗m) and so (23) and (24) are exactly
zero. The proof for case (i) is completed by letting β∗3 be the value which solves (24) equal to
zero.
For case (ii) the conditions of A1 are met, hence E(X|Z) = h(Z, γ∗x) so (23) and (25) are
exactly zero. Since E(Y |M,X,Z) is correctly specified, there exists β03 such that E(Y −β02M −
β03X|M,X,Z) = E(Y − β02M − β03X|Z) = g(Z, γ∗y), where the final equality arises since the
conditions of A3 are satisfied. Therefore (24) is exactly zero, which completes the proof for case
(ii).
A.2 Proof of Lemma 2
In Step 1 the following expressions for the second and third components of E{U(β∗, γ∗)} are
derived. In Step 2 we consider the behaviour of these expressions in each of the two misspecifi-
cation cases.
E{U2(β∗, γ∗)} = E
[{
E(M − β∗1X|X,Z)− f(Z, γ∗m)
}{
E(Y − β02M − β03X|Z)− g(Z, γ∗y)
}]
(26)
E{U3(β∗, γ∗)} = E
[{
E(X|Z)− h(Z, γ∗x)
}{
E(Y − β02M − β03X|Z)− g(Z, γ∗y)
}]
(27)
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Step 1. By the partial linearity of Y , we find
E{U2(β∗, γ∗)|M,X,Z} =
{
M − β∗1X − f(Z, γ∗m)
}{
E(Y − β02M − β03X|M,X,Z)− g(Z, γ∗y)
}
=
{
M − β∗1X − f(Z, γ∗m)
}{
E(Y − β02M − β03X|Z)− g(Z, γ∗y)
}
E{U2(β∗, γ∗)|X,Z} =
{
E(M − β∗1X|X,Z)− f(Z, γ∗m)
}{
E(Y − β02M − β03X|Z)− g(Z, γ∗y)
}
Likewise,
E{U3(β∗, γ∗)|M,X,Z} =
{
X − h(Z, γ∗x)
}{
E(Y − β02M − β03X|M,X,Z)− g(Z, γ∗y)
}
=
{
X − h(Z, γ∗x)
}{
E(Y − β02M − β03X|Z)− g(Z, γ∗y)
}
E{U3(β∗, γ∗)|Z} =
{
E(X|Z)− h(Z, γ∗x)
}{
E(Y − β02M − β03X|Z)− g(Z, γ∗y)
}
Step 2. We shall consider the cases (i) and (ii) separately.
In case (i) the conditions for assumption A3 are met, hence E(Y −β02M−β03X|Z) = g(Z, γ∗y)
so the term inside 26 and 27 are exactly zero. Letting β∗1 be the solution to
E{U1(β∗, γ∗)} = E
[{
X − h(Z, γ∗x)
}{
M − β∗1X − f(Z, γ∗m)
}]
= 0
completes the proof for case (i). For case (ii) the conditions of A1 are met, so E(X|Z) = h(Z, γ∗x)
and so the term inside (27) is zero. Since E(M |X,Z) is correctly specified there exists β01 such
that E(M − β01X|X,Z) = E(M − β01X|Z). Letting β∗1 = β01 then (26) becomes
E{U2(β∗, γ∗)} = E
[{
E(M − β01X|Z)− f(Z, γ∗m)
}{
E(Y − β02M − β03X|Z)− g(Z, γ∗y)
}]
which is exactly zero since E(M − β01X|Z) = f(Z, γ∗m) under A2. The same is true of the
expression in (23), completing the proof for case (ii).
A.3 Proof of Proposition 1
Consider the Taylor Expansion
En{U(βˆ, γˆ)} = En{U(β∗, γ∗)}+ En
{
∂U(β∗, γ∗)
∂β
}
(βˆ − β∗) + En{∂U(β
∗, γ∗)
∂γ
}(γˆ − γ∗) + op
(
n−1/2
)
Since En{U(βˆ, γˆ)} = 0 then
βˆ − β∗ = En
{
−∂U(β
∗, γ∗)
∂β
}−1 [
En{U(β∗, γ∗)}+ En
{
∂U(β∗, γ∗)
∂γ
}
(γˆ − γ∗)
]
+ op
(
n−1/2
)
Using the estimator in (9) and rearranging gives
βˆ − β∗ = En
(
En
{
−∂U(β
∗, γ∗)
∂β
}−1 [
U(β∗, γ∗) + En
{
∂U(β∗, γ∗)
∂γ
}
φ(β∗, γ∗)
])
+ op
(
n−1/2
)
Applying the weak law of large numbers to the partial derivative terms gives the form of the
influence function ϕ(.) in (10). We must further show that E{ϕ(β∗, γ∗)} = 0
E{ϕ(β∗, γ∗)} = E
{
−∂U(β
∗, γ∗)
∂β
}−1 [
E{U(β∗, γ∗)}+ E
{
∂U(β∗, γ∗)
∂γ
}
E{φ(β∗, γ∗)}
]
Since φ(.) is an influence function, E{φ(β∗, γ∗)} = 0. Therefore provided E{U(β∗, γ∗)} = 0
then E{ϕ(β∗, γ∗)} = 0 as required.
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A.4 Derivation of Equation (11)
From Proposition 1 we have
βˆ1 = β1 + En{ϕ1(β∗, γ∗)}+ op
(
n−1/2
)
βˆ2 = β2 + En{ϕ2(β∗, γ∗)}+ op
(
n−1/2
)
Therefore, letting A = En{ϕ1(β∗, γ∗)} and B = En{ϕ2(β∗, γ∗)}, we obtain
βˆ1βˆ2 − β1β2 = En{ω(β∗, γ∗)}+AB + op
(
n−1/2
)
The desired result follows provided that AB = op
(
n−1/2
)
. Using Markov’s inequality,
P (|n1/2AB| ≥ ) = P (n(AB)2 ≥ 2) ≤ nE{(AB)
2}
2
Examining the expectation term, we find a sum over four indices
E{(AB)2} = n−4
n∑
i=1
n∑
j=1
n∑
k=1
n∑
l=1
E{ϕ(i)1 (β∗, γ∗)ϕ(j)1 (β∗, γ∗)ϕ(k)2 (β∗, γ∗)ϕ(l)2 (β∗, γ∗)}
where the superscript (i) denotes that the influence function is evaluated on the ith observation.
Since the observations are iid and the influence function has mean zero, the terms of this
quadruple sum are only non-zero when their indices are paired, i.e when (i = j and k = l) or
(i = k and j = l) or (i = l and j = k). The number of non-zero terms in the sum is therefore
of order n2, and hence
P (|n1/2AB| ≥ ) ≤ O (n−1)
where O denotes conventional big-O notation, i.e. for sufficiently large n there exists some
constant k such that |O (n−1) | ≤ kn−1
A.5 Proof of Equations (20) and (21)
We will prove (20) with the result for (21) proceeding in a similar fashion.
Consider Theorem 2 under the null hypothesis ψ(0)(β∗) = β1β2 = 0. With the null parameter
space given by B0 = {β|ψ(0)(β) = 0}, with
Rank
(
∂ψ(0)(β)
∂β
)
=
{
0 for β1 = β2 = 0
1 otherwise
One may decompose the supremum in (21) as
sup
β∗∈B0
Pβ∗ (S0 > x) = max
{
sup
β∗∈B0\A
Pβ∗ (S0 > x) , sup
β∗∈A
Pβ∗ (S0 > x)
}
(28)
where A = {β|β1 = β2 = 0}. For the first term in the max bracket above, the rank condition of
Theorem 2 holds, so for all β∗ ∈ B0 \A
Pβ∗ (S0 > x)→ 1− Fχ21(x)
Considering the second term, one may decompose the test statistic as
Pβ∗ (S0 > x) = Pβ∗ (S1 > x, S2 > x) ≤ Pβ∗ (S1 > x)
where (for j = 1, 2) Sj = minβ∈Bj S(β) and Bj = {β|βj = 0}. By Theorem 2, for all β∗ in A,
Pβ∗ (S1 > x)→ 1− Fχ21(x)
Hence Pβ∗ (S0 > x) is asymptotically bounded from above by 1 − Fχ21(x) for all β∗ in B0, so
(20) holds.
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Bias
Figure 5: Simulated results to investigate the biases of βˆ1 (purple), βˆ2 (blue), the NDE= βˆ3
(green) and the NIDE= βˆ1βˆ2 (red). The estimated bias from 10
4 dataset replicates is plotted
on the x-axis with error bars giving a 95% confidence interval of the Monte Carlo estimate.
Plots are arranged in a grid where each row represents a different sample size and true target
parameter value, and the header of each row lists the correctly specified models (those for which
the misspecification indicator is equal to zero). Where the requirements on model mispecification
are not met, the bias of the estimator is not shown.
B Additional Plots
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Figure 6: Simulated results for estimates of nvar
(
βˆ1
)
from 103 dataset replicates estimated
using: asymptotic results based on the influence function (circles), bootstrap estimation with
103 resampled datasets (triangles) and the Monte Carlo variance of βˆ over the 103 dataset
replicates (squares). Each row represents a different true sample size and β parameter, whilst
each column gives the models which are correctly specified (those for which the misspecification
indicator is equal to zero)
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Figure 7: Simulated results for estimates of nvar
(
βˆ2
)
from 103 dataset replicates estimated
using: asymptotic results based on the influence function (circles), bootstrap estimation with
103 resampled datasets (triangles) and the Monte Carlo variance of βˆ over the 103 dataset
replicates (squares). Each row represents a different true sample size and β parameter, whilst
each column gives the models which are correctly specified (those for which the misspecification
indicator is equal to zero)
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