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4.5 .4 observations bruitées 
Nous avons bruité les observations pures obtenant ainsi une seconde image qui 
représente des observations plus proches de ce que fournirait un capteur spatioporté. Le bruitage 
des observations pures a été réalisé par la transformation suivante : 
Cbruit (x,y) = (1 + R(x,y)) Cpure(x,y) 4.8 
où R(x,y) est une variable aléatoire uniforme qui ne prend que deux valeurs : + 0,2 et- 0,2. Le 
bruitage est assez extrême puisque, sans modifier la moyenne et l'écart-type des observations, il 
impose une erreur de 20 % sur toutes les données. Comme cela apparaît sur l'image des 
observations bruitées (figure 4.4), le bruit obtenu par le générateur aléatoire utilisé n'est pas parfait, 
mais présente certaines structures. Dans la réalité les erreurs de mesure des appareils embarqués à 
bord des satellites présentent souvent des structures similaires à nos observations artificiellement 
bruitées. 
Figure 4.1 : 
Maillage du bassin carré 30 x 30 Jan2 
961 sommets - 1800 triangles. 
() z.o 
Figure 4.3 : 
Observations pures obtenues par intégration de 
l'état initial vrai à t = 12 heures. 
Figure 4.2 : 
Etat initial vrai, la flèche indique 
la direction de la vitesse d'advection, 
v = 1km/h, t = 0 heure. 
0 Z.o 
Figure 4.4 : 
Observations bruitées à t = 12 heures : 
observations pures ± 20% de bruit aléatoire. 
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4.6 La fonction de coût 
4.6.1 Ecart avec les observations 
La fonction de coût évalue l'écart entre la sortie du modèle et les obseiVations. Nous 
utiliserons une fonction quadratique éventuellement pondérée, ce qui conduit à la fonction de coût 
suivante: 
Iobs = 1/2 Ll$;i$;ns Wi 1 Cï(t=12h) - ciobs 12 4.9 
Les coefficients Wi permettent de pondérer les obseiVations entre elles, généralement suivant le 
degré de confiance accordée à chaque mesure. Ici comme toutes les obseiVations ont la même 
erreur et les coefficients Wi sont tous égaux à 1. 
4.6.2 Unicité du minimum de la fonction de coût 
L'assimilation de données variationnelle va consister à faire varier l'état initial Co 
afin que 12 heures plus tard cet état C(12h) intégré par le modèle ajuste au mieux les obseiVations 
cobs. La qualité de l'ajustement étant indiquée par la valeur de la fonction de coût Jobs· le meilleur 
ajustement sera celui qui minimisera cette fonction. L'assimilation ne sera donc possible que si, tout 
d'abord, il existe un minimum à cette fonction de coût, et, si de plus, ce minimum est unique. 
Comme nous travaillons sur l'inteiValle [ 0, +oo [, il existe au moins un minimum à la 
fonction de coût. Le problème de la multiplicité des minimas est résolu immédiatement par la 
condition d'obseiVablité, puisqu'ici la matrice C est égale à l'identité. Toutefois, notre problème est 
très mal conditionné et il faudrait donc calculer la matrice Hessienne pour pré-conditionner le 
système lors de la minimisation. Malheureusement, l'absence de librairie mathématique appropriée 
lors du développement du code nous a privé des moyens d'obtenir cette matrice. Aussi nous avons 
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essayé de résoudre le problème du conditionnement par l'usage de termes de pénalisation dans la 
fonction de coût. 
4.6 .3 Pénalisation-régularisation 
Plusieurs forme de pénalisation sont possibles. En automatique, il est souvent 
requis que le contrôle soit réalisé avec une dépense d'énergie minimale, et pour cela, on cherche à 
limiter l'amplitude de l'état initial solution. Dans ce cas la fonction de coût comportera un terme 
supplémentaire du type : 
Jamp = 1!2 LI~i~ns Wi 1 Cï(t=O) 12 4.10 
Toutefois si ce type de pénalisation a une signification évidente pour les systèmes industriels, son 
utilisation est difficilement justifiable pour les systèmes géophysiques. ll n'y a en effet a priori 
aucune raison de limiter seulement l'amplitude initiale d'un phénomène physique indépendamment 
de son évolution ultérieure. Par ailleurs les essais que nous avons effectués avec ce type de 
pénalisation se montrèrent complètement infructueux du fait du caractère particulier du point de 
départ retenu pour la minimisation. 
C'est pourquoi nous utiliserons de préférence des contraintes sur les dérivés de la solution. 
C'est à dire que nous choisirons parmi les solutions possibles, celle qui est la plus régulière. Ici 
nous utiliserons un terme de pénalisation construit sur la dérivée seconde de la solution qui 
pénalisera les grandes amplitudes de la dérivée : 
Jsmo = 1/2 LI~i~ns [ ca2Cif a2x)2 + ca2q 1 a2y)2 
+ 2(a2ci/ ayax)2 ]2 (t=O) 4.11 
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Bien qu'assez particulière, cette forme de pénalisation a été étudiée en détail (Wahba 1987). En 
particulier la méthode GCV (General Cross Validation) issues de ces travaux, permet d'estimer la 
valeur optimale du paramètre de lissage Â. pondérant l'importance de la pénalisation dans la fonction 
de coût fmale : 
Icost = 1/ns Iobs + Â. Ismo 4.12 
Dans laquelle le facteur 1/ns est introduit afm de faciliter l'application de la méhode GCV. 
4.6 .4 Détermination du paramètre de lissage 
La méthode GCV permet d'estimer la valeur du paramètre de lissage Â. à partir des 
observations. Nous ne détaillerons pas cette méthode qui a fait l'objet de plusieurs publications 
(Wahba et Wandelberger 1980, Villalobos et Wahba 1987, Bates et al. 1986) et qui peut être 
appliquée en utilisant les fonctions de la librairie GCVPACK, disponible sur le serveur statlib 
(stalib@orn.edu.gov). Néanmoins l'exécution de ces fonctions nécessite des ressources de calcul 
dont nous ne disposions pas initialement. Aussi nous avons déterminé Â. en traçant la décroissance 
de la fonction h,(X) pour plusieurs valeurs de Â., et avons retenu la valeur pour laquelle J(x) 
diminue le plus en 30 itérations de descente du gradient. Que les observations soient bruitées ou 
non, nous avons trouvé une valeur identique Â. = 50. Ce résultat un peu surprenant s'expliquera au 
vu des résultats exposés dans le chapitre suivant. 
4.7 Utilisation du modèle adjoint. 
La fonction de coût Icost étant défmie, l'assimilation de donnée consiste en sa minimisation 
par rapport aux variables de contrôle. ll est donc nécessaire de calculer le gradient de la fonction de 












































































Nous nous intéressons aux méthodes permettant d'assimiler les données de télédétection. Il 
y a principalement deux types de technique : les méthodes séquentielles, issues du filtrage de 
Kalman et les méthodes variationnelles, basées sur les équations adjointes du contrôle optimal. Les 
méthodes variationnelles sont récentes et nous essayons de présenter leur intérêt pour la 
télédétection à l'aide de deux applications. 
Une première étude est menée sur un modèle numérique d'advection-diffusion. Elle montre 
la faisabilité numérique de la méthode : il est possible de minimiser une fonction de coût mesurant la 
distance entre la trajectoire du modèle et des observations réparties à la fois dans le temps et dans 
l'espace. La deuxième application est réalisée sur des observations effectuées par le diffusiomètre-
vent embarqué à bord du satellite Seasat. Son objet est la cartographie des champs de vent à la 
surface des océans. Sur une période de douze heures, nous assimilons les observations dans un 
modèle numérique non linéaire, discrétisant l'équation de la vorticité sur un domaine rectangulaire 
couvrant à peu près tout l'océan Atlantique nord. 
Une comparaison entre les champs de vent, obtenus par l'assimilation variationnelle, et 
ceux produits par une assimilation séquentielle, met en évidence la propriété de rétro-propagation de 
l'information dans le temps que possèdent les équations adjointes. Il en résulte des analyses 
sensiblement meilleures, surtout en début de période d'assimilation, et une grande cohérence 
dynamique entre les champs analysés et le modèle numérique. 
Mots clés : télédétection, assimilation de données, équations adjointes, filtre de Kalman, modèle 
numérique, mesures diffusiomètriques. 
ABSTRACT 
Satellite data assimilation methods are investigated. There are mainly two kinds of technics : 
the sequential methods, derived from the Kalman filter and the variational methods, based on the 
adjoint equations of the optimal control theory. Variational methods are more recent. This work 
attempts to asses their potentialities in remote sensing through two examples. 
The frrst study, carried out with the advection-diffusion equation as a numerical model, 
demon strates the feasibility of the variational methods. It is possible to minimize a cost fonction 
measuring the distance between the model trajectory and observations distributed in time and space. 
The second application is performed with actual observations of the Seasat satellite borne-wind 
scatterometer. Its aim is the mapping of the wind fields at the sea surface. Within a twelve hours 
time period, data are assimilated in a non linear numerical model. This model discretizes the 
vorticity equation on a rectangular domain covering approximatively the North Atlantic Ocean. 
A comparaison between the wind fields obtained with the variational assimilation and those 
produced by a sequential assimilation highlights the adjoint equations ability to propagate 
information backward in time. The resulting analyzes are better, particulary at the beginning of the 
assimilation time period, and the analyzed fieds are consistent with the model dynamics. 
Key words : remote sensing, data assimilation, adjoint equations, Kalman filter, numerical 
model, scatterometer observations. 
