Below we provide a brief overview of the 14 papers selected for the journal special issues. The papers cover a broad spectrum of topics relevant to the machine learning and data mining communities.
Papers appearing in the journal of Machine Learning:
In "Sparse kernel SVMs via cutting plane training" Joachims and Yu (2009) advance the state of the art in efficient induction and evaluation of SVM models. Model sparsity is enhanced by allowing for support vectors from outside of the training set.
In "Learning multilinear representations for efficient inference" Roth and Samdani (2009) present a method of speeding up probabilistic inference by representing discrete probability distributions using multilinear forms.
In "Combing instance-based learning and logistic regression for multi-label classification" Cheng and Huellermeier (2009) propose to use a Nearest Neighbor technique to locally condition logistic regression when learning multi-label problems.
In "On structured output training: hard cases and an efficient alternative" Gärtner and Vembu (2009) propose an efficient algorithm for avoiding excessive computations in problems involving structured-output prediction.
In "Hybrid least-squared algorithms for approximate policy evaluation" Johns et al. 
Papers appearing in the journal of Data Mining and Knowledge Discovery:
In "Identifying components" van Leeuwen et al. (2009) propose two parameter-free MDL-based methods of identifying mixture components.
In "A recursive realistic graph generator using random typing" Akoglu and Faloutsos (2009) propose an efficient method of simulating graphs that satisfy the statistical properties of real data.
In "Subgroup discovery in numerical domains" Grosskreutz and Rüping (2009) propose an improved way of identifying subgroups for continuous-attribute data with an extensive comparison to existing approaches.
In "Taxonomy-driven lumping for sequence mining" Bonchi et al. (2009) introduce a first-order Markov method of describing sequence data by algorithm based on a userprovided taxonomy.
In "Harnessing the strengths of anytime algorithms for constant data streams" Kranen and Seidl (2009) compare the performance of several approaches to budgeted classification for several popular learners.
In "Two-way analysis of high-dimensional collinear data" Huopaniemi et al. (2009) propose a hierarchical approach to the ANOVA analysis, which addresses the challenges of small-sample data of high dimensionality.
In "A fast ensemble pruning algorithm based on pattern mining process" Zhao et al. (2009) apply the techniques from the area of associative rule mining to perform pruning of an ensemble of predictors.
