Approximating closed form solutions to converging branch dynamic programming problems  by Gim, Bongjin & Curry, Guy L
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 122. 5X--69 ( 1987) 
Approximating Closed Form Solutions 
to Converging Branch 
Dynamic Programming Problems 
BONGJIN GIM AND GUY L. CURRY 
Industriul Engineering Department, 
Texas A & M University, College Station, Texas 77843 
Submitted by E. Stanley Lee 
Received October 2, 1985 
This paper concerns a method for obtaining closed form approximate solutions 
to converging branch dynamic programming problems with quadratic returns and 
linear transitions. For quadratic returns, not necessarily convex, the optimum 
solutions for each stage generally contain multiple segments. A procedure for deal- 
ing with these multiple segments is presented. Problems with nonlinear returns at 
the converging branch have not been effectively dealt with in the literature. 
Utilizing a piecewise linear approximation to these nonlinear returns and the 
multiple segment procedure, closed form solutions to the resulting problems can be 
obtained. This method facilitates the computerization of this class of converging 
branch problems. A‘ 1987 Academic Press, Inc. 
INTRODUCTION 
Dynamic programming is an optimization technique dealing with the 
optimization of multiple stage decision processes. The technique is robust 
in the sense it can be used to address both continuous and discrete non- 
linear optimization problems. Continuous problems are not frequently 
dealt with in the dynamic programming literature since most solution 
schemes rely on discretizing the problem and approaching it via discrete 
methodologies. However, certain continuous dynamic programming 
problem classes have been solved yielding closed form solutions. The 
general solutions to these problems are represented in closed form answers, 
however, there are few studies on these solutions because of their com- 
plexity. Crisp and Beightler [3] solved continuous serial problems in 
closed form for the case of linear returns and linear transition functions. 
Bagwell et al. [ 11 obtained closed form solutions to a class of serial 
problems with convex returns and linear transition functions. The exten- 
sion to nonserial dynamic programming problems with both linear and 
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quadratic returns was accomplished by Pope et al. [S]. It should be noted 
that the quadratic functions were not restricted to convex forms in the 
Pope et al. work. Pope and Curry [7] computerized this approach and 
solved for closed form solutions of serial and nonserial dynamic program- 
ming problems of up to 100 stages. 
Nonserial dynamic programming problems are those having stages with 
inputs to or outputs from more than one stage, as is illustrated by the con- 
verging branch structure in Fig. 1. Meier and Beightler [4] presented the 
“branch compression principle” which permits an entire converging branch 
multistage problem to be solved utilizing serial methods. However, their 
method requires the parametric solutions of all but one of the serial 
branches. A parametric solution (for all feasible output values) is much 
more difficult to obtain than standard serial solutions. Brown [2] and 
Pope et al. [S] developed procedures by which these problems could be 
solved by serial methods without resorting to the “cut state” approach of 
Meier and Beightler. These methods along with the approach of Meier and 
Beightler have an unnoted restriction (Pope and Curry [7]) that they do 
not apply to situations where the converging branch inflows interact in a 
product form. This occurs when the inflows are additive and the return 
function at the converging branch is nonlinear. Another situation which 
causes difficulties for closed form methods utilizing these procedures occurs 
when there are multiple segments in the solutions of the converging serial 
stages, 
None of the published methods have valid solution procedures for the 
situation where the converging branch stage has a product of multiple 
inflows in the return function. That is, in Fig. 1, if stage j has a quadratic 
return in terms of S,, then none of the methods are applicable. This 
problem, however, can be solved by obtaining closed form solutions for 
each converging branch and then optimizing over the resulting multiple 
output states simultaneously. This is a very difficult procedure which does 
not lend itself to closed form solution results. The method that we propose 
is to utilize a piecewise linear approximation to the nonlinear terms in the 
return function at the converging branch stage. This results in a multiple 
*  ... %+l i+, si+l 
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FIG. 1. Converging branch structure and notation 
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segment return function which is then separable in the input flows and, 
thus, the resulting problem can be solved in closed form by a method 
similar to that of Pope and Curry [7]. Therefore, closed form approximate 
solutions can be obtained to large nonlinear convering branch problems 
which were previously not computationally tractable. Since this method 
extends the class of problems which can be solved by the computerized 
closed form approach of Pope and Curry, continuous problems of 100 or 
more stages could be solved for their approximate closed form solutions. 
PROBLEM DEFINITION 
A simple converging branch system has the structure depicted in Fig. 1. 
The class of problems under consideration has the optimization structure: 
max 2 rn(Stl, 4,) 
n= I 
(1) 
subject to 
s ,I- 1 = t,,(S,,, d,,), for n = I,..., N, and n # j+ 1 and K+ 1, 
q+,=t,+, (Sj+d,+,)> 
s K+ I = tK+ [(SK+ I 1 dK+ ,)r 
S,=g,+,+SK+,,and 
where, r,, is the return function, t, is the state transition function, d, is the 
decision variable, and tl,, and /In are arbitrary constants. The stage number- 
ing convention chosen is to label stages sequentially through the upper 
branch ending with K. Then, the lower branch is labeled from K+ 1 and 
ends with the total number of stages N. The output flows from the two 
branches combined at Stage j. For quadratic return functions, the global 
optimum solution to the nonconvex problem can be obtained in closed 
form. The nonconvex problem generally arises from maximizing a convex 
quadratic function. However, there generally exist multiple segments in the 
representation of the individual optimal stage return function. We will 
denote the ith segment of the nth stage return function by the notation f;. 
The solution scheme utilized is the typical dynamic programming recur- 
sion: 
fL(S,J = max{r,(S,, d,) +.C-, Ct,(S,, dJl>, 
D,,j < 4, ,< B,,, 
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where B,.i and D,,i are functions of S, and define the range of d, for which 
the ith segment of the previous stage return function ,ri _, is valid. The end 
resulting return function is the amalgamation of the segmented returns at 
each stage into the function f,,. In the analytical method of finding the 
optimal solution, the general problem (1) is decomposed into a set of sub- 
problems. The generation of the subproblems, the subproblem solution 
procedure, and the process of merging these solutions are discussed in 
detail by Pope and Curry [7]. 
SEGMENTED STAGE RETURNS 
Meier and Beightler [4] presented the “branch compression principle” 
which permits a converging branch dynamic programming problem to be 
solved as a sequence of one-state one-decision problems. For a closed form 
solution to the converging stage j, Fig. 1, constraints on the inflows sj+, 
and s”,,, need to be added to the constraints on the stage state variable 
S,. The resulting branch compression equation at the converging stage j 
can be written as 
~K(SK, SK+,)=max{f3SK, S,+,)+f;(S,+,, S,,,)} (2) 
subject to 
a,,/ d gj, 1 < a,,, 
bn,, G sj+ I+ SK+ 1 G bn,u 
O<S ,Y+16SlV, 
where m and n represent the mth segment of Stage K and the nth segment 
of Stage j, a,,l, b,,, are the lower bounds, and a,,,+, b,,, are the upper 
bounds for each segment m, n. Problem (2) can be converted into an - 
equivalent problem of the form 
~K(SK~SK+I)=~~~(~~(S,,~,+,)+~~“(S,+,,S~+,)} 
subject to 
max Cam,,, b,,, - 3, + II G sj + 1 d min Cam,,, b,,, - 3, + I 1 
O<S K+I~sN. 
Then constraint (4) can be separated into four sequents as follows: 
(3) 
(4) 
(5) 
(6) 
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B: for 3 K+ I G minCh,,,, - sir b,,,,, - ~,,,,,I 
b,,,l- 3, + I G sj + I d um.u 
(7) 
C: for b,,., - urn,/ d SK+, d b,, - a,,,+ 
urn.1 d 3, + I d um.u 
(8) 
D: for 3 K + I 3 max Lb,! - %,/? hn,u - um,tL1 
u,,[dSj+I<b,,,-~K+I. 
(9) 
Segments (6) and (8) cannot occur simultaneously, therefore, the con- 
straints defining the range of si+, are divided into three segments. By 
adding constraint (5) to the constraint segments (69), we obtain the single 
constraint on Si+ , for given constraints on S,, , 
SOLUTION STRUCTURE 
The general optimum solution to the converging Stage j, in Fig. 1, is a 
quadratic function of Si. Therefore, this stage generally has a product form 
sj+l xsK+l in the return function for the stage inflows gj+, and SK+, . If 
there are no cross product terms of this form and there are no multiple 
return segments at the converging Stage j, then we can apply the simplified 
converging branch solution technique of Brown [4] to the problem. This 
method results in a very simple converging branch procedure since it 
avoids the two-point boundary value solution step of the “cut state” 
approach. However, it is difficult to satisfy these conditions except when all 
of the stage return functions are linear. If there is a cross product term in 
the converging stage return function, the branch compression principle is 
difficult to apply because the inflow SK+ I acts as a parameter to the inflow 
%+1 during the parametric solution of the branch to be compressed. Thus, 
a double parameter problem must be solved, which is extremely difficult 
with respect to obtaining closed form solutions. 
To avoid the complications presented by the quadratic form in the con- 
verging stage return function, we approach the problem by a piecewise 
linearization of this function. Looking at the problem in terms of the stage 
variable S,, the return function is separable and can be readily 
approximated by the same procedure utilized in separable programming 
algorithms [9]. The resulting piecewise linear return merely has multiple 
linear segments which can be handled by the procedure of the previous sec- 
tion. The linearization is accomplished by the point-slope formula, where 
the secant line over the interval [a, b] is given by 
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The difference between the true function value f(x) and the linear 
approximation y(x) goes to zero as the interval [a, b] goes to zero. 
Utilizing this approach an approximate closed form solution, to any 
desired degree of accuracy, can be obtained to larger problems which 
previously were not computationally tractable. The general solution 
procedure for converging branch problems using the structure and notation 
in Fig. 1, expanding on the solution scheme of Nemhauser [S], is given in 
the following steps: 
1. Obtain fi(S,) by the closed form backward serial recursion 
procedure. 
2. Check if fj(Sj) is linear. If it is not, go to Step 5, otherwise, continue 
with Step 3. 
3. Check if there exist multiple segments in fi(Si); if so then go to 
Step 6; otherwise, go to Step 4. 
4. Proceed in a serial manner through the upper branch obtaining 
gKei(SK,s,+,), recognizing that ,!?,=ti($,+l,S,+,). Go to Step7. 
5. Obtain a piecewise linearization of fi(S,). 
6. Obtain fK(SK, SK+,) by a two-point boundary value solution 
procedure to compute gKej(S,, sj+ ,) and then solve the following 
problem by the proposed subproblem procedure: 
7. Complete the solution by serial backward recursion on the lower 
branch starting with fK(SK, SK+ i) and yielding fN(SK, S,). 
The result then is an approximate closed form solution to the converging 
branch dynamic programming problem depicted in Fig. 1. The procedure is 
given as a sequence of compressing the upper branch and then completing 
the problem via serial methods on the lower branch. It should be noted 
that the branches could just as well be reversed in the solution scheme. 
EXAMPLE PROBLEM 
Consider the converging branch problem depicted in Fig. 2 with the 
following objective and functions definitions: 
max i ri(dj) 
i= 1 
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subject to 
r,=+(i- l)l/,, for i = 2,..., 5, 
Y, =df-d,, 
s, 1 =S,-4, for i= 1, 3, 5, 
$=S,-d,, for i= 2, 4, 
s, =s,+3;, 
sx = 5 and s, = 8. 
The details of the solution procedure for each of the five stages are given 
below. The converging stage is Stage 1, thus, the linear approximation 
occurs after the parametric solution of the converged branch combination 
which is one stage in length, in this example. 
Stage 1 
.fI(SI)=max{df-dI~ 
0 6 d, 6 S,. 
The return function r, is a convex function and since the objective is to 
max the return, then the optimal value of d, occurs at the boundary values 
of d, = 0 and d, = S,. Each of these values is optimal over a range of the 
state variable S,. Thus, there are two segments in the optimal return 
function f, given by 
d:=O,f;(S,)=O, for O<S,dl, 
d:=S,,f,(S,)=S:-S,, for l<S,613. 
The converging stage return is f, and thus the separability of this return 
function determines if the approximation method is to be used. Since fr is a 
quadratic function of S,, it is not separable and a piecewise linear 
FIG. 2. Example problem converging branch structure 
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approximation is applied to fr. For illustration proposes, S, is segmented 
into five regions at the break points 1,4, 7, and 10 yielding: 
d:=O, fl(S,)=O, for OGS, d 1, 
d:=S,, .I‘:ts, I= 4S, - 4, for 1 ,(S, d4, 
d:=S,, fi(S,) = 10&s, - 28, for 46S, <7, 
d:=S,, f:(S,) = 16S, - 70, for 76S,<lO, 
d;S=Sl, fT(S,) = 22s, - 130, for 10 6 S, f 13. 
The upper branch, Stages 2 and 3, needs to be optimized with respect to 
the input state S3 = 5 and the output parameter 3,. To accomplish this, we 
utilize the branch compression principle and parametrically solve for 
g,(S,, 3,) as a two stage fixed end points problem. 
Stage 2. Solving for g,(SZ, 3,) is straightforward since the output state 
value is fixed and the transformation function between the input and out- 
put states is linear. Thus, we have 
&=S2-d2, then d2=Sz-S2. 
Therefore, the stage problem becomes 
g,(Sz, s,)=max{2d:-d,} 
d,=&-&. 
The solution for this stage is then 
d;=SZ-$, (11) 
and 
g,(S,, 3,) = 2s; -s, -4&Z, + 23: + 3,. 
Stage 3. The third stage continues the upper branch parametric 
solution procedure. The solution of Stage 2, Eq. (ll), along with the 
bounds on the decision variable d, establish a relationship between S, and 
3,. That is, the value of d3 is restricted such that there must remain 3, 
units to enter Stage 2. Therefore, d3 has an upper limit of S3 - 3,. This is 
the more restrictive upper bound and the Stage 3 problem becomes 
gz(S3, S,)=max{3d:-2d,+g,(S,-d,, 3,)) 
O<d,dS,-S”,, 
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which has two segments for the optimal return. The solution is 
d;C=5-S,,K:(S,,Sz)=35:-28S2+65, for OdS,<4, 
d? = 0, ggs,, 3,) = 2s; - 193, + 45, for 4 d S, < 5. 
Branch Compression 
There are ten segments at the branch compression stage, since there are 
five segments for the solution of Stage 1 and two segments at Stage 3. These 
combinations yield the ten segments to be considered. To illustrate the 
procedure, consider the second segment of both optimal returns for S, and 
s,, the corresponding subproblem is as follows: 
Transforming the problem in terms of 3, and s,, yields 
,f?(S,, S,)=max{2S:-24S,+4S,+61} 
o&Q4 
1<&+&<4. 
Considering 3, as a constant and applying the solution procedure of the 
segmented stage returns section, this yields the solution 
,T:= 1 -s,,f2(S1, $)=2s;+22$+40, for 0 d S, 6 1, 
sz*=o, fA%r %,)=4$+61, for 1 <S,<<. 
After obtaining all of the optimal subproblem solutions and merging these 
solutions on each boundary range of sq, we obtain the compressed branch 
solution as 
s:=o, f:(S, > 3,) = 65, for OdITq< 1, 
9;=0, f;(S,, L%,)=4$+61, for 1 <g4<4, 
s:=o, f:( S3) 3,) = 103, + 37, for 4 < S, 6 4.5, 
3,x = 5, f;(S,, $)= 163, + 10, for 4.5 < S, d 5, 
S,*=5, fZ(S,, $)= 22s,-20, for 5dS,d8. 
Stage 4. The fourth stage must use all live different segments from the 
branch compression step. These segments are denoted with a superscript j. 
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Note that S, is now carried as a parameter throughout the remainder of 
the problem solution. The general stage problem is 
f<(S4, S,)=max{4&3d,+f’,(S,, s,)} 
O<d,<Ssq 
L,&,=X-d&U,, 
where Li and U, are the lower and upper bounds for segment j from the 
branch compression step. To illustrate the procedure, consider the second 
segment on 3, which results in the following subprobiem: 
,fi(S,, S,) = max(4di - 7d, + 4S, + 61) 
0 < d, d S, 
S,-4dd,<S,- 1, 
The solution is the two segments result 
d,*=O, f:(S,,Sj)=4&+61, for 1 < S, d 2.75, 
d;=S4- 1, f;(S,, S,) = 4s: - 1 lS, + 72, for 2.75 < S, d 4. 
Merging all Stage 4 subproblems results in only two segments remaining 
for the optimal solution to Stage 4 
d:=O, f:P,, S,) = 65, for 0 6 S4 6 0.75, 
d:=&, j-:(X,, S,) = 4s; - 3S, + 65, for 0.75 < S, 6 8. 
Stage 5. There are two subproblems in this final stage because of the 
two segments in the previous stage. Both subproblems need to be solved, 
then the larger return is selected as the final optimal solution. Note that S, 
has the value of 8 which is used in this stage instead of the parametric sym- 
bol. 
Subproblem 1. 
f:(S,, S3)=max{5d:-4d,+65} 
Odd,68 
0 d 8 - d, d 0.75, 
yielding 
d: = 8 and .fxs,, S,) = 353; 
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Subproblem 2. 
.fi(S,, S,) = max(9d: - 65d, + 297) 
Odd5<8 
yielding 
0.75dS,-dSd8, 
d:=O and fi(S,, S,) = 297. 
The approximate optimal solution to this problem is the maximum of 
the final stage returns which is subproblem one. The return value is 353 
which is obtained by the corresponding optimal decisions 
d:=O, d:=O, d,*=5, d$=O and dT=8. 
The solution to this problem does not appear to be in closed form since 
specific values were chosen for both inflow states S, and S,. However, the 
mechanics is exactly that for a closed form representation where these 
inflow states are carried as parameters instead of numbers. 
CONCLUSIONS 
The difficulty of solving converging branch dynamic programming 
problems with a nonlinear return at the converging stage has been pointed 
out. A procedure which circumvents this difficulty is to utilize a piecewise 
linear approximation to the nonlinear term. Then the serial method of 
Pope et al. [8] extended to multiple segments can be used. Approximate 
closed form solutions, based on a separable linear approximation, can be 
obtained to large nonserial problems which were previously not com- 
putationally tractable. This method of handling converging branch 
problems can be incorporated into feedforward loop problems, thus, also 
extending this problem class to more robust functional forms. 
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