We address a classical problem concerning energy efficiency in sensor networks. In particular, we consider the problem of maximizing the lifetime of coverage of targets in a wireless sensor network with battery-limited sensors. We first show that the problem cannot be approximated within a factor less than ln n by any polynomial time algorithm, where n is the number of targets. This provides closure to the long-standing open problem of showing optimality of previously known ln n approximation algorithms. We also derive a new ln n approximation to the problem by showing the ln n approximation to the related maximum disjoint set cover problem. We show that this approach has many advantages over algorithms in the literature, including a simple and optimal extension that solves the problem with multiple coverage constraints. For the 1-D network topology, where sensors can monitor contiguous line segments of possibly different lengths, we show that the optimal coverage lifetime can be found in polynomial time. Finally, for the 2-D topology in which coverage regions are unit squares, we combine the existing results to derive a 1 + approximation algorithm for the problem. Extensive simulation experiments validate our theoretical results, showing that our algorithms not only have optimal worst case guarantees but also match the performance of the existing algorithms on special network topologies. In addition, our algorithms sometimes run orders of magnitude faster than the existing state of the art.
I. INTRODUCTION
W IRELESS sensor networks are deployed for a variety of applications -military, data collection, health-care, and Internet of Things [1] to name a few -and most of these entail monitoring or covering a specific geographic area. As a concrete example, consider the deployment of sensors in different areas of a city to monitor air pollution. Often, these sensors are individually powered with finite batteries and energy is consumed whenever they are actively sensing their environments or relaying measurements to the central database. It therefore becomes necessary to control the activity schedules of these sensors so as to prolong the overall duration for which the pollution levels of the city can be reliably monitored.
Therefore, maximizing the lifetime of coverage in a wireless sensor network with battery-limited sensors is a fundamental and classical problem, well studied in the literature [2] - [5] . Typically, a large number of sensors is deployed in a given area, and consequently, many sub-collections of these sensors can cover/monitor all the intended targets. Each such subcollection of sensors is called a set cover (see Fig. 1 for example). To maximize the coverage lifetime with the practical constraint of limited battery capacity, we need to find an activity schedule for each sensor (signifying when it must be turned on or off) that ensures that all intended targets are covered/monitored for the longest time possible.
Concisely, the maximum coverage lifetime problem (MLCP) is as follows. Given a set of sensors and a set of targets, find an activity schedule for these sensors such that (i) the total time of the schedule is maximized, (ii) all targets are constantly monitored (i.e. at any point of time, at least one of the set covers is active), and (iii) no sensor is used for longer than what its battery allows.
In the literature, the MLCP has been approached using two methods. The first method involves solving the maximum disjoint set cover problem (DSCP) [6] . The DSCP finds the maximum number of set covers such that they are all pairwise disjoint (e.g. set covers (A), (B) and (D) in Fig. 1 ). Clearly, sequentially turning on each of the disjoint set covers found by the DSCP provides a feasible MLCP solution. In [7] , the MLCP was approached using the DSCP. It was proved that the DSCP is NP-complete and shown that the approximation ratio of any polynomial time algorithm to the DSCP has a loose lower bound of 2 (the approximation ratio defines how far from optimum the algorithm's solution is in the worst case). A heuristic algorithm for the DSCP was also provided using an integer program (IP) formulation. In [8] , the number of variables and constraints in the IP formulation of [7] was reduced, but the algorithm proposed was still heuristic. Several other heuristic algorithms without provable guarantees have been proposed to solve the MLCP through the DSCP [9] - [11] . However, as shown in [5] , the MLCP solution is not always equal to the DSCP solution.
The second method to solve the MLCP uses non-disjoint set covers, i.e. set covers that are not constrained to be disjoint. The optimal solution obtained using this method will exactly match the optimal solution of the MLCP, unlike the DSCP approach. This approach has been used by several papers. Cardei et al. [2] proved the NP-completeness of the MLCP and formulated it as a linear program (LP). They also provided a few heuristic solutions to the MLCP using non-disjoint set covers. Berman et al. [4] also approached the MLCP using non-disjoint set covers, and provided a 1 + ln n approximation algorithm to the MLCP by combining the Garg-Koenemann algorithm [12] with the ln n approximation to the minimum weight set cover problem [13] . The MLCP has also been approached with additional constraints. Kasbekar et al. [14] , considered a variant of the MLCP in which each sensor has information only about its neighbours. They provided a distributed algorithm in which each sensor stays active/inactive depending on the state of its neighbouring sensors, with an O (ln n · ln(nB)) approximation ratio, where B is the maximum battery capacity of any sensor. Zhao and Gurusamy [15] solved the MLCP with the additional constraint of connectivity among the sensors and approached the problem using nondisjoint set covers. They posed the modified problem as an LP and obtained a ln n approximation algorithm. In [16] , the MLCP was modified by taking the energy consumed by data transmission into account. An IP formulation with exponential complexity was proposed, and heuristically solved.
In summary, existing literature on solving the classical MLCP either by the method of disjoint or non-disjoint set covers mainly uses heuristic algorithms [2] , [7] - [10] , and to the best of our knowledge, only [4] provides provable guarantees on performance for the MLCP without additional constraints.
Prior work has also considered a special case of the MLCP with circular coverage regions [5] , and a 1 + approximation for this problem was recently proposed in [17] . But in practice, not all coverage problems are geometric, since there could be obstacles or other practical limitations that make the coverage area of any sensor non-circular, or even non-convex. Therefore, in this paper, our main focus will be on the general MLCP as studied by [2] and [4] , although we also derive some auxillary results for certain geometric network topologies.
Even though some approximation algorithms are known for the MLCP, one question that has remained open is how far they are from being optimal. Typically, finding lower bounds on possible approximation ratios for problems is difficult, and such a result for the MLCP does not exist in prior work. In this paper, for the first time, we show that ln n is the best possible approximation ratio for the MLCP.
We also derive a new approximation algorithm for the MLCP in this paper by approaching it using the DSCP, and show that it has the best achievable approximation ratio. We also show that it has many advantages over existing algorithms with comparable approximation ratios.
We state the results of this paper using the following notation and simple facts. Let F min be the minimum number of sensors that any target is covered by. A target having F min sensors covering it is called a bottleneck target. With unit battery capacity, F min is an upper bound on the MLCP, since at least one of the sensors containing a bottleneck target must be present in all set covers, and all those sensors can together be used only for time F min . Our contributions are as follows.
1) We show that the MLCP cannot be approximated within a factor less than ln n in polynomial time unless N P ⊆ DT IM E(n O(ln ln n) ), which, as with P = N P , is widely believed to be false in the theoretical computer science community [18] . Thus, we show that the 1+ln n approximation proposed in [4] is optimal for large n. This is the main result of this paper. 2) We propose a polynomial-time approximation algorithm for the DSCP through a suitably defined hypergraph colouring, which returns at least F min / ln n disjoint set covers, giving us a ln n approximation to the DSCP. More importantly, this also gives us a new ln n approximation algorithm for the MLCP, since with unit battery capacity, operating each of the disjoint set covers for one time unit gives a network lifetime of F min / ln n. 3) We propose a polynomial-time approximation algorithm for the DSCP that returns at least F min / O (ln Δ τ ) disjoint set covers, where Δ τ is the expansiveness of any target -the number of other targets with which it is monitored among all sensors -maximized over all targets. This gives us an O (ln Δ τ ) approximation algorithm for the MLCP. In certain cases, it is possible that this approximation ratio is better than that of ln n obtainable by the hypergraph colouring algorithm of 2). 4) We show that for the one-dimensional network topology, where each sensor can monitor a contiguous region of possibly different lengths, the MLCP solution is equal to the DSCP solution, and that the MLCP can be formulated as a maximum flow problem on a suitable directed graph, whose solution can be found in polynomial time. This proves a tighter result for the 1-D case than the conjecture in [4] , which stated that the ratio of optimal solutions of the MLCP and DSCP when sensor coverage areas are convex is upper bounded by 1.5.
5)
For the 2-dimensional geometric topology, we show that a 1 + approximation algorithm to the MLCP exists for any > 0 for square sensor coverage regions. We show this by using the approach of [4] together with the 1 + approximation algorithm for finding the minimum weight geometric set cover in [19] . This result has a flavour similar to that of [17] for circular coverage.
II. PRELIMINARIES
We define a universe of targets U = {1, 2, 3, . . . , n}, where n is the number of targets. We will hereafter refer to each target as an element. Each sensor i can cover a subset of targets S i ⊆ U, and so the sensors are defined by the multiset S = {S 1 , S 2 , . . .}. Hereon, we use S i to denote a sensor and call each S i a subset. Let each sensor S i have a battery capacity b i . Since we are interested in monitoring all targets, we define a set cover C ⊆ S to be a collection of sensors such that sensors in C cover the universe, i.e., Si∈C S i = U. The problem is to switch on set covers sequentially so as to prolong the time for which all elements can be monitored (which we call the network lifetime), while ensuring that each sensor is used only for as long as its battery will allow. The formal definition of the MLCP is as follows:
. . , C m } be the collection of all set covers from S, and t i be the time for which set cover C i is switched on. Then the MLCP is to
(1) We will consider the case where the set {b i } has identical entries B, i.e. all battery capacities are equal, which is reasonable. More specifically, if the problem is solved assuming that all battery capacities are equal to 1, it is trivial to see that multiplying all the resulting t j s by B provides the required solution to the MLCP. The case of b i = b j for some i = j will be briefly addressed later, in Remark 14.
Remark 2: From here onwards, we consider all sensors to have battery capacity 1, i.e. b i = 1, ∀ i. Problem 3 (DSCP): Given a universe U and a set of subsets S, find as many set covers C as possible such that all set covers are pairwise disjoint (i.e.
The DSCP necessitates that any subset can be present in at most 1 set cover. Note that the DSCP solution can be obtained from Problem 1 by constraining all t j to be either 0 or 1.
If the number of disjoint set covers is k, then using each of the k disjoint set covers for one time unit, clearly, we have an MLCP solution of k with b i = 1, ∀ i. Thus, solving the DSCP provides a feasible solution to the MLCP.
However, the optimal solution of the MLCP differs from that of the DSCP as shown in [5] , because the optimal solution to the MLCP may not always involve disjoint set covers. For Ironically, however, we show through the proofs of Theorems 10 and 26 that in the worst case, the highest network lifetimes obtainable in polynomial time to both the MLCP and DSCP are in fact the same.
Both the DSCP and the MLCP have been shown to be NP-complete [2] , [7] . However, it is possible to approximate these problems in polynomial time. A polynomial time approximation algorithm to solve a maximization (minimization) problem is said to have an approximation ratio ρ > 1 if it always returns a solution greater than 1/ρ times (less than ρ times) the optimal solution. It is said to be a ρ−approximation algorithm, or a ρ algorithm.
The main result of this paper is to show that the MLCP cannot have a polynomial time algorithm with an approximation ratio of less than ln n. This solves a longstanding open problem of finding the hardness of the MLCP. In addition, we propose a new algorithm to solve the MLCP by finding an approximation algorithm for the DSCP with optimal approximation ratio. While other algorithms exist which also have a ln n approximation ratio, they do not use disjoint set covers, which we show to have many advantages.
A. Notation and Terminology
(i) n : Number of elements in the universe | U|. (ii) |S| : Number of subsets. Note how S has been defined as a multiset. This is because subset repetitions are possible, since multiple sensors may cover the same targets. |S| is therefore the total number of subsets, not the number of distinct subsets.
(iii) R : Maximum size of a subset S i = max i | S i | (iv) F i : The frequency F i of any element i ∈ U is defined as the number of subsets S j ∈ S that it appears in.
(vii) Δ τ : Expansiveness τ i of an element i ∈ U is defined as the number of other elements i is present with in all subsets in S. An element a is said to be present with an element b if ∃ S j ∈ S such that a, b ∈ S j . Δ τ = max i τ i . Figure 2 has examples of these quantities. 
B. Some Useful Definitions and Results
We will now define some problems, results and terms that we will refer to in this paper.
Definition 4 (MINSETCOVER): Given a universe U and a set of subsets S of this universe, the minimum set cover problem, which we will refer to by the abbreviation MINSETCOVER, is to find a set cover of minimum cardinality.
Definition 5 (Minimal Set Cover): A minimal set cover is a set cover from which the removal of any subset destroys the set cover property. In other words, C is a minimal set cover
The following Lemma is also obvious from the definition of a minimal set cover.
Lemma 6: Without loss of generality, in any solution to the MLCP (or DSCP) through Problem 1, all active set covers, i.e. C i : t i > 0, are minimal set covers.
Proof: We will prove the result for the MLCP, and a similar logic will carry over to the DSCP. Consider a feasible solution to Problem 1, in which there exist some set covers (say C 1 , C 2 , . . . , C p ) which are not minimal set covers but assigned positive times, i.e. t 1 , t 2 , . . . , t p > 0. We can now remove subsets from these set covers to form C 1min , C 2min , . . . , C pmin , which are minimal set covers, and now use set cover C imin for time t i . Note that the total network lifetime remains the same, and we have not violated any constraints in (1), since we are effectively increasing the quantity 1 − m j=1 C ij t j for all i such that S i was one of the subsets removed.
Definition 7 (One-Sided Dominating Set): Given a bipartite graph G(V 1 , V 2 , E) a one sided dominating set is some
Here it is assumed that the bipartition (V 1 , V 2 ) is specified explicitly in the input, and that every vertex in V 2 has some neighbour in V 1 .
Definition 8 (One-Sided Domatic Number (ODN)): The one-sided domatic number of a bipartite graph G(V 1 , V 2 , E), denoted by ODN, is the maximum number of disjoint one-sided dominating sets present in it. Again, it is assumed that the bipartition (V 1 , V 2 ) is specified explicitly in the input, and that every vertex in V 2 has some neighbour in V 1 .
Lemma 9: Finding the smallest one-sided dominating set and finding the one-sided domatic number are equivalent to solving MINSETCOVER and the DSCP, respectively. Proof: Given a bipartite graph
These subsets together form S. From such a construction, it is clear that a one-sided dominating set in G corresponds to a set cover of U with S, and so one side of the claim follows.
To establish the other side, form the bipartite graph G(V 1 , V 2 , E) as follows: Take S and U to represent V 1 and V 2 respectively, and add an edge between two vertices u ∈ V 1 and v ∈ V 2 if the subset corresponding to u contains the element corresponding to v. It is again obvious that a set cover of U with S corresponds to a one-sided dominating set in G.
We are now ready to prove the main result of this paper.
III. HARDNESS OF APPROXIMATING THE MLCP
In this section, we prove one of the main results of this paper -that the MLCP cannot have a polynomial time algorithm which approximates it better than ln n.
A problem is said to be hard to approximate within a factor f , or f − hard to approximate, if the existence of a polynomial time approximation algorithm with approximation ratio f = (1 − )f for some fixed > 0 implies certain results in complexity theory that are widely believed to be false (say P = N P ).
In the following sections, we use the term hardness to mean hardness of approximation. The main result of this section is summarized in the following Theorem.
Theorem 10: The MLCP is ln n hard to approximate, i.e., the existence of a polynomial time algorithm for the MLCP with approximation ratio (1 − ) ln n for any > 0 implies that N P ⊆ DT IM E n O(ln ln n) .
A. Proof of Theorem 10
To prove Theorem 10, we will adapt results from [20] in order for them to apply to the MLCP. Although we will not go into the details of the reductions in [20] , we will provide some intuition about why they work. We begin by stating the following Proposition, which resembles [20, Proposition 10] but is stated for the MLCP.
Proposition 11: Let c > 1 and consider the class of bipartite graphs
and the following promise: for some 0 ≤ ≤ 1 − 1/c and for r and q satisfying rq > (1 − )|V 1 | ln |V 2 |, either:
1) the size of the smallest one-sided dominating set in G is at least r, or 2) the one-sided domatic number (ODN) of G is at least q. Both cases of the promise cannot simultaneously hold, (i.e. exactly one of them holds for G). Moreover, if it is hard to distinguish which of the two cases holds, then it is hard to approximate the MLCP for the problem instances corresponding to these graphs (via the reduction in the proof of Lemma 9) within a ratio of (1 − ) ln |V 2 | = (1 − ) ln n.
Proof: If for a graph, the one-sided domatic number is q and the size of the smallest one-sided dominating set is r, then by definition, q ≤ |V1| r . From this, it is easy to see that both cases of the promise cannot hold simultaneously, since this
To show that if the two cases are hard to distinguish, then the MLCP is hard to approximate, we require the following:
Lemma 12: The optimal MLCP solution is upper-bounded by the ratio of the number of subsets to the size of the minimum set cover, i.e.
Proof: Note from the LP formulation of the MLCP in Problem 1 that if we have set cover C i used for time t i , we have the following constraints.
where we have simply rewritten (1) to explicitly bring out the connection with set covers and subsets. Equation (3) effectively represents |S| inequalities, one for each S j ∈ S. Summing them all up, we have:
where |C i | is the number of subsets in set cover C i , also called the size of that set cover. Now the optimal MLCP algorithm will achieve i t i = OPT(MLCP). If the minimum size of any active set cover used by this algorithm is denoted by |C| min , then from the second part of (4), we have
Equation (2) follows from (5) by noting that |C| min ≥ OPT(MINSETCOVER). Now consider the MLCP on the instances formed by creating U and S from G corresponding to the reduction in the proof of Lemma 9. In case 1 of the promise, OPT(MLCP) ≤ |V 1 |/r, by Lemma 12, since |V 1 | = |S| in the reduction. In case 2 of the promise, OPT(MLCP) ≥ OPT(DSCP) = OPT(ODN) ≥ q, where the equality follows from the equivalence of the DSCP and ODN shown in Lemma 9. Now if it is hard to distinguish the two cases of the promise, the best possible approximation to the MLCP is the ratio of its value in the two cases. This ratio is at least q |V1|/r = rq |V1| ≥ (1− ) ln |V 2 | = (1− ) ln n, where the inequality follows from the property of the given graphs, and the last equality from the reduction of Lemma 9. We reiterate that this is a lower bound on the ratio, since it considers the lowest possible optimal solution of case 2 and the highest possible of case 1. Since c can be made large (and correspondingly, made small), we have shown that it is hard to approximate the MLCP within a factor (1 − ) ln n for any ∈ (0, 1).
Theorem 13 ( [20, Th. 11] ): For every > 0 and every integer c > 1, there is a class of graphs such that the two cases of Proposition 11 cannot be distinguished in polynomial time unless N P ⊆ DT IM E(n O(log log n) ).
The proof of Theorem 13 involves a reduction from the Max-3-colourability-5 problem to the graphs of Proposition 11, for which the suitably defined yes instances are reduced to case 1 of Proposition 11, and the no instances to case 2. The PCP theorem [21] is then invoked to show that it is NP-hard to distinguish between the yes and no instances of the Max-3-colourability-5 problem. We refer the reader to [20] for the technical details.
Theorem 13 and Prop. 11 together prove Theorem 10.
Since it is trivially true that OPT(DSCP) ≤ |S| OPT(MINSETCOVER ) , Theorem 13 and the first part of Proposition 11 show that the hard instances for the MLCP corresponding to the graphs in Proposition 11 are also hard instances for the DSCP. This is the connection between the hardness of both problems! We now provide algorithms for the MLCP that match the approximation bounds.
IV. ALGORITHMS FOR THE MLCP
A summary of algorithms is presented below in tabular form (A. R. denotes approximation ratio).
Setting
A. R. Ref.
In this section, we first provide algorithms for approximating the DSCP. We then show that these algorithms are also equivalent approximations to the MLCP. In prior work, this approach has only led to heuristic algorithms [7]- [10] , but we provide the optimal ln n approximation using this method.
We recall to the reader Remark 2, by which we assumed that battery capacities b i of all sensors S i are equal, and so justified approaching the MLCP through the DSCP. The natural question that arises is what if b i = b j for some i = j. We will briefly address that in the following remark. With that minor question addressed, we now return to the DSCP making the assumptions stated in Remark 2. Recall that the DSCP is NP-complete [7] . We make the following observation about the DSCP (defined in Problem 3) with respect to the terminology of Section II-A. The optimal solution to the DSCP cannot be more than F min , since the element with frequency F min can only be present in a maximum of F min disjoint set covers. In other words,
To help in the presentation of algorithms for the DSCP, we first present a hypergraph representation of U and S.
A. Hypergraph Equivalence
The representation of the universe U and a set of subsets S is also possible in hypergraphs. We will use these hypergraphs in two of the algorithms that follow. There are two hypergraph constructions possible -the primal and the dual. Refer to Figure 2 for examples of primal and dual hypergraphs.
Note that a few of the terms defined in Section II-A become easy to see in hypergraphs P and H. n is the number of vertices in P and the number of hyperedges in H. |S| is the number of hyperedges in P and the number of vertices in H. R is the size of the largest hyperedge in P, where the size of a hyperedge is the number of vertices it contains. F i represents the size of hyperedge i in H. F min is represented by the size of the smallest hyperedge in H. F max is the size of the largest hyperedge in H. τ i is the hyperedge-degree of hyperedge i in H, where the hyperedge-degree of a hyperedge is defined as the number of other hyperedges with which it shares vertices. Δ τ is the maximum hyperedge-degree of H.
In Figure 2 ,
We now state a definition that we will use to show how the DSCP can be solved on the hypergraph.
Definition 17 (Polychromatic Colouring [6] ): Polychromatic colouring of a hypergraph is defined as the colouring of its vertices with as many colours as possible (say ) such that each hyperedge contains vertices of all colours.
Theorem 18: The DSCP is equivalent to the polychromatic colouring of the dual hypergraph H (refer Definition 16) , in which the subsets corresponding to the vertices of any one colour form a set cover.
Proof: Let the dual hypergraph H be polychromatically coloured with colours. By definition, every colour is present in each hyperedge of H. Let the vertices coloured using a particular colour a be represented by the set V a . Let the corresponding subsets be represented by the set S a . Since colour a is present in all hyperedges and each hyperedge represents an element i ∈ U, S a must be a set cover. Therefore, every colour corresponds to a set cover. Since each vertex of the hypergraph H, v ∈ V , can only be coloured with one colour, polychromatic colouring ensures that the set covers are disjoint. There are therefore disjoint set covers.
The proof of the reverse direction is similar. It is therefore sufficient to polychromatically colour the hypergraph H in order to solve the DSCP. We do this by a randomized algorithm which is later derandomized using the method of conditional expectations.
B. ln n Approximation to the DSCP
Let us define some notation involved in the analysis: An incomplete colouring of the hypergraph H is defined as any colouring of all its vertices with colours in which some hyperedge does not contain all the colours. Given an incomplete colouring, we define the Boolean variable A e,c , which is true if edge e does not contain a vertex with the colour c and false otherwise. Note that each true A e,c is a "bad event"; any colour which is not contained in all edges cannot correspond to a set cover. Conversely, if every hyperedge e contains all colours, then we have disjoint set covers, each represented by a colour. We want to avoid these bad events and achieve a polychromatic colouring with as many colours as possible. We also define P[A e,c ] as the probability that A e,c is true. Let V (e) denote the set of vertices present in hyperedge e. Let [ ] denote the set of colours. An invalid colour is one which is not present in all the hyperedges. Let L be a random variable (r.v.) which denotes the number of invalid colours. Let E[X] denote the expectation of r.v. X.
Theorem 19: Any hypergraph H can be coloured polychromatically with F min 1 − o(1) / ln n colours in polynomial time using a randomized algorithm.
Proof: Let = F min / ln(n ln n) . Independently colour each vertex with one of colours picked uniformly randomly. The probability of a hyperedge e not containing colour c is:
Thus, the expected number of colours which are not present in all hyperedges is
Thus, the number of colours which form a polychromatic colouring is:
The / ln n vertices coloured with invalid colours do not correspond to set covers. We have therefore obtained at least It can be derandomized using the method of conditional expectations, so that we deterministically end up with a polychromatic colouring with Fmin(1−o(1)) ln n colours. Deterministic Colouring Algorithm: We again start with = F min / ln(n ln n) colours. We begin by assuming that all the vertices have been coloured uniformly randomly with one of the colours. Now, order the vertices arbitrarily as v 1 , v 2 , v 3 , . . . , v |S| and colour them one by one in this order. We denote the colouring of v i by c i . Let V u (e) denote the set of vertices in hyperedge e which have not yet been coloured. Now for all hyperedges e, the probability that e does not contain colour c given that the vertices v 1 , . . . , v i have been coloured with colours c 1 , . . . , c i is 0 if a vertex in e has already been coloured with colour c. Otherwise, the probability is 1 − 1/ |V u (e)| , since vertices v i+1 , . . . , v |S| were each assumed to be coloured uniformly randomly with [ ]. So,
Note that, given that the vertices v 1 , . . . , v i have been coloured with colours c 1 , . . . , c i , the expected number of invalid colours is
We are now ready to state the algorithm. Colour v 1 arbitrarily. Since v 1 was assumed to be coloured uniformly randomly to start with,
. It will be shown in the analysis that such a colouring always exists. We will therefore finish the colouring with E[L|c 1 , c 2 , . . . , c |S| ] invalid colours, which is a deterministic quantity (since given c 1 , . . . , c |S| , L is a deterministic quantity) that we have ensured through our algorithm to be less than / ln n. We would therefore have deterministically obtained a polychromatic colouring with at least − / ln n colours, as proposed by Theorem 19.
Algorithm Analysis: We now show that it is always possible to deterministically colour a vertex while ensuring that the expected number of invalid colours does not increase. Note that before the colouring, every vertex was assumed to be assigned a colour with probability 1/ . Therefore, . The deterministic algorithm has a time complexity of O 2 |S|nF max . Since its approximation ratio is ln n(1 + o(1)) (where the o(1) term goes to zero as n → ∞), we will refer to it as a ln n algorithm. A step-by-step description is given in Algorithm 1.
One disadvantage of the deterministic algorithm is that it can return a maximum of = F min / ln(n ln n) set covers for any instance. However, this can be circumvented, as described in the following section.
Practical Implementation: We will use a practical and efficient "ROUNDREPEAT" algorithm, which can return a maximum of F min set covers when they exist. The ROUNDREPEAT algorithm essentially runs F min − F min / ln(n ln n) rounds of the deterministic algorithm. It starts by setting = F min / ln(n ln n), and subsequently increases by 1 in each round, running the deterministic algorithm with the new value of . It returns the maximum number of set covers obtained across all rounds. Note that this still preserves the ln n approximation guarantee, while increasing the time complexity to at most O F 3 min |S|nF max . We now propose another polynomial-time algorithm for the DSCP which can be used in certain applications. In this section, we present the algorithm to obtain an O ((ln * n)(ln Δ τ )) approximation to the DSCP, where Δ τ is the maximum expansiveness. A few definitions with respect to hypergraphs will be useful going forward.
Definition 20 (Path): In a hypergraph G(V, E), a path between hyperedges e i , e j ∈ E is defined as an alternating sequence of unique hyperedges and vertices v ∈ V , s = e i v i . . . v j e j such that each hyperedge e k ∈ s contains the vertex immediately preceding it and immediately following it in s. Note that e i (the first hyperedge) is only required to contain v i and e j (the last hyperedge) is only required to contain v j . Notice the correspondence to the definition in a graph.
Definition 21 (Path Length): In a hypergraph G(V, E), the length of a path between hyperedges e i , e j ∈ E is defined as the number of vertices in the sequence s.
Definition 22 (Component): In a hypergraph G(V, E), a component is defined as a set of hyperedges E c such that
for any e i , e j ∈ E c , there exists a path between e i and e j .
The O (ln * n ln Δ τ ) algorithm will also seek to polychromatically colour the hypergraph H as we did with the ln n algorithm in Section IV-B. Again, the subsets corresponding to the vertices of any one colour form a set cover. This time, however, we will colour the hypergraph in phases, considering a few vertices to have been coloured correctly at the end of each phase (assign the corresponding subsets to some set cover). At the end of the algorithm, approximately F min / O ((ln * n)(ln Δ τ )) colours will form a polychromatic colouring, and we will have F min / O ((ln * n)(ln Δ τ )) disjoint set covers.
We use an algorithmic version of the Lovász Local Lemma introduced by [23] , and the analysis is similar to the one in [20] . Without loss of generality, we can consider H to be connected (otherwise, we can consider each component as a different problem). Our algorithm is divided into p phases (we will define p in Section IV-C.1). After each phase, the hypergraph H is split into components with expected number of hyperedges O Δ 3 τ ln n , where n is the number of hyperedges in H and Δ τ is the maximum expansiveness of H. At the end of the last phase, we use Theorem 19 to colour each component in polynomial time.
1) Calculating p: p ∈ N is the smallest number such that ln ln . . . p times n ≥ Δ τ and ln ln . . . p+1 times n < Δ τ . In other words, p = ln * n − ln * Δ τ + 1. We can see that the function ln ln . . . p times n decreases very fast. If Δ τ drops exponentially, p will only increase by 1.
2) Algorithm Description: We call this algorithm the EXPCover algorithm -coverage through expansiveness.
Phase 1: The algorithm works on the dual hypergraph H, which has |S| vertices and n hyperedges. Fix = Fmin cp ln Δτ . Number the vertices arbitrarily as {v 1 , v 2 , . . . , v |S| }. Process the vertices in this order, from v 1 to v |S| . When a vertex is encountered, colour it uniformly randomly with one of colours. After each colouring, look at the hyperedges to which that vertex belongs and freeze a hyperedge (and thus its vertices) if it satisfies the following two properties: (i) The hyperedge has F min /p vertices coloured, where p is as defined in Section IV-C.1, and (ii) Not all the colours are present in the hyperedge. If a frozen vertex is seen during processing, skip it and go on. The first phase ends after processing all |S| vertices.
The remaining phases: After phase 1, there will be three types of hyperedges : (i) Good -Contains all the colours. (ii) Frozen -Because of the procedure in phase 1. (iii) Neutral -Does not contain all colours but was not frozen.
The next phase of the algorithm runs on the component formed by the Frozen and Neutral hyperedges from the previous phase, which we call saved. Since the good hyperedges contain all colours, their colouring can be considered correct, since they will not hinder the polychromatic colouring of the graph.
We repeat the colouring algorithm defined in phase 1 on the saved components obtained after phase 1, colouring one component at a time, this time freezing a hyperedge if F min /p additional vertices in the hyperedge are coloured without the hyperedge having all colours. By Theorem 24, the size of the largest saved component at the end of phase 2 will be O Δ 3 τ (3 ln Δ τ + ln ln n) . Thus, after p phases, by the repeated use of Theorem 24 p times, we will obtain components of size N = O Δ 3 τ (ln ln . . . p times n) , which is O Δ 4 τ (since ln ln . . . p times n = O (Δ τ )). Note that ln N = O (ln Δ τ ).
Once we have a hypergraph with component size N , we see that each hyperedge in this partially coloured hyper graph can have upto (p − 1)F min /p vertices already coloured by the freezing procedures of all p phases (there are therefore at least F min /p uncolored vertices in each hyperedge, and so the effective F min of this hyper graph can be as low as F min /p). We can therefore apply the algorithm corresponding to Theorem 19 to colour the uncolored vertices of each component with − / ln N = Fmin p ln N (1 − o(1) ) colours and thus achieve an approximation ratio of O (p ln Δ τ ).
3) Algorithm Analysis: Our choice of the number of colours and the approximation ratio of the EXPCover algorithm will be made clear by the following Theorem.
Theorem 23: Let Fmin p ≥ 1 (or any constant = 1). Then it is possible to polychromatically colour a hypergraph H with − / ln N = Fmin cp ln Δτ (1 − o(1) ) colours, where c is a suitable constant. The EXPCover algorithm therefore provides an O (p ln Δ τ ) approximation to the class of DSCP instances such that Fmin p ≥ 1. Proof: We will show this by proving that setting = F min / cp ln Δ τ in the EXPCover algorithm allows us to choose a particular c such that the size of the largest saved component is bounded. This bound is given by Theorem 24. The choice of constant c itself will be shown in the appendix, in the proof of Theorem 24.
Theorem 24: With probability greater than 1/2, the size of the largest saved component at the end of the first phase is at most O Δ 3 τ ln n . Proof: See Appendix in supplementary material. We now provide some intuition for the EXPCover algorithm itself. At the end of each phase, an unsaved hyperedge contains all colours. In the last phase of the algorithm with N hyperedges, − / ln N of the colours will form a polychromatic colouring by Theorem 19. Since all colours were present in the good hyperedges which were unsaved in all the phases anyway, the colouring of the last phase also corresponds to a polychromatic colouring of H with − / ln N colours. / ln N invalid colours are only present in the unsaved hyperedges and not in the N saved ones. In order to show the correctness of the EXPCover algorithm, we need to prove that = F min /(c ln Δ τ ) is a valid choice, and that the size of the saved components is as proposed. We do so in the Appendix.
Also note that the number of saved components at any time can only be as large as n, since there are n hyperedges in all. Since the colouring of each component can be achieved in polynomial time, the colouring of all components must therefore be achievable in polynomial time.
We now present another method to ensure during the algorithm that the size of the saved components is limited. We obtain this by converting the above algorithm into its "Las Vegas" extension.
Las Vegas Algorithm for Theorem 24: We need to ensure that we colour the vertices such that the largest saved component is as big as we proposed. We do this through the method of repeated random colouring. We colour the vertices uniformly randomly in each phase p i and then look at the size of the largest saved component after p i is complete. If it is larger than proposed by Theorem 24, we repeat the phase p i , colouring vertices uniformly randomly again. Note that the probability of appearance of a large component in the first colouring was less than half, and drops exponentially with every repetition of phase p i . So we will have a colouring as proposed by Theorem 24 within a few repetitions of p i .
The time complexity of the EXPCover algorithm is O (p|S|n), since it runs in p phases and does n operations on each of the |S| vertices.
The EXPCover algorithm has advantages over the algorithm in Section IV-B in certain cases. Firstly, its time complexity is better. Secondly, in cases where the network has a low expansiveness, the O (ln Δ τ ) approximation ratio could be less than the O (ln n) ratio.
We now present a third approach to approximating the DSCP, using the Lovász Local Lemma (LLL).
D. Algorithms for the DSCP Using the LLL
Theorem 19 showed that a polychromatic colouring of a hypergraph with F min 1 − o(1) / ln n colours exists. We now provide a new bound using the Lovász Local Lemma (LLL).
Lemma 25: Any hypergraph with F min Δ τ < n can be polychromatically coloured with F min / ln(eF min (Δ τ + 1) colours, where e denotes the base of the natural logarithm.
Proof: See Appendix in supplementary material. It is possible to use Moser and Tardos' results on the algorithmic LLL [24] to achieve a tight algorithmic version of Lemma 25. As shown by Bollobas et al. in [6] , applying the LLL on the primal hypergraph yields another bound on the number of covers as being F min / ln(eRF 2 min ), which can also be achieved by the algorithmic LLL [24] .
E. Hardness of the DSCP
A (1 − ) ln n approximation to the DSCP implies that N P ⊆ DT IM E n O(ln ln n) , as shown at the end of Section III. The colouring algorithm of Section IV-B therefore achieves the best possible approximation to the MLCP, from Theorem 19. By the EXPCover algorithm, we also conclude that the class of problems in which Δ τ << n is easier than the general MLCP, and can be approximated within a ratio less than ln n.
We now show that the algorithms for DSCP proposed in Sections IV-B and IV-C are also ln n and O (ln Δ τ ) approximations to MLCP. Proof: We first note that F min is an upper bound on the MLCP. This is because at least one of the subsets containing the element with frequency F min must be present in all covers, and all those subsets can together be used only for time F min . Thus, the algorithm in Section IV-B, which returns at least F min / ln n disjoint set covers can be used by turning on each set cover for time 1, and achieve a network lifetime of at least F min / ln n. Thus we get a ln n approximation to MLCP. The algorithm in Section IV-C returns at least F min / O (ln Δ τ ) disjoint set covers, and is effectively an O (ln Δ τ ) approximation to the MLCP.
G. Advantages of Our MLCP Algorithms
Our algorithms solve the MLCP by first solving the DSCP. Using the DSCP to solve the MLCP has the following advantages. Firstly, with the DSCP approach, any sensor need not be repeatedly turned on and off, in contrast to the non-disjoint approach of [4] . Repeated turn-on and offs could drain the sensor battery and using the DSCP approach circumvents that problem.
Secondly, the DSCP solution can be trivially extended to the k-coverage problem [25] . The k-coverage problem is to ensure that the lifetime of the network is maximized while covering all targets by at least k active sensors at all times. It is not difficult to see that an upper bound on the k-coverage problem is F min /k, by the same logic that was used for the general MLCP. Our DSCP solution to the MLCP problem in Section IV-B returns F min / ln n set covers. We partition these set covers into groups of k set covers each, and call each group a k-cover. Note that the number of k-covers provides a solution to the k-coverage problem. The number of k-covers obtained is F min /k ln n, and the approximation ratio for the k-coverage problem is therefore ln n. We can therefore see that the DSCP solution affords an easy extension to the k-coverage problem, unlike non-disjoint set cover solutions.
We now look at the MLCP in special, geometric settings and present algorithms for these cases.
H. Algorithms for the MLCP in the Geometric Case
In 1 dimension (1-D), the geometric case refers to problems in which each sensor covers contiguous targets on a line. In 2 dimensions (2-D), each sensor is assumed to cover a circular region around itself. We first look at 1-D, for which we derive a polynomial time optimal algorithm for the MLCP. We then provide a polynomial-time approximation scheme for unit square coverage.
1) 1-D: In this case, the targets are assumed to lie on a line, and each sensor can only monitor a contiguous interval on that line. We again denote the n targets by a universe of elements U = {1, 2, . . . , n}, ordered from left to right on the line. We denote the sensors by a set of subsets S = {S 1 , S 2 . . .}. We also denote the left-most and right-most elements covered by subset S j by L(S j ) and R(S j ), respectively. A subset S j is said to cover all elements from L(S j ) to R(S j ). Let the subsets containing a particular element i ∈ U be represented by D i = {S j : i ∈ S j }. We first define a subset's directed neighbour.
Definition 27 (Directed Neighbour): A subset S j is said to be a directed neighbour of subset S k if (i) L(S k ) ≤ L(S j ) and (ii) S k S j covers all elements from L(S k ) to R(S j ).
In other words, a subset's directed neighbour lies on its right and they together cover a set of contiguous targets; for an example refer to Figure 3 . We formulate the MLCP as a maximum flow problem on a network N (V, E) defined as follows:
Construction of N (V, E): Let each vertex v j ∈ V represent a subset S j ∈ S. Add two more vertices s, t to V , to represent the source and sink respectively. Connect two vertices v a , v b ∈ V \{s, t} with a directed edge from v a to v b if S b is a directed neighbour of S a . Each vertex v ∈ V \{s, t} is defined to have a capacity 1, as a result of the corresponding sensor having a battery capacity 1. Now, connect s to the vertices corresponding to all subsets S j ∈ D 1 with directed edges originating at s. Similarly, connect the vertices corresponding to all subsets S j ∈ D n to t with directed edges terminating at t. Fig. 3 . A 1-D example. S 2 and S 3 are directed neighbours of S 1 . S 2 is a directed neighbour of S 3 . There will be directed edges v 1 
Lemma 28: Every path from s to t in N is a set cover of U from S.
Proof: To prove Lemma 28, we first prove the following claim: For a path p i ∈ N denoted by the ordered set of vertices
We will prove this claim by induction.
Base Case: For a path defined by V i = {v i1 , v i2 }, S i2 must be a directed neighbour of S i1 . Therefore, by Definition 27, Q i = {S i1 , S i2 } must cover all elements from L(S i1 ) to R(S i2 ). So the claim is true for the base case. Assume the claim is true for a path defined by
The induction is therefore complete.
Let us consider the set of paths P such that any path p ∈ P is from some vertex v a such that S a ∈ D 1 to some vertex v b such that S b ∈ D n . Since the above induction has been proven to be true, vertices in p must together cover all elements from L(S a ) = 1 to R(S b ) = n. Therefore, p forms a set cover on U using S. Now, any path from s to t must include a path p ∈ P . Therefore, every path from s to t forms a set cover.
Note that the reverse direction of Lemma 28 is also true when we restrict ourselves to minimal set covers, which we know by Lemma 6 are sufficient to give us both DSCP and MLCP solutions.
Lemma 29: The MLCP on U and S is equivalent to the maximum flow through N from s to t.
Proof: The maximum flow through N can be split up into flows such that flow f i exists in path p i from s to t, each of which is a set cover on U using S by Lemma 28. Therefore, each flow f i corresponds to using set cover C i for time t i = f i . Since the maximum flow problem can be formulated as max i f i subject to the vertex capacity constraints, this is equivalent to max i t i subject to the constraints on battery capacity, which is the solution to the MLCP.
The maximum flow problem is a classical network problem which is known to have an optimal polynomial time algorithm [26] . The MLCP solution can therefore be arrived at in polynomial time. We now state a Theorem from [26] , to claim that the solutions to the MLCP and the DSCP are equal.
Theorem 30 (Integrality Theorem [26] ): If all edge or vertex capacities in a network are integers, there is a maximum flow assigning integer flow to each edge.
It is also shown in [26] that one can algorithmically arrive at an integral solution to the maximum flow problem in polynomial time.
Lemma 31: In 1-D, MLCP and DSCP solutions are equal. Proof: By Lemma 29, we know that the MLCP can be solved as a maximum flow problem on N , which has vertex capacities equal to 1. By Theorem 30, an optimal solution to the maximum flow problem on N involves integer flows. But an integral flow on N ensures that every vertex is present on at most one path from s to t. This is because the vertex capacity constraints force the condition that for every vertex, a maximum of one incoming edge and one outgoing edge can have flow 1. This is effectively a solution to the DSCP, since each path represents a set cover and each vertex a subset. So the DSCP solution is equal to the MLCP solution.
In [4] , it was conjectured that if sensor coverage areas are convex, the solution of the MLCP cannot exceed the solution of the DSCP by more than 50%. Lemma 31 tightens this conjecture for the case of 1-D coverage. Another consequence of Lemmas 31 and 29 is the following Theorem.
Theorem 32: In 1-D, the DSCP can be optimally solved in polynomial time.
By using the algorithm which implements Theorem 30 on the network N , the DSCP can be solved in polynomial time.
2) 2-D Sensor Coverage: It is often the case that in 2D, we wish to cover targets using sensors with restricted geometries, such as square or circular coverage regions. A particular special case of this is when all sensors are identical (i.e. coverage regions are squares or circles of identical (or unit) dimensions).
Theorem 33: There exists a 1 + approximation to the MLCP when sensor coverage areas are unit squares.
Proof: It was shown in [4] that the solution of the MLCP through the Garg-Koenemann (GK) algorithm has an approximation ratio equal to (1+ )X, where X represents the approximation ratio of minimum weight set cover problem. Without geometric restrictions, X = ln n, which was shown in [27] to be the best possible. When sensor coverage areas are square, however, [19] shows that X = (1 + ). It follows that by following the steps illustrated in [4] using the GK algorithm, one can obtain an approximation ratio of (1 + ) by using the algorithm in [19] to find the set covers.
While this paper was under review, a PTAS for the minimum weight set cover problem with (unit) disks was proposed in [17] . In that paper, the authors also point out the connection to the MLCP through the Garg-Koenemann algorithm, and note that they also obtain a PTAS for it. Their result improves on findings by [5] , which provides a (4 + ) approximation to the MLCP for circular coverage.
V. SIMULATIONS
We conducted three simulation experiments, the first to validate our theoretical claims, and the next two to show the practical utility of our algorithm.
A. Experiment 1
We simulated the derandomized (deterministic) algorithm to approximate the MLCP discussed in Section IV-B on universes U of different sizes n with a large number of subsets of size n/10 picked uniformly randomly from the elements of U. Such problem instances resemble a partition system of [27] with high probability. In [27] , these subsets are combined in a certain way to produce the ln n hard instances of MINSETCOVER, but we will use the partition system itself as a proxy for hard instances of the MLCP.
Let the network lifetime yielded by each simulation be z. Over multiple simulations, the approximation ratio relative to F min , i.e. ρ = F min /z is plotted against n in Figure 4 . It is not possible to plot the approximation ratio relative to the MLCP's optimal solution, since the brute force algorithm takes exponentially longer as n increases. Also plotted in Figure 4 are the functions ln n(1 + o(1)) = ln n 1− ln ln n+1 ln(n ln n)
, which is the actual approximation ratio of the algorithm by (7) , and ln n, which is theoretically the minimum possible, by our results in Section III. Note that ρ is always bounded between ln n and ln n (1 + o(1) ), since max ρ = ln n 1− ln ln n+1 ln(n ln n)
. The simulated results are therefore consistent with the theoretical results and reinforce our claim that our algorithm for the MLCP is the best possible polynomial-time algorithm upto lower-order terms.
Having established our algorithm's theoretical validity, we conducted two more experiments to show its practical utility.
B. Experiment 2
For this experiment, we used ROUNDREPEAT algorithm of Section IV-B. We compared it against the 1 + ln n approximation algorithm of [4] -we set in this algorithm to be 0.2 in order for its running time to resemble ours -and a greedy heuristic in [9] .
For the problem setting, we again simulated the partition system as in Experiment 1, which we use as a proxy for hard instances for the MLCP. As before, we picked subsets of size n/k uniformly randomly from a universe of size n. For the first sub-experiment, we set k = 20 and n = 100, and simulated the ROUNDREPEAT algorithm and algorithms from [4] and [9] for different |S|, which we varied from 240 to 440 in steps of 40. The average number of set covers returned by the three algorithms over 10 trials (since this is sufficient to capture the general trend) is plotted with the average F min in Figure 5 . For the second sub-experiment, we set k = 20 and |S| = 300, and simulated the three algorithms for different n, which we varied from 40 to 160 in steps of 20. The average MLCP solution returned by the three algorithms over 10 trials is plotted with the average F min in Figure 8 .
As is obvious from the plots, both the ROUNDREPEAT algorithm and the 1 + ln n algorithm have superior performance to the heuristic in [9] on this class of problems. This also shows that the heuristic from [9] does not have a worst case approximation guarantee of ln n. In addition, the ROUNDREPEAT algorithm has better performance than the 1 + ln n algorithm of [4] for the same running time.
C. Experiment 3
For this experiment, we simulated the ROUNDREPEAT algorithm for a realistic sensor network scenario, a setting which has been used in [7] in the past. The setting is as follows. We consider a 500m × 500m grid, on which n targets are placed randomly. After this, |S| sensors of a particular radial sensing range are placed randomly on the grid. This setting finds application in military scenarios, which involve the random deployment of sensors to cover arbitrarily positioned targets.
We ran two sub-experiments for this setting, which resemble the experiments run in [7] . In the first sub-experiment, we set n = 10, |S| = 90, and simulated the ROUNDREPEAT algorithm against the 1+ln n algorithm of [4] and the heuristic in [9] for different sensor ranges, which we varied from 100m to 250m in steps of 50. The average number of set covers returned by the three algorithms over 10 trials is plotted with the average F min in Figure 6 .
For the second sub-experiment, we set |S| = 90 and the sensor range to 140m, and simulated all three algorithms for different n, which we varied from 10 to 50 in steps of 10. The average MLCP solution returned by the three algorithms over 10 trials is plotted with the average F min in Figure 9 .
As can be seen from our plots, the ROUNDREPEAT algorithm performs comparably to the heuristic from [9] in this scenario. The heuristic in [9] is in fact very effective in such a uniform case, as shown by its closeness to the upper bound F min . We have therefore also validated the heuristic in [9] in terms of its closeness to the upper bound, which was not done in [7] . In addition, it was observed that the ROUNDREPEAT algorithm runs up to 100 times faster for large values of n.
Note that the 1 + ln n algorithm has inferior performance for the same running time.
D. Experiment 4
In order to evaluate our Maxflow algorithm for the 1D case as well as the EXPCover algorithm, we used the following network topology. We considered n targets on a line and |S| = 20n sensors each containing an interval of length 4 (i.e. covering 4 contiguous targets) placed uniformly randomly on the line. Such a scenario is motivated in practice, where the number of sensors deployed is proportional to the number of targets to be covered (e.g. more sensors are deployed in a longer petroleum line). Note that this ensures that the frequency of each element is approximately uniform, and close to 20. We simulated the 1D algorithm from Section IV-H1, the deterministic ln n algorithm from Section IV-B, and the EXPCover algorithm for n varying from 20 to 120 in steps of 10, and the average number of set covers returned by the three algorithms over 10 trials is plotted in Figure 7 .
The optimality of our 1D algorithm is corroborated by the fact that its solution is always equal to F min . The ln n algorithm's performance decays with n at a slow rate, as expected. Also, since the maximum expansiveness of this network Δ τ is always upper-bounded (at 9, since the size of a subset was fixed at 4), the EXPCover algorithm returns a constant number of set covers for all n. This shows the utility of the EXPCover algorithm over its ln n counterpart. In settings where Δ τ is bounded, the number of disjoint set covers returned is independent of the number of targets!
E. Experiment 5
As can be seen from Experiment 3, the ROUNDREPEAT algorithm returns almost optimal solutions in the case of circular sensor coverage. We therefore evaluated the scenario where sensor coverage areas were square, for which we have a 1+ algorithm from Theorem 33. We used the same simulation settings as in Experiment 3 part b, but with square sensor coverage regions. The average MLCP solution returned by the the 1 + algorithms over 10 trials is plotted with the average F min in Figure 10 , for = {0.1, 0.2, 0.3}.
In conclusion, we see that the ROUNDREPEAT algorithm performs comparably to a very accurate heuristic [9] in most cases, while outperforming it on proxies for the hard cases of the MLCP. In addition, the ROUNDREPEAT algorithm has a ln n approximation guarantee, and outperforms the 1 + ln n approximation algorithm of [4] on both the partition system as well as uniform cases for comparable running times. We also bring to the reader's attention that the ROUNDREPEAT algorithm is much faster than the heuristic integer programming algorithm of [7] , which requires a branch-and-bound technique to implement. Lastly, we showed the utility of both our 1D and 2D algorithms, while showing the utility of the EXPCover algorithm when Δ τ is bounded.
VI. CONCLUDING REMARKS
We showed that the MLCP is ln n hard to approximate, thereby showing the optimality of all ln n approximation algorithms. In the process, we also brought to light the connection between the hardness of the MLCP and the DSCP, which both arise from the same hard class of instances. Both these problems inherently require small set covers, and finding these is a combinatorially hard problem. However, the fractional set cover problem (corresponding to the LP relaxation of MINSETCOVER), can be solved in polynomial time. This begs two questions: (i) are there applications of coverage lifetime maximization that allow for fractional set covers, and (ii) how hard is it to solve the MLCP in such an application?
In some applications (e.g. temperature monitoring), sensors also come with reliability settings ranging from 0 to 1, i.e., a lower reliability setting uses a proportionally smaller amount of battery. We could now necessitate that all target elements are covered with unit reliability at all times, which corresponds to using fractional set covers! We conjecture the following.
Conjecture 34: In the problem in which fractional set covers can exist, the MLCP can be computed exactly in polynomial time.
If Conjecture 34 is answered in the affirmative, it could motivate the design of sensors with reliability settings for suitable applications.
In conclusion, we reiterate that the simulations of our algorithms support our hardness results, and also show our algorithms' practical utility in general, 1D and 2D scenarios.
