Abstract. We define the notion of colocally weakly differentiable maps from a manifold M to a manifold N . If p ≥ 1 and M and N are endowed with a Riemannian metric, this allows us to define intrinsically the homogeneous Sobolev spaceẆ 1,p (M, N ). This new definition is equivalent with the definition by embedding in the Euclidean space and with the definition of Sobolev maps into a metric space. The colocal weak derivative is an approximate derivative. The colocal weak differentiability is stable under the suitable weak convergence. The Sobolev spaces can be endowed with various intrinsinc distances that induce the same topology and for which the space is complete.
Introduction
Sobolev spaces between manifolds are a natural tool to study variational problems for maps between manifolds, arising in geometry [19, 39, 48] or in nonlinear physical models [6, 13, 31] . A Sobolev space of maps between the manifolds M and N can be defined by [6, 9, 13, 16, 23-26, 30, 31, 40] (1)
where ι : N → R ν is an isometric embedding of the target manifold N in the Euclidean space R ν . This definition is always possible, since every Riemannian manifold is isometrically embedded in a Euclidean space [43, theorem 2; 44, theorem 3] . Since the embedding ι : N → R ν is not unique, this definition could in principle depend on the choice of the embedding ι. In the particular case where ι 1 : N → R ν 1 and ι 2 : N → R ν 2 are embeddings and ι 2 • ι distances -which is always the case if N is compact -it can be seen directly thaṫ W 1,p (M, N ) and its topology are the same.
Such difficulties can be avoided by defining Sobolev spaces into N by using only the metric structure of N , either by composition with Lipschitz maps [2, 45] or by oscillations on balls [34, 37] . These definitions are equivalent to each other [15, 34] and equivalent with the definition by isometric embedding (1) [29, theorem 2.17] . They are all intrinsic but they do not have any notion of weak derivative; they only provide a notion of Dirichlet integrand |Du| which can differ from the one given by isometric embedding and depends on the integrability exponent p [15] . If N has a Riemannian structure then one can construct a posteriori an approximate derivative almost everywhere [22] ; in contrast with the classical theory of Sobolev spaces between Euclidean spaces the derivative is a fine property of a function that plays no role in the definition of the Sobolev maps. Several distances have been proposed for spaces of Sobolev maps between metric spaces, but the spaces are not complete for any of these distances [15] .
The goal of this work is to propose a robust intrinsic definition of Sobolev maps between manifolds in which the weak derivative plays a central role and to endow and well-behaved intrinsic metrics on the space of Sobolev maps. We shall proceed in three steps: first we shall define a notion of differentiability and derivative, then we shall study the integrability of the derivative and finally we shall endow these spaces with convergence and metrics. Each of these steps will require additional structure on the manifolds: at the beginning we shall simply use the differentiable structure of the manifolds, then a Riemannian metric on the manifolds and finally a Riemannian metric on their tangent bundles. Defining the derivative before the space gives immediately the independence of the derivative from the Riemannian metric or the integrability exponent p. The primary role of the derivative in our approach will be quite handy to define complete intrinsic metrics.
In the first step we define colocally weakly differentiable maps as maps for which f • u is weakly differentiable when f ∈ C 1 c (N, R) (definition 1.1). The colocal weak derivative is defined as the unique morphism of bundles Du such that the chain rule D(f • u) = Df • Du holds (definition 1.2):
The colocal weak derivative has the usual nonlinear properties of a weak derivative; the definition extends previous definitions of the derivatives by truncation [7] . The colocal weak derivative is an approximate derivative (proposition 1.9). This follows from the Euclidean counterpart. We recover thus without fine properties of differentiable functions nor any Riemannian structure the derivative of Focardi and Spadaro [22] .
In the second step, we define when M and N are Riemannian manifolds, for every p ∈ [1, ∞], the homogeneous Sobolev space (definition 2.1) where the Euclidean norm |·| g * M ⊗g N is induced by the Riemannian metrics on M and N . This definition is equivalent with (1) when N is isometrically embedded in R ν (proposition 2.6) -(1) is thus a posteriori an intrinsic definition -and with the definition of Sobolev spaces into metric spaces (proposition 2.1). Given a colocally weakly differentiable map u : M → N , we characterize the quantity |Du| g * M ⊗g N as the smallest measurable function w : M → R such that for every f ∈ C 1 c (N, R min(dim(M ),dim(N )) ), (2) |D(f • u)| ≤ |f | Lip w almost everywhere in M.
This allows to define a robust Dirichlet integrand; previous definitions with scalar test function f ∈ C 1 c (N, R) were quite unstable [2, 45] . Furthermore the inequality (2) might provide a robust definition of the Dirichlet integrand for Sobolev maps into metric spaces.
In a third step, we study sequences of colocally weakly differentiable maps (section 3) for which we prove a closure and a compactness property.
In the last step, we first study weakly converging sequences in the Sobolev space. Next, if d is a distance on the bundle of morphisms from T M to T N that satisfies some growth assumptions -in particular d could be the distance induced by the Sasaki [46] and Cheeger-Gromoll [14] metrics, or by an embedding in a Euclidean space -we study the distance defined for all u, v ∈ W 1,p (M, N ) as
If the Riemannian manifold N is complete, the Sobolev space is complete under all those distances, but those distances are not equivalent in general (proposition 4.23); these distances give the same convergent sequences than embedding in Euclidean spaces and than the noncomplete distances proposed on metric spaces [15] . In particular, we observe that the convergence induced by the natural distance arising from definition (1) does not depend on the embedding.
1. Colocally weakly differentiable maps and colocal weak derivative 1.1. Weak differentiability on a differentiable manifold. We assume that M and N are differentiable manifolds of dimensions m and n which are Hausdorff and have a countable basis [18, §0.5; 32, §1.5].
We recall various definitions of local measure-theoretical notions on a manifold. A set E ⊂ M is negligible if for every x ∈ M there exists a local chart ψ : [33, §6.3] . Similarly, a locally integrable map u : M → R is weakly differentiable if for every x ∈ M there exists a local chart ψ : V ⊆ M → R m such that x ∈ V and the map u • ψ −1 is weakly differentiable. All these notions are independent on any particular metric or measure on the manifold M .
A Radon measure µ on M is absolutely continuous if for every x ∈ M there exists a local chart ψ : V ⊆ M → R m such that x ∈ V and the image measure ψ * (µ) defined by ψ * (µ)(A) = µ(ψ −1 (A)) is absolutely continuous with respect to the Lebesgue measure. The measure µ is positive if for every x ∈ M there exists a local chart ψ : V ⊆ M → R m such that x ∈ V and the Lebesgue measure on ψ(V ) is absolutely continuous with respect to ψ * (µ)(A) = µ(ψ −1 (A)) [36, definition 5. We first define the notion of colocally weakly differentiable map. Definition 1.1. A map u : M → N is colocally weakly differentiable if u is measurable and for every f ∈ C 1 c (N, R), f • u is weakly differentiable.
When N = R, the space of colocally weakly differentiable functions is the space of Sobolev functions by truncations T 1,1 loc (M ) [7] . If u : R m → R n is weakly differentiable, then u is colocally weakly differentiable. The converse is false: for example, the function u : R m → R defined for every x ∈ R m \ {0} by u(x) = |x| −α is not weakly differentiable for any α > m − 1, but is colocally weakly differentiable for every α ∈ R.
In order to define the colocal weak derivative, we denote by
π M : T M → M is the natural projection and for every x ∈ M , the fiber π
is linear. The space of all bundle morphisms is denoted by Hom(T M, T N ). In particular, if u : M → N is a differentiable map, then Du : T M → T N is a bundle morphism that covers u. By a direct covering argument, if u : M → R is weakly differentiable, then there exists a bundle morphism Du : T M → R such that for every local chart
almost everywhere on ψ(V ). We have now all the ingredients to define the colocal weak derivative. 
Consequently, if Du is a colocal weak derivative of u, for almost every
We first observe that this notion extends the notion of classical differentiability:
Proposition 1.1 (Equivalence of classical and colocal weak derivatives). Let u ∈ C(M, N ). Then u has a continuous colocal weak derivative if and only if
Moreover, the colocal weak derivative and the classical derivative coincide almost everywhere.
Proof. Since for every f ∈ C 1 c (N, R), f • u is weakly differentiable, we can apply the equivalence of classical and weak derivatives (Du Bois-Reymond lemma) [38, theorem 6.10; 52, theorem 6.1.4] and local charts on M to obtain that f • u ∈ C 1 (M, R). Since f is arbitrary, the map u is continuously differentiable.
If µ is a positive absolutely continuous measure on M , the morphism υ is bilocally integrable if and only if there exists a continuous norm |·| on
The main result of the current section is that colocally weakly differentiable maps have a colocal weak derivative. 
This result was already known when N = R [7, lemma 2.1]; as remarked there, the colocal weak derivative need not be locally integrable. The important geometric tool for proving proposition 1.2 is the existence of extended local charts. This construction is reminiscent of the patch mappings to the sphere ϕ ∈ C 1 (N, S n ) [44, p. 60] . 
Proof. By definition of differentiable manifold, there exists a local chart ψ :
Without loss of generality, we assume that ψ(y) = 0. Since
. We take the set U = (ψ |V ) −1 (B r ) and the maps ϕ : N → R n defined for every z ∈ N by
We begin by proving a local counterpart of proposition 1.2. 
Proof. Let U ⊆ N , ϕ ∈ C 1 (N, R n ) and ϕ * ∈ C 1 (R n , N ) be the extended local charts given by lemma 1.3. Since u is colocally weakly differentiable, the map ϕ • u : M → R n is weakly differentiable. Since for every x ∈ u −1 (U ), the linear map between tangent spaces Dϕ(u(x)) : T u(x) N → R n is invertible, the map D U u is uniquely defined for almost every
If f ∈ C 1 (N, R) and f • u : M → R is weakly differentiable, since ϕ * (R n ) is compact and f • ϕ * ∈ C 1 (R n , R), the chain rule for weakly differentiable functions implies (see for example [20, theorem 4.2.4 (ii); 52, theorem 6. 
and ϕ • f is weakly differentiable. Therefore, by proposition 1.2 and the classical chain rule, Proof. Since ι is an embedding, ι(N ) has a tubular neighborhood in N : there exists a vector bundle (E, π N , N ) and an embeddingι :
and ι • u is thus colocally weakly differentiable.
By the Whitney embedding theorem [51] , there always exists an embedding ι : N → R ν = R 2n+1 such that ι(N ) is closed [1, theorem 2.6; 17, theorem 5]. Proposition 1.6 gives thus an equivalent definition of colocal weak differentiability; the drawback of this alternate approach to colocal weak differentiability is its dependence on the Whitney embedding theorem for differentiable manifolds.
Since differentiable manifold do not have in general any algebraic structure and since the colocally weakly differentiable functions between Euclidean spaces do not form a vector space [7] , the colocal weak derivative does not have any algebraic properties of sum or product. There is however still a property of the cartesian product of maps.
Proposition 1.7 (Product of manifolds
). Let N 1 , N 2 be two differentiable manifolds. If u 1 : M → N 1 and u 2 : M → N 2 are colocally weakly differentiable, then the map u = (u 1 , u 2 ) : M → N 1 × N 2
is colocally weakly differentiable and
The uniqueness property can be refined for maps that coincide on a set of positive measure: 
The approximate derivative is unique and it is sufficient to establish its existence for one pair of diffeomorphisms.
If M and N are endowed with Riemannian metrics g M and g N respectively, it is natural to take for ϕ and ψ the exponential coordinates and to use the Riemannian distances d N and d M and measure µ M ; the approximate differentiability can be observed to be equivalent with requiring for every ε > 0
we recover thus in this particular case the definition of Focardi and Spadaro for maps from the Euclidean space to a Riemannian manifold [22, Proof. Let ψ : V ⊆ M → R m be a local chart around x ∈ M . Let U ⊆ N and ϕ ∈ C 1 (N, R n ) be the extended local chart given by lemma 1.3. Since u is colocally
Since weakly differentiable maps between vector spaces are approximately differentiable [20, theorem 6 
Next, we note that since u is measurable, almost every x ∈ M is a Lebesgue point of u.
Since the set U is open, for almost every
Therefore we have for almost every
is the approximate derivative of u for almost every x ∈ u −1 (U ). The conclusion follows by a countable covering argument.
Sobolev maps between Riemannian manifolds
Preliminaries. We assume now that (M, g M ) and (N, g N ) are Riemannian manifolds. In particular the metrics on vectors of T M and T N induce a metric g
where (e i ) 1≤i≤m is an orthonormal basis in π −1 M ({x}) with respect to the Riemannian metric g M .
We are now in position to define the Sobolev spaces. 
: y, z ∈ N and y = z where d N is the distance on N induced by the Riemannian metric g N . For every k ≥ 1, we denote by g k the standard Euclidean metric on R k . 
Since the first assertion is independent of k, there is also equivalence between these statements for every k ≥ min(m, n). In order to prove proposition 2.1, we shall use an approximation property of Lipschitz maps on manifolds. 
Lemma 2.2 (Approximation of Lipschitz maps
). Let f ∈ Lip(N, R k ). There exists a sequence (f ) ∈N of maps in C 1 c (N, R k ) that
Sketch of the proof. Given y ∈ N and θ
and (θ ) ∈N * converges to 1 uniformly over compact subsets of N . We also define
For every ∈ N * , T is nonexpansive and bounded by and the sequence (T ) ∈N * converges uniformly to the identity over compact subsets.
If
and that the support of f is compact; the sequence (f ) ∈N * converges uniformly over compact subsets. Hence the conclusion follows by approximating uniformlyf by differentiable functions with a control on the Lipschitz norm [4; 27, lemma 8].
We shall also rely on a refined version of the extended local charts of lemma 1.3.
Lemma 2.3 (Almost isometric extended local charts).
For every y ∈ N and every ε > 0, there exist an open subset U ⊆ N such that y ∈ U , and maps ϕ ∈ C 1 (N, R n ) and
The difference with lemma 1.3 lies in the control (v) on the operator norms of Dϕ and Dϕ * .
Proof of lemma 2.3. Since N is a differentiable manifold, there exists a local chart ψ : V ⊆ N → R n around y ∈ N . Up to an affine transformation on R n we can assume that ψ(y) = 0 and Dψ(y) ∈ L(T y N, R n ) is an isometry.
By continuity of Dψ, there exists δ > 0 such that if z ∈ N and
We choose r > 0 such that B 3r ⊆ ψ(B δ (y)). We take a map θ ∈ C 1 c (R n , R n ) such that θ = id on B r , supp(θ) ⊂ B 3r and sup x∈R n |Dθ(x)| L ≤ 1. We finally define ϕ = θ • ψ, ϕ * = (ψ |V ) −1 • θ and U = (ψ |V ) −1 (B r ) and we conclude as in the proof of lemma 1.3.
We shall also use the following lemma to compute Euclidean norms of maps. 
Lemma 2.4 (Reduction of the Euclidean norm of operators). Let x ∈ M and let
In order to prove that (iii) implies (i) we first note that the map u is colocally weakly differentiable, and, by proposition 1.2, has a unique colocal weak derivative Du ∈ Hom(T M, T N ). Secondly, let U ⊆ N , ϕ ∈ C 1 (N, R n ) and ϕ * ∈ C 1 (R n , N ) be given by lemma 2.3 for y ∈ N and ε > 0. Since
Since the set of nonexpansive linear maps is separable, we deduce from lemma 2.4 that
By inequality (2.1), we conclude that
almost everywhere on u −1 (U ). We conclude by countable covering of N . We now prove the last assertion. Let f ∈ Lip(N, R k ). By the approximation lemma 2. 
and therefore |D(f • u)| g * M ⊗g k ≤ |f | Lip w almost everywhere in M . Thanks to proposition 2.1, we can consider the composition of a Lipschitz map from a manifold into an other with a map of homogeneous Sobolev space.
Proposition 2.5 (Chain rule in Sobolev spaces
This generalizes a well-known property ([12, proposition 9.5; 38, theorem 6.16; 52, proposition 6.1.13]); the corresponding chain rule is more delicate [3] .
We also obtain a characterization of Sobolev spaces by embeddings. 
. In particular our intrinsic definition is equivalent with the definition given by any embedding of N in a Euclidean space; such an embedding is always possible by the Nash embedding theorem [43, 44] .
Sequences of colocally weakly differentiable maps
In this section we consider sequences of maps between differentiable manifolds without any fixed Riemannian structure. We will first state a compactness theorem in measure that will rely on two boundedness assumptions. Proof. Let (U i , ϕ i ) i∈I be a family of extended local charts satisfying the conclusion of lemma 1.3 such that i∈I U i = N and I is countable. Assume that η i i∈I is a C 1 -partition of the unity subordinate to the covering U i i∈I . We observe that in view of lemma 1.3, the setŪ i is compact and hence η i ∈ C 1 c (N, R). By assumption and by definition of the colocally weakly differentiability, for every i ∈ I, the sequence (
. By the classical Rellich-Kondrashov compactness theorem [12, theorem 9.16; 38, theorem 8.9; 52, theorem 6.4.6] and a diagonal argument, there exist a subsequence (u k ) k∈N and a negligible set E ⊂ M such that the sequence (ϕ i • u k (x), η i • u k (x)) k∈N converges in R n+1 for every x ∈ M \ E and every i ∈ I.
We define the set
For every compact set K ⊆ N , we observe that
Since the sequence (u ) ∈N is compact in measure, for every x ∈ M , there is a local chart ψ : V ⊆ M → R m such that x ∈ V and for every ε > 0 there exists a compact set
Since ε > 0 is arbitrary and M can be covered by countably many such charts, we conclude that the set F is negligible. We conclude by showing that (u k ) k∈N converges everywhere in M \ (E ∪ F ). For every x ∈ M \ (E ∪ F ), by definition of the set F , there exists i ∈ I such that lim k→∞ η i (u k (x)) > 0. This implies, that for k ∈ N, large enough, u k (x) ∈ U i . Since ϕ i is a diffeomorphism on U i and since the sequence (ϕ i (u k (x))) k∈N converges, we define
and we conclude that (u k (x)) k∈N converges to u(x).
A natural question is whether the limit of a sequence of colocally weakly differentiable maps is colocally weakly differentiable. We shall study this for sequences of maps converging in measure. 
If d is a continuous distance on N and if µ is an absolutely continuous positive finite measure on M , then the sequence (u ) ∈N converges to u locally in measure if and only if for every ε > 0, lim 
Any Cauchy sequence with respect to δ has a subsequence which is Cauchy almost everywhere [10, exercise 4.7.60; 47, théorème 5. 
Equivalently, the sequence (υ ) ∈N is bilocally uniformly integrable if there exists a positive absolutely continuous measure µ on M and a continuous norm |·| on the vector bundle T * M ⊗ T N such that for every ε > 0 there exists 
If moreover the sequence (Du ) ∈N converges to a bundle morphism υ : T M → T N locally in measure, then Du = υ.
In particular, under the additional condition of bilocally uniform integrability of the sequence of colocal weak derivatives, the map given by proposition 3.1 is colocally weakly differentiable. [52, theorem 6.1.7] , given a local chart ψ : V ⊆ M → R m and f ∈ C 1 c (N, R), we define the linear functional
Proof of proposition 3.2. Following classical argument
F f,ψ on C 1 c (ψ(V ), R m ) for every test function v ∈ C 1 c (ψ(V ), R m ) by F f,ψ , v = − ψ(V ) (f • u • ψ −1 ) div v. Let K ⊂ ψ(V ) be compact. Since the sequence (f • u • ψ −1 ) ∈N converges to f • u • ψ −1 in L 1 (K), if supp v ⊂ K, | F f,ψ , v | = K (f • u • ψ −1 ) div v = lim →∞ K (f • u • ψ −1 ) div v = lim →∞ K D(f • u • ψ −1 ), v ≤ v L ∞ lim inf →∞ K |f | Lip |Du | g * M ⊗g N . Therefore F f,ψ is represented by a vector-valued Radon measure µ f,ψ on ψ(V ):F f,ψ , v = ψ(V ) v dµ f,ψ .
We observe that for every open set
By the uniform integrability assumption, we conclude that the measure |µ f,ψ | is absolutely continuous with respect to the Lebesgue measure on every compact set K ⊂ ψ(V ). The measure µ f,ψ can thus be represented by a vector-field in L 1 loc (ψ(V )). In particular the map f • u • ψ −1 is weakly differentiable and 
Sequences of Sobolev maps between Riemannian manifolds
4.1. Weak convergence of Sobolev maps. We now consider sequences of Sobolev maps. As a consequence of the results in the previous section, we have a RellichKondrashov type compactness theorem.
Proposition 4.1 (Rellich-Kondrashov for Sobolev maps). Let (u ) ∈N be a sequence of colocally weakly differentiable maps from
Proof. Since the metric space (N, d) is complete, for every y ∈ N and r ∈ R, the closed ballB N r (y) is compact. In particular the sequence (u ) ∈N is locally compact in measure. On the other hand, the sequence (Du ) is bilocally L 1 -bounded, and therefore by proposition 3.1, there exists a measurable map u : M → N and a subsequence (u k ) k∈N that converges to u almost everywhere in M .
As in classical theory, we have the following closure property, which will play an important role in the completeness of Sobolev spaces. 
and for every f ∈ C 1 c (N, R) and every section v : Proof of proposition 4.2. By the boundedness and bilocally uniform integrability assumptions, the sequence of bundle morphisms (Du ) ∈N is bilocally uniformly integrable. Proposition 3.2 applies and it remains to prove that |Du| g * M ⊗g N ∈ L p (M ). By the boundedness and bilocally uniform integrability assumptions, up to a subsequence, the sequence of functions (|Du 
Strong convergence in Sobolev spaces.
We define now a notion of convergence in homogeneous Sobolev spacesẆ 1,p (M, N ).
. The convergence of definition 4.1 is induced by the distancė
, where δ is a distance of the form (3.1). In fact, a sequence (u ) ∈N converges strongly to u inẆ 1,p (M, N ) if and only if (Du ) ∈N converges to Du locally in measure and 
Proposition 4.3. If for almost every x ∈ M , ({x} × N, d) is complete and if the projection π
Proof. Let (u ) ∈N be a Cauchy sequence for the distanceδ 1,p . By the completeness of Given an isometric embedding ι : N →Ñ , we can also consider the distanceδ
. This distance gives the same convergence. 
N ; the conclusion follows from the definition of convergence.
The distanceδ ι 1,p gives thus the same topology asδ 1,p . However the completeness oḟ W 1,p (M, N ) will then depend on the completeness of {x} × ι(N ); a necessary condition is that ι(N ) should be closed. When N is complete but not compact, the original Nash embedding theorem will give ι(N ) which is not closed [43, 44] ; it is however always possible when N is complete to have a Nash embedding theorem with ι(N ) closed [41] .
We would also like to compare these notion with the metric of Chiron [15, §1.6] 1 for u, v ∈Ẇ 1,p (M, N ):
The Sobolev space is not complete under this distance when N = R [15, lemma 2]. In order to study the topological equivalence of these metrics we give a criterion of convergence in measure of the derivative. 
, then the sequence (Du ) ∈N converges to Du locally in measure.
As an immediate consequence we have the topological equivalence betweenδ 1,p anḋ δ C 1,p . 
For a set A ⊆ R k , the set co A denotes the convex hull of A, that is, the set of convex combinations of elements of A. A point c is an extreme point of a convex set C if C \ {c} is convex.
Proof of proposition 4.5. Let U ⊆ N and ϕ ∈ C 1 (N, R n ) be the extended local chart given by lemma 1.3 and K ⊆ M be compact. In view of proposition 3.2, and the weak compactness criterion in
By taking a subsequence, we can assume that the sequences (u ) ∈N and (|Du |) ∈N converge almost everywhere in M . In order apply the Balder-Visintin criterion of strong convergence, we note that for every x ∈ M ,
1 As the modulus of the derivative has several definitions, we have in fact a family of distances out of which we take the one that uses our notion of modulus of the derivative. Instead of introducing the notion of Lebesgue spaces into metric spaces, we consider convergence in measure for maps from M to N .
and so
Hence, since for almost every x ∈ K, (Dϕ(u (x))) ∈N converges to Dϕ(u(x)) and
Since we are in a nonlinear setting, the continuity is not a consequence of the boundedness of the embedding operator; it will follow instead of the continuity in Sobolev spaces of the distance function. d(u , u) )) ∈N converges to 0 in measure.
Proof. This follows from the fact that for the geodesic distance d, for every ξ ∈ T N ,
and that Du n = Du almost everywhere on the set where u n = u (proposition 1.8).
Proof of proposition 4.10. The property of convergence in measure is a consequence of the previous proposition. Since for every ∈ N, almost everywhere in M
Concordant distances and metrics.
In order to study more natural distances of the form
we introduce and study concordant distances and metrics on fiber bundles [8] . 
(b) (equivalence with the norm) there exists κ > 0 such that for every e ∈ E,
Here and in the sequel we identify M with the zero fiber subbundle M × {0} ⊂ E. 
Proposition 4.12 (Stability of subbundles
is concordant with |·| E defined for e ∈ E by |e| E = |ῑ(e)|Ẽ.
If E is a differentiable manifold, we study Riemannian metrics G E on T E that give rise to a distance concordant with |·| g E . We denote by G E and g E the quadratic forms associated to the corresponding metrics. We recall that the vertical lift is defined for each ν ∈ π
Definition 4.3.
A metric G E is strongly concordant with the Euclidean structure
and for every e ∈ E, G E (Vert e (e)) ≤ κ 2 g E (e).
We will show that strongly concordant metrics induce concordant distances. In fact, these distances have the stronger property of strong concordance. 
(b) (comparability with the norm) there exists κ > 0 such that for every s, t ∈ R and e ∈ E, d E (te, se) ≤ κ|te − se| E , and for every e 1 , e 2 ∈ E, Proof. Let e 1 , e 2 ∈ E and let γ ∈ C 1 ([0, 1], E) be a path such that γ(0) = e 1 and γ(1) = e 2 . Since G E is strongly concordant with g E ,
and the divergence property of the fibers follows.
Let e ∈ E and let γ ∈ C 1 ([0, 1], E) be defined for every τ ∈ [0, 1] by γ(τ ) = (τ t + (1 − τ )s)e. By definition of the vertical lift, for every τ ∈ [0, 1], we have γ (τ ) = Vert γ(τ ) ((t − s)e) = τ Vert (t−s)e ((t − s)e). Consequently,
Let γ ∈ C 1 ([0, 1], E) be a path such that γ(0) = e 1 and γ(1) = e 2 . By assumption
We shall now show that the Sasaki [46] and the Cheeger-Gromoll metrics [14] , which are two classical constructions of natural metrics on bundles [28, 35] , are strongly concordant.
In order to define these metrics, we endow M with a Riemannian metric g M and we endow E with a metric connection
The Sasaki metric G S E [46] (see also [18, chapter 3, exercise 2]) is defined for every
Next, since the connection K E is metric, we have for every ν ∈ T E, 
where
is the parallel transport along γ with respect to the connection K E .
The Cheeger-Gromoll metric is defined for every ν ∈ T E by
). Finally, since π M (Vert e (e)) = e, Dπ M (Vert e (e)) = 0 and K E (Vert e (e)) = e, we obtain
Finally we have
Lemma 4.17 (Comparison between the Cheeger-Gromoll and Sasaki metrics). For every ν ∈ T E, G
and the induced distance,
(The distance on the right is in fact the Sasaki distance on T * M ⊗ T R ν .) It follows from the previous results that the Sobolev spaceẆ 1,p (M, N ) has the same topology for all these distances and is complete except for the Chiron distance. By strong concordance of all the metrics under hand, we have Proof. First we consider the case where M = R. We choose a map u ∈ C 1 c (R, R n ) \ {0} such that supp u ⊂ (−1, 1), and we define for λ > 0 the maps u λ : R → R n and v λ : R → R n for each t ∈ R by u λ (t) = u(t/λ) and v λ (t) = −u λ (t) = −u(t/λ). We have for every t ∈ R, since n ≥ 2 and |u λ (t)| = |v λ (t)|,
Therefore, for every λ > 0,
On the other hand, since R n is flat, we have for each λ > 0, Finally we show that the Sasaki distance δ S 1,p and the embedding distance δ ι 1,p are not uniformly comparable distances in general. Proof. We begin by considering the case M = R. Choose y ∈ S n and ρ : S n → S n be a non-identical isometry such that ρ(y) = y and u ∈ C 1 (R, S n ) such that for every x ∈ R \ [−1, 1], ρ(u(x)) = y and ρ(u(x)) = u(x) in (−1, 1).
Let u λ : R → S n be defined for every t ∈ R by u λ (t) = u(t/λ) and let v λ = ρ • u λ . Since ρ is an isometry, Dρ : T S n → T S n is an isometry on tangent vectors. Since n ≥ 2, for every e ∈ T S n there exists a path γ such that P γ (e) = Dρ(e); the length of γ with respect to the Sasaki metric G S can be bounded uniformly by 2π. Therefore, we have, for every e ∈ T S n , by proposition 4.15, 
