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ABSTRACT 
Brillouin spectroscopy has been used to determine the adiabatic 
elastic constants for the hexagonal close-packed (s) ohase of solid carbon 
monoxide near the triple point. In units of 109 N/M2, the elastic constants 
were found to be: 
c11 = 1.909 
c33 = 2. 104 
= 1.151 = .955 
= . 356 
Each of the aboye values is subject to an uncertainty of about 4%. However, 
most of this error is included in a multiplicative factor common to 
all five elastic constants, and uncertainties of less than 1% remain if this 
factor is divided out. The elastic constants were calculated from experiment-
al data consisting of 35 Brillouin spectra showing various combinations of the 
longitudinal and the first and second transverse Brillouin components. The 
spectra were obtained by using a triple-pass Fabry-Perot interferometer to 
analyze laser light scattered by a single c~ystal of s - carbon monoxide 
with a known orientation. The crystal orientations were established from Laue 
x-ray diffraction photographs, and a fully algebraic procedure for interpreting 
the ohotographs has been developed and described in considerable detail. 
Derived elastic properties, in particular, bulk modulus, linear compressibility, 
and Young's modulus, have been calculated for s - CO and the values have been 
compared with those of four other materials having hexagonal crystal symmetry. 
A high degree of similarity was observed when comparing the elastic properties 
of s - CO with those of S - N2. 
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CHAPTER 1 
INTRODUCTION AND THEORY 
1.1 Introduction 
When carbon monoxide is cooled through its triple point, 68 el5 K, 
it forms a solid phase having a hexagonal close-packed crystal structure. 
This solid phase is referred to as s-CO and persists for only a short 
temperature range, 6.5 K, after which transition to a face centred cubic 
phase, a-CO, occurs. a-carbon monoxide, with which the present work is · 
concerned, is typical of a class of materials characterized by low melting 
points, high compressibilities, and other physical properties indicative 
of the relatively weak van der Waals forces which bind their crystal 
lattices . Several such van der Waals latticess in particular the rare gas 
solids, Ne, Ar, Kr, Xe (Mclaren et al., 1975; Gewurtz and Stoicheff~ · l974; 
Landheer et !!., 1976; Gornall and Stoicheff, 1971) along with some di-
atomic molecular crystals, o2, N2 (Kiefte and Clouter, 1975, i976) and 
H2 (Thomas et !l., 1977) have recently been the subject of experiments 
aimed at determining their elastic properties. The relevance of these 
experiments stems primarily from the fact that the elastic properties of 
a crystal are strongly dependent on the potential function with which the 
molecules constituting the crystal interact. Thuss a hypothesized 
intermolecular potential function can be subjected to a very sensitive 
test by using it to derive elastic properties and then comparing the de-
rived properties with those obtained by experiment. · An example of this 
procedure, carried out for the case of s-nitrogens is found in the paper 
by Goldman and Klein (1976). 
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The work to be described in the following chapters represents 
the first known determination of the elastic properties of s-carbon 
monoxide. The experimental method used was Brillouin spectroscopy, t his 
method having also been applied to each of the seven substances referred 
to in the previous paragraph. The inherently passive nature of a 
Brillouin scattering experiment (a beam of light is all that is required 
to probe the sample) makes it a particularly suitable technique for deal-
ing with the very delicate and inaccessible van der Waals type of crystals. 
s-carbon monoxide was chosen for the present investigation for 
a number of reasons. Firstly, of the two solid phases of carbon monoxide, 
it is by far the easier to obtain as a single crystal (only by using 
samples which are good quality single crystals can the complete set of 
elastic properties of a substance be determined from Brillouin scattering 
experiments). Secondly, carbon monoxide itself is a particularly interest-
ing substance for study. Like the various materials mentioned above, its 
molecular and crystal structure are both relatively simple, thus making 
experimentally obtained results especially useful from a theoretical view-
point. An additional feature of carbon monoxide is the relatively small 
separation in temperature between the triple point and the 6-a phase 
transition. This will very probably allow the investigation of the 
elastic properties of CO to be continued into the a phase, particularly 
in the region of the 6-a phase transition. Such an investigation has not 
been conducted before.The usual difficulty encountered in this type of 
experiment lies in the fact that large thermal expansion effects very 
often cause disintegration of single crystals (for an example of this 
effect, in neon, see the thesis by Mclaren, 1973) when they are subjected 
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to temperature variations. Present experimental technique allows single 
crystals to be grown only from the liquid. Therefore, Brillouin investi-
gation of lower temperature solid phases requires cooling of single crystals 
and is practical only if the crystals have a reasonable probability of 
surviving intact. Because of the small temperature change required, the 
probability of survival of carbon monoxide crystals is likely greater than 
that for any other van der Waals lattice. A discussion of some of the 
theoretical relations between elasticity and solid-solid phase transitions 
can be found in Born and Huang (1954). It is hoped that future results 
from experiments on carbon monoxide will shed additional light on this 
topic. 
Another particular point of interest in studying carbon ·monoxide 
results from its similarity to nitrogen. Apar·t from the fact that the two 
materials are isoelectronic and have virt~ally identical molecular weights, 
there are, as well, striking similarities in their thermodynamic properties. 
The two substances have molar volume vs. temperature curves (at equilibrium 
vapour pressure) which are nearly coincident for temperatures less than 
20 K and greater than ·7o K (curves for both N2 and CO are given in a paper 
by Fukushima, Gibson and Scott, 1977). In the intermediate range, nitrogen, 
like CO first solidifies in a hcp s phase, and then, upon cooling, under-
goes transition to a fcc a phase. In nitrogen, however, the S-a phase 
transition lies 27.6 K below the triple point and is therefore not 
nearly so accessible to investigation by Brillouin scattering as is the 
case with CO. Further similarity in the thermodynamic properties of CO 
and N2 is indicated by a complicated equation of state for liquid and 
gaseous carbon monoxide ~iven by Hust and Stewart (1963). The equation 
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was derived by adjusting parameters .. in a theoretically justified 
equation of state for N2, and was found to be accurate for CO over a 
wide range of temperatures and pressures. 
In view of the similarities noted above, it would seem reason-
able to anticipate a significant degree of correlation in the elastic 
properties of CO and N2. This, in turn should allow one to gain addition-
al insight into the molecular interactions in each material by attempting 
to account for the various differences which are observed to occure At 
present, virtually no theory relating directly to 8-CO can be found in 
the literature. However, both the a and B phase of N2 have been the 
subject of considerable theoretical investigation (for detailed discussion 
and an extensive list of references, see the review paper by Scotts 1976). 
It was therefore decided that a comparison of the elastic properties of 
N2 (as determined by Ki efte and Cl outer, 1976) ·arid CO should form an 
important part of the analysis of the data obtained in the present 
experiment. This comparison, however, is limited primarily to listing 
the similarities and differences in certain elastic properties, and does 
not offer interpretations or explanations. It is hoped that the points 
noted will be of value in future theoretical analysis. 
Finally, a word of introduction should be said regarding the 
second chapter in this thesis. This chapter is involved entirely with 
the problem of establishing the orientation of s·;ngle crystals. The 
theory discussed in chapter two enabled development of a streamlined 
crystal orientation procedure which was of great advantage in handling 
the large number of orientations necessary in the present investigation. 
The generality of the treatment, while increasing the efficiency of the 
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procedure required for this experiment, provides the additional benefi t 
of making the results useable under a variety of other experitnental 
circumstances. The approach desctibed appears to be original in that 
no similar, general treatment of the problem could be found in the 
literature. 
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1.2 Stress, Strain and Elastic Constants 
The classical theory of elasticity in crystals deals with 
mechanical deformations which extend over a sufficient number of unit 
cells to enable a crystal to be treated as a continuous medium. The 
range of intermolecular forces within the crystal is taken to be zero 
and body forces are neglected. Hence, the only forces which act on 
a given internal volume element are surface forces originating from 
immediately adjacent volume elements. Let r ~ (F1 , F2 , F3) denote the 
total force acting on a volume element V. Since each component Fi of 
F results entirely from forces acting on the surface, S, of V, it is 
possible to express Fi as an i_ntegral over S. The gener~l form of such 
an integral is, 
F; = fs ;; . d a 1-1 
where d ! is an element of surface area directed along the outward normal 
to V and ;i · d! is the component of force in the i'th direction acting 
+ 
on d a. Writing the vectors on the right .hand side of 1-1 in terms of 
their components yields: 
3 
.E 1 cr .. d a. J= lJ J 1-2 
The quantities crij form a three by three matrix which transforms under a 
coordinate rotation as a second rank tensor {Nye, 1957, p. 87). This 
matrix is referred to as the stress tensor. 
The physical meaning of the crij can be seen by considering a 
unit element of surface area normal to coordinate axis j. 
the i 'th component of the force acting on this element. 
a. . is then lJ 
The crij have 
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units of pressure. 
Applying the divergence theorem to 1-1 enables Fi to be 
expressed as an integral over V. That is: 
F i : fv ~ · it i dV 
i.e. 
acr .. 
. 1J 
ax. 
J 
dV 
writing F. in terms of a force per unit volume or force density, f., 
1 1 
yields: 
F; = fv f; dV 
Comparison of equations 1-3 and 1-4 then implies: 
3 
f. = .E 
1 J=1 
ocr •• 1J 
ax. 
J 
-+ 
1-4 
1-5 
By calculating the torque, T, acting on a given volume element, 
it is possible to show that crij is a symmetric tensor. By definition: 
T = fv-; X f dV 1-6 
-+ Let T1 denote the x1 component of T. Then: 
Tl: fv<x2 f3 - x3 f2) dV 
Using equation 1-5: 
Tl = E -J. 3 a v j=l axj (x2 (J3j - x3 °2j) dV 
-!v 3 3X2 3X3 E ( (J 3. -- 0 2j ax.) dV j=l ax . .] J J 
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Expressing the first term on the · right above as a surface integral, 
using the divergence theorem, and evaluating the second term, yields: 
Tl = fs j il {x2 "3j - x3 "2j) daj 
-!v (cr32 - "23) dV 1-7 
Since any torque on V must result entirely from forces acting 
on its surface, the volume integral will be identically z~ro. Thus, since 
V is arbitrary: 
1-8 
-+ An identical argument using the x2 and x3 components ofT shows, 
1-8 
and 
respectively . 
It is now necessary to examine the deformation induced in a 
crystal by the action of a given stress. With respect to a cartesian 
-+ 
coordinate system fixed in space, let r = (r1, r 2, r 3) denote the position 
of an arbitrary point anchored in a stress-free crystal lattice. When 
• -+ -+ -+ (->-stress is applied this point will move to a new locat1on, r'= r + u r) 
-+-+ 
where u(r) is a vector valued function of the original coordinates of the 
point. In general, the function u(;) will contain information not only 
on the distortion of volume elements within the crystal, but also on 
changes in their position and orientation. The key information, namely 
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that relating to the distortion, can be isolated from the function 
u(r) by considering changes in distance between nearby points. Let 
dr be the vector joining two points prior to the deformation and let 
~ ~ ~ ' dr' = dr + du be the vector joining them afterwards. Then: 
.2 2 3 2 dr = dr + 2 ~E 1 dr. du. + du 1-9 .= 1 1 
If it is now assumed that the magnitude of the displacement vector, du, 
is small compared to the original distance between the points, dr, then 
the final term on the right of equation 1-9 can be negl~cted (Landau and 
Lifshitz, 1959, p. 3). Thus: 
dr• 2 = dr2 + 2 -~1 dr. du. 1= 1 1 
2 2 3 3 au; . 
dr' - dr = 2 i~l J.~ 1 ar. dri dr. J J 1-10 
In the surrunation on the right above there are only six dist'inct 
products of the form dri drJ. whereas there appear to be nine distinct 
au. · 
coefficients,~ • This situation can be corrected by writing: 
rj 
au. au. au. au. au. 
_1 = ~ ( 1 + _J_) + ~(-1 - --.J.) 
arJ. ar. ar. ar. ar. J 1 J 1 
Substituting 1-11 into 1-10 yields: 
2 2 3 3 au. au. dr' - dr = .E 1 .E 1 ( 
1 + _J_) dr. dr. 1= J= ar. ar. 1 J J 1 
3 3 au. au. (_1- _J) +.E E dr. dr. 
· 1 "'r. "'r. 1 J 1 = j= 1 0 J 0 1 
1-11 
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However , the second term on the right above sums to zero. Therefore, 
dr •2 - dr2= 2 ~ ~ d d if=1 jf=1 eij r; rj 1-12 
au. au . 
where e .. =~(~+~) . The matrix with entries e .. forms a symmetric lJ orj or; lJ 
second rank tensor known as the strain tensor (Musgrave, 1970, p. 14). 
This tensor completely specifies the distortion of a cryst~l in the 
neighbourhood of an arbitrary point. The eij are ratios of distances 
and thus are dimensionless. 
Experimental evidence suggests that for most crystalline materials, 
the components of stress and strain are related by a linear transformation. 
This empirical result is known as Hooke's law and is usually found to be 
valid when the strain is sufficiently small that only elastic or recover-
able deformations of the crystal occur (Landau and Lifshitz, 1959, p. 12). 
Hooke's law can be written: 
3 3 
0 ij = k~1 1~1 cijkl ekl 1-13 
The &1 quantities cijkl are referred to as the elastic stiffness constants 
of a crystal and form a tensor of rank four (Nye, 1957, p. 133). The 
elastic constant tensor has substantial symmetry which can be demonstrated 
using a variety of arguments. Equation 1-13 along \>Jith the symmetry of 
the stress tensor, a .. , implies: lJ 
1-14 
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The symmetry of the strain tensor combined with an argument similar 
to that used in obtaining equation 1-12 from equation 1-10 enables the 
cijkl to be defined such that: 
1-15 
To show additional symmetry it is necessary to consider the dependence 
of the elastic potential energy on the elements e .. of the strain tensor. lJ 
As a first step it is useful to write Hooke's law in the following form: 
+ 2 c i k12 e12 
The notation can then be condensed by contracting the subscripts according 
to the following scheme: 
11 -+ 1 23 -+ 4 
22 -+ 2 13 -+ 5 1-16 
33 -+ 3 12 -+ 6 
In addition, the factors of 2 are eliminated from the equation for Hooke's 
law by defining, 
£ •• = e .. i = j lJ lJ 1-16 
·e:- • • 2e .. i t j lJ = lJ 
and then contracting the subscripts as described above. Hooke's law then 
becomes: 
6 
0· = .}:1 c .. £. 1 J= lJ J 1-17 
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It can be shown using a simple geometrical argument that the 
work done on a unit cube by changing e:. toe:.+ de:. is given by 
J J J 
dW. =a . de:. {Nye, 1957, p. 136). Hence the work done per unit vol ume 
J J J 
by a change in the strain elements is given by: 
6 
dW .= j~ 1 crj dsj 1-18 
If this work can be fully recovered by allowing the crystal to return to 
its original state of strain, a potential energy per unit volume, ~, can 
be associated with the deformation. Then: 
dW = d ~ 1-19 
combining Hooke's law with equations 1-18 and 1-19 yields: 
6 6 
dp = 2: 1 .2: 1 C • • E· dE· i= J= 1J J 1 1-20 
Since ~ is a function of the six Ej 1 S, d ~ can be expanded as: 
6 
d~ = }:l!. de:. 1-21 i =1 dEi 1 
Equating the coefficients of d E • 
1 
in equations 1-20 and 1-21 gives: 
6 
2: c .. e:. j= 1 1 J J 1-22 
Then, differentiating both sides of equation 1-22 with respect to e:. 
1 
yields: 
= c .. 
ae: . ae:. 1J 
1 J 
1-23 
Finally, since mixed partial derivatives are equal: 
c .. = c .. 1J J1 1-24 
In changing back to the four subscript notation, this relation becomes 
1-25 
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The combination of equations 1-14s 1-15 and 1-25 reduces the 
number of independent elements of the tensor cijkl to 21 . In actuality, 
only 18 of these are independent since three may be specified arbitra r ily 
by expressing the stress and strain tensors · in a particular coordinat e 
system. (Landau and Lifshitz, 1959, Po 37). Crystal symmetry further re-
duces the number of independent elastic constants as is shown for the 
hexagonal case in the next sectiono 
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1.3 Elastic Haves in Hexagonal · Crystals 
Results from the classical theory of elasticity can be used to 
quantitatively describe the motion of long wavelength elastic waves in a 
single crystal . The velocity of propagation of _these waves deoends on the 
crys ta 1 density and the elements, cijkl' of the elastic stiffness con-
stant tensor. Hence it is possible to infer the values of the tensor 
elements from measurements of wave propagation velocities. Before 
deriving the appropriate equations for hexagonal crysta:ls it is first 
advantageous to use the hexagonal symmetry to simplify the elastic 
constant tensor as much as possible. 
The essential symmetry element possessed by crystals of the 
hexagonal system is a six-fold rotation axis (Cullity, 1956). Defining 
this axis to be the z axis in the crystal allows the basic symmetry 
operation, rotation of 1r/3 radians, to be represented by the following 
matrix: 
~ /3/2 0 
-13/2 k 2 0 1-26 
- 0 0 1 
Since a rotation of 1r/3 leaves a hexagonal crystal in an orientation 
indistinguishable from its original orientation, the elements of the 
elastic constant tensor must remain identical when transformed by the 
above matrix. Under a coordinate rotation the components of a fourth 
rank tensor, cijkl' transform as, 
3 3 3 3 
c' = r r r r a. a. a a c 1 27 ijkl m=1 n=1 p=1 q=l 1m Jn kp lq mnpq -
- 15 -
where the cijkl are the tensor elements expressed in the rotated coordinate 
system and the aij are entries from the rotation matrix (Musgrave, 1970J 
p. 30). Substituting the aij from the matrix 1-26 into equation 1-27 and 
using the relation~ 
1-28 
enables one constraint to be placed on the elastic constant tensor for 
each set of subscripts, i j k 1. A typical example, found from trans-
forming the element c1111 , would be: 
cllll = cllll = l/l6 cllll + 9116 c2222 + 
JIB c1122 + 314 c1212 + /jf4 c1112 + 313/ 4 c1222 
The combined set of equations of the above type, not all of which are 
independent, reduces the elastic constant tensor for hexagonal crystals 
to the form indicated below (Musgrave, 1970, p. 56). Two subscript 
notation is used for convenience in displaying the tensor elements in 
matrix format: 
ell c12 cl3 0 0 0 
c12 ell c13 0 0 0 
c13 c13 c33 0 0 0 1-29 
0 0 0 c44 0 0 
0 0 0 0 c44 0 
0 0 0 0 0 ell ~c12 2 
It can be shown that when the cijkl are chosen to satisfy 
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equations 1-27 and 1-28 for the matrix given in 1-26~ then these · equations 
will be satisfied by the matrix representing an arbitrary rotation about 
the z axis . (Musgrave, 1970, p. 43). Thus, the elastic constant tensor 
retains the same elements regardless of the orientation of the x axis 
which can therefore be positioned arbitrarily in the x - y plane. This 
implies the useful result that the elastic properties of a hexagonal 
crystal show cylindrical isotropy about the six-fold axis. In particular, 
the propagation velocity of elastic waves depends only _-:on the angle, y, 
between their direction of propagation and the six-fold .axis of the crystal. 
The equation describing wave propagation in a single crystal 
follows from the application of Newton's second law to an infinites·;mal 
volume element in a crystal with density, p. The. equation takes the form, 
1-30 
~ +. 
where f is the force per unit volume as defined in equation 1-4 and u 1s 
the displacement of the volume element from its equilibrium position 
(Landau and Lifshitz, 1959, p. 98). Writing the i'th component of 
equation 1-30 and using equation 1-5 to expand fi yields: 
3 a a. . d2u . 
. r lJ = p --1 1-31 
J=1 a xj dt2 
Application of Hooke's law to equation 1-31 then gives: 
3 3 3 2 aekl d u. I: I: 1~1 1 cijkl = p--j=1 k=1 () X. dt2 J 
Using the definition of the strain components, e .. , enables the above 
lJ 
equation to be expressed as: 
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2 d u. 
1 p --
dt2 
Since cijkl = cijlk and .since there is summation over the indices k and 
1, these indices can be interchanged in the first term in brackets above, 
thus a 11 o\'Ji ng the two terms to be combined. The wave equation then becomes: 
2 2 
3 3 3 . a u1 d u . 1 1-32 
• E 1 k~1 E cijkl - = p --J= 1=1 axj axk dt2 
A solution to equation 1-32 is given by the function representing 
a plane wave of unit amplitude. That is: 
1-33 
Substituting equation 1-33 into equation 1-32, evaluating the derivatives, 
and simplifying the resultant expression, yields (Landau and Lifshitz, 
1959' p. 104): 
3 3 3 2 
.E1 E E cijkl k. kk ulo= P w uio J= k:.::1 1=1 J 
3 3 3 
2 ) ~ 1~1 ( • E E cijkl k. kk - P w oil u10 = o J=l k=l J 
that is, 
-+ A u0 = o 1-34 
where A is the square matrix with entries: 
3 3 
Ail = j~l k~l ( cijkl kj kk- P w2 0il) 1-35 
-+ An equation of the form 1-34 will be satisfied by non-trivial u0 , only 
if: 
IAI = 0 1-36 
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Writing out IAI explicitly yields a third degree polynomial in w2 ~ the 
three roots of which form expressions for w2 as a function of the com-
ponents~ k;~ of the wave vector. Each root specifies a particular 
group velocity for elastic wave propagationc· The velocity is given by, 
v = w k 1-37 
where k = / k 2 + k 2 + k 2 
I 1 2 3 
To find the propagation velocities for hexagpnal crystals it 
is convenient to first reduce the elastic constant tenso'r to the form 
given in 1-29 and then use the property of cylindrical isotropy to allow 
;-. 
positioning of the x axis such that k lies in the x- z plane. The k1 's 
will then be given ~Y~ 
k = k sin y 1 
k = 0 2 
k = k cos y 3 
-+ 
1-38 
where y is the angle between k and the z axise The final expressions for 
the propagation velocities are then found to be (Musgrave~ 1970~ p. 95): 
+ 2 )2 4 . 2 . 2 c33 cos . y - c44 - s1n y cos y 1-39a 
1,:-39b 
- 19 -
V = _1_ { . 2 2 [( . 2 T2 c11 s1n y + c33 cos y + c44 - c11 s1n y {2P 
+ 2 )2 4 . 2 2 c33 cos y - c44 - s1n y cos y l-39c 
It can be shown that the displacement vectors u associated with the 
three types of waves, L, Tl and T2, are mutually orthogonal . {Landau and 
Lifshitz, ~959, p. 104). The wave with velocity VTl is a pure trans-
verse wave, that is, ~and k are perpendicular, while the waves having 
velocities VL and VT2 are only predominantly longitudinal and transverse 
respectively since each has components of displacement both perpendicular 
+ 
and parallel to k (Musgrave, 1970, p. 98). 
The phenomenon of Brillouin scattering ~rovides a means of 
experimentally measuring elastic wave propagation velocities in trans-
parent crystals. An intuitive description of the process comes from 
considering the following classical argument (more rigorous theoretical 
treatments of Brillouin scattering can be found in the literature, for 
example, Benedek and Fritsch, 1966). Since elastic waves produce 
regions of compression and rarefaction in a crystal, they can be expected 
to cause fluctuations in the refractive index of the volume through which 
they pass. Locally, these fluctuations resemble plane surfaces and hence 
will cause mirror-like reflection of light incident upon them. However, 
the 11 mirrors•' are moving inside the crystal with the velocity, V, of 
elastic wave propagation. · To an observer viewing the reflected 
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(scattered) light this motion is indistinguishable from a motion of the 
light source. 
If a reflecting plane moves a distances d, in a direction 
normal to its surface, then the physical path that the light must 
travel changes by 2 d sin(a/2) where a is the angular deviation of a 
reflected ray from its original path 
in optical 
(see figure l below). The change 
d sin{a./2) 
light path 
after plane 
has moved 
a distance, d 
original 
light path 
reflecting plane 
Fig•Jre 1 - Brillouin 
~cattering geometry 
path is then 2 n d sin(a./2) where n is the m2an refractive index of the 
crystal. Thus, a velocity, V, of the reflecting planes is equivalent to 
a velocity, 2 n V sin(a./~),of the light source. This apparent source 
velocity induces a Doppler shift {Jenkins and White, 1957), 
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n = vobserved - "' ; given by' 
n = v ( 2 n V sin(a/2)) 
c 
1-40 
where v is the frequency of the light incident on the experiment. 
Written in terms of the wavelength, ~ of the incident light, equation 
1-40 becomes: 
n = 2 n V A sin (a/2) 1-41 
The frequency shift, n, can be positive or negative depen~ing on whether 
the direction of wave motion results in a decrease or increase in the 
optical path from the source to the observer. The elastic waves 
necessary to produce Brillouin scattering are found to arise spontaneous-
ly from random thermal excitations in a crystal and they thus propagate 
in arbitrary directionso 
The combination of equations 1-41 and 1~39 enable the elastic 
constants of a single hexagonal crystal to be determined from frequency 
shifts observed in light scattering experiments. This procedure is 
particularly usefu·l when the physical properties of a crystal are such 
that it is very delicate or difficult to grow and handle. This is the 
case with low melting point molecular crystals such as carbon monoxide . 
CHAPTER 2 
ORIENTATION OF SINGLE CRYSTALS 
2.1 Introductory Remarks 
This chapter describes a procedure for determining the orient-
ation of a single crystal from data obtained using the Laue x-ray 
diffraction technique (for a discussion of some of the theoretical and 
practical aspects of the Laue technique see, for instance, Cullity, 
1956 or Azaroff, 1968) . The method can be applied to ~rystals from any 
system and the results, with the exception of two sets of transformation 
eq uations, are useable with either transmission or back reflection 
Laue data . To treat the back reflection case i t is necessary to replace 
the transformation equations (equations 2-36 and 2-37) with those 
appropriate for back reflection geometry. Throughout the discussion it 
is assumed that the crystal orientation is arbitrary and initially un-
known and that neither the crystal nor the x-ray source and camera is 
movable . Hence it is necessary to find the orientation without 
utilizing a particular advantageous alignment of the crystal and x-ray 
beam . The algebraic expressions involved in the orientation procedure 
are best evaluated using either a computer or a programmable calculate~ 
as without these aids the computations would be extremely unwieldy. If 
such a machine is used, however, the method can provide a reasonably fast 
and efficient means of obtaining a determination of crystal orientation. 
2.2 Mathematical Preliminaries 
A A A 
let i, j, k be unit vectors of a cartesian coordinate system 
- 23 -
fixed in a single crystal and let~, t, c be the translation vectors de-
fining a unit cell in the system to which the crystal belongs. In terms 
of the cartesian unit vectors the translation vectors can be written: 
-+ 
A A A 
a = q11 i + q12 j + q13 k 
~ A A "' 2-1 
b = q21 i + q22 j + q23 k 
-+ 
,. A 
"' 
c = q31 i + q32 j + q33 k < .. 
Thus, 
91 G1 
92 = Qt G2 2':"'2 
93 G3 
where (g1, g2, g3) are the cartesian components of a vector 
~ = G1 a + G2 b + G3 c and Qt is the transpose of the matrix Q defined 
by: qll q12 q13 
Q - q21 q22 q23 
q31 q32 q33 
2-3 
An arbitrary plane displaced a distance S from the origin and 
,. -+ 
perpendicular to a unit vector n consists of all vectors G satisfying: 
A -+ 
n • G = S 
In matrix notation equation 2-4 can be written: 
91 
(nl n2 n3) 92 = S 
93 
2-4 
2-5 
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where (n 1, n2 , n3) and (g 1, g2, g3) are the cartesian components of n and 
G respectively. 
-+ 
Using equation 2-2 to express 2-5 with G written in terms of the 
unit cell basis vectors yields: 
Gl 
(n1 n2 n3) qt G2 = S 2-6 
G3 
By definition (Kittel, 1976), a crystal plane with Miller indices, (h k 1), 
-+ b c 
is defined by the 3 vectors ~ , k and T· 
Equation 2-6 is satisfied for each of these vectors yielding the three 
equations below: 
1 0 
(n 1 n2 n3) qt 0 = Sh; (n 1 n2 n3) qt 1 = Sk; 
0 0 
0 2-7 
(n 1 n2 n3) qt 0 = Sl 
1 
These can be combined to form the single matrix equation: 
1 0 0 
(n 1 n2 n3) qt 0 1 0 = (Sh Sk Sl) 2-8 
0 0 1 
This simplifies to: 
(n 1 n2 n3) qt = S(h k l) 2-9 
Multiplying by (Qt)- 1 and transposing both sides yields, 
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h 
k 
1 
2-10 
where (n 1, n2, n3) are the direction cosines of the normal to the crystal 
plane with Miller {ndices (h k 1) and Sis the interplanar spacing for 
planes of the form· {h k 1}. 
Let (x, y, z) be the direction cosines of the normal to a 
crystal plane expressed in a laboratory cartesian coordinate system. 
Assume that the laboratory system differs from the cartesian coordinate 
system fixed in the crystal by an arbitrary rotation. Then, 
X 
2-11 
z 
where, R - i~ the rotation matrix 
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which transforms a vector expressed in the laboratory coordinates into 
the crystal coordinate system. Substituting equation 2-11 into equation 
2-10 yields: 
X h 
2-12 
This is the fundamental equation -for establishing the orientation of a 
single crystal using data obtained from Laue photographs. The unknown 
quantities in the equation are generally the rotation matrix Rand the 
Miller indices (h k 1) while the known quantities are the matrix Q 
specified by the crystal structure and the direction cosines {x, y, z) 
which can be calculated from the Laue data. The first step in solving 
the equation is to eliminate R. Using data for two crystal planes 
(denoted by subscripts 1 and 2) this can be done in the following manner. 
The transpose is taken of both sides of 2-12, to yield, in the case of 
plane 1: 
2-13 
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Forming the product of the right and left sides of this equation with 
the right and left sides respectively of equation 2-12 gives: 
x2 h2 
(xl Yl z1) Y2 = 51 52 (hl k1 ll)(Q Qt)-1 k2 2-14 
Each side of equation 2-14 is an expression for the scalar product between 
the normals to two crystal planes. Taking the two plane~ to be identical 
enables the interplanar spacings 5, corresponding to a given set of 
indices to be calculated from 2-14, as indicated below. 
h 
1 
= (h k 1) (Q Qt)-1 k 
52 
1 
Equation 2-14 alone can never uniquely specify the Miller indices 
of two crystal planes. Thus~ data for at least three planes is necessary, 
although not always sufficient, to determine the indices. Equation 2-12 
can be expressed for three planes simultaneously in the following manner, 
2-16 
xl x2 x3 51 hl 52 h2 53 h3 
where A= y1 y2 y3 and B _ s 1 k1 s2 ·k2 53 ~3 
Taking the determinant of both sides of 2-16 gives the useful result, 
51 s2 53 
hl h2 h3 
IAI = kl k2 k3 2-17 v 
11 12 13 
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where V - IQI is the volume of the unit cell. If each side of equation 
2-17 is non-zero then the matrices A and B are invertable. Thus, from 
2-16' 
R = Q-l B A- 1 2-18 
For this equation to be valid two conditions are necessary and sufficient. 
Firstly, IQ-l B A- 11 = +1, which gives rise again to equation 2-17. 
Secondly: 
(A-1 B A-1)-1 = (Q-1 B A-1)t 2-19 
At A = Bt (Q Qt)- 1 B 2-20 
Performing the multiplications in equation 2-20 yields, 
1 012 013\ 1 D]_2 0]_3 
012 1 023) = 0I2 1 023 
013 023 1 . 0l3 023 1 
2-21 
Where D .. is the dot product expressed on the left hand side of equation lJ 
2-14 for planes i and j and Oij is the corresponding expression on the 
right hand side of equation 2-14. Thus, if indices can be assigned to 
each of three independent crystal planes so as to satisfy the three inter-
planar dot product relations (equation 2-14) along with the determinant 
relation (equation 2-17) then a rotation matrix satisfying 2-12 for each 
of the three planes exists and is given by 2-18. In the above context, 
the word independent is taken to mean that the normals to the three planes 
are non-coplanar, or equivalently that the three planes do not lie in a 
single crystallographic zone. This condition is fulfilled when the deter-
minant in equation 2-17 is non-zero. 
At this point it should be noted that although equations 2-17 
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and 2-21 provide as good a check as is possible on the Miller index 
assignment for three planes, better reliability can be obtained by 
assigning indices to all planes observed on a Laue photograph and check-
ing equation 2-14 for each pair. Furthermore, due to experimental error 
in determining the laboratory system direction cosines (x, y, z) for the 
various planes, a least squares fitting procedure, rather than equation 
2-18, provides the best means of calculating the rotation matrix. One 
such procedure is discussed below. 
2.3 Least Squares Rotation Matrix 
Assume that Miller indices (hi ki li) have been assigned to 
each member (denoted by superscript i) of a set of not less than two 
crystal planes. It is then required to find the rotation matrix R which, 
through equation 2-12, best fits the experimental data. A squared error 
term, E, can be associated with a given trial rotation matrix_as follows: 
E = I: { ( i _ Xi) 2 + ( i _ yi ) 2 + ( i _ Z i ) 2} 
xexp Yexp zexp 2-22 i 
In the above expression (x!xp' y!xp' z!xp) are the laboratory system 
direction cosines of the normal to plane i as determined directly from the 
experimental data. The predicted direction cosine values (xi, yi, zi) are 
found from equation 2-12 using the trial rotation matrix, R, along with 
the known Miller indices. Minimizing E, which provides a convenient 
criterion for specifying a 11 best fit 11 rotation matrix, is equivalent to 
maximizing the quantity F given below. 
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2-23 
At this point it is useful to define the square matrix T to be, 
T = E 
i 
i 
n1 
i 
n2 
i 
(xi Yi 2 i ) exp exp exp 
n3 . 
2-24 
are the crystal system direction cosines for plane i 
as calculated from the Miller indices using equation 2-16 . · In terms of 
the elements tjk of the matrix T defined above and the elements rjk of the 
rotation matrix R defined as in equation 2-11, equation 2-23 becomes, 
3 3 
F - 't' 't' rJ.ktJ.k 
- j~1 k~l 
2-25 
or equivalently, F = trace (RTt) . 
Euler angles (~, e, ~) (defined as in Goldstein, 1950) can be 
used to express R in terms of parameters which are independent. 
R = 
( 
coswcos~ cosesin$sinw 
-sinw cos ~ ~ co~esin ~cos w 
s1nes1n~ 
cos~sin ~ + cosecos~sin~ 
-sinwsin~ + cosecos~cosw 
-sinecos<P 
sinllJ sine 
COSllJSine 
case 
The following partial derivative equations are then necessary conditions 
for F to be a maximum. 
aF aF 
a¢= 0, ae-= 0, lE_ = 0 aw 
Explicit evalu3tion of the derivatives, followed by replacement of the 
tr· lgonometric expressions with approoriate rotation matrix elements, rjk' 
2-26 
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can be used to find the following equations which are equivalent to 2-27. 
.9£= 
3 
0 +-+ .2:1 rj 1 tj2 - rj2 tj1 = 0 d<j> J= 
aF 3 3 
-- 0 +-+ .2:1 2: rj3 r3k tjk = t33 2-28 ae J= k=1 
The equations 2-28 can be derived from the combination of the matrix 
equation, 
2-29 
along with the rotation matrix property, Rt = R- 1. 
A convenient iteration procedure*can be used to find a solution 
to the above equation. Let V(n) denote the matrix ·obtained after per-
forming n iteration steps defined as follows. 
V(o) = T , 2-30 
where: cof V =matrix whose entries, [cof V]jk' are cofactors of the 
entries [V]jk' of the matrix V 
and, N(n-1) = [ i ( [V(n-1)] + [cof V(n-1)] )2]~ k=1 1k 1k 
Assume that the sequence of matrices, v(n), specified by the above 
iteration converges and that each matrix in the sequence is invertable. 
It can then be shown that the limit matrix found in performing the 
iteration is a rotation matrix satisfying equation 2-29. Let m be the 
*apparently not to be found in the literature 
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number of iteration steps needed to produce convergence to a given degree 
of accuracy. Then, to within the accuracy specified: 
~ v<m) = v<m) + cof v<m) 
N(m) 
~ N~~~~l = cof ( N~~~~J 
is a rotation matrix 2-31 
Condition -2-31 implies that the sum of the squares of the entries in 
the top row of the matrix, V(m)/(~(m)_l) is 1. The definition of N(m) 
makes the same relation hold for the top row of V(m)_ Thus, 
Therefore, by 2-31, V(m) is a rotation matrix. 
and, 
The equations, 
T(V(n))t = v(n) Tt 
(V(n))t T = Tt v(n) 
are both trivially satisfied when n=O. Using the identity, 
cof v(n) = IV(n)l [(V(n))-l]t 
2-32 
2-33 
it can be seen that if equations 2-32 and 2-33 hold for V(n) then they 
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must also hold for v<n+l)_ Thus, by induction, these equations are 
satisfied by the matrix, V(n), obtained in each iteration step and 
hence by the limit matrix V(m) . Therefore, setting R = V(m) yields a 
solution to equation 2-29. 
Although equation 2-29 expresses the necessary conditions on 
R in order that the squared error E be a minimum, it is not sufficient 
to eliminate other possible critical points of the function E (~, es ~) 
at which an absolute minimum does not occur. It can however ·be con-
jectured on the basis of extensive numerical evidence that the matrix , 
R, found using the iteration procedure indicated above, minimizes E and 
I 
can thus be taken to be the "least squares" rotation matrix. 
2.4 Orientation Procedure 
As a first step in determining the orientation of a single 
crystal from transmission Laue data it is necessary to define cartesian 
coordinate systems in both the laboratory and crystal frames of reference. 
A convenient way to specify the laboratory coordinates is to use the 
plane of the Laue photograph and th~ path of the undefl~cted x-ray 
beam to define the axes. Throughout the following discussion, the x 
axis in the laboratory system is taken to be a horizontal axis parall el 
to the plane of the Laue photograph. The y axis is defined such that the 
undeflected x-ray beam travels along the y axis in the positive direction. 
A A A A 
A unit vector k, in the z direction is then defined by k = i x j where 
.... .... 
i and j are unit vectors in the x and y directions respectively. The 
origin of the laboratory coordinate system lies inside the crystal at a 
distance D from the surface of the Laue photograph. Points on the 
- 34 -
photograph thus have coordinates of the form (x, 0, z) . To simplify 
notation, these will henceforth be referred to as (x', z'). The set 
of axes described above is illustrated in figure 2. 
z 
incident 
x-ray beam 
---7----)-
A 
I 
direction of I 
incident laser ~ 
beam in I Brillouin 
scattering I 
experiment A-. 
D 
of crystal 
X 
y 
' 
surface 
of 
film 
Figure 2 - Laboratory 
coordinate system 
' 
' 
' 
' x·• 
The best choice for the coordinate system fixed in the crystal 
is that which most simplifies the matrix Q defined in equation 2-3. 
Usually this means having the axes lie along the translation vectors 
defining the unit cell wherever possible. For example, if a crystal has 
cubic symmetry, 
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a 0 0 
Q = 0 a 0 
0 0 a 
2-34 
represents the most convenient choice of crystal frame axes ~ whereas 
for a crysta 1 in the hexagona 1 system, a good \t~ay of defi ning the axes 
is t o use the crystal c axis to define the z dir·ection and have the y 
direction be that of the crystal b axis. The hexagonal geometry then 
implies the followi.ng form for Q: 
Q = 
a/3 
-2-
0 
0 
a 0 
0 0 c 
2-35 
The origin of the crystal frame coordinate system is taken to be coincident 
with the origin of the lab system. 
To determine the lab frame direction cosiness (x, y, z), of a 
crystal plane from the coordinates, (x', z')s of its Laue diffraction 
spot, a set of transformation equations is necessary. The only aspect 
of the theory of x-ray diffraction required in obtaining the equations 
i s the geometrical result that x-rays appear to experience mirror-like 
reflection from the crystal planes . That iss the incident and reflected 
beams are coplanar with the normal to the reflecting plane, and the 
angle of incidence equals the angle of reflection c Using this result, 
along with the geometry indicated in figure 2, the transformation 
equations are found to be : 
- 36 -
x' ( 1 + D 
o2 r X = r/2 /r2 + 
y = 1 ( 1 - D 
o2 r 2-36 12 /r2+ 
z' ( D r z =- 1 + r/2· /r2 + o2 •.· 
·.;.· 
where r = Jx.2 + z• 2 . 
The inverse transformation is given by: 
x' = x ( 2 ~ 0 l 
2 y -1 
2-37 
z' = z ( 2 ~ D) 
2 y -1 
Once the lab frame direction cosines of the normals to the 
crystal planes represented on a Laue photograph have been calculated, 
Miller indices can be assigned. The procedure for choosing the indicPs 
invariably involves some sort of trial and error routine, rather than an 
explicit computation. This results from the fact that no amount of 
experimental data will specify a unique solution to equation 2-12. The 
equation can be solved only by assuming that the possible sets of Miller 
indices which can be assigned to the observed planes must be drawn from 
a finite list. This list is gener-ally determined by the composition and 
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crystal structure of a given sample. 
Equation 2-17 can be used as a convenient first step in 
finding the indices of three planes which do not lie in the same zone. 
This is done by calculating !AI and then substituting various values of 
the plane spacings s1, s2 and s3 into the equation until a potentially 
valid set of spacings is found. Since, 
hl kl 11 
h2 k2 12 
h3 k3 13 
must be an integer, a large number of possible sets of spacings can be 
eliminated without necessarily knowing the actual value of this determin-
ant. The magnitude of the interplanar spacing indicates the form to which 
a crystal plane belongs. In general, planes of a given form are related 
by symmetry and have equal spacings and identical x-ray diffraction 
properties. In this discussion though, the word form will be used to 
denote any set of planes with identical spacings. In many cases the two 
definitions will yield equivalent results. However, in cases where the 
crystal class being considered is not the one having the highest symmetry 
for the appropriate system, there may be planes with equal spacings 
which are not symmetrically equivalent, and thus, in terms of the stand-
ard definition, not in the same form. 
The possible sets of Miller indices which can be assigned to 
a plane of a given form are determined by equation 2-15. A simple rule, 
resulting from the spacing equation, can generally be applied. For in-
stance, in the case of a cubic crystal: 
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s = a 
Thus all~ (a maximum of 48), planes of the form {h k 1} can be found 
by permuting or changing the signs of h, k and 1 since these are the 
operations which leave S unchanged . In the hexagonal case the spacing 
equation is, 
and p1anes of the form {h k i 1}, (using Miller-Bravais indices, 
-i = h + k), are -found by permuting h, k and i, or changing the sign of 
1 or simultaneously changing the signs of h, k and i. 
The dot product relation, equation 2-14 can be used not only 
in determining the exact indices for a set of crystal planes but also, 
as a preliminary step, for determining the appropriate forms. This 
procedure requires a table listing pairs of form indices, 
{h1 k1 11} - {h2 k2 12}, versus the possible dot products (or equivalently, 
interplanar angles) between the normals to planes in the respective 
forms. Correlating tabulated with observed values of the dot product 
then enables form indices to be assigned to the various planes with 
substantially less ambiguity than is possible using only the determinant 
relation. Assigning an exact set of indices to each of at least three 
planes is the final step required before a tentative rotation matrix 
can be calculated. The assignment is done by trial and error, using as 
a test, the three dot products and the determinant relation indicated in 
the mathematical preliminaries. The procedure can often be simplified 
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greatly if the forms to which the three planes belong have been determin-
ed in advance. Once correct Miller indices have been assigned to any 
two or more planes, a rotation matrix can be found using the least 
squares procedure described previously . 
After using the method discussed above to determine a preliminary 
rotation matrix it is then possible to explicitly ·calculate the indices 
of all planes for which lab frame direction cosines are known. Usually, 
due to experimental error, indices calculated using a rotation matrix 
are not exact integers and hence must be rounded off. The procedure 
can provide a reliable check and, _as well, a means of rapidly indexing 
additional planes represented on a Laue photograph which have not already 
been indexed using the trial and error method. After having determined 
indices for all experimentally observed planess the complete set of 
data can be used to calculate a final "least squares" rotation matrix. 
Euler angles corresponding to this matrix can be found using the general 
expression for the rotation matrix as a function of the Euler angles 
which is given in equation 2-26 . 
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CHAPTER 3 
EXPERH~ENTAL SETUP AND PROCEDURE 
3.1 Growth of Single Crystals of B-Carbon Monoxide 
In order to use Brillouin spectroscopy to determine the elastic 
constants of a crystalline substance it is first necessary to be able 
to produce good quality single crystals of that substance. Good 
quality refers both to the optical properties and to the internal 
structure of the crystal. The important optical properties are that the 
crysta 1 be transpa.rent and free from mechani ca 1 imperfections such as 
cracks, bubbles or imbedded particles of impurities. The internal 
structure of the crystal must be such that an x-ray diffraction pattern 
reveals that the crystal is completely single and is not deformed. 
To grow a crystal of carbon monoxide having the properties 
mentioned above requires careful control of temperatures, cooling rates 
and thermal gradients within the sample. The cryogenic apparatus re-
quired for this purpose was designed to handle a variety of molecular 
gases and had already been used in experiments on solid oxygen (Kiefte 
and Clouter, 1975) and nitrogen (Kiefte and Clouter, 1976) prior to 
beginning the experiment on CO. Details of its construction are given 
in the above (oxygen) reference and hence will only be outlined here. 
For convenience a diagram of the cryostat tail section and sample cell 
is reproduced in figure 3. The bracketed capital letters in the 
following paragraph refer to this figure. 
The cell (N) in which the carbon monoxide crystals were gro\'m 
Figure 3* - Cryostat Tail Section and Sample Cell 
A stainless steel outer jacket 
B radiation shield 
C liquid-helium tube 
0 helium gas exhaust 
E Teflon spacer 
F radiation shield 
G heater 
H stainless steel sample tube 
I threaded brass heat sink 
J flexible copper braid 
K large plexiglass window 
L aluminum foil 
M heaters 
N cell 
0 spring clamp 
P quartz plug 
Q quartz window 
* reproduced from paper by Kiefte and Cloute~ (1975) 
I . . . . 
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consisted of a quartz tube 2 em long with a~ inside diameter of .3 em 
and terminated by a quartz plug (P). Heat was removed from the cell 
via two copper braids (J), one connected to the cell bottom and one 
connected to the top . The braids were in turn soldered to a brass 
heat exchanger (1)9 which was cooled by allowing a controlled flow of 
vaporized liquid helium .to circulate through it. The temperature of 
the heat exchanger was regulated using a GaAs thermal sensor and a 
heater (G), coupled through an appropriate feedback circuit. In 
addition, heaters (M) were mounted on the two clips (0)~ used to attach 
the copper braids to the cell and the temperature at the b~ttom clip 
was monitored with a GaAs detector. This detector provided the input 
to a second feedback circuit which was used in making fine adjustments 
to the cell temperature and controlling it to within .1 K. The thermal 
gradient in the cell was monitored using a copper - constantan different-
ial thermocouple and could be controlled by a potentiometer which 
regulated the fraction of the total cell heater current supplied to eithe 
the top or bottom heater. 
The first step in forming a crystal of carbon monoxide was to 
cool a s~mple of 99.99% pure CO (obtained from the Matheson Company) until 
a column of liquid filled the cell. The gas handling system was seal ed 
off prior to cooling and thus, as cooling proceeded, the pressure above 
the cell dropped from near one atmosphere to the vapor pressure of 
liquid CO. A fairly elaborate sequence of steps was then used to grow 
a single crystal of the solid from the liquid. The preliminary step 
was to maximize the fraction of the cell heater current supplied to the · 
top heater, thus maximizing the thermal gradient in the cell. The 
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temperature at the bottom of the cell was set 2.6 degrees above the 
triple point of CO (68.1 K) while the temperature of the heat exchanger 
was adjusted to 65.5 K. This difference in temperature between the heat 
exchanger and the cell bottom was, in facts the maximum consistent with 
reliable control of the cell temperature. 
Two empirical observations necessitated the pre-cooling 
procedure. Firstly, it was found that very rapid cooling through the 
freezing point was required in growing useable crysta_ls and secondly, 
a high temperature gradient in the cell was needed to keep the initially 
formed "seed" crystal from growing more than 1 mm high. The rapid 
cooling was accomplished by abruptly turning the cell temperature control-
ler down to 67.6 K and simultaneously resetting the heat exchanger 
temperature at 63.1 K. Since the initial temperature settings were such 
that the heat exchanger was substantially colder than the cell, heat was 
transferred very rapidly through the copper braids and the cell cooled 
to the desired temperature in less than one minute. 
After reaching the triple point, a small column (approximately 
1 mm) of frozen carbon monoxide appeared at the bottom of the cell. 
Although. optically clear, the frozen sample was almost invariably found 
to be polycrystallinewhen checked by x-ray diffraction (see following 
section). It could, howevers usually be converted to a single crystal 
by allowing it to anneal for a few hours (less than four in most cases). 
Since the annealing process occurred most r.apidly very near the triple 
point, the cell temperature was increased to 68.0 K before beginning to 
anneal the sample. The warming was done gradually over a period of 
fifteen minutes. During this time the cell temperature gradient 
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was continuously reduced so as to keep the frozen sample from becoming 
so small that it could not be examined with the x-rays. 
When a Laue diffraction pattern revealed that a single crystal 
seed with well defined planes had been formed, the final stage of 
cooling was started. With the aid of a clock drive mechanism connected 
to the potentiometer on the cell temperature controller, the temperature 
of the cell was reduced by about 0.1 degrees per hour for eight hours. 
The fractioh of the cell heater current supplied to the upper and lower 
heaters was not altered during the cooling process. At the conclusion 
of cooling, the voltage on the differential thermocouple showed a temper-
ature difference of 2.1 K between the top and bottom of the cell. 
Assuming linearity (not a particularly well justified assumption but 
the only one possible under the circumstances) this corresponded to a 
thermal gradient of 1.1 degrees per centimeter. The fully grown 
crystal was of the order of 1 em high and had a temperature at the 
bottom of 67.1 K. The temperature at the midpoint (where the observable 
Brillouin scattering occurred) was estimated from the gradient to be 
67.6 ± .2 K, 0.5 K below the triple point. A Laue photograph, taken at the 
conclusion of growth, was used to ensure that the crystal was single and 
free from flaws. The optical quality of the crystal could be tested 
with the beam from the argon ion laser used in the Brillouin scattering 
experiments. 
The crystal growth procedure discussed above was evolved 
primarily by trial and error with the intention of maximizing the chances 
of growing a usable crystal on a given attempt. It was found that the 
above procedure yielded about one good crystal for every two attempts. 
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This represented a marked improvement over initial efforts where the 
general lack of reliability \'laS best demonstrated by a sequence of 
twelve consecutive growth attempts without a single success. 
3.2 Orientation of S-Carbon Monoxide Crystals 
The orientation of a single crystal must be known before data 
obtained in a Brillouin scattering experiment can be used in determining 
elastic constants. In the case of s-carbon monoxide, which crystallizes 
in the hexagonal system, a knowledge of the crystal orientation is re-
quired in calculating the angle y which appears in equation 1-39. This 
angle is necessary in l-inking expedmentally observed frequency shifts 
with the elastic constants of CO. 
In this experiment, the transmission Laue x-ray diffraction 
technique was used to establish the orientations of carbon monoxide crystals. 
The orientations were specified in a laboratory coordinate system defined 
with respect to an x-ray diffraction setup (see figure 2, chapter 2). The 
x-ray beam and camera were precisely aligned with the optical system used 
in observing Brillouin scattering, thus allowing accurate determination 
of y from the crystal orientations indicated by the diffraction patterns. 
The x-ray setup consisted of a Philips MG100 x-ray source (operated at 
70 KV, 10 rnA) along with a lead collimator (9 em long, .1 em in diameter) 
and a Polaroid model XR-7 land camera using type 57 Polaroid film. The 
distance from the end of the collimator to the crystal was 7 em while the 
distance from the crystal to the film surface was set at 7 em for the 
first two crystals and at 8 em for all subsequent crystals in the experi-
ment. The collimator was aligned so as to transmit a helium-neon laser 
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beam which was used to define the optic axis (see following section). 
The camera was set perpendicular to this beam by mounting a mirror in 
the camera holder and then aligning the ·assembly so as to make the beam 
reflect precisely back on itself. Exposure times of the order of five 
minutes were used in making the Laue photographs. 
As mentioned in the previous section, x-ray diffraction 
photographs were used not only for crystal orientations but also for 
determining whether or not a sample of frozen CO was a ~seable single 
crystal. The quality of a crystal could usually be determ-ined by 
• I • visually 1nspect1ng a Laue photograph. A good single crystal was 
indicated if the Laue pattern showed well defined spots arranged so as to 
imply that the corresponding · crystal planes occupied three or less 
crystallographic zones (see section 2, chapter 2). The presence of 
more than three zones was taken to indicate that ~he sample was poly-
crystalline. Zones were readily recognized by the fact that each spot 
in a zone, along with the spot produced by the undeflected x-ray beam 
lay along some conic section (ellipse, parabola, etc.) . (Cullity, 1956). 
Another indication of a polycrystalline sample was the appearance of two 
spots lying very close together. It was assumed that, in most cases, 
spots from a single crystal would be separated by at least a few 
millimeters since all low order planes in a crysta~ of s-CO have an 
angular separati-on of at least 4.7°. A flawed crystal was indicated if 
it yielded a Laue photograph with spots which were neither round nor 
elliptical. These shapes were the only ones which could result from 
diffraction by well formed crystal planes given that the incident x-ray 
beam had a round cross-section and a small but non zero divergence 
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{Cullity, 1956) . Spots which were fuzzy and had arbitrary shapes were 
assumed to occur as a consequence of major faults in the internal 
structure of the crystal. Thus, crystals showing poorly defined spots 
were not tlsed in the Brillo~fn scattering experiments. 
When a Laue photograph implied that a crystal was single and 
of suitable quality, the procedure described below was used to determine 
its orientation. In almost all cases, crystals were oriented before 
attempting to obtain any Brillouin spectra from them. There were two 
reasons for this. Firstly, a consistent set of results from the 
orientation procedure guaranteed that the crystal was single. Secondly, 
knowledge of the orientation in advance of running the Brillouin spectra 
enabled specific values of y (see section 3~ chapter 1) to be chosen with 
the aim of having the experimental data ~epresent the widest possible 
range of values of this parameter . The cell in which the crystals were 
grown had one rotational degree of freedom (rotation over a 120° range 
about the laboratory z axis) which allowed most crystals to yield data 
at several different values of y. 
The first step in the orientation procedure involved measuring 
the coordinates, x' and z' (see section 4, chapter 2) of all spots on a 
Laue photograph . Originally, this was done using a comparator but later 
it was found that using a finely ruled rectangular grid provided a 
sufficiently accurate and much more rapid means of locating the spots. 
A grid with dimensions 8.3 em by 5.5 em ruled with 39.05 divisions/em 
was photographically produced for this purpose. 
Following determination of x' and z', the direction cosines, 
(x,y,z), of the various crystal planes were calculated using the trans-
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transformation equations 2-36. As wells values of 4os (o = interplanar 
angle~ coso= (x1x2 + Y1 Y2 + z1 z2))were calculated for each pair of 
planes. These calculations, along with all others ·involved in the 
orientation procedure were performed using programs written for a Texas 
Instruments SR - 52 card programmable calculator c 
Miller indices were subsequently assigned to the various planes 
using a two step procedure. In the first stage, only the forms (see 
section 4, chapter 2) of the planes were determined. These were found by 
correlating (to within± 4°) all experimental values of 4o .with tabulated 
values corresponding to pairs of forms in hexagonal close-packed crystals. 
The necessary tables were constructed using the formula specified by the 
right hand side of equation 2-14 and are given in the appendix. The tables 
assume a value of the hexagonal axial ratio, c/a, which corresponds to an 
ideal hcp structure , that is c/a = rB/3 ~ 1.33. For CO, the ratio is found 
to be c/a = 1.65 {calculated from values of a and c given by Barrett and 
Meyer, 1965). The 1.2% discrepency was overlooked for the sake of general-
ity when constructing the tables. 
The matrix Q (see equations 2-3 and 2-35), which was utilized 
throughout the orientation procedure, was taken to be: 
1 1 
0 \ 13 
2 4~) 3-1 13 0 Q = 0 0 
This corresponded to the same axis choice used in writing the matrix 2-35 5 
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along with values for a and c of_£ and_£ · (~) = 412 respectively . 
13 /3 3 3 
Having chosen the crystal system axes in this way was equivalent to 
specifying that the x axis be perpendicular to the p1ane with Miller 
indices (1 0 0), that they axis be perpendicular to (I 2 0) and that 
the z axis be perpendicular to (0 0 1). The effect of the small error 
included in the c/a ratio was not determined,. but the self consistency 
of the results observed when performing the orientations indicated that 
it was not significant. 
The next stage in the indexing procedure was the assignment of 
explicit Miller indic~s to three crystal planes not lying in the same 
zone. This was accomplished using a sequence of four SR - 52 programs. 
The input data consisted of the forms to which the three planes belonged 
along with their experimentally determined direction cosines. The effect 
of the program was to assign trial sets of Miller indices to the three 
planes and then output the first combination of sets which were found to 
satisfy the determinant equation, 2-17, and the three interplanar dot 
product equations of the form 2-14. The trial Miller indices were derived 
from the appropriate form indices according to the rule dictated by the 
plane spacing equation for the hexagonal system (discussed in section 4, 
chapter 2). 
Having established explicit Miller indices for three planes enabled 
a preliminary laboratory - to - crystal - frame rotation matrix to be 
calculated. This was done using the least squares procedure discussed in 
section 3, chapter 2. Firstly the matrix T defined in equation 2-24 was 
evaluated with the aid of an SR - 52 program. A subsequent program then 
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converted T into a least squares rotation matrix using the iteration 
procedure 2-30. As a final step, Euler angles corresponding to this matrix 
{as in equation 2-26) were calculated. These Euler angles could be 
thought of as implying an ordered {z axis, x' axis, zr• axis) sequence of 
rotations and were found useful primarily because the first rotation, ~s 
was about an axis coincident with the rotation axis of the cell in the 
cryostat. 
To calculate the final version of the rotation matrix, in-
corporating all data present on the Laue photograph, it was first necessary 
to index the planes not already indexed in the above preliminary procedure. 
This was done by using the inverse of equation 2-12, along with the 
preliminary values for the Euler angles, to determine approximate·indices 
for each plane directly from its direction cosines. Proper Miller indices 
were then found by rounding off the approximate indices. The procedure 
was carried out for all planes, including the three which had previously 
been indexed. Obtaining an acceptable set of approximate Miller indices 
(deviating from an integer by not more than .05) for every plane provided 
as reliable a check as was possible on the validity of the assumed rotation 
matrix. This method of direct indexing could be used any time an approxi-
mate set of Euler angles was known. In particular, it was useful in 
treating Laue photographs corresponding to arbitrary rotations of the 
crystal about the axis in the cryostat. Once an orientation has been 
determined for a given angle setting, the crystal could readily be re-
oriented when rotated to any other angle. The procedure for calculating 
a least squares rotation matrix from a set of indexed planes is identical 
regardless of the number of planes involved (this number must, of course, 
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be~ 2). Thus, the method used for the three planes in the preliminary 
orientation could always be applied. 
In the course of performing the thirty-five crystal orientat-
ions used in this experiment, planes belonging to 12 different forms were 
observed. Listed approximately according to their relative frequency of 
appearance these were, {1 0 0}~ {1 1 0}, {1 0 1}, {1 0 2}, {1 0 3}, {2 0 1}, 
{3 0 1}, {1 1 2}, {0 0 1}, {1 2 0}, {1 t" 1}, {2 2 1}. The most intense 
spots were reflected from the· {0 0 1}, {1 0 1}, and {1 .0 0} forms. Re-
flections from planes of the forms {1 1 1} and {2 2 1} were extremely 
faint and were only observed twice and once respectively. No attempt was 
made to justify the presence, or absence, or the observed brightnesses of 
spots due to planes of the various forms. However, . it could be noted that 
the combination of the minimum x-ray wavelength (A . = .177 ~)and the 
m1n 
0 0 
crystal lattice parameters (a= 6.85 A, C = 4.14 A) was such that cutoff 
resulting from the Bragg condition, Amin = 25 sin(emin)' did not likely 
represent a significant factor. 
3.3 The Optical System 
Five primary components made up the optical system utilized in 
obtaining the Brillouin spectrum of CO. An argon ion laser provided a 
highly monochromatic light source for the experiment. A quartz sample 
cell and associated optics were used in guiding the laser beam through a 
crystal of CO and observing the light scattered at 90°. The scattered 
light was resolved into its frequency componen-ts with a Fabry-Perot 
interferometer. A photomultiplier and associated optics detected the 
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scattered light while an electronic unit (Data Aquisition and Stabilizat-
ion system = DAS) controlled the interferometer and collected the data 
output by the photomultiplier. A diagram of the experimental setup, 
illustrating the geometry of the optical system, appears in figure ·4. 
The argon ion laser (Spectra Physics model 165-0B)s which was 
used in this experiment featured very high stability and narrow line~ 
width in its output frequencye A prism in the laser cavity was angled 
so as to limit laser action to the 5145 ~ line in the Ar+ spectrum. 
Dispersion by the prism caused all other lines to be deviated so as to 
strike the rear laser mirror at non-normal incidence and hence not be 
returned to the cavity. Selection of a single axial mode (frequency satis-
fying condition for constructive interference in the laser cavity) from 
the Doppler broadened (width =~ GHz) Ar+ spectral line was accomplished 
using a highly stable intracavity Fabry-Perot etalon. Adjacent trans-
mission maxima of the etalon differed in frequency by more than the width 
of the Ar+ line. Thus the etalon behaved as though it had just one peak 
transmission frequency and laser action was restricted to the axial mode 
lying nearest this peak. The effective linewidth of the laser output was 
of the order of .005 GHz (due mainly to .. jitter'• in the line frequency), too 
small to be resolved by the Fabry-Perot system used in analyzing the 
scattered light in this experiment. When the laser was warming up just 
after being turned on, mode hops (shifts in the particular axial mode 
passed by the intracavity etalon) were observed to result from thermally 
induced changes in the laser cavity length (or possibly in the 
spacing in the etalon). These, however, generally vanished after a half 
hour warmup period. 
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The beam from the laser was directed by way of a beam steerer, a 
lens, an aperture and a mirror into the quartz cell containing the carbon 
monoxide crystal. The beam steerer was used both to reflect the beam through 
go0 , and for preliminary positioning of the beam. The lens (focal length= 
25.4 em) was located so as to focus the laser light near the bottom of the 
quartz cell. This was advantageous since having the light pass through a 
very sma 11 area on the ce 11 bottom minimized the odds of s tri king one of 
the dust particles which had inadvertently settled there. Foreign particles 
in the path of the 1 aser beam caused drastic increases (often. by a factor 
of 100 or more) in the amount of light scattered from the cell. This some-
times blotted out spectral features lying near in frequency to the unshift-
ed laser line and in a few cases also resulted in overloading of the 
photomultiplier tube. As well, dust particles vJere a primary factor in the 
destruction of carbon monoxide crystals. This was due to their ability to 
absorb enough laser light to cause local melting and hence the formation 
of bubbles of liquid and cracks in a crystal. 
The lens used to focus the laser beam also enabled fine adjust-
ments to be made in the beam position. · For this purpose the lens was held 
in an x-y mount and was adjusted so as to direct the beam through a point 
near the centre of the cell but away from any dust particles on the 
bottom. It was particularly important to centre the beam in the x 
direction (coordinates as in figure 2) in order to minimize changes in 
direction of the scattered light upon leaving the cell. An aperture 
located between the lens and the cell served as a rough spatial filter, 
removing stray light from the edge of the beam so as to reduce unwanted 
scattering. A mirror positioned under the bottom window of the cryostat 
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deflected the beam through go0 • This made the beam direction parallel to 
the axis of the cell. 
Since the scattering angle a (see section 3, chapter 1) was an 
important parameter in relating frequency shifts to elastic constants , it 
was necessary to insure that this angle was wel1 defined by the geometry 
of the optical setup. To simplify alignment procedures, a was chosen to 
be go0 • This was equivalent to specifying that the optic axis of the 
detection system be normal to the direction of the laser beam in the cell. 
/ 
A beam from a He - Ne laser (mounted securely in a stack of concrete blocks) 
was used to define the optic axis. Pinholes located at each end of a two 
meter optical bench guaranteed that only the light traveling along the 
axis could reach the photomultiplier tube . The angle a was set at go0 
by holding a pentaprism at the point where the vertical argon ion beam and 
the horizontal He - Ne beam intersected. Since the pentaprism reflected 
light through exactly go0 , it was necessary only to make fine adjustments 
in the argon beam direction until the beam reflected from the pentaprism 
was parallel to the beam from the He - Ne laser. 
Both a pinhole and a lens were located along the optic axis be-
tween the cell and the Fabry-Perot interferometer. The pinhole, .5 em in 
diameter and 31 em from the cell, limited the light reaching the inter -
ferometer to that scattered within a cone of angular radius .5°. The lens 
(focal length =· 40 em) was positioned so as to have the beam in the cell 
at its focal point, thus insuring that the rays of scattered light reach-
ing the interferometer were parallel. An x-y mount allowed the lens to be 
used in making fine adjustments to the path ·of light rays traveling from 
the pinhole to the interferometer. These adjustments had the effect of 
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changing the point in the ce 11 which was "seen" by the 1 i ght . detection 
system. The lens could thus be aligned to make this point lie along 
the path of the laser beam in the crystal. Proper alignment was best 
indicated by the appearance of clearly observable Brillouin components in 
the spectrum of the scattered light. 
Analysis of the scattered light was accomplished using a 
Burleigh, model RC-10 Fabry-Perot interferometer. The general theory of 
such a device is outlined in numerous optics texts$ for example, Born 
and Wolf -(1964) or Jenkins and White (1957). In addition, a more specific 
discussion can be found in the technical manual {No. FP 140 475, Tech Memo 
for FabrY-Perot Interferometry) for the Burleigh line of Fabry-Perots. 
The model RC-10 Fabry-Perot had a number of special features which made 
it particularly well adapted for resolving the Brillouin spectrum of CO. 
These included very high thermal stability, piezoelectric drives enabling 
remote control, high spectral resolution and a "triple pass" option to 
enhance contrast. 
High thermal stability refers to the ability of a Fabry-Perot to 
resist thermally induced changes in the separation and orientation of its 
reflecting surfaces. This stability was essential in the carbon monoxide 
experiment as significant temperature fluctuations invariably occured 
during the long accumulation times {usually between 4 and 24 hours) needed 
to obtain the Brillouin spectra. Since a drift in the plate separation of 
even one part in 106 could seriously reduce resolution, it was essential 
that thermal expansion effects in the interferometer components be 
minimal. This condition was achieved in part by having virtually all metal 
components made from a special iron-nickel alloy {trade name super-Invar) 
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with a near zero coefficient of linear expansion. As wells the reflecting 
plates were held in position using a thermally stable mounting system and 
the material used in the piezoelectric stacks was chosen to have low 
thermal expansion. Some thermal drift in the interferometer was neverthe-
less observed, but an electronic stabilization system (see following section) 
could readily compensate for its effects. Thus no special precautions were 
taken to regulate the temperature of the Fabry-Perot or its surroundings. 
In order to observe the spectrum of the scattered light it was 
necessary to scan the peak transmission frequency of the -{abry-Perot 
through a given range. The scanning was done by making small continuous 
variations in the plate separation with the aid of three piezoelectric 
stacks arranged in a triangular pattern behind the rear reflector. As a 
consequence of the condition for constructive interference of light travel-
ing parallel to the axis of a Fabry-Perot, 
rnA. = me = 2d 
\) 3-2 
the frequency, v, was scanned in inverse proportion to the plate separation, 
d. The piezoelectric elements were designed to respond linearly to a given 
bias voltage thus enabling the frequency passed by the interferometer to 
be accurately correlated with the voltage applied by an external ramp 
generator. Details of the electronic scanning system will be discussed in 
the following section. In controlling the plate separation, a common 
voltage was applied to all three piezoelectric stacks. By applying a 
separate voltage to each individual element, an arbitrary adjustment could 
be made to the orientation of the rear Fabry-Perot plate. This capability 
was useful for electronically controlling the alignment of the reflectors. 
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Proper alignment was a critical factor in maximizing the resolution and 
the peak transmission obtainable from the interferometer. 
Changes in the plate separation and alignment, which were too 
large to be made with the piezoelectric controlss could be made manually. 
A triangular arrangement of three very fine adjustment screws enabled the 
position and orientation of the front plate to be varied over a considerable 
range. As well~ the rear plate assembly could be loosened and allowed to 
slide lengthwise along its supporting rods thus enabling the plate 
separation, d, to be set at any value between zero and fifteen centimeters. 
Setting d at a particular value determined the free spectral range (FSR) 
I 
of the interferometer. The FSR is defined as the apparent frequency 
separation between adjacent orders of interference and is given by v~-v 
where v satisfies equation 3-2 for an integers ms and v' satisfies the 
same equation for m+1. Thus: 
FSR = 2~ 3-3 
All frequency shifts observed in ' this experiment were measured relative 
to the free spectral range. Hence an accurate knowledge of the plate 
separation was required. This was obtained by using a micrometer screw 
mechanism to move a ball bearing back and forth ten times between the 
plates. The ball bearing was mounted on a thin rod connected to a 
piezoelectric transducer driven by a sawtooth waveform. Each time the ball 
bearing contacted a plate, a clearly observable change occured in an 
oscilloscope display of the voltage across the transducer. The twenty 
measurements of plate separation were found to be consistant to within 
better than 1 part in 1000. Two different free spectral ranges, 11.52 GHz 
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and 11 . 10 GHz, were used in the course of this experimente 
The minimum frequency spacing of two spectral lines, which can 
be resolved by a Fabry-Perot, is directly proportional to the free 
spectral range of the interferometer (Born and Wolf 1964) . The constant 
of proportionality, (written 1/F), i s dependent on several factors~ the 
most significant ones for th i s experiment being the flatness of the 
reflectors, the accuracy with which the reflectors were aligned, and the 
reflection coefficient of the surfaces. The parameter, F, is known as the 
f i nesse and is defined to be the ratio of the free spectr~l range to the 
half-width of a perfectly monochromatic spectral line when resolved by the 
Fabry-Perot. Formulas for calculating theoretical finesse are given in 
Born and Wolf (1964) . From these, the contribution due to plate reflectiv-
ity was found to be F1 = 43 {reflection coefficient of plates = .93) and 
the finesse due to imperfections in the plates (rated as being flat to 
within A/200) was estimated at F2 = 100 . Assuming the plates were held 
in perfe~t parallel alignment, a net finesse of 40 (calculated as in 
Burleigh "Tech Memo" # FP 140 475) could then be expected. For purposes 
of comparison with the experimentally observed finesse, this figure had to 
be multiplied by 1.96 to account for the beam being triple-passed (Sander-
cock, 1971) through the Fabry--Perot. The resulting theoreti ca 1 finesse of 
78 was somewhat higher than the experimental finesse, about 60, which was 
usually observed. The difference could most likely be accounted for by 
imperfect plate alignment, although slight mismatch in the piezoelectric 
drives and a small amount of electronically induced broadening (see section 
3.4) of the peaks may also have been factors. Using the observed value 
for the finesse, the minimum resolvable frequency separation was calculated 
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to be of the order of .2 GHz. The closest lines actually resolved in the 
course of the experiment were separated in frequency by about .3 GHz. 
The triple pass option (Burleigh model RC-22) on the RC-10 
Fabry-Perot enabled an i ncident light beam to be sent through the inter-
ferometer three times before emerging. This had the effect of improving 
the ability of the Fabry-Perot to simultaneously display two spectral 
lines differing greatly in intensity. Since complete destructive inter-
ference never occurs in a Fabry-Perot (for the same reasons that the 
finesse is finite), some fraction of the light incident at a given 
frequency, is transmitted regardless of the plate separation·. The ratio 
of the maximum transmitted inte~sity to the minimum transmitted intensity 
is known as the contrast, C, and is a function of the finesse (Sandercock, 
1971) . For single pass operation, the contrast of the Fabry-Perot used 
in this experiment was calculated to be about 650. Thus a peak of height, h, 
would unavoidably be accompanied by a 11 background 11 of height h/650. The 
·spectral lines corresponding to Brillouin scattering from transverse 
elastic waves in carbon monoxide were frequently observed to have less 
than 1/1000 the intensity of the unshifted line at the laser frequency 
(Rayleigh line). Thus~ in many cases, single pass operation of the Fabry-
Perot would not have enabled these lines to be detected. 
Triple passing light through a Fabry-Perot caused the resultant 
transmission coefficient (ratio of transmitted intensity to intensity 
incident on the interferometer) to be raised to the third power (analogous 
to passing light through three cor.secutive ootical filters). This result 
does not depend on whether constructive or destructive interference occurs. 
Hence, both the maximum and minimum transmission coefficients are cubed and 
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therefore the contrast is cubed. Thus using the triple pass option on the 
RC-10 yielded a theoretical contrast of better than 108. This high contrast 
could not be observed in practice due to a variety of factors~ unrelated 
to the interferometer, which tended to build up the background. Neverthe-
less~ Brillouin peaks with intensities only 10-4 that of the Rayleigh 
line were clearly observable with the aid of the triple pass systemG 
Since the alignment of the Fabry-Perot had a critical effect on 
its performance$ especially in the case of the multipass system, consider-
< 
able care was taken in aligning the instrument at the beginning of the 
experiment. In the first stage of the alignment procedure, the Fabry-
Perot (set for single pass operation) was positioned so that its reflect~ 
ing surfaces were approximately perpendicular to the optic axis defined by 
the He-Ne laser beam. This condition was indicated when the beam was 
reflected back on itself by the rear Fabry-Perot plate. The plates were 
then made roughly parallel by using adjustment screws to vary the 
orientation of the front plate until only a single beam (combining all 
multiple reflections) emerged from the interferometer. More precise 
alignment was achieved by replacing the He-Ne beam with a point source 
of light (provided by focusing the argon laser beam on a white card) and 
then adjusting the front plate to yield a pattern of circular fringesG A 
repeating ramp voltage (scanning at about 1 FSR per second) was subsequent-
ly applied to the piezoelectric drives on the rear plate and a lens was 
inserted in front. of the interferometer to collimate the incident light. 
Reasonably good alignment was indicated if the light transmitted by the 
interferometer formed a single flashing spot. 
After reducing the source brightness by placing filters in the 
- 62 -
argon laser beam, the transmitted light could be monitored using the 
photomultiplier detection system. The peaks displayed on the CRT of 
the DAS unit, while initially quite broad, could readily be narrowed 
(to indicate a finesse of 20 or 30) by using the adjustment screws 
controling the front plate. The card used to scatter the laser beam 
was then removed and the lens in front of .the interferometer was 
repositioned so as to focus on the cell. The la~er beam was directed 
through the cell but was aimed so that it struck the quartz wall thus 
providing sufficiently intense scattering to form clearly observable 
peaks on each scan across the DAS display. The single pass finesse was 
then maximized, first by using the adjustment screws and then by making 
fine adjustments to the bias voltage on the piezoelectroc elements con-
troling the orientation of the rear plate. Once a finesse of between 
30 and 40 was observed, the interferometer was switched over to triple 
pass operation. 
It was essential to have very precise alignment of the inter-
ferometer plates before attempting to use the triple pass optionc This 
resulted from the fact that, in making three passes through the inter-
ferometer, light traveled along paths displaced laterally from one another 
by several millimeters. Hence, a misalignment of the plates caused 
differing values of the apparent plate separation, d (as in equation 3-2), 
for each pass, with the result that no frequency, v, satisfied the condition 
for constructive interference on all three passes. Thus, when even 
slightly misaligned, the triple pass system would not transmit any light. 
A similar effect could have resulted if the three light paths were not 
highly parallel. However, this possibility was eliminated in the design 
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of the triple pass system, by using corner cube retroreflectors to make 
the two necessary reversals in the beam direction. Corner cubes consist 
of three mutually perpendicular {to within a few seconds of arc) mirrors, 
intersecting to form a corner. It can be shown geometrically that a ray 
of light, reflected once from each internal surface of a corner cube, 
will undergo a translation and a precise reversal in direction, regardless 
of the angle of incidence. Alignment of the two corner cubes was there-
fore not critical, and they could be satisfactorily heJd in loose plastic 
mounts, one of which was rotatable to allow easy conversion from single 
pass to triple pass operation. 
Since the transmitted intensity was such a strong function of 
alignment, it was relatively simple to use the piezoelectric adjustments 
to optimize the transmission {and simultaneously the finesse) of the triple 
pass system. Appropriate adjustments, however~ depended on at least some 
transmitted light being observed, thus necessitating the preliminary 
single pass alignment. Once good triple pass finesse {about 60) was obtain-
ed, the automatic stabilization feature of the DAS unit was us~d to maintain 
the finesse while a Brillouin spectrum of CO was recorded. 
The complete Fabry-Perot alignment procedure, beginning with the 
use of the He-Ne laser beam, had to be carried out just once, at the start 
of the experiment. However, the part of the procedure involving only the 
piezoelectric controls, and beginning with the scattering of the argon 
laser beam from the cell wall, was performed routinely. This was made 
necessary because of thermal drift in the Fabry-Perot, which, if uncom-
pensated could substantially reduce or eliminate triple pass transmission 
in less than half an hour. Thus, partial realignment was necessary each 
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time the Fabry-Perot was used following its being disconnected from the 
stabilization system for any appreciable length of time . 
The light transmitted by the interferometer was directed by 
way of a lens (focal length = 100 em) and a pinhole to a photomultiplier 
tube e The pinhole was placed at the focus of the lens to insure that 
all light reaching the photomultiplier was traveling very nearly parallel 
to the optic axis. Light deviating from the axis traveled a slightly 
lengthened path between the interferometer plates and hence satisfied the 
condition for constructive interference at a smaller plate separation than 
that required for light traveling parallel to the axis. This effect could 
have resulted in a decrease in finesse. The diameter of the pinhole ' 
· (1.0 mm) was therefore chosen to eliminate any angular deviation sufficient 
to cause a noticable reduction in finesse, while still allowing a reason-
ably large fraction of the incident light to be tramsmitted. The lens was 
held in place using an x-y mount which enabled fine adjustments to be made 
in the position of the beam leaving the interferometerc The photomultiplier 
(Electro-optical Div . ITT, model ITT FW 130) featured high sensitivity and 
a low dark count (-1 per second) when cooled thermoelectrically. It thus 
provided an accurate means of monitoring the very low light intensities 
encountered in the experiment. The output of the photomultiplier was 
connected, by way of an amplifier - discriminator, to the DAS unit. The 
1 i ght detection system and the interferometer were housed together beneath 
a large opaque enclosure (made from styrofoam, painted black and covered 
with black cloth) to minimize possible effects from extraneous light. 
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3.4 DAS System and the Recording of the Brillouin Spectrum of 8-CO 
The data aquisition and stabilization system, OAS-1, is an elect-
ronic system designed by Burleigh Instruments Inc. expressly for use with 
a pi ezoe 1 ectri ca lly sca.nned Fabry-Perot interferometer. The unit performs 
three primary functions. It generates a ramp voltage which scans the 
interferometer plate separation through a given range. It employs a 
multichannel analyzer to accumulate digital data on the light intensity 
transmitted by the interferometer . It then uses this data : in making 
automatic adjustments which maintain proper average separation and 
alignment of the Fabry-Perot plates. In addition, the DAS incorporates 
a number of special features, .enabling it to be adapted to a wide 
variety of experimental circumstances. The DAS features pertinent to 
obtaining the Brillouin spectrum of CO are illustrated in the following 
block diagram (figure 5). 
The OAS system stored experimental data (photon counts vs. 
frequency passed by the Fabry-Perot) using a multichannel analyzer (MCA) 
having 1024 channels, each able to accomodate up to 224 - 1 = 16777215 
counts. The ramp waveform generated by the DAS \.'Jas used simultaneously 
in scanning the separation of the Fabry-Perot plates and in sweeping 
the channel address scaler (electronic pointer designating the channel 
in which counts will accumulate) through the 1024 channels. By making 
the plate separation a linear function of the ramp voltage, a given 
channel was made to correspond to a particular plate separation and 
hence a particular frequency passed by the Fabry-Perot. The linear 
relation between frequency and channel number was independent of the ramp 
waveform. 
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The ramp waveform did, however, determine the amount of time 
spent by the system in accumulating data at a given plate separation.. In 
the ordinary mode of operation, equal time was spent on each channel. 
Th is was accomplished by increasing the ramp voltage in a series of 
discrete steps, each having equal magnitude and duration. The ramp wave-
form (referred to as a digital ramp) thus resembled a staircase, the steps 
of which simultaneously advanced the Fabry-Perot plate separation by a fix-
ed amount and advanced the channel address scaler by one channel. The 
duration of the steps corresponded to the time spent per channel or "dwell 
time" and could be adjusted by increments of :01 ms from .01 ms to 
99.99 ms. After the channel address scaler reached channel 1024, count 
accumulation in the MCA was prevented while the address scaler counted 
back down to the first channel at a rate of .01 ms/channel. Then, 
following a delay of 2 ms, to allow the piezoelectric elements and Fabry-
Perot plates to settle down, a new sweep was begun. 
An optional feature, known as the segmented time bases enabled 
the dwell time for each channel in an arbitrarily chosen group, to be 
increased by a factor between 1 and 99. The system could thus be made to 
spend the majority of its time accumulating data in one or more frequency 
intervals representing particularly interesting regions of the spectrum. 
An example provides the best means of illustrating the usefulness of this 
feature. Figure 7 shows a Brillouin spectrum of CO where the segmented 
time base was used to increase the dwell time for channels 510 to 528 and 
561 to 620, by a factor of 50. Channels 510 - 528 were included in the 
slowly scanned region in order to facilitate stabilization (to be discussed 
shortly). The effect of the increased dwell time on the channels, 561 - 620, 
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was to make the two very low intensity lines appearing in that interval 
(formed by scattering from transverse elastic waves) clearly visible after 
a total spectrum accumulation time of 21.7 hours. Ofthis time, 12.7 hours 
(59%) were spent accumulating counts in the interval containing the lines, 
4.6 hours (21%) were spent on the stabilization interval, 4.1 hours (19%) 
were spent on the remainder of the spectrum and the rest of the time~ .3 
hours (1%) was spent on the flyback portion of the ramp. To achieve the 
same signal to noise ratio in the transverse lines without the use of the 
segmented time base, would have required a total accumulation time of 220 
hours (9.2 days). For a variety of reasonss it would have been very 
difficult, if not impossible to keep the experiment running continuously 
for this length of time. 
The DAS provided two independent modes of stabilization of the 
Fabry-Perot cavity. The drift stabilization module controlled the mean 
plate separation by applying a common bias to all three piezoelectric 
elements in the Fabry-Perots while the finesse optimization module applied 
individual biases to make appropriate adjustments in the plate orientation. 
The drift stabilizer worked by locking a relatively narrow and intense 
spectral line to a given position in the MCA memory~ This position was 
designated by setting an electronic flag in each of three MCA channels . 
The first flag could be set in any channel {except those lying close to 
1 or 1024) and was used to specify the location of the centre of the 
stabilized line. The next two flags were set as a pair, symmetrically 
located about the centre, and were used to mark off an interval of channels 
which formed the drift stabilization window. This window was generally · 
chosen to have a width about equal to the half-width of the line used for 
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stabilization. Drift of the stabilization line was detected by monitoring 
the relative rates of count accumulation in the two halves of the stabil~ 
ization window. After each cycle of the ramp wavefao rms the difference in 
the number of counts added to the upper and lower haa lves was automatically 
calculated. The sign of this difference indicated -the direction of drift 
of the line (due either to drift in the source freq ency or thermal drift 
in the Fabry-Perot) and hence directed the DAS in m .. aking an appropriate 
bias correction step. The magnitude of a correctio n s~~P was specified at 
the beginning of an experiment and could be chosen from 'the values ls ~ 
•.. 1/16 (in arbitrary units). In picking the valu re, a compromise was 
made between the possibility of broadening the lin~s by having the 
correction steps too large and the possibility of hlaving the steps too 
small to keep up with the maximum likely rate of dr-ift. 
The DAS optimized the Fabry~Perot finess~ by using a routine 
similar to that used for drift stabilizations alth~ugh slightly more 
complicated. A single windows centred on the chanrae1 at the centre of 
the drift stabilization window, was established by setting another pair of 
electronic flags . The lower channel in which a fl29g was set formed the 
lower boundary of the optimization window. This cr,annel could be selected 
from any of the channels in the lower half of the :stabilization windo.l s 
but was usually chosen so as to make the optimizati on window quite narrow. 
The finesse was monitored by using the combined co-unt per ramp cycle in the 
channels comprising the optimization window as a c iterion. Assuming con-
stant source intensitys this count provided a good measure of both the 
height of the peak and the degree to which counts ~ere concentrated in 
the centre. Drift in the plate alignment would cause a decrease in the 
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count rate in the optimization window but would not provide an indication 
as to the nature of an appropriate correction step. The OAS thus employed 
test steps in which the biases on the piezoelectric elements were system-
atically altered sc as to change the alignment of the Fabry-Perot plates 
in a known manner. The effect of the test step on the finesse indicated 
the direction of an appropriate correction step~ 
Four ramp cycles (labeled sweep 1 .• e. sweep 4 in the following 
discussion) were required to complete one full cycle of the finesse 
optimization routine. The routine began with a test step~ made at the end 
of sweep 1 which tilted the reflectors about a vertical axis. At the end 
of sweep 2, a comparison was made between the number of counts accumulated 
in the optimization window during sweep 1 and the number accumulated dur~ 
ing sweep 2. The test step was then nullified and a correction (of small- · 
er magnitude then the test step) was applied in the same direction as the 
test if the comparison indicated an increase in finesse, and in the opposite 
direction otherwise. The second half of the routine, consisting of test 
and correction steps made at the end of sweeps 3 and 4 respectivelys 
differed from the first half only in that the reflectors were tilted about 
a horizontal axis. Test and correction step magnitudes were selected at 
the beginning of an experiment using a similar criterion to that used in 
choosing the drift stabilization correction. Possibilities for the test 
step were 1, ~ •....• 1/16 (in arbitrary units) while the correction step 
could be set at a fraction, 1/4, 1/8 or 1/16, of the test step. 
During an experiment the data accumulated in the MCA memory 
was displayed continuously on the DAS cathode ray tube (CRT). The display 
showed a spectrum consisting of counts (proportional to intensity) on the 
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y axis versus channel number (proportional to frequency) on the x axis . 
The display also provided alpha-numeric readout of the exact count in 
a given channel. This was obtained by positioning the "bug" (luminous 
dot having a brightness greater than the dots forming the spectrum) in a 
desired channel and then reading both the channel number and the exact 
count in that channel from a digital display at the top of the CRT screen. 
Positioning the bug in channel zero provided a digital readout of the 
number of sweeps made by the DAS. The drift stabilization window and 
finesse optimization window were indicated in the display by vertica1 
bars and intensified spots respectively. Intensified spots also marked 
any s l m'1ly scanned intervals of channels formed by app 1 i cation of the 
segmented time base feature. At the conclusion of an experiment, the 
spectrum displayed on the CRT could be recorded in graphical form on a 
Hewlett-Packard model 7133 A chart recorder. 
The experimental procedure used in obtaining Brillouin spectra 
of CO consisted primarily of the optical alignment described in the 
previous section, followed by appropriate programming (setting windows~ 
correction steps etc.) of the DAS unit. The DAS was then able to 
accumulate data automatically for several hours with little or no 
adjustment. An important consideration at the beginning of an experi went 
was the laser beam intensity incident on the crystal. This could be varied 
from about ten milliwatts up to almost one watt by either controlling the 
current supplied to the plasma tube in the laser, or by attenuating the 
laser beam with filters. High intensity allowed reduced accumulation 
times for the Brillouin spectra, but caused a l~rge increase in the 
probability of having absorbed light destroy the CO crystal (see discussion 
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in previous section). It was thus found advantageous to work quite near 
the low end of the laser power range. A visual inspection of the 
intensity of light scattered from the cell was the most useful method of 
ini t ially determining whether or not a ''safe" amount of l ight was being 
passed through the crystal . The scattered intensity was a function of 
both the incident intensity and the optical quality of t he crystals the 
latter factor being of major importance in initially estimating the risk 
of damage. Degrading of the optical quality during an experiment was 
indicated if a routine check of the DAS display revealed large increases 
in t he rate of count accumulation in the channels corresponding to the 
laser frequency. In many cases this necessitated terminating the. 
accumulation of data for a given spectrum. 
Standard stabilization and optimization windows were used in ·. 
obtaining most oftheBri l louin spectra of CO o These windows centred the 
peak of a given order of the RaYleigh line on a channel (number 519) 
chosen near the midpoint of the set of 1024 channels. The width of the 
drift stabilization window was fifteen channels (about the half width of 
the Rayleigh line) while the finesse optimization window was 5 channels 
wide. The finesse correction and test steps and the drift correction 
step were set at their minimum values in most cases. This necessitated a 
fairly small period for the ramp cycle so that corrections (occuring at 
the ends of the sweeps) would be made frequently enough to keep up with 
any drift which might occur. Simultaneously, however, a sufficiently long 
dwell time had to be allowed to enable a statistically useful number of 
counts (at least ten in the centre channel) to accumulate in the stabili-
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stabilization channels on each sweep. The compromise usually involved 
a dwell time of between .5 ms and 5 ms (depending on the intensity of 
the Rayleigh line) for the channels used in stabilization. Whenever the 
segmented time base was employed, the stabilization windows were included 
in the region of extended dwell time to ensure that the conditions necess-
itating the above compromise were satisfied. 
The various spectra obtained in the experiment could be divided 
into two categories depending on whether the rna in objective was to pinpoint 
the longitudinal or the transverse components of the Brillouin spectrum of 
CO. The spectra intended primarily for determining longitudinal shifts 
were accumulated in bet\.-Jeen one and five hours and had of the order of a 
few hundred thousand counts per chann~l at the peak of the Rayleigh _line. 
The longitudinal lines were clearly visible with a few thousand counts in 
their centre channels; in several cases one of the transverse lines 
a few hundred counts high was also visible above the background. The 
background count was typically of the order of 40 counts/second on 
several spectra made when admitting light of all frequencies to the optical 
detection system. In spectra recorded in the latter stages of the experi-
ment, the background was reduced to about 6 counts/second by using an 
interference filter to limit the frequency of the detected light to a value 
near the laser frequency. The interference filter had a bandpass of 2300 
GHz, centred at the laser frequency, and was located on the optic axis 
between the cell and the front pinhole. Primary contributions to the 
background included the photomultiplier dark count, extraneous light in 
the room and scattered laser light, shifted in frequency by Raman 
scattering in CO. 
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The intensity of scattering in the longitudinal Brillouin 
components was strongly dependent on the polarization of the incident 
laser light. Thus, to facilitate observation of the longitudinal lines, 
a half wave plate was positioned in front of the laserc This rotated 
the plane polarized laser output to yield polarization of the beam through 
the crystal in the x-z plane (coordinates as in figure 2). This polar-
ization was the most favourable for observing scattering from longitudinal 
elastic waves but appeared to be a significant disadvantage when attempt-
ing to observe the transverse components. The rotator was therefore used 
only when recording spectra intended mainly for locating the longitudinal 
lines. In the absence of the rotator the beam through the crystal was 
polarized in the y-z plane. 
The spectra used primarily for locating transverse components 
required long accumulation times due to the low intensity of the trans-
verse lines relative to the background. It was generally found necessary 
to use the segmented time base feature (discussed previously), combined 
with total data accumulation times ranging between 15 and 25 hours, before 
the transverse components could be accurately pinpointed. Typically, 
spectra recorded in these time intervals had between 1 and 5 million counts 
at the peak of the Rayleigh line and showed transverse peaks p few hurdred 
counts above a background of a few thousand counts. In only a few cases 
were both transverse components ( Tl and T2 ) resolvable simultaneously on 
a single spectrum. In several instances it would have been desirable to 
collect data for periods exceeding 25 hours. However, this time appeared 
to represent a practical limit on the ability of a CO crystal in this 
experiment to survive the effects of the laser beam without being seriously 
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damaged. 
Each of the carbon monoxide crystals grown in this experiment 
yielded several spectra, recorded at differing angles of rotation of the 
cell about the z axis (axis of the rotation mechanism in the cryostat) ~ 
In the earlier stages of the experiment, the cell rotation angles were 
chosen arbitrarily. First a spectrum was recorded at some particular 
angle setting on the indicator at the top of the cryostat, and then 
subsequent spectra were recorded at angle settings differing from the 
< .. 
initial setting by 10 or 20 degree intervals . Later in the experiment, 
the cell rotation angle was set specifically to yield desired values of 
the angle y (see section 3, chapter 1). This procedure proved much more 
useful in obtaining the values of y needed to pin down . the frequency shift 
vs. y curves (see figure 8) and hence the elastic constants. y was given 
in terms of the Eu-ler angles of the crystal by the expression: 
cosy = ~ (sine cos¢ + case) 
12 
3-4 
In generals the values of y obtainable from a given crystal by rotating it 
about the laboratory frame z axis were restricted to a limited range which 
did not include all angles between 0° and 90° . The combination of all 
crystals used in the experiment, yielded y values ranging from 9° to 85°. 
After concluding data accumulation at a given crystal orientation, 
the resulting Brillouin spectrum was output on the chart recorder connected 
to the DAS. The relevant digital data was then obtained from the CRT dis-
play and was recorded on the spectrum produced by the chart recorder. 
Depending on whether or not the crystal was still of satisfactory optical 
quality, it was either melted or else was rotated to a new orientation 
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before beginning another spectrum. A tota1 of 35 Brillouin spectra 
yielding 60 data points (frequency shifts of L~ Tl or T2 components) 
were recorded using 7 crystals grown in the course of this experiment . 
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CHAPTER 4 
RESULTS 
4.1 The Brillouin Spectrum of B-CO 
Several common features were shared by the various Brillouin 
spectra of s-carbon monoxide. In all cases, the Fabry-Perot interferometer 
was scanned through approximately 3.5 free spectral ranges, thus making the 
Rayleigh line visible in three orders. The Rayleigh line was invariably 
the most intense spectral feature and was presumed to be primarily a con-
sequence of scattering from various surfaces (dust particles, flaws in the 
crystal, liquid- solid interface, etc . ) in the sample cell. Three 
Brillouin components were observed in the spectra. These resulted from 
scattering by the longitudinal and the two transverse modes of elastic · 
waves propagating in a crystal of CO. The Brillouin lines appeared in 
pairs, symmetrically located about the Rayleigh line, corresponding to the 
positive and negative values of n referred to in section 3, chapter 1. 
Both the upshifted and downshifted longitudinal lines were visible in two 
orders while the transverse lines, when visible, appeared in three orders._ 
Representative Brillouin spectra, showing the various components, appear 
in figures 6 and 7. 
Although the spacing between the adjacent orders of the Rayleigh 
line should supposedly have been equal, a discrepancy of one or two channels 
was sometimes noticed. This probably implied a small degree of non-linearity 
in either the DAS high voltage amplifier or in the response of the 
piezoelectric stacks. To minimize possible errors, the frequency shift of 
Figure 6 - Representative Brillouin 
spectrum of 8-carbon monoxide 
Rayleigh line 
Longitudinal Brillouin line 
Second transverse Brillouin line 
The labeled Brillouin lines are the upshifted 
and downshifted components associated with the 
labeled Rayleigh line . 
- 78 -
______ ... 
... -e~-------­--------------~----------~~ 
(\ -~---------------------
(/') --------- ' 
+' --- --"~-----.-...:.----------..;.;.......,~ ~ -----
:3 
0 
u 
1.{') 
0 
....... 
N 
. 
M 
l 
0 
0 
0 
w 
o · 
0 
0 
v 
S..LNnOJ 
0 
0 
0 
C\J 
0 
0 
0 
N 
0 
· 0 
~(J) 
_j 
w 
z 
0~ i ~ 0 (.) 
<.D 
0 
0 
co 
0 
Figure 7 - Representative Brillouin 
spectrum of 8-carbon monoxide 
R - Rayleigh line 
L - Longitudinal Brillouin line 
T1 - First transverse Brillouin line 
T2 - Second transverse Brillouin line 
The labeled Brillouin lines are associated with 
the labeled Rayleigh line . The time spent accumulating 
counts in the region of the first and second transverse 
components was increased by a factor of 50 by using the 
DAS segmented time base feature (see section 3.4). 
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a given Brillouin line was always calculated relative to the spacing of 
the two immediately adjacent Rayleigh peaks. Transverse lines appearing 
in the channels at the extreme ends of a spectrumJ did not lie in an 
interval bounded by two orders of the Rayleigh line and therefore were not 
included when compiling the experimental data. In addition to demonstrat-
ing a small non-linearity, the piezoelectric scanning system showed a 
slight tendency to shift the orientation of the plates during each scan. 
This resulted from differences in the response of the individual piezo-
~ 
electric elements to the ramp voltage. The differences could be minimized 
by adjusting the amplification of the individual high voltage amplifiers 
driving the stacks. However, the coarsness of the adjustments, combined 
with the precise alignment requirements of the multipass system made it 
very difficult to completely eliminate the effect. Thus, a decrease in 
Fabry-Perot transmission with increasing channel number was observed in 
most spectra. 
No attempt was made to correlate scattered light intensity with 
incident intensity and thus only the intensity ratios of the various com-
ponents of the scattered light could be estimated. These varied both with 
the crystal orientation and with the plane of polarization of the incident 
light. For the purpose of expressing the intensity ratios, the Rayleigh 
line will be chosen to represent an intensity of 100 units. With the incident 
light polarized in the x-i plane {perpendicular to the plane of scattering) 
the longitudinal lines were observed to h~ve intensities ranging between 
.7 and 4.3 units while the transverse lines varied in intensity between 
zero {not observable) and .17 units. Changing the plane of polarization 
to the y-z plane {plane of scattering) generally reduced the longitudinal 
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intensities by a factor of about 4 yielding a range of values lying 
between e10 and 1.22. The effect of the polarization on the transverse 
line intensities was not well determined in this experiment. It was 
noted, however, that simultaneous appearance of both transverse components 
was observed only when the incident light was polarized in the plane of 
scattering. With this pnlarization~ the maximum observed intensity of. a 
transverse line was .06 unitse The ratio of the intensities of the two 
transverse lines was highly variable but usually was such that only one of 
the lines was clearly visible on a particular spectr-um.. In the few case·s 
where the transverse components had nearly equal strength, the intensity of 
both the lines was observed to be substantially reduced. 
It is interesting~ at this point,· to briefly compare the intensity 
of the s-CO Brillouin spectrum with the Brillouin spectrum observed for 
s-N2 (see Kiefte and Clouter, 1975). Although many properties of the two 
substances are found to be remarkably similar (see for example, section 4, 
chapter 4), this similarity vanishes when considering the Brillouin 
scattering intensities. Expressed on a scale analogous to that used above, 
the intensities of the s-N2 Brillouin components are observed to be of the 
order of 30 units for the longitudinal peaks and 5 units for the trans-
verse peaks. These ratios are, on average, around 10 to 100 times gr~ater 
than those for B-CO. The contrast in the actual intensities of · the 
Brillouin components was likely an order of magnitude greater than this 
due to B-N2 having a much stronger Rayleigh component (estimated visually) 
than B-CO. No further discussion of this observation will be included here 
since the factors governing the scattering intensities lie outside the realm 
of the present investigation. However, it can be noted that the intensity 
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of the s-N2 Brillouin spectrum is quite typical of that of a variety of 
molecular crystals and consequently, the very low intensities observed in 
the s-CO spectra represent a distinct anom~ly. 
Before the frequency shift data from the various Brillouin spectra 
could be tabulated, it was necessary to classify the Brillouin components 
as either Ls Tl or T2, and to determine with which order of the Rayleigh 
line, the components were associated. Comparison of thee-CO Brillouin 
spectrum with the fully analyzed Brillouin spectrum of ~-N2 (Kiefte and 
Clouter~ 1975) provided a rough indication of what the expected frequency 
shifts might be. This substantially reduced ambiguity in analyzing the 
spectra as it allowed initial choice of a free spectral range which 
virtually eliminated the possibility of overlapping of orders. It was thus 
necessary only to determine if a given longitudinal line belonged to the 
nearest or second nearest adjacent Rayleigh line. By slightly decreasing 
the free spectral range during the course of the experiment, and observing 
that the longitudinal components moved closer together, it was established 
that each longitudinal component was associated with the order of the 
Rayleigh .line lying nearest to it. 
Although a longitudinal line was easily recognizable by its relative-
ly high intensity and large shift, there was no simple way to determine 
whether a transverse component was Tl or T2. This ambiguity presented a 
significant obstacle to analyzing the data and was found to persist even 
after a fairly large volume of data had been accumulated. Trial and error 
was used to classify the transverse lines, with the proper classification 
being indicated by a good fit between the experimental data and theoretical 
curves of the form specified by equations 1-39. The theoretical curves were 
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fit to the data using a least squares procedure (see following section) . 
The minimum value obtained for the total squared error indicated the good-
ness of the fit and thereby the validity of the transverse line assignments. 
At the intended conclusion of the experiment, it was noted that the majority 
of the transverse lines fell distinctly into one or the other of two sets. 
Fits of nearly equal quality were obtained if either all lines in one set 
were labeled T1 and the others labeled T2, or if this labeling was reversed. 
Resolution of the ambiguity required knowledge of the longitudinal frequency 
shifts at low values of the angle y. Thus, a final crystal was grown~ an~ 
with some very good luck (the crystal happened to grow at a highly favourable 
orientation) the necessary data (longitudinal shifts for y as low as 9°) were 
obtained. Table 1 shows the entire set of frequency shift data obtained from 
all of the Brillouin spectra. 
4.2 Determination of the Elastic Constants 
A combination of the wave velocity equations (equations 1-39) and the 
Brillouin equation (equation 1-41) provided the relations used in determining 
the elastic constants of s-CO from Brillouin scattering data. The initial 
analysis of the experimental data was performed without knowledge of some of 
the multiplicative parameters (in particular, the refractive index, n, and 
the density, p) appearing in equations 1-39 and 1-41. For this reason, and 
to facilitate the error analysis, the following discussion will treat the 
question of fitting curves to the experimental data separately from the 
question of explicitly evaluating the elastic constants. 
Curves of the form 1-39 were fit to the experimental data according 
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Table 1 
o vs. y for B-CO 
Euler Angles y Observed shifts (GH~) Calculated shifts (GHz) 
4> e tP L Tl 12 L Tl T2 
.. . . 
... 
. . 
. -
179.3 126.0 196.5 9.0 5.205 
- - 5 .. 198 2 .• 149 2o 188 
193.1 126.0 196.3 13.4 5.185 
- -
5.171 2.151 2.235 
203.7 126.0 196.6 20.0 5.115 
- -
5.115 2.155 . 2. 326 " 
212.6 126.3 196.2 26.0 5.054 
-
2.462 5.053 2.161 2.419 
221.4 125.9 196c8 32.4 4.988 - 2o480 4.984 ·2.167 . 2o511 
354.6 86.2 19lc4 41.5 4.858 2.159 2.559 4.902 2.178 : 2.595 
239.4 126.2 197.1 44.9 4.889 
-
__. 4.881. " 2.182 2.605 
335.9 86.5 191.6 46.6 4.877 2.189 2 .. 621 .. 4.873 2.184 2.606· 
188.4 269.0 254.1 46.6 . 4.858 2~ 190 
-
4.873 2.184 2.606 
169.3 268.4 253.5 47.6 4.854 2.186 
- 4.869 2.186 2.604 
198.5 269.2 254.1 48.7 4.874 
- - 4.866 2.187 2.602 
151.2 92.1 69.6 49.8 4.874 2.214 2.598 4.863 2.188 2.597 
. 208.6 269.4 254.1 52.2 4.854 - - 4.860 2.191 2.584 
216.0 269.6 253.9 55.5 4.867 
- · 4.861 2.195 2.555 140.0 13.2 65.9 55.6 4.860 
- - 4.861 2 .. 195 2.554 
251.4 23.7 345.3 56.2 4.865 2.208 2.545 4.862 2 .. 196 2.548 
137.9 92.3 70.2 56.5 4.881 2.208 2.561 4.862 2.196 2.544 
225.5 15.5 65.9 56.7 4.867 
-
~ 4.862 2 .. 196 2.542 
315.4 86.8 191.7 57.2 4.846 2.189. 2.498 4.863 2.197 2.536 
2i5.5 15.2 65.5 57.9 4.875 2.185 - 4.865 2.198 2.528 
159.6 13.7 66.0 58.0 4.838 
- -
4.865 2.198 2.527 
154.9 81.3 93.9 58.3 4.861 2.189 - 4.866 2.198 2.523 
205.4 14.9 66.1 58.7 4.867 - - 4.867 2.199 2.518 
-178.0 14.1 65.5 59.1 4.862 2 .. 189 
- 4.868 2.199 2.513 
195.2 14.6 66.6 59.2 4.873 2.208 
- 4.868 2.199 2.511 
223.3 269.7 253.6 59.3 4.884 - - 4.869 2.199 2..510 
186.6 14.4 66.1 59.3 4.867 
- - 4.869 2.199 2.510 
139.7 81.5 94.2 64.6 4.872 
- 2.470 4.888 . 2.205 2.432 
181.2 23.1 345.1 68.1 4.918 2.214 
-
-· 4.905 2.208 2.375 
243.4 270.4 255.0 71.2 4.909 
- 2.296 4.919 2.210 2.325 
120.9 81.7 94.7 75.1 4.936 
- - 4.937 2.213 2.265 295.7 128.1 196.7 78.8 4.962 
- - 4.952 2.215 2.217 
85.1 82.8 94.9 81.5 4.949 
- - 4.961 2.216 2.188 
77.6 92.8 71.0 83.3 4.982 2.199 - 4.966 2.217 2.173 
105.5 81.5 94.7 85.3 4.970 
- 2.167 4.969 2.217 2.160 
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to a "least squares" criterion. 2 The squared error term, x , which was 
minimized to yield the least squares fit~ was given by: 
2 = _! E 
X D 
i 
(v~redicted _ v?bserved)2 
, 1 
2 
a. 
1 
. observed · In the above express1on~ vi denotes a frequency shift 
4-1 
measured from a Brillouin spectrum and v~redicted denotes a calculated 1 . 
frequency shift corresponding to the appropriate crysta) orientation and to 
the appropriate type of Brillouin component (i.e. L, Tl or .T2). a; is the 
estimated standard deviation of the i 1 th experimental measurement while 
the index~i,runs from 1 to 60 corresponding to the 60 data points obtained 
in the experiment. D is the number of degrees of freedom, this being 56 
in the present case. The quantity~ v~redicted was calculated directly 
-1:: from the equations 1-39 except that the factor p 2 was omitted. Thus~ 
the expression for v~redi cted differed from the 11 Correct" exp.ressi on for 
a frequency shift by a multiplicative factor, 
M - 2n sin(a/2) )./P 4-2 
where a was the scattering angle and A was the laser wavelength. The 
parameters which were varied in the course of minimizing x2, were analogous 
to the five elastic constants c (mn = 11~ 12~ 13~ 33 or 44) appearing in 
mn 
the velocity equations. However~ since the v~redicted were fit to 
experimental frequency shifts, v~bserved, expressed in correct units, the 
omitted factor, M, in the predicted shifts forced the best fit 11 elastic 
constants 11 to differ from actual elastic constants by a factor M-2. The 
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best fit parameters ~li ll henceforth be denoted by c* . The c* were 
mn mn 
significant in that they could be used to show interrelationships among 
the actual elastic constants, while possessing consirlerably less_ uncertainty 
in their values . The elastic constants were given in terms of the c* by: 
mn 
c* 
mn 4-3 
A Fortran computer program was used to perform an iterative procedure 
(see McLaren, 1973) which minimized x2 and yielded the ~* . The K'th step 
mn 
in the itera,- tion involved adding a quantity 6c(K)to each of the parameters 
mn 
( K-1' c ' estimated in the previous iteration step. The initial estimates, mn 
c1~~), could be specified more or less arbitrarily, but computer time was 
saved if they were chosen to lie near the anticipated values of the c~n· 
The quantities 6c(K) ·were calculated explicitly, using the c(K- 1) and an 
mn · mn 
expression involving first and second partial derivatives of x2 with re-
spect to the Snn. The expression (see McLaren, 1973) \>Jas rieri ved from a 
a(x2) Taylor series expansion of the equations, - = 0, which formed 
acmn 
necessary conditions for a cri tical point of A.2 • ;\fter each i ter~ti on 
step, a new value for x2 was calculated and compared v.rith the value 
obtained in the previous step. The iteratio11 procedure was terminated when 
a step failed to yield a significant decrease ir. x2. 
The design of the above mentioned Fortran program allowed only four 
parameters (c11 , c12 , c33 and c44 ) to be varied independently whe~ making 
the least squared fit. The fifth parameter, c, r , was specified as a linear 
J..J 
function of the other parameters using a relationship (to be discussed in 
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detail in the following section) known to be valid for certain hexagonal 
crystals, in particular, for solid H2 and s-N2. The analysis of the 
Brillouin spectra of these two substances motivated the original con-
struction of the program. The program required modification before it 
could be used to analyze the present data since evidence implying that 
the elastic constants of s-CO satisfied the relationship referred to 
above, could not be found in the literature. Hences a trial numerica1 
value of c13 was entered into the program, which then varied the other 
~ 
four parameters to yield a least squares fit. Subsequen~ly, computer runs 
were made wi~h different trial values of c13 . The final set of least 
squares parameters was taken from the run which yielded an overall minimum 
2 in x . 
c* = 11 
c* = 13 
~ = 44 
The values of the c* were thus determined to be: 
mn 
2.473 X 1019 ± .2% 
1.237 X 1019 + . 4% 
.461 X 1019 ± . 8% 
ci2 = 1.490 x 1019 ± .5% 
c33 = 2.725 X 1019 ± .3% 
It should be noted that the above quantities are not elastic constants 
2 
and are not expressed in any conventional units (dimensions are Hz). They 
are, however, related to the elastic constants of s-CO by the expression 
4-3. The theoretical frequency shift curves specified by the above para-
meters, along with the experimental data points, are plotted in figure 8. 
The errors indicated in the c~n were calculated empirically, that 
is, they were determined entirely by the quality of the least squares fit. 
They reflect uncertainties in both the measured frequency shifts of the · 
Brillouin components and in the orientation of the crystal. The errors were 
calculated by the Fortran pro9ram (for reasoning and formulas, see landheer, 
Figure 8 - Curves showing frequency shift, o ;~: versus 
angle between wavevector and crystal c axis, y; '· for 
the three components in the Brillouin spectrum of 
B - CO. Solid dots designate ·experimentally observed 
· frequency shifts. Analogous curves for e - N2 (inset; 
reproduced from paper by Kiefte and Clouter, 1976) 
are shown for purposes of comparison. 
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1974) with the uncertainty in a given parameter being defined as the 
square root of its empirical covariance. The uncertainties in the c~n 
therefore corresponded to a single standard deviation. The validity of 
the error computations depended on having reasonable values for the 
standard deviations, a; (as in equation 4-1), of the experimental 
measurements. No attempt was made to determine the a;'s in advance of 
the final analysis of the data: However, it was assumed that the a;'s 
were all approximately equal (i.e. ai ~a for all i}~ since there did not 
appear to be any practical criterion for determining the relative accurac-
ies of the various frequency shift measurements. The absolute error, rather 
that the percentage error, was assumed to be constant as there was no in-
dication that the uncertainty in a frequency shift should be proportional 
to the magnitude of the shift . The value of a was chosen to make x~inimum 
(that is, the value of x2 obtained at the conclusion of the least squares 
fit) equal to 1 since the expectation value of x~inimum is 1 when a is 1 
standard deviation (Landheer, 1974). The final analysis yielded a= .017 
GHz. This indicated that a frequency shift measured on the DAS multichannel 
analyzer had a standard deviation of .54 channels. The majority of this 
uncertainty was likely due to the inherent "roundoff" error caused by 
recording frequency shifts in terms of whole numbers of MCA channels. The 
largest deviation of any measured frequency shift from the appropriate 
predicted value was .043 GHz or 2.5 standard deviations. 
To complete the analysis of the data and hence determine the elastic 
constants of s-CO, it was necessary to obtain values for the quantities 
A, a, p and n appearing in equation 4-3 . The laser wavelength, A, was 
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Table 2 
Physical Prooerties of s - CO (at triole point) 
t rip l e poi nt t emperature . ....•..•.......... . ... . ..•.•. 68.15K I 
vapour pres s ure ................................ ~ ••..•. 
crysta l structure ..............•.... . ..• . ... .... •.•..• 
115 mm 1 
hcp (P63/mmc) 2 
l attice paramet ers .•..•................ . . . ...•....• a= . 414 nm 
c = .685 nm 3 
c/a = 1.65 
density .... . ................... . ............. .. ...... . 
refractive index (632 . 8 nm ) ... . ..... . . ..• .... ..• ..• . • . 
s - a t ransition temperature . ...........•.... ..• •..•• . 
Ref erences : 
1) Timmermans (1950 ) 
2) Kohin (1960) 
911 kg/m3 
1.25 
61.55K 
3) Barrett and Meyer (1965); Va 1 ues for a and c given in this 
reference are from x-ray measurements made at 63K. The 
values were corrected to yield the appropriate triple 
poi nt density assuming isotropic thermal expansion . 
4) Secti on 2, Chapt er 4 ~ this thes i s 
4 
4 
1 
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5.1454 x 10-7 m, accurate to better than 1 part in 104. The uncertainty 
in the wavelength was small enough to allow A to be treated as an exact 
parameter. The scattering angle, a, was set at 90° using the procedure 
described in section 3, chapter 3. This procedure enabled a to be 
established (over the entire duration of the experiment} to within an 
uncertainty of about .5°. The term sin2(a/2) appearing in equation 4-3 
thus had a value of .5± .9%. 
No directly measured value for the density, p, of B-CO at the 
triple point could be found in the literature . . However, a: paper by 
Fukushima, Gibson and Scott (1977} gave a value 5 2.5 ± 8% cm3/mole, for 
the molar volume decrease when carbon monoxide solidified at the triple 
point. In addition, a value for the density of liquid CO at the triple 
point could be calculated from a 16 parameter equation of state given in 
the National Bureau of Standards Technical Note No. 202 (Hust and Stewart9 
1963). The equation, representing a least squares fit to a large variety 
of experimental thermodynamic data on liquid and gaseous CO, was specified 
to be accurate to within 1%. The calculated liquid density at 68.14 K, 
115.1 mm Hg was 842.9 ± 1% kg/m3. A measured value for the density 
(847.1 kg/m3 at 68.12 K, 115.1 mm Hg) was also available (Timmermans, 1950) 
.but this was not used here as it did not include a stated uncertainty. 
Combining the molar volume decrease with the calculated liquid density 
yielded the value, p = 911 ± 1.3% kg/m3 for the density of solid CO at the 
triple point. 
A search of the literature did not reveal any values whatsoever for 
the refractive index, n, of either liquid or solid CO. An experiment* was 
* The experiment was performed by Mr. Robert Gagnon, undergraduate student 
at the Memorial University of Newfoundland, as part of his honours thesis 
work. 
- 92 -
thus undertaken to determine the index of refraction of the liquid, with 
the assumption that a value for the solid could then be obtained with the 
aid of the lorentz-Lorenz relation. The experiment involved condensing a 
sample of carbon monoxide in a liquid nitrogen cooled precision rectangular 
quartz cell. This was housed in a vacuum insulated cryostat which allowed 
the cell to be rotated about a vertical axis and permitted optical access 
to the cell by way of two glass .windows . The refractive index was measured 
by an interference technique in which a beam from a hel~:_um-neon laser was 
split into two closely spaced parallel beams, one of thes.e: passing through 
the cell and the other just missing it. The beams were reflected by a 
mirror and sent back through the cryostat a second time before being re-
combined by the same beam splitter that originally separated them. The 
cell was rotated by an electrically driven mechanism synchronized with a 
chart recorder. The rotation changed the optical path through the 
rectangular cell and thereby caused the intensity of the recombined laser 
beam to vary according to whether constructive or destructive interference 
occurred. Variations in the intensity were photoelectrically monitored 
and traced by the chart recorder. Si nee the angles of rotation correspond.i ng 
to observed intensity maxima were dependent on the index of refraction of 
the cell contents, the index could be fit to the experimental data with the 
aid of a least squares routine. The required routine was programmed on an 
SR-52 calculator. The value for n obtained in the experiment was 1.22, 
this then being the refractive index for 632.8 nm light in liquid CO at 
77.4 K (the normal boiling point temperature of N2). 
The error in n could only be estimated roughly, as the experiment on 
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carbon monoxide was performed just once. However, in the initial testing 
of the apparatus, experiments were run on other materials (namely methanol 
and liquid oxygen) with known refractive indices and the results were found 
to be accurate to within at least 1.5%. This value was thus taken to be the 
uncertainty in the measurement on carbon monoxide. Since the wavelength ~ 
used in measuring the refractive index differed from the wavelength used in 
the Brillouin scattering experiment, an additional uncertainty in n had to 
be included to allow for the effects of dispersion. Measurements of the 
refractive indices of the liquids o 2 ~ N2 and H2 (Johns and Wilhelm, 1937) 
at three wavelengths show maximum variations of less than .5% over the 
relevant wavelength range. An error of .5% was thus added to the 1.5% error 
mentioned above to yield an uncertainty of 1.6% in the value of n." No 
additional uncertainty was included to allow for possible effects of 
birefringence in crystalline CO as, by analogy with nitrogen (Kiefte and 
Clouter, 1976), birefringence was assumed to be negligible. 
The refractive index of 8-CO at the triple point was calculated from 
the value of 77.4 K using the Lorentz-Lorenz relation (Jacksons 1975): 
4-4 
In equation 4-4, p' and p denote the densities of CO at 77.4 K and 8-CO 
at the triple point respectively. The quantity~ n', is the refractive 
index at 77.4 K and n is the index for the solid at the tripl·e point. A 
value for p' at 77.4 K, 760 mm Hg was calculated using the carbon monoxide 
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equation of state (Hust and Stewart, 1973) referred to previously. The 
value was found to be p' = 807 ± 1% Kg/m3o Calculating n from equation 4-4 
using the above determined magnitudes and uncertainties for the vari ous 
parameters, yielded n = 1.25 ± lo8%o 
With the values for A, a, p and n specified above, it is possible 
to calculate the multiplicative parameter linking the previously determined 
c* to the elastic constants of 8-CO. In Sol. units, this parameter is found 
mn 
to be: 
= 7o72 X 10-ll ± 3o9% 
Hence: 
( -11 ) 2 c~~ = 7o72 x 10 ± 3.9% c* newtons/m 
-mn mn 
The stated error includes the above determined uncertainties in the scatter-
ing angle, density and refractive index. By far the major contribution to 
the error comes from the refractive index (3.6% uncertainty in n2) and it 
is hoped that a more accurate measurement of this parameter will be obtained 
shortly. 
The elastic constants of 8-CO at 67.6 K (.5 K below the triple point) 
are determined to be: 
ell = 1.909 ± .2% 
cl2 = lo 151 ± o5% 
cl3 = o955 ± .4% X 109 ± 3o9% N/m2 
c33 = 2 ol04 ± 03% 
c44 = 0 356 ± 0 8% 
(uncertainty in temperature = 0 2 K) 
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The above values are adiabatic elastic constants, that is, they are 
appropriate for deformations occuring at constant entropy. Isothermal 
(constant temperature) elastic constants are related to the above values 
by an expression (Nye, 1957) involving the heat capacity and thermal 
expansion tensor for s-CO. Throughout the following section {i.e. 
section 4, chapter 4) all values quoted for elastic constants and for 
quantities derived from elastic constants will be the adiabatic values. 
4.3 Discussion 
The elastic constants determined in this investigation can be re-
lated to a variety of physical properties of the a-carbon monoxide crystal. 
These properties, along with the values of the elastic constants themselves 
form a basis for comparing and contrasting 8-CO with other materialsft By 
far the most interesting comparison would appear to be with 8-N2, which 
was found to have elastic properties very similar to those of s-CO. How-
ever, a comparison of 8-CO with hcp hydrogen is also useful due to the 
similarities in the molecules and in the crystal structures of the two 
materials. For purposes of contrast, brief mention will be made of the 
elastic properties of ice and beryllium. Both of these subst~nces form 
hexagonal crystals (beryllium is hcp, ice is not hcp) but needless to say 
their molecular interactions and consequently their elastic properties, are 
fundamentally different from those of 8-CO. A list of the elastic con-
stants of the five substances mentioned above appears in table 3. 
One of the simplest physical properties derivable from the elastic 
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Table 3 
Elasti .c constants of five hexagonal crystals 
~ 
Haterial c/a ell c12 cl3 c33 c44 Bulk t1odul us ref 
(in units of 109 newtons/m2 ) 
f3 - co (67 *6_K) 1.65 L909 1.151 .955 2 ... 104 .. 356 1.338 1 
'· 
f3 - N2 (63K} 1.63 1.825 1.131 ~ 980 L976 .. 320 1. 312 2 
H2 ( 13.2K) 1.63 .334 .130 .056 r408 .140 .. 173 3 
lee (257K) - 13. 20 6.69 5.84 14 .. 42. 2·.89 8.617 4 
Be 1.58 308 -58 87 357 110 120 5 
References: 
1} present work 
2} Kiefte and Clouter ( 1976) 
3) Thomas et al. {1977) 
4) Hobbs ( 1974} 
5) AIP Handbook· (1972) 
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constants is the volume compressibility~ C. This is defined as the 
fractional decrease in volume of a crystal under hydrostatic press~re. 
That is, 
c = 1 av 
- v aP 4-5 
where the volume of the crystal is V and the stress tensor designating 
hydrostatic pressure is given by: 
cr •• =-Po~. lJ lJ 4-6 
C can be expressed in terms of the elastic constants by using Hooke's law 
to determine the strain tensor induced by hydrostatic pressure~ and then 
calculating the volume decrease implied by the strain. For hexagonal 
crystals~ C is found to be {using formulas given in Nye~ 1957): 
4-7 
The reciprocal of C is known as the bulk modulus~ B~ and is a direct 
measure of the resistance to compression of a crystal lattice. The bulk 
moduli of s-CO~ s-N2 ~ H2 ~ ice and Be are given in table 3 . The values of 
the bulk moduli show a variation over three orders of magnitude between 
H2 and Be~ with s-CO lying near the low end of the range. Low bulk moduli 
are characteristic of van der Waals lattices {that is~ lattices composed 
of molecules interacting primarily by van der Waals forces) of which CO, 
N2 and H2 are exampJes. Other van der Waals lattices, notably o2 {Kiefte 
and Clouter, 1975), and the rare gas solids~ Ar~ Ne~ Kr and Xe (Stoicheff~ 
l 
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1977) all have bulk moduli of roughly the same order of magnitude as 
e-CO. The bulk modulus of Be is typical of that of many metals. 
Another readily computed elastic property of crystals is the linear 
compressibility, s. This quantity is defined to be the fractional decrease 
in the length of a line in a crystal when the crystal is subjected to 
hydrostatic pressure. That is$ 
1 at s = -- --t aP 4-8 
where ~ is the length of a line fixed in a crystal and P is · the hydrostatic 
pressure. In general, s depends on the direction of the l·ine, t, relative 
to the crystal geometry. For hexagonal crystals, a method analogous to that 
used in calculating the volume compressibility yields (by way of formulas 
given in Nye, 1957), 
4-9 
where 
y = angle bebJeen t and hexagona 1 axis 
For 8-carbon monoxide the coefficients s1 and s2 in equation 4-9 are found 
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to be, ~ 1 = 2.49 ± .1 x 10- 10 m2;N and s2 = 0.00 ± .02 x 1o- 10 m2/N~ This 
yields the result that, to within the experimental uncertainty, the linear 
compressibility of ~-CO is isotropic. Thus, a lump of ~-CO would, when 
exposed to hydrostatic pressure, change in volume but not in shape. In 
this respect, s-CO resembles a cubic crystal where symmetry considerations 
necessitate isotropy in the linear compressibility. An equivalent way of 
stating the above experimental result is to say that the ratio, c/a, of the 
~-CO crystal lattice parameters, is found to be independent of pressure. 
The simple argument showing the equivalence of the two statements runs as 
follows: 
a (J;.) = 
aP a 
= 
= 
J;. ( . a c + a a ) 
a - caP aaP 
Thus, for ~2 = 0, ~is independent of pressure. The result is not surprising 
for the case of hexagonal close packed crystals (like ~-CO) since it is a 
consequence of assuming that the spheres forming the close packed arrangement 
remain spherical under pressure. Invariance of the cja ratio was a prior 
assumption used in analyzing Brillouin data to obtain the elastic constants 
of ~-N2 (Kiefte and Clouter, 1976) and H2 (Landheer, 1974). Experimental 
evidence (actual measurements of the axis ratio at different pressures) 
substantiating the assumption was available for both those materials, thus, 
*The elastic constants were treated as independent random variables for 
purposes of estimating the error in the various derived quantities. 
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justifying analysis of the data subject to the restriction: 
4-10 
This restriction was the one, mentioned in the previous section, which 
allowed the computer program to be written so as to fit only four, rather 
than five, independent parameters to the experimental data. Equation 4-10, 
although verified here in the final resultss could not be used as a prior 
assumption since no investigation of the axis ratio dependence on pressure, 
has been reported for a-carbon monoxide. Calculations using the elastic 
constants of ice and beryllium show that the linear compressibility is with-
in 5% of being isotropic in ice but is highlY anisotropic in Be. In fact, 
the linear compressibility of Be in the y = 90° direction is about 3.5 times 
that in the y = 0° direction . These results point out that isotropic linear 
compressibility in a hexagonal crystal is not necessarily related to the 
crystal having a close packed structure. The observed isotropy in the linear 
compressibility of s-CO, s-N2 and H2 is an important similarity in the 
properties of crystals of these substances. 
Further similarity in the elastic properties of 8-CO, s-N2 and H2 
arises from considering Young's modulus, E, for the three materials. 
Young's modulus is defined as the ratio of longitudinal stress to long-
itudinal strain and, physically, it reflects the tension required to induce 
a given proportional change in length of a rod cut from a single crystal. 
Like the linear compressibility, Young's modulus, in general depends on 
direction (i.e. the direction of the axis of the rod relative to the crystal 
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geometry). It can be calculated in a manner analogous to the procedure 
used in calculating the volume compressibility and for hexagonal crystals5 
is found to be (using formulas given in Nye~ 1957)s 
4-11 
where 
R = ell c33 - ~3 
( cil - ci2> c33 - 2 (ell - cl2) c2 13 
s = 
ell + cl2 
(ell + c12) c33 - 2 ~3 
(ell + cl2) c33 - 2 ( e13 + c44) c 
T = 13 
(ell + c12) c33 etl4 _ 2 c2 ~c 13 44 
For 13- carbon monoxide, Young's modulus is determined by: 
R = .8876 s = .6632 T = 2. 395 
E has a maximum value of 1.508 x 109 N/m2 at y = 0° and · a minimum value of 
.999 x 109 N/m2 at y = 52.7°. Not surprisingly, the curve generated by 
plotting E vs. y has an overall shape similar to that of the frequency shift 
vs. y curve for the longitudinal Brillouin component (see figure 8). How-
ever, the anisotropy apparent in Young's modulus (maximum E is 50% greater 
than minimum E) is substantially greater than the anisotropy in the velocity 
of propagation of longitudinal elastic waves. In fact, Young's modulus is 
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one of the most highly anisotropic elastic properties of the 8-carbon 
monoxide crystal. 
Young's modulus for 8-N2 is very similar to that for 8-CO. The 
parameters determining the dependence of E on y for 8-N2 are: 
The primary difference in the E vs. y curves for 8-CO and 8-N2 is simply 
a multiplicative constant . . That is, E(N2) = .91 E (CO), this relation 
holding to within 3.4% over the full range of y and to within .4% for 
y > 45°. The minimum value of E for 8-N2 is .908 x 10
9 N/m2, occurring at 
y = 52.1°. · The E vs. y curve for H2 is also quite similar to the curve 
for s-CO but the H2 values are lower by a factor of about .26. The 
direction of minimum E in H2 is y = 55.4°. Ice yields much higher values 
of Young's modulus than does 8-CO and has a considerably smaller range of 
percentage variation in E. However the shape of the E vs. y curve for ice 
is roughly similar to the CO, N2 and H2 curves. Beryllium on the other· 
hand shows a totally different dependence of E on y with E being much 
more nearly isotropic and having a minimum at y = 90°. As well, Young's 
modulus in beryllium is about 200 times greater than that in 8-carbon 
monoxide. 
As is apparent from inspecting the curves shown in figure 8, the 
dependence of elastic wave propagation velocities (or, equivalently, 
Brillouin frequency shifts) on y is very similar for the crystals, s-CO 
and s-N2, but the velocities average about 4% lower in s-N2. In both 
s-CO and 8-N2, the velocity of the Tl component increases monotonically with 
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y. The reverse ~ituation occurs in solid H2, where the T1 velocity 
decreases monotonically as y increases. An absolute minimum in the long-
itudinal wave velocity occurs at y = 53.3° in 8-CO, compared with 
y = 52.8° in 8-N2 andy = 55.2° in solid H2. CO, N2 and H2 crystals all 
show absolute maxima in their T2 wave velocities in the neighbourhood of 
y = 45°. The precise locations of the maxima are at y = 45.9° for 8-CO, 
0 0 y = 45.8 for 8-N2 and y = 47.5 for H2. There are directions in both 
8-CO and 8-N2 along which the two transverse components _have equal propagat-
ion velocities. These directions correspond to the crossing over of the T1 
and T2 curves which is apparent in figure 8. The crossover occ-urs at y = 79.1° 
in 8-CO and at y = 77.1° in 8-N2. No crossover occurs in H2 where the 
propagation velocity of the T1 component is lower than that of the T2 
component for the full range of y. The fact that the two transverse 
components have equal velocities when y = 0° in both 8-CO and in 8-N2, 
is reflected in of the form of the equations 1-39 and is a result which 
holds for all hexagonal crystals. Similarily, in all hexagonal crystals, 
the velocity of the T2 component in the y = 0° direction equals the T2 
velocity in the y = 90° direction. 
The conditions required for complete elastic isotropy in a hexagonal 
crystal are: 
c - c 11 - 33 
c = c 12 13 4-12 
These relations are readily derived using the criterion that the y dependence 
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be eliminated from the velocity equations, 1-39. Needless to say, the 
equations 4-12 do not hold fo~ B-CO. The discrepanties are of the order 
of 10% to 20%. 
The above discussion has dealt with most of the intuitively 
significant and easily derived elastic properties of B-CO at the triple 
point. The similarity of the various properties with those of B-N2 is 
quite remarkable. Some properties, notably the bulk modulus, the linear 
compressibility and the magnitudes of some of the indivtdual elastic con-
stants, agree to within the experimental uncertainty. On the other nand, 
Young's modulus in B-N2 is lower than that in a-CO by a fraction which lies 
outside the experimental error. As well, B-CO and B-N2 show significant 
differences in some dimensionless quantities derived from ratios of 
expressions involving elastic constants. These ratios, for example, Young's 
modulus ~ bulk. modulus or, velocity of T2 wave 7 velocity of L wave, have 
relativelysmall uncertai_nties and hence provide sensitive tests for similarities 
in elastic properties. The small but nevertheless distinct dissimilarities 
in the elastic behaviour of B-CO and B-N2 should provide important clues 
as to the differences in the molecular interactions in these two substances. 
At the same time, the overall similarity in properties facilitates the 
drawing of detailed and useful analogies between the two materials. n this 
light, it is hoped that an investigation of the elastic aspects of the B-a 
phase transition in solid CO will, as a bonus, provide substantial insight 
into the analogous transi_tion in N2. The present work forms the preliminary 
step in the above mentioned investigation, the major portion of which will 
be commenced shortly. 
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APPENDIX 1 
TABLE OF 46 (6: INTERPLANAR ANGLE ) VERSUS PAIRS OF FORMS, £h11< 1111 ~ £h2k212}, FOR HCP CRYSTALS. 
Fonns considered in the table are: . {001} .. {100}, £101}, {110}. {201}, {301}, 
{120}. {102}, {103}, {130}, {111}, {112}, {121} 
Forms 46 Forms 
41 
42 
43 
44 {110 }-{120} 
45 {120}-{121}. {102}-{103} 
46 
47 
48 { 111}-{ 121} 
49 
50 {130}- {121} 
51 
52 {101}-{201} 
53 
54 
55 
56 {100}-{130} 
57 
58 {111}-{112} {201}-{301} 59 {100}-{201} 
60 {120}-{130} 61 
62 
63 {110}-{121} 
64 { 110 }-{130} 
65 
66 
67 
68 { 110}-{ 111} • {130 }-{ 301} 
69 
70 
71 
72 {10 1}-{ 30 1} 
73 
74 
75 {101}-{102}, {121}-{301} 
76 {100}-(120}. {121}-{20 1} 
77 
78 
79 
{100 }-{ 30 1} 80 {120}-{121}, {301}-{301} 
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4o Forms 4cS Forms 
81 {130}-{201} 132 {120 }-{ 130} 
82 133 . { 110 }-{201}. {120}-{ 112} ~ {112}-{103} 
83 134 {120}-{101} 
84 135 
85 {121}-{121} 136 {100}-{111}, {111}-{111} 
86 {120}-{301} 137 
87 {120}- {120} 138 
88 {100}-{121} 139 {130}-{121} 
89 140 {130}-{ 112}. {301}-{112} 
90 { 121}-{ 112} 141 
91 {121}-{121} 142 
92 143 
93 { 130}- { 111} 144 
94 145 
95 146 
96 { 120}-{201} 147 {301}-{102} 
97 148 {102}-{103} 
98 {120}-{121}. {101}-{121} 149 
99 150 {121}-{121} 
100 {201}-{301} 151 
101 152 {101}-{301} 
102 153 {120}- {120} 
103 154 
104 155 {111}-{102}. {121}-{102} 
105 {101}-{112} 156 
106 157 
107 158 {120}- {121} 
108 {120}-{130} 159 
109 160 { 110}-{101}. {121}-{201}. {102}-{102} 
110 { 102}-{ 112} 161 {111}-{301}, {121}-{301} 
111 {130}-{130} 162 
112 {100 }- {10 1} 163 
113 lr {100}- {120} 114 {121}-{ 30 1} l ~ 115 {101}-{121} 
116 { 130}-{121}, { 111}-{201} 168 {120}-{301} 
117 169 {100 }-{121} 
118 170 {100}-{112} 
119 {101}-{111}, { 20 1}-{20 1} 171 {101}-{201} 
120 {100}-{110}, {101}-{103}. {111}-{ 301} 172 {120}-{20 1}, {201}-{ 103} 
121 { 111}-{ 121} 173 {001}-{102} 
122 174 {101}-{121}. {111}-{201} 
123 {103}- {103} 175 
124 {130}-{101} 176 {110}-{130}, {121}-{ 112} 
125 {121}-{121} 177 {121}-{121} 
126 {110}-{301}, {110}-{112} 178 
127 {201}-{102} 179 
128 {201}-{112} 180 
129 {130 }-{130}. {001}- {103}, {121 }- {20 1} 181 
130 182 
131 183 
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46 Forms 46 Forms 
184 { 100}- { 130} . {121}-{301} 235 {120}-{102} . {121)-{121}, {201} - {301}. 
185 {201}-{102} 
186 {130}-{111}. {111} - {103} 236 { 130}-{ 103). { 101}-{ 301}. {301}-{301} 
187 {100}-{102} 237 
188 {130}- {301} 238 
189 239 {120}-{103} 
190 240 {100}-{100} , {110}-{110}, {120} - {120}, 
191 { 111}- {121}. {301}-{103} {130 }-{130} 
192 {120 } - {10 1} • {130} - {201} 241 
193 {130}-{102} . {121}- { 20 1} 242 {100}-£301}, { 121}-{102} 
194 {111}- {112} 243 {120}-{121} 
195 { 121}-{ 103} 244 {100 }-{20 1} 
196 { 110 }- {120} 245 
197 {121}-{102} 246 {110)-{111}, {130}-{102}, {201} - {102} 
198 { 120}-{102}. {121 }- { 112} 247 {201}-{103} 
199 248 {001}-{101} 
200 { 110}- {121} . {10 1}-{ 102 } 249 {301}-{102} 
201 250 {110}-{103} 
202 {301}-{112}. { 112}-{112} 251 
, 203 {101}- {103} 252 {301}-{31)1}. {112)-{112} 
204 253 
205 { 120} - { 111} 254 {121}-{112} 
206 255 {100}c{101} , {121}-{121}, {112} - {103} 
207 256 
208 {130}-{ 112} 257 {102}-{103}. {103}-{103} 
209 { 130}- { 101} 258 {20 1}- { 301} 
210 {10 1}-{10 1} 259 { 110 }- {112} 
211 260 
212 261 {120 }- {130} 
213 262 
214 {110}- {102} , {101}- {111} 263 {130}-{121}. {301}-{103} 
215 264 {101}-{ 112} 
216 265 {120}-{103}. {20 1}-{ 20 1} 
217 266 
218 {201}- {112 } 267 
219 { 120 }-{130} 268 
220 { 103} c{ 103} 269 
221 270 
222 { 130}- {121} 271 {301}-{103}, {102} - {112} 
223 {101}-{121} 272 {121}-{ 112} 
224 {120}- { 112} . {101}- {101} . {111}-{112}, 273 {130}-{103}. {111}-{111} 
{121}-{103} 274 {121}-{102} 
225 {111}- {121} 275 {111}-{121} 
226 276 
227 {101}- {201} . {301}-{102} 277 {101}-{301}. {111}- {102} 
228 {111}-{111} 278 
229 279 
230 280 {100}-{102} 
231 {100}- { 103} . {201}- {201} 281 
232 282 
233 283 
234 {001} - { 112} 284 { 110} - {120}. {121}- { 103} 
285 {110}-{121} 
286 
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46 Forms 46 Forms 
287 {120}-{111} 339 {301}-{112}. {112}-{112} 
288 340 
289 { 10 1}-{20 1} 341 
290 342 
291 {201}-{103} 343 {101}-{103} s {111}-{201} 
292 {00 1}-{ 111}. {102}-{102} 344 {101}-{121}. {121}-{103} 
293 345 
294 346 
295 { 120}-{112} 347 {102}-{102} 
296 {100}-{130} 348 {120}-{130}. {130)-{121), {111)-{301} 
297 {130}-{301}. {121}-{102} 349 {112}-{103} 
298 {100}-{103}. {130}-{201}. {101}-{102} 350 
299 {121}-{103} 351 {130}-{130}. {101}-{102}. {201}-{ 103} 
300 352 
301 {00 1}- {20 1}, {101}-{121}, {111}-{112} 353 
302 {111}-{121}, {102}-{103} 354 
303 {130}-{101}, {101}-{112}. {111}-{103} 355 
304 {110}-{130} 356 {121}-{102} 
305 357 
306 358 
307 { 130}-{ 111}, {121}-{201}, {121}-{103} 359 
308 360 {100}-{110}. {100}-{001}, {100}-{111}, 
309 {100}-{112}, {110}-{001}. {110}-{101}, 
310 {121}-{301} { 110 }-{20 1}. { 110 }- { 30 1}, { 110}- {102} J 
311 { 111}-{102}. {301}-{102} {110}-{ 103}, {120}-{001}. {130}-{001} 
312 
313 {130}-{ 112} 
314 
315 {001}-{121} 
316 {100}-{120}, {130}-{102}. { 111}-{ 103} 
317 {100 }-{121}, {120}-{301} 
318 { 120}-{201} 
319 {121}-{121} 
320 {00 1}-{ 301} 
321 { 101}-{101}. {121}-{112} 
322 {120}-{101} 
323 {10 1}-{103} 
324 
325 
326 { 130}-{ 103}. {121}-{301} 
327 {120}-{120}, { 20 1}-{ 102} 
328 { 120}-{121}, {101}-{111} 
329 {20 1}-{ 112} 
330 { 120}-{102}, {121}-{201} 
331 {102 }-{ 112} 
332 
333 
334 {301}-{103} 
335 
336 
337 {120}-{103}, {121}-{121} 
338 
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