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We introduce a four-dimensional quantummodel for describing the torsional control ofG16-typemolecules
in the electronic ground state, based on the symmetry-adapted variational method. We define conditions
for which lower-dimensional models, commonly used to simulate the strong-field control of molecular
torsions, are reliable approximations to a four-dimensional treatment. In particular, we study the role of
different types of rotational-torsional couplings—the field-free coupling and the field-induced coupling—
and show that the conclusions recently drawn on the role of rotational-torsional couplings in the process of
torsional alignment are not correct. Furthermore, we demonstrate how important an adequate description
of the molecular polarizability is for reliably predicting the torsional alignment.
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1. Torsional control and models of reduced dimensionality
Most theoretical or joint theoretical-experimental studies on laser-controlledmolecular torsions :1–23 rely on
a two-step model: A linearly, circularly or elliptically polarized nanosecond laser pulse aligns the molecule
adiabatically along its main principle axis, before a second femtosecond laser pulse with perpendicular
polarization excites the molecular torsion selectively, see Fig. 1 for an illustration. If this mechanism was
perfectly true, we were able to simulate the control of molecular torsion considering only two degrees of
freedom, the torsion angle ρ and the rotation about the main principal axis χ. Several experimental studies
underline the validity of this strongly idealized two-dimensional [2D] approach to torsional control, :8,9,14,19
which has been the premise of many quantum dynamical simulations. :1–6,8–10,15–17,19,21,22,24 Only recently, it
was demonstrated experimentally that the torsion of a molecule can be controlled and enhanced by using
two moderately strong, time-delayed, off-resonant laser pulses with appropriately chosen parameters. :19
Yet, some theoretical studies pointed out it may be impossible to controlmolecular torsions separately from
other degrees of freedom, in particular the three rotational modes of the molecule. :11,18,20,23 Simulating
torsional control within a four-dimensional [4D] quantum dynamical approach by taking into account all
rotational degrees of freedom θ, φ, χ and the torsion angle ρ, they have shown the torsional alignment
to be strongly depending on the overall rotation, and as temperature increases the torsional alignment
Fig. 1
(a)Classical depiction of the two-stepmechanism for the align-
ment of molecules with observable torsion: (i) a nanosecond
laser pulse E1 aligns the molecules along their main principal
axis and (ii) a second laser pulse, having a polarization per-
pendicular to the first laser pulse, is used to manipulate the
torsional motions. If the main principal axis of the molecule
is perfectly aligned to E1, 〈cos2 θ〉  1; if the bond axis is
perfectly anti-aligned to E1, 〈cos2 θ〉  0. If all molecules
have a coplanar structure, for the torsional alignment factor
holds 〈cos2 2ρ〉  1; if all molecules have an staggered con-
formation 〈cos2 2ρ〉  0. (b) Definition of the torsion angle ρ.
The dihedral angle is β  2ρ.
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Fig. 2
A selection of G16-type molecules with feasible torsion
in the electronic ground state: (a) 9-[2-(anthracen-9-
yl)ethynyl]anthracene [in the following abbreviated as AAC];
(b) diboron tetrafluorid [B2F4]; (c) 6,6’-Biazunlenyle [Biazu];
(d) Biphenyl; and (e) 4,4’-Dibromobiphenyl [DBBP].
may be completely destroyed. As the main reason for the potential uncontrollability of torsions, these
studies identified the coupling between rotational and torsional modes. :11,18 Furthermore, they found the
torsional alignment to be overestimated, if simulated with the 2D approach. :20
In a very recent publication :25 , however, we disputed these conclusions. First, the scenario considered in
Ref. 11182023 is substantially different from the two-step mechanism from Fig. 1. These studies consider
the simplest approach to torsional control: one linear-polarized laser pulse is used to steer the torsion
without aligning the molecule along its main principal axis first. As opposed to this, we were able to show
for several examples that there are no considerable differences between the 2D and 4D description of the
two-step model, if the parameters of the two laser pulses are appropriately chosen.
Our simulations further suggest that the validity of the 2D approach to torsional control depends on
the molecule, in particular on the polarizability and the ratio of the rotational constants of the molecule.
Low-dimensional models may even underestimate the torsional alignment achieved by the two-pulse
scenario from Fig. 1.
Nevertheless, our insights into the mechanisms of torsional alignment do not allow for discarding the
conclusions of earlier works. Indeed, torsions and rotations are coupled, making it necessary to rethink
the premises of low-dimensional models used to describe torsional control. In general, the torsion of a
molecule cannot be manipulated independently of its rotational modes and consequently, aligning the
molecule along the main principal axis without changing the torsional state is not possible. To discuss
the conditions that have to be met for the 2D model to be a good approximation, we unfold here our 4D
approach to strong-field control of torsions of molecules in the electronic ground state in full detail.
We also clarify what “rotational-torsional coupling” actuallymeans—there are different types of couplings,
each having different origins and consequences. The various types of rotational-torsional couplings are
in particular interesting, because they directly compromise the picture quantum dynamical models
conventionally convey: Molecular motions being faster than the relevant process can be adiabatically
separated, while slower modes can be considered to be frozen. When employing the two-step model
from Fig. 1, theoreticians therefore usually assume torsions and rotations can be adiabatically separated.
We show hereafter how these assumptions need to be modified to consistently describe the process of
aligning molecules with feasible torsion.
To illustrate our arguments, we focus in the present study on molecules consisting of two identical rotors
with C2v-symmetry; we call them G16-type molecules, in conformity with their molecular symmetry
[MS] group. :26,27 We demonstrate our approach for selected representatives of this class of molecules;
their classical structures are depicted in Fig. 2. Using the symmetry-adapted variational method, quan-
tum chemistry and the adiabatic and sudden-approximation, we solve the time-dependent Schrödinger
equation for all three rotations and the torsion of these molecules, to simulate the control of the torsion
according to the two-step mechanism from Fig. 1. Based on the knowledge we have acquired through
our 4D simulations, we define the conditions the conventional 2D model has to fulfill to be a reliable
approximation. For cases where the this 2Dmodel fails, we briefly discuss how the model can be modified
3
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to still account for the relevant effects. We are thus able to show here: Yes, low-dimensional models can
successfully describe the strong-field control of torsions if certain conditions for the properties of the
studied molecules are met.
2. Three types of rotational-torsional coupling
The main point that was made in earlier works why torsional control of non-rigid molecules cannot
be described with one- or two-dimensional models, is the (strong) coupling of the rotations with the
torsion. :11,18,20 Ananalysis of the coupling, however, ismissing in these studies; theydonotgive a systematic
account of how and why torsional and rotational motions correlate. Here, we intend to bridge this gap.
We have identified three types of rotational-torsional coupling: the field-free, the field-induced and the
symmetry-induced coupling. Each of them affects the rotational-torsional motions in a different way; not
all of them have negative consequences, as the term “coupling” might imply. Since they allow for a better
understanding of the rotational-torsional quantum dynamics and they are the cornerstone of our further
deliberations, we discuss them in detail in the following.
§A Field-free rotational-torsional couplings
A common approach to describing the field-free rotational-torsional motion of molecules with observable
torsion in the electronic ground state is the internal-axis method [IAM]. Using this method, we are able
to write the Hamiltonian for the rotational-torsional motion as :27,28
Eq.1 Hˆrt  Hˆrotρ + Hˆtor ,
where
Hˆrotρ 
BX2+Y2
~2
(
Jˆ2X + Jˆ
2
Y
)
+
BX2−Y2
~2
(
Jˆ2X − Jˆ2Y
)
+
A
~2
Jˆ2ZEq.1a
denotes the Hamiltonian for the rotational motion and
Eq.1b Hˆtor  F
~2
Jˆ2ρ + E
el
0 (ρ)
is the Hamiltonian for the pure torsion; for G16-type molecules, A  F.
In Eq. 1a, JˆQ , Q  X,Y, Z 1) are the molecule-fixed angular momenta, A is the rotational constant with
respect to the main principal axis and :26
BX2+Y2
B

1
1 −B2red cos2(2ρ)
Eq.2a
BX2−Y2
B

Bred cos(2ρ)(
1 −B2red cos2(2ρ)
) .Eq.2b
As the quantities BX2±Y2 are functions of the torsion angle ρ, the rotational motions and the torsion of
G16-type molecules are inherently coupled. In the following, we call this type of coupling the field-free
rotational-torsional coupling. In Eqs. 2, we have introduced the reduced rotational constant
Eq.3 Bred  B2A ,
with B denoting the rotational constant for the D2d structure of the molecules, i.e. for 2ρ  pi/2.
1) We follow here the convention of scattering theory for denoting molecule-fixed and space-fixed coordinates, i.e. we use capital
letters for body-fixed and small letters for space-fixed coordinates. In the literature ofmolecular spectroscopy, however, the convention
is exactly the opposite.
4
Three types of rotational-torsional coupling
Conversely, the Hamiltonian for the pure torsion, Eq. 1b does not depend on the rotational degrees
of freedom. Besides the torsional constant F and the angular momentum for the torsion Jˆρ, Hˆtor only
contains the energy of the electronic ground state Eel0 (ρ) as a function of the torsion angle ρ, therefore
being independent of the rotational coordinates θ, φ, χ.
Defining the reduced rotational constant Bred, Eq. 3, gives us a quantitative measure for the field-free
rotational-torsional coupling. If we scale the Hamiltonian Hˆrt, Eq. 1, with respect to B, the field-free
coupling is determined byBred alone, and the largerBred, the larger is the coupling between rotations and
torsion. Expanding the functions BX2±Y2 from Eq. 2 in terms of a power series underlines our argument.
We then obtain
BX2+Y2
B
 1 +B2red cos
2(2ρ) +B4red cos4(2ρ) + ...Eq.4a
BX2−Y2
B
 Bred cos(2ρ) +B3red cos3(2ρ) + ... .Eq.4b
If Bred → 0, Eqs. 4 show us, we can write
BX2+Y2(ρ) ≈ BEq.5a
BX2−Y2(ρ) ≈ 0 .Eq.5b
Hence, in this approximation, the rotational constants are all independent of ρ, and the torsion and
rotations of the molecule decouple. Then, Eq. 1a reduces to
Eq.6 Hˆrot0  B~2 Jˆ2 +
A −B
~2
Jˆ2Z ,
which is the rotational Hamiltonian of a symmetric top. This result implies that the asymmetry splitting,
which is specific to asymmetric top molecules, vanishes for decoupled rotational and torsional motions as
well, and within the limitBred → 0, G16-type molecules can be treated as a symmetric top with decoupled
torsion.
Why is the field-free rotational-torsional coupling different from the rotational-vibrational coupling present
in rigid molecules? For molecules with no observable internal motions, too, the rotational constants
contained in the field-free Hamiltonian are depending on the internal coordinates, leading to an inherent
coupling of rotations and vibrations. Yet, for a molecule without feasible torsion the magnitude of this
coupling is small, causing a just as small energy correction to the rotational energy. In case of a molecule
with observable torsion, however, the rotational parametersBX2±Y2 are strongly depending on the torsional
angle, as Eqs. 2 clearly show. Thus, we cannot follow the traditional line and treat the coupling of rotations
and torsions as a correction to an uncoupled system, unless the reduced rotational constant Bred is very
small. How strongly the field-free coupling actually influences the quantum dynamics of the studied
non-rigid molecule is therefore depending on the particular molecule.
A last point we find worth to mention here is concerning the method of setting up the rotational-torsional
Hamiltonian Hˆrt of the isolated molecule. Although the IAM is used in all quantum dynamical studies
on torsional control we are aware of, :1–10,15–17,19,21,22,24 it is not the only strategy for deriving the rotational-
torsional Hamiltonian Hˆrt. :27 When applied, the advantage of the IAM is the absence of kinetic energy
cross-terms in Hˆrt, i.e. product terms of angular momenta conjugated to different coordinates. The
disadvantages, however, are not only BX2±Y2 to be depending on the torsion angle and the symmetry
correlations of the rotational and torsional eigenfunctions we address in Subsection C of this Section.
More importantly for practical applications, the torsion angle needs to be defined according to Fig. 1.
Contrarily, most studies on torsional control using the IAM define the torsion as being identical to the
dihedral angle. Yet, this definition is incorrect when employing the IAM, as it leads to a violation of energy
invariance :29 and to incorrect symmetry properties of the torsional and rotational eigenfunctions. :27,30
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§B Field-induced rotational-torsional couplings
In the scenario we envision in the present study, two moderate intense laser pulses being off-resonant
to any molecular transition are used to control the rotational-torsional motions of a molecule. As it was
shown and validated in countless studies, the Hamiltonian for the interaction in this case is given by :31,32
Eq.7 Hˆint  −14
∑
q ,q′
∗q(t)· αqq′(ρ)· q′(t) ,
where q , q′  x , y , z, q(t) are the space-fixed components of the envelope of the laser field, and αqq′ are
the space-fixed components of the tensor of the dynamic polarizability. In contrast to a rigid molecule,
the components αqq′ depend on the torsion angle ρ in a molecule-specific way.
Several approaches are conceivable when realizing the two-step strategy of torsional control, illustrated in
Fig. 1. In the following, we assume the first laser field to be a nanosecond laser pulse and therefore long
compared to the timescale of the rotational-torsional motions (adiabatic limit), while the second field is
supposed to be a femtosecond laser pulse, i.e. short compared to the timescale of the rotational-torsional
motions (impulsive limit). In both cases, we confine our discussion to linear-polarized laser fields. Then,
the Hamiltonian Eq. 7 reduces to
Eq.8 Hˆinti  − |i(t)|
2
4 αqq ,
where we choose q  z for pulse i  1 and q  x for pulse i  2, respectively. To quantify the effect of the
laser pulses on the molecule, we express the laboratory-fixed components of the molecular polarizabilities
αzz 
α(0,0)√
3
+
2 α(2,0)√
6
D20,0 +
α(2,2)√
3
(
D20,2 + c.c.
)
Eq.8a
αxx 
α(0,0)√
3
− 2α
(2,0)
√
6
[
D20,0 −
3√
6
(
D22,0 + c.c.
)]
− α
(2,2)
√
2
[
1√
6
D20,2 −
1
2
(
D22,2 +D
2
2,−2
)
+ c.c.
]
Eq.8b
in terms of the elements of the Wigner D-matricesDJm ,k :
33 and the symmetry-adapted, molecule-fixed
components of the polarizability tensor :27 α(0,0), α(2,0) and α(2,2), see Appendix A for a derivation.
The structure of Eqs. 8a and 8b shows us that the Hamiltonian for the interaction with an off-resonant laser
field contains products of terms depending on the torsional angle ρ and the Euler angles θ, φ, χ—the
polarizabilities α(J,K) are functions of the torsion angle, while the Wigner D-matricesDJm ,k depend on the
Euler angles. Consequently, any laser pulse will, at least in principle, always excite both type of motions;
rotational excitations are invariably accompanied by torsional excitations, and vice versa. This type of
coupling we call hereafter field-induced coupling.
At this point, we can already give a qualitative discussion of the individual parts of Eq. (8). If α(0,0)
depends on ρ, torsion can be excited independently from molecular rotation. The termD20,0 is responsible
for the alignment of the main molecular axis. If the ρ-dependence of α(2,0) is weak, the molecule can be
alignedwithout changing its torsional state. If α(2,0) strongly depends on ρ, alignment of the principal axis
and torsional alignment cannot be separated. Finally, α(2,2) couples torsion and rotation perpendicular
to the principal molecular axis. Additionally, the same arguments we explained in Subsection A of this
Section apply: Although the polarizabilities of rigid molecules depend on the internal coordinates, too,
the magnitude the polarizabilities change while the molecules undergo torsion are, in general, much
larger.
Yet, a large field-induced coupling is not necessarily counterproductive for the control of molecular torsion.
In our earlier studies based on the 2D model, the torsional and rotational motions were also coupled
by the field, :13 but we could not observe a “field-induced breakdown of the torsional alignment” as
demonstrated in other works. :11,18,20 As we show in Section 4, whether or not the field-induced coupling
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has negative effects is a matter of which excitation scheme we use, not a feature of torsional alignment in
general.
§C Symmetry-induced couplings
The last type of rotational-torsional couplingwe have identified to be important for describing the torsional
alignment ofG16-typemolecules is less intuitive than the former two: The rotational and torsional states are
not only coupled quantitatively through the ρ-dependence of molecular properties, but also by symmetry.
Here, we focus on three aspects: (1) the need for classifying the rotational and torsional basis states
according to an extended MS group, an EMS group; (2) the correlation of rotational and torsional states;
and (3) the coupling of rotational and torsional basis states of different symmetry.
The first two facets of the symmetry-induced coupling originate from the transformation properties of
χ and ρ. As theoretical spectroscopists have discussed in great detail, :26,27,30,34 the angles χ and ρ are
“double-valued”within an IAM treatment. As a consequence, the torsional and rotational eigenfunctions—
and thus any arbitrary rotational-torsional state of the molecule—have to be classified according to the
irreducible representations of an EMS group, see in particular the book of Bunker/Jensen :27 pp. 515
for a detailed explanation. The EMS group of molecules with feasible torsion consisting of two identical
rotors with C2v-symmetry is G16(EM) and was first investigated byMerer/Watson. :26
To illustrate why using an EMS-group leads to a symmetry-induced coupling, we consider an arbitrary
rotational-torsional state. This state we can always expand according to
Eq.9a Ψ Γrt(t) ∑
nrt
cnrtΦ
Γrt
nrt exp
(
− i
~
EΓ
rt
nrt t
)
,
whereby we can calculate the rotational-torsional eigenfunctions using a variational approach with the
ansatz
Eq.9b ΦΓrtnrt 
∑
nrot
∑
ntor
cnrot ,ntorΦ
Γrot
nrot (θ, φ, χ)·ΦΓ
tor
ntor (ρ) .
In both equations, the expansion coefficients cnrt and cnrot ,ntor , the rotational-torsional eigenenergies EΓ
rt
nrt ,
the rotational-torsional eigenstates ΦΓrtnrt and the rotational and torsional basis functions, Φ
Γrot
nrot , and Φ
Γtor
ntor ,
are fully characterized by the rotational-torsional quantum numbers nrt and the rotational and torsional
quantum numbers nrot and ntor, respectively. Additionally, however, we can classify the eigenfunctions
and basis states according to the irreducible representations Γ of the EMS group G16(EM).
The first type of symmetry-induced coupling arises from the transformation properties of ΦΓrtnrt within
G16(EM) and from the characteristics of the irreducible representations Γ. One feature of EMS groups
is that their irreducible representations Γ can be grouped into single-valued and double-valued Γ(d)
representations. The rotational-torsional states Ψ Γrt and ΦΓrt in Eq. 9a must transform according to a
single-valued irreducible representation. :27 Since
Eq.10 Γrt  Γrot ⊗ Γtor ,
the irreducible representations of the torsional and rotational basis states must be therefore either both
single-valued or both double-valued. :26,27 Thus, for Γrt to be single-valued the symmetry of the torsional
and rotational states are correlated, or, how we call it hereafter, symmetry-coupled.
The second type of symmetry-induced coupling is a immediate consequence of the irreducible repre-
sentations Γrot and Γtor being correlated. As the irreducible representations Γrot and Γtor can be directly
related to the quantum numbers nrot and ntor specifying the rotational and torsional basis states, not
every rotational basis state can be combined with every torsional state. Thus, the quantum numbers of
rotational and torsional basis states have to fulfill certain conditions to be symmetry-allowed. As we
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illustrate in Subsection B of this Section, this correlation is of great importance when setting up the proper
symmetry-adapted basis for solving the time-dependent Schrödinger equations.
Moreover, some of the quantities in the Hamiltonians Hˆrt and Hˆint, c.f. Eqs. 1, 7 and 8, are not totally
symmetric in G16(EM), pointing to a third aspect of the symmetry-induced coupling. Instancing the
Hamiltonian Hˆrt, we can show with the character table of G16(EM), see Table III in the work ofMerer/
Watson, :26 that
BX2−Y2 ∼ B+1gEq.11a
Jˆ2X − Jˆ2Y ∼ B+1gEq.11b
and for the product
Eq.11c BX2−Y2 ( Jˆ2X − Jˆ2Y ) ∼ A+1g ,
reflecting the invariance of the Hamiltonian Hˆrt in the group G16(EM). As a consequence, when written
in the basis Eq. 9b, the matrix representation of BX2−Y2 contains non-zero elements between torsional
states belonging to different irreducible representations Γtor, while the matrix representation of Jˆ2X − Jˆ2Y
contains non-zero elements between rotational states of different rotational symmetry Γrot. This additional
symmetry-induced coupling directly follows from the vanishing integral rule, which states that the matrix
elements of any operator Oˆ transforming irreducible in the (E)MS group of the molecule
Eq.12a Onm 
∫
dV (ΦΓn )∗· OˆΓ ·ΦΓm
are only non-zero if
Eq.12b Γ∗n ⊗ Γ ⊗ Γm ⊇ Γts ,
with Γts denoting the total symmetric representation of the (E)MS group. :27 Consequently, the matrix
representations of BX2−Y2 and Jˆ2X − Jˆ2Y contain only non-zero elements between basis states belonging to
different irreducible representations. Therefore, the true eigenfunctions of Hˆrt of one particular symmetry
Γrt contain torsional and rotational basis functions of different symmetry.
The same holds true if the molecules are manipulated by an off-resonant laser field, see Eqs. 7 and 8 for
the definition of the Hamiltonian for the interaction Hˆint. Here, since
α(2,2)(ρ) ∼ B+1gEq.13a
D
J
m ,±2 ∼ B+1g ,Eq.13b
the field-induced coupling mediated by α(2,2)(ρ) andDJm ,±2 couples also torsional and rotational states of
different symmetry.
Let us clarify this aspect of the symmetry-induced coupling by an example. Throughout this work, we
only consider rotational-torsional states with symmetry Γrt  A+1g. As we show in Table 4 and 5 in the
supplemental material, these states can be formed by rotational and torsional basis states with symmetry
Γrot  Γtor  A+1g and Γ
rot  Γtor  B+1g, respectively. Hence, taking into account Eqs. 11 and 13, rotational
and torsional basis states with symmetry A+1g must be coupled with rotational and torsional basis states
with symmetry B+1g to fulfill Eq. 12b. As the product of both rotational and torsional basis functions
must always have A+1g symmetry, the coupling of rotational states with A
+
1g and B
+
1g symmetry is always
accompanied by a coupling of torsional states with A+1g and B
+
1g symmetry. Thus, the rotational and
torsional states are symmetry coupled by the operators Eqs. 11 and 13, and we cannot formulate selection
rules, i.e. find the non-zero matrix elements of Hˆrt and Hˆint, for the rotational states without taking into
account the selection rules for the torsional states.
Taken all together, all three aspects of the symmetry-induced coupling prevent that we can model the
control of the torsion as being independent of the rotations of G16-type molecules. Although we do not
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systematically study the symmetry-induced coupling in this publication, we stress that most studies on
torsional alignment ignore all aspects of the symmetry-induced coupling discussed, :1–4,6,8–10,12–14,19 and
therefore, their conclusions need to be reevaluated.
§D Rotational-torsional couplings and the two-dimensional model
The last aspect being important to follow our arguments is which type of couplings occur in a 2D treatment
of torsional control. The 2Dmodel that has become so popular to describe the rotational-torsional motions
molecules during the last decades :2,3,5,10,12,13,15,16,35 premises the molecules to be perfectly aligned along
their axis of torsion. Consequently, if we use this model, we presuppose that the first step of the two-step
mechanism illustrated in Fig. 1 was realized successfully.
If the molecule-fixed eZ-axis is parallel or anti-parallel to the space-fixed ez-axis, and therefore to the
polarization vector of the first laser pulse, θ  {0, pi}. Then, the angle φ is redundant, and we can choose
φ  0. Calculating the limit θ → 0 and φ → 0 in Eqs. 1, we obtain the field-free Hamiltonian for the
remaining two coordinates, χ and ρ,
Eq.14 Hˆ2D  A
~2
Jˆ2Z +
F
~2
Jˆ2ρ + E
el
0 (ρ) .
The eigenfunctions of Hˆ2D can be written as
Eq.15 Φ2Dk ,nρ (χ, ρ)  Φrotk (χ)·Φtornρ (ρ) ,
where the rotational eigenfunctions are
Eq.15a Φrotk (χ)  1√2pi exp (ikχ)
and the eigenfunctions of the pure torsional Hamiltonian, Φtornρ (ρ), we expand according to
Eq.15b Φtornρ 
∑
kρ
cnρ ,kρΦkρ (ρ)
with
Eq.15c Φkρ (ρ)  1√2pi exp
(
ikρρ
)
.
As the rotational constant A in Eq. 14 is independent of ρ and Hˆ2D contains no explicit cross terms, the
rotation and torsion are not quantitatively coupled in the 2D case. Hence, no field-free coupling arises
when employing 2D model.
Analogously, by setting θ  0 and φ  0 in Eqs. 8, we obtain for the interaction of the molecule with the
second laser pulse
Eq.16 Hˆint2 (t)  − |2(t)|
2
4
(
α(0,0)√
3
− α
(2,0)
√
6
+ 2α(2,2) cos(2χ)
)
,
see also Appendix A. Due to the last term on the right-hand side of Eq. 16, in the 2D model rotations
and torsions are coupled by the field. Thus, contrary to the field-free rotational-torsional coupling, the
field-induced coupling occurs as well in the 2D treatment of torsional control.
Likewise, the last type of coupling, the correlation of the torsional and rotational symmetries, is also
present in the 2Dmodel: As the symmetry-induced coupling originates from the transformation properties
of the angles χ and ρ, the rotational and torsional symmetries are still correlated. :29
In summary, rotational-torsional couplings are also present when we use the 2D model to describe the
torsional control of non-rigid molecules. Only the field-free coupling is vanishing if the molecules are
9
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Fig. 3
An illustration of our approach to solving the 4D Schrödinger
equation(s) for the scenario we illustrate in Fig. 1.
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assumed to be perfectly aligned along their main principal axes. We study the influence of the rotational-
torsional coupling in detail in Section 4. Yet, we can already conclude from the comparison of the 4D and
2D model that “the rotational-torsional coupling” cannot be the only reason for a potential disagreement
of both descriptions, as certain types of couplings are considered in both models.
3. A numerical approach to four-dimensional torsional control
To simulate the two-step mechanism of molecular alignment from Fig. 1 we numerically solve the time-
dependent Schrödinger equation by transforming it into a matrix problem, using an expansion into
energy-eigenfunctions. To minimize the drawbacks of this ansatz, we make use of symmetry arguments,
thus characterizing our method as a symmetry-adapted variational approach to torsional control. We
illustrate the strategy we employ here in Fig. 3.
Using group theory, we derive the symmetry adapted form of the matrix representations for the field free
and field matter Hamiltonians. We obtain the required molecular parameters with quantum chemistry
and use a symmetry adapted fitting procedure to implement the data in our numerical code. To solve
the time-dependent Schrödinger equation, we use two different approximations, the adiabatic and the
sudden approximation. Physically, they reflect the two limiting cases of molecular alignment we are
considering here, the adiabatic :32,36 and impulsive :31 regime. In both cases, we transform the time-
dependent Schrödinger equation into a symmetry adaptedmatrix problem and calculate their solutions by
diagonalizing the matrix representation of the respective Hamiltonian. Finally, we determine and compare
the relevant expectation values, namely the alignment factor 〈cos2 θ〉 and the torsional alignment factor
〈cos2 2ρ〉 in the 4D model and the torsional alignment factor in 2D model, see Fig. 1 for an illustration.
In the present Section, we limit our discussion on the conceptional aspects that are necessary to understand
our results from Sections 4. For technical details of our numerical code see in particular Appendix B and
C. A critique of our approach we develop in Section 5.
§A Adiabatic and non-adiabatic alignment as two limiting cases of the time-dependent
Schrödinger equation
When the molecules are interacting with the first, off-resonant, moderately intense, nanosecond laser
pulse, pendular states are created by the field. :36 If the laser pulse varies sufficiently slowly, we can
assume the molecular eigenstates to be adiabatically evolving into the pendular states, using the adiabatic
theorem of quantum mechanics. :37 Then, we can approximate 1(t) ≈ max1 during the pulse and, as a
consequence, the Hamiltonian for the molecule interacting with the first laser pulse
Eq.17 Hˆfd  Hˆrt + Hˆint1
10
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is time-independent, see Eqs. 1, 1a, 1b, 8 and 8a for the definition of Hˆrt and Hˆint1 , respectively. The
Hamiltonian Hˆfd being time-independent allows us to find the pendular statesΦfdnfd and the corresponding
field-dressed energies Efdnfd from solving the eigenvalue equation
Eq.18 HˆfdΦfdnfd  EfdnfdΦfdnfd .
Numerically, we calculate Φfdnfd and E
fd
nfd by expanding Φ
fd
nfd into a symmetry-adapted basis, see Subsection
B of this Section and Appendices B and C for a more elaborate outline. The expansion coefficients we
then find from diagonalizing the matrix H rt + H int1 , where we define
Eq.19 H int1  −|max1 |2W1
and the operator Wˆ1, corresponding toW1, is readily identified from Eqs. 8 and 8a.
Once the molecules have adiabatically evolved into a pendular state, a second, off-resonant, femtosecond
laser pulse is applied to the system. Thus, wave packets composed of pendular states are created by the
field
Eq.20 Ψ (t) ∑
nfd
cnfd(t0+) exp
(
− i
~
Efdnfd t
)
Φfdnfd ,
with t0+ denoting the time at the end of the pulse, and t ≥ t0+ .
To obtain the coefficients cnfd(t0+), we make use of the sudden approximation. :38,39 Within this approxi-
mation, the exact wave function at the end of the second laser pulse is approximated by
Eq.21 Ψ (t0+)  exp
(
− i
~
∫ t0+
t0−
Hˆint2 dt
)
Ψ (t0−) ,
where Ψ (t0−) denotes the wave function of the system before interacting with the laser pulse, and Hˆint2 is
defined in Eqs. 8 and 8b. This allows us to introduce the operator
Eq.22a Hˆint2  22 Wˆ2 ,
where Wˆ2 has the same structure as Wˆ1 in Eq. 19, and we defined the integrated electric field strength
Eq.22b 22 
∫ t0+
t0−
|2(t)|2dt .
As 22 is integrated over time, the pulse shape plays no role when the sudden-approximation is used to
describe impulsive alignment. In our calculations we assumed throughout a Gaussian-like laser pulse
Eq.23 (t)  0 exp
(
−2 ln 2
t21/2
t2
)
,
having the effective intensity
Eq.24 I0  12µ0c |0 |
2 ,
where, in Eq. 23 t1/2 is the time of the FWHM, not the total pulse length.
In practice, we obtain the coefficients in Eq. 20 by expanding Ψ (t0+) in terms of symmetry-adapted basis
functions, see Subsection B of this Section and Appendices B and C for details. Then, solving Eq. 21 is
equivalent to finding the solution of the matrix equation
Eq.25 c(t0+)  exp
(
− i
~
2W
)
c(t0−) ,
where the column-matrices c(t0±) contain the expansion coefficients of the wave packets.
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As wave functions are not directly accessible in an experiment, we need to calculate the expectation values
of observable quantities. In case of alignment studies these observables are the alignment factors. The
alignment along the main principal axis of the molecules is characterized by the expectation value
Eq.26a Aθ(t)  〈cos2 θ〉  〈Ψ (t)|cos2 θ |Ψ (t)〉 ,
where
Eq.26b Aθ(t0−)  〈Φfd0 |cos2 θ |Φfd0 〉 .
If Aθ is one, all molecules are aligned along the field axis; if Aθ is zero, all molecules in the probe are
aligned perpendicular to the field; under thermal conditions the alignment factor Aθ is 1/3; see also Fig. 1
for a graphical illustration of Aθ.
Whether or not the control of the torsional degree of freedom by the laser fields was successful, we can
learn from the torsional alignment factor
Eq.27a A2ρ(t)  〈cos2 2ρ〉  〈Ψ (t)|cos2 2ρ |Ψ (t)〉 ,
where, again,
Eq.27b A2ρ(t0−)  〈Φfd0 |cos2 2ρ |Φfd0 〉 .
In case the dihedral angle γ  2ρ is 90◦ for all molecules in the probe, A2ρ  0; if γ is 0◦ for all molecules,
A2ρ  1; the equilibrium value of A2ρ is determined by the shape of the torsional potential Etor0 (ρ); for a
classical illustration of A2ρ see Fig. 1.
The time-evolution of the expectation values Aθ and Aρ is the basis of our analysis of what the conditions
are for the 2D model to be a reliable approximation. We present our results of the simulations for Aθ and
Aρ for different molecules, see Fig. 2, and laser pulse intensities, c.f. Eq. 24, in Section 4.
§B The symmetry-adapted variational method
To actually solve Eqs. 18 and 25 numerically, we need to choose a basis. Throughout this work we employ
the ansatz
Eq.28 Φrt ∑
kρ
∑
J,k ,m
ckρ , J,k ,mΦkρ (ρ)·ΦJ,k ,m(θ, φ, χ) ,
where the free rotor basis functions for describing the torsional degree of freedom ρ are defined in Eq.
15c, and
Eq.28a ΦJ,k ,m 
√
2J + 1
8pi2
(
D
J
m ,k(θ, φ, χ)
)∗
are the rotational eigenfunctions of a symmetric top as a function of the Euler angles θ, φ, χ, withDJm ,k
denoting the elements of the rotation matrix for the symmetric top quantum numbers J, k ,m. :33
Contrary to earlier studies, :11,18,20 we do not use a grid-based method. For two reasons: :40 First, due
to singularities, a large number of basis functions are necessary to adequately represent the field-free
Hamiltonian numerically. Using a grid-based method would therefore limit our studies to very low laser
intensities to give reliable results. Second, when employing the grid method, the matrix representations
of the Hamiltonians we use to describe the process of alignment contain non-vanishing elements between
states of different m and k, leading to numerical inaccuracies, known as m-mixing problem.
If we use the ansatz Eq. 28, we can avoid the issue of m-mixing, but we still face the problem of unfeasible
basis set sizes. One common approach to reduce the demand of numerical calculations is using molecular
symmetry. We thus use the EMS group G16(EM) we have introduced in Subsection C of Section 2 to
construct a symmetry-adapted basis out of the “primitive” basis functions Eq. 28.
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Table 1
The rotational constants A, B and the reduced rotational constant Bred for the molecules we are investigating here; see also Fig. 2.
For the torsional constant holdsF  A. The point-group of the optimized structure is denoted as Gref. The constants A, B are given
in units of 10−3meV.
Molecule A B Bred Gref
B2F4 21.720 8.457 0.195 D2h
Biphenyl 12.000 2.287 0.087 D2h
DBBP 11.960 0.369 0.015 D2h
Biazu 5.965 0.560 0.047 D2d
AAC 0.937 0.357 0.190 D2d
The symmetry-adapted basis functions for the rotations are Wang-functions :41
Eq.29a Φ±J,K,m ≡ 1√2
(
ΦJ,K,m ± (−1)JΦJ,−K,m ) , K ≡ |k | , 0 ,
where ΦJ,±K,m denote the symmetric top eigenfunctions from Eq. 28a. For k  0 holds
Φ+J,0,0 ≡ ΦJ,0,0 if J is evenEq.29b
Φ−J,0,0 ≡ ΦJ,0,0 if J is odd.Eq.29c
The symmetry-adapted basis for the torsion, on the other hand, is given by
Φ+Kρ ≡
1√
pi
cos
(
Kρρ
)Eq.30a
Φ−Kρ ≡
1√
pi
sin
(
Kρρ
)Eq.30b
for Kρ  |kρ | , 0; for kρ  0
Eq.30c Φ+0 ≡ 1√2pi .
The functions Eqs. 29 and 30 transform irreducible in the group G16(EM); their irreducible representa-
tions Γrot and Γtor are shown in Table IV of the work ofMerer/Watson, :26 which we also provide in
the supplemental material. The exact eigenfunctions of any Hamiltonian we consider here are linear
combinations of products of Φ±J,K,m and Φ
±
Kρ
having the same product symmetry Γrt  Γtor ⊗ Γrot. Thus,
the matrix representation H , written in the symmetry-adapted basis, decomposes into blocks according
to theses symmetries. :42 Numerically, a convenient way to transform H to the symmetry-adapted basis is
to use special projection operators, :42 see Appendix C for our implementation. Once we have obtained
the matrix H in the symmetry-adapted basis, we can diagonalize each of the symmetry blocks separately,
reducing the numerical effort substantially.
Yet, not every product of rotational and torsional basis functions in Eq. 28 is symmetry-allowed; they
need to be combined in a specific way. As we pointed out in Subsection C of Section 2, the product
representation Γrt is only allowed to contain single-valued irreducible representations, :27 otherwise
the wave function Φrt would be double-valued. :27,30 The combinations that fulfill this condition are
summarized in Table IV of the work ofMerer/Watson :26 , see also the supplemental material. Hence,
only rotational and torsional basis states are compatible of which quantum numbers K and Kρ both are
either even or odd, reflecting the symmetry-induced coupling of rotations and torsions. This aspect is
ignored by most studies on torsional alignment :8,9,19 and is also relevant for molecules with non-identical
moieties. :28 In the following, we only consider states of A+1g-symmetry, i.e. states having the symmetry of
the rotational-torsional ground state.
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§C Getting the molecular parameters: quantum chemistry
The Hamiltonians for the field-free rotational-torsional motions, Eqs. 1, 1a and 1b, and for the field-matter
interaction, Eqs. 8, 8a and 8b, both depend on parameters being characteristic for each molecule: the
rotational constants A and B; the torsional constantF and the torsional potential Eel as a function of the
torsion angle ρ; and the components of polarizability tensor αqq , also being a function of ρ. To obtain all
relevant quantities, we performed quantum chemical calculations using Density Functional Theory with
B3LYP as correlation-exchange functional and an aug-cc-pVTZ basis set. The program package of our
choice was QChem. :43
The rotational constants A and B we obtained from a geometry optimization. We either optimized the
planar structure, having D2h point-group symmetry, or the orthogonal structure with D2d point-group
symmetry, depending on which of the configurations is lower in energy for the respective molecule. Table
1 shows the results for the molecules from Fig. 2. There, we also display the reduced rotational constant
Bred, c.f. 3: Clearly, for most of the molecules, Bred is small; with the exception of AAC and B2F4, the
conditions Eqs. 5 are reasonable approximations. The results from Table 1 suggest that the influence of the
field-free coupling is small, and therefore has only little influence on the success of torsional alignment,
as we shall also see in Section 4.
To calculate the torsional potential, we performed a potential scan by varying the torsional angle ρ in
increments of 5◦ without allowing the other internal coordinates to relax. As reference structure we
used either the D2d or D2h configuration, see Table 1. Not allowing the molecule to relax, guaranteed a
D2-symmetry while the molecules undergo torsion, which is important to ensure that the polarizability
tensor and the moment of inertia tensor remain diagonal simultaneously. Analogously, we calculated
the components of the polarizability tensor by varying the torsional angle ρ in increments of 5◦. We
would like to stress that a scan with allowing the structure of the molecules to relax has lead to only small
corrections of both, the polarizabilities and the torsional potential, which can be neglected.
To actually implement the quantum chemical result for Eel(ρ) and αqq(ρ), we interpolate the data and
expand them in terms of analytical functions. The details of this procedure we describe in the next two
Subsections. A critique of our approach to obtaining the molecular parameters quantum chemically we
offer in Subsection H of Section 5.
§D Symmetry-adapted torsional potentials
Once we have calculated the molecule-specific quantities we need to represent them numerically. As it
allows us to calculate the matrix elements of the Hamiltonian Hˆrt analytically, we expand the torsional
potential in terms of a Fourier series
Eq.31 Eel0 (ρ) 
∞∑
s0
Vs cos(sρ) +
∞∑
a1
Va sin(aρ) .
The symmetry of the field-free rotational-torsional Hamiltonian limits the number of non-zero coefficients
in the expansion Eq. 31. As Hˆrt is invariant in G16(EM), the torsional potential must transform according
to the total symmetric representation A+1g. The only functions fulfilling this conditions are
Eq.32 cos(4nρ) ∼ A+1g ;
all remaining terms in Eq. 31 are necessarily vanishing.
Hence, we can expand the torsional potential according to
Eq.33 Eel0 (ρ)  Vtor0
N∑
n0
Vn cos(4nρ) ,
14
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Table 2
List of the parametersVn ,Vtor0 and ∆E
el
0 for the molecules we study here; see also Fig. 2. The parameter ∆E
el
0 is defined in Eq. 34;
for the meaning of the parametersVn andVtor0 see Eq. 33. The values forV
tor
0 and ∆E
el
0 are given in units ofmeV.
Molecule Vtor0 V0 V1 V2 V3 V4 V5 V6 V7 ∆E
el
0
B2F4 2.499 0.589 0.515 0.061 −0.068 0.019 −0.042 0.092 −0.008 3.080
Biphenyl 62.463 0.711 −0.416 0.581 0.141 0.004 0.002 0.006 0.003 100.463
DBBP 53.066 0.853 −0.645 0.650 0.163 −0.023 0.015 −0.013 0.003 103.015
Biazu 666.739 0.255 0.384 0.250 0.078 0.023 0.005 0.003 0.000 666.751
AAC 54.054 0.404 0.098 0.322 0.163 −0.078 0.065 0.008 −0.005 54.054
where Vtor0 denotes the torsional potential for ρ  0. We obtained the expansion coefficients Vn in Eq.
33 by numerical integration, after interpolating our quantum chemical data using the spline function of
MatLab. For Eq. 33 to be exact, N must be infinite. Yet, our calculations showed that we can adequately
reproduce our quantum chemical data, if we set N  7. A complete list of the expansion coefficients for
the molecules from Fig. 2 we display in Table 2. Since the planar configuration is not necessarily the
configuration highest in energy, we show the quantity
Eq.34 ∆Eel0  max[Eel(ρ)] −min[Eel(ρ)]
in Table 2 as well, illustrating the electronic energy difference the molecules undergo during the torsion.
The expansion of the torsional potential in terms of analytical functions allows us to calculate the elements
of the matrix representing the Hamiltonian for the pure torsion, Eq. 1b, analytically. For further details, in
particular the explicit form of these elements, see Appendix B.
§E A symmetry-adapted interaction Hamiltonian
Analogously to the torsional potential, we can use molecular symmetry to find an adequate numerical
representation of our quantum chemical results for the molecular polarizability. It is a general result from
the theory of (E)MS groups that the space-fixed components of the polarizability must remain invariant
under each operation of the (E)MS group. As the polarization vector of the external field transforms
invariantly in the MS group too, the Hamiltonian Eq. 7 has to transform according to the total symmetric
representation in the (E)MS group of the molecule under consideration. :27,44,45
Using this argument, we can draw some general conclusions about the symmetry conditions for each
term in Eqs. 8a and 8b. Particularly, it holds
Γ
[
α(0,0)
]
 ΓtsEq.35a
Γ
[
α(2,K)
]
 Γ˘
[
D2m ,k +D
2
m ,−k
]
,Eq.35b
where Γts denotes the total symmetric representation of the (E)MS group of the molecule, and Γ˘ is the
contragredient representation of Γ. Here, we used the general theorem that the direct product of two
irreducible representations Γi , Γj of any given group contains the total symmetric representation only if
Γi  Γ˘j 
(
Γ−1j
)T. :46 It holds furthermore
Eq.35c Γ [α(2,0)]  Γ [D2m ,0]  Γts m  0,±2 ,
which follows directly from the transformation properties of the Wigner matrices in the MS group. :27 .
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Table 3
List of the parametersP(J,K)n and α
(J,K)
0 for the molecules we study here; see Fig. 2. For the meaning of the parametersP
(J,K)
n and
α(J,K)0 see Eq. 38. The values for the α
(J,K)
0 are given in units of 10
−40Cm2/V.
Molecule α(0,0)0 P
(0,0)
0 P
(0,0)
1 P
(0,0)
2 α
(2,0)
0 P
(2,0)
0 P
(2,0)
1 P
(2,0)
2 α
(2,2)
0 P
(2,2)
0 P
(2,2)
1 P
(2,2)
2
B2F4 7.226 1.001 −0.001 0 0.514 1.020 −0.021 0.001 0.952 0.997 −0.004 0
Biphenyl 39.194 0.978 −0.024 −0.002 15.295 0.868 0.133 −0.002 8.847 −1.005 0.003 0.001
DBBP 54.555 0.968 0.034 −0.002 29.706 0.892 0.110 −0.002 8.615 −1.005 0.003 0.001
Biazu 86.980 0.949 0.051 −0.001 57.774 0.871 0.124 0.042 15.081 −1.005 0.002 0.001
AAC 119.260 0.980 0.023 −0.002 33.590 0.831 0.179 −0.008 45.851 −1.004 −0.003 0
Returning to the specific case of G16-type molecules, we can show with the help of the character table
displayed in Table IV of the work ofMerer/Watson :26
D2m ,0 ∼ A+1g m  0,±2Eq.36a
D2m ,2 +D
2
m ,−2 ∼ B+1g m  0,±2 .Eq.36b
Consequently, for the molecule-fixed, irreducible components of α must hold
α(J,0)(ρ) ∼ A+1g J  0, 2Eq.37a
α(2,2)(ρ) ∼ B+1gEq.37b
for Hˆinti , i  1, 2, 3 to be invariant in G16. Here, we used that for all irreducible representations of G16
holds Γ˘j ' Γj .
Equations 35 clearly show us: quantum chemical results for the polarizability can not be modeled in an
arbitrary fashion. For G16-type molecules they have to be written as
Eq.38 α(J,K)(ρ) ≈ α(J,K)0
N∑
n0
P
(J,K)
n cos
((4n + K)ρ) ,
since
cos(4nρ) ∼ A+1Eq.38a
and
cos((4n + 2)ρ) ∼ B+1Eq.38b
if n is integer. In Eq. 38, α(J,k)(ρ  0) ≡ α(J,K)0 with J  0, 2 and K  0, 2, respectively. Furthermore, our
quantum chemical results show that in good approximation for all molecules we are studying here, we can
truncate the expansion Eq. 38 at N  2. All relevant parameters we need to calculate the polarizabilities
for the molecules from Fig. 2 are summarized in Table 3. Using the model for the interaction we developed
here, we are able to consistently describe the alignment of G16-type molecules.
§F Additive and non-additive models for the molecular polarizability
In many studies on torsional control, however, a simplified model for the interaction was used, which is
based on the additivity scheme of molecular properties. :5,10–13,15,16,18,20 If we employ the additive model, we
assume the polarizability of themolecule to be a sumof the polarizabilities ofmolecular subunits. :47 Using
this scheme, the Hamiltonian Hˆint, c.f. Eq. 7, for a circular-polarized laser pulse in the four-dimensional
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case is explicitly given by :18
Eq.39 Hˆint  − |(t)|28
(
α(0,0)0 − α(2,0)0 cos2 θ + α(2,2)0 sin2 θ cos 2χ cos 2ρ
)
,
see Eqs. 47 in Appendix A for the definitions of the irreducible components of the molecular polarizability.
By comparing Eqs. 7, 8 and 38 with Eq. 39 we conclude that we obtain the Hamiltonian within the additive
model by only taking the leading terms of the expansions from Eqs. 38 into account. Consequently, the
additive model is a good approximation if the Fourier series are converging reasonably fast. From this it
also follows that the field-induced rotational-torsional coupling is minimized if the additive model is
applied. Then, only one term of the polarizabilities depends on ρ, limiting the possible excitations due to
the external fields.
As Table 3 shows, some molecules we are considering here meet the conditions prescribed by the additive
model. The component α(2,2) of B2F4, for example, can be written in very good approximation as
Eq.40 α(2,2) ≈ α(2,2)0 cos 2ρ ,
while the change of the other two components, compared to the change in α(2,2), is negligible and they
can be therefore considered to be constant. For the other molecules, however, the torsional dependence of
α(0,0) and α(2,0) need to be taken into account. As a general trend, one might say, the additive model is the
worse the more polarizable the molecules under consideration are.
4. On the two-step model
Recently, we have presented some of our main results on the systematic comparison of the 4D model with
the conventional 2D approach to torsional control. :25 In the following, we cast a more detailed glance on
our findings. Not only we give more examples that underline our recently published interpretations; we
also argue why the broad conclusions of earlier studies :11,18,20 are limited to the scenario they consider, and
why their calculations could be generally flaweddue to a lack of convergence. To address the critique raised
in theseworks, we systematically study the influence of the field-free andfield-induced rotational-torsional
coupling on the rotational-torsional alignment for the molecules from Fig. 2. Moreover, we discuss in
detail what the conditions are for the 2D model to be a reasonable approximation to the 4D model, and we
illustrate why the theoretical description of the polarizability is closely related to answering this question.
We therefore provide the theoretical basis why in certain cases we have to extend the conventional 2D
model towards a generalized 2D model. We close this Section with a detailed theoretical analysis of our
results in order to underscore why our conclusions are general.
§A General results from specific examples? Our approach
But how can we, at all, draw general conclusions? The greatest challenge in molecular physics is the
complexity of molecules, making every molecule a specific example and formulating general rules that
apply to every molecule difficult, if not impossible. Limiting the theoretical framework to the closed-
system semi-rigid-rotor approach, we are able to fully characterize different molecules by a small set
of numbers: the rotational constants A,B, the torsional potential Eel0 (ρ), and the components of the
molecular polarizability α(J,K), see Tables 1, 2, and 3, respectively. However, using this rather simple
approach, we ignore a number of phenomena that may have an impact on torsional control, depending
on the experimental setup, which we discuss in Section 5.
Moreover, to directly compare the molecules, we adjust the torsional barrier and the field strength for
each molecule to a reference system, which we choose to be B2F4. For all remaining molecules from Fig. 2,
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Fig. 4
Alignment factors 〈cos2 2ρ〉 (a) and 〈cos2 θ〉
(b) of Biphenyl after interacting with a short, x-
polarized pulse with intensity I2  5.4 TW/cm2
and duration τ  150 fs. The solid curves
display the results of four dimensional simu-
lations in the presence of a z-polarized pulse
with I1  0, 59.5, 297.5GW/cm2. Time is given in
units of t0  ~/A  54.8 ps. For all calculations
Jmax  20.
we scale the effective torsional barrier
Eq.41 Veff ≡ V
tor
0
F
such that it is identical with the effective barrier of B2F4. Accordingly, we adapt the effective field strength
Eq.42a P(2,2)1 ≡ α(2,2)0 · |max1 |2
for the nanosecond pulse E1 and
Eq.42b P(2,2)2 ≡ α(2,2)0 · 22
for the femtosecond pulse E2. We pursued a similar strategy in earlier works. :13,45,48
We stress, however, that in contrast to symmetric tops and linear molecules, it is not possible to define
a dimensionless form of the Schrödinger equation that is identical for all molecules. The explicit shape
of the torsional potential Eel0 (ρ), Eq. 33, the coordinate dependence of the polarizabilities α(J,K), Eq. 38,
and the ratio of the rotational constants A and B is different for all molecules we consider here. We are
therefore not able to completely eliminate the molecule-specificity of our results. Yet, as we show hereafter,
we still can identify fundamental mechanisms that are decisive for answering the question if the 2D model
is a good approximation to the 4D approach to torsional control. In this Section, we limit our discussion
to some illustrative results; in the supplemental material, we provide more examples that strengthen the
arguments we present in the following.
§B Torsional alignment in four dimensions: a second look
As a first example, we discuss the rotational-torsional alignment of Biphenyl. In Fig. 4, we show the
rotational (lower panel) and the torsional (upper panel) alignment factors, Aθ  〈cos2 θ〉 and A2ρ 
〈cos2 2ρ〉, from 4D calculations for three different adiabatic pulse strengths, I1  0, 59.5, 297.5GW/cm2,
and for a femtosecond laser pulse with intensity I2  5.4 TW/cm2. We compare them with 2D calculations
for I2  5.4 TW/cm2, which are depicted by black dotted lines.
The best agreement between the 2D and 4D simulations we obtain for moderate adiabatic pulse strengths
(green line in the upper panel of Fig. 4). Here, the 2D model almost completely reproduces the torsional
alignment A2ρ obtained from 4D calculations. We can also see that the variation of A2ρ is reduced if no
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Fig. 5
Alignment factors 〈cos2 2ρ〉 (a) and 〈cos2 θ〉
(b) of AAC after interacting with a short, x-
polarized pulse with intensity I2  1.04 TW/cm2
and duration τ  150 fs. The solid curves dis-
play the results of four dimensional simula-
tions in the presence of a z-polarized pulse
with I1  0, 0.9, 4.5GW/cm2. Time is given in
units of t0  ~/A  702.2 ps. For all calculations
Jmax  20.
adiabatic field is applied (blue line in the upper panel of Fig. 4), and thus, no attempt is made to align
the molecules along their main principal axis. If, on the other hand, the intensity of the adiabatic pulse
is very high (red line in upper panel of Fig. 4), the agreement between 2D model and 4D is again less
pronounced than for an adiabatic pulse with moderate intensity, a result that we have also observed for
B2F4. :25 We find it important to note, however, that the change in A2ρ due to the interaction with the
laser pulses is highest for the strongest adiabatic pulse. Here, the 2D model underestimates the degree of
torsional alignment. Contrary to earlier studies :20 we therefore conclude that less congruence between
2D and 4D simulations does not necessarily correspond to a worse alignment within the 4D model.
As we consider Biphenyl, one of the most intensively studied molecules when it comes to strong field
control of torsions, we should commentmore extensively on some of the differences of our study compared
to earlier works. :11,13,15,16,18,20 These disparities derive in parts from different quantum chemical results
on the torsional potential, a different definition of the torsional constant, and a different description of
the molecular polarizabilities. To describe the molecular polarizabilities, for example, all of the cited
studies use the additive model, leading to very different degrees of torsional excitation, as we discuss
in Subsection D of this Section. Further, the shape of the torsional potential can substantially differ if
different quantum chemical methods with different basis sets are employed. :15,16 Hence, to compare our
studies to earlier works, these differences in methodology have to be taken into account.
For the rotational motion, our results show that the adiabatic pulse effectively aligns the molecules
along their principal axis, see green and red lines in lower panel of Fig. 4. Even for moderate field
intensities (green line), the molecules show almost perfect alignment. Moreover, we see that the rotational
alignment factors change only little in time, irrespective of the pulse strength. Thus, the rotational motion
perpendicular to themain principal axis occurs on a timescale that is significantly longer than the timescale
on which the torsional dynamics takes place.
Consequently, in case of Biphenyl, we observe the same behavior we have seen earlier for B2F4, see Fig.
2 in Ref. 25. For moderate adiabatic pulses, the presumption of the two-step mechanism illustrated in
Fig. 1 is acceptable: the first laser pulse effectively controls the rotation, before the femtosecond laser
pulse selectively excites the torsional motion of the molecule. We have found similar results for almost all
molecules from Fig. 2; an exception is Biazu, as we shall see in Subsection D of this Section.
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§C How important are field-free rotational-torsional couplings?
In the following, we examine inmore detail the argument that rotational-torsional couplings are the reason
why in previous studies :11,18,20 the torsional alignment has been seen to be reduced in 4D simulations when
compared to 2D simulations. Yet, as we have pointed out in Section 2 and in the previous Subsection, the
mechanisms of rotational-torsional couplings are complex; here, we unravel the influence of the field-free
coupling on the rotational and torsional alignment of the molecules from Fig. 2. Researching this type of
coupling is crucial as it is inherent to the molecule. Being completely determined by the reduced rotational
constant, it cannot be controlled, or even modified by the external laser field. To quantify the impact of
the field-free rotational-torsional coupling, we have run simulations applying the conditions Eqs. 5 in
order to eliminate the coupling and compared them to simulations including the full coupling.
Consider AAC as a first example. Among the molecules we have studied, it has one of the largest
reduced rotational constants (Bred  0.19, see Table 1), which is why we expect the influence of the
field-free coupling on the rotational-torsional alignment to be most distinct. Figure 5 shows the rotational
(lower panel) and the torsional (upper panel) alignment factors, Aθ and A2ρ, for three different adiabatic
pulse strengths, I1  0, 0.9, 4.5GW/cm2, and for a femtosecond laser pulse with intensity I2  1.04 TW/cm2.
Calculations including the field-free coupling are depicted by solid lines; calculations without field-free
coupling correspond to dashed lines. Clearly, the field-free coupling has only little influence on the
alignment, in particular on the torsional alignment factor. For the rotations, simulations with and without
the field-free rotational-torsional coupling differ more. Here, the influence of the field-free coupling
is most distinct for adiabatic pulses with high intensity (red lines), while for the torsion the field-free
coupling is visible the most in case no adiabatic pulse is applied (blue lines). For rotations, the influence
of the coupling is negative, i.e. it reduces the alignment factor Aθ compared to simulations neglecting the
coupling. Moreover, we see that the effect of the field-free coupling on the rotational-torsional alignment
becomesmore influential as time evolves. This effect was also observed for other types of couplings. :16,49,50
For B2F4, which has a comparable rotational constant, we have obtained similar results as for AAC, see
Ref. 25.
For Biphenyl, we observe an even less pronounced effect; compare dashed and solid lines in Fig. 4. Having
a very small reduced rotational constant (Bred  0.087, see Table 1), the field-free coupling has almost no
influence on the alignment factors for rotations and torsion alike. The same effect we have seen for DBBP,
see Fig. 3 in Ref. 25, and we can also observe it for other molecules, see supplemental material. Thus,
while the field-free coupling has indeed a negative effect on the rotational alignment, the effect is rather
small, even for molecules with large Bred.
§D The crucial role of field-induced couplings: the additive model and torsional alignment
The prima facie presumption is therefore that the disagreement between 2D and 4D simulations, if it occurs,
is a result of the field-induced coupling. As we explain in Subsection B of Section 2 and F of Section 3,
this type of rotational-torsional coupling is directly related to the polarizability of the molecule, and it
is minimized if we use the additive model instead of the full quantum chemical model to describe the
molecular polarizabilities. In what follows, we compare the impact both models have on the rotational-
torsional alignment. We discuss Biazu as an example. Table 3, line 4 shows us that for this molecule in
particular, the additive model is a bad approximation. We therefore expect the effect of the field-induced
coupling to be most visible.
First, we consider the scenario where no adiabatic pulse is applied and the intensity of the femtosecond
pulse is I2  3.42 TW/cm2. The upper panel of Fig. 6 displays the torsional alignment obtained from 4D
(solid brown line) and 2D (dotted brown line) simulations employing the additive model and compares
them to 4D calculations with the full form of the polarizabilities (blue line). We observe that the torsional
alignment factor obtained from 4D simulations with additivemodel and the full form of the polarizabilities
differ: here, the additive model slightly underestimates the degree of torsional alignment. Moreover,
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Fig. 6
(a): Torsional alignment factor 〈cos2 2ρ〉 for Bi-
azu after interacting with a femtosecond laser
pulse of intensity I2  3.42 TW/cm2 and dura-
tion τ  150 fs in case no nanosecond pulse is
applied first. Calculations with the full form of
the polarizabilities are depicted in blue, calcula-
tions using the additive model are represented
by brown lines; 2D simulations with quantum
chemical polarizabilities are pictured by black
dotted lines, 2D simulations using the additive
model are illustrated by dotted brown lines.
Time is given in units of t0  ~/A  110.4 ps.
(b): Analogue calculations for a nanosecond
pulse with intensity I1  85GW/cm2.
the 2D simulations with the full form of the polarizability almost coincides with the corresponding 4D
simulations, an exception to the results from other molecules, as mentioned in Section B. This is at first
glance surprising, since the 2D model assumes perfectly aligned molecules while in the 4D simulations,
the angular distribution of the molecules is isotropic. We attribute this effect to the strong ρ-dependence
of the term α(0,0), see line 4 in Table 3, since this term leads to excitation of torsion independent from the
rotational state of the molecules, see Eqs. 8a and 8b.
Comparing the 2D with employing (brown dotted line) and without employing (black dotted line) the
additive model with 4D simulations (solid brown line) based on the additive model, we also learn that the
2D simulations clearly overestimate the degree of torsional alignment. Yet, we also observe that the 4D
simulations using quantum chemical polarizabilities and the 2D simulations are in better agreement than
the 2D simulations and the 4D simulations based on the additive model. Thus, if the additive model is
employed and the field-induced coupling is minimized, the torsional alignment is underestimated indeed.
These results support the argument of earlier studies, :11,18,20 which considered exactly this case.
The picture changes, however, if we turn to the case in which the molecule interacts with a nanosecond
pulse while a short pulse excites a rotational-torsional wavepacket. In Fig. 6, lower panel, we show our
results for I1  85GW/cm2 and I2  3.42 TW/cm2. Considering 4D simulations using the full form of the
polarizabilities (red line) and comparing them with respective simulations without applying an adiabatic
pulse (blue line in the upper panel of Fig. 6), the torsional alignment factor is already increased at t  0.
In this case, the pendular state created by the nanosecond pulse contains not only excited rotational states;
the first and second excited torsional states are also populated, as it can be seen in the upper panel of Fig.
7. The adiabatic excitation of torsional states is a result of the strong ρ-dependence of the polarizabilities,
in particular of the terms α(0,0) and α(2,0), see line 4 in Table 3. Thus, continuing our discussion from
Section B, aligning Biazu adiabatically with a strong nanosecond laser pulse represents a case where the
ρ-dependence of α(2,0) is so strong that the molecule cannot be aligned without exciting torsional states.
An analogue effect of adiabatic torsional alignment, we also observed for AAC, see Fig. 5, and DBBP see
Fig. 4 in Ref. 25.
Furthermore, these results support our conclusion that within the additive model for the molecular
polarizabilities, which neglects the ρ-dependence of α(2,0), the field-induced coupling is minimized. When
employing the additive model, no excited torsional states contribute to the pendular state, see lower panel
of Fig. 7, and thus no adiabatic torsional alignment occurs, as it can be seen from the brown line in Fig. 6,
right panel. Notably, if we apply the additive model and therefore minimize the field-induced coupling,
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Fig. 7
Expansion coefficients from Eq. 28 for the low-
est pendular state of Biazu after interacting
with a nanosecond laser pulse having the in-
tensity I1  85 TW/cm2 with and without em-
ploying the additive model for the molecular
polarizabilities.
the 2D model (brown dotted lines in Fig. 6) does not overestimate but it underestimates the degree of
torsional alignment. Hence, contrary to earlier findings, :20 2D calculations using the additive model
underestimate the degree of torsional alignment in certain cases.
Based on our results, we can moreover relate the validity of the 2D model and the additive model. Using
the 2D model, we assume that the molecules a perfectly aligned without exciting any torsional states.
This assumption is only valid if the ρ-dependence of α(2,0) can be neglected, as it is done within the
additive model. If we apply the additive model, 2D and 4D simulations agree almost perfectly; see left
and middle panel of Fig. 6. Consequently, if the additive model is a good approximation to the molecular
polarizabilities, the 2D model reproduces the torsional alignment obtained from a 4D calculation. This
coincidence of 2D and 4D simulations based on the additive model we observe for all molecules we have
studied; see supplemental material and Fig. 4 in Ref. 25. By tendency, the correlation of both approaches
is the more pronounced the more intense the adiabatic laser pulse is.
Summarizing Subsections B, C, and D, we identify four main results giving some indication about the
nature of the rotational-torsional couplings: (1) the dominant coupling effect is the field-induced rotational-
torsional coupling; (2) the effects originating from the field-induced coupling are not necessarily negative,
but they rather assist the torsional alignment; (3) if the field-induced coupling is minimized, e.g. by
employing the additive model, good, if not excellent agreement between 2D and 4D model is expected;
and (4) if the additive model fails because of a strong ρ-dependence of the polarizabilities, additional
effects occur, namely adiabatic torsional alignment during the nanosecond pulse.
§E Couplings as numerical artifacts? On convergence
Before we provide a more elaborated theoretical explanation of our results, we discuss a further important
aspect: convergence. Our studies have unearthed that convergence is crucial when calculating the
alignment factors Aθ and A2ρ. Using the example of B2F4, Fig. 8 shows calculations for different basis set
sizes, including (solid lines) and excluding (dashed lines) the field-free rotational-torsional coupling. In
all calculations, I1  5 TW/cm2 and I2  50 TW/cm2; red lines represent converged calculations, i.e. Jmax  20
and Kmaxρ  250, purple lines correspond to calculations with Jmax  10 and Kmaxρ  50.
Whatwe can observe here is a distinct correlation between the basis set size and the degree of the rotational-
torsional alignment: the larger the basis set size, the less the degree of alignment is reduced as time
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Fig. 8
Alignment factors 〈cos2 2ρ〉 (a) and 〈cos2 θ〉
(b) of B2F4 after interacting with a short, x-
polarized pulse with intensity I2  50 TW/cm2
and duration τ  150 fs. The solid curves dis-
play the results of four dimensional simula-
tions in thepresence of a z-polarizedpulsewith
I1  5 TW/cm2 for Jmax  20 and for Jmax  10;
dashed lines represent calculations without
field-free rotational-torsional couplings. Time
is given in units of t0  ~/A  30.3 ps.
evolves. Consequently, the degree of alignment is underestimated if the basis set is too small. The effect is
more dominant for rotations than for the torsion.
We can understand this result if we recall that pendular states corresponding to a high degree of alignment
in θ are very narrow in the angular space, thus requiring a large number of field-free energy eigenstates
for an adequate numerical representation. Additionally, the number of energy eigenstates in the rotational
manifold is, in general, much larger than for the torsion, because there are three rotational degrees of
freedom we have to represent numerically. Hence, if we wish to describe a molecule that is highly aligned
along its molecular axis, we need a large rotational-torsional basis.
To conclude that calculations with a small basis set overestimate the rotational-torsional coupling is,
however, wrong: For small basis sets, the results from simulations including the field-free coupling are
indistinguishable from those neglecting the coupling; see purple lines in Fig. 8. This result, too, is what
youwould expect: Small basis sets are known to be inappropriate for describing energy spectra that consist
of groups of levels close in energy but with large differences between different groups. However, this is
exactly the case for field-dressed states, in which the field-free rotational-torsional coupling leads to small
energy splittings. Considering that in earlier studies on four-dimensional rotational-torsional alignment
only basis sets with Jmax  10were used, :11,18,20 we conclude that in these works the field-free coupling
is not adequately described. Very recent works on the rotational-torsional alignment of biphenyl-like
systems in electronically excited states also point to the importance of convergence when describing
rotational-torsional couplings. :23 Taking furthermore into account our results from Subsection B, C andD
of this Section, it is more likely that the negative results in Refs. 111820 are due to the lack of convergence,
rather than the field-free coupling of the rotations and the torsion.
Additionally, we see how unreliable, in general, our simulations become if we choose a small, yet nu-
merically feasible basis set size. In all of our calculations, we had to use large basis sets with at least
Jmax  20 and Kmaxρ  250 to obtain converged results. Our calculations therefore took rather long and,
more importantly, had a high demand in memory. Truly converged results we only obtained for B2F4; for
all remaining molecules, we were still able to observe slight changes in the alignment when enlarging the
basis set. Consequently, calculations for molecules like DBBP, AAC, Biphenyl and Biazu with unscaled
torsional barrier that are reliable are numerically unfeasible. To study the torsional alignment of these
systems, our conclusion is, we need to develop alternative strategies in order to reduce dimensionality
and hence the numerical effort. Taking into account that most of the systems being studied till date are of
lower symmetry, advancing such strategies becomes even more important. In case the symmetry group
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of the molecule is smaller, the number of basis states that can be coupled by the field is larger, and thus,
larger basis sets are required to describe pendular states of a given symmetry accurately. Here, we do not
discuss how to develop these methods, but we will readdress this problem in a future publication.
§F Why the conventional two-dimensional model fails
After having discussed our results in detail, we now analyze the underlying mechanisms making the
2D model a good or bad approximation to the 4D model. Therefore, we also explore what processes in
general might be responsible if the 2D model fails to describe torsional control appropriately, which might
allow us to go beyond our particular empirical findings and to draw some general conclusions under
which models of reduced dimensionality are appropriate.
To do so, we first need to reflect the implicit presuppositions the conventional 2D model makes. One
premise of the 2D model is that the molecule under consideration is perfectly aligned along its axis of
torsion, i.e. the molecule-fixed eZ-axis is parallel or anti-parallel to the space-fixed ez-axis. What remains
are the two coordinates χ and ρ, the rotation about the main principal axis and the torsion of the two
molecular moieties.
The second assumption being made within the 2D conventional approach is that neither the torsion nor
the rotation about the eZ-axis shall be excited during the alignment. This argument is reflected by the
conditions conventional studies on torsional alignment are starting from: They assume the initial state of
the molecules to be adequately represented by the ground state of the 2D field-free Hamiltonian, Hˆ2D, c.f.
Eqs. 14. :2,3,5,10,12,13,15,16,35 For this assumption to be right, the rotational projection quantum numbers k and
m as well as the torsional quantum number nρ need to be conserved during the process of alignment. To
judge this assumption, we therefore have to identify the terms in the Hamiltonians Eqs. 1 and 8 of which
excitations of these kind could originate from.
The third assumption is what we call the frozen mode approximation. When employing the conventional
2D model, it is anticipated that during the process of torsional control the rotations perpendicular to the
torsional axis can be considered to be fixed rather than adiabatically separated. Within this picture, the
torsion ρ and the rotation χ perpendicular to the main principal axis are too fast for the modes described
by θ and φ to adapt to new configurations in ρ and χ. Only if this assumption is reasonable, it is legitimate
to ignore motions along θ and φ.
In the following, we discuss the three assumptions—perfect alignment along the main principal axis,
conservation of the quantum numbers k, m, nρ, and the frozen mode approximation—separately. The first
assumption, our results confirm, is reasonable: In all of our simulations, we observe that it is possible to
almost perfectly align the molecules adiabatically with moderate intense laser pulses, see Figs. 4 and 5 in
this Section, the supplemental material, and Figs. 2 and 3 in Ref. 25. Although it might be wrong to model
the interaction with the first laser pulse as an adiabatic process, see Subsection A of Section 5, we see no
argument to assume that it is fundamentally impossible to align the molecules along their principal axis.
The second assumption, namely the condition that no torsion or rotation about the axis of torsion is excited
by the first laser pulse, is, however, dubious. The field-free and the field-induced coupling both prevent
the quantum numbers k and nρ to be conserved during the process of adiabatic alignment. To illustrate
why, we begin with recasting Eq. 1 according to
Eq.43 Hˆrt  Hˆredρ + Hˆ2D ,
where
Eq.43a Hˆredρ  BX2+Y2(ρ)~2
(
Jˆ2 − Jˆ2Z
)
+
BX2−Y2(ρ)
~2
(
Jˆ2+ + Jˆ
2−
)
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and Hˆ2D is defined in Eq. 14. In Eq. 43a, we used the identity
Eq.43b Jˆ2X + Jˆ2Y  Jˆ2 − Jˆ2Z
and we introduced the molecule-fixed raising and lowering operators
Eq.43c Jˆ±  JˆX ± i JˆY .
Consequently, whereas the operator Hˆ2D is independent of the Eulerian angles φ and θ, the operator Hˆredρ
depends on all four coordinates θ, φ, χ, and ρ and thus, leads to excitations in all degrees of freedom.
To quantify this effect, we recall the results of the discussion from Subsection A of Section 2: the smaller
the reduced rotational constant Bred, c.f. Eq. 3, the less the rotations and the torsion are coupled in the
field-free case. As the 2D model relies on this decoupling, the assumption that the torsional state nρ is
retained during the alignment of the main principal axis is therefore, too, the better, the smaller Bred.
For the rotational quantum numbers m and k to be conserved, the operator Hˆredρ must commute with the
angular momentum operators Jˆz and JˆZ . While this holds true for the space-fixed z-component of the
angular momentum Jˆ, the molecule-fixed component JˆZ does not commute with Hˆredρ due to the second
term on the right-hand side of Eq. 43a. Thus, m is a conserved quantum number, but k is not; the raising-
and lowering operators Jˆ± increase or decrease the value of k. For rigid molecules, this effect is known as
asymmetry-splitting. What we can again learn from the discussion in Subsection A of Section 2 is that for
G16-type molecules, the asymmetry-splitting and reduced rotational constant Bred are also intertwined:
the smaller Bred, the smaller the asymmetry-splitting. Thus, how the field-free coupling and the validity
of the 2D model correlate is completely determined by the reduced rotational constant: the smaller Bred,
the less the effects that prohibit the 2D model to be a good approximation to the 4D simulations.
Correspondingly, to discuss how the field-induced coupling and the validity of the 2D model relate to
each other, we analyze the structure of the field-matter Hamiltonian Hˆint for the adiabatic alignment, Eqs.
8 and 8a. Here, two sources might jeopardize the presumptions of the 2D model: (1) the change of the
polarizability as the torsional angle changes, and (2) the contribution of the term containing α(2,2) to the
excitation by the adiabatic laser pulse.
The firstmechanismwe have already illuminated in Subsections B andD of this Section. The ρ-dependence
of the three irreducible components of the polarizability, α(0,0), α(2,0) and α(2,2), leads to torsional excitation;
the more the polarizability changes if the molecules undergo torsion, the more likely torsional states are
excited by the adiabatic pulse. Thus, even if the field-free rotational-torsional coupling was insignificant,
the torsional quantum number nρ was not a true quantum number for the pendular states.
For the part of the field-matter interaction that manipulates the rotations, we again find that m is a
conserved quantum number while k is not. From Eq. 8a and Eqs. 53, we conclude that Hˆint1 commutes
with Jˆz , because αzz only contains rotation matrices to m  0 and is therefore independent of φ. The last
term on the right-hand side of Eq. 8a, however, shows us that k is changed by the interaction with the
adiabatic laser pulse; terms containingD20,±2 either raise or lower the quantum number k. Consequently,
the larger α(2,2), the less the presumption of the 2D model is fulfilled that the initial state can be described
by k  0. Interestingly, this finding is again related to the asymmetry of a rigid rotor—for symmetric tops
α(2,2) vanishes. Therefore, we conclude, the more the molecule can be considered as an asymmetric top,
the less the presumptions of the conventional 2D model are fulfilled.
The third assumption we have identified is the frozen mode approximation: the motions perpendicular
to the torsional axis have to be much slower than the motions about the torsional axis. In a simplified
approach, we can test this condition by calculating the timescale of the torsion
Eq.44a tA ≡ ~
A
 t0
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and of the rotation perpendicular to the torsion axis
Eq.44b tB ≡ ~
B
.
Comparing both timescales, we obtain
Eq.45 tA
tB
 2Bred ,
where we used the definition of the reduced rotational constant, Eq. 3. Consequently, the larger A with
respect to B, i.e. the smaller the reduced rotational constant, the more the timescales of both motions
are separated and the less the expectation value Aθ changes on the timescale of the torsion. Clearly, our
results support this simple argument; see Figs. 4 and 5 in this section, the supplemental information and
Figs. 2 and 3 in Ref. 25. The rotational alignment factor Aθ changes only little on the timescale of the
torsion, but it varies the more the larger the reduced rotational constant is. We would like to point out,
however, that this argument is not rigorous. For asymmetric tops with observable torsion, timescales in
the sense of the period of corresponding wave-packets cannot be strictly defined. Yet, as our results show,
Eq. 45 is a sufficient guide to decide how reasonable the frozen mode approximation is.
In summary, our theoretical analysis shows that three aspects are relevant to decide if the 2D model is
a good approximation: (1) the magnitude of the reduced rotational constant Bred; (2) the quality of the
additive model for describing the polarizability of the molecule; and (3) how much the molecule can be
considered to be an asymmetric top. Thus, these conclusions support what our results in Subsection B, C
and D of this Section show.
§G Why we need an extended 2D model in some cases
We realize that the conditions we have identified for the 2D model to be a good approximation place us
in a dilemma if we would like to choose the conventional 2D model to describe the torsional control of
molecules. On the one hand, it seems the less the additivemodel is valid, themore elaborate the theoretical
model has to be to adequately describe torsional control. On the other hand, a strong ρ-dependence of the
polarizability also corresponds to a high controllability of the torsion with moderate field strengths. This
is also reflected by the systems that have been studied so far. Experimentalists usually study substituted
biphenyls, for which the additive model is in particular a bad approximation. However, it is the distinct
ρ-dependence of themolecular polarizability thatmakes them suitable candidates for experimental studies
on torsional control.
To resolve this discrepancy, we think it is necessary to modify or to extend the conventional 2D model.
We believe the most promising way to describe these systems appropriately is to steer a middle way: the
excitation of the torsion by the first laser pulse is calculated by a modified 2D model based on adiabatic
separation, while for describing the excitations by the second laser pulse and the subsequent propagation
in time the conventional 2D model with a modified initial state is used. Still, calculations based on this
extended 2Dmodel would be less time-consuming than those within the 4D approach, but the newmodel
would, at least in parts, reflect the effect of the adiabatic alignment on the torsion. Moreover, decomposing
the process of torsional alignment into two lower-dimensional problems also avoids the complications
resulting from a lack of convergence; see the discussion in Subsection E of this Section.
5. A critique of our approach
As every scientific method, the approximations and techniques we used to calculate the alignment of
G16-type molecules are limited. In the following, we scrutinize which phenomena our model does not
include, and what are the limitations of the theoretical methods we have used. Hereby, we intend to
facilitate comparing our results with experiments and other theoretical studies. We explain why the
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models and methods we are using are legitimate approximations for the scenario we consider here, and
we sketch out how, if necessary, they can be extended.
§A Failure of the adiabatic approximation
To describe the alignment by the nanosecond laser pulse, we assume the non-rigid molecules to remain in
a defined quantum state, correlating unambiguously with the field-free ground state. This assumption
may be wrong: As studies on rigid molecules have shown, adiabatic alignment is impossible in some
cases. :51–53 Due to crossings of field-dressed states even at low laser intensities, the conditions for an
adiabatic passage are not fulfilled. In these cases, the interaction of the molecules with the first laser pulse
has to be modeled by a time-dependent or a diabatic model. :51–53
One way to find signs for state crossings is to analyze the expansion coefficients ckρ , J,k ,m as a function
of the laser intensity. If they change drastically under a small change of the field strength, and thus the
pendular state changes its character, it is likely a state crossing occurred. This method is not exact; only
a time-dependent model and experiments can tell. But this test gives us at least a broad idea if and at
which laser intensities a non-adiabatic treatment might be necessary. Consequently, we have analyzed the
expansion coefficients of each pendular state for all molecules from Fig. 2. We did not find evidence for a
failure of the adiabatic approximation. Yet, as we do not have experimental data at hand, we cannot judge
if our analysis is correct. In any case, being aware of this effect is important when analyzing experimental
and theoretical results on the rotational-torsional alignment.
§B Effects of molecular symmetry
We limit our considerations to states of one irreducible representation, i.e. the symmetry of the field-
free rotational ground state Γrt  A+11 . Yet, as recent studies have shown, :
13,29,39,45,54,55 the alignment
dynamics strongly depends on the symmetry of the initial molecular state. Therefore, we cannot judge if
the agreement of the 2D and 4D model is depending on symmetry. Possibly, for other symmetries results
for the torsional alignment obtained from the 2D and 4D model, respectively, coincide less.
When speaking about symmetry, we have to consider a further argument: the molecular symmetry is
changed if the adiabatic alignment was successful. Intuitively, this argument is clear: As the number of
degrees of freedom is lower than in a full 4D treatment, the number of symmetry operations, leaving the
Hamiltonian of the 2D model invariant, are lower as well. As we argue in Subsection C of Section 2, a
detailed analysis is complicated. In parts, we have already developed a theory consistently describing the
symmetry of scenario shown in Fig. 1. Our preliminary conclusions is: the symmetry of the 2D model is
indeed lower; the number of feasible operations are reduced in case the 2D model is a valid approach. :29
Finally, we point to the fact that most molecules in experimental and theoretical studies have smaller MS
groups thanG16-type molecules :8–10,12–16,19 ; see Ref. 28 for a systematic classification of non-rigid molecules
with observable torsions. One consequence of the lower symmetry is a higher computational demand in
4D calculations. As more basis states have the same symmetry for a given value of Jmax and Nρ, more
states are needed to accurately represent the pendular states that are created by the first laser pulse. :42
In conjunction with our insights from Subsection E concerning the importance of convergence, we thus
conclude that 4D simulations for these type of molecules are numerically not feasible, supporting our
argument for the need of extended 2D models.
Furthermore, for these molecules our conclusion cannot be directly transfered. Unlike for G16-type
molecules, we cannot define one reduced rotational constantBred, as these molecules lack of a symmetric-
top configuration. In addition, setting up the field-free Hamiltonian is more complicated for these
molecules; kinetic coupling terms are unavoidable in the 4D case when using the IAM, :28 making the
analysis of the field-free coupling more difficult and its influence might be more pronounced as it is for
G16-type molecules.
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However, we simply cannot judge on the importance of all symmetry related aspects from our calculations.
Whether they are relevant at all, orwhat their impact on the validity of the 2Dmodel is, future investigations
have to show.
§C What about temperature?
The simulations we presented in the preceding Sections are only valid if the temperature of the molecular
probe is 0K. Experiments on molecular alignment, however, always take place at finite temperatures,
sometimes even at room temperature. And despite of recent advances on cold molecules, it is still very
difficult to prepare polyatomicmolecules in awell-definedquantumstate. :56 Thus, to describe our scenario
more realistically, we would have to replace the pure initial states by a thermal ensemble and solve the
Schrödinger equations for every state that is populated (significantly) at the respective temperature. :16,45
The correct alignment factors, we then obtain by thermally averaging the alignment factors for each
populated initial state, having regard of the correct statistical weight of each initial rotational-torsional
state :29,45 (which is ignored in many studies on torsional alignment :8–10,12,15,16,19 ).
Earlier studies on torsional control have identified temperature as an important factor for the failure of
the 2D approach to torsional alignment. :11 If we thus ignore temperature, we run into danger to miss
the relevant point of finding the conditions for the 2D model to be a reliable approximation. However,
our data suggest that concluding temperature is related to the validity of the 2D model is ambivalent.
Admittedly, it is correct that the degree of alignment is reduced as temperature increases. :31 But this is an
(almost) universal phenomenon, in alignment studies in particular and in molecular quantum dynamics
in general. Since our simulations show that the relevant coupling mechanism is field-induced, we can
always use (a combination of) laser pulses to control it. Moreover, for the 2D and 4D simulations to agree
less at higher temperatures, the premises of the 2D model have to be fulfilled less at higher temperatures,
i.e. for initial states with higher k and nρ. Besides on the field-induced coupling, which is controllable,
only the field-free coupling could be the origin for this increasing disagreement. Yet, as we shown in
particular in Subsection C of Section 4, in many cases this influence of the field-free coupling is negligible.
Consequently, it is not clear, why temperature, in general, should have an effect so destructive that the
torsional alignment vanishes.
§D Couplings with other modes
Yet, temperature is not the only phenomenon having a negative impact on the degree of molecular
alignment. Roconvibronic couplings are known for having a similar effect: as the rotational-torsional
motions are coupled with other molecular degrees of freedom, they lead generally to a decrease of
alignment as time goes by. For diatomic and symmetric-top molecules, for example, it was demonstrated
that rovibronic couplings reduce the degree of alignment on a nanosecond to microsecond timescale. :57,58
Thus, if the intention of the experiment is to control the torsion for this long, the model we developed here
needs to be extended. :27 Our studies, however, are limited to time-scales being too short for rotational-
torsional couplings to be relevant.
On a related note, we consider themolecules to be non-interactingwith each other and/or the environment.
Approximately, this scenario is realizable under certain conditions, yet not achievable for many interesting
applications of torsional control. In case it is necessary, our treatment has to be extended to an open-
system approach, as it was recently formulated for torsional control. :16,50,59 It was shown, however, that
the timescales upon which interactions with the environment typically occur are much longer than the
timescale t0, c.f. Eq. 44a. Thus, we conclude that for our simulations the impact of environmental effects
are negligible.
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§E Is strong-field ionization not a problem?
When amolecule interacts with an off-resonant laser pulse, alignment is not the only phenomenon thatmay
occur. At laser intensities on the order of 1014 W/cm2, tunnel ionization might take place as well. Although
being known theoretically for a long time, not much is known about if and when tunnel ionization is
important in the context of molecular alignment. Only recently a systematic theoretical study on linear
molecules was published, which has discovered a universal relation between the alignment intensity
dependence and the dependence of the threshold intensity. :60 Although these findings are limited to the
adiabatic regime and cannot be directly applied to the control of internal motions, they show that the
maximal degree of alignment is often achieved at intensities well below the ionization threshold. And yet,
tunnel ionization is a phenomenon that always can occur in strong field processes. Thus, the question if it
is relevant for the studied molecule has to be answered case-by-case.
§F Failure of the electric dipole approximation
The Hamiltonian we employed to describe the field-matter interaction, Eq. 7, is based on the semi-
classical electric dipole approximation, :31 which assumes the laser field to be constant over the size of
the molecule. Recently, also X-ray pulses were used to control the alignment of molecules :61 , and the
control of molecular motions with X-ray laser pulses is a rapidly growing field in molecular physics. Here,
however, the dipole-approximation fails and the theory of alignment has to be modified. :62
As a consequence, not the molecular polarizability but the dipole moment is the relevant quantity
for describing the field-matter interaction. As dipole moments obey different symmetry rules than
polarizabilities, :27 our whole discussion on the field-induced rotational-torsional coupling needs to be
adjusted, beginning with the symmetry-adapted Hamiltonian, see Subsection E of Section 3.
Moreover, as the symmetry of the overall system is lower, :27 the computational demands are higher,
making a theoretical treatment possibly unfeasible, see also Subsection B of this Section. Yet, what follows
from these changes for the validity of the 2D model if X-ray pulses are used to control the torsion, only
further studies can explore.
§G A very simple propagator
Crucial to an accurate solution of the time-dependent Schrödinger equation is an appropriate choice
of the propagator. The impulsive approximation we employed for describing the interaction with the
femtosecond laser pulse is one of the simplest approaches to this problem. It is only valid if the length of
the laser pulse is much shorter than the typical timescale of the motion the laser is supposed tomanipulate;
the smaller t0, c.f. Eq. 44a, the worse the approximation. Although this approximation was very successful
in past studies :48,54,55,63 the shorter timescale of the torsion might make this approximation less reliable.
We are aware that in earlier studies, more accurate propagators have been used, such us the split operator
technique. :10,12,15,16 Yet, these methods involve calculating products of matrix exponentials for every time-
step of the interaction. Considering the larger number of basis states we had to use, see Subsection E of
Section 4, employing these type of propagators were too time-consuming. In general, calculating matrix
exponentials was one of the critical points of implementing our approach. We readdress this problem
briefly in Appendix C.
Moreover, we add for consideration that the potential mistakes we commit by choosing the sudden
approximation are systematic; we use the sudden approximation for the 4D and 2D model alike. To
conclude that our arguments—which we are able to develop based on theoretical considerations, see
Subsection F of Section 4—might be generally flawed, is therefore not appropriate. However, for accurate
predictions of the torsional alignment, using more elaborate propagators might be necessary.
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§H Why DFT?
Experts of quantum chemistrymaywonder, and legitimately so, whywe employed amethodof comparably
low level of theory to calculate the molecular properties. We chose density functional theory mainly for
practical reasons. For molecules like Biazu or AAC, see Fig. 2, calculating the potential energy surfaces is
computationally still demanding and time-consuming. Additionally, we had to calculate the polarizability
of the molecules from Fig. 2 as well, which is on the state-of-the-art level of theory, in general and for larger
molecules in particular, computationally still inaccessible, see below.
More sophisticated methods may lead to completely different potentials, as especially low barrier heights
are causing practical problems when using standard quantum chemical approaches. :29,64 And as our
simulations show, these modifications in the potential indeed change the time-evolution of the alignment
factors. Yet, how the alignment dynamics changes is potential-specific, and thus particular to a given
molecule. We are therefore not able to give a general conclusion on the influence of different potential
forms, and we leave a detailed discussion of the quantum chemical nuances to our colleagues from
electronic structure theory.
Furthermore, we stress that inaccurate potentials (and polarizabilities) are, too, systematic errors. As
they apply equally to both, 2D and 4D simulations, we are not expecting them not to change the main
findings of our study. To reproduce experiments on the torsional alignment of a given molecule as good
as possible, however, accurate calculations might be necessary.
§I Accurate polarizabilities are difficult to calculate
Beyond that calculating polarizabilities is in particular a problem. While the electronic energies of a
molecule, and thus its torsional potential, can directly be optimized by quantum chemical procedures,
obtaining accurate polarizabilities is still difficult. :65 Within theQChem package, a direct method is used,
based on a time-dependent Hartree-Fock procedure. :66,67 These methods are limited; sometimes they
substantially fail to reproduce the polarizabilities of a molecule. :65,68
Moreover, we only use the electronic part of the polarizability. Although electronic polarizabilities are
indeed dominating the molecular polarizability, cases are known of which contributions due to vibrational
and rotational motions are significant. :47 All the more we find it worth to mention that these type of
corrections are often ignored in quantum chemical calculations. :43
For comparing our results with experimental studies, another aspect is important to consider: Here, we
only used static polarizabilities, as it is commonly done in theoretical studies. :5,10,12,13,15,16,45 Yet, in Eq. 7 the
dynamic polarizability, which depends on the frequency of the laser, is the relevant molecular property.
The frequency dependence is usually small and contingent on the particular laser that is used to create
alignment. Thus, we ignore it here. When simulating a specific experiment with a specific light source,
however, it should be taken into account.
As for the torsional potential and the rotational constants, this discussion does not allow for concluding
that our insights about which mechanisms decide the question if the 2D model is appropriate are wrong.
We only want to sensitize the reader for necessary modifications of our theory if specific experimental
setups are used.
6. Conclusion: 2D models are valid approximations. And we need them anyway
In this work, we have analyzed the requirements the 2Dmodel, commonly used for describing the two-step
mechanism of torsional control from Fig. 1, has to meet for being an adequate approximation to the 4D
semi-rigid-rotor model. Recently, it has been argued that the rotational-torsional couplings which are not
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included in the 2Dmodel, destroy the torsional alignment. To address this critique, we have systematically
studied the nature of the couplings and examined how they influence the rotational-torsional dynamics
of G16-type molecules.
Here, we have investigated the impact of the field-free and the field-induced coupling on the rotational-
torsional dynamics in general, and how these couplings relate to the validity of the 2D model in particular.
We have found that the field-free coupling is completely determined by the reduced rotational constant
Bred, see Eq. 3. It is therefore inherent to the molecule and cannot be controlled by external fields. The
field-induced coupling, however, is directly linked to the dependence of the polarizability on the torsion
angle ρ: the more the polarizability anisotropies α(0,0), α(2,0) and α(2,2) change as the molecule undergoes
torsion, the larger the field-induced coupling. Consequently, if the prominent :5,10–13,15,16,18,20 additive model
is employed for modeling the molecular polarizabilities, the field-induced rotational-torsional coupling is
minimized. Our simulations have shown that the effect of the field-free rotational coupling is generally
rather small. The field-induced coupling, however, is essential for inducing torsional alignment.
Moreover, we have found that, by tendency, the 2D model can reliably reproduce the results from 4D
simulations if the adiabatic pulse is of moderate intensity. Typically, the 2D model slightly overestimates
the torsional alignment in agreement with earlier studies. :11,18,20 If the intensity of the adiabatic pulse is
high, our 4D simulations reveal an additional effect which is neglected in the conventional 2D model:
adiabatic torsional alignment caused by the excitation of torsional states due to high field-induced coupling
during the first pulse.
On a related note, we have found that the validity of the 2D model correlates with the validity of the
additive model: As the field-induced coupling is minimized, the 2D model reproduces the results from
4D simulations the better (if not perfectly), the more the additive model is a good approximation to the
molecular polarizabilities.
The results of our theoretical analysis suggest that it is possible to realize an extended 2D model, relying
on adiabatic separation of the motions perpendicular and parallel to the torsional axis. Such a model is the
more appropriate, the smaller the reduced rotational constantBred. This condition is in particular fulfilled
for substituted biphenyls, a subclass of molecules that is often used in experiments, :8,9,14,19 illustrating the
practical relevance of modifying the conventional 2D approach.
Our insights, however, are limited: rotational-torsional motions on longer timescales, non-adiabatic
effects during the alignment by the first laser pulse, couplings with other modes, e.g. vibrations or the
environment as well the temperature effects have not been considered so far. Moreover, we study a class
of molecules having a specific molecular symmetry group. Thus, the conclusions we made for those
G16-type molecules might be incorrect for molecules with other symmetries. Finally, we only take into
account states of one symmetry, namely the symmetry of the rotational-torsion ground state. We shall
investigate the rotational-torsional alignment of states with different symmetry, which are excited at higher
temperatures, in a future publication.
And yet, simulations of applications for which torsional control is relevant have to rely on simplified
models. As we have demonstrated here, convergence is very important for obtaining reliable results,
otherwise the rotational and torsional alignment is underestimated. The main reason why we were able
to perform our 4D simulations with sufficiently large basis sets is the high symmetry of the molecules we
considered—a condition that is no longer fulfilled for most experimentally studied molecules. To simulate
the torsional alignment of these species, it seems, using lower dimensional models is unavoidable. Our
studies suggest that 2D models—either in the conventional or an extended form—are able to reliably
reproduce simulations based on a 4D semi-rigid-rotor model. Future investigations have to show if our
faith in this conclusion is justified.
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X. Appendices
§A Derivation of the interaction Hamiltonian
To derive the Hamiltonian for the interaction with an off-resonant laser pulse, Eqs. 7, we first need to
express the space-fixed components of the molecular polarizability, αqq′ , q , q′  x , y , z, in terms of the
molecular-fixed components αQQ′ ,Q ,Q′  X,Y, Z. If α(ρ) is diagonal in the molecular-fixed frame, which
is true for the molecules we are considering, the space-fixed-components of the molecular polarizability
can be written as
Eq.46 αqq′ 
∑
Q
SQqSQq′αQQ q  x , y , z; Q  X,Y, Z ,
whereSQq denote the direction cosines as a function of the Euler angles φ, θ, χ. :33
To evaluate the matrix elements of Hˆinti in the basis Eq. 28, it is convenient to use the irreducible tensor
method. Here, instead of the nine Cartesian components of α, nine irreducible components are used. For
a diagonal α in the molecule-fixed frame, only three irreducible components are relevant; they can be
written as :27
α(0,0)  1√
3
(αXX + αYY + αZZ)Eq.47a
α(2,0)  1√
6
(2αZZ − αXX − αYY)Eq.47b
α(2,2)  1√
2
(αXX − αYY) .Eq.47c
Using Eq. 46, we find the diagonal elements of α in the space-fixed coordinate system to be
Eq.48 αqq  α
(0,0)
√
3
(
S2Xq +S
2
Yq +S
2
Zq
)
+
α(2,0)√
6
(
2S2Zq −S2Xq −S2Yq
)
+
α(2,2)√
2
(
S2Xq −S2Yq
)
,
which we can simplify to
Eq.49 αqq  α
(0,0)
√
3
+
α(2,0)√
6
(
3S2Zq − 1
)
+
α(2,2)√
2
(
S2Xq −S2Yq
)
,
if we take into account the orthogonality-relations of the direction cosines :33
Eq.50 ∑
q
SqQSqQ′  δQQ′ and
∑
Q
SqQSq′Q  δqq′
into account. When treating molecules without observable torsion, the first term on the right-hand side of
Eq. 49 is neglected; it leads to an angle-independent shift, having no consequences for the alignment. For
molecules with torsion, however, this term generally depends on the contorsional variables and has to be
included.
Using the explicit definition of the direction cosines, :69 we obtain after some manipulations
αxx 
α(0,0)√
3
+
α(2,0)√
6
(
−D20,0 +
3√
6
(
D22,0 +D
2
−2,0
))
+
α(2,2)√
2
{
1√
6
(
D20,2 +D
2
0,−2
)
+
1
2
(
D22,2 +D
2
−2,−2 +D
2
2,−2 +D
2
−2,2
)}
Eq.51a
αzz 
α(0,0)√
3
+
2α(2,0)√
6
D20,0 +
α(2,2)√
3
(
D20,2 +D
2
0,−2
)
.Eq.51b
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The Wigner matricesDJm ,k , which we have introduced in Eqs. 51, are defined, in general, as
Eq.52 DJm ,k  exp
(−imφ) · d Jm ,k(θ)· exp (−ikχ) .
The small Wigner matrices d Jm ,k(θ) in Eq. 52 are tabulated in common textbooks about angular momenta;
see for example the book of Zare. :33 Here, we employed the matrices for J  2
d20,0(θ) 
1
2
(
3 cos2 θ − 1)Eq.53a
d22,0(θ) 
√
3
8 sin
2 θEq.53b
d22,±2(θ) 
1
4 (1 ± cos θ)
2Eq.53c
and their symmetry properties
Eq.54 d Jm ,k(θ)  (−1)k−m d Jk ,m(θ)  d J−m ,−k(θ) .
Taking into account the explicit definition of the Wigner-matrices, Eq. 52, we obtain the expression Eqs.
8a and 8b.
If the molecules were perfectly aligned, θ  {0, pi} and consequently for αxx holds
Eq.55 αxx  α
(0,0)
√
3
− α
(2,0)
√
6
+
α(2,2¯)
2
√
2
(
exp(2iφ) exp(2iχ) + c.c.) ,
where we have used the explicit definitions of the Wigner matrices Eqs. 53. Since eZ and ez are parallel, φ
is redundant and we may set φ  0 to obtain after some algebra
Eq.56 αxx  12 (αXX + αYY) +
1
2 (αXX − αYY) cos(2χ) ,
where the definitions of the irreducible polarizabilities, Eq. 47, were used. If we introduce
α˜(0,0)  12 (αXX + αYY)Eq.57a
α˜(2,2)  12 (αXX − αYY) ,Eq.57b
we obtain as a final result
Eq.58 Hˆint2 (t2)  − |2(t2)|
2
4
(
α˜(0,0) + α˜(2,2¯) cos(2χ)
)
,
which is identical to the Hamilton for a linear-polarized laser pulse within the two-dimensional treatment;
see Ref. 13.
§B On matrix elements
To obtain the coefficients ckρ , J,k ,m in Eq. 28 in the field-free case, we have to diagonalize the matrix
representation H rt of the operator Hˆrt in the basis Eq. 28. We can express the matrix H rt symbolically as
Eq.59 H rt  H rotρ + H tor ⊗ 1rot ,
where H rotρ and H tor are the matrix representation of the operators
Hˆrotρ 
BX2+Y2
~2
(
Jˆ2 − Jˆ2Z
)
+
BX2−Y2
~2
(
Jˆ2+ + Jˆ
2−
)
+
A
~2
Jˆ2ZEq.59a
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and
Hˆtor 
A
~2
Jˆ2ρ +V
tor
0
N∑
n0
Vn cos(4nρ) ,Eq.59b
respectively, and 1rot is the identity matrix written in the symmetric top basis. For all molecules considered
here, it is sufficient to truncate the sum in Eq. 59a at N  6. In Eq. 59a, we used again the identity Eq. 43
and the definition of the molecule-fixed raising and lowering operators, Eq. 43c.
We thus have to calculate the matrix elements of the operators Jˆ2, JˆZ and Jˆ± in the basis Eq. 28 to evaluate
the elements of H rotρ . They are given by :33(
Jˆ2
)
{k′ρ ;J′ ,k′ ,m′},{kρ ;J,k ,m}
 ~2 J(J + 1) δk′ρ ,kρ δ J′ , Jδk′ ,kδm′ ,mEq.60a (
JˆZ
)
{k′ρ ;J′ ,k′ ,m′},{kρ ;J,k ,m}
 ~2 J(J + 1) δk′ρ ,kρδ J′ , Jδk′ ,kδm′ ,mEq.60b (
Jˆ±
)
{k′ρ ;J′ ,k′ ,m′},{kρ ;J,k ,m}
 ~2 Ck∓2,k δk′ρ ,kρ δ J′ , Jδk∓2,kδm′ ,m ,Eq.60c
with
Eq.60d Ck∓2,k  √J(J + 1) − (k ∓ 1)(k ∓ 2)√J(J + 1) − k(k ∓ 1) .
In a full treatment, however, the matrix H rotρ contains non-vanishing matrix elements not only between
different rotational, but also between different torsional basis states, as the functions BX2±Y2 in Eq. 2 both
depend on ρ. The matrix elements of these functions, written in the basis of free rotor eigenfunctions Eq.
15c, are given by
Eq.61 (BX2+Y2(ρ)) {k′ρ ;J′ ,k′ ,m′ ,},{kρ ;J,k ,m ,}  ∫ 2pi0 BX2±Y2 exp(−ik′ρρ) exp(ikρρ)dρ δ J′ , Jδk′ ,kδm′ ,m ;
they must be calculated numerically. To do so, we make use of the expansion Eq. 4, since then we only
have to calculate matrix elements of the type
Eq.62 (cos(2pρ)) k′ρ ,kρ  12 δk′ρ+2p ,kρ + 12 δk′ρ−2p ,kρ ,
if we take
Eq.63 cosp x  12p
p∑
o0
(
p
o
)
cos((p − 2o)x)
into account. Thus, we can reduce Eq. 61 to an algebraic problem, which is numerically more efficient
to solve than numerical integration. Furthermore, taking advantage of the expansion Eq. 4 allows us to
systematically improve our approach, if necessary.
The matrix H tor is the free planar rotor representation of the Hamiltonian for the pure torsion Hˆtor, see Eq.
59b and Eq. 15c, respectively. The matrix elements of H tor for the potential Eq. 33 in the basis Eq. 15c are
given by
Eq.64 Htork′ρ ,kρ  Ak2ρδk′ρ ,kρ +
6∑
n0
Vn
2
(
δk′ρ ,kρ+4n + δk′ρ ,kρ−4n
)
,
completing the list of matrix elements we have to evaluate for calculating the matrix representation of the
field-free Hamiltonian, Eqs. 1, 1a and 1b.
As we pointed out in Sec. A, we need to calculate the matrix representation of the operator Wˆ , c.f. Eqs.
19 and 22a, to quantify the field-matter interaction. If we write Wˆ in the basis Eq. 28, it contains matrix
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elements of the type
Eq.65a
(
α(J′′ ,K′′)
)
k′ρ ,kρ
·
(
D
J′′
m′′ ,k′′
) {
J′ ,k′ ,m′
}
,
{
J,k ,m
} ,
with K′′  |k′′ |. In Eq. 65,
Eq.65b
(
α(J′′ ,k′′)
)
k′ρ ,kρ

1
2
∞∑
n0
P
(J′′ ,k′′)
n
(
δk′ρ ,kρ+(4n+K′′) + δk′ρ ,kρ−(4n+K′′)
)
.
For the integrals over the Wigner matrices holds :33
Eq.65c
(
D
J′′
m′′ ,k′′
) {
J′ ,k′ ,m′
}
,
{
J,k ,m
}  (−1)k+m√2J + 1√2J′ + 1 ( J′ J′′ J
m′ m′′ −m
) (
J′ J′′ J
k′ k′′ −k
)
with (:::) denoting a so-called 3 j-symbol. They are non-zero only if :33
| J − J′′ | ≤ J′ ≤ J + J′′Eq.65d
k′′ + k′ − k  0Eq.65e
m′′ + m′ − m  0 .Eq.65f
Finally, to calculate the relevant alignment factors, we have to evaluate the matrix representations of
Aη  〈cos2 η〉, with η  θ, 2ρ.
For Aθ we employ :33
Eq.66 cos2 θ  13 +
2
3D
2
0,0
and we use the results from Eq. 65c to determine the matrix elements of the Wigner matrices.
For the alignment factor A2ρ, we first recall that
Eq.67 cos2 2ρ  12 +
1
2 cos 4ρ .
If we then use the basis Eq. 28, the relevant matrix elements read
Eq.68 (cos 4ρ) {k′ρ , J′ ,k′ ,m′},{kρ , J,k ,m}  12 (δk′ρ ,kρ+4 + δk′ρ ,kρ−4) δ J′ , Jδk′ ,kδm′ ,m .
§C On our code
As the mechanism we study is composed of two steps, we are able to decompose our numerical code
into two (almost) independent parts as well. Consequently, we have created two separate programs, one
for calculating the adiabatic alignment and one for simulating the non-adiabatic alignment of molecules
with feasible torsion in the electronic round-state. Both codes can be run (almost) independently. In
what follows, we explain here how the code is structured to allow the reader to judge our strategy. To
implement our code, we have used the softwareMatLab.
Howwe calculate the pendular states numerically, we show diagrammatically in Fig. 9. First, the molecule,
the irreducible representation of the initial state Γ, the symmetry of m (i.e. even or odd), and the size of
the basis set, determined by Jmax and Nρ, has to be specified. The parameter otor specifies the energy
above which no more torsional states are taken into account (see below); it is a multiple of the barrier
height VB  max(E0(ρ)) −min(E0(ρ)). The parameter ocoup defines the order at which expansions Eqs. 4
are truncated.
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Fig. 9
An illustration of our code for calculating the
adiabatic alignment; see text for a detailed de-
scription.
Input
molecule, symmetry (È ,m),
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max
1
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Htor
TR
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P
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Hint1
Ó(J ,K)
TR
PmΓ
Ctor
DJm,k
TW P
m
Γ
Hfd
Output
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In a second step, the molecular data is called. The data for the rotational constants A, B, the parameter
describing the torsional potential VB, V tor0 ,Vi (i  0, ..., 7), and the parameter for the polarizabilities α
(J,K)
0
andP(J,K)i (i  0, ..., 2) are stored an external subroutine called “molecular parameters”.
Afterwards, the matrix representation of the field-free Hamiltonian Hˆrt, Eq. 1, is calculated. We begin
with setting up the matrix H tor in the complex free rotor basis, see Eq. 15c; we use Eq. 64 to calculate its
elements. We then transform H tor to the real free rotor basis according to Eq. 30, before we project out the
states of the irreducible representation Γ and m-symmetry, see Table IV of the work ofMerer/Watson
for the conditions for J, K and Kρ. :26 Next, we calculate the eigenstates for the pure torsion and obtain
the eigenvector matrix Ctor, which we use to calculate matrix representation of the Hamiltonian for the
pure torsion written in its eigenbasis, H˜ tor. The size of the torsional basis is steered by the parameter otor;
all basis states having a higher eigenenergy than otor·VB are discarded.
To calculate the matrix representation of Hˆrotρ , we first set up the matrix representation of the functions
BX2±Y2 , Eq. 2, in the complex free rotor basis, see Eq. 15c. To explicitly calculate BX2±Y2 , we use Eqs. 4;
the expansion is truncated at order ocoup. We then (i) change to the real free rotor basis according to Eq.
30; (ii) project out the states of the irreducible representation Γ and m-symmetry; and (iii) transform to
the torsional eigenbasis. Simultaneously, we calculate the matrix representation of the operators Jˆ2, Jˆ2Z
and Jˆ2± in the basis Eq. 28a using Eqs. 60. We transform the resulting matrices to the Wang basis, Eq.
29, and project out all states of the irreducible representation Γ and m-symmetry. The final form of the
matrix H rtρ we obtain by calculating the direct products of the matrix representations of BX2±Y2 , Jˆ2, Jˆ2Z
and Jˆ2± according to Eq. 1a. Calculating the matrix representation of Hˆrt in the symmetry-adapted basis
according to Eq. 59 completes the calculation of the field-free rotational-torsional Hamiltonian.
To obtain the matrix representation for the interaction Hamiltonian Hˆint1 , we first calculate the effective
pulse strengths P(J,K)1 according to Eq. 42a. Subsequently, (i) we set up the matrix representations of the
polarizabilities α(J,K) in the complex free rotor basis, Eq. 15c, using Eqs. 65b; (ii) we transform the resulting
matrices to the real basis Eq. 30; and (iii) we project out every state having the right symmetry (Γ, m).
Accordingly, we first calculate the matrix representation of the Wigner-matrices in the symmetric-top
basis Eq. 28a using Eq. 65c, and transform it into the symmetry-adapted basis. Then, we calculate the
matrix representation of Hˆint1 according to Eqs. 8 and 8a.
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Fig. 10
An illustration of our code for calculating the alignment factors
after excitationwith the second laserpulse; see text for a detailed
description.
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In the last step, we calculate the matrix H fd  H rt + H int1 and diagonalize it. As a result, we obtain the
adiabatic eigenenergies Ead and eigenvector matrix Cad.
To calculate the impulsive alignment due to the second laser pulse, we begin with specifying the molecule,
the symmetry (Γ, m), and the intensity of the first laser pulse Imax1 .MatLab then loads the file generated
by the code used for calculating the adiabatic alignment, see above.. The file contains the parameters Jmax
and Nρ, which specify the basis set size, and the adiabatic energies Ead and the pendular states Cad in the
symmetry-adapted basis. In case no adiabatic field is applied, Ead and Cad correspond to the field-free
eigenenergies and eigenvectors, respectively. As input is furthermore required: the strength of the second
laser pulse Imax2 , the pulse length τ, the start and end point of the propagation tmin and tmax, respectively,
and the size of the time-grid tgrid.
After calling the molecular parameters α(J,K)0 and P
(J,K)
i (i  0, ..., 2), the effective interaction strengths
P
(J,K)
2 are calculated according to Eq. 42b. Subsequently, we calculate the matrix representation of the
interaction Hˆint2 , c.f. Eqs. 8 and 8b; it works completely analogues to calculating Hˆ
int
1 , see above.
Next, we calculate the expansion coefficients of the wave packet at the end of the pulse according to Eq.
25. It is the most demanding step in terms of memory, as MatLab is not able to calculate the matrix
exponential in sparse form. It is therefore unavoidable to use symmetry within all calculations.
To calculate the coefficients at time-step ti , we solve Eq. 20 numerically. Therefore, we need to transform
every quantity of interest to the pendular state basis, using the matrix Cad. Once we obtain the coefficients
c(ti), we calculate the expectation values Aθ(t) and A2ρ(t). The matrix representation of the torsional
alignment factor, we set up first in the complex free rotor basis, see Eq. 15c, using Eqs. 67 and 68. We
then transform the matrix to the symmetry-adapted basis, see Eq. 30, and delete all states with wrong
symmetry. As a last step, we transform the matrix representation of cos2(4ρ) to the pendular states basis.
Analogously, we calculate Aθ(t) first in the in the symmetric-top basis Eq. 28a using Eq. 65c, transform it
to the symmetry-adapted basis, and use Cad to obtain cos2 θ written in the pendular state basis.
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Finally, we obtain the alignment factors Aθ and A2ρ as a function of time. They are the output of the code.
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