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Abstract—Energy efficiency (EE) is a key figure of merit
for designing the next generation of communication systems.
Meanwhile, relay-based cooperative communication, through
machine-to-machine and other related technologies, is also play-
ing an important part in the development of these systems.
This paper designs an energy efficient precoding method for
optimizing the EE/energy consumption of two-way multi-input
multi-output (MIMO)-amplify-and-forward (AF) relay systems
by using pseudo-convexity analysis to design EE-optimal precod-
ing matrices. More precisely, we derive an EE-optimal source
precoding matrix in closed-form, design a numerical approach for
obtaining an optimal relay precoding matrix, prove the optimality
of these matrices, when treated separately, and provide low-
complexity bespoke algorithms to generate them. These matrices
are then jointly optimized through an alternating optimization
process that is proved to be systematically convergent. Perfor-
mance evaluation indicates that our method can be globally
optimal in some scenarios and that it is significantly more energy
efficient (i.e. up to 60% more energy efficient) than existing EE-
based one-way or two-way MIMO-AF precoding methods.
Index Terms—Energy efficiency, precoding/beamforming,
MIMO, amplify-and-forward, two-way relay channel.
I. INTRODUCTION
Green and sustainable wireless communications have grown
in importance over the last decade [1]–[3] to such an extent
that energy efficiency (EE) is part of the design framework
that has been set by the international telecommunication
union (ITU) for 5G [4] . This framework targets a 100 fold
improvement in EE going from 4G to 5G. Meanwhile, the
research interest for relay-based cooperative communication
has also significantly grown over the last two decades [5]–[7]
given that relays have been proven useful for improving the
spectral efficiency (SE) [7], extending the coverage of cellular
networks [7], reducing the cost of network deployments [8], or
more recently increasing the EE [9], [10]. Relay-based coop-
erative communication is already fully integrated in wireless
communication standards [11] and will undoubtedly play a
significant role in machine-to-machine communications (e.g.
vehicle-to-vehicle (V2V), unmanned vehicle communications)
in 5G systems [12].
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Throughout its development, numerous approaches such as
amplify-and-forward (AF), decode-and-forward, or compress-
and-forward, have been proposed to implement relay-based
communication. AF remains a popular approach due to its
simplicity/practicality of implementation, its great compat-
ibility with multi-input multi-output (MIMO) systems, and
the opportunity it offers in terms of optimization (i.e. beam-
forming/precoding design, resource allocation) [13]. From the
early work of [14], which focused on optimizing the SE of
a one-way MIMO-AF system with a single relay through
precoding, the design of optimal MIMO-AF precoders has
been expanded to various other metrics (e.g. mean square
error (MSE), transmit power, EE) and many more scenarios
(e.g. multiple relays, multiple users, half/full duplex); one
of these scenarios being the two-way scenario [15]–[18]. In
comparison with the one-way scenario, where a relay is used to
support the communication between two nodes (i.e. improves
the quality/reliability of the transmission) in one direction at
a time (i.e. either downlink or uplink), the communication
happens in both directions at the same time (i.e. downlink
and uplink) in the two-way scenario, such that the SE of two-
way communication is twice as large as the SE of one-way
communication in theory. When it comes to EE, numerous
MIMO-AF precoding and beamforming schemes can be found
in the literature [9], [10], [19]–[23], each of them tailored for a
particular scenario. For instance, joint source and relay(s) EE-
based precoding optimization is considered for the one-way
scenario with one relay in [9], [10], with multiple relays in
[20], and for the cooperative one-way scenario with one relay
in [23]. Whereas the works of [19], [21], [22] proposed EE-
based beamforming (simplified version of precoding) schemes
for the two-way scenario with one relay, i.e. the scenario
of interest of this paper, when considering either two multi-
antenna nodes [19], [21] or multiple single-antenna nodes [22].
In light of these existing works, there is a clear need to
design optimal precoding matrices (instead of beamforming
vectors) that are specifically tailored for the two-way MIMO-
AF relay scenario (instead of the one-way scenario) in order
to significantly improve the EE (instead of SE or MSE) of
two-way MIMO-AF relay systems. This main objective has
been achieved in this paper through the development of the
following key contributions:
• We formulate the EE-based optimisation problem for
the two-way MIMO-AF relay scenario in two different
manners (one formulation being more suited for design-
ing the precoding matrix of the source nodes, the other
one being better suited for designing the relay precoding
matrix), when considering a realistic power model for all
2the nodes, as it is reported in Section II. Note that the
layout, achievable sum-rate, as well as power and energy
consumptions of the two-way MIMO-AF relay system
are also modelled in Section II.
• We derive EE-optimal precoding matrices in closed-form
for the two multi-antenna source nodes of the system,
based on our aforementioned optimisation problem for-
mulation. We first reformulate the main problem for opti-
mizing the two source precoding matrices when the relay
precoder is fixed. We then prove that this reformulated
problem is pseudo-convex and obtain closed-forms of the
EE-optimal source precoding matrices. We finally provide
a low-complexity bespoke algorithm to generate these
matrices. See Section III for more details.
• We design a numerical approach for obtaining an optimal
precoding matrix for a relay having multiple antennas.
We first reformulate the main problem for optimizing
the relay precoder when the source precoders are fixed.
We then provide tight lower and upper bounds of this
problem solution that are used to find the optimal one
via a bespoke algorithm, which is also provided. Note
that our lower bound is the solution of a pseudo-convex
optimisation problem. See Section IV for more details.
• We use an alternating optimization process (e.g. [24]) to
find a global solution to the main problem by combining
the EE-optimal source and relay precoding matrices, but
more importantly, we prove that this process is system-
atically convergent. We also use a convergence analysis
to point out that this process can be globally optimum in
some cases. See Section V for more details.
In addition, it is also worth stating that our work goes be-
yond the existing literature and significantly outperforms most
of the relevant existing schemes for the following reasons:
• Contrary to [9], [10], [20], [23], we design optimal
precoding matrices for the two-way MIMO-AF scenario
instead of the one way scenario. As a result, our new
design is up to 50% more energy efficient than the classic
one-way transmission schemes of [9], [10] in the two-way
scenario. See Section VI for more details.
• Contrary to [19], [21], [22], we design optimal precoding
matrices for all the nodes in the system instead of
sub-optimal beamformers/precoders (i.e. that are based
on semi-definite relaxation), by considering a realistic
MIMO power model. We design precoders capable of
fully exploiting the MIMO channel instead of beam-
formers only able to exploit the best MIMO channel
eigenmode. As a result, our new design is up to 60% more
energy efficient than the beamforming scheme of [19] for
the same two-way MIMO-AF scenario. See Section VI
for more details.
• Contrary to [15]–[18], we design EE-optimal precoding
matrices instead of SE-optimal or MSE-optimal matrices.
In turn, our new design is up to 40% more energy efficient
than the SE-based two-way MIMO-AF scheme of [16] for
the same two-way MIMO-AF scenario. See Section VI
for more details.
Note that a preliminary version of this work is available in
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Fig. 1. Two-way MIMO-AF relay layout.
[25]; contrary to [25], we design EE-optimal precoding matri-
ces when considering power constraints, design an improved
method for obtaining the EE-optimal relay precoding matrix,
and prove the convergence of our approach.
Notation: The following notation is utilized in this
paper. Boldface lowercase letters (e.g. a) denote vectors, bold-
face uppercase letters (e.g. A) denote matrices, and boldface
uppercase letters with a hat (e.g. Â) denote diagonal matrices,
such that diag(a) = Â, where the operator diag(.) converts
a vector into a diagonal matrix. Moreover, Ix denotes a
x × x identity matrix, 0 denotes a zero/null matrix, A  0
indicates that A is a positive semi-definite matrix, and A 12 is
the Hermitian square root of A  0. Meanwhile, |.|, tr{.},
.†, and .−1 are the determinant, trace, conjugate transpose,
and generalized inverse (inverse and pseudo-inverse) matrix
operators, respectively. Finally, C denotes the set of complex
number, whereas ⇔ and ⇒ are used to indicate equivalence
and implication, correspondingly.
II. TWO-WAY MIMO-AF MODEL AND EE OPTIMIZATION
A. System Layout and Model
This paper aims at optimizing the EE/energy consumption
of a half-duplex two-way MIMO-AF relay system, where three
nodes having multiple antennas communicate with each other
over two transmission phases, as it is depicted in Fig. 1. In the
first phase, the two source nodes, i.e. Node 1 and Node 2, first
use the precoding matrices R1 ∈ Cn1×n1 and R2 ∈ Cn2×n2
to precode their transmit signals s1 ∈ Cn1×1 and s2 ∈ Cn2×1,
respectively, with ni, i = 1, 2, being the number of antennas at
Node i. Note also that E{sis†i} = Ini , i = 1, 2, where E{.} is
the expectation operator. These two precoded signals are then
sent to Node 3, a.k.a the relay node (RN), over the MIMO
channelsH31 ∈ Cn3×n1 and H32 ∈ Cn3×n2 , correspondingly,
such that the received signal at the RN can be expressed as
y3 =
2∑
i=1
H3iRisi +w3, (1)
where w3 ∈ Cn3×1 models the noise at the RN and n3 is
the number of antennas at the RN. Note that in here, as in
[15]–[18], the direct link communication between Node 1 and
Node 2 is assumed to be unreliable, which justifies the need
for a RN. In the second phase, the RN broadcasts the amplified
signal s3 = Gy3, where G ∈ Cn3×n3 is the RN precoding
3matrix, to both Node 1 and Node 2 over the MIMO channels
H13 ∈ C
n1×n3 and H23 ∈ Cn2×n3 , correspondingly, such
that the received signal at Node i can be expressed as
yi = Hi3GH3iRisi+Hi3GH3iRisi+Hi3Gw3+wi, (2)
where wi ∈ Cni×1, i = 1, 2, models the noise at Node i and
i , 3 − i. It can clearly be seen that Hi3GH3iRisi in (2)
is a self-interference term, given that si is the transmit signal
of Node i. Assuming as in [15]–[18] that full channel state
information (CSI) is available at all the nodes, then this self-
interference can be fully removed and the aggregate mutual
information/achievable rate (over the two transmission phases)
of the two-way MIMO-AF system in Fig. 1 can be formulated,
in two manners, as RΣ(R,G) =
W
2∑
i=1
log2
∣∣∣∣∣Ini + σ
2
3Hi3GΥ˙i(R)G
†H
†
i3
σ2
i
Ini + σ
2
3Hi3GG
†H
†
i3
∣∣∣∣∣ or (3a)
W log2
∣∣∣In0 +R†Ψ˙(G)R∣∣∣ . (3b)
Further practical details about CSI acquisition can be found
in [13], [26]. Equation (3a) is equivalent to the sum-rate
formulation of [16] over two phases; whereas (3b) is a
reformulation of (3a) based on the matrix determinant lemma
and the property of block matrix determinant, for which more
details are provided in Section A of the Appendix. It can
be remarked in (3a) that the aggregate rate of the two-way
MIMO-AF system is equivalent to the sum of the rates of
two one-way MIMO-AF systems (see equation (15) of [14]).
In (3), W is the channel bandwidth, n0 = n1 + n2, and
R = [R1 0;0R2] as well as Ψ˙(G) =
[
Ψ˙1(G)0;0 Ψ˙2(G)
]
are block diagonal matrices in Cn0×n0 . In addition,
Υ˙i(R) = σ
−2
3 H3iRiR
†
iH
†
3i,
Ψ˙i(G)= H
†
3iG
†H
†
i3
(
σ2
i
Ini+σ
2
3Hi3GG
†H
†
i3
)−1
Hi3GH3i,
i = 1, 2, and σ2j models the variance of the Gaussian noise at
Node j, j = 1, 2, 3.
B. Power Consumption Model
The power consumption of common communication nodes,
e.g. base station (BS), RN or user equipment (UE), is propor-
tional to their transmit power according to [27]–[29]. Hence,
in a MIMO context, it is usually formulated as [30], [31]
P Txj = ∆jPj + njP
CipA
j + P
Ci
j or (4a)
P Rxj = ς [njP
CipA
j + P
Ci
j ], (4b)
when the j-th node is transmitting or receiving, respectively,
j = 1, 2, 3. In (4), Pj represents the transmit power, ∆j
models the power amplifier inefficiency, P CipAj is the per-
antenna circuit power consumption (e.g. radio frequency (RF)
transceiver chain), and P Cij represents other circuit power con-
sumptions (e.g. baseband processing) at node j. In addition,
0 ≤ ς ≤ 1, since receiving consumes generally less circuit
power than transmitting. Hence, based on the communication
layout of Fig. 1 and the power consumption equations in (4),
the total consumed power (over the two transmission phases)
of a two-way MIMO-AF system, can be expressed as
PΣ =
(
2∑
i=1
P Txi + P
Rx
3
)
+
(
P Tx3 +
2∑
i=1
P Rxi
)
(5a)
= Pc +
3∑
i=1
∆iPi. (5b)
Equation (5a) reflects the two-phases transmission of the data,
i.e. Nodes 1 and 2 transmit data that are received by the RN in
the first phase; whereas the RN transmits data that are received
by Nodes 1 and 2 in the second phase. Meanwhile, equation
(5b) is obtained by inserting (4) into (5a), such that
Pc = (1 + ς)
(
3∑
i=1
niP
CipA
i + P
Ci
i
)
. (6)
It can be remarked in (5a) that contrary to one-way MIMO-
AF [10], [20] or, more generally, cooperative MIMO-AF [23],
none of the three nodes are idle in the two-way scenario, which
is clearly more power efficient. Given that, based on [16],
Pi(R)=tr
{
RiR
†
i
}
, i = 1, 2, and (7a)
P3(R,G)=tr
{
G
(
σ23In3+
2∑
i=1
H3iRiR
†
iH
†
3i
)
G†
}
, (7b)
PΣ can then be re-formulated, by inserting (7) into (5b), as
PΣ(R,G) = Pc +
2∑
i=1
∆iPi(R) + ∆3P3(R,G). (8)
C. Energy Consumption and Optimization
The energy consumption, Eb (in J/bit), or EE (in bit/J),
is a ratio between PΣ and RΣ [32], such that the energy
consumption of Figure 1’s system can be modeled as
Eb(R,G) =
PΣ(R,G)
RΣ(R,G)
, (9)
where RΣ(R,G) and PΣ(R,G) are expressed in (3) and (8),
respectively. The main aim of this paper being to minimize this
energy consumption, we focus on solving (in the subsequent
sections) the following optimization problem
min
R,G
Eb(R,G), (10a)
s.t. Pi(R) ≤ Pmaxi , i = 1, 2, (10b)
P3(R,G) ≤ P
max
3 . (10c)
In other words, our aim is to find precoding matricesR and G
minimizing the energy consumption of the two-way MIMO-
AF system in Fig. 1, when assuming that the transmit power of
any of the three nodes is constrained. Note that Pmaxj in (10)
is the maximum transmit power of the j-th node, j = 1, 2, 3.
The objective function in (10a) is not necessarily jointly
convex in R1, R2, and G, which makes the problem in
(10) generally non-convex and, hence, not straightforward
to solve. However, it becomes possible to efficiently solve
this problem when R = [R1 0;0R2] and G are treated
independently. For instance, we first prove in Section III
4that the optimization problem in (10) can be expressed in a
pseudo-convex form when G is known/fixed; we then derive
an optimal matrix R⋆ = [R⋆1 0;0R⋆2], in closed-form, to
minimize (10). Similarly, we design in Section IV a smart
method for deriving an optimal matrix G⋆ to minimize (10)
whenR is known. Then, an alternating optimization process is
used in Section V to jointly optimize the outcomes of Section
III and IV and find a global solution for (10).
III. EE-OPTIMAL SOURCE PRECODER R⋆
A. Problem Reformulation and closed-form of R⋆
Finding the EE-optimal source precoding matrix, R⋆, when
G is known (i.e. G is not a variable in this subsection and,
hence, is omitted from most of the equations), can be done
by solving the optimization problem in (10) with Eb(R,G)
as in (9), and where RΣ(R,G) and PΣ(R,G) are given in
(3b) and (8), respectively.
Proposition 1: This problem can be reformulated in an
equivalent form as
min
Y
Eb(Y) =
Pc +
∑3
i=1∆iPi(Y)
RΣ(Y)
, (11a)
s.t. Pi(Y) ≤ Pmaxi , i = 1, 2, 3, (11b)
where
RΣ(Y) = W log2 | In0+Y| , (12a)
Pi(Y) = tr {YΨi}+ [i− 2]+σ
2
3 tr
{
GG†
}
, (12b)
i = 1, 2, 3, [.]+ refers to max{., 0} and Y is a block diagonal
matrix. In addition,
Ψ1 =
[
Ψ˙−11 0
0 0
]
, Ψ2 =
[
0 0
0 Ψ˙−12
]
, and
Ψ3 =
[
Ψ˙
− 12
1 H
†
31G
†GH31Ψ˙
− 12
1 0
0 Ψ˙
− 12
2 H
†
32G
†GH32Ψ˙
− 12
2
]
.
(13)
Proof: By applying the change of variable
Y = Ψ˙
1
2RR†Ψ˙
1
2  0,Y ∈ Cn0×n0 , (14)
to equation (3b), the latter can simply be re-expressed as
(12a). In addition, it can for instance be easily shown that
P1(Y) = tr {YΨ1} = tr
{
Ψ˙
1
2RR†Ψ˙
1
2 [Ψ˙−11 0;00]
}
=
tr
{
Ψ˙
1
2RR†Ψ˙
1
2 Ψ˙−
1
2 [In10;00]Ψ˙
− 12
}
= tr
{
[R1 0;0R2]
†
× [In10;00] [R1 0;0R2]} = tr
{
R
†
1R1
}
= tr
{
R1R
†
1
}
=
P1(R), according to (13) and (14). Note that the equivalence
between P2(Y) and P2(R) as well as P3(Y) and P3(R) can
be proved in the same manner.
Proposition 2: The optimization problem in (11) is a
pseudo-convex problem, where its objective function in (11a)
is strictly pseudo-convex and its constraint functions in (11b)
are linear (hence, convex and pseudo-convex) functions of Y.
Proof: the function Eb in (11a) is a function of the type
p/q, where p is a linear function and q is a strictly concave
function. According to [23], such functions are strictly pseudo-
convex.
Algorithm 1 : EE-Optimal Source Precoding, R⋆
1: Inputs: E⋆b ,G⋆,W, Pc, n1, n2,∆,σ2,P
max
, H13, H23, H31,
and H32
2: Compute Ψ˙i(G⋆) and then Ψi(G⋆) in (13), i = 1, 2, 3;
3: Set ǫ = 10−5, T = 100, P c = Pc + σ23 tr
{
G⋆G⋆
†
}
and
α =∆;
4: Set n0 = n1 + n2, κ = 2, k = ∅, and pi = ∅,
5: Y⋆ = YOPT (κ, k,Y⋆, E⋆b ,W,P c, n0, ǫ, T,pi,α,∆,P
max
,Ψ).
6: Set R⋆ =
[
Ψ˙−
1
2Y⋆Ψ˙−
1
2
] 1
2
, i.e. equivalent to R⋆ in (15);
7: Outputs: E⋆b and R⋆.
Proposition 3: The EE-optimal source precoding matrix,
R⋆, i.e. the optimal argument of (10) when G is fixed, can
be formulated in closed-form as
R⋆ =
Ψ˙− 12
WE⋆b
ln(2)
(
3∑
i=1
αiΨi
)−1
− In0
 Ψ˙− 12

1
2
,
(15)
where E⋆b = Eb(R⋆,G) is the optimal solution of (11), i.e.
the optimal solution of (10) when G is fixed. In addition,
α = [α1, α2, α3] ∈ R
3
≥0, where αi = δ⋆i∆i + (1 − δ⋆i )µ⋆i ,
µ⋆i ≥ 0 is a Lagrangian multiplier, and δ
⋆ = [δ⋆1 , δ
⋆
2 , δ
⋆
3 ] with
δ⋆i =
{
1, if Pi(R⋆) ≤ Pmaxi ;
0, else.
(16)
Proof: See section B of the Appendix.
B. Solving (11) and finding R⋆
Given that the optimization problem in (11) is pseudo-
convex, where its objective function is a ratio of a linear to a
concave function, it can be solved by using a generic fractional
optimization method as, for instance, the method proposed in
[33]. However, it is possible to design a bespoke and, hence,
more efficient low-complexity algorithm for solving (11) by
leveraging on the closed-form of R⋆ in (15).
The objective function in (11a) is continuous, but not
constant, over its domain and it goes towards infinity at
both the extrema of its domain (i.e. when Y goes towards
zero or infinity), as long as Pc > 0. Thus, (11a) has a
minimum, which is not infinity. Moreover, we know from
optimization theory [34] that adding constraints to a problem
either maintains or reduces the domain of the problem and,
hence, either maintains or reduces its set of possible/feasible
solutions. In other words, the minimum of (11a) is always
lower or equal to the optimal solution of the whole problem in
(11). Consequently, it is possible to effectively solve (11) and
optimally obtain R⋆ as well as E⋆b = Eb(R⋆,G) by following
the subsequent steps, which are fully detailed in Algorithm 1
and its dependencies, i.e. “YOPT” and “POWCSTOPT”: first, by
obtaining the global minimum of (11a) when assuming no
constraints (i.e. without (11b)); second, by refining the value
of this minimum if at least one of the constraints in (11b) is
not met when this minimum is reached. The functions “YOPT”
and “POWCSTOPT”, which are subsequently provided on the
next page, are recursive functions that are based on standard
univariate root-finding algorithms. For instance, “POWCSTOPT”
51: function YOPT(κ,k,Y⋆, E⋆b ,W,P c, n0, ǫ, T,pi,α,∆,Pmax,Ψ)
2: if κ ≤ 1 then
3: return Y⋆;
4: else
5: Add k to pi, i.e. pi = [pi, k]; set x = 0 and t = 1;
6: while (|E⋆b − x| ≥ ǫ)&(t ≤ T ) do
7: Set x = E⋆b ;
8: [Y⋆,α] = POWCSTOPT (LGTH(pi),Y⋆,α, . . . ,Ψ);
9: Set E⋆b =
P c+
∑3
i=1∆i tr{Y⋆Ψi}
RΣ(Y
⋆)
⇔ Eb(Y⋆) in (11a);
10: Update Y⋆ based on (40b); ensure that Y⋆  0;
11: Set t = t+ 1;
12: end while
13: Set κ = maxi∈{1,2,3} tr {Y⋆Ψi} /Pmaxi ;
14: Set k = argmaxi∈{1,2,3} tr {Y⋆Ψi} /Pmaxi ;
15: Y⋆ = YOPT (κ, k,Y⋆, . . . ,Ψ).
16: end if
17: end function
relies on the Newton-Raphson method [35], as it is indicated in
line 6 of the function “POWCSTOPT”, which is typically used for
solving water-filling problems. The function “YOPT” computes
the optimum argument of Eb(Y) in (11a), i.e. Y⋆, whereas
“POWCSTOPT” refines the value of Y⋆ for all the possible
power constraint cases, which are detailed thereafter. Note that
in “YOPT”, “POWCSTOPT”, and Algorithm 1, ∅ represents an
empty vector, ǫ sets the accuracy of the algorithms, T is the
maximum number of iterations of the algorithms, pi is a vector
of indices, Pmax = [Pmax1 , Pmax2 , Pmax3 − σ23 tr
{
GG†
}
],
σ2 = [σ21 , σ
2
2 , σ
2
3 ], Ψ = [Ψ1,Ψ2,Ψ3], and the function
“LGTH” returns the length of a vector.
1) Unconstrained Optimization: Finding the global mini-
mum of (11a), i.e. solving (11) in the unconstrained case, is
equivalent to solving a single equation, i.e. E⋆b = Eb(Y =
Y⋆), with one unknown, i.e. E⋆b . Indeed, in the case that the
power constraints are not enforced, then δ⋆ = [1, 1, 1]; in turn,
it implies that α =∆ = [∆1,∆2,∆3], such that Y⋆ in (40b)
or R⋆ in (15) is only dependent of the variable E⋆b .
2) Power Constraint Optimization: In the case that δ⋆i = 0
for at least i = 1, 2, or 3, then the problem in (11) becomes
in effect power constrained, i.e. equivalent to a water-filling
problem. Given that δ⋆ contains three elements that are either
0 or 1, and that δ⋆ = [1, 1, 1] represents the unconstrained
case, there are seven different power constrained cases. They
can be categorized in three groups: single, dual, or full power
constrained cases.
In the single power constrained case, i.e. if δ⋆ = [0, 1, 1],
[1, 0, 1], or [1, 1, 0], only one (out of the three) power con-
straint in (11b) is active, i.e. Pi(Y⋆) = Pmaxi , for either
i = 1, 2 or 3. Consequently, finding the global minimum
of (11) is equivalent to solving a system of two equations,
i.e. E⋆b = Eb(Y = Y⋆) and Pi(Y⋆) = Pmaxi , with two
unknowns, i.e. E⋆b and µ⋆i . For instance, if δ
⋆ = [1, 0, 1], then
α = [∆1, µ
⋆
2,∆3], such that Y⋆ in (40b) is dependent of both
E⋆b and µ⋆2.
In the dual power constrained case, i.e. if δ⋆ = [0, 0, 1],
[0, 1, 0], or [1, 0, 0], two (out of the three) power constraints
in (11b) are active. Consequently, finding the global minimum
of (11) is equivalent to solving a system of three equations,
i.e. E⋆b = Eb(Y = Y⋆) and two Pi(Y⋆) = Pmaxi equations,
1: function POWCSTOPT(j,Y⋆,α, E⋆b ,W, n0, ǫ, T,pi,Pmax,Ψ)
2: if j == 0 then
3: return Y⋆ and α;
4: else
5: Set ϕ = tr
{
Y⋆Ψπj
}− Pmaxπj and t = 0;
6: repeat ⊲ Newton-Raphson method
7: Set ∂ϕ = − ln(2)
WE⋆
b
tr
{[
(Y⋆ + In0)Ψpij
]2};
8: Set απj =
[
απj − ϕ/∂ϕ
]
+
;
9: Set Y⋆ = WE
⋆
b
ln(2)
(
∑3
i=1 αiΨi)
−1 − In0 , i.e, (40b);
10: Ensure that Y⋆  0;
11: Update ϕ = tr
{
Y⋆Ψπj
}− Pmaxπj ;
12: Set t = t+ 1;
13: [Y⋆,α] = POWCSTOPT (j − 1,Y⋆,α, . . . ,Ψ).
14: until (|ϕ| < ǫ)&(t ≤ T )
15: end if
16: end function
with three unknowns, i.e. E⋆b and two values of µ⋆i .
In the full power constrained case, i.e. if δ⋆ = [0, 0, 0],
all the power constraints in (11b) are active and, hence, the
numerator of (11a) becomes a constant. In turn, the problem
in (11) becomes a rate optimization problem, i.e. minimizing
the inverse of a sum-rate subject to three power constraints. In
this case, finding the global minimum of (11) is also equivalent
to solving a system of three equations, i.e. Pi(Y⋆) = Pmaxi
with three unknowns, i.e. µ⋆i , i = 1, 2, 3, where E⋆b acts as a
proportionality constant.
Finally, it is important to note that the problem in (11) and,
hence Algorithm 1, has always a solution as long as Pmaxi ≥
0, ∀i = 1, 2, 3. Thus, it is important to check that Pmax3 −
σ23 tr
{
GG†
}
≥ 0, based on (12b), prior to run Algorithm 1.
IV. EE-OPTIMAL RELAY PRECODER G⋆
Finding the EE-optimal relay precoding matrix, G⋆, when
R is known (i.e. R is not a variable here and is omitted
from most of the equations), can be done by solving the
optimization problem in (10) with Eb(R,G) as in (9), and
where RΣ(R,G) and PΣ(R,G) are given in (3a) and (8),
respectively. This problem can be reformulated as
min
G
Eb(G) =
P ′c +∆3P3(G)
RΣ(G)
, (17a)
s.t. P3(G) ≤ Pmax3 , (17b)
where P ′c = Pc+
∑2
i=1∆iPi and P3(G) is defined in (7b).
Contrary to (11), it is not feasible to express (17) in a pseudo-
convex form and, hence, to solve (17) in a straightforward
manner. Instead, we propose in the following to first obtain
lower and upper bounds of the optimal solution of (17), i.e.
E⋆b = Eb(R,G
⋆), and then to use a simple method (e.g. bi-
section method) to find E⋆b based on these bounds.
A. Lower bound to the optimal solution of (17)
In order to find a lower bound, EHb , to the optimal solution
of (17), i.e. EHb ≤ E⋆b , we first reformulate (17) and relax its
formulation by omitting one constraint. We then explain how
to solve its relaxed form in a low-complexity and optimal
manner for obtaining EHb .
6Proposition 4: Let G ∈ C2n3×2n3 be a block diagonal
matrix defined as
G =
[
G1 0
0 G2
]
, (18)
then the optimisation problem in (17) can be reformulated as
min
G
Eb(G) =
P ′c +∆3P3(G)
RΣ(G)
, (19a)
s.t. P3(G) ≤ Pmax3 , (19b)
G1 =G2 =G in (19), (19c)
where RΣ in (3a) and P3 in (7b) can respectively be reformu-
lated as
RΣ(G) = W log2
∣∣∣∣In0+H3GΥG†H†3(In0+H3GG†H†3)−1∣∣∣∣,
(20a)
P3(G) = σ
2
3 tr
{
G
(
I2n3
2
+Υ
)
G
†
}
. (20b)
In addition,
H3 =
σ3
σ1σ2
[
σ1H23 0
0 σ2H13
]
andΥ =
[
Υ˙1 0
0 Υ˙2
]
. (21)
Proof: See section C of the Appendix.
Proposition 5: The optimal solution of the relaxed form of
the optimisation problem in (19), i.e. when the constraint (19c)
(enforcing that the upper, G1, and lower, G2, parts of G are
the same) is omitted, is a lower bound to the optimal solution
of both problems (17) and (19), which are equivalent.
Proof: As it has been previously mentioned in the second
paragraph of Section III-B, we know from optimization theory
[34] that adding constraints to an optimization problem either
maintains or reduces the set of its possible/feasible solutions
such that the optimal solution of a minimization problem with
added constraints can only be larger or equal to the optimal
solution of its original problem. In other words, the minimum
value of the problem with added constraints upper bounds the
minimum value of its original problem.
It can be remarked that the relaxed form of (19) (i.e. when
constraint (19c) is omitted) is similar to finding the optimum
relay matrix G of a classic one-way MIMO-AF system with a
single relay [9], [14]. Accordingly, the optimum relay precoder
matrix for the relaxed version of (19) is of the form
G = VĜ
1
2U†, (22)
where V =
[
V1 0
0 V2
]
as well as U =
[
U1 0
0 U2
]
are
unitary block diagonal matrices that contains the right and left-
singular vectors of H3 and Υ, respectively. More precisely,
σ23
σ2i
H
†
i3Hi3 = Vi diag(hi)V
†
i
and Υ˙i = Ui diag(υi)U†i , i =
1, 2, where hi and υi are vectors containing the eigenvalues
of σ
2
3
σ2
i
H
†
i3Hi3 and Υ˙i, correspondingly, sorted in descending
order. In addition, we define h = [h1 h2] = [h1, h2, . . . h2n3 ]
and υ = [υ1 υ2] = [υ1, υ2, . . . υ2n3 ]. Meanwhile, Ĝ is a
diagonal matrix containing the eigenvalues of G†G sorted
in descending order, such that Ĝ = diag(g), with g =
Algorithm 2 : Lower Bound of E⋆b , EHb
1: Inputs: E⋆b ,R⋆,W,Pc, n3,∆,σ2, Pmax3 , H13, H23, H31, and
H32
2: Obtain h and υ via SVD based on σ3
σi
H
†
i3Hi3 and Υ˙i, i = 1, 2,
respectively;
3: Set P ′c = Pc +
∑2
i=1∆iPi(R
⋆) and α3 = ∆3;
4: Set EHb = E⋆b , x = 0, and ǫ = 10−6;
5: while (|EHb − x| ≥ ǫ) do
6: Set x = EHb ;
7: Obtain gHj as a function of EHb via (25), j = 1, 2, . . . , 2n3;
8: Obtain EHb as a function of gHj via (23a);
9: end while
10: if P3(gH) > Pmax3 then
11: Update α3 by using a univariate root-finding method (e.g.
Newton-Raphson method) for solving P3(gH(α3))−Pmax3 =
0 as a function of α3 in (23b);
12: Obtain gHj (α3) via (25) and set EHb = Eb(gH(α3)) in (23a);
13: end if
14: Outputs: EHb and G = V diag(
√
gH)U†.
[g1, g2, . . . g2n3 ]. By inserting (22) into (19a), (19b) and (20),
the relaxed form of (19) simplifies as
min
g
Eb(g) =
P ′c +∆3P3(g)
RΣ(g)
, (23a)
s.t. P3(g) = σ23
2n3∑
j=1
gj(1/2 + υj) ≤ P
max
3 , (23b)
with
RΣ(g) = W
2n3∑
j=1
log2
(
1 +
gjhjυj
1 + gjhj
)
. (24)
Accordingly, the elements of the optimal argument of (23), i.e.
gH = [gH1 , g
H
2 , . . . , g
H
2n3 ] can be obtained in closed-form as
gHj =
1
2hj(1+υj)
[√
υ2j+
8WEHb υjhj(1 + υj)
ln(2)α3σ23(1 + 2υj)
− υj − 2
]
+
,
(25)
j = 1, 2, . . . , 2n3, where EHb = Eb(gH) is the optimal solution
of (23), α3 = δH3∆3 + (1− δH3 )µH3 ≥ 0, with µH3 ≥ 0 being a
Lagrangian multiplier and δH3 = 1 if P3(gH) ≤ Pmax3 or else
δH3 = 0. See proof in Section D of the Appendix.
Similar to finding R⋆ in Section III-B, we first need to find
gH in the unconstrained case before refining the values of its
elements if P3(gH) > Pmax3 , as it is detailed in Algorithm 2.
In the unconstrained case, solving (23) is equivalent to solving
a single equation, i.e. EHb = Eb(g = gH), with one unknown,
i.e. EHb ; this can be done in a low-complexity manner by using
a classic univariate root-finding algorithm, as it is shown in
Algorithm 2. Whereas, in the case that P3(gH) > Pmax3 ,
solving (23) is still about solving a single equation, i.e.
P3(g
H(µH3 )) = P
max
3 , with one unknown, i.e. µH3 . This is
similar to a water-filling problem that can be solved in a low-
complexity manner by using a simple root-finding algorithm
(e.g. Newton-Raphson method [35]). Note that Algorithm 2
follows the same design principle as Algorithm 1, but in a
simpler form (without requiring recursive functions), given
that (19) or (23) has only one power constraint instead of
three in (11).
7B. Upper bound to the optimal solution of (17)
An upper bound of E⋆b can simply be obtained by using clas-
sic convex optimization methods [34], e.g. gradient/projected
gradient search, log-barrier, or Newton method, to solve (17).
Indeed, if (17) was at least pseudo-convex, then applying such
a method for solving (17) would return E⋆b . Given that (17)
is not pseudo-convex, solving (17) by using classic convex
optimization tools will generally return a sub-optimal solution
ENb = Eb(G
N), such that E⋆b ≤ ENb .
C. Solving (17) and finding G⋆
In order to find the optimal solution of (17), we leverage
on EHb and ENb (discussed in Sections IV-A and IV-B, respec-
tively) as well as the following proposition
Proposition 6: Let EHb + ε⋆ = E⋆b , ε⋆ ≥ 0, such that{
EHb + ε < E
⋆
b , if ε ∈ [0, ε⋆);
EHb + ε ≥ E
⋆
b , if ε ∈ [ε⋆, ENb − EHb ].
Given that Eb(G) = PΣ(G)/RΣ(G), it then exists matrices
G ∈ DEb (DEb being the domain of Eb) that verifies
f(G) = PΣ(G)− (E
H
b + ε)RΣ(G) = 0, (26)
if and only if ε ≥ ε⋆.
Proof: Since Eb(G) = PΣ(G)/RΣ(G), then PΣ(G) −
Eb(G)RΣ(G) = 0. Given that E⋆b = Eb(G⋆) is the global
minimum of Eb, i.e. the lowest possible value of the codomain
of Eb, EHb + ε does not belong to the codomain of Eb when
EHb + ε < E
⋆
b , such that (26) has no solution in DEb . Indeed
if EHb + ε < E⋆b , then PΣ(G)/RΣ(G) > EHb + ε⇔ PΣ(G)−
(EHb + ε)RΣ(G) > 0, ∀G ∈ DEb .
Consequently, according to Proposition 5, if ε in (26) were
to increase in an infinitesimal manner from 0 to ENb − EHb
then the first value of ε for which it would exist a matrix G ∈
DEb that verifies (26) would be ε⋆ and its associated matrix
would be G⋆. In the case that P3(G⋆) ≤ Pmax3 (unconstrained
optimization), then ε⋆ and G⋆ would also verify
∇GPΣ(G
⋆)− (EHb + ε
⋆)∇GRΣ(G
⋆) = 0, (27)
where∇GRΣ(G)= 2Wln(2)
∑2
i=1H
†
i3
[
ui
(
G(In3+Υ˙i)
1/2
)
Hi3
×G(In3+Υ˙i)− ui(G)Hi3G
]
and ∇GPΣ(G) = ∇GP3(G)
= 2∆3G
(
In3+
∑2
i=1 Υ˙i
)
, based on (17a) and matrix calcu-
lus [36]. In addition, ui(X) =
(
Ini +
σ23
σ2
i
Hi3XX
†H
†
i3
)−1
.
See the proof for (27) in Section E of the Appendix.
Accordingly, a simple method for finding G⋆ would be to
increase ε from 0 to ENb − EHb (in very small steps) in (26)
and use a generic non-linear equation solver (e.g. “fsolve” in
Matlab) to solve (26), until the left-hand side of (26) is equal
to (or very close to) zero. In order to reduce the number of ε
values that are evaluated in (26), a bisection search method
(with 0 and ENb − EHb as initial endpoint values) could be
used instead of increasing ε in regular steps, as it is detailed
in see Algorithm 3. Note that the computational complexity
of the bisection method and of any non-linear equation solver
is inherent to its initial search values. By using fairly tight
bounds of E⋆b as initial values for the bisection search and GN
Algorithm 3 : EE-Optimal Relay Precoding, G⋆
1: Inputs: EHb , ENb ,R⋆,GN,W,Pc, n3,∆,σ2, Pmax3 , H13, H23,
H31, and H32
2: Compute Υ˙i(R⋆), Υ, and P ′c = Pc +
∑2
i=1∆iPi(R
⋆);
3: Set a = 0, b = ENb − EHb , ε = (a + b)/2, ǫ = 10−6, and
G = GN;
4: while (|a− b| ≥ ǫ) do
5: Solve f(G) in (26) by using a non-linear equation solver and
obtain an updated version of G;
6: if f(G) > 0 then Set a = ε; else Set b = ε;
7: ε = (a+ b)/2;
8: end while
9: Set E⋆b = EHb + ε and G⋆ = G;
10: Outputs: E⋆b and G⋆.
as the initial value for solving (26), it ensures a good balance
between computational complexity and convergence speed.
Indeed, since the main source of complexity in Algorithm 3
(i.e. especially for large value of n3) is to find a solution to
(26), it is important to reduce the number of iterations of the
bisection method by choosing suitable initial values.
V. JOINT SOURCE AND RELAY PRECODING OPTIMIZATION
A. Alternating Optimization Procedure
Similar to the works in [9], [16], [19], [24], the optimiza-
tion problem in (10) can be solved by using an alternating
optimization procedure based on R⋆ and G⋆, as follows:
1) SetG⋆(0) =G(0), whereG(0) is an initialization matrix.
Note that as in [9], we consider N different randomly
selected initialization matrices.
2) Set R⋆(0) = In0 and obtain E⋆b by inserting both R⋆ as
well as G⋆ in (9).
3) At the k-th iteration, G⋆(k) and E⋆b are used in Algo-
rithm 1 to update the value of E⋆b and return R⋆
(k+1)
.
4) Next, R⋆(k+1) and E⋆b are used in Algorithm 3 to update
the value of E⋆b and return G⋆
(k+1)
.
5) Steps 3) and 4) are repeated iteratively until conver-
gence, i.e. until the values of E⋆b at the end of the k-th
and k + 1-th iterations are the same.
6) Steps 1) to 5) are repeated N times for each randomly
selected initialization matrix G(0); the outcome of this
procedure is the lowest E⋆b (out of the N final E⋆b values)
and its corresponding R⋆ and G⋆ matrices.
B. Convergence Discussion and Results
The monotonic convergence of the above alternating pro-
cedure for solving (10) can be proved by following the same
line of reasoning as in [24]. On the one hand, since R⋆ is the
optimal argument of (10) when G is fixed, it implies that
Eb(R
⋆(k+1) ,G⋆
(k)
) ≤ Eb(R
⋆(k) ,G⋆
(k)
). (28)
On the other hand, since G⋆ is the optimal argument of (10)
when R is fixed, it implies that
Eb(R
⋆(k+1) ,G⋆
(k+1)
) ≤ Eb(R
⋆(k+1) ,G⋆
(k)
). (29)
By combining (28) and (29), it then implies that
Eb(R
⋆(k+1) ,G⋆
(k+1)
) ≤ Eb(R
⋆(k) ,G⋆
(k)
). (30)
8TABLE I
COEFFICIENT OF VARIATION, cv (IN %), OF THE FINAL VALUE OF E⋆b FOR
N = 100 DIFFERENT RANDOM INITIALIZATION MATRICES
σ23 (dBW)
−30 −20 −10 0 10 20 30
−30 0.018% 0.025% 0.032% 0.043% 0.11% 0.18% 0.21%
σ21, σ
2
2 −10 0.021% 0.022% 0.027% 0.052% 0.16% 0.31% 0.54%
(dBW) 10 0.017% 0.021% 0.031% 0.047% 0.12% 0.25% 0.43%
30 0.015% 0.020% 0.025% 0.038% 0.09% 0.27% 0.48%
In other words, equation (30) indicates that the conditional
updating of R⋆ (for a fixed G⋆) and G⋆ (for a fixed R⋆)
at each iteration either decreases or maintains the value of
E⋆b = Eb(R
⋆,G⋆); E⋆b being the best local minimum of
Eb, for a given R⋆ or G⋆, at each iteration. However, it is
important to note, as for instance in [9], [19], that E⋆b is not
necessarily always the global minimum of (10) in the general
case since Eb(R,G) in (10) is not necessarily jointly pseudo-
convex/convex in bothR andG. Nevertheless, in some special
cases, E⋆b is guaranteed to be the global minimum of (10). For
instance, if both σ21 ≪ σ23 and σ22 ≪ σ23 , then the rate equation
in (3) becomes independent of G and, in turn, R and G can
be decorrelated. According to [9] (for the one way scenario),
this is a sufficient condition for (10) to converge to a global
optimum. Meanwhile, if σ21 ≫ σ23 or σ22 ≫ σ23 , then the rate
equation in (3) becomes independent of R1 orR2 and, in turn,
(10) becomes a one-way joint optimization problem instead of
a two-way problem. A problem that has been optimally solved
in [10].
In order to better understand the convergence behavior of
the alternating optimization procedure, we have reported in
Table I the coefficient of variation, cv , of the final E⋆b value
(i.e. the value of E⋆b at the end of step 5) of this procedure)
for N = 100 different random initialization matrices G(0) and
various σ2i values, i = 1, 2, 3. The coefficient of variation is
a standardized tool for measuring the dispersion of random
variable distributions that is defined as a ratio (in %) between
the standard deviation and the mean of random variables; a
very low cv value indicates a high similarity between random
variables. Here, we report the ratio between the standard
deviation and the mean of the N = 100 final values of E⋆b ,
averaged over 1000 runs for each σ2i setting. The results show
that the values of cv are quite low (< 0.1%) for many settings.
In turn, it indicates that the final values of E⋆b are likely
to be similar regardless of the initialization matrix G(0) for
those settings, such that our algorithm is likely to converge
towards the global minimum of (10). In order to complement
these results, we plot in Fig. 2 a snapshot of the convergence
behavior of the alternating procedure as a function of the
number of iterations for N = 10 in two different settings;
a very low and a low cv setting (based on Table I), i.e.
σ21 = σ
2
2 = σ
2
3 = −30 dBW and σ21 = σ22 = σ23 = 30 dBW,
respectively. Each line on the plot shows the variation of E⋆b
(i.e. the value of E⋆b at the end of step 4) of the alternating
procedure after each iteration) for a given initialisation matrix
G(0). Firstly, these results confirm the monotonic convergence
15
20
1 2 3 4 5 6 7 8
3
3.2
Fig. 2. Convergence behavior of our alternating optimization procedure as
a function of the number of iterations for N = 10 and two different settings.
of the alternating procedure that has been proved in (30). It
also confirms that the final value of E⋆b (after several iterations)
is hardly affected by G(0) when cv is very low. Whereas in
the case of σ21 = σ22 = σ23 = 30 dBW, different initialization
matrices can result in different outcomes, i.e. two different
final values of E⋆b in the lower part of Fig. 2. Hence, as
in [9], the use of multiple initialization matrices increase the
likelihood of reaching the global minimum of (10).
VI. NUMERICAL RESULTS AND DISCUSSIONS
Our simulation results are obtained based on the following
assumptions:
• We consider five different node, antenna and power
settings that are detailed in Table II. Settings A and B
are unconstrained settings (i.e. which is equivalent to the
case of Pmaxj →∞, j=1, 2, 3), while Settings C, D and
E rely on realistic power constraint values at each node.
• We use the power parameter values of Table I of [20]
for setting the values of ∆., P CipA. , and P Ci. in Section
II-B. Moreover, note that Pmax. per antenna is around 20
W for a typical macro BS [27], and between 1 to 5 W
for a typical urban/rural relay [28]. Furthermore, we set
ς = 1/2 in Pc in (6).
• We consider a single-tap i.i.d MIMO Rayleigh fading
channel between each node, assume N=10 in step 1) of
Section V-A), and set W =1 without loss of generality.
In order to demonstrate the benefit of our energy efficient
precoding scheme for the two-way MIMO-AF relay scenario,
we benchmark it against the most relevant existing one-way
and two-way MIMO-AF schemes, e.g. [9], [10], [16], [19].
We also evaluate the relative tightness of the lower and
upper bounds of the relay optimization process (introduced in
Section IV-A and IV-B) with the optimal process of Section
IV-C. In the following, for ease of introduction, we rely on
the subsequent notation to refer to our scheme and the relevant
schemes it is benchmarked against:
• E⋆b = Eb(R
⋆,G⋆) is the outcome of the joint source
and relay optimization procedure of Section V-A, based
on our EE-optimal source and relay precoding matrices.
• EHb is the outcome of the optimization procedure of
Section V-A, but where Algorithm 3 is replaced with our
lower bound relay optimization method of Algorithm 2.
9TABLE II
SIMULATION SETTINGS (TYPE OF NODES, NUMBER OF ANTENNAS AND POWER PARAMETER VALUES)
Settings Node Node n1 n2 n3 ∆1 ∆2 ∆3 P CipA1 P
CipA
2 P
CipA
3 P
Ci
1 P
Ci
2 P
Ci
3 P
max
1 P
max
2 P
max
3
1 2 (W) (W) (W) (W) (W) (W) (W) (W) (W)
A BS UE 4 4 4 4.7 2 6.3 100 0.03 4.0 180 0.07 4.9 ∞ ∞ ∞
B UE UE 4 4 4 2 2 6.3 0.03 0.03 4.0 0.07 0.07 4.9 ∞ ∞ ∞
C BS UE 4 4 4 4.7 2 6.3 100 0.03 4.0 180 0.07 4.9 80 0.8 10
D UE UE 4 4 4 2 2 6.3 0.03 0.03 4.0 0.07 0.07 4.9 0.8 0.8 10
E BS UE 5 3 2 4.7 2 6.3 100 0.03 4.0 180 0.07 4.9 100 0.6 5
• ENb is the outcome of the optimization procedure of
Section V-A, but where Algorithm 3 is replaced by a
generic gradient/projected gradient search algorithm.
• ETWBb is the outcome of the EE-based source and relay
beamforming method proposed in [19] for the two-way
MIMO-AF relay channel scenario, where TWB stands for
two-way beamforming.
• max SE is the outcome of the SE-based source and
relay precoding method proposed in [16] for the two-way
MIMO-AF relay channel scenario.
• EAOWb is the aggregated outcome of the EE-optimal
source and relay precoding method proposed in [9], [10]
for the one-way MIMO-AF relay channel scenario, where
AOW stands for aggregated one-way. In other words, we
take into account both Node 1 → RN → Node 2 and
Node 2 → RN → Node 1 transmissions, each of them
having two transmission phases, and we assume that they
happen in parallel over two different frequency bands,
i.e. by assuming frequency division duplexing, to ensure
a fair comparison (over the same number of transmission
phases) with the two-way MIMO-AF schemes.
Note that Pc, which accounts for all the fixed circuit consumed
powers in the system, is different for the one-way or two-way
relay channel. Indeed, Pc is defined as in (6) for the two-way
scenario, whereas, according to [31], Pc = niP CipAi + P Cii +
ς(niP
CipA
i
+P Ci
i
)+n1P
SlpA
1 +n2P
SlpA
2 +(1+ς)(n3P
CipA
3 +P
Ci
3 )
in the one-way scenario, where P SlpAi , i = 1, 2 is the power
consumed when Node 1 or 2 is in sleep mode. This needs to
be taken into account when comparing one-way with two-way
schemes to ensure a fair comparison.
Figure 3 compares the sum-rate and EE performances of
our scheme against those of the SE-based two-way precoding
scheme of [16] (max SE) and EE-based two-way beamforming
scheme of [19] (ETWBb ) in Settings C and D for σ21 = σ22 =
σ23 = σ
2
. Note that the unit for sum-rate is bit/2/s, since we
consider the number of transmitted bits over two transmission
phases. The results first show that max SE exhibits the best
sum-rate performance. Whereas our scheme can provide more
than twice the rate of ETWBb . In terms of energy consumption,
the results confirm that our scheme is the best; it can reduce Eb
by up to 38% and 50% in comparison with max SE and ETWBb ,
respectively, in good channel conditions (e.g. when σ2 = −20
dB), but at the expense of a sum-rate reduction of up to 20%
when compared to max SE. Given that max SE is meant
by design to be SE-optimal and our scheme is EE-optimal,
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Fig. 3. Sum-rate and EE performances of our scheme, against two other
relevant existing two-way MIMO-AF precoding schemes, as a function of σ2
in dBW.
it is expected that max SE would perform better than our
scheme in terms of sum-rate, and vice-versa in terms of energy
consumption. However, it is interesting to see that our scheme
outperforms ETWBb (EE-based scheme of [19]), both in terms
of energy and rate. Contrary to ETWBb , our scheme can take full
advantage of having ni transmit antennas at Nodes i, i = 1, 2;
it can simultaneously transmit up to ni streams of information
instead of 1 (the best channel eigenmode out of ni) in ETWBb .
Moreover, our relay precoding matrix is EE-optimal, while
the one used in ETWBb is only sub-optimal (i.e. it is based on
an approximation; see [19] for more details). Finally, it can
also be remarked that the performances of the three schemes
converge at high σ2, such that the type of precoding design
becomes less of an issue in poor channel conditions.
Figure 4 compares the transmit power (in both transmission
phases), sum-rate and EE performances of our scheme against
those of the EE-based two-way beamforming scheme of [19]
(ETWBb ) and the EE-based one-way precoding scheme of [9],
[10] (EAOWb ) in Settings A and C for σ21 = σ22 = σ23 = σ2.
Firstly, it can be noted, as explained in Section III-B, that all
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Fig. 4. Transmit power, sum-rate, and EE performances of our scheme
against other relevant existing EE-based MIMO AF schemes, as a function
of σ2 in dBW.
the schemes perform better in terms of Eb in the unconstrained
rather than in the power constrained scenario. Secondly, the
results clearly indicate that our scheme outperforms EAOWb and
ETWBb by up to 35% and 60%, respectively, in terms of Eb
for both the unconstrained and power constrained scenarios.
Given that Eb is a ratio between power and rate, insights on
our scheme significant Eb gains over EAOWb and ETWBb can
be drawn by analyzing the rate and power performances of
all the schemes. We already know from Fig. 3 that the rate
of ETWBb is significantly lower than the rate of our scheme.
Here, we can also remark that it consumes more or less the
same power as our scheme in both transmission phases (in
the power constrained case). Hence, the key contributing factor
behind the large Eb gain of our scheme over ETWBb is its better
rate performance. Whereas, as far as EAOWb is concerned, its
rate performance is slightly better than that of our scheme
(bearing in mind that it uses twice the bandwidth as our
scheme), but its power consumption is significantly worse in
both phases (our scheme consumes roughly between 30−40%
less power than EAOWb ). Indeed, in one-way transmission,
Nodes 1 and 2 operate in sleep mode during some of the
transmission phases (see [10] for more details); this increases
the power consumption and in turn Eb, when compared to a
two-way transmission. Meanwhile, jointly optimizing the two
transmission ways is more efficient than optimizing each way
separately. These two factors explain the large Eb gain of our
-20
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Fig. 5. EE gain comparison of our scheme against a) EAOW
b
in Setting A,
b) ETWB
b
in Setting A, c) EAOW
b
in Setting C, and d) ETWB
b
in Setting C, as
a function of σ21 and σ23 in dBW (σ22 = σ21).
scheme against EAOWb . Overall, Fig. 4 shows that our scheme
offers a better trade-off between consumed power and rate
than the benchmark schemes and, in turn, this explains its
significantly better Eb performance.
Figure 5 complements the results of Fig. 4 by showing
the extent of our scheme Eb performance improvement in
comparison with EAOWb (in Figs. 5 a) and c)) and ETWBb (in
Figs. 5 b) and d)) in Settings A and C for a large range of
σ21 (σ22 = σ21) and σ23 values. The improvement is quantified
in terms of the EE gain, which is defined as
∆EE = 100 (1− E
⋆
b /χ)%, (31)
where χ = EAOWb or χ = ETWBb in Fig 5. The results
further confirm the very significant benefits of our scheme
in comparison with the state-of-art in both the unconstrained
(i.e. Figs. 5 a) and b)) and power constrained cases (i.e. Figs.
5 c) and d)). Our scheme achieves a EE gain of up to 40 and
60% against EAOWb and ETWBb , respectively. It also show that
the gain is very significant not only for specific σ21 and σ23
values (as in Fig. 4), but for a large range of these values.
Figure 6 compares the Eb performance of our scheme
against those of its lower and upper bounds, EHb and ENb ,
respectively, in all the settings of Table II when σ21 = σ22 =
σ23 = σ
2
. The results show a very good tightness between E⋆b
and its bounds in most cases, except Settings D at high σ2
values. Given that the complexity of finding G⋆ in Algorithm
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Fig. 6. Tightness of our lower and upper bounds of E⋆
b
as a function of σ2
in dBW for five different settings.
3 is somehow linked to the gap between EHb and ENb , i.e.
ENb − E
H
b , this complexity should be acceptable in most of
these cases. It can also be remarked that E⋆b is in general closer
to its upper bound than its lower bound, and the gap between
ENb and E⋆b seems to always be relatively small. Hence, using
Algorithm 1 in conjunction with a generic gradient/projected
gradient search (instead of Algorithm 3) could be a reasonable
sub-optimal alternative to achieve close to E⋆b performance but
without the extra complexity of Algorithm 3. Meanwhile, it is
clear that for the same number of antennas (i.e. settings A, B,
C, D), lower values of the fixed power parameters (i.e. P CipAi
and P Cii ) leads to lower energy consumption. Similarly, setting
E, which exhibits the highest/worst energy consumption, has
the highest level of fixed power.
Figure 7 complements the results of Fig. 6 by depicting
the EE gain of our scheme against its upper (in Figs. 7 a)
and c)) and lower (in Figs. 7 b) and d)) bounds in Settings
A and C. The results in Figs. 7 a) and c) confirm the good
tightness between E⋆b and its upper bound; they differ by up
to only 3% over a large range of noise power values; this
confirms that obtaining the RN precoding matrix through a
generic gradient/projected gradient search method could be a
reasonable sub-optimal alternative to Algorithm 3. Meanwhile,
it can be remarked that for some settings, i.e. σ21 = −σ23
with |σ23 | > 10 dBW (left-upper and right lower corners of
all the subplots of Fig. 7), both bounds closely match E⋆b
results. This intuitively indicates that for this range of SNRs,
the optimization problem in (17) is likely to be pseudo-convex
(having a global optimum), since the upper bound is obtained
via a gradient/projected gradient search method; a method that
is only optimal for convex/pseudo-convex problem. This result
also echoes the convergence analysis of Section V-B, since it
indicates that if both σ21 ≪ σ23 and σ22 ≪ σ23 or σ2i ≫ σ23 ,
-20
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Fig. 7. EE gain comparison of our scheme against a) EN
b
in Setting A, b)
EH
b
in Setting A, c) EN
b
in Setting C, and d) EH
b
in Setting C, as a function
of σ21 and σ23 in dBW (σ22 = σ21 ).
i = 1 or 2, then the optimization problem in (10) can converge
to a global optimum.
Figure 8 depicts the variation of the energy consumption
of our scheme as a function of the maximum transmit power,
Pmax (W), for different numbers of transmit antennas, n, at
the three nodes. We assume that σ21 = σ22 = σ23 = 0 dBW
and use the power parameter values of Setting A for ∆i,
P CipAi and P Cii , i = 1, 2, 3. Note here that Pmaxi = Pmax
and ni = n, i = 1, 2, 3. The results show that, for any
particular value of n, the energy consumption steadily de-
creases down to a minimum value as Pmax increases. This
is consistent with the discussion of Section III-B about the
effects of constraints on optimization problem. Indeed, as
Pmax increases (i.e. the power constraints loosen), as the
set of possible/feasible solutions increases and, hence, it is
possible to find a lower value of Eb in this set, up to the point
where the minimum of the objective function (10a) itself is
reached. Once the set of possible/feasible solution contains the
minimum of (10a), then Pmax has no more influence on the
result, given that the minimum of (10a) acts a lower bound for
(10). Meanwhile, Fig. 8 results also indicate that the energy
consumption decreases as the number of antenna increases
in the two-way MIMO-AF scenario, which is consistent with
the results of [10] for the one-way MIMO-AF scenario. Even
though increasing the number of transmit antennas increases
the overall power consumption, as it is clearly indicated in (6),
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Fig. 8. EE performance of our scheme as a function of the maximum transmit
power for different numbers of transmit antennas.
this increase in n is more than compensated by the increase
in rate brought by these extra antennas. However, it seems
that this improvement in EE is logarithmic, i.e. the difference
in energy consumption between having n and n+ 2 antennas
becomes smaller and smaller as n increases. Note that similar
result behaviours were observed for different values of σ2i .
VII. CONCLUSION
In this paper, we have proposed a novel energy efficient
precoding method for optimizing the EE/energy consumption
of half-duplex two-way MIMO-AF relay systems. We have
designed EE-optimal source and relay precoding matrices and
the optimality of these matrices, when treated independently,
has been formally proved by relying on pseudo-convexity
analysis. An alternating optimization process (for which its
convergence has been proved) has been used to jointly op-
timize these precoders. In addition, the EE-optimal source
precoding matrices have been derived in closed-form and an
optimal numerical approach has been designed for obtaining
the relay precoding matrix. Performance evaluation has shown
that our scheme can be globally optimal in some cases and can
provide a very significant improvement in EE in comparison
with relevant existing approaches; for instance, a EE perfor-
mance improvement of up to 60% has been achieved compared
to a reference EE-based two-way MIMO-AF beamforming
scheme. In the future, we plan to generalize our scheme for
any number of nodes, instead of three.
APPENDIX
A. Derivation details: from Equation (3a) to (3b)
Equation (3a) can be reformulated as
W
2∑
i=1
log2
∣∣∣Ini +Hi3GH3iRiR†iH†3iG†H†i3Ω−1i ∣∣∣ , (32)
where Ωi = σ2i Ini + σ
2
3Hi3GG
†H
†
i3
. Then, by using the
matrix determinant lemma, (32) can be re-expressed as
W
2∑
i=1
log2
∣∣∣Ini +R†iH†3iG†H†i3Ω−1i Hi3GH3iRi∣∣∣
⇔ W
2∑
i=1
log2
∣∣∣Ini +R†iΨ˙i(G)Ri∣∣∣ .
(33)
Moreover, knowing that for any matrices A and B of dimen-
sions nA × nA and nB × nB, correspondingly,
|A| |B| =
∣∣∣∣A 0
0 B
∣∣∣∣⇒ log2 |A|+ log2 |B| = log2 ∣∣∣∣A 0
0 B
∣∣∣∣ ,
(34)
it implies that (3b) is equivalent to (33). Hence, (3b) ⇔ (33)
⇔ (32) ⇔ (3a).
B. Proof of Proposition 3
Proof: Given the power constraints in (11b), it implies
that Pi(Y) in (11a) is defined as in (12b), when Pi(Y) <
Pmaxi ; whereas Pi(Y) = Pmaxi when Pi(Y) ≥ Pmaxi . In
other words, Pi(Y) is either dependent or independent of Y
when Pi(Y) < or ≥ Pmaxi , respectively. Consequently, the
Lagrangian function associated with the optimization problem
in (11) can be formulated as
L (µ,Y) =
Pc +
∑3
i=1∆i (δiPi(Y) + (1− δi)P
max
i )
RΣ(Y)
+
3∑
i=1
µi(1− δi) (Pi(Y) − P
max
i ) ,
(35)
where µ = [µ1, µ2, µ3], µi is a Lagrange multiplier, and
δi =
{
1, if Pi(Y) ≤ Pmaxi ;
0, else.
(36)
The optimization problem in (11) being pseudo-convex, the
global optimum of L (µ,Y) occurs at a stationary point (see
theorem 1.36 of [37]), such that
∇YL (µ = µ
⋆,Y = Y⋆) = 0, (37)
where µ⋆ = µRΣ(Y⋆), and based on (35), ∇YL (µ,Y) =
RΣ(Y)
∑3
i=1∆iδi∇YPi(Y)− PΣ(Y)∇YRΣ(Y)
RΣ(Y)2
+
3∑
i=1
µi(1− δi)∇YPi(Y).
(38)
Moreover ∇YPi(Y) = Ψi and ∇YRΣ(Y) =
W
ln(2) (In0 +Y)
−1 based on (12); hence, equation (37)
is equivalent to∑3
i=1(δ
⋆
i∆i+(1−δ
⋆
i )µ
⋆
i )Ψi −
WE⋆b
ln(2) (In0+Y
⋆)−1
RΣ(Y⋆)
=0, (39)
where E⋆b = Eb(Y⋆) =
PΣ(Y
⋆)
RΣ(Y⋆)
and δ⋆i is defined as in (36)
but for Y = Y⋆. Let αi = δ⋆i∆i + (1 − δ⋆i )µ⋆i , i = 1, 2, 3,
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then (39) simplifies as
3∑
i=1
αiΨi −
WE⋆b
ln(2)
(In0+Y
⋆)−1 = 0, (40a)
⇔Y⋆ =
WE⋆b
ln(2)
(
3∑
i=1
αiΨi
)−1
− In0 . (40b)
Finally, given that Y = Ψ˙ 12RR†Ψ˙ 12 , then Y⋆ =
Ψ˙
1
2R⋆ (R⋆)
†
Ψ˙
1
2 ⇔ R⋆ (R⋆)
†
= Ψ˙−
1
2Y⋆Ψ˙−
1
2 , which leads
to (15). It should also be noted that since ∑3i=1 αiΨi in
(40b) is a block diagonal matrix, then its inverse is also block
diagonal, such that Y⋆ is a block diagonal matrix that meets
the requirement of the optimization problem in (11).
C. Proof of Proposition 4
Proof: On the one hand, according to (3a),
RΣ(G) = W
2∑
i=1
log2
∣∣∣∣∣∣Ini +
σ23
σ2
i
Hi3GiΥ˙iG
†
iH
†
i3
Ini +
σ23
σ2
i
Hi3GiG
†
iH
†
i3
∣∣∣∣∣∣ , (41)
when G1 = G2 = G. Let G = [G1 0;0G2] ∈ C2n3×2n3
be a block diagonal matrix, and H3 as well as Υ be defined
as in (21), it then implies with (34) (i.e. property of a block
matrix determinant) that RΣ(G) in (41), as well as in (3a), is
equivalent to RΣ(G) in (20a) for G1 = G2 = G in (18). On
the other hand, according to (7b),
P3(G) = σ
2
3 tr
{
G
(
In3+
2∑
i=1
Υ˙i
)
G†
}
,
= σ23
2∑
i=1
tr
{
Gi
(
In3
2
+ Υ˙i
)
G
†
i
}
,
(42)
when G1 = G2 = G. Knowing that for any matrices A and
B of dimensions nA × nA and nB × nB, respectively,
tr{A}+ tr{B} = tr
{[
A 0
0 B
]}
and based on the definition of Υ in (21), it can be concluded
that P3(G) in (42), as well as in (7b), is equivalent to P3(G)
in (20b) for G1 = G2 = G in (18). Hence, based on (41)
and (42), the optimization problem in (19) is equivalent to the
problem in (17) for G1 = G2 = G in (18).
D. Proof of the closed-form in (25)
Proof: Similar to Section B of the Appendix, P3(g) is
defined as in (23b) when P3(g) < Pmax3 or P3(g) = Pmax3
when P3(g) ≥ Pmax3 , such that P3(g) is either dependent
or independent of g. Consequently, the Lagrangian function
associated with the optimization problem in (23) can be
formulated as
L(µ3,g) =
P ′c +∆3 (δ3P3(g) + (1− δ3)P
max
3 )
RΣ(g)
+µ3(1 − δi) (P3(g)− P
max
3 ) ,
(43)
where µ3, is a Lagrange multiplier, and δ3 = 1 if P3(g) ≤
Pmax3 or δ3 = 0 else. Given that (23) is pseudo-convex (i.e.
(23) is a ratio of linear to a strictly concave function; see a
proof in [9]), the global optimum of L (µ3,g) occurs at a
stationary point (see theorem 1.36 of [37]), such that
∇gL
(
µ3 = µ
H
3 ,g = g
H
)
= 0, (44)
where ∇gL(µ3,g) =
[
∂L(µ3,g)
∂g1
, ∂L(µ3,g)∂g2 , . . . ,
∂L(µ3,g)
∂g2n3
]
and
µH3 = µ3RΣ(g
H). Then, according to (43),
∂L(µ3,g)
∂gj
=
∆3δ3
P3(g)
∂gj
RΣ(g)
−
PΣ(g)
RΣ(g)
∂gj
RΣ(g)2
+µ3(1− δ3)
P3(g)
∂gj
,
(45)
j = 1, 2, . . . , 2n3, with P3(g)∂gj = σ
2
3(1/2 + υj) and
RΣ(g)
∂gj
=
W
ln(2)
(
hj(1+υj)
1+gjhj(1+υj)
+
hj
1+gjhj
)
based on (23b) and (24), cor-
respondingly. Let EHb = Eb(gH) =
PΣ(g
H)
RΣ(gH)
, δH3 = 1 if
P3(g
H) ≤ Pmax3 or δ
H
3 = 0 else, and α3 = δH3∆3+(1−δH3 )µH3 ,
then, according to (45), equation (44) is equivalent to
α3σ
2
3(1/2+υj) =
WEHb
ln(2)
(
hj(1+υj)
1+gjhj(1+υj)
−
hj
1+gjhj
)
,
(46a)
⇔ g2jhj(1+υj) + gj(2+υj)+
1
hj
−
2WEHb υj
ln(2)α3σ23(1+2υj)
= 0 .
(46b)
Finally, equation (25) is the largest root (out of two) of the
quadratic equation in (46b).
E. Proof of Equation 27
Proof: Any extrema of a differentiable function can only
occur at stationary points according to (p.194 of [38]). Hence,
the global minimum of Eb, E⋆b = Eb(G⋆), (if it exists) must
occur at a stationary point such that ∇GEb(G = G⋆) = 0,
or equivalently,
1
RΣ(G⋆)
[∇GPΣ(G
⋆)− Eb(G
⋆)∇GRΣ(G
⋆)] = 0.
⇔ ∇GPΣ(G
⋆)− Eb(G
⋆)∇GRΣ(G
⋆) = 0,
⇔ ∇GPΣ(G
⋆)− (EHb + ε
⋆)∇GRΣ(G
⋆) = 0,
which leads to (27).
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