Abstract
the focus of this paper. The particle geometry is idealized to reduce the computational requirements: often 23 spheres are used in three-dimensional simulations. The density and stiffness of each particle can differ. The to calculate resultant forces for each particle. Then Newton's Second Law is applied to determine the 31 translational and angular particle accelerations which are numerically integrated to find particle velocities 32 and displacements. These displacements are used to update the particle positions at the end of each time-1 step. Individually, these calculations are very straightforward. However, as millions of particles may be 2 simulated using time-steps of the order of nanoseconds, the computational effort can be very considerable 3 to simulate a short time period. 
Investigated DEM Model of this Study

5
All simulations were run using the public version of the LIGGGHTS [16] DEM code. A Hertz-Mindlin 6 contact model was chosen for these simulations along with an elastic-plastic spring-dashpot (EPSD) rolling 7 friction model. This model incorporates viscous damping in its formulation [19] . The critical time-step for 8 each simulation was computed using Equation 1 where G is the shear modulus, ρ is particle density, ν is Poisson's ratio and r is the radius of the smallest particle. 
The time-step used for the DEM simulations was taken as a quarter of this critical Rayleigh time-step.
11
For this paper, it is assumed that the time-step is solely a function of the parameters used in Equation 1.
12
Although it is known that the simulation time-step must be reduced to ensure stability when particle 13 relative velocities are large, the nature of this reduction is currently unquantified. In cases where the 14 relative velocities are large, it is noted that the factor by which Equation 1 is multiplied (0.25) may need to 15 be reduced to maintain stability.
16
The effect of this time-step on the calibration was controlled by means of a weighting factor. This the system is given time to settle again. The poured bulk density is found using the total particle mass and 26 fill height. Then the cylinder is raised at a constant speed of 10 mm s −1 so that a heap is formed under the 27 influence of gravity. After the system has settled, monochrome screenshots of the top-down perspective and 28 side view are created. The angle of repose of the heap is found using the verified image processing algorithm Table 1 shows the values of the model input 1 parameters which were fixed for all simulations.
2
Seven parameters were used in the calibration process: the particle density, the Young's modulus, the 3 static friction coefficients and rolling friction coefficients between two particles and between particles and 4 walls, and the weighting factor controlling the effect of Rayleigh time-step on the calibration (WRL). There
5
are an infinite number of parameter sets which would satisfy the requirements for bulk density and angle 6 of repose. By considering Rayleigh time-step, the single parameter set which maximised the time-step, 7
and hence the efficiency of the simulation, was favored. Although particle density is often easily measured, non-physical values may be used in quasi-static simulations to increase the size of the critical time-step: so-9 called 'density scaling'. Furthermore, for coarse-grained simulations, the density required for the simulated 10 particles inevitably differs from that of the physical particles so particle density usually requires calibration
11
for coarse-grained simulations. The experimental plan which describes exactly how these parameters were 12 varied is discussed in subsubsection 2.3.4. 
Calibration Process
14
The calibration process described in this paper includes sampling the model to be calibrated at randomly,
15
yet evenly, distributed points and adopting Kriging as a meta-model technique. 
Latin Hypercube Sampling
17
Latin hypercube sampling was first described by McKay et al. [22] . The idea is to randomly, yet evenly,
18
distribute samples in an N -dimensional factor domain.
19
Let . all h tuple combinations per design.
d c was used as a criterion to select the design where the minimum distance of all tuple combinations was 6 the largest. Thus, the design selected for the sample set was the one whose minimum distance d sel satisfied measurements are unavailable or difficult to obtain, the calibrator will find a range of values in the literature.
22
Uncertainty in the order of magnitude of a parameter can be reflected by increasing the interval width.
23
Nonetheless, increasing it for the particle density or Young's modulus has to be done carefully since both Figure 2 outlines the workflow of the three phases of the calibration process. After the calibration 3 parameters and their respective intervals are set by the user, the process requires no further user intervention.
4
It starts by generating a set of sample parameter sets based on Latin hypercube sampling, forwards them to 5 the DEM models and collects the response data (sampling phase). In the next step, the Kriging meta-models 6 are parameterized with the sample parameter sets and corresponding responses. Using these meta-models,
7
an optimization process is initiated (1 st optimization phase). The starting value of the optimization is the 8 mean value of each parameter interval. The idea is to use the computationally cheap meta-models to identify 9 a promising starting value for the DEM optimization step which is far more computationally expensive.
10
Finally, the optimal parameter set from the meta-models is used as starting value for the optimization with 11 the actual DEM models (2 nd optimization phase). This is to verify the prediction from Kriging and refine 12 the quantitative calibration outcome.
13
For a conventional DEM simulation without coarse graining, it is possible that the number of parameters set of unknown parameters in order to be viable.
17
Optimization was carried out using the multi-objective Levenberg-Marquardt residual minimization al- 
With regard to computational efficiency of the calibrated DEM parameter set, a large value of the W RL is a weighting factor, subject to investigation in this study. The authors are unaware of any prior 2 studies where the Rayleigh time-step size was actively considered as a calibration target.
The approach described above is generally applicable. The specific example used to demonstrate its 4 usefulness contains seven unknown parameter values as described in subsection 2.2. The experimental plan 5 for this specific case is given in subsubsection 2.3.4 and the results are presented and discussed in section 3. 
Experimental Plan for Numerical Experiments
7
The experimental plan of this study is listed in Design of Experiments comprises four factors on two levels and two factors on three levels and is based on 
17
SPP number of Latin hypercube samples per calibration parameter; note that particle density and particle 18 to particle rolling friction were always included for calibration; ∈ [3, 6, 9].
19 MU_PP static friction between particle and particle: 0 or 1.
20
MU_PW static friction between particle and wall: 0 or 1.
21
YM Young's modulus: 0 or 1.
22
RF_PW rolling friction between particle and wall: 0 or 1.
23
The number of sample locations was determined according to Equation 11, where S is the number of 24 sample locations generated by the Latin hypercube sampling algorithm, f cal is the number of DoE factors 25 included in the calibration and SP P is the factor from the experimental plan. Note the specification of 26 (f cal + 2) in Equation 11: particle density and the rolling friction between particles (RF_PP) were always 27 included for calibration and are therefore omitted from the experimental plan shown in Table B-1. 28
If a parameter were used for calibration, its value interval was selected from the pre-defined list in 1 For each of the single runs specified in the experimental plan in Table B 
Results and Discussion
15
In general, the calibration procedure worked reliably and led to satisfactory calibration outcomes. Various
16
correlations and the effect of the Rayleigh time-step were investigated. 
General Findings Related to the Calibration Process
18
For all cases both the Kriging and DEM optimization were terminated due to the improvement in the 19 objective function being less than specified.
20
The absolute difference between desired and calibrated angle of repose and bulk density for all of the 72 21 experiments are depicted in the boxplots in Figure 3 . It can be seen that especially the bulk density was and angle of repose are similar in magnitude to those which can be expected from physical measurements.
27
These values for the angle of repose and bulk density were obtained by a wide variety of parameter Table 3 . This means that the Kriging 6 meta-models were able to predict the optimal parameters precisely. 
Multivariate Analysis of Variance Results
12
Using the six calibration parameters as factors and the angle of repose, bulk density and Rayleigh and MU_PP:RF_PP were also found to be significant while MU_PW was not. These MANOVA results
20
again confirm that the Kriging meta-models are a suitable means to predict the behavior of the DEM model.
21
Nonetheless, the second optimization process, which uses the actual DEM model, is still required to refine 22 the calibration outcome. to reduce the number of calibration parameters and, thus, decrease the complexity of the calibration process,
Correlations between Friction Parameters used for Calibration
28
since satisfactorily calibrating many parameters is difficult with trial-and-error methods. Table 6 shows the correlation coefficients were negligible (< 0.25). This indicates that there is no sensible justification for 32 setting particle-particle and particle-wall friction coefficients equal to each other and that calibration is 33 required for each single friction value. leads to a significantly larger time-step. This is beneficial for further application of the calibrated parameter 5 set, as fewer time-steps will be required to simulate processes of any fixed duration. While the Rayleigh 6 time-step is considerably larger, the angle of repose calibration outcome is not significantly affected. The 7 bulk density is largely influenced by the particle density, so as the weighting factor of the Rayleigh time-step 8 increases, the bulk density similarly increases. This is in agreement with the findings reported by Rackl et 9 al.
[28].
10
Nevertheless, the absolute difference between WRL=0 and WRL=1 is only a few percent for the bulk 11 density. Only two of the specified parameters in Table 2 , particle density (DENS) and Young's modulus
12
(YM), affect the Rayleigh time-step. Since the YM significantly influences neither the bulk density nor the 13 angle of repose (cf. second to last paragraph in subsubsection 2.3.4), its value will thus always tend to favor 14 a large Rayleigh time-step due to the cost function specified in this work. This is supported by the value 15 range for the YM in Figure 4 , which clearly shows that the YM was consistently chosen at the lower end to be calibrated and a compromise between stiffness and Rayleigh time-step had to be found. 
Efficiency of the Calibration Process
21
The efficiency of the overall calibration process can be assessed from the number of times the DEM model 22 has to be run. DEM models are typically computationally expensive; to save time during the calibration 23 process, it is desired to achieve the calibration aims with the smallest number of runs possible. In the 24 calibration process described in this study, the number of overall DEM model runs can be expressed as parameter set is only known after the calibration process is complete.
29
The number of required DEM model runs during the optimization step over the number of Latin hyper- results. In theory, the Kriging meta-models will be able to yield more precise predictions if more samples 34 were used to parametrize them. Hence the number of required optimization runs should decrease as the 1 number of samples increases, which is supported by the findings for WRL=0 and WRL=0.5. However, the 2 results for WRL=1 do not show this trend.
3
On the right side of Figure 6 , the overall number of DEM model runs is depicted. This equals the 4 sum of sampling runs and optimization runs and it increases with more initial samples. Thus, even though 5 the number of required optimization runs decreases with an increased number of samples, this effect is not 6 large enough to compensate for the increased number of initial sampling runs. Since the smallest amount 7 of overall runs is obtained from only three samples per parameter, the authors suggest using this value for 8 the described workflow in the future.
9
The described calibration procedure required an average of 51 DEM model runs to finish, where all 10 required steps were performed automatically. With an average runtime of six minutes per run, it therefore 11 took about 5 hours to identify a set of parameters.
12 Figure 7 shows the influence of SPP on the calibration outcome of the angle of repose and bulk density.
13
There is no significant effect of SPP on the precision of the calibration results. However, this may change if
14
SPP is reduced below some unknown critical value which depends on the DEM model. 
Conclusions
16
The main aim of this study was to demonstrate the usefulness of a novel calibration method for DEM material 
21
The calibration method yielded a satisfactory outcome for the angle of repose and bulk density, comparing
22
with the target values. Moreover, the outcome can be considered very good when taking into account the 23 typical experimental scatter for the bulk density (approx. 5-10 %) and the angle of repose (± 1°-2°).
24
When the Rayleigh time-step was included in the calibration, the time-step increased significantly, while
25
the target values of the angle of repose and bulk density were still achieved satisfactorily. This is important 26 to obtain efficient DEM parameter sets because, for a process with a fixed duration, each increase of the 27 critical Rayleigh time-step size correspondingly reduces the number of overall required iterations and hence 28 the computational time.
29
No correlation was found among the friction coefficients. Hence setting pairs of these coefficients to the 30 same value for the sake of decreasing the parameter count lacks justification, at least with regard to the 31 angle of repose and bulk density.
32
The results from this paper reveal that there exists a solution space of feasible DEM parameter sets 33 which lead to similar results for the desired calibration targets (angle of repose, bulk density calibrate the angle of repose as precisely as a few percent if the experimental scatter is ±10 %.
20
Availability of the Calibration Procedure Scripts
21
The GNU Octave scripts used in this study are scheduled to be released as open-source code after AiF 22 project no. 18371 N/1 ends in spring 2017.
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There is no conflict of interest. As shown in Figure 8 , the angle of repose α is generally defined as the angle between the horizontal and 2 the lateral surface of a heap formed under gravity. The basic assumption from continuum theory is that the 3 shape of the heap resembles a cone.
4
The following prerequisites were necessary to carry out the automatized angle of repose measurements 5 in this study. A sphere of 50 mm diameter was added as a reference to the simulation result of a settled 6 heap, such that it did not intersect with the heap. Two high-resolution bitmap graphics were created from 7 LIGGGHTS, one showing the heap in a top-down view (Figure 9a ) and the other in a side view (Figure 9b ).
8
For ease of the image processing, the colors were set to black for particles and white for the background; neither the cylindrical container nor the bottom plate were exported into these graphics. The Octave package 10 image [54] was used for image processing.
11
For measuring the angle of repose, the approach described in an FEM standard [55] was adapted. In 12 this standard, the angle of repose is determined based on the heap's diameter and height. Thus, the image 13 processing workflow was divided into two parts. Firstly, the heap's diameter was determined as follows: 2. Detect the two largest objects (which are the sphere and the heap) and remove any other objects. 7. Using the length scale from step 3, the radius r t is converted to millimeters. This new radius r f is 25 considered the diameter of the heap.
26
Determination of the height of the heap was carried out using the steps described below: 27 1. Read in the side view, e. g., Figure 9b . 2. Detect the two largest objects (which are the sphere and the heap) and remove any other objects. 4. Within the image matrix, find the first and last row holding a black pixel. The difference of these row 32 numbers h t equals the heap's height in pixel units.
5. Using the length scale from step 3, the height h t is converted into millimeters, renamed h f , and 1 considered the height of the heap. 6. To account for the bottom layer of spheres, which were obstructed by the ring around the bottom 3 plate, 5 mm (particle diameter) were subtracted from h f in this study.
4
Finally, the angle of repose α was computed according to Equation A.1.
The experimental plan of this study is listed in Table 1 : DEM input parameters which were fixed for all simulations where p-p is for a particle-particle contact, p-w is for a particle-wall contact and RF is the rolling friction model 
no. WRL SPP MU_PP MU_PW YM RF_PW
