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Abstract. We discuss deadlock in reference to a simple equational dataftow language, and devise a 
test (the cycle sum test) which is applied to the dependency graph of a program. We use Kahn’s 
extensional semantics of dataftow and give a purely extensional (non operational) proof that nu 
program passing the cycle sum test can ever deadlock. The proof is based on the notions of size 
(length) and completeness in the domai,n of histories., and should extend to a much wider context. 
I. Introducbn 
The qluestion of termination has always been of fundamental importance in tbc 
theory of computation; in fact the single most importa.nt theoretical result is the 
unsolvability of the ‘halting problem’. Of course, termination is of great practical 
importance as well. A conventional program which fails to terminate for some 
appropriate input is traditionally considered to be incorrect (or at least only partially 
correct, complete correctness being de5n ed as partial correctness plus termination). 
Recent developments, however, have to a large extent made obsolete the idea that 
proper programs all stop after some finite number of steps. Many programs now 
written are intended to perform continuously; for example an operating system, a 
traffic control system, or (the one we will use) a data flow network. For these 
programs there is still a notion of ‘healthy’ behaviour, but it is (superficially) the exact 
opposite of termination, If such a program halts at some stage, it is usually considered 
to be in error, the victim of a ‘crash’ or of ‘deadlock’. Obviously, conventional 
methods for proving termination of conventional programs need no! he relevant. 
The reason that the traditional notion of termination fails to extend to ohase more 
general cont’exts i that it is an operati.onal notion. Fortunately, it appea.rz that there 
is a static notion (which refers to data objects, and not computations) which 
corresponds to termination i  simple cases, but also generalizes. We have in mind the 
notion of completeness. 
A complete object (in a domain wf data objects) is, roughly speaking, one which 
has no holes or gaps in it, o:le which cannot be further comilet:ed. In a standard ‘flat’ 
domain, all but the minima elements are complete; in a domain of ordered pairs, the 
complete lements are those for which the components are complete; irt a domain of 
finite trees, those in which all the leaves are complete; and in a domain of functions, 
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those which are total, i.e. whkXI yield a complete result when given a complete 
argument. 
‘The distinction. jetwcen complete and partial (or incomplete) objecfs could prove 
to be even more important :han that between terminating and nanterminating 
computations. Complete objects are important because they are mathematically 
‘coclventional’, and the collection of complete objects in a domain usually enjoys 
conueatienal mathematical properties which are not true of the domain as a whole. 
Completeness i , as we said, a static concept, but it also has operational 
significance. If our programming language has a denotational (mathematical, exten- 
sional) semantics, then we have a correspondence b tween programs and elements of 
an appropriate domain. From our limited experience, it seems that programs which 
behave in a healthy fashion will correspond to complete lements of $z domain. For 
enample, a Turing machine which always halts computes a total (i.e. complete) 
, function. 
‘. 
It might seem strange that we have defined so important a concept in such a vague 
and informal way. Unfortunately, there is at present little choice, for it seems that in 
general there is no way of determining which elements of hn arbitrary domain 
deserve to be called complete. 
In many domains the complete lements are exactly the maximal elements, but this 
need not always be the case; there may be incomplete lements which cannot be 
completed. In a domain of continuous functions, for example, there ICAY be partial 
functions (like the as won as function of Lucid [a]) which have ‘essential’ singulari- 
ties. And even if completl;ness could be defined precisely in the context of standard 
dOmah theory (i.e. in terms of the relatien of approximation), it would be of little 
h.eip without methods for proving that objects defined in certain ways must be 
complete. 
Fortunately there appears to be a simple way to extend the notion of domain to 
give a meaning to ‘completeness’. The remedy is to adopt the methods of topology 
and introduce a quantitative measure of convergence, relaYed to a metric,. Rather 
than develop a general theory of such domains (at present only partially understood) 
We instead give an example of the power of the method by using it to justify the 
correctness of a simple and useful test for deadlock in a simple dataflow language. 
2. Data Bow 
The term ‘data flo;jii’ refers to a loosely defined operational concept in which 
cOmpu4ation is controlled by the flow of data throw@ a network [l, 3, 4, 7). ‘The 
mode! we will use is that of 173. G data fiow network is a directed graph, the arcs of 
which are communication channels down which data ‘tokens’ travel, and the nodes of 
which are processing stations. Fig. 1 shows a simple data flow network which 
generates inorder the sequence 1,2,3,5,8, . . 1 of Fibonnacci numbers (our nets are 
c~ntinuousiy operating devices). The example setwlnrk illustrates the use of several 
important r.odes. 
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The simplest are those like the one labelled ‘+’ which correspond to ordinary 
operations on data items. The ‘+’ node repeatledlly awaits the arrival of tokens on its 
input lines; as soon as there are tokens on both lines, the two tokens are removed and 
is token representing their sum is stunt down the output line. As with the other nodes, 
input on the different lines need not arrive simultaneously or even at the same rate, 
and tokens awaiting processing queue on the arcs. A special case of this kind of node 
are the ‘constant* nodes with no input lines, The node labelled ‘2’ simply generates an 
endless tream of tokens representing the number 2. 
The remaining nodes do not process tokens but merely manipulate them. The: 
‘next’ node discards the first token which arrives but passes the rest on. The ‘fby” 
(‘followed by’) node awaits the first *token to arrive on its left input, passes it on as its 
first output, but after that passes on whatever appears on its second input line. Any 
tokens which might arrive later on the first input line are discarded (but no input from 
the second line is discarded), The ‘fby’ node allows arcs to be initialized, though 
possibly with values computed by other parts of the net. Both nodes have a two state 
internal memory. 
These, of course, are not the only useful nodes. One particularly important one, 
which we will call the ‘upon’ node (for want of a better name), acts as a valve or gate 
to slow up the rate of flow of its first argument, As long as O’s arrive down its second 
input Eiae It sends on copies of the last token it read in from the first input line. Wflen a 
1 (representing ‘true’) arrives it ingests the next token on the first line and sends on 
copies of it until another I arrives. For example, if tokens representing 3, 5, 7, 9, 
11 , . , . arrive down the first input line, and tokens representing 0, 0, I, 0, I, 1 , 0, 0, 
1 , . . . arrive down the second input fine, then tokens representing 3,3,3,5,5,7,9,9, 
9, 11,. . . will be sent down the output line. This node has an internal ‘storage 
location’ capable of holding one data item. 
Many other nodes h:lve been proposed or are possible, but even with the few 
described here one can (as we shall see) write interesting programs. 
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3. The extensiomi ssmmtics of data flow 
The nodes just described all possess an extremiely important property, namely 
functionality. A no& is said to be functional iff the entire history of its output activity 
is conlpletely determined by the entire histories of the activities of i%s input lines. 
Roughly speaking, this means that there are no random devices in the nade itself, and 
that the rate of arrival of inputs effects only the rate of departure of outputs. A 
functional node can obviously take into account the order of arrival tokens on a 
particular line, but not the relative order of arrival of tokens on different lines. The 
canonical example of a nonfunctional node is the ‘race’ or ‘collector’ node which 
passes on down its single output line whatever appears at either of its inputs 
(choosing at random if tokens are waiting on both lines). 
Functionality is extremely important because it allows a simpl,- extensional 
(i.e. mathematical or denotational) treatment of data Row. It allows us to use 
mathematical objects to characterise the role or function of arcs, nodes and 
graphs. 
The mathematicaJ object assigned to an arc is a history, namely a record of all the 
fokens which travelled down the arc. In a ‘healthy’ net the activity proceeds 
indefinitely, so that the history will be an infinite sequence of data items; but (as we 
shall see) it is possible that activity might cease at some finite stage, and so our 
domain of histories contains all finite and infinite sequences. This domain is a cpo 
under the subsequence orclering. 
The mathematical object which we assign to a node is the function from histories to 
histories which describes the correspondence o tween the inputs and the outputs of 
the node. 
Suppose now that we have a net all .?f :-fhose nocles ar;: functional. Each arc is the 
output. of some node, so that the history corresponding toit is the result of ap;ll:ying 
the function corresponding tothis node to the histories of its input arcs, The history 
of each arc is therefore defined by a simple equation, and so to a dataflow net there 
corresponds a set of equations, one for each arc in thle net. If ,?he net has cycle!3 in it, 
this set of equations i recursive. Kahn indicated in [7], and Faustini has proved in [S 1, 
that the actual operational behaviour of the net is exa’ctly described by the least fixed 
point (solution) of the equations, 
4. The equational dataflow language 
The result just quoted is generally accepted as being very important, but often only 
as an accomplishment of descriptive semantics. In this perspective histories are used 
CQ describe the activity on arcs, functions describe thle activities of nodes, and least 
fixed points of equations describe the activity of nets. From t$ris point of view the 
result appears omewhat limited, because minor variations in the operational basis 
(e.g. nonfunctional nodes) cause the whole system to break down. 
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The rea! significance of the result emerges only when we reverse the point of view. 
Arcs and tokens should be seen as operational ways to realize histories; nodes, ;as 
implementations of history functions, and nets as devices for computing the solutions 
of equations. From this perspective many of the variations on pure data flow can be 
simply rejected as unsuitable for the purposes intended. 
One very interesting feature of this new perspective is that data flow programs are 
not graphs but rather sets of equations. This equational language is quite easy to use 
and the programs are concise and often very elegant. Here is an equational version of 
the Fibonnacci program 
F= 1 fby(2fbyF+G), G =: next F 
and here is one which generates the stream of factorials 
I=1 fbyI+l, F=l fbyF*nextI 
(fby appears as an infix operator with lowest possible precedence, so that e.g. ‘2 fby 
F + G’ is the same as ‘2 fby (F + G)‘). Notice that nested expressions are permitted 
on the right-hand side. Subexpressions (like ‘next I’) correspond to ‘anonymous’ arcs 
in the dataflow network, i.e. arcs which do not correspond to any program variable. 
Here is a merge program 
XX=XuponXXs YY 
YY=YuponYYgXX 
2 = if XX < YY then XX else YY 
which has two input (i.e. undefined) variables, ‘X’ and ‘ Y’ (‘upon’, like ‘fby’, has low 
precedence). Given any values for these variables, the least fixed point of the 
program gives us the corresponding value of ‘2’. It is not hard to see that if X and Y 
are increasing streams of natural numbers, then 2 is their ordered merge, without 
repetitions. For example, if X begins 3,5,7,9,10, . . . and Y begins 2,6,7,9,12, . . . , 
then 2 begins 2,3, 5,6,7,9, 10, . . . . 
If we add to the above program the equations 
S= 1. fby 2, x=2*s, w=3*s 
we have a new program without input variables which generates in order all numbers 
of the form 2’3’ (S begins 1, 2, 3,4, 6, 8#, . . .j. 
The following program 
AA-Aupor 8~2 
B = AA fby if B > 1 then B + 2 ehe next AA 
D = Ei mod ‘2 
generates and concat:,nates the binary e:xpansions of the numbers in A (so that if A 
begins 9,6,8,3 , . . . , ,.hen D begins 1, 0, 0, 1, C, 1, 1, Q, &!I, 1, 1, 1, . . .). If we add the 
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equation 
.r\ = 1 fby 2 * A 
D will be the sequence 1, 0, 1, 0, 0, 1, 0, 0, 0, 1, . . . . 
5. CirmTarity and badlock 
All the example dataflow programs given so far are recursive, i.e. have variables 
which are defined irectly or indirectly in terms ot themselves. This is true in general 
of ali but the simplest programs, whether they generate streiams of data (like the 
Fibonnacci program) or just process them (like the merge program). 
The equational programmer uses circularity to bring about repetition (this 
accounts for its importance) although itis far more general and powerful than simple 
iteration. In operation1 terms, the facr that a variable is defined in terms of itself 
means that r!le corresponding arc in the net is part of a cycle (loop) in the net. Data 
;:okens travel around and around the loops in a net, usually being transformed in the 
process. These loops are the ‘wheels’ that keep the net moving. 
Keal wheels in real machines have, however, atendency to seize up and stop, and 
the bame is true of the cycles in a dataflow net. If a net has a cycle in it, it means that 
some node is directly or indirectly consuming its own output. Th;: possibility 
ther,efore arises that the node mighr starve itself, i.e. might find itself in a situation in 
which it is waiting for itself to produce data. T3is is what is usually (although in more 
general context) called deadlock. 
Deadlock in a dataflow net can in fact occur. Jn the simple example 
G = 1 fby(2 fby 1 + next next G) 
the net turns out two numbers (1 and 2) and then seizes up when the two ‘next’ nodes 
‘gobble up’ the two tokens. Nothing further is produced, and the ‘+* node spends 
eternity waiting for its own output. 
Another example is the following 
Y = 5 fby next X, X=2* Y uponP 
which deadlocks almost immediately unless the first value of P is 0. If it is 0, the extra 
copy of the 10 token makes its way past the ‘next’ node and enables the second 
multiplication. 
(31 t%e other hand, it is certainly possible to write circular programs which never 
deadlock provided only that their inputs do not run dry. This is the case with all the 
example programs given earlier, 
obviously, deadlock does not occur just because avariable is defined in terms of 
itself. A study of a small num.ber of examples soon reveals that what matters is how a 
variable depends on itself. For example, in the following very simple healthy 
program 
I=lfbyI+l 
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the variable Z depends on itself but in such a way that the present value of Z (i.e. the 
one currently being computed) depends! on at most the previously computed value. 
On the other hand, in the following deadlocking program 
J=l+J, K=2*nextK 
tta present values of J and K depend on the present and future values of J and K 
f espectively. 
What is clearly indicated is some sort of requirement which would enSsure that the 
present value of any variable depends only on its previous values. 
The first step in formulating such a requirement isto describe more e:.~tly the way 
in which the outputs of the various nodes depend on t!leir inputs. FQr example, if 
A=B+C, 
then the value of A being computed epends only on the values of B and C just read 
in; the output of a ‘+* node neither leads nor lags the inputs, and the first three (say) 
values of A require the first three values of B and C. On the other hand, if 
A = next D, 
then the output lags the input by o:.ke: the first three vallues of A require thie first four 
values of D (or at least require that th,e node read these values in). Con,versely, if 
A=3fbyB, 
then t’ne output leu$s the second input: the first three values of A require only the 
firs: two values of R. 
These lead/la,g effects are clearly cumulative. If we have 
A = 3 fbyf5 fby I?), 
then A leads B by 2, so that the first threle values of A re:quire only the first value of B. 
The effects can also cancel each other: if 
A=3fbynextB, 
,:hen in general the firs’t n values of A require the first n values of B. 
These observations uggest some sort of quantitative measure of this time dis- 
placement ofdependencies. We therefore associate with each of tbe arguments of the 
different operations an integer which (infoznally speaking) measures how far the 
output leads the argument in question. The associated1 numbers are as follows: 
(i) 0 is associated with each argument of the ‘+’ node, and in general with each 
argument of a node computing an ord.inary data operation; 
(ii) 0 and 1 respectively are associated with the arguments of Fby; 
(iii) -1 is associated with the argument of next; 
(iv) 0 and 1 respectively are associated with the arguments of upon. 
When the operations are composed, these, numbers are added:; to find the way in 
which the value of a whole expression can depend on the values of variables 
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occurring in it, we consider the expression as a tree, trace a path from the root of the 
tree to the variable, and add up the numbers associated with the operations on the 
path. For example, if the expression is 
(3 fby(next B + next C)hrpon(next(P fby B)), 
then the path to ‘P’ goes through the second argument of ‘upon’ (+l)? the argument 
of ‘next’ (-l), and the first argument of ‘fby’ (0). The sum of these numbers is 0, and 
so we conclude that in general the present value of t.he expression could depend on 
the present value of P. If a variable occurs more than once in an expression, WC take 
the minimum of the path sums (which, in the case of “B’ here, is 0). 
It should not now be too hard to guess kow we car usbu t%:se ntambers to assure 
ourselves that a variable in a data flow program is not derin~I ir; terms of its 3wn 
present or future values. We look at the graph of the program and form path sums for 
all paths which start and end wi+h the ?.rc ctirresponding to the variable in question 
(i.e. all cycles containing that arc). If every SUC!I ‘cycle sum’ is positive, the 
dependency of that variable on itself is hcaltny. 70 make sr re that the whole program 
is heait.hy, we perform the test for every arc. Equivalent1 !, we clake sure that cwy 
cycle ik the graph of the program has a pos.‘ke cyck SWL 
This is tho cycle SL~K test and our claim is that ever:: program passing the test is 
immune to deadlock (provided only that its inputs do wat deadlock). A 11 the r:xamplc 
programs given in the earlier section pass the test In thy graph of Le FiboAcci 
program, for example, there are two cyJes, and their sun~s art: 1 and 2. 
6. Justification of the cycle sum test 
Deedlock is an operational .qoncept and so it might be expected that we will now 
proceed to an operational pro@ o 6 our claim. This is lpossible, and worth doing, but it 
would be missing the point of this paper, which is to illustrate thie possibihty and 
importance of an extensional (non operational) noti.on of completeness. 
The connection between deadlock and completeness is actually quite easy to 
appreciate. Even in the Abscam of a precise definition of dataflow deadl.ock, it is 
evident that deadlock cannot be present in a net in which the activity on arcs jflow of 
tokens) goes on indertnitehy. In terms of extensional concepts, unceaGng activity 
corresponds to infinite elements in the domain of histories previously described, and 
we can certainly agree that these are exactly the elements of that domain which 
deserve to be called complete. The cquivalenze of f:he operational and extensional 
semantics of dataflow tells us tnat to prove a program deadlock free it is sufficient to 
prove that its least fixed point is complete (for every complete set of values for its 
input varieMes). (Kahn himself noticed this connection between deadlock and 
completeaucss.) 
our paral thereGore is to show that the least fixed point of a set of equations passing 
the cycle sum test m.ust be complete. We can get a good idea of why this must bpic the 
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case by examining almost the simplest healthy recursive program, 
I=lfbyI+l 
whose least fixed point (I, 2,3, . . .) is complete. Let f be the function defined by the 
right-hand side, i.e. let f(r) be 1 fby x + 1 for any history X, so that the meaning of the 
program is the least fixed point of JiL We know that this lea.rt fixed point is the limit 
flub) of the sequence 8, jp(@, f(f@)), . . . , f@), . . (where 0 is the empty history). 
Thi3 :eq:reuse ot histories begins 
(1) o,a (‘., 2,: 3) 
and it is easy to see why “le limit m& be complete--the terms of this sequence 
increase in length by one 0s~ each step. Furthernore, it is easy to see why these 
lengths incrcase- the function f increases length, i.e:, the length of f(x) (X finite) is 
one pius the Length of x. In fact it is etident that the least fixed point elf any length 
incr :asing function must be infinite (complete). 
Since we measure the deperndent of ‘I’ on itself as alus one, it wou!d seem likely 
that ihere is some connection between leng’h and the numbers we assigned to the 
arguments of operations. This is indeed the ca.se. For example, we associated the 
number3 0 and 1 with the arguments of upon, and simple calculations will show that 
(if x and p, are finite) the length of x upon p is at least the minimum of the length of x 
and the length of p ylus one. In generai we will associate a sequence d of integers of 
length n with an n-ary operation g on histories whenever the length of 
g(z;, x1, . . * xnml) is, for any x0 0 . - xnwl, at least 
min(length(xi) + di). 
i 
Pi0 make these ideas more precise? let H be the domain of histories, let $ be the 
natural numbers pius UD (with numerical ordering) and extend addition and subtrac- 
tion to f ir the obvious way. 
DefiaaMon I. For an) positive Integers ~2 and m and any n x m matrix M with 
component3 hn 2: B(M) is the set of all kmc:ions g from H” to H” such :hat 
lec#h(g(x ;)i a min(lesdgt h(xi) + A$) 
i 
for any j and any x in H”. 
The components of the matrix .M estimate the way in which the ith input of g 
effects thejth output, For exampfe, if g E B(M) nwld M,,, 13 2, then the first R value3 of 
the Sth output of g require at nros~ the first k - 2 vahte: nf the 3rd input. 
This association between functions and matrices haa the fo’llowing important 
property: that composition corr:;sponds to min/sur: matrix lzoduct. IIf g E B(M) and 
n E B(N) and if the compositio!: of g a.nd !I is defirled, Ithen their composititin is in 
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.@ CL), where 
Now suppose that we hue a general data&w program (for simpkity without 
input variables) consisting caf n equations de&ring II variables. From tkse equattons 
w form the n x n m&ix (with components inf the ith row of which consists of the 
numbers describing the way in which the expression UC the right hand side of the 
equation defining the ith variable depends on the other T ariables. For cx~~~plc, if the 
program 
A==Ifby2*A 
AA =A uponB<2 
B = AA fby if B 3> 1 then B/2 else next A_4 
D == B mod 2, 
tllen the matrix and its corresponding graph is 
I 
(notice that ~1 signlik : m.7 deyli-ndency). 
This is ;he no’ :-,: x dfmr depemkncies; the correspondkg ray:1 is not exactly 
the dataflow gr3F.E. :.I: I% ; hogram% but it Hs apparent that both graphs pass or fail the 
cyr!c ‘JU,~ test tq;e\r,tl 
Pt is r,ut hard to see that ti? s m&ix M can be associated with the function f from 
k ’ toHP define& b,y the equations of the program; in other words, f is in B(M). Thus 
fclf r,;;y x in H” we have 
VT =re Icn& has been ‘coerced’ into a vector-to-veclor peration and * is min/sum 
prc’lact We !nust somehow put these facts together to conclude that the least fixed 
~~lrt of f is complete (that each component is complete). 
Hf at happens that all the entries of the matrix M associated with f are positive, the 
result is guaranteed. The reason is that in these circumstances, f increases length in 
the following sm3e: the length of the shortest compoinent off (x0 l l l x,,_ J is alw&ys 
greater than the length of the shortest component of (x0 l l l xn_l), and this condition 
easily implies that every component of the least fixed point off is infinite. 
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Unfortunately it is almost never the case that all of the entries of the matrix M 
itself are positive, even wh,~ . . t&c, program (like the example jus’t given) satisfies the 
cycle sum test. In particular, If the + ;rogram includes the equation 
then the i, jth component of M will be - 1, The fact that the program :passes the cycle 
sum test means only (in matrix terms) that the diagonal elelments of the dependency 
matrix 
are positive. Frr example, the dependency matrix of the program just given is 
a l.ittle xperimenl shows that the probleg is that it ‘inkes time’ for ,the increases in 
the length of one component io effect the rest. This would suggest qpeeding up the 
process by iterating fz i.e. by considering an equation wf the form 
for some large n?. (The least fixed point off” is the ;ume as ii a.t 6: % for any positive 
m,) By what was sai,d earlier we bnow that f” is in B{M” ), :YH ,re exponentiation is 
with respect to the mintsum product. It is therefore nough to show 1 hat some power 
of M has all positive entries. 
We mention that M represents the labelled dependency graph of the program. 
Since we are using the min/sum product, the i, jth entry of Mm must be the ‘coat’ (i.e. 
path sum) of the ‘cheapest’ path of length m from i to i in this graph. Since this graph 
has n nodes, any path through this graph must consist of a cycle free part of length not 
greater than n plus a number of cycles, each also of len#h not greater than rr. There 
are only a finite number of cycle free paths, so that the cost of the cycle free part 
of any path must be not less than sorme number b independent of m. On *:he other 
hand, each cycle contributes at least +l to the cost. Thus if m is greater than 
Fn + E)lbl, every path of length m will have more than b cycles and will therefore 
have positive cost: In other words, all the entries of Mm must be positive, as 
desired. 
This completes an informal outli:le of the purely extensional proof that every 
program passing the cycle sum ttist its deadlock free. 
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7. Aplplisati~n of the test 
The fact rhat a program passes the cycle sum test means first of all that it is free of 
deadlock, as we ahready indicated. The class of programs which pass the test is 
surprisingly large, and includes all those which correspond to simple iterative 
algcxithms (written in Algal with for-loops).’ There are, haweyer, quite sensible 
programs which fail the test but ne.vertheless donot deadlock, and it would be too 
restrictive to require that a iegai dataflo\?r program pass the test. For these more 
general programs other methods of proving completeness must be devibed. 
We also saw that the meaning (least solution) of a cycle sum test approved program 
is a complete lement in the domain of histories. This means that the denotation of 
the variables are ‘conventional’ objects, and one very important consequence is the 
fact that we can use conventional mathematical rules in reasoning about them. For 
example, we can invoke the equations 
(I+J)-J = I, if true then X else Y =X 
which may not be valid if X, Y, I and 9 are not complete. 
Finally, the fact that a program passes the cycle sum test means that it has a unique 
solution (since its least solution is maximal) and this gives us a very powerful 
verification rule. For example, the equations 
I= 1 fbyI+I, J=lfbyJ’+2*1+1 
pass the test; furthermore, some simple rules tell us that 
1*=1fby4*+2*1+1 
so that 1* satisfies the equation defining J. Since this equation has a unique solution, 
we conclude that 1* = J. Note that this proof involved no induction. 
8. Tswrrrds a geileral notion of ompleteness 
The proof that a program passing the cycle sum test has a unique, complete 
solution was purely extensional, and clearly used only a few assumptions about the 
distinction between complete and partial elements of the domain of histories and the 
length function. It is quite plausible that the proof could be generalized to any 
domain equipped with similar notions of ‘size’ and completeness. 
We have already mentioned that there seems to be no way, given an arbitrary 
domai.n, to single out a subset of complete lements; nor does there seem to be a 
general. way to introduce a norm. Most interesting domains, however, are not 
arbitrary, they are not pulled out of hats. They are constructed from simple domains 
using domain operations (like Cartesian product) and recursive definitions. For these 
domains itseems likely that we can define size and completeness in a natural way. In 
fact we have already seen a simple example, where we earlier (implicitly) defined the 
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length of a tuple of histories to be the :ength of its shortest component, so that a tuple 
is complete iff ,a11 its compcnents are. 
One specially intriguing property of these (to some extent hypothetical) dor3ains i  
that the collection of complete lements in a domain would seem to form a metric 
space, if we define the distance between two complete lements to be 2-“, where s is 
the size of the #b of the elements. In the case of natural number valued histories, the 
space of comp!ete lements i  the Baire space of classical descriptive set theory (see, 
for example, [S]). 
It is not possible (as far as we know) to formulate the cycle sum theorem purely in 
terms of functions on an abstract metric space. But it is possible, however, if we use 
instead of a metric a dual notion which we call an ‘agreement’: a function which 
assigns to any two points a nonnegative lement of f which measures how close 
together the pbints are, yielding 00 if they coincide. T!Gs approach could allow a fixed 
point semantih for a large class af ‘obviously terminating’ recursive programs which 
would be mathematically ‘conventional’ in that it could completely avoid reference 
to partial objects and approximation. 
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