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Abstract 
 
The 2011 Tohoku-oki earthquake (the Tohoku earthquake) of magnitude of 9.0 struck the north-eastern 
Japan on 11 March 2011. Its co- and post-seismic crustal deformations have been measured by both the 
onshore and the offshore geodetic observations, and a number of the previous studies reported the co- and 
post-seismic slip distributions. These studies have revealed that large coseismic rupture was concentrated 
in the off-Miyagi region near the Japan trench, but along-trench extent of the shallow coseismic rupture has 
not been well constrained due to shortage of the offshore geodetic sites, which also leads a controversial 
issue whether the short-wavelength tsunami source excited near the trench in the off-Iwate region was 
caused by the shallow fault slip or not. Moreover, also due to the shortage of the offshore geodetic sites, an 
extensive postseismic deformation pattern of the Tohoku earthquake has not been well clarified, and then 
it is difficult to constrain the afterslip distribution especially near the trench. 
In order to reveal the detailed co- and post-seismic slip distributions of the Tohoku earthquake, I firstly 
try to detect the extensive postseismic deformation field by repeated offshore geodetic observations with 
GPS-Acoustic (GPS-A) positioning technique utilizing a dense and wide GPS-A observation network 
newly constructed along the Japan trench in September 2012. Then, the co- and post-seismic slip 
distributions are simultaneously estimated by the slip inversion employing viscoelastic Green’s functions 
(the viscoelastic inversion) using the newly obtained postseismic GPS-A observation results above together 
with the existing co- and post-seismic geodetic observation data. 
Postseismic displacement rates both in the horizontal and vertical components at each site were 
estimated through the GPS-A campaign observations conducted from September 2012 to September 2016. 
The estimated postseismic deformation field of the horizontal component shows evident spatial variation 
along the trench: distinct landward motions in the off-Miyagi and the northern off-Iwate regions, implying 
the predominance of viscoelastic relaxation; remarkable trenchward motions in the off-Fukushima and the 
off-Ibaraki regions, indicating rapid afterslip; and no distinct motion in the northern off-Iwate and the off-
Aomori regions, suggesting insignificant contributions of the major deformation processes in the 
postseismic period (viscoelastic relaxation, afterslip, and fault locking). These major characteristics can be 
mainly interpreted by combination of the existing viscoelastic relaxation model and local afterslip, but the 
observation results show much larger landward motions in the southern off-Iwate region than the model. 
This difference suggests further contributions of the viscoelastic relaxation in this region, which may 
require revision of the previous coseismic slip model used in the computation of viscoelastic relaxation. 
The estimated vertical motions have much larger estimation errors than those in the horizontal motions 
because of the trade-off nature between underwater sound speed variation and the vertical motions. Thereby, 
it is difficult to discuss detailed vertical postseismic deformation process from the results of a single GPS-
A site. However, the obtained vertical deformation field shows clear spatial characteristics: uplift in the off-
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Iwate region and subsidence in the off-Miyagi region, which suggests that their regional pattern may make 
sense in further interpretation of the postseismic deformation processes. 
Using both the co- and the post-seismic geodetic data including the above GPS-A-derived horizontal 
postseismic motions, the viscoelastic inversion is performed to simultaneously estimate the co- and post-
seismic slip distributions. This inversion method can constrain the coseismic slip distribution not only by 
the coseismic displacements but also the postseismic displacements via the viscoelastic relaxation process. 
Due to the above GPS-A observation results in the postseismic period, spatial resolution of the coseismic 
slip distribution near the trench in this study is greatly improved from the previous models derived only 
from the coseismic geodetic data. The estimated coseismic slip distribution demonstrates that the along-
trench extent of the shallow coseismic rupture was extended further north up to 39.2° N compared with the 
previous models. However, this model cannot explain the short-wavelength tsunami source found in the 
off-Iwate region near the trench (~39.0–40.0° N). This inconsistency indicates that the tsunami source at 
the north of 39.2°N was caused by a mechanism other than interplate fault slip, such as submarine landslide, 
inelastic deformation, or subsidiary faulting. Meanwhile, along-trench variation of the shallow postseismic 
slip is also constrained in this study due to the GPS-A observation results near the trench. The estimated 
postseismic slip model clearly shows localized shallow afterslip in the off-Fukushima region. 
Because spatial extents of the seismic and aseismic slip might reflect the mechanical properties on the 
plate interface, the estimated co- and post-seismic slip distributions in this study would provide valuable 
information on assessment of future seismic hazards, such as earthquake cycle simulations. Furthermore, 
the precisely estimated co- and post-seismic slip distributions are also useful for investigation of structural 
effects; for example, the aseismic slip area in this study is spatially correlated with the fluid-rich region 
where channel-like accretionary complexes are found. Such comparative studies are important to 
investigate potential of occurrence of large interplate earthquakes. 
As well as examination of the co- and post-seismic slip distributions of the Tohoku earthquake, this 
study demonstrates advantages of the viscoelastic inversion and the spatially enhanced GPS-A observation 
network. Although the geodetic slip inversion has been generally performed assuming elastic media, the 
viscoelastic inversion has great potential for improvement coseismic slip distribution from postseismic 
geodetic data. Thus, it is expected that an extension (or construction) of geodetic observation network even 
after a mainshock plays an important role to reveal its coseismic slip behavior. The enhanced GPS-A 
observations provide adequate constraints on estimation of the co- and post-seismic distributions, including 
shallow portion of the plate interface. Furthermore, it is important to investigate the detailed spatiotemporal 
evolution of the slip behaviors in such an extensive region by more frequent and precise GPS-A 
observations in the future.  
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1.  Introduction 
 
1.1.  Slip Behaviors During a Great Subduction Earthquake Cycle 
A subduction plate interface often demonstrates seismic rupture and then causes the accompanying 
aseismic stress release and strain accumulation leading to a next seismic rupture. This process is generally 
called as a subduction earthquake cycle [e.g., Wang et al., 2012]. During the subduction earthquake cycle, 
characteristic crustal deformation is observed on the Earth’s surface depending on the stages of the cycle: 
the inter-, co-, and post-seismic deformation. In the interseismic period, the subduction fault may stay 
locked (fault locking) and accumulate strain for upcoming seismic rupture. A number of studies revealed 
that spatial distributions of large seismic rupture were roughly correlated with the fault locked areas and 
that the seismic rupture released the accumulated strain [e.g., Moreno et al., 2010; Yokota et al., 2016]. 
Then, after the seismic rupture, multiple processes take place as the aseismic stress release, such as 
afterslip, viscoelastic relaxation, and poroelastic rebound [e.g., Bürgmann & Dressen, 2008; Barbot & 
Fialko, 2010; Segall, 2010]. Furthermore, recovery of fault locking on the coseismic rupture area is 
expected to be caused in the postseismic period. Considering contributions of these processes following 
a megathrust earthquake, Wang et al. [2012] summarized that the observed postseismic deformation on 
the Earth’s surface can be mainly explained by three factors: afterslip, viscoelastic relaxation, and fault 
locking. Note that the viscoelastic relaxation is not a phenomenon occurred on the subduction fault among 
these three factors but is caused as responses of underground viscoelastic media to stress perturbation 
generated by the fault slip. 
In addition to fault locking, coseismic rupture, and afterslip, various slip behaviors may be detected 
during the subduction earthquake cycle associated with a megathrust earthquake, such as slow slip events 
(SSEs), slow earthquakes (e.g., low frequency earthquakes (LFEs), very low frequency earthquakes 
(VEFEs)), and small-/moderate-scale subduction earthquakes. Number of studies revealed that these 
various slip behaviors showed spatial complementary between seismic rupture (or fault locking) and 
aseismic slip (or slow earthquakes), such as coseismic rupture/afterslip [e.g., Miyazaki et al., 2004; Hsu 
et al., 2006; Vigny et al., 2011], fault locking/VLFE [Yokota et al., 2016], long-term fault locking/SSEs 
[e.g., Wallace & Beavan, 2010]. It is generally considered that these variety of slip behaviors relates to 
spatial heterogeneity of mechanical properties on the plate interface [e.g., Miyazaki et al., 2004; Villegas-
Lanza et al., 2015]. Furthermore, spatiotemporal evolution of the aseismic slip (such as afterslip, SSEs) 
provides frictional parameters that express the mechanical properties on the plate interface on the basis 
of the rate- and state-friction law [e.g., Marone et al., 1991; Perfettini & Avouac, 2004; Shibazaki & 
Shimamoto, 2007; Fukuda et al., 2009]. Such information on the mechanical properties can be utilized 
for earthquake cycle simulations [e.g., Kanda et al., 2013; Nakata et al., 2016]; therefore, it is important 
to clarify spatial distributions of these various slip behaviors for assessing seismic hazards. Although the 
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coseismic rupture can be detected by various kinds of observations (such as geodetic, seismic, tsunami 
observations), the geodetic observations are basically required to monitor aseismic slip such as afterslip, 
SSEs [e.g., Vigny et al. 2011; Ozawa, 2017]. Thus, precise geodetic observations of crustal deformation 
associated with the earthquake cycle can contribute to reveal spatial extents of the seismic and aseismic 
slip and to promote the assessment of the seismic hazards.  
This study focuses on the 2011 Tohoku-oki earthquake (hereafter, the Tohoku earthquake) with 
magnitude (M) of 9.0,which struck the north-eastern Japan on 11 March 2011, and tries to reveal the co- 
and post-seismic deformation. Detailed information on the Tohoku earthquake is addressed in Chapter 
1.3, and objective of this study is shown in Chapter 1.4. 
 
1.2.  Seafloor Geodetic Observations in the Off-Tohoku Region 
Although onshore geodetic observations (such as GPS (Global Positioning System) observations) 
have revealed various crustal deformation, it is important to utilize offshore geodetic observations (such 
as GPS-A (combined geodetic technique of GPS and Acoustic ranging) observations, and OBP (Ocean 
Bottom Pressure) gauges) for detection of the crustal deformation associated with the subduction 
earthquake cycle. OBP gauges have detected vertical movement of short-term crustal deformation events 
(such as seismic events [e.g., Ohta et al., 2012], rapid afterslip [e.g., Baba et al., 2006; Ohta et al., 2012], 
or SSEs [e.g., Ito et al., 2013; Wallace et al., 2016]), while GPS-A observations have detected horizontal 
movement of the inter-, co-, and post-seismic deformation [e.g., Gagnon et al., 2005; Tadokoro et al., 
2012; Kido et al., 2006; Watanabe et al., 2014]. Although the recent studies reported that the GPS-A 
observations also detected vertical motions, their precisions were much worse than those in the horizontal 
components because of the trade-off nature between underwater sound speeds and the vertical motions 
[e.g., Sato et al., 2013b]. 
In the off-Tohoku region, prior to the Tohoku earthquake, several GPS-A sites were established in 
early 2000 (blue and green squares in Figure 1.1) and had detected the interseismic crustal deformation 
and the crustal deformation associated with a medium-size earthquake (the 2005 Miyagi-oki earthquake 
(M 7.2), occurred on 16 August, 2005) [e.g., Fujita et al., 2006; Matsumoto et al., 2006; Mizukami, 2008; 
Sato et al., 2008; Sato et al., 2013a]. Although the backslip inversion studies reported that strong fault 
locking in the whole off-Tohoku region had been expected from the onshore GPS network [e.g., Suwa 
et al., 2006; Ikuta et al., 2012], the GPS-A observations demonstrated clear spatial heterogeneity of fault 
locking (strong fault locking condition at MYGI (Figure 1.1) in the off-Miyagi region, and weak fault 
locking condition at FUKU (Figure 1.1) in the off-Fukushima region) [Matsumoto et al., 2008b; Sato et 
al., 2013a]. Moreover, the GPS-A observations detected coseismic displacements of the 2005 Miyagi-oki 
earthquake and revealed that fault locking was recovered since around 2007 but the recovered fault 
locking condition had been relatively weak until the occurrence of the Tohoku earthquake [Sato et al., 
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2013a; Matsumoto et al., 2006]. Thus, the GPS-A observations have detected the crustal deformation just 
above the subduction plate interface, which directly revealed the fault behaviors, while the onshore 
geodetic observation could not directly investigate. The GPS-A observations in the co- and the post-
seismic period of the Tohoku earthquake have also detected the crustal deformation, which are 
summarized in the Chapter 1.3. 
 
1.3.  The 2011 Tohoku-Oki Earthquake 
The Tohoku earthquake is one of the largest subduction earthquakes in the world, and a number of 
studies suggested their own coseismic slip models from various observation data (e.g., geodetic, seismic, 
tsunami observations). These models generally showed that giant coseismic slip was concentrated in the 
off-Miyagi region; however, along-trench extent of the shallow coseismic rupture (SCR) has not been 
well constrained (Figure 1.2, background color showing standard deviation of 45 published coseismic 
slip models [Wang et al., 2018]). As for the geodetic data, the onshore GPS network [e.g., Ozawa et al., 
2011] and the offshore geodetic observations (OBP [Maeda et al., 2011; Ito et al., 2011] and GPS-A [Sato 
et al., 2011; Kido et al., 2011] observations) detected significant coseismic displacements, and the 
offshore geodetic observations especially suggested the large coseismic rupture to the trench in the off-
Miyagi region [e.g., Iinuma et al., 2012; Ozawa et al., 2012]. However, since most offshore geodetic sites 
were located in the off-Miyagi region (symbols in Figure 1.2), they did not have enough sensitivity to 
SCR far from the off-Miyagi region [e.g., Iinuma et al., 2012]. Moreover, coseismic slip models using 
seismic wave also showed low spatial resolution near the trench [e.g., Yokota et al., 2011; Bletery et al., 
2014], and large variation in SCR was found among the models [e.g., Yokota et al., 2011; Bletery et al., 
2014; Ide et al., 2011; Lay et al., 2011]. On the contrary, tsunami data inherently have better sensitivity 
to SCR [e.g., Yokota et al., 2011; Bletery et al., 2014; Satake & Fujii, 2014], and some studies using 
tsunami data suggested that SCR extended to further north [e.g., Satake et al., 2013; Romano et al., 2014] 
(Figure 1.2). However, the along-trench extent of SCR has been a controversial issue, because origin of 
northern tsunami source that causes dipole-like short-wavelength vertical displacement of ±2 m [e.g., 
Hossen et al., 2015; Dettmer et al., 2016; Jiang & Simons, 2016] (~39–40°N, orange ellipse in Figure 1.2) 
can be interpreted by not only SCR [e.g., Satake et al., 2013; Romano et al., 2014; Satake & Fujii, 2014] 
but also factors other than SCR such as submarine landslide [e.g., Tappin et al., 2014; Hossen et al., 2015; 
Jiang & Simons, 2016], inelastic deformation, or subsidiary faulting [Fujiwara et al., 2017]. Although 
differential bathymetric surveys revealed that giant SCR with slip of over 20 m did not occur at a spot of 
~39.2°N across the trench [Fujiwara et al., 2017], detail extent of SCR has not still been clarified. 
The past studies considered only the coseismic observation data for discussing SCR, whereas 
postseismic geodetic observations can provide additional constraints on the coseismic slip distribution. 
Postseismic deformation is governed by multiple physical mechanisms: afterslip, viscoelastic relaxation, 
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and fault locking [Wang et al., 2012]. Since viscoelastic relaxation is caused by stress perturbation 
associated with coseismic rupture, postseismic displacements inherently contain information on 
coseismic slip. Although a number of studies has utilized postseismic geodetic data for estimating 
afterslip distributions after removing viscoelastic responses to reference coseismic slip models [e.g., 
Gunawan et al., 2014; Lubis et al., 2013; Diao et al., 2013; Iinuma et al., 2016; Freed et al., 2017; Noda 
et al., 2017], it is desirable to simultaneously invert co- and post-seismic displacements via viscoelastic 
Green’s functions (hereafter, this simultaneous inversion method is called as “viscoelastic inversion”) as 
investigated by some modeling studies [Hoechner et al., 2011; Yamagiwa et al., 2014]. Moreover, the 
viscoelastic inversion is also useful to avoid uncertainty of afterslip distributions depending on selection 
of the reference coseismic slip model in the conventional method [Hoechner et al., 2011]. 
The onshore GPS observations [e.g., Ozawa et al., 2012] and the offshore GPS-A observations 
[Watanabe et al., 2014; Sun et al., 2014] have observed postseismic displacements following the Tohoku 
earthquake as well as the coseismic displacements. These previous studies on the postseismic deformation 
following the Tohoku earthquake have shown complex patterns of the deformation field. Extensive 
trenchward movement was observed by the onshore GPS networks, whereas the directions of motion 
varied considerably in the offshore area. Trenchward movement was also observed in the southern 
offshore area (FUKU shown in Figure 1.1 and 1.3), but significant landward movement, that is, 
completely opposite to that observed in the onshore area, was observed avove the primary rupture area 
(PRA) by GPS-A measurements (such as MYGI, GJT3 shown in Figure 1.1 and 1.3). The previous 
modeling studies indicated that the observed deformation pattern in the early postseismic period has been 
modeled in terms of viscoelastic relaxation and local afterslip [e.g., Sun et al., 2014; Yamagiwa et al., 
2015; Sun & Wang, 2015; Hu et al., 2016]. These studies revealed that the viscoelastic relaxation was an 
essential process that generates the landward movement above PRA, whereas the afterslip areas in the 
downdip extension of PRA and in the off-Fukushima and off-Ibaraki regions were required to explain the 
observed trenchward motions (Figure 1.3 [Sun & Wang, 2015]) which suggest strong spatial variation in 
the postseismic deformation processes. 
As the observed postseismic deformation was found to be strongly controlled by the viscoelastic 
relaxation, it is expected that the observed postseismic deformation somewhat has potential for 
constraining the coseismic slip distribution via the viscoelastic relaxation. However, because the above 
postseismic observations in the offshore region were sparse as well as the coseismic geodetic observations, 
it is not expected that the observed postseismic deformation would greatly improve the resolution of the 
coseismic slip distribution even by the viscoelastic inversion. Actually, some previous studies that 
considered the postseismic observation data to model the coseismic slip distribution, did not strongly 
address the utility of employment of the postseismic observation data for improving the coseismic slip 
distribution [Yamagiwa et al., 2015; Suito, 2017]. 
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Furthermore, not only SCR but also the shallow afterslip have not been well constrained because of 
the sparsity of the offshore geodetic observations. Although the previous studies suggested existence of 
the shallow afterslip [e.g., Yamagiwa et al., 2015; Sun & Wang, 2015; Iinuma et al., 2016], it was also 
pointed out that the offshore geodetic observations did not give enough resolution for specifying the 
extent of the shallow afterslip. Therefore, as for the Tohoku earthquake, the slip behaviors (both the 
coseismic and the postseismic slip) in the shallow portion of the plate interface have not been well 
clarified due to the shortage of the offshore geodetic sites. 
 
1.4.  Objective 
In order to detect an extensive postseismic deformation pattern of the Tohoku earthquake, a dense and 
wide GPS-A observation network was constructed along the Japan trench in September 2012 [Kido et al., 
2015] (black squares in Figure 1.1). It is expected that the postseismic observations using this new GPS-
A observation network would clarify the postseismic deformation even near the trench where the previous 
observation sites were not covered and would constrain the slip behaviors in the shallow portion of the 
plate interface not only in the postseismic period but also in the coseismic period by the viscoelastic 
inversion. Thus, first objective of this study is investigation of an extensive postseismic deformation 
pattern of the Tohoku earthquake from GPS-A observations using the newly constructed observation 
network, and second objective is investigation of precise extents of the co- and post-seismic slip of the 
Tohoku earthquake in the shallow portion of the plate interface from the GPS-A observation results by 
the viscoelastic inversion. Finally, this study aims to discuss spatial characteristics of mechanical 
properties on the shallow plate interface in the off-Tohoku region. 
Details of the observations using the new GPS-A observation network and data pre-processing 
methods for GPS-A positioning are shown in Chapter 2, and then, GPS-A positioning methods and the 
positioning results are shown in Chapter 3. In Chapter 4, the viscoelastic inversion method and the 
inversion results are shown, and the extents of SCR and the shallow afterslip are discussed from the 
inversion results. In Chapter 5, spatial characteristics on the slip behaviors in the shallow plate interface 
of the off-Tohoku region are discussed considering the above results, and future perspectives after this 
study are also mentioned. 
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Figure 1.1 | Distribution of GPS-Acoustic observation sites 
Squares indicate the GPS-A sites deployed by Tohoku University (TU) in September 2012 (black [Kido 
et al., 2015]), TU prior to the Tohoku earthquake (blue [e.g., Kido et al., 2011]), and Japan Coast Guard 
(JCG) (green [e.g., Sato et al., 2011; Watanabe et al., 2014]), respectively. Yellow square shows an onshore 
reference GPS site for the kinematic GPS positioning (see Chapter 2.3.1). Orange and red contours 
represent the 20 m and 50 m slip contours of the coseismic slip distribution (called as primary rupture area 
(PRA) and very large slip area (VLSA)), respectively [Iinuma et al., 2012]. Purple centroid moment tensor 
solutions (GCMT solutions) show the successive aftershocks occurred on December 7, 2012 (see 
Chapter 3.2.5). 
 
 7 
(a)                                (b) 
















Figure 1.2 | Coseismic slip models of the 2011 Tohoku-oki earthquake 
a. Green and blue contours indicate coseismic rupture extents with slip of 20m for the average slip model 
[Wang et al., 2018] and models considering tsunami data (solid [Satake et al., 2013], dashed [Romano et al., 
2014]), respectively. Gray rectangle represents fault area of the 1896 Meiji-Sanriku earthquake [Tanioka & 
Seno, 2001]. Orange ellipse represents the short-wavelength tsunami source associated with the Tohoku 
earthquake [e.g., Hossen et al., 2015; Dettmer et al., 2016; Jiang & Simons, 2016]. Black symbols represent 
the offshore geodetic observation sites in the coseismic period: GPS-A sites of Tohoku University (triangles 
[Kido et al., 2011]), GPS-A sites of Japan Coast Guard (diamond symbols [Sato et al., 2011]), and Ocean 
bottom pressure (OBP, inversed triangles [Ito et al., 2011; Maeda et al., 2011]). Background color shows 
standard deviation of the average slip model [Wang et al., 2017]. b. Profile of coseismic slip models along 
the trench shown by black dashed curve in a. Green shaded area indicates standard deviation of the average 
coseismic slip model.  

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
Figure 1.3 | Postseismic surface deformation and afterslip distributions associated with the 
Tohoku earthquake 
Vectors show the postseismic displacements for the period from Mar. 13, 2011 to Jan. 25, 2014. Black and 
gray vectors show the postseismic displacements obtained by GPS-A observations [Watanabe et al. 2014; 
Sun et al., 2014] and by onshore GPS observations. Blue vectors show the calculated postseismic 
displacements due to viscoelastic relaxation [Sun et al., 2014]. Back ground colors represent the coseismic 
slip distribution [Iinuma et al., 2012]. Magenta contours represent the postseismic slip distribution of first 
1 year after the mainshock (0.5 m interval) [Sun and Wang, 2015]. 
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2.  Observation and Data Processing 
 
In this chapter, GPS-A observation system of Tohoku University and information on data collection in 
this study are shown. Basic GPS-A observation system and the strategy of data collection are following 
Tomita et al. [2015; 2017]. Detailed GPS-A positioning methods are shown in the next chapter. 
 
2.1.  Basics of GPS-Acoustic Observation Technique 
GPS-A observation technique, which was contrived by the Scripps Institution of Oceanography [Speiss, 
1985; Speiess et al., 1998], is composed of kinematic GPS positioning on a sea surface platform and 
underwater acoustic ranging between the sea surface platform and seafloor acoustic units (Figure 2.1). This 
technique enables us to measure seafloor crustal deformation in global geodetic coordinates, and a number 
of studies have reported seafloor motions associated with the inter-, co-, and post-seismic deformation [e.g., 
Gagnon et al., 2005; Yokota et al., 2016; Tadokoro et al., 2006; Kido et al., 2011; Watanabe et al., 2014]. 
The sea surface platform equips a GPS antenna for kinematic GPS positioning, a motion sensor (or multiple 
GPS antennas as a GPS gyro), and an acoustic transducer. Various kinds of vehicles are employed as the 
sea surface platform: a research vessel with a hull- or a side-mounted acoustic transducer [e.g., Sato et al., 
2013a], a towed buoy [e.g., Kido et al., 2006], a moored buoy [e.g., Imano et al., 2015], and recently an 
unmanned navigation platform such as a wave glider [e.g., Chadwell, 2013], or an autonomous surface 
vehicle (ASV) [e.g., Kido et al., 2015]. “The hull-mount” means that an acoustic transducer is permanently 
attached on the bottom of the hull, while “the side-mount” means that an acoustic transducer is attached at 
the end of a pole on the vessel-side, which is capable of removing or hosting. As for the seafloor units, 
multiple (from three to six) seafloor acoustic transponders are installed as a transponder array for each GPS-
A site, which generally form a triangle- or a square-shaped array. 
Methods of the GPS-A observation have been developed by several research groups [e.g., Kido et al., 
2006; Ikuta et al., 2008; Sato et al., 2013a]. In the methods, it is generally assumed that geometry of a 
transponder array (array geometry) is unchanged during campaigns. This assumption enables us to estimate 
a displacement of the array itself (an array position change) between the campaigns without estimating 
displacements of individual transponders. Determination of array geometry is performed by estimating 
individual transponder positions at a certain campaign. So far, two approaches have been basically 
employed for the GPS-A positioning; one is individual estimation of an array position change using data of 
each campaign after the estimation of the array geometry using data of a certain campaign (named here as 
“individual approach”) [e.g., Spiess et al., 1998; Kido et al., 2006], the other is simultaneous estimation of 
the array geometry and the array position changes using data of all campaign surveys (named here as 
“simultaneous approach”) [e.g., Matsumoto et al., 2008a; Honsho and Kido, 2017].  
For general GPS-A observations, two types of surveys can be employed: point survey and moving 
 10 
surveys (Figure 2.1). Acoustic pings are transmitted from a fixed point on the sea surface just above the 
center of the array in the point survey, while they are transmitted from various points in the moving survey. 
Assuming horizontally stratified sound speed structure, the acoustic travel-times between the sea surface 
fixed point and the multiple seafloor transponders are coherently fluctuated in proportion to temporal 
changes of the sound speed, and then the apparent horizontal array position change can be determined 
independent of temporal changes of the sound speed [Spiess et al., 1998]. Moreover, estimation errors of 
the array position changes because of mis-determination of array geometry are enlarged depending on 
distance of the sea surface platform from the center of array. According to these reasons, data of the point 
surveys are naturally suitable for estimation on the horizontal array position changes. However, data of the 
point survey are not useful for the configuration of array geometry because variation in shot-angles is 
required to constrain each transponder position. Furthermore, due to trade-off nature between the sound 
speed and the vertical array position, data of the point survey are not also useful for estimation on the 
vertical array position changes. By contrast, data of the moving survey are suitable for configuration of 
array geometry [e.g., Kido et al., 2006; Sato et al., 2013] and estimation on vertical array position changes 
[e.g., Sato et al., 2013]. As for vertical array position changes, Sato et al. [2013] revealed that geometrically 
well-distributed acoustic ranging points with various shot-angles were greatly important for solving the 
trade-off nature between the sound speed and the vertical array position. Thus, the two types of surveys 
above have their own advantages and disadvantages to estimation on the array position changes and on the 
array geometry. 
In this study, the individual approach is adopted because of flexibility of data selection. Once array 
geometry is pre-determined, array position changes can be estimated using only point survey data through 
the individual approach. In contrast, the simultaneous approach utilizes not only point survey data but also 
moving survey data in estimation on horizontal array position changes. Hence, in order to make use of 
advantages of the two surveys, following procedure is performed based on the individual approach: [1] 
configuration of array geometry using both point and moving survey data at a certain campaign, [2] 
estimation on horizontal array position changes of each campaign only using the point survey data, [3] 
estimation on a vertical array position change for each campaign using both the point and moving survey 
data fixing the horizontal array position changes to the estimates obtained in [2]. Detailed formulations of 
this procedure are shown in Chapter 3. 
 
2.2.  GPS-Acoustic Observations After the 2011 Tohoku-Oki Earthquake 
2.2.1.  General Information on GPS-A Surveys 
In this study, GPS-A observation network established in September 2012 after the Tohoku earthquake 
[Kido et al., 2015] is used. The network has 20 GPS-A sites along the Japan trench from the off-Ibaraki to 
the off-Aomori regions (Figure 1.1). Most sites have a square-shaped transponder array using four 
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transponders. But, G07 and G12 have a triangle-shaped transponder array using three transponders, and 
G04, G10, G15, and G19 have a triangle-shaped transponder array using six transponders. The observation 
period of this study is from September 2012 to September 2016. Twelve campaigns were repeatedly 
conducted during the observation period, whereas about six campaigns were conducted for each site on 
average (Figure 2.2). The campaign periods are September 2012, November 2012, August 2013, November 
2013, March 2014, September 2014, March 2015, May 2015, September 2015, November 2015, May 2016, 
and September 2016. Note that the point surveys were conducted at all of campaign (red and blue circles 
in Figure 2.2) but the moving surveys were not conducted at part of campaigns (blue circles in Figure 2.2) 
because of shortage of ship-time or bad sea conditions. It is known that the estimated array position in a 
campaign would fluctuate at periodicity of ~0.5–3.0 hours because of the oscillation of the horizontal 
inhomogeneous of the sound speed structure caused by internal gravity waves [e.g., Spiess et al., 1998; 
Kido et al., 2006]; in order to reduce the effect of this fluctuation, a point survey for about 6–12 hours at 
each site was performed, which amounted to hundreds or thousands of pings. 
 
2.2.2 Acoustic Ranging System 
Precise acoustic ranging is performed by measuring round-trip time of an acoustic ping that propagates 
between an acoustic transducer mounted on a sea surface platform and a seafloor transponder. Measurement 
of a round-trip time, not one-way travel-time, can eliminate effects of a long-term drift of transponder’s 
internal clock and of ocean current [e.g., Fujimoto, 2014]. In the transponders, “the mirror transponder 
system” is adopted; a transponder records an acoustic signal transmitted from a sea surface platform and 
then returns the recorded signal with a certain delay time [Spiess et al, 1980]. A precise round-trip time is 
calculated by correlating transmitted and replied signals from the mirror transponder system. In the acoustic 
ranging system of this study, an acoustic signal with 25.4 ms duration, which is composed of a 10 kHz 
carrier wave modulated its phase in binary every two cycles by a seventh order M-sequence (Maximum 
length sequence [e.g., Toyama, 2003; Fujimoto et al., 1998]) signal, is employed. Then, correlation between 
transmitted and replied signals at a 100 kHz sampling rate brings us acoustic ranging with resolution of 
10 µs which corresponds to 1.5 cm. The phase modulation by M-sequence enables us to precisely pick a 
round-trip time because of its robustness against any noises other than oneself [e.g., Obana et al., 2000]. 
The acoustic transducer on the sea surface platform transmitted the acoustic pings every 30 s or 60 s 
depending on observational conditions. 
 
2.2.3.  Observation System on Sea Surface Platform 
Several research vessels were employed for observations: Shinkai-maru (Offshore Engineering Co., 
Ltd., September 2012), Tsubasa (Dokai Marine Systems Ltd., November 2012), No. 3 Kaiyo-maru (Kaiyo 
Engineering Co., Ltd., August 2013, November 2013, March 2014, March 2015, November 2015), Shinsei-
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maru (Japan Agency Marine-Earth Science and Technology (JAMSTEC), September 2014 [KS14-17], May 
2015 [KS15-03], September 2016 [KS16-14]), Hakuho-maru (JAMSTEC, September 2015 [KH15-02]), 
and Yokosuka (JAMSTEC, May 2016 [YK16-02]). Shinkai-maru and Tsubasa individually have a side-
mounted acoustic transducer. No. 3 Kaiyo-maru also equipped a side-mounted acoustic transducer in 
August 2013 and November 2013, while it has a hull-mounted acoustic transducer in March 2014, March 
2015, and November 2015. Shinsei-maru and Yokosuka have a hull-mounted acoustic transducer. ASV was 
employed as a sea surface platform in the campaign of Hakuho-maru. Attitudes of the sea surface platforms 
were measured by the GPS gyro system on Shinkai-maru, Tsubasa, and No. 3 Kaiyo-maru. The GPS gyro 
system was performed by short baseline GPS analysis contained in internal system of GPS receiver, 
PolarRx2@ (Septentrio). Meanwhile, attitudes of Shinsei-maru, Yokosuka, and ASV were measured by 
motion sensors: PHINS (IXSEA) for Shinsei-maru and Yokosuka, and TOGS (Teledyne CDL) for ASV. 
Photos of No. 3 Kaiyo-maru with multiple GPS antennas and with a side-mounted transducer, and of ASV 
are shown in Figure 2.3 and Figure 2.4 for examples, respectively. 
 
2.3.  Data Processing 
In this section, data processing methods are shown, which are essential for positioning of acoustic 
transponders: positions of an acoustic transducer on a sea surface platform, synthetic travel-time, and 
precisely picked observation travel-time. 
 
2.3.1.  Kinematic GPS Positioning 
Absolute positions of the GPS antenna on a sea surface platform were estimated at 0.5-s intervals by 
the long-baseline kinematic GPS analysis using IT (Interferometric Translocation) software [Colombo et al., 
2000]. The reference onshore GPS site for the baseline analysis is AOBL located at Aobayama campus of 
Tohoku University in the city of Sendai, Japan (a yellow square in Figure 1.1). Daily solutions of the 
coordinates were estimated by routine analysis of Research Center for Prediction of Earthquakes and 
Volcanic Eruptions (RCPEVE) in Tohoku University. The routine analysis is performed by precise point 
positioning (PPP) analysis [Zumberge et al., 1997] using the GPS data processing package GIPSY-OASIS 
version 6.1.2 [e.g., Lichten and Border, 1987]. Each daily coordinate was conformed to the International 
Global Navigation Satellite Systems Service 2008 (IGS2008) reference frame [Rebischung et al., 2012] 
that realizes International Terrestrial Reference Frame (ITRF) 2008 [Altamimi et al., 2012]. The reference 
position for rover data of each GPS-A site in a campaign is an average of daily coordinates for five days 
around the observation day. 
Although the estimated positions of the GPS antenna were obtained in the global reference frame, the 
positions were projected into a local tangential coordinate (expressed by a Cartesian coordinate), whose 
projection center is fixed to the center of a transponder array, to simplify calculation in the acoustic 
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transponder positioning. This operation is based on Transverse Mercator projection conformed to WGS-84 
(World Geodetic System 1984) ellipsoid. 
 
2.3.2.  Picking Method of Observation Travel-Time 
As explained Chapter 2.2.2, a round-trip time can be picked by calculating cross-correlation between a 
transmitted acoustic waveform and a received acoustic waveform. A cross-correlation waveform through 
the M-sequence modulation ideally has a single peak with short side-lobes. However, characteristic 
multiple peaks have been found in the cross-correlation waveforms obtained from the transponders used in 
the newly established GPS-A sites [Tomita, 2014; Azuma et al., 2016]. The multiple peaks were probably 
caused by multiple reflection of acoustic waves on surface of a glass sphere that protects the seafloor 
acoustic unit; thus, the first significant peak of the cross-correlation waveform is considered to be a peak 
due to the direct acoustic wave. However, the first peak cannot be easily picked based only on cross-
correlation values since later peaks often give a maximum value of cross-correlation. Hence, in order to 
automatically pick a peak of the direct acoustic wave (first peak of the cross-correlation waveform), “cluster 
analysis method” [Tomita, 2014; Azuma et al., 2016] is employed in this study. In this method, the cross-
correlation waveforms are classified into a certain number of groups based on correlation coefficients 
among the waveforms by the k-means cluster analysis method. Then, a master waveform is selected from 
each group, and timings of the first peak and the maximum peak in the master waveform are manually 
picked. Finally, applying differential time between the first peak and the maximum peak in the master 
waveform to timing of the maximum peaks of the other waveforms in the same group as a correction value, 
the first peaks of all cross-correlation waveforms can be obtained. In this study, the number of classified 
group is set to 20 that is empirically determined in Tomita [2014]. Details of the cluster analysis method 
are shown in Tomita [2014] and Azuma et al. [2016]. 
 
2.3.3.  Calculation of Acoustic Transducer Positions 
In order to obtain positions of an acoustic transducer, the positions of the GPS antenna, relative position 
between the GPS antenna and the acoustic transducer in the body frame coordinates (fixing to the sea 
surface platform itself) and attitudes of the sea surface platform are essential. The positioning of the GPS 
antenna in the local tangential coordinate is described in Chapter 2.3.1. The relative position between the 
GPS antenna and the acoustic transducer in the body frame coordinates is roughly obtained from drawing 
of the sea surface platform, but precise relative position should be simultaneously estimated from the 
acoustic ranging data with the transponder array positions as explained in Chapter 3.2.4. The position of 
the acoustic transducer relative to the GPS antenna in the local tangential coordinate can be calculated from 
the relative distance and the attitudes of the sea surface platform [e.g., Kido et al., 2008; Osada et al., 2008]: !"#$%&' = )* ℎ ), - ). / 0 = )0 (2.1) 
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with 
). / = 1 0 00 cos / − sin /0 sin / cos /  (2.2) 
), - = cos - 0 sin -0 1 0− sin - 0 cos -  (2.3) 
)* ℎ = cos ℎ − sin ℎ 0sin ℎ cos ℎ 00 0 1  (2.4) 
) = cos - cos ℎ sin / sin - cos ℎ − cos / sin ℎ cos / sin - cos ℎ + sin / sin ℎcos - sin ℎ sin / sin - sin ℎ + cos / cos ℎ cos / sin - sin ℎ − sin / cos /− sin - sin / cos - cos / cos -  (2.5) 
where ℎ, -, / are the platform’s attitude (heading, pitch, roll), 0 is the three components of the acoustic 
transducer position relative to the GPS antenna in the body frame, !"#$%&' is the position of the acoustic 
transducer relative to the GPS antenna in the local tangential coordinate, and );	(> = 1,2,3) is a rotation 
matrix. Then, the absolute position of the transducer in the local tangential coordinate !"# is obtained by 
simple parallel translation form the absolute position of the GPS antenna !%&': !"# = !%&' + !"#$%&'. (2.6) 
For calculation of synthetic travel-time, the precise positions of the acoustic transponder at the timing of 
transmitting an acoustic signal and receiving the returned signal are required. Since the acoustic signal is 
transmitted in an exact second linking to GPS clock, the precise positions of the acoustic transponder at the 
timing of transmitting can be obtained from the above processing. However, the timing of receiving the 
acoustic signal is not an exact second; thus, the precise positions of the acoustic transponder at the timing 
of receiving are calculated by cubic spline interpolation of the time-series of the acoustic transponder 
positions. 
 
2.3.4.  Calculation of Theoretical Travel-Time 
For calculation of theoretical travel-time, underwater sound speed structure is required. In this study, 
horizontally stratified sound speed structure is assumed, and vertical sound speed profiles are obtained from 
CTD (Conductivity Temperature Depth profile), XCTD (Expendable CTD), and XBT (Expendable Bathy 
Thermograph) measurements. CTD and XCTD give depth, temperature, and salinity, while XBT give depth 
and temperature. Sound speed profiles are calculated from the measured parameters (depth, temperature, 
and salinity) using the empirical conversion formulation of Chen and Millero [1997] and the depth 
correction for XBT [Kizu et al., 2005]. However, these actual measurements of underwater sound speed 
cannot be executed for every acoustic ping. Thus, a few times of the measurements were performed for 
each GPS-A site at a campaign, and then theoretical travel-times are calculated from one of the measured 
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profiles. That effects of temporal changes of the average sound speed were corrected in the transponder 
positioning procedure shown in Chapter 3.2. Meanwhile, most of measurements were performed by XBT 
since CTD and XCTD are relatively expensive measurements. Either CTD or XCTD were conducted at 
least once in a campaign, and the measured salinity profile was utilized in calculation of sound speed 
profiles with XBT measurements conducted at other sites in the same campaign. Furthermore, XCTD and 
XBT measurements are limited in depth; therefore, an average sound speed profile was used for 
extrapolation in the deeper portion, which was calculated from the average temperature- and the average 
salinity-structure of compiled measurements during the past 60 years distributed by WOA13 (World Ocean 
Atlas 2013) [Locarnini et al., 2013; Zweng et al., 2013]. Finally, a sound speed profile is obtained by 
combining the shallow observed profile (shallower than 1800 m) and the deep average profile (deeper than 
1800 m). The sound speed is defined every 5 m depths and assumed uniform within each 5 m-thick layer.
Acoustic ray-tracing is performed for calculation of the theoretical travel-time based on the Snell’s law 
in the spherical Earth assuming the horizontally stratified sound speed structure [e.g., Chadwell and 
Sweeney, 2010; Tomita, 2014]. Considering ellipsoid height of a transducer ℎCD and ellipsoid height of a 
transponder ℎCE (ℎCE must be a minus value), their radius from center of the spherical Earth are written as /CD = FG + ℎCD (2.7) /CE = FG + ℎCE, (2.8) 
where FG is radius of the spherical Earth fixing to 6371×103 [m]. Then, giving a shot-angle of acoustic 
wave H /  and underwater sound speed I /  at radius of /, the ray parameter is defined as 
- ≡ /I / sin H / . (2.9) 
Notice that the shot-angle is defined as an angle of a straight path between a transducer and a seafloor 
transponder from the vertical direction and that the ray parameter is conserved along the whole propagation 
path. Then, angular distance ∆ -  and propagation time L -  are given as follows [e.g., Aki and Richards, 
2002]: ∆ - = - I // /, − I / ,-,MNOMNP Q/, (2.10) L - = - /I / /, − I / ,-,MNOMNP Q/. (2.11) 
When water media consists of R horizontal layers each of which has a uniform sound speed (assumption 
of the horizontally stratified sound speed structure), Equations 2.10 and 2.11 are rewritten by the indefinite 
integral formula: 
∆ - = - IS Q// /, − IS,-,MTUVMTWSX. = arccos IS-/S$. − arccos IS-/S
W
SX. , (2.12) 
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L - = - 1IS //, − IS,-, Q/MTUVMTWSX. = /S$.IS , − -, − /SIS , − -,
W
SX. , (2.13) 
where IS represents sound speed in the [th layer (/S ≤ / ≤ /S$.). Note that /] and /W corresponds to /CD  and /CE , respectively. Here, ∆  is obtained from the given positions of the transducer and the 
transponder (representing as ∆]): ∆]= ^CD$CE/FG (2.14) 
with 
^CD$CE = `CD − `CE , + aCD − aCE ,, (2.15) 
where ^CD$CE is horizontal distance between the transducer and the transponder in the local coordinate. The 
ray parameter is precisely estimated by solving ∆]= ∆ -  (Shooting method) by a least mean square 
method. The equations are locally linearized by 1st order Taylor’s series and solved iteratively. The 
theoretical travel-time is calculated form Equation 2.13 by substituting the estimated ray parameter. Note 
that the initial ray parameter is calculated from parameters in the uppermost layer: -] = /CDI] sin H] (2.16) 
with 
sin H] = /CE^b sin ∆] (2.17) 
^b = /CD, + /CE, − 2/CD/CE cos ∆], (2.18) 
where ^b is the slant range between the transducer and the transponder. Although some previous studies 
proposed approximation methods of the acoustic ray-tracing for fast calculation such as an earth flattening 
transformation [Chadwell and Sweeny, 2010] or a polynomial approximation depending on shot-angle 
[Tomita, 2014], the theoretical travel-times are calculated without such approximation methods in this study. 
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Figure 2.1 | Schematic image of the GPS-Acoustic observation
Schematic image of the GPS-A observation survey using a rearch vessel as the sea surface platform is 
shown. The sea surface platform equips an GPS antenna (or multiple GPS antennas) and an acoustic 
transducer. Multiple seafloor transponders are deployed for each site as a transponder array, and this figure 
shows a square-formed transponder array. In the GPS-A survey, kinematic GPS positioning on the sea 
surface platform and acoustic ranging between the sea surface platform and the seafloor transponders are 
simultaneously performed. The sea surface platform stays just above the center of the transponder array in 
the point survey, while it moves around in the moving survey. 
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
Figure 2.2 | List of the GPS-Acoustic observation campaigns
Circles represent timing of the GPS-A observation campaigns. Both point surveys and moving surveys were 
conducted at campaigns shown by red circles, while only point surveys were conducted at campaigns shown 
by blue circles. 
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Figure 2.3 | Photos of the research vessel with a side-mounted transducer employed as a sea 
surface platform 
Photos of the research vessel (No. 3 Kaiyo-maru: Kaiyo Engineering Co., Ltd.) with a side-mounted 
transducer taken in August 2013: a. an overall view of the research vessel (red circles show the GPS 
antennas), b. the side-mounted pole, and c. a transducer attached to edge of the side-mounted pole. 
 
 
(a) 
(b) (c) 
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Figure 2.4 | Photo of ASV employed as a sea surface platform
A GPS antenna is equipped on the frontward of the hull. In order to remotely control ASV, antennas for 
satellite and UHF communications are also equipped on the backward of the hull. An acoustic transducer 
is equipped at the low end of the keel attached on the bottom of the hull. 
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3.  Detection of Postseismic Seafloor Crustal Deformation 
 
3.1.  Introduction 
In this chapter, GPS-A positioning is performed based on the observation data shown in the previous 
chapter. Then, the postseismic deformation following the Tohoku earthquake in the offshore region is 
discussed from the positioning results. The positioning results in the horizontal components are the updated 
results of Tomita et al. [2017]. Thus, descriptions of the horizontal positioning methods, results, and 
discussion in this chapter largely overlap those of Tomita et al. [2017]. Meanwhile, the positioning results 
in the vertical component are newly shown in this thesis. 
 
3.2.  Method 
3.2.1.  Determination of Transponder Array Geometry 
Determination of array geometry is performed by individual transponder positioning [e.g., Kido et al., 
2006] using single campaign data. Individual transponder positions are basically estimated by minimizing 
residuals between the observed travel-times and the theoretical travel-times via a non-linear least means 
square technique as similar to the seismological hypocenter determination, since the theoretical travel-times 
link to the transponder position non-linearly. Through the GPS-A positioning, it is essential to eliminate 
effects of temporal sound speed changes for precise positioning [e.g., Fujita et al., 2006; Ikuta et al., 2008]. 
Here, the effects of temporal sound speed changes are modeled using “Nadir Total Delay (NTD)” [Kido 
et al., 2008; Honsho and Kido, 2017] which is analogous to the zenith total delay in satellite geodetic 
positioning techniques such as the GNSS positioning. Based on the assumption of the horizontally stratified 
sound speed structure, the effects of temporal sound speed changes are expected to be appeared in the 
travel-time residuals depending on the slant range in each layer. Thus, temporal variation of the travel-time 
residual normalized by the slant range, which naturally means a vertically-projected travel-time residual, 
demonstrates the effects of temporal sound speed changes and should be common among the all 
transponders [Kido et al., 2008]. Thus, NTD is defined as an optimal value of the vertically-projected 
travel-time residuals among the transponders [Kido et al., 2008; Honsho and Kido, 2017]. In this section, 
formulation of the individual transponder positioning method employing NTD is shown as following, 
which is an extended method of Kido et al. [2006]. 
 The vertically-projected travel-time residual is written as !"#,% &# = (#,%)*+ − (#,%-./ &#; 12 cos 6#,%, (3.1) 
where (#,%)*+, (#,%-./, and 6#,% are observed round-trip travel-time, theoretical round-trip travel-time, and 
shot-angle of 7th transponder for 8th shot, respectively. The theoretical round-trip travel-time is 
calculated assuming three components of transponder positions &# = 9#,:, 9#,;, 9#,<  and an initial 
sound speed profile 12. Since the outward and homeward shot-angles are slightly different from each 
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other, the shot-angle was calculated as the average of the outward and homeward shot-angles. Then, the 
equation to be solved is written as: !"#,% &# = =">#,%			 7 = 1, … , B%; 8 = 1, … , C , (3.2) 
where C  is total number of shots, and B%  is total number of replied transponders for the 8 th shot.. 
Summing up Equations 3.2 for 7, optimum value of NTD for 8th shot is obtained as 
=">% = 1B% !"#,%DE#F: &# . (3.3) 
Substituting Equation 3.3 into Equation 3.2, the positions of the transponders are estimated by a least 
squares method: 
	 	!"#,% &# − 1B% !"#H,% &#HDE#HF:
;DE
#F:
I
%F: → minimize. (3.4) 
As the responses from transponders which were far from the sea surface platform were not well available 
during the moving surveys Figure 3.1, shots with responses from more than three transponders (B% ≥ 3) 
are utilized in this calculation. Equation 3.4 was solved iteratively using a Gauss-Newton method [e.g., 
Nakagawa & Oyanagi, 1982]. The equation in the Rth iteration to be solved is given as ST(V)X∆ZT(V) = ST(V)XST(V)∆&(V) (3.5) 
with 
∆[:\(#,%)(V) = !"#,% &#(V) − 1B% !"#H,% &#H(V)DE#HF:  (3.6) 
ST\(#,%)(V) = ]∆[:(V)\(#,%)]9:,: , ⋯ , ]∆[:(V)\(#,%)]9:,< , ⋯ , ]∆[:(V)\(#,%)]9D,: , ⋯ , ]∆[:(V)\(#,%)]9D,<  (3.7) 
_ 7, 8 = 7 + B%H%a:%HF:  (3.8) ∆&(V) = ∆&:b ,⋯ , ∆&DV 	 = ∆9:,:(V), ∆9:,;(V), ∆9:,<(V), ⋯ , ∆9D,:(V), ∆9D,;(V), ∆9D,<(V) . (3.9) 
Updating the solution by &#(Vc:) = &#(V) + ∆&#(V)  and iterating this procedure until &#  does not 
change, the final solution of &# can be obtained.  
Kido et al. [2006] and Tomita [2014] estimated the individual transponder positions through the similar 
formulation, but they separately estimated transponder positions and NTD and then iteratively corrected 
the estimates. In this conventional method, however, the solution depends on initial values to some extent 
and does not necessarily reach convergence. In this study, the method was improved to solve the estimates 
simultaneously, and these problems were successfully fixed. As the moving surveys were conducted several 
times for each site, single cruise data obtained from various shot-points on the sea surface were selected 
for each site to estimate the individual transponder positions (Figure 3.1). 
 23 
 
3.2.2.  Transponder Array Positioning for Horizontal Components 
The horizontal array position change relative to the initial transponder positions &# can be estimated 
for each shot by the transponder array positioning method of Kido et al. [2006; 2008]. Here, NTD 
introduced in the previous section was also employed in the transponder array positioning. The vertically-
projected travel-time residual is written similar to Equation 3.1: !"#,% d& = (#,%)*+ − (#,%-./ &# + d&%; 12 cos 6#,% (3.10) 
with d&% = !9%,:, !9%,;, !9%,< = !9%,:, !9%,;, 0 . (3.11) 
In the above equation, &# are given by the estimates obtained in the individual transponder positioning 
(Chapter 3.2.1), and d&% is the array position change estimated from the 8th shot. Note that the depth 
component of the array position change (!9%,<) is fixed to zero [Kido et al., 2006]. The array position change d&f is common among the transponders because the array is assumed to be displaced rigidly. For the 8th 
shot, the horizontal array position change can be estimated by solving the following equation: !"#,% d&% = =">#,%. (3.12) 
As most shots in the point survey data have responses from all transponders, shots with responses from all 
transponders are utilized in this calculation unlike the estimation in Chapter 3.2.1. Summing up 
Equations 3.12 for 7, it follows: 
=">% = 1B !"#,%D#F: d&% . (3.13) 
where B  is total number of the transponders. Substituting Equation 3.13 into Equation 3.12, d&%  is 
solved as: 
	!"#,% d&% − 1B !"#H,%D#HF: d&%
;D
#F: → minimize. (3.14) 
The horizontal array position change for the 8th shot is estimated through Equation 3.14 by the Gauss-
Newton method similar to the individual transponder positioning as following: Sg(V)X∆Zg(V) = Sg(V)XSg(V)∆ d&%(V)  (3.15) 
with 
∆[;#(V) = !"#,% d&%(V) − 1B !"#H,% d&%(V)D#HF:  (3.16) Sg(V)# = h:#,%(V)	, h;#,%(V)  (3.17) hi#,%(V) = ]!"#,% d&%(V)]9#,i − 1B ]!"#H,% d&%(V)]9#H,iD#HF:  (3.18) ∆ d&%(V) = ∆ !9%,:(V) , ∆ !9%,;(V) . (3.19) 
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Note that the depth component of d&% is omitted in the above equations. 
The array position change can be obtained for each shot, which enables us to monitor the apparent array 
position changes that clarify outliers and temporal fluctuation of the horizontal inhomogeneity in the sound 
speed structure which is out of the assumption of the laterally stratified sound speed structure. The previous 
studies showed that short-term periodic fluctuation (~0.5–3 hours) of the apparent array position changes 
occurred probably due to the internal gravity waves [e.g., Spiess et al., 1998; Kido et al., 2006]. Since the 
apparent array position changes basically fluctuate with time, estimates apart from general trend were 
removed as outliers; after applying a median filter to the time-series of the apparent array position changes, 
the estimates significantly deviated from the filtered curve were removed by standard deviation criteria. 
The final estimate for a campaign was calculated by a simple averaging of the estimated array position 
changes after removing the outliers: 
!9: = 1C !9%,:I%F: , !9; = 1C !9%,;
I
%F: . (3.20) 
Note that an estimation error of the array position change for each campaign is calculated as the standard 
deviation of the apparent array position changes: 
j: = 1C − 1 !9%,: − !9: ;I%F: , j; = 1C − 1 !9%,; − !9; ;
I
%F: . (3.21) 
 
3.2.3.  Transponder Array Positioning for Vertical Component 
Vertical array position change relative to the initial transponder positions &# can be estimated using 
the moving survey data. Since the vertical array position change cannot be constrained by a single shot 
unlike the horizontal array position changes, single vertical array position change is estimated using all data 
in a campaign for each site. The vertically-projected travel-time residual is written similar to Equation 3.1: !"#,% d&k = (#,%)*+ − (#,%-./ &# + d&k; 12 cos 6#,% (3.22) 
with d&k = !9′:, !9′;, !9′< = !9:, !9;, !9′< , (3.23) 
where !9′< is the vertical array position change which is an unknown parameter of this analysis. Note that 
the horizontal array position changes !9′:, !9′;  are fixed to the obtained values !9:, !9;  precisely 
estimated by the method in the previous section. The optimal vertical array position change is estimated by 
minimizing the following quantity using NTD similar to Equation 3.14: 
	 	!"#,% !9′< − =>"% ;D#F:
I
%F: → minimize (3.24) 
with 
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=">% = 1B% !"#,%DE#F: !9′< . (3.25) 
Shots with responses from more than three transponders (B% ≥ 3) are utilized in this calculation in a similar 
way to the individual transponder positioning (Chapter 3.2.1). Then, the vertical array position change is 
estimated by the Gauss-Newton method as follows: Sm(V)X∆Zm(V) = Sm(V)XSm(V)∆ !9′<(V)  (3.26) 
with 
∆[<\(#,%)(V) = !"#,% !9′<(V) − 1B% !"#k,% !9′<(V)DE#kF:  (3.27) n<\(#,%)(V) = ]!"#,% !9k<V]9#,< − 1B ]!"#H,% !9k<V]9#H,<D#HF: . (3.28) 
As discussed later, an estimation error through this inversion is quite important to consider the vertical 
motions. The estimation error is given as o = j<; SmXSm a: (3.29) 
with j<; = ∆ZmX∆Zm/ q − 1  (3.30) 
q = B%I%F: . (3.31) 
 
3.2.4.  Estimation on Relative Position Between GPS Antenna and Transducer 
As explained in Chapter 2.3.3, relative position between the GPS antenna and the acoustic transducer 
is essential for precise GPS-A positioning. Although rough relative position can be obtained from vessel’s 
layout drawings, precise relative position should be estimated from GPS-A observation data as well as 
transponder positions [e.g., Matsumoto et al., 2007; Ikuta et al., 2008]. Here, a simultaneous estimation 
method of the relative position and the horizontal array position changes using the point survey data is 
introduced. Since the relative position can be constrained depending on variety of attitudes of the sea 
surface platform, it can be estimated without using the moving survey data. The three components of the 
relative position r = s:, s;, s< , shown in Chapter 2.3.3, are estimated as unknown parameters as well as 
the horizontal array position changes. Thus, the vertically-projected travel-time residual is denoted as !"#,%,t = (#,%,t)*+ − (#,%,t-./ &t,# + d&tkk, r; 	12 cos 6#,%,t (3.31) 
with d&tkk = !9t,:kk , !9t,;kk , !9t,<kk = !9t,:kk , !9t,;kk , 0 , (3.32) 
where &t,# is the position of 7th transponder at uth site, and d&tkk is the array position change of uth site 
at the time of a campaign considered here. Note that the depth component of the array position change 
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!9t,<kk  is fixed to zero because the only point survey data are employed. Since the relative position is constant 
during the campaign, shot data at different sites visited in the campaign are simultaneously utilized. Then, 
using the shots with full-responses in the point survey data, the quantity to be minimized is written as 
follows: 
	 	!"#,%,t d&tkk, r − =">%,t d&tkk, r ;Dv#F:
Iv
%F:
w
tF: → minimize (3.33) 
with 
=">%,t = 1Bt !"#,%,tDv#F: d&tkk, r  (3.34) 
where x is total number of sites observed in the campaign, Ct is total number of shots at the uth site, and Bt is total number of transponders at the uth site. These unknown parameters were estimated by the Gauss-
Newton method as follows: Sy(V)X∆Zy(V) = Sy(V)XSy(V)∆ d&′′(V)  (3.35) 
with 
∆[z{(#,%,t)(V) = !"#,%,t d&tkk(V), r − 1Bt !"#H,%,t d&tkk(V), rDv#kF:  (3.36) Sy{(#,%,t)(V) = h:#,%,:(V) , h;#,%,:(V) , ⋯ , h:#,%,wV , h;#,%,wV , ]∆[#,%,tV]s: , ]∆[#,%,tV]s; , ]∆[#,%,t(V)]s<  (3.37) 
| 7, 8, u = 7 + 8 − 1 Bt + CtHBtHta:tHF:  (3.38) hi#,%,t(V) = ]!"#,%,t d&t V]9t#,i − 1Bt ]!"#H,%,t d&t(V)]9t#H,i
Dv
#HF:  (3.39) ∆ d&′′(V) = ∆ d&′′:(V) , ⋯ , ∆ d&′′w(V) 	, r 	= Δ !9′′:,:(V) , Δ !9′′:,;(V) , ⋯ , Δ !9′′~,:(V) , Δ !9′′~,;(V) , s:, s;, s<  (3.40). 
As the same sea surface platform was employed in some campaigns (see Chapter 2.3.3), shot data of these 
campaigns were used together to estimate a single relative position in such a case. The estimated relative 
positions were utilized for the calculations in the individual transponder positioning and the transponder 
array positioning. 
 
3.2.5.  Aftershock Correction 
The estimated array position changes might contain contributions other than major postseismic 
deformation processes (afterslip, viscoelastic relaxation, and fault locking [Wang et al., 2012]), such as 
coseismic steps caused by large aftershocks of the Tohoku earthquake. In order to discuss pure contributions 
of the major postseismic deformation processes, effects of aftershocks were removed from the estimated 
array position changes. Evaluating effects of the aftershocks at each site during the observation period, it 
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was found that only two successive aftershocks (Mw 7.1 and Mw 7.2) that occurred on 7 December 2012 
caused non-negligible displacements (>1 cm) at several sites (G10, G11, G12, G13, G14, G15, and G16). 
Focal mechanisms of the aftershocks (Global Centroid Moment Tensor (GCMT)) are shown in Figure 1.1. 
Coseismic steps of these aftershocks in a uniform elastic half-space [Okada, 1992] were calculated for point 
sources of the GCMT solutions. The contributions of the two sources were merged and corrected. The 
calculated coseismic displacements for the GPS-A sites are listed in Appendix Table 1. The maximum 
coseismic step due to the aftershocks was found to be 8 cm in the west-northwest direction at G12. 
Moreover, viscoelastic responses due to the large aftershocks on 7 December 2012 were simply 
examined using VISCO1D software [Pollitz, 1997] employing a viscoelastic earth model composed of three 
layers: an elastic layer with a thickness of 50 km and two Maxwell viscoelastic medium representing the 
asthenosphere and upper mantle, with thicknesses of 170 and 430 km, respectively. The elasticity 
parameters for the medium were set on the basis of the Preliminary Reference Earth Model (PREM) 
[Dziewonski and Anderson, 1981]. Viscosity in the asthenosphere and upper mantle layers were defined as 
1.0 × 1020 Pa·s and 1.5 × 1019 Pa·s, respectively, based on the past viscoelastic relaxation studies in the off-
Tohoku region [Diao et al., 2013]. Fault parameters of the aftershocks for the viscoelastic response 
calculation were obtained from the GCMT solutions using a scaling law [Inazu and Saito, 2014]. The total 
displacement caused by the viscoelastic relaxation of the aftershocks from the time of occurrence of the 
aftershocks to May 2016 for each site was lower than 1 cm at most, and therefore, it was ignored in this 
study. 
 
3.3.  Results 
3.3.1.  Horizontal Crustal Deformation 
In the horizontal components, the average and standard deviation of the array position changes of each 
campaign were obtained, which are listed in Appendix Table 2 and are shown as individual points in 
Figure 3.2. The 1σ standard deviation of each campaign is ~5–10 cm, which was caused by short-term 
temporal fluctuation of the apparent array position changes. Examples of the apparent array position 
changes during a campaign at G14 are shown in Figure 3.3. As explained in Chapter 2.2.1 and 3.2.2, the 
short-term fluctuation was probably caused by the internal gravity waves [e.g., Spiess et al., 1998].  
Since most of sites show almost linear trend of the array position changes during the whole observation 
period (Figure 3.2), a constant postseismic displacement rate (DR) was calculated for each GPS-A site to 
obtain general tendency of the postseismic motions. The previous GPS-A studies indicated that an estimate 
of a campaign sometimes showed large deviation from a linear regression line almost up to ~30 cm beyond 
the short-term fluctuation errors, which might be caused by long-term biased horizontal inhomogeneity in 
the sound speed structure [e.g., Kido, 2013]. Thus, a robust linear regression has been often carried out to 
estimate plausible DRs [e.g., Tadokoro et al., 2012]. Here, the postseismic DRs in the horizontal 
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components were calculated by M-estimation robust regression using Tukey’s bi-weight function in the 
same way as Tadokoro et al. [2012]. The obtained postseismic DRs in the horizontal components are shown 
in Figure 3.2 (red lines in the time-series) and Figure 3.4 (vectors in map). The estimation errors of the 
linear trends were ~3 cm/yr in 1σ. Since the postseismic DRs in Figure 3.2 were calculated relative to 
ITRF2008 [Altamimi et al., 2012], they were converted relative to the North American plate by subtracting 
the North American plate motion at each site (derived by the no-net-rotation MORVEL56 model [Argus 
et al., 2011; DeMets et al., 2010]) from the estimated DRs in the vector map (Figure 3.4). The postseismic 
DRs relative to the North American plate are summarized in Appendix Table 3. 
As movement in the trench-normal direction is dominant among the observed DRs, the variation of the 
trench-normal component of the DRs along the trench is shown in Figure 3.5b. The DRs are coherently 
directed landward among the stations above the PRA, while prominent trenchward movement is found to 
the south of the PRA. To the north of the PRA, trenchward DRs are also observed, but their magnitudes are 
much smaller than those in the southern area. Although the significant landward motions above PRA are 
consistent with the previous GPS-A studies [Watanabe et al., 2014], this study reveals that the landward 
motions over 10 cm/yr were extended further close to the trench. Moreover, the broad pattern of the along-
trench postseismic motions is newly obtained in this study.  
 
3.3.2.  Vertical Crustal Deformation 
Time-series of the estimated vertical motions are shown in Figure 3.6, where red and gray symbols 
show the results of campaigns with both the moving and the point survey data and those with only the point 
survey data, respectively. Parts of results that have extremely large errors are out of the plot range in 
Figure 3.6. All of the estimated vertical array position changes are summarized in Appendix Table 4.  
The 1σ error of each campaign with both the moving and the point survey data is ~20–50 cm, which is 
much larger than the errors in the horizontal components. Moreover, the 1σ error of each campaign with 
only the point survey data is basically over 1 m. Although the vertical array position changes cannot be 
well constrained from the point survey data alone, they were barely constrained by slight variation of shot-
angles even in the point survey. But, it is clearly found that lack of the moving survey data caused quite 
poor estimation on the vertical motions, which is consistent with the findings of the previous study that the 
spatially well-distributed sea surface observation points were required to constrain vertical positions [Sato 
et al., 2013b]. Figure 3.7 show the time-series of the vertical motions at G08, and maps of the sea surface 
observation points (tracks of the sea surface platforms). It is found that spatially sparse distribution of the 
sea surface observation points obviously enlarged the estimation errors, such as the campaign in May 2016 
(Figure 3.7). This also indicates importance of the moving survey data for detecting the vertical motions. It 
is found that some sites (G07, G09, and G11) generally have large estimation errors (~50 cm) for most of 
campaigns, while some sites (G13, G14, and G18) show relatively small estimation errors (~20 cm) for 
 29 
most of campaigns. These differences indicate that systematic errors might be caused peculiar to the 
individual sites, such as accuracy of the determination of array geometry. Meanwhile, the sites with six 
transponders (G04, G10, G15, and G19) provided small estimation errors regardless of existence of the 
moving survey data (Figure 3.6, Figure 3.8). This is probably due to layout of the transponders; at these 
sites, six transponders are deployed as forming an inner and an outer triangle array. Such “multi-angled 
transponders” provide variation of shot-angles even by the point survey, which can solve the trade-off 
relationship between the vertical motions and the underwater sound speed changes. Thus, GPS-A survey 
with “multi-angled transponders” is a quite effective system to constrain the vertical positions only from 
the point survey data as well as the horizontal positions. 
Then, postseismic DRs in the vertical component were also calculated. All of estimates obtained at the 
sites with multi-angled transponders were employed for the DR calculation, while the estimates without 
the moving surveys were omitted at the other sites. Since the estimation error for each campaign well 
demonstrates the reliability of the estimates as indicated above, a weighted linear regression was performed 
to calculate the vertical postseismic DRs. The vertical postseismic DRs are shown in Appendix Table 5 and 
in Figure 3.9 (map view). The estimation errors of the vertical postseismic DRs are ~2–15 cm/yr, which are 
also much larger than those of the horizontal components. Although quite large errors in the vertical 
component were found both in the estimation on the campaign positions and in the estimation on the 
postseismic DRs, the obtained postseismic DRs field demonstrates clear spatial characteristics: uplift in 
north region of PRA and subsidence above PRA. Furthermore, the subsidence tendency above PRA is 
consistent with the previous study [Watanabe et al., 2014] (blue bars in the offshore region in Figure 3.9). 
The spatially characteristic deformation pattern in the offshore region indicates potential capability of the 
GPS-A data of this study for roughly detecting vertical motions. It is difficult to discuss vertical postseismic 
deformation from each GPS-A site alone because of the large estimation errors, but their regional pattern 
may make sense in further interpretation of the postseismic deformation processes. 
 
3.4.  Discussion 
3.4.1.  Implications from Horizontal Crustal Deformation 
As indicated in Chapter 1, the observed postseismic displacements are expected to be generated by 
multiple postseismic deformation processes: afterslip, viscoelastic relaxation, and fault locking. Here, in 
order to examine how viscoelastic relaxation contributes to the observed postseismic deformation, the 
observed horizontal postseismic DRs are compared with those expected based on the Sun’s viscoelastic 
relaxation model [Sun et al., 2014] (hereafter, the Sun’s viscoelastic relaxation model is called as “the VR 
model”, and the predicted postseismic displacement rates from the VR model is called as “VR-DRs”) in 
Figure 3.5. VR-DRs can approximately explain the observed landward DRs, although some discrepancies 
are evident. Outside PRA, where the contributions of viscoelastic relaxation are generally small, the 
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residuals between the observed DRs and VR-DRs are expected to reflect the contributions of fault locking 
and/or afterslip. In the following discussion, the observation region is divided into four segments 
(Figure 3.5) on the basis of the magnitudes and signs of the residuals to identify the most relevant factor. 
The largest discrepancy between the observed DRs and VR-DRs can be found in the southernmost 
segment (Segment-4). The observed DRs require a deformation process generating trenchward movement. 
Afterslip is only the process among the three possible fundamental postseismic processes causing 
significant trenchward motions near the trench; therefore, the observed DRs must be manifestations of the 
occurrence of significant afterslip in the segment. The observations show clear spatial variation of the DRs 
within this segment; the trenchward movement is largest at G17, and it decreases toward the south or 
southwest, as evidenced at G19 and G20. The observed spatial variation suggests an inhomogeneous 
distribution of afterslip; large afterslip have occurred at the shallow plate interface, but it has been 
somewhat diminished in the deeper portion of the plate interface and in the southernmost part of the study 
area. Although the previous studies on postseismic deformation [Sun & Wang, 2015; Yamagiwa et al., 
2015; Iinuma et al., 2016; Hu et al., 2016] and on small repeating earthquakes [Uchida & Matsuzawa, 
2013] have already highlighted the occurrence of afterslip in this segment (Figure 3.10), its spatial 
distribution has not been well constrained. The results would be a direct evidence of the occurrence of 
afterslip and of its spatial variation. 
In the northernmost segment (Segment-1), the observed DRs show small movement of approximately 
<5 cm/yr, comparable with VR-DRs, which suggest that the contributions of afterslip and fault locking are 
also insignificant. However, the previous study on small repeating earthquakes [Uchida & Matsuzawa, 
2013] has suggested the occurrence of afterslip on the south-western side of the segment, whereas the 
segment includes the rupture area of the 1896 Meiji-Sanriku earthquake (Mw 8.0) [Tanioka & Seno, 2001], 
where fault locking on the shallow plate interface could account for the occurrence of the earthquake 
(Figure 3.10). Therefore, it is important to examine whether afterslip and/or fault locking contributes to the 
observed postseismic DRs in this segment. Here, contributions of the fault locking were roughly examined 
by forward modeling; the modeled DRs, which are caused by fault locking on the entire region of the plate 
interface, were calculated assuming full fault locking conditions (namely, uniform full-FL model) 
(Figure 3.11). In this model calculation, the plate interface was divided into sub-fault patches (2 km × 2 
km), whose geometries were set on the Hirose’s compile model [Nakajima & Hasegawa, 2006; Hirose et al., 
2008; Nakajima et al., 2009; Kita et al., 2010], which is distributed in the web page of Dr. Fuyuki Hirose 
(http://www.mri-jma.go.jp/Dep/sv/2ken/fhirose/ja/PlateData.html) Seafloor displacements caused by the 
slip deficit rate of 8.3 cm/year (293°N) corresponding to the subducting rate [DeMets et al., 2010] for each 
small patch in a uniform elastic half-space [Okada, 1992], which is an end-membered assumption that 
maximally considers the contributions of fault locking in the whole-observation regions. Thus, it does not 
represent actual effects of fault locking. The VR-DRs with the uniform full-FL model, which are shown in 
 31 
Figure 3.5 (red vectors in(Figure 3.5a and a red curve in Figure 3.5b), is obviously deviated from the 
observations. Then, the VR-DRs with local full-FL models assuming three patterns of fault zone were also 
examined: the shallow and the deep portion of plate interface along Segment-1 (orange and red zones in 
Figure 3.12a), and the fault zone of the 1896 Meiji-Sanriku earthquake [Tanioka & Seno, 2001]. Comparing 
these models and the observations (Figure 3.12b), the observed small DRs do not support strong fault 
locking on the shallow plate interface such as the fault zone of the 1896 Meiji-Sanriku earthquake, while 
they can accommodate fault locking on the deep plate interface. Similarly, afterslip, causing DRs with 
opposite directions to the DRs by fault locking, would not explain the observations when significant 
forward slip is assumed on the shallow interface. But, the observed DRs shown here are insensitive to slip 
on the deep fault, and they do not contradict the existence of afterslip in the rather deep plate interface 
represented by the increased activities of small repeating earthquakes. Thus, although the slip behavior in 
the deep plate interface cannot be constrained from the observations, strong fault locking in the shallow 
plate interface is not suitable for explaining the observations at least. 
The observed DRs in Segment-2 and Segment-3 above the PRA and its surroundings are obviously 
large landward motions (approximately >10 cm/yr). Although the landward motions in Segment-3 are well 
explained by the VR model (blue vectors and a blue curve in Figure 3.5), those in Segment-2 are much 
larger than the VR model. This prompts us to examine the reasons for the additional landward deformation 
required to fill the gap between the observed DRs and VR-DRs. As fault locking is a factor generating 
further landward motions, the observations and VR-DRs with the uniform full-FL model are compared in 
Figure 3.5. As a result, VR-DRs with the uniform full-FL model can reduce the discrepancies in Segment-
2, but the significant landward DR at G07 cannot be still compensated. Since contributions of fault locking 
are maximally considered in the uniform full-FL model, another mechanism generating further landward 
motions is required to explain the observation. One possible mechanism is the difference in viscosities 
between the viscoelastic relaxation model and the actual medium; lower viscosities can enlarge postseismic 
responses. However, the operation of lowering the assumed viscosities affects spatially long-wavelength 
deformation pattern. This is demonstrated that simply amplified VR model by a multiplication factor of 1.5 
assuming lower viscosities (the amplified VR model), only to explain the observed postseismic DR at G07, 
caused significantly large misfits among the sites in Segment-3 (Figure 3.13). Furthermore, the amplified 
VR model enlarge the misfits in the trench-parallel component which is systematically identified even the 
original VR model. Therefore, different mechanisms should be considered to enhance the landward 
components of DRs in this local area. Here, it is suggested that the PRA would be extended more to the 
north than assumed in the original VR model. Several slip inversions using tsunami data [e.g., Satake et al., 
2013; Romano et al., 2014] have yielded coseismic slip models with larger spatial extents to the north than 
those based on geodetic modeling. The extension of PRA is expected to cause further postseismic landward 
motions in spatially short-wavelength without enlarging the misfits in the trench-parallel component. 
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However, the idea must be verified quantitatively using both the co- and post-seismic deformation data 
because the short-wavelength tsunami source in the off-Iwate region [e.g., Hossen et al., 2015] might not 
be relevant to the fault slip [e.g., Tappin et al., 2014] and because the spatial extent of the co- seismic 
rupture remains under dispute. Thus, the extension of PRA is quantitatively examined in Chapter 4. 
 
3.4.2.  Implications from Vertical Crustal Deformation 
Postseismic vertical deformation pattern provide valuable information on rheological structure. As 
discussed in Suito [2017], an overall pattern of the horizontal deformation can be roughly reproduced even 
by simple rheological structure such as horizontally layered structure, but that of the vertical deformation 
is distinctly sensitive to the assumed rheological structures. 
Figure 3.14 shows comparison of the observed postseismic DRs and VR-DRs [Sun et al., 2014] in the 
vertical component. The overall pattern of the observed postseismic DRs resembles that of VR-DRs. One 
may expect that misfits between observed and model DRs are attributed to afterslip. However, afterslip 
would not compensate for the uniform subsidence misfits above PRA, because afterslip causes a dipole-
like uplift-subsidence pattern in the dip direction. In order to explain such uniform subsidence misfits, it is 
important to adjust the contrast between viscosities of the mantle-wedge and of the asthenosphere below 
the slab, as discussed in Suito [2017]. In this manner, the newly obtained offshore posteseismic deformation 
pattern is useful for examining such localized rheological structure. 
 
3.5.  Perspective for Modeling of Co- and Post-Seismic Deformation 
As discussed in Chapter 3.4.1, the observed horizontal postseismic deformation would provide 
constraints on the postseismic deformation modeling; for example, the trenchward motions observed in the 
off-Ibaraki and off-Fukushima regions would contribute to precise estimation on the shallow afterslip 
distribution. Furthermore, the observed postseismic deformation would be also useful for investigating the 
coseismic slip. The landward motions above and around PRA have potential for constraining spatial extent 
of PRA via the viscoelastic relaxation. Thus, the co- and the post-seismic slip distributions should be 
simultaneously examined to explain both the co- and the post-seismic geodetic data on the basis of the 
viscoelastic media. Meanwhile, the observed vertical postseismic motions are useful for assessing the 
assumed rheological structure in the postseismic deformation modeling. Hence, these findings are utilized 
in the modeling performed in Chapter 4. 
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Figure 3.1 | Sea surface observation points for individual transponder positioning 
Cross symbols show sea surface observation points of a campaign which used in the individual transponder 
positioning. Color of the cross symbols represent number of the replied transponders for each shot. Dates 
indicate the timing of the employed campaign. Triangles represent locations of transponders. 
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Figure 3.1 | Continued 
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Figure 3.2 | Time-series of the horizontal array position changes
Each panel shows the time-series in easting (upper) and northing (lower) components. The estimated 
horizontal array position changes relative to ITRF2008 reference frame [Altamimi et al., 2012] are shown 
as red circles with 1σ errors. Green vertical lines and black circles shown in G10–G16 represent the timing 
of the occurrence of the aftershocks on December 7, 2012 and the estimated horizontal array position 
changes without the aftershock correction, respectively. Red lines show the linear fitting lines of the red 
circles. The time series predicted by the viscoelastic relaxation model [Sun et al., 2014] are shown by blue 
curves. The estimated displacement rate in ITRF2008 is denoted at the bottom left of each panel. 
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Figure 3.2 | Continued 
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Figure 3.2 | Continued 
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          (a) 
 
          (b) 
 
Figure 3.3 | Examples of time-series of apparent array position changes during a campaign 
Red dots show the apparent array position changes estimated from single shots at G14. a and b show the 
results obtained in the campaigns of November 2012 and of August 2013, respectively. Dashed horizontal 
lines represent 1σ error ranges. 
 41 
 
Figure 3.4 | Observed postseismic DRs after the Tohoku earthquake through the repeated 
GPS-A observations 
Black and green vectors show the DRs with 1σ error ellipses relative to the North American plate estimated 
by this study and by the JCG (updated results of Watanabe et al. [2014]), respectively. The observation 
period is from September 2012 to September 2016. Gray vectors in the onshore region show the DRs at the 
onshore GPS sites shown in Chapter 4.2. Orange and red contours represent 20- and 50-m contours of the 
coseismic slip distribution [Iinuma et al., 2012], indicating the primary rupture area (PRA) and very large 
slip area (VLSA), respectively. 
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Figure 3.5 | Comparison of the observed DRs and the estimates by the VR model and the 
uniform full-FL 
a. Black vectors are the same as those in Figure 3.4. Blue and red vectors show VR-DRs and VR-DRs with 
contributions of fault locking assuming uniform full-locking conditions, respectively. b. DRs of 14 sites 
[shown as gray squares in a] close to the trench projected on line AA′ [shown in a] to investigate the spatial 
characteristics near the trench. Horizontal axis indicates the trench-normal component (113° N) of the DRs. 
Vertical axis indicates the distance in kilometers along the line AA′ shown in a. The observed DRs in the 
trench-normal component are represented as black squares with 1σ errors. Colored curves are smoothed 
cubic spline fitting of the modeled DRs: VR-DRs (blue dashed) and VR-DRs with contributions of fault 
locking (red dashed). Horizontal orange lines show northern and southern limits of the PRA. 
 
 
 
 
(a) (b) 
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Figure 3.6 | Time-series of the vertical array position changes
Each panel shows the time-series in the vertical component. Red circles show vertical positions with 1σ 
errors using both the moving and the point survey data. Gray circles show vertical positions with 1σ errors 
using the point survey data alone. Among these estimates, coseismic steps of aftershocks on December 7, 
2012 are removed. 
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Figure 3.6 | Continued 
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Figure 3.7 | Vertical array position changes and sea surface tracks at G08
Upper panel shows time-series of the vertical array position changes at G08 same with Figure 3.6. Lower 
panels show sea surface observation points of the individual campaigns same as Figure 3.1. 
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Figure 3.8 | Vertical array position changes and sea surface tracks at G19
The time-series of the vertical array position changes and sea surface observation points at G19 same as 
Figure 3.6. 
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Figure 3.9 | Observed postseismic DRs in vertical component 
Magenta and cyan bars show postseismic vertical DRs in uplift and subsidence directions estimated in this 
study, respectively. Black vertical lines attached with the bars represent 1σ errors. Red and blue bars also 
show postseismic vertical DRs in uplift and subsidence directions, respectively. These bars in the offshore 
and the onshore region were estimated from the updated results of Watanabe et al. [2014] and from onshore 
GPS data shown in Chapter 4.2, respectively. The observation period is form September 2012 to September 
2016. Orange and red dashed contours represent 20- and 50-m contours of the coseismic slip distribution 
[Iinuma et al., 2012], respectively. 
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Figure 3.10 | Comparison of the observed postseismic DRs with postseismic slip estimated 
by previous studies 
Black and green vectors, and orange and red contours are the same as those in Figure 3.4. Black dashed 
rectangle shows the fault area of the 1896 Meiji-Sanriku earthquake [Tanioka & Seno, 2001]. Magenta 
contours show the afterslip distribution [Sun and Wang, 2015]. The cumulative postseismic slip for the 
September 2012 to September 2016 period derived by the small repeating earthquakes (updated results of 
Uchida & Matsuzawa [2013]) is shown as colored patches. Black curve denotes the north-eastern limit of 
the Philippine Sea plate [Uchida et al., 2009] 
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Figure 3.11 | Fault locking zone for uniform full-FL model 
Orange region represents the assumed fault locking zone for the uniform full-FL model shown as the red 
vectors and the red curve in Figure 3.5. Black squares show the GPS-A sites used in this study. Green 
squares show the GPS-A sites of JCG. 
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(a)                             (b) 
  
Figure 3.12 | Comparison of the observed DRs and the estimates by the VR model and 
various fault locking models 
a. Orange and red regions are the assumed fault locking zones for the fault locking models shown in b. 
Purple rectangle represents the fault zone of the 1896 Meiji-Sanriku earthquake [Tanioka & Seno, 2001], 
which is also the assumed fault locking zone for the fault locking model. Square symbols are same with 
those in Figure 3.11. b. Profile of the postseismic DRs along the Japan trench similar to Figure 3.5b. 
Colored curves are smoothed cubic spline fitting of the modeled DRs: VR-DRs (blue dashed), VR-DRs 
with contributions of the deep fault locking on the red zone in a (red dashed), VR-DRs with contributions 
of the shallow fault locking on the orange zone in a (orange dashed), and VR-DRs with contributions of 
fault locking on the purple rectangle zone shown in a (purple dashed).  
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(a)                             (b) 
 
Figure 3.13 | Comparison of the observed DRs and the estimates by the amplified VR models 
a. Black and blue vectors are same with Figure 3.5. Magenta and green vectors show the amplified VR-
DRs and the amplified VR-DRs with the uniform full-FL model. The amplified VR-DRs are simply 
amplified by a multiplication factor of 1.5 as the amplified VR-DR with the uniform full-FL model at G07 
explains the observed DR. b. Profile of the postseismic DRs along the Japan trench similar to Figure 3.5b. 
Colored curves are smoothed cubic spline fitting of the modeled DRs: VR-DRs (blue dashed), the amplified 
VR model shown in a (magenta dashed), and the amplified VR model with the uniform full-FL model 
shown in a (green dashed). 
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Figure 3.14 | Observed postseismic DRs and VR-DRs in vertical component 
Red and blue bars show the observed postseismic DRs in uplift and subsidence directions, respectively, 
which are obtained from GPS-A and GEONET data as shown in Figure 3.9. The observation period is from 
September 2012 to September 2016. Orange and red contours represent 20- and 50-m contours of the 
coseismic slip distribution [Iinuma et al., 2012], respectively. Magenta and cyan bars show VR-DRs [Sun 
et al., 2014] in uplift and subsidence directions, respectively. 
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4.  Modeling of co- and post-seismic deformation 
 
4.1.  Introduction 
In this chapter, the along-trench extent of SCR (shallow coseismic rupture) of the Tohoku earthquake 
was investigated through modeling on its co- and post-seismic slip distributions. Furthermore, the extent 
of shallow afterslip was also investigated. The extended postseismic displacements observed in the previous 
chapter were utilized for constraining the slip distributions in the shallow portion of the plate interface. As 
indicated in Chapter 1, SCR would be constrained by the postseismic displacements via viscoelastic 
Green’s functions. Here, the simultaneous inversion method using both the coseismic and the postseismic 
geodetic data via viscoelastic Green’s function was introduced, and then the estimation results were shown 
in this chapter. The main body of this chapter are prepared as a manuscript for journal submission, and co-
authors of this research are Y. Ohta, T. Iinuma, R. Hino, M. Kido, and N. Uchida. 
 
4.2.  Data Pre-Processing 
For coseismic displacements, the data obtained by onshore GPS observations, OBP gauges, and seafloor 
GPS-A observations were utilized. The site locations are shown in Figure 4.1 (Red and white symbols). In 
the onshore GPS data, 370 sites maintained by Geospatial Information Authority of Japan (GSI) and Tohoku 
University (TU) were employed. Daily solutions of the coordinates were calculated by routine analysis of 
Research Center for Prediction of Earthquakes and Volcanic Eruptions (PCPEVE) in TU as explained in 
Chapter 2.3.1. The differences between the solutions of the day before the mainshock (March 10, 2011) 
and the solutions of the day after the mainshock (March 12, 2011) for both horizontal and vertical 
components were utilized as the coseismic displacements. For the OBP data, the published coseismic 
displacements at six OBP sites were employed [Ito et al., 2011; Maeda et al., 2011].  
For the seafloor GPS-A data, the published coseismic displacements at seven GPS-A sites [Sato et al., 
2011; Kido et al., 2011] were utilized. At five of these GPS-A sites, both horizontal and vertical 
displacements were provided by JCG (Japan Coast Guard) [Sato et al., 2011]. At the GJT3 site (Figure 4.1) 
maintained by TU [Kido et al., 2011], an OBP site which is one of the above six OBP sites was coexisting; 
thus, the horizontal and vertical displacements observed by GPS-A [Kido et al., 2011] and by OBP [Ito et 
al., 2011] were respectively used. At the other GPS-A site maintained also by TU (GJT4 shown in Figure 
3.1), only horizontal displacements were provided [Kido et al., 2011]. 
For postseismic displacements, the data observed by the onshore GPS and the GPS-A observations were 
employed. In the onshore GPS data, 287 stations which were utilized in the coseismic period were also 
employed (red circles in Figure 4.1). Because contributions of local crustal deformation might be dominant 
in far-fields in the postseismic period, some GPS stations used in the coseismic period were not employed 
in the postseismic period (Figure 4.1). The daily solutions of the coordinates were obtained by the routine 
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analysis of PCPEVE in TU. Time-series of the daily solutions in the postseismic period contained not only 
contributions due to the postseismic deformation associated with the Tohoku earthquake but also 
contributions due to local coseismic steps, maintenance of the GPS antennas, and seasonal oscillations. 
Here, the time-series was fitted by linear trend, annual and semi-annual oscillations, logarithm function, 
exponential functions and Heaviside functions (step functions) as ! ", $ = &' " + &) " $ + &* " log 1 + $/0) + &1 " exp −$/0* + &6 " exp −$/01+ &7 " sin 2<$ + &= " cos 2<$ + &? " sin <$ + &@ " cos <$+ ABB " C $ − $B , (4.1) 
where ! ", $  indicates surface displacements at the position of a station "  at a time $ , C  is the 
Heaviside function, AB "  and &D "  (E = 1, … ,8) are estimates of the fitting for each station, 0H	(K =1, … ,3) are coefficients for the relaxation time. The fitting equation was constructed on the basis of Bevis 
& Brown [2014]. For the coefficients for the relaxation time, the published values, which were determined 
for explaining the postseismic deformation of the Tohoku earthquake, were employed [Tobita, 2016]. The 
step functions were inserted at the days of the maintenance of an antenna at the corresponding station shown 
in the maintenance table provided by GSI and at the days when local earthquakes were occurred near the 
station. The local earthquakes were selected for each station from the earthquake catalog of F-net provided 
by National Research Institute for Earth Science and Disaster Prevention (NIED). Criteria of the local 
earthquake selection for each site was that the hypocenter distance was smaller than the distance of 
threshold of 10OP6.1 [km] denoted by the magnitude (R) as same as in Ikuta et al. [2012]. Then, new 
time-series S was obtained by the subtraction of the terms of the annual and semi-annual oscillations, and 
the step functions from the original time-series !, to extract contributions of the postseismic deformation: S ", $ = ! ", $ − &7 " sin 2<$ − &= " cos 2<$ − &? " sin <$ − &@ " cos <$− ABB " C $ − $B . (4.2) 
Figure 4.2 shows examples of the on-shore GPS time series which display the raw and the modeled and the 
subtracted time-series. Finally, a cumulative postseismic displacement during a period from September 1, 
2012 ($)) to September 30, 2016 ($*), which corresponds to a span of about 4.08 years, was calculated from 
the subtracted time-series (S ", $* − S ", $) ). Note that the data period was determined to match the 
observation period of the GPS-A measurements as mentioned later. Although the onshore GPS stations 
provided us precise postseismic displacements with high temporal resolution, the cumulative postseismic 
displacements were used in the slip inversion because of low temporal resolution of the GPS-A 
measurements.  
For the GPS-A data in the postseismic period, 26 sites were employed. The twenty of these sites are the 
new sites of TU shown in Chapter 2 and 3, and the GPS-A data with the period from September 2012 to 
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September 2016 were available. At the other GPS-A sites maintained by JCG, the GPS-A data with the 
period from April 2011 to October 2016 were available on the website of JCG, which are updated from the 
published work [Watanabe et al., 2014]. Thus, the data of JCG during the observation period of the GPS-A 
data of TU were extracted. Since the vertical motions of this study have large estimation errors as indicated 
in Chapter 3, the horizontal components were only employed. On the contrary, both the horizontal and the 
vertical components were available in the site of JCG. From the postseismic displacement rates estimated 
in Chapter 3, cumulative postseismic displacements were calculated by simply multiplying the data span 
of 4.08 years.  
The cumulative postseismic displacements in both the onshore GPS and the GPS-A data were estimated 
relative to the North American plate (NA) [DeMets et al., 2010; Argus et al., 2011]. One of the GPS-A site 
(G01 site shown in Figure 3.1) is located on the Pacific plate (PA), and its displacements included 
contributions of the plate motion between NA and PA. Thus, in the calculation of the cumulative 
postseismic displacements at the site, stable movement of PA was removed on the basis of the MOVEL 
model [DeMets et al., 2010]. 
 
4.3.  Method 
4.3.1.  Observation Equation of Viscoelastic Inversion 
The observation equation, which links co- and post-seismic displacements with co- and post-seismic 
slip distributions via viscoelastic Green’s functions, is introduced here similar to Yamagiwa et al. [2015]. 
Viscoelastic responses due to fault slip is linearly modeled by assuming linear fluid rheology. The 
viscoelastic surface displacement TB for Uth component caused by a slip motion VD for Eth direction on 
a plate interface Σ		can be written in the following equation [e.g., Fukahata et al., 2004]: 
TB ", $ = XBD ", $ − Y; [, 0 VD [, Y 	S[	SY\]]^ , (4.3) 
where XBD ", $; [, Y  is viscoelastic Green’s function indicating viscoelastic displacement at a point " at a 
time $ on the surface due to a unit step slip at a point [ at a time Y on the plate interface, and $' is the 
timing of a mainshock. Note that contributions of preseismic slip behaviors were ignored in this study VD [, $ = 0	 $ < $' . The time derivative form of the slip motion V  can be decomposed into slip 
motions due to the coseismic slip V` and to the postseismic slip Va as following: VD [, $ = V`D [ b $ + VaD [, $  (4.4) 
with 
b $ = 10		 $ = $'$ ≠ $' . (4.5) 
According to the decomposition, Equation 4.3 can be rewritten as 
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TB ", $ = XBD ", $ − $'; [, 0 V`D [ 	S[\ + XBD ", $ − Y; [, 0 VaD [, Y 	S[	SY\]]^ . (4.6) 
Here, the first and second term on the right-side of Equation 4.6 represent a viscoelastic response to the 
coseismic slip and a viscoelastic response to the postseismic slip, respectively. Then, the viscoelastic 
responses can be decomposed into an elastic (instantaneous) response and a viscous (time-delayed) 
response in the term of reformatting the Green function: XBD ", $ − Y; [, 0 = XdBD "; [ C $ − Y + XeBD ", $ − Y; [, 0 , (4.7) 
where XdBD "; [  and XeBD ", $; [, Y  indicate elastic Green’s function and viscous Green’s function, 
respectively. Using the Green functions, the first term on the right-side of Equation 4.6 can be rewritten as 
XBD ", $ − $'; [, 0 V`D [ 	S[\ = XdBD "; [ V`D [ + XeBD ", $ − $'; [, 0 V`D [ 	S[\ . (4.8) 
The first and second term on the right-side of Equation 4.8 represents surface displacement in the coseismic 
period due to an elastic response to the coseismic slip and surface displacement in the postseismic period 
due to a viscous response to the coseismic slip, respectively. Notice that the surface displacement in the 
postseismic period does not include the coseismic step. Moreover, the second term on the right-hand of 
Equation 4.6 can be also rewritten as 
XBD ", $ − Y; [, 0 VaD [, Y\ 	S[	SY]]^ 
= XdBD "; [ C $ − Y VaD [, Y + XdBD ", $ − Y; [, 0 VaD [, Y\ 	S[	SY]]^ = XdBD "; [ VaD [, $ 	S[\ + XdBD ", $ − Y; [, 0 VaD [, $ 	S[	SY∑]]^ 
(4.9) 
with 
VaD [, $ = VaD [, Y 	SY]]^ . (4.10) 
The first and second term on the right-side of Equation 4.9 represent surface displacements in the 
postseismic period due to an elastic response and a viscous response to the cumulative postseismic slip 
caused from the time $'  to the current time $ , respectively. Combining Equations 4.8 and 4.9, 
Equation 4.6 is rewritten as 
TB ", $ = XdBD "; [ V`D [ + XeBD ", $ − $'; [, 0 V`D g + XdBD "; [ VaD [, $ 	S[\
+ XeBD ", $ − Y; [, 0 VaD [, Y 	S[	SY\]]^ .
(4.11) 
As shown in Equation 4.11, the fourth term on the right-side uniquely includes the time derivative form of 
the postseismic slip and a temporal integral, which makes it complex to derive an observation equation. 
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The forth term representing the viscous response to the postseismic slip generally indicate a small 
contribution compared to the other terms. For examples, a viscous response to postseismic slip in the first 
9 months was approximately 10 percent of a viscous response to coseismic slip in the case of the 2007 
southern Sumatra earthquake [Lubis et al., 2013]. As for the Tohoku earthquake, cumulative postseismic 
slip in the first 9 months was 1 m in maximum [Iinuma et al., 2016] although coseismic slip was over 20 
m in most part of the rupture area [Iinuma et al., 2012]. The ratio between the cumulative postseismic slip 
and the coseismic slip roughly represents the ratio of viscous responses; therefore, most of viscous 
responses are thought to be generated by the coseismic slip. Thus, neglecting the fourth term for simplicity, 
Equation 4.11 is rewritten as 
TB ", $ ≈ XdBD "; [ V`D [ + XeBD ", $ − $'; [, 0 V`D [ + XdBD "; [ VaD [, $ 	S[\ . (4.12) 
Here, an observation equation for observed coseismic displacement S`B is represented via TB as 
S`B " = TB ", $' + i`B " = XdBD "; [ V`D [ 	S[\ + i`B " , (4.13) 
where i`B "  indicates an error of the observed coseismic displacement. An observation equation for 
observed cumulative postseismic displacement SaB with the period from the time $)	to the time $* can 
be written as SaB " = SB ", $* − SB ", $) = TB ", $* − TB ", $) + iaB " 	= XeBD ", [ V`D [ + XdBD "; [ VaD [ 	S[\ + iaB "  (4.14) 
with XeBD ", [ = XeBD ", $* − $'; [, 0 − XeBD ", $) − $'; [, 0  (4.15) VaD [ = VaD [, $* − VaD [, $) , (4.16) 
where iaB "  indicates an error of the observed postseismic displacement. Combining Equations 4.13 and 
4.14, an observation equation which expresses both the coseismic and the postseismic deformation is 
obtained as j`ja = kd lke kd m`ma + n`na . (4.17) 
 
4.3.2.  Viscoelastic Green’s Functions 
Viscoelastic Green’s functions were calculated by a software of viscoelastic response calculation 
software of Fukahata et al. [2005; 2006] assuming two-layered half-space with an upper elastic layer and 
a lower viscoelastic layer. Thickness of the elastic layer was set at 50 km [Diao et al., 2013]. Rigidity, 
density and Poisson’s ratio were set at 40 GPa, 2800 kg/m3 and 0.25 in the elastic layer and at 67 GPa, 3300 
kg/m3and 0.28 in the viscoelastic layer, respectively. Maxwell rheology was assumed in the viscoelastic 
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layer, and viscoelastic Green’s functions were calculated with varying the viscosity o from 1×1019 to 
1×1020 Pa s with 0.5×1019 Pa s increments. The optimal viscosity was determined by means of minimum 
Akaike’s Bayesian information criteria (ABIC, Akaike [1980]) framework [e.g., Lubis et al., 2013] (see the 
next section). The Hirose’s compiled model of various studies was employed for geometry of the plate 
interface [Nakajima & Hasegawa, 2006; Nakajima et al., 2009; Kita et al., 2010; Hirose et al., 2008]. A 
viscoelastic response was calculated at each point of 5 km grids on the plate interface by the software, and 
then a viscoelastic response on each sub-fault with 20 km spacing was calculated as viscoelastic Green’s 
function, by summing up all the viscoelastic responses at 5 km grids within the sub-fault. The total number 
of sub-faults was 482, which covered the overall off-Tohoku region. In calculation of the viscoelastic 
responses for the seafloor geodetic sites, water depths of the seafloor sites were considered by biasing the 
depths of the sub-faults along the plate interface to obtain proper viscoelastic responses considering water 
depth of these sites in the flat-top half-space structure [e.g., Iinuma et al., 2012]. 
 
4.3.3.  ABIC Slip Inversion 
In order to estimate the co- and post-seismic slip distribution based on the observation equation, three 
types of a priori information were applied as hyper-parameters: a relative weight between the co- and post-
seismic observation data, smoothness of coseismic slip distribution, and smoothness of postseismic slip 
distribution. Moreover, the appropriate viscosity in the lower viscoelastic layer was also investigated as a 
hyper-parameter contained in the coefficient matrix of viscoelastic Green’s functions [e.g., Lubis et al., 
2013]. Optimal values of these four hyper-parameters were determined by minimizing ABIC [e.g., Yabuki 
& Matsu’ura, 1992].  
Properties of the co- and post-seismic observation data were different in terms of magnitudes of the 
displacements and of their preprocessing method although the both data were obtained by geodetic 
observations. Thus, their relative weight was determined using ABIC similar to determination of relative 
weights among different types of observation data [Funning et al., 2014]. Assuming the error vectors n` 
and na follow Gaussian distributions with zero means and covariance of p*`q` and pa*qa respectively, 
an error matrix can be written as 
q r* = q` ll r*qa  (4.18) 
with r* = pa*/p*`, (4.19) 
where r* is a hyper-parameter representing the relative weight. Then, a stochastic model for data vector j can be described as 
s j m, p*`, r*, o = 2<p*` Pt* q r* P)*exp − 12p*` j − k o m uq r* P) j − k o m  (4.20) 
 59 
with 
j = j`ja , k = kd lke kd , m = m`ma , n = n`na , (4.21) 
where q r*  represents determinant of q r* . k o  indicates the coefficient matrix representing 
viscoelastic Green’s functions assuming the viscosity of o. Note that the formulation using the hyper-
parameter contained in the coefficient matrix was already given in a non-linear inversion framework 
[Fukahata & Wright, 2008]. 
The spatial smoothing constraints on the co- and post-seismic slip distributions were severally imposed 
by the Laplacian operator v [e.g., Jónsson et al., 2002; Zhou et al., 2014]: 
v`m = v ll l m`ma → l (4.22) 
vam = l ll v m`ma → l, (4.23) 
where v` and va are the Laplacian operators for the spatial smoothing on the co- and post-seismic slip 
distributions, respectively. Note that zero slip constraints were imposed on three boundaries: downdip, 
northern, and southern boundaries. Thus, fault slip to the trench was not constrained. Assuming that error 
vectors associated with constraints on the spatial smoothing for the co- and post-seismic slip distributions 
follow Gaussian distributions with zero means and covariance of x*`y and xa*y, the prior constraints are 
represented in the form of probability density function [e.g., Fukahata et al., 2004; Funning et al., 2014]: 
s m; x*`, xa* = 2< PO* 1x*` v`uv` + 1xa* vauva )* exp −mu 1x*` v`uv` + 1xa* vauva m . (4.24) 
Using Equations 4.20 and 4.24, the posterior probability density function is described as 
s m; p*`, z*, {*, r*, o j = & 2<p*` PO|t* q r* P)* z*v`uv` + {*vauva )*exp − 12p*` } m  (4.25) 
with } m = j − k o m uq r* P) j − k o m + mu z*v`uv` + {*vauva m, (4.26) 
where z* and {* represent hyper-parameters adjusting the spatial smoothing for the co- and post-seismic 
slip distributions, which are defined as p*`/x*` and p*`/xa*, respectively, and & is a normalizing factor 
independent of the model parameters and the hyper-parameters. ABIC optimizing the hyper-parameters is 
obtained by the following equation: ABIC z*, {*, r*, o= Ç log } m − log z*v`uv` + {*vauva+ log k o uq r* P)k o + z*v`uv` + {*vauva + log q r* + ÉÑ, (4.27) 
where ÉÑ indicates a constant. Representing the optimum hyper-parameters that minimize ABIC as z*, {*, r*, and o the best model parameters are obtained as 
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m = k o uq r* P)k o + z*v`uv` + {*vauva P)k o uq r* P)j. (4.28) 
The covariance matrix Ö and the resolution matrix Ü are represented as Öp*` k o uq r* P)k o + z*v`uv` + {*vauva P) (4.29) Ü = k o uq r* P)k o + z*v`uv` + {*vauva P)k o uq r* P)k o . (4.30) 
In this study, values of resolution at sub-faults on the plate interface were obtained from the diagonal 
elements of the resolution matrix. Although model parameters representing fault slips are generally 
expressed in the strike- (rake = 0˚) and the dip-slip (rake = 90˚) components, direction of the fault slip is 
mainly oriented to the plate convergence direction (rake ≈ 90˚) [e.g., Matsu’ura et al., 2007]. Therefore, 
the coseismic slip in the direction of rake = 90˚ ± 45˚ was restricted by estimating the coseismic slip in 
the direction of rake = 45˚ and in the direction of rake = 135˚ with non-negative constraints [e.g., Miyazaki 
et al., 2011]. Then, a value of resolution of the coseismic slip is defined as 
à = à) * + à* *2 , (4.30) 
where à)  and à*  indicates the values of resolution in the directions of rake = 45˚ and rake = 135˚, 
respectively [e.g., Yoshioka & Matsuoka, 2013]. As for the postseismic slip, the same technique with the 
coseismic slip cannot be performed because negative postseismic slip could be caused by the fault locking; 
thus, only the dip-slip component was estimated to avoid artificial slips in the strike-slip component. 
Furthermore, the negative postseismic slip was restricted up to cumulative subducting amounts during the 
observation period calculated from a global plate motion model [DeMets et al., 2010] (83 mm/yr × 4.08 
yr). In order to restrict ranges of the model parameters on both the co- and post-seismic slip, a calculation 
program on the bounded variables least squares problem [Lawson & Hanson, 1995] was employed. 
 
4.4.  Results 
Here, it is firstly investigated the spatial resolution of the coseismic slip distribution of the viscoelastic 
inversion by comparing with that of a conventional elastic inversion employing elastic Green’s functions. 
For the elastic inversion, only the coseismic displacements (j` ) were used, and the elastic response 
components of viscoelastic Green’s functions (kd ) was employed. Thus, the observation equation is 
denoted as j` = kdm` + n`. (4.31) 
Only one hyper-parameter was applied for spatial smoothing of coseismic slip distribution z* with the 
Laplacian operator	v: vm` → l. (4.32) 
The optimal hyper-parameter was also determined by minimizing ABIC. The other analysis conditions 
were same with the viscoelastic inversion, such as a constraint on slip direction, boundary conditions, and 
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the weight between GPS-A data and other observation data. 
Magenta contour in Figure 4.3 and green contour in Figure 4.4a shows a coseismic slip distribution and 
its resolution estimated by applying the conventional elastic inversion (elastic model, EM). Detailed 
estimation results (the slip directions, the estimation errors, the resolution, and the misfits between the 
observation and calculation) are shown in Figure 4.5. The estimated seismic moment for EM is 3.03×1022 
N m, which is equivalent to Mw of 8.92. In EM, primary rupture area (PRA), defined as large coseismic 
slip area with slip over 20 m, is concentrated in the off-Miyagi region as shown in Figure 4.3 (magenta 
contour) where the spatial resolution is high (Figure 4.5e). The estimated coseismic slip distribution is 
similar to the previous models using both on-shore and off-shore geodetic data [e.g., Ozawa et al., 2012; 
Suito et al., 2012; Sato et al., 2013c; Silverii et al., 2014; Yamagiwa et al., 2015] although some previous 
studies indicated coseismic slip models that large coseismic slip was concentrated further close to the trench 
depending on conditions on boundaries and/or on weights of data [e.g., Iinuma et al., 2012; Zhou et al., 
2014; Hashima et al., 2016]. 
Figure 4.4b and 4.4c show co- and post-seismic slip models estimated by the viscoelastic inversion 
(viscoelastic model, VM), respectively. Detailed estimation results of the coseismic slip distribution (the 
slip directions, the estimation errors, the resolution, and the misfits between the observation and calculation) 
are shown in Figure 4.5, and those of the postseismic slip distribution are shown in Figure 4.6. PRA of the 
VM are shown as solid red contour in Figure 4.3. The seismic moment of the coseismic slip is 3.83×1022 N 
m, which is equivalent to Mw 8.99, while the cumulative seismic moment of postseismic slip during the 
data period is 4.45×1021 N m, which is equivalent to Mw 8.37. As Figure 4.7c demonstrated ABIC values 
assuming various viscosities, the optimal viscosity of the viscoelastic layer was determined to be 
6.0×1019 Pa s by minimizing ABIC. Although root mean square (RMS) values between the observation and 
calculation could not exhibit a clear downward convex pattern according to the viscosities (Figure 3.7a and 
3.7b), ABIC suggests a downward convex minimized around 6.0×1019 Pa s. The estimated co- and post-
seismic slip distributions assuming the other viscosities are shown in Figure 4.8. The optimal viscosity is 
generally larger than asthenosphere viscosities estimated by other studies in the off-Tohoku region [e.g., 
Diao et al., 2013; Sun et al., 2014; Hu et al., 2016; Suito, 2017]. The difference can be explained by two 
causes. First one is that the data in this study did not include the data in the early postseismic period. Since 
the viscoelastic responses in early postseismic period are generally large due to transient creep [e.g., Wang 
et al., 2013], the apparent viscosity in the later period tends to be relatively large. Second cause is the 
assumption of the two-layered viscoelastic half-space. This simple rheological structure generates much 
more viscoelastic responses than other 3-dimensional viscoelastic models [e.g., Sun et al., 2014; Suito, 
2017; Wang et al., 2018] that includes oceanic slabs and adopts different viscosities in the oceanic and 
continental asthenosphere mantle because the low viscosity structure extends to deeper portion; therefore, 
the apparent viscosity in the two-layered viscoelastic structure also tends to be large. 
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The PRA in the VM is wider than that in the EM and is extended near the trench in the off-Miyagi 
region (Figure 4.3; Figure 4.4a and 4.4b). The extended PRA spatially correspond to areas where the 
resolution of the coseismic slip in the VM is improved from that in the EM due to introduction of the 
postseismic data (Figure 4.4a and 4.4b; Figure 4.5e and 4.5g). Since the large coseismic rupture generally 
generates postseismic landward motions above its rupture area via the viscoelastic relaxation (Figure 4.6c), 
the observed postseismic landward motions in the offshore region led to the extension of the PRA in the 
VM. Note that the misfits of the coseismic displacements in the VM are nearly same with those in the EM 
(Figure 4.5b, 4.5d, 4.5f, and 4.5h). Meanwhile, as for the postseismic slip, the VM indicates positive 
postseismic slip (afterslip) areas in the downdip region of the PRA and in the off-Ibaraki and off-Fukushima 
regions near the trench, while negative postseismic slip (fault locking) area is estimated in the off-Miyagi 
region locally overlapping with the PRA (Figure 4.3c). 
Coseismic slip can be assigned by the postseismic landward motions through the viscoelastic inversion 
as indicated above, whereas the postseismic landward motions can be also explained by negative 
postseismic slip in nature. The negative postseismic slip is restricted up to cumulative subducting amounts 
during the observation period calculated from MOVEL model [DeMets et al., 2010] in the VM, but here, 
it is also examined to estimate slip distributions by changing the constraint on the negative postseismic slip. 
When slip distributions were estimated without any constraint on the postseismic slip, the PRA in the VM 
is the roughly same with that in the EM by estimating strong fault locking conditions near the trench 
marking over twice of the subducting rate (Figure 4.9c). If a situation of acceleration of the subducting 
plate after the large earthquake [e.g., Heki & Mitsui, 2013] occurs, such strong fault locking conditions can 
be supposed; however, postseismic motion of the G01 site uniquely located on the subducting plate showed 
the postseismic displacements rate of 97.4 mm/yr (Chapter 3), which is only little larger than the stable 
subduction rate (~83 mm/yr) and cannot indicate such strong acceleration of the subducting plate (~twice 
of the stable subducting rate). Furthermore, the slightly larger displacement rate can be rather 
accommodated by considering the contribution of viscoelastic relaxation; thus, it is indicated that the 
acceleration of the subducting plate did not occur at least during the observation period [Tomita et al., 2015]. 
Thus, the constraint on the neagative postseismic slip up to the subducting rate is a physically reasonable 
condition, and it is a key that led to the extension of the PRA. On the other hand, a non-negative constraint 
on the postseismic slip indicates that the SCR is further extended to the north ~39.2°N (dashed red contour 
in Figure 4.3, Figure 4.9a) that is the northern edge of the area, where significant postseismic landward 
motions were observed. The non-negative constraint demonstrates end-member results which maximally 
explains the observed postseismic landward motions by optimization of the coseismic slip distribution; 
therefore, the northern extension of the SCR was extended to ~39.2°N in maximum, no matter how small 
the contributions of the fault locking. 
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4.5.  Discussion 
4.5.1.  Recovery of SCR by Postseismic Geodetic Data 
As the spatial resolution of the coseismic slip in the VM is greatly improved from that in the EM due 
to the introduction of the postseismic data (Figure 4.4a and 4.4b; Figure 4.5e and 4.5g), validity of these 
results was investigated by performing synthetic tests. Synthetic observation data were produced as 
products of viscoelastic Green’s functions and a target slip distribution. The viscosity o of the viscoelastic 
Green’s functions was fixed to be 6.0×1019 Pa s. Furthermore, observation errors were added following a 
Gaussian distribution to the synthetic observation data. The 1σ errors of the coseismic onshore and OBP 
data, of the coseismic GPS-A data, of the postseismic onshore data, and of the postseismic offshore data 
were given as 80 mm, 1000 mm, 40.8 mm (10 mm/yr × 4.08 yr), and 122.4 mm (30 mm/yr × 4.08 yr) 
following the RMS values obtained from the actual data (Figure 4.7a and 4.7b), respectively. 10 patterns 
of synthetic observation data were generated assuming different error patterns for each target slip 
distribution, and then an average distribution and a standard deviation distribution of the inverted slip were 
obtained. Here, two types of the synthetic tests were examined: checkerboard resolution tests (Figure 4.10) 
and recovery tests (Figure 4.11a). Spatial resolution of the estimated slip distributions was examined by 
degree of the returned patterns in the checkerboard resolution tests. Moreover, reliability of the estimated 
SCR in the VM was examined by the recovery tests, that assumed presumable co- and post-seismic slip 
distributions obtained in the VM as target slip distributions. In order to investigate in similar analysis 
conditions to the best-fit VM, the hyper-parameters o and r* were fixed to the values of the best-fit VM 
and then optimal z* and {* were re-determined in the checkerboard tests. For the recovery test, all the 
hyper-parameters were fixed to the values of the best-fit VM to evaluate sensitivity of the best fit VM to 
fault slip. 
Figure 4.10 shows results of checkerboard resolution tests. The VM reproduces the target patterns of 
coseismic slip better than the EM, and the VM also well reproduces the target patterns of postseismic slip, 
especially near the trench. The resolution (Figure 4.5e and 4.5g; Figure 4.6e) and the checkerboard tests 
(Figure 4.10) demonstrate that the VM has better sensitivity to shallow fault slip in both the co- and post-
seismic periods due to the GPS-A observation network established after the 2011 event. However, the 
spatial resolution about 100 km far from the coast line is significantly degraded because of shortage of the 
offshore geodetic sites not only in the coseismic period but also in the post-seismic period. 
 Figure 4.11a shows results of the recovery tests assuming presumable co- and post-seismic slip 
distributions obtained in the VM as target slip distributions. The EM cannot reproduce the target SCR, and 
the obtained rupture pattern in the EM tends to be localized similar to the estimate using the actual data 
(Figure 4.4a). On the contrary, the VM greatly recover the target SCR. Thus, the synthetic tests 
demonstrated the postseismic data are capable in recovering the coseismic slip distribution. 
In order to highlight utility of the postseismic data for recovering the coseismic slip distribution further, 
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it was examined to estimate co- and post-seismic slip distributions without using the coseismic offshore 
observation data (Figure 4.12). In EM, resolution of the coseismic slip in the offshore region is obviously 
poor without the coseismic offshore data, and the estimated coseismic slip distribution shows wide rupture 
along the trench but not extended to the trench (Figure 4.12a). This slip pattern was also obtained in the 
previous studies without using the offshore geodetic data [e.g., Ozawa et al., 2011; Iinuma et al., 2011; 
Miyazaki et al., 2011]. By contrast, resolution of the coseismic slip in the offshore region in VM is much 
better than EM due to the postseismic geodetic data, and the estimated coseismic slip distribution in VM 
reproduced important characteristics, which were the concentration of the coseismic rupture in the off-
Miyagi region and the coseismic rupture to the trench, without any aids of the coseismic offshore geodetic 
data (Figure 4.12b). These results demonstrated the utility of the postseismic geodetic data above the 
rupture area for recovering the coseismic slip distribution, and they clarified the importance of enhancement 
of geodetic observations even after seismic events for understanding detail behaviors of coseismic rupture. 
Such recovery of a coseismic slip distribution through the viscoelastic inversion would be even useful for 
other subduction zones. 
 
4.5.2.  Along-Trench Extent of SCR 
Investigation of the northern limit of SCR of the Tohoku earthquake is quite an important issue for 
discussing behaviors of interplate slip and its slip budget in the region because occurrence of a huge tsunami 
earthquake in 1896 was documented just there [Tanioka & Seno, 2001]. Here, the estimated coseismic slip 
distributions in this study are compared with those of the other studies [Satake et al., 2013; Romano et al., 
2014; Wang et al., 2018] in Figure 4.3. Northern limit of the SCR in the EM is ~38.5°N (magenta contour), 
whereas that in the VM is ~39.0°N (solid red contour), which is up to ~39.2°N assuming zero postseismic 
fault locking (dashed red contour). The tendency of northern extension of the SCR shown in the VM is 
similar to the tsunami-derived coseismic slip models [e.g., Satake et al., 2013; Romano et al., 2014], but 
the tsunami-derived coseismic slip models show further northern extension of SCR up to ~39.5°N with slip 
of over 20 m and up to ~40.0°N with slip of over 10 m [Satake et al., 2013; Romano et al., 2014]. The 
tsunami-derived coseismic slip models interpreted the short-wavelength tsunami source with dipole-like 
uplift and subsidence with the amplitude as ~2 m along the trench (~39–40°N, an orange ellipse in Figure 
4.3) [e.g., Hossen et al., 2015; Jiang & Simons, 2016; Dettmer et al., 2016] as the shallow fault slip, whereas 
large vertical displacement of over ±1 m on the seafloor with range from 39.2 to 40.0°N cannot be produced 
by the fault slip estimated in the models of this study (Figure 4.13). Although the models suggest the vertical 
displacement of over ±1 m around 40.5°N (Figure 4.13), the calculated displacements were thought to be 
artificial because the resolution of the region is relatively poor even in the VM (Figure 4.5g).  
In order to validate lack of the SCR from 39.2° to 40.0° N suggested by the models, potential sensitivity 
of VM to SCR on this region was investigated by synthetic tests; recovery of synthetic SCR with slip of 10 
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m or 20 m from 39.2 to 40.0°N was examined by adding the synthetic SCR to the target slip distributions 
used in the recovery tests (Figure 4.11b and 4.11c). As a result, VM can significantly reproduce SCR with 
slip of 20m (panel 4 in Figure 4.11c). Moreover, assuming the non-negative postseismic slip constraint, 
SCR with slip of 10m can be also reproduced (panel 6 in Figure 4.11b). As the estimation errors of the fault 
slip in this region caused by the postseismic observation errors are roughly ~5–10 m (panel 7 in Figure 
4.11b), the coseismic slip of 10 m could have been detected. Thus, the results of this study shown in Figure 
4.3 suggest that SCR with slip of more than 10 m did not occur in north of ~39.2°N unlike the tsunami-
derived coseismic slip model [Stake et al., 2013]. Since the short-wavelength tsunami source at the north 
of 39.2°N is not explained by SCR, it may be mainly caused by a mechanism other than interplate fault slip. 
As for southern limit of SCR, it is determined as ~37.5° N in VM (Figure 4.3). However, the resolution 
of the coseismic slip near the southern end (37.0–37.5° N) is inferior to that near the northern end because 
the density of the seafloor observation sites near the southern end was much sparser than that near the 
northern end during not only the coseismic but also the postseismic periods (Figure 4.5g); thus, it is 
relatively difficult to constrain the southern limit even by taking VM. Other previous studies also have large 
variation on the southern limit, and some models suggest that the southern limit is further south compared 
with our models [e.g., Lay et al., 2011; Satake et al., 2013; Romano et al., 2014; Hashima et al., 2016]. 
However, the postseismic slip model in this study show clear afterslip south of 37.0° N (Figure 4.4c; Figure 
4.14); as a number of the modeling studies on the postseismic deformation in various subduction zones 
suggested the spatial complementary relationship between coseismic slip and afterslip distributions [e.g., 
Hsu et al., 2006; Vigny et al., 2011; Lubis et al., 2013; Miyazaki et al., 2003], the southern limit lies at 
least north to 37.0° N when the spatial complementary relationship also occurred with respect to this event. 
 
4.5.3.  Afterslip Distribution 
 Positive postseismic slip (afterslip) with large slip rate (>=0.2 m/yr) can be found in the following four 
regions (Figure 4.14): shallow afterslip in the off-Fukushima (Region-A), relatively shallow afterslip from 
the off-Fukushima to off-Ibaraki (Region-B), deep afterslip in the off-Iwate (Region-C), and deep afterslip 
in the off-Miyagi (Region-D). These afterslip regions are generally separated from the coseismic slip areas 
(Figure 4). This spatial complementary relationship between coseismic slip and afterslip distributions is 
consistent with the results of previous postseismic deformation studies in various subduction zones. 
The shallow afterslip in the off-Fukushima and off-Ibaraki regions has been found by other previous 
studies [e.g., Yamagiwa et al., 2015; Sun & Wang, 2015; Hu et al., 2016; Iinuma et al., 2016] considering 
parts of the postseismic GPS-A data [Watanabe et al., 2014]. However, the previous studies have not well 
constrained the spatial extent of the shallow afterslip because of shortage of the GPS-A sites. In this study, 
due to the newly obtained extensive GPS-A observation data, the shallow afterslip is successfully estimated 
with better spatial resolution as discussed with the checkerboard resolution tests (Figure 3.6e; Figure 3.10) 
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and found localized afterslip areas (Region-A and Region-B). 
The deep afterslip in Region-C has been modelled by various studies [e.g., Ozawa et al., 2012; Diao et 
al., 2013; Yamagiwa et al., 2015; Sun & Wang, 2015; Hu et al., 2016; Iinuma et al., 2016]. Moreover, deep 
afterslip in Region-D has been also found in some studies [e.g., Ozawa et al., 2012; Diao et al., 2013; 
Yamagiwa et al., 2015]. However, it is noticed that the deep afterslip in Region-C and -D is probably 
overestimated because of the assumption of the layered viscoelastic structure as pointed out by Wang et al. 
[2018]. The realistic 3-dimensional viscoelastic models provide larger trenchward viscoelastic responses in 
the onshore region than those calculated by the layered viscoelastic relaxation model [e.g., Sun et al., 2014; 
Hu et al., 2016; Suito, 2017]. Therefore, in order to discuss precise extent of the deep afterslip, it is essential 
to use more realistic viscoelastic Green’s functions by incorporating a 3-dimensional viscoelastic structure. 
For the characterization of the afterslip, small repeating earthquakes (SREs) also provide important 
information [e.g., Uchida & Matsuzawa, 2013; Iinuma et al., 2016]. Background color of patches in Figure 
4.14 show afterslip rates estimated from the SREs during the observation period (updated results of Uchida 
& Matsuzawa [2013]). Although the SREs suggested significant deep afterslip in Region-C (up to 60 cm/yr), 
but the SRE-derived afterslip rates (~40 cm/yr) are slightly smaller than the estimation in this study. The 
layered viscoelastic structure led overestimation of the deep afterslip as discussed above; therfore, the 
difference between the estimated slip amounts would be minimized by introduction of a 3-dimensional 
viscoelastic structure [Iinuma et al., 2016] although the SRE-derived afterslip rates might not monitor an 
area where the maximum afterslip occurred. Meanwhile, although the model in this study suggests large 
shallow afterslip in Region-A, the SREs cannot find out afterslip there due to the absence of seismic patches 
(asperities) responsible for the SREs. Furthermore, activity of the interplate earthquakes after the 
mainshock (black dots in Figure 4.14 [Nakamura et al., 2016]) have not nearly occurred in Region-A. Thus, 
Region-A appears to be fully an aseismic domain without the seismic stress release. Conversely, the SREs 
suggested afterslip with the slip rate of over 10 cm/yr in Region-E where the model in this study does not 
detect significant afterslip probably due to low spatial resolution (Figure 4.4c; Figure 4.6e). Hence, as the 
SREs and geodetic observations provided important findings compensating for each other, they promote 
our understandings of the characteristics of the plate interface in the off-Tohoku region. 
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Figure 4.1 | Distribution of observation sites for slip inversion 
Symbols show observation sites used in the inversions. Site shown by white, red, and black symbols were 
used as the coseismic data alone, as both the co- and post-seismic data, and as the post-seismic data alone, 
respectively. Circles represent on-shore GNSS sites. Inversed triangles represent OBP sites [Ito et al., 2011; 
Maeda et al., 2011]. Diamond shapes represent seafloor GPS-A sites of Japan Coast Guard [Sato et al., 
2011; Watanabe et al., 2014]. Squares and triangles represent seafloor GPS-A sites of Tohoku University 
[Kido et al., 2011; 2015]. 

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Figure 4.2 | Examples of time-series of postseismic displacements 
Left and right panels indicate time-series of postseismic displacements at 0172 and 0194 sites shown in 
Figure 4.1, respectively. Upper, middle and lower panels show east-west, north-south, and uplift 
components of the postseismic displacements, respectively. Black dots represent raw displacements. Blue 
and red curves show time-series of postseismic displacements modeled by Equations 4.1 and 4.2, 
respectively. Notice that blue curves are almost overlapped with red curves except the uplifting component 
in 0194. Vertical orange lines indicate the start and end timing of the observation period for the inversion. 
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Figure 4.3 | Coseismic slip models and their along-trench extents 
a. Magenta, red, green, and blue contours indicate coseismic rupture extents with slip of 20 m for EM, VM, 
average slip model [Wang et al., 2018], and models considering tsunami data [Satake et al., 2013; Romano 
et al., 2014], respectively. Dashed red contours indicate VM assuming the non-negative postseismic slip 
constraint. Gray rectangle represents fault area of the 1896 Meiji-Sanriku earthquake [Tanioka & Seno, 
2001]. Orange ellipse represents the short-wavelength tsunami source [e.g., Hossen et al., 2015; Jiang & 
Simons, 2016; Dettmer et al., 2016]. Black symbols represent the offshore observation sites (see Figure 4.1 
in detail). Background color show standard deviation of the average slip model [Wang et al., 2018]. b. 
Profile of coseismic slip models along the trench shown by black dashed curve in a. Green shaded area 
indicates standard deviation of the average coseismic slip model. 
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Figure 4.4 | Co- and post-seismic slip models in EM and VM 
Panels a and b show the coseismic slip models in EM and VM, respectively. Panel c shows the postseismic 
model in VM. Green contours in a and b show coseismic slip distributionswith slip of more than 2σ error. 
Red contours in c show the positive postseismic slip distribution with slip of more than 2σ error or with 
extremely large slip rate (>=0.20 m/yr), and blue contours in c show the negative postseismic slip 
distribution. Rectangles represent sub-faults used in the slip inversion, and gray rectangles show sub-faults 
with resolution of <0.05. Black and blue vectors show the observed and calculated displacements, 
respectively.  
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Figure 4.5 | Coseismic slip models of EM and VM 
Coseismic displacements and misfits in EM (a,b,e,f) and VM (c,d,g,h) are shown in each panel. In a and 
c, black and blue vectors show the observed and calculated horizontal displacements, respectively. In b and 
d, black vectors show misfits between the observed and calculated horizontal displacements. In e and g, 
red and blue bars show the observed uplift and subsidence, while magenta and cyan bars show the calculated 
uplift and subsidence, respectively. In f and h, red and blue bars show misfits in the uplift and subsidence 
components, respectively. Colors of sub-faults in a,c, in b,d, in e,g, and in h show coseismic slip, 1σ 
estimation errors, resolution, and difference of coseismic slip between EM and VM, respectively. Small 
vectors in a,c represent slip directions on patches with estimated slip over 2σ errors. 
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Figure 4.6 | Postseismic deformation model in VM 
Postseismic displacements and misfits in VM are shown in a–d (horizontal components) and in e–h 
(vertical component). Black vectors shown in the columns of “All”, “Postseismic Slip”, and “Viscoelastic 
Relaxation” represent the observed postseismic displacements. Black vectors shown in the columns of 
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“Residuals” represent the misfits between the observation and the calculation. Blue vectors shown in the 
columns of “All” represent the calculated postseismic displacements. Blue vectors shown in the columns 
of “Postseismic Slip” and “Viscoelastic Relaxation” represent contributions of postseismic slip and 
viscoelastic relaxation of the calculated postseismic displacements, respectively. Red and blue bars shown 
in the columns of “All”, “Postseismic Slip”, and “Viscoelastic Relaxation” represent the observed 
postseismic displacements in uplift and subsidence directions, respectively. Red and blue bars shown in the 
columns of “Residuals” represent the misfits. Orange and cyan bars represent the calculated postseismic 
displacements in uplift and subsidence directions, respectively, and they show contributions of the labeled 
postseismic deformation process. Colors of sub-faults in a, d, and e show postseismic slip, 1σ estimation 
errors, and resolution, respectively. Sub-faults with green frames in a indicate estimated slip over 2σ errors. 
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Figure 4.7 | RMS misfits and ABIC values assuming various viscosities 
Panels a and b show RMS misfits between the observation and the calculation in the viscoelastic inversion. 
RMS misfits of the coseismic and postseismic data are shown in a and b, respectively. Red and blue curves 
indicate RMS misfits of the onshore and the offshore data, respectively. Horizontal red and blue lines shown 
in a indicate RMS misfits of the onshore data and of the offshore data in the elastic inversion, respectively. 
Panel c shows ABIC values. The hyper-parameters except for the viscosity are optimized for each given 
viscosity. Vertical black line indicates the viscosity of 6.0×1019 Pa s which gives the minimum ABIC value. 
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Figure 4.8 | Co- and post-seismic slip distributions of VM  
Black, red, and blue contours show coseismic, positive postseismic slip (afterslip), and negative postseismic 
slip (fault locking) distributions estimated by the viscoelastic inversion assuming various viscosities, 
respectively. Green contours show extent of coseismic slip of 10 m in EM. 
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Figure 4.9 | Viscoelastic models assuming different constraints on the negative postseismic 
slip 
Black, red, and blue contours represent coseismic slip, positive postseismic slip, negative postseismic slip 
distributions obtained by the viscoelastic inversion, respectively. Green contours represent the coseismic 
slip distribution of 10 m in EM. Black symbols show the offshore geodetic observation sites same as Figure 
1. Panels a–c show the results assuming the different constraints on the negative postseismic slip: a. non-
negative postseismic slip, b. negative postseismic slip rate up to the subducting rate, and c. no constraint 
on the postseismic slip. 
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Figure 4.10 | Checkerboard resolution tests 
Target patterns of co- and post-seismic slip are shown in a and f respectively. Each coseismic slip segment 
is composed by 25 m and 40 m slip patches, while each cumulative postseismic slip segment is composed 
by 1 m and 2 m slip patches. Output average patterns of coseismic slip in EM and VM are shown in b and 
d, respectively, and their standard deviations among the 10 models are also shown in c and e, respectively. 
Output average patterns of postseismic slip and standard deviation in VM are shown in g and h, respectively. 
Panels i–p demonstrate the inversed patterns of the checkerboard resolution test shown in a–h. 
 79 
 
 
 80 
Figure 4.11 | Recovery tests 
Target distributions of co- and post-seismic slip are shown in (1) and (8), respectively. Target slip 
distributions of a roughly reproduces the estimated slip distributions from the actual data. Target coseismic 
slip distributions of b and c add northern shallow coseismic rupture of 10 m and 20 m slip, respectively. 
Output average distributions of coseismic slip in EM, VM, and VM with the non-negative postseismic slip 
constraint are shown in (2), (4), and (6), respectively, and their standard deviations among the 10 models 
are shown in (3), (5) and (7), respectively. Output average distributions of postseismic slip and their 
standard deviations are also shown in (9)–(12) similar to the coseismic slip distributions. 
 
 81 
 
Figure 4.11 | Continued 
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Figure 4.11 | Continued 
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Figure 4.12 | Co- and post-seismic slip models in EM and VM without coseismic offshore 
data 
Results of EM and VM without using the coseismic offshore data are shown, in the same manner with 
Figure 4.4. 
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Figure 4.13 | Coseismic vertical deformation predicted from the inversion results 
Coseismic vertical displacement patterns on the seafloor predicted from EM (a and b), VM (c and d), and 
VM assuming the non-negative postseismic slip constraint (e and f) are shown. Panels a,c,e show the results 
using fault patches with slip over the 2σ estimated error, while panels b,d,f show the results using all fault 
patches. Contours are described in every 2 m displacement in all panels. 
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Figure 4.14 | Comparison of co- & post-seismic slip distributions and SRE-derived 
postseismic slip 
Background colored patches show postseismic slip amounts with the period from September 1, 2012 to 
September 30, 2016 estimated from SREs (updated results of Uchida & Matsuzawa [2013]). Black, red, 
and blue contours show coseismic, positive postseismic (afterslip), and negative postseismic (fault locking) 
slip distributions in VM, respectively. Black dots represent interplate earthquakes occurred after the 2011 
mainshock [Nakamura et al., 2016]. 
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5.  Discussion 
 
Based on the co- and post-seismic slip distributions of the Tohoku earthquake which were obtained in 
Chapter 4, general features of the mechanical properties on the shallow portion of the plate interface in the 
Tohoku-oki region are discussed in Chapter 5.1. Since the obtained slip distributions demonstrated better 
spatial resolution for the shallow slip distribution due to the new offshore GPS-A observation network than 
that in the previous studies, spatial characteristics of the mechanical properties on the shallow plate 
interface are specifically discussed there. Then, in Chapter 5.2, it is discussed that a transient fault-slip 
event (a SSE) might occur in the postseismic period other than the afterslip. Since such a transient event 
would provide further information on the estimation of further precise slip distributions and on the 
assessment of the mechanical properties on the plate interface, its contributions to the offshore GPS-A sites 
are investigated in the chapter. Finally, in Chapter 5.3, steps for precisely estimating the slip distributions 
are further investigated to reveal detailed crustal deformation mechanisms and mechanical properties on 
the plate interface further more. 
 
5.1.  Mechanical Properties on Shallow Plate Interface 
Figure 5.1 shows the estimated co- and post-seismic slip distributions, and then the shallow plate 
interface is divided into four regions along the trench according to features of the slip distributions. In the 
northernmost region (Region-i in Figure 5.1), significant slip behaviors are not estimated both in the co- 
and in the post-seismic periods. As discussed in Chapter 3.4.1, the observed postseismic displacements 
indicate that strong fault locking has not been caused in the shallow plate interface at least in the postseismic 
period. This interpretation on the fault locking condition is consistent with along-trench distribution of 
VLFEs (Yellow stars in Figure 5.1 [Matsuzawa et al., 2015]) considering the spatial complementarity 
between fault locking and VLFEs [Yokota et al., 2016] although the epicenter location of VLFEs is not 
strongly constrained in the east-west direction [Matsuzawa et al., 2015]. However, this region is located in 
the northern portion of the fault zone of the 1896 Meiji-Sanriku tsunami earthquake (purple dashed 
rectangle in Figure 5.1 [Tanioka & Seno, 2001]). Thus, considering the occurrence of the 1896 Meiji-
Sanriku tsunami earthquake, this region may be in a conditionally stable regime (which is generally an 
aseismic condition, but can cause seismic rupture if it experiences rapid loading from nearby earthquake) 
[e.g., Bilek & Lay, 2002; Lay et al., 2012]; the coupling condition on the plate interface in this region may 
be weak but capable of causing seismic rupture. 
In Region-ii, the coseismic rupture and/or strong fault locking were estimated (Figure 5.1). This simply 
indicate that the region is constituted by the unstable frictional sliding regime and/or the conditionally stable 
regime. As various numerical simulation and laboratory experiments studies suggest a plausible scenario 
of the Tohoku earthquake that rapid coseismic rupture caused in deeper portion of off-Miyagi region was 
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propagated to the shallow portion because of thermal fluid pressurization [e.g., Noda & Lapusta, 2013; 
Ujiie et al., 2013; Fulton et al., 2013], the shallow portion is thought to be a fluid-rich condition causing 
passively rupture rather than a strong-locked condition causing spontaneous rupture. 
In Region-iii, significant afterslip was clearly estimated, which indicates that the region is in the 
aseismic stable regime. As the peak of the afterslip on the shallowest plate interface is isolated from the 
interplate earthquakes (black and gray dots [Nakamura et al., 2016]), it suggests that the large afterslip area 
is especially in pure aseismic stable regime. In the region, multichannel seismic surveys suggested channel-
like accretionary complexes indicating fluid-rich conditions were developed [Tsuru et al., 2002], which 
supports the interpretation of the aseismic stable regime. Furthermore, free air/Bouguer-corrected gravity 
anomaly after removal of the trench-normal 2-D averaged pattern (namely, residual gravity anomaly) are 
plotted as background color in Figure 5.1, which reflect along-trench variation of short-wavelength upper-
plate structure [Bassett et al., 2016]. It indicates a structural boundary around ~37.0–37.5° (black chained 
line in Figure 5.1), which suggests the channel-like accretionary complexes were in the east-south portion 
of the boundary [Bassett et al., 2016]. Moreover, such fluid-rich conditions on the plate interface have been 
also pointed out by the seismic tomography studies as seismic velocity anomalies [e.g., Huang & Zhao, 
2013]. Thus, the region seems to be in the aseismic stable regime due to the structural effect. 
In Region-iv, the interplate earthquakes have not been detected [Nakamura et al., 2016]. The lack of 
moderate interplate earthquakes suggests either a fully locked region or a fully aseismic stable region [e.g., 
Uchida & Matsuzawa, 2011]. Although the resolution of the estimated slip distributions is low even in this 
study as shown in Chapter 4, the nearest GPS-A sites (G19, G20) showed trenchward motions (Figure 3.4) 
that suggest the aseismic stable condition rather than the fully locked condition. This interpretation is 
supported by existence of subducting seamounts [Mochizuki et al., 2008] as we can see them as regionally 
positive residual gravity anomaly in Figure 5.1 [Bassett et al., 2016]. The subducting seamounts entrained 
fluid-saturate sediments there, which enhanced decoupled conditions between the seamounts and the upper-
plate, resulting in the aseismic stable condition. 
The estimated slip distributions in this study demonstrate general views of mechanical properties on the 
shallow plate interface, which contribute to development of the seismic hazard assessment as indicated in 
Chapter 1. Furthermore, the precise estimation on the slip distributions enables us to investigate 
contributions of structural effects, such as the upper-plate structure (accretionary prism structure) [e.g., 
Tsuru et al., 2002; Bassett et al., 2016], or seismic wave velocity structure [e.g., Huang & Zhao, 2013] to 
the slip behaviors on the plate interface. Such comparative studies in other subduction zones will provide 
general information on investigating potential of occurrence of large interplate earthquakes. 
 
5.2.  SSE in the Off-Iwate Region in the Postseismic Period 
Although the positive postseismic slip in this study was purely regarded as the afterslip (Chapter 4), 
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transient events (not the afterslip) such as SSEs might be contained in the positive postseismic slip. Since 
periodic SSEs had been detected in the off-Tohoku region from SREs by Uchida et al. [2016], such SSEs 
might occur in the postseismic period independent of the afterslip; actually, SREs demonstrated that the 
interplate quasi-static slip in the off-Iwate region (as shown in Chapter 4.5.3) was accelerated from mid-
February to early March in 2015, which probably indicated occurrence of a SSE [Uchida, personal 
communication]. Then, the GPS-A observation results should contain its contributions. The SREs indicated 
that the cumulative slip of the SSE was calculated to be 13.7 cm [Uchida, personal communication]; 
therefore, if the SSE was caused in and around this region (orange rectangle in Figure 5.2) with uniform 
13.7 cm slip, it is predicted that the GPS-A sites located in the rectangle (G03–G06) were affected by about 
10 cm displacements in the trenchward direction (black vectors in Figure 5.2 [Uchida, personal 
communication]). In order to precisely understand the whole view of the SSE, it is important to constrain 
its contributions not only by the SREs but also by the GPS-A observations. 
Here, it is tried to detect displacements caused by the SSE from the observed GPS-A time-series. The 
SSE displacements were calculated by linear fitting of the time-series with a step function at February 17, 
2015, which is almost starting day of the SSE, because duration of the SSE is shorter than the campaign 
interval. Thereby, the calculated step should correspond to the displacements. Figure 5.3 shows the time-
series of the horizontal array position changes that were also shown in Figure 3.2. Then, three types of 
linear regression lines were examined to fit the time-series: single trend alone indicating stable movement 
with no SSE step (Model-1), single step at the starting day of the SSE alone indicating no stable movement 
with a SSE step (Model-2), and combination of the single trend and the single step indicating stable 
movement with a SSE step (Model-3). Since it is natural to consider the surface deformation is continuously 
caused by somewhat background external force (such as fault locking and viscoelastic relaxation), it is 
expected that Model-3 is physically most probable if the significant SSE step was included in the time-
series. Otherwise, Model-1 is considered to be plausible when the significant SSE step was not included in 
the time-series. Using a Heaviside step function ! to model the SSE step, these models are written as: 
Model-1:	 +,⋮+. = 1 0, − 0,⋮ ⋮1 0. − 0, 23 , Model-2:	 +,⋮+. = 1 ! 0, − 0667⋮ ⋮1 ! 0. − 0667 28 , Model-3:	 +,⋮+. = 1 0, − 0, ! 0, − 0667⋮ ⋮ ⋮1 0. − 0, ! 0. − 0667 238 , 
(5.1) 
where 2, 3, and 8 are the model parameters representing bias, stable velocity (trend), and step at the SSE, 
respectively. Moreover, +:  and 0:  (; = 1,⋯ , = ; =  is total number of campaigns) represent the 
horizontal array position and time at the ;th cruise, respectively, and 0667 the occurrence timing of the 
SSE (February 17, 2015). Then, rewriting the data vector, the model parameter vector, and the coefficient 
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matrix in Equation 5.1 as >, ?, and @, the model parameter vector is calculated as: ? = @A@ B,@A>. (5.2) 
The covariance matrix is given by: D = EF @A@ B,, (5.3) 
where EF is an unbiased variance. The model parameter vector and the covariance matrix were calculated 
for each component at each site. The regression lines of these models are shown in Figure 5.3 as green 
(Model-1), blue (Model-2), and red (Model-3) lines. To evaluate validity of the three fitting models, AIC 
(Akaike’s Information Criteria [Akaike, 1974]) of each model was also calculated and is written in each 
panel of Figure 5.3 and listed in Appendix Table 6. Because the numbers of data were small ( 8), AIC 
with a finite correction (c-AIC [Sugiura, 1978]) was adopted, which is defined as: 
c-AIC = −2 log L + 2=N= − N − 1 = = 1 + log 2OEF + 2=N= − N − 1, (5.4) 
where L , P, EF  represent maximum likelihood, total number of the model parameters, and a sample 
variance, respectively.  
As a result, Model-2 showed minimum c-AIC at G03 and G04, while Model-1 showed minimum c-
AIC at G05 and G06. But, notice that the c-AIC value for Model-2 is comparable to that for Model-1 in the 
east-west component at G05. Although Model-3 is expected to be plausible, it showed largest c-AIC values 
among the three models at these sites probably because of its larger number of unknown parameters than 
the other models. However, Model-2 is more suitable than Model-1 at G03 and G04, which possibly 
suggests a success of detection of the displacements of ~9–12 cm due to the SSE. At the GPS-A sites other 
than G03 and G04 especially located in off-Miyagi region, Model-1 generally demonstrated minimum c-
AIC values, because these sites have been strongly affected by the viscoelastic relaxation that produced 
significant and roughly stable postseismic movement. But, at G02–G05 sites, contributions of the 
viscoelastic relaxation were relatively small as discussed in Chapters 3 and 4 (e.g., Figure 3.6c); therefore, 
it can be considered that the displacements due to the SSE was well extracted by Model-2 at G03, G04 and 
probably G05. Since the plausible model at G02 is determined as Model-1 by c-AIC, significant 
contribution of the SSE might not reach there. The displacements of the SSE estimated by both Model-2 
and Model-3 (blue and red vectors shown in Figure 5.2, respectively) are comparable to those estimated by 
SREs (black vectors in Figure 5.2 [Uchida, personal communication] at G03-G05. As for G06, since 
contributions of the viscoelastic relaxation and/or strong fault locking were relatively strong and generated 
significant western movement, the step at the timing of SSE indicated a landward displacement in Model-
2 (a blue vector at G06 in Figure 5.2). However, Model-3 suggests a trenchward displacement which is 
comparable to the estimate from SREs (red and black vectors at G06 in Figure 5.2). In this way, the GPS-
A measurements in this study showed potential capability of detecting the SSE displacements comparable 
with those estimated by the SREs. But, the estimation errors, which were ~3–5 cm in Model-2 and ~5–
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15 cm in Model-3, were quite large to precisely measure the SSE displacements of ~10 cm, and thus it is 
difficult to detect occurrence of such a small-scale transient event only by GPS-A observations without a 
priori information from other observations.  
Although the contributions of the SSE were probably included in the GPS-A observation results, the 
positive postseismic slip corresponding to the SSE was not estimated in the results of the slip inversion as 
discussed in Chapter 4.5.3. Then, the contributions of the SSE might reduce the postseismic landward 
motions in the offshore area, which might affect the slip inversion results in Chapter 4. Here, the postseismic 
displacement rates estimated in Chapter 3.3 were recalculated after removing the SSE steps estimated by 
SREs from the GPS-A time-series of G03–G06 sites. Figure 5.4 shows comparison of the original (black 
vectors) and recalculated (red vectors) postseismic displacement rates. Then, the cumulative postseismic 
displacements estimated in Chapter 4.2 were also recalculated, and the viscoelastic inversion was re-
performed using the recalculated cumulative postseismic displacements among these sites. Figure 5.5a 
shows the re-estimated co- and post-seismic slip distributions with the constraint that the negative 
postseismic slip rates were lower than the subducting rate, while Figure 5.5b shows those with the non-
negative constraint on the postseismic slip. Moreover, Figure 5.6 shows comparison of the PRAs in the 
original and the recalculated models. The recalculated PRA was little extended to the north but up to around 
G06 (longitude: 143.850°, latitude: 39.303°); therefore, the conclusion in Chapter 4 that the northern limit 
of SCR was up to ~39.2° is not wavered. 
 
5.3.  Future Prospects 
5.3.1.  Utilization of Postseismic Vertical Motions 
Although the observed postseismic vertical motions obtained in Chapter 3 were not used in the 
modeling analysis in Chapter 4 because of the large errors, they are useful for discussing overall the 
postseismic deformation process and the rheological structures for calculation of viscoelatic relaxation as 
indicated in Chapter 3.4.2. Figure 5.7 shows the observed postseismic motions and those calculated from 
the estimated co- and post-seismic slip models. The observed subsidence above PRA can be explained by 
the viscoelastic relaxation as discussed in Chapter 3.4.2. However, the models of this study cannot 
reproduce enough subsidence motions although they predict the subsidence tendency above PRA 
(Figure 5.7c). Moreover, the range of subsidence region predicted in the models is much narrower than that 
of the observations (Figure 5.7c), and extensive subsidence residuals are remained in the offshore region 
(Figure 5.7d). For reducing the residuals, introduction of viscoelastic Green’s functions assuming 3-D 
viscoelastic structure is required as discussed in Chapter 3.4.2 and as indicated by Suito [2017]. Moreover, 
large uplift residuals are regionally remained in the off-Iwate region, which possibly suggest further 
contributions of the positive post-seismic slip including the SSE that the present postseismic slip model 
cannot well predict as discussed in Chapter 4.5.3. Since the postseismic uplift motions in the off-Iwate 
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region could be also produced by viscoelastic relaxation as shown in Suito [2017], contributions of the 
positive postseismic slip in this region should be investigated as well as construction of the 3-D viscoelastic 
structure. Anyway, it is expected that the co- and post-seismic slip models will be updated considering the 
extensive postseismic vertical motions; therefore, more precise detection of the vertical motions in the 
offshore regions are a quite important task. 
Although the misfits of the postseismic offshore vertical motions were largely caused by the mis-
modeling of the simple two-layered rheological structure as explained above, it is noticed that the misfits 
could be partially explained by other factors, such as mis-modeling of the plate interface geometry model. 
Noda et al. [2017] pointed out that some plate interface geometry models have been used for estimating 
slip distributions in the off-Tohoku region [e.g., Hashimoto et al., 2004; Nakajima & Hasegawa, 2006; 
Hayes et al., 2012], these models showed significant difference in the dip-angles. The higher (or lower) 
dip-angles cause overestimates (or underestimates) of the afterslip and narrower (or wider) range of the 
surface uplift-subsidence pattern. Noda et al. [2017] especially discussed effects of the dip-angle difference 
for the postseismic horizontal motions, and they claimed that the dip-angle difference in the deep portion 
of the plate interface (almost below the coastline and much deeper portion) strongly affects the updip limit 
of the deep afterslip. Such investigation should consider the postseismic vertical motions because the effects 
of the dip-angle difference also appears in the vertical motions. Moreover, since the postseismic 
deformation field near the trench have been detected by the new GPS-A observation network, effects of the 
dip-angle difference in the shallow plate interface should be investigated. Although the effects of the dip-
angle difference are considered to be minor than those of the mis-modeling of the rheological structure, we 
should notice that such contributions other than the rheological structure can affect the observation results. 
 
5.3.2.  Consideration of Temporal Evolutions of Postseismic Slip 
Although the postseismic slip model in this study did not consider temporal evolution of the postseismic 
slip, spatiotemporal evolution of the postseismic slip inherently provide valuable information for examining 
the mechanical properties on the plate interface. Various previous studies investigated the spatiotemporal 
evolution of the postseismic slip and then challenged to estimate the frictional parameters on plate interfaces 
by time-series fitting based on the rate- and state-friction law [e.g., Miyazaki et al., 2004; Fukuda et al., 
2013]. Furthermore, it is also important to investigate the spatiotemporal evolution of the postseismic slip 
for the assessment of effects of transient events such as SSEs in the postseismic period as examined in 
Chapter 5.2. SSEs spontaneously occur unlike afterslip, and it is generally indicated that SSE and afterslip 
regions show different mechanical properties: nearly neutral stability (transition condition between 
velocity-weakening and velocity-strengthening) [e.g., Liu and Rice, 2007; Shibazaki, 2009] and velocity-
strengthening conditions [e.g., Marone et al., 1991; Perfettini & Avouac, 2004], respectively. Thus, in order 
to separate SSEs from the positive postseismic slip and to assess the mechanical properties on the plate 
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interface, precise investigation of the spatiotemporal evolution of the postseismic slip is quite important. 
To realize this, the present modeling analysis will have to consider following two factors: the introduction 
of viscoelastic Green’s functions assuming 3-D viscoelastic structure, and viscoelastic responses caused by 
afterslip. 
Since contributions of the viscoelastic responses greatly affect the estimation of the postseismic slip as 
indicated through this thesis, it is important to consider their spatiotemporal changes for precisely 
estimating the spatiotemporal evolution of the postseismic slip. The spatiotemporal changes of the 
viscoelastic responses are strongly controlled by the assumed viscoelastic structure. Thus, the 3-D 
viscoelastic structure introducing various media with individual viscosities, such as mantle-wedge 
asthenosphere, asthenosphere below the slab, upper- and lower-mantle [e.g., Diao et al., 2013], and low 
viscosity layer just below the slab [e.g., Sun et al., 2014; Suito, 2017], would produce more complex 
spatiotemporal changes in the viscoelastic responses. Furthermore, introduction of rheological models 
which demonstrate transient deformation of the viscoelastic relaxation, such as a linear Burgers rheology 
[e.g., Wang et al., 2012; Sun et al., 2014], or a non-linear power-law rheology [e.g., Freed et al., 2006], is 
also important to model the surface deformation and would produce significant temporal decay in the 
viscoelastic responses. Thus, it is important to construct of the viscoelastic Green’s functions assuming 3-
D viscoelastic structure with the linear transient rheology (such as the linear Burgers rheology) and to utilize 
them to the viscoelastic slip inversion. 
Moreover, the viscoelastic responses are caused by afterslip, which also built the spatiotemporal 
changes of the postseismic surface deformation. In this study, such secondary effects were ignored for 
simplicity as explained in Chapter 4.3.1, but it is desirable to consider the effects in the viscoelastic 
inversion for investigating the detail spatiotemporal evolution of the postseismic slip. 
The measures for precisely investigating spatiotemporal evolution of the postseismic slip were 
discussed above in the view of elaborating the viscoelastic relaxation model and the slip inversion technique. 
But, in order to progress the investigation further, it is quite important to obtain more frequent and precise 
GPS-A observation results. The future prospects of the GPS-A observations are discussed in Chapters 5.3.3 
and 5.3.4. 
 
5.3.3.  Approaches for frequent GPS-A observations 
The GPS-A observations generally target to detect steady crustal deformation (interseismic 
deformation) [e.g., Gagnon et al., 2005; Fujita et al., 2006; Tadokoro et al., 2012; Yokota et al., 2016] or 
large coseismic displacements [e.g., Kido et al., 2006; Tadokoro et al., 2006; Sato et al., 2011]. Moreover, 
as the extensive GPS-A networks were recently established in Japan (the Tohoku region [Kido et al., 2015], 
the Nankai region [Yokota et al., 2016]), the steady crustal deformation fields have been revealed in the 
extensive offshore region [Yokota et al., 2016]. However, temporally-changed deformations (such as 
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postseismic deformation, SSE) have not been well detected by GPS-A observations due to low temporal 
resolution with non-frequent campaign style surveys (~1–2 times in a year) and due to the low positioning 
precision in each campaign (~5–10 cm). Although quite rapid temporal decays of the postseismic 
deformation immediately after the mainshock were observed in the case of the Tohoku earthquake 
[Watanabe et al., 2014], it is difficult to detect temporally gradual deformation (such as late postseismic 
deformation) and transient event with short duration (such as SSE). Also in this study, the temporal decays 
of the postseismic deformation were not well found, and the observation results were modeled as steady 
crustal deformation by simple linear fitting. Thus, in order to measure such temporally-changed 
deformations, more frequent and precise GPS-A observations are required. Recent approaches for frequent 
GPS-A surveys are introduced in this section, and those for precise GPS-A positioning are introduced in 
the next section. 
For frequent GPS-A observations, autonomous observation systems using various type of sea surface 
buoys have been developed recently. As the campaign style surveys using research vessels require much 
human resources, long ship-time, and expensive financial costs, which prevent frequent GPS-A surveys. 
Recently, a remote controlled, wave- and solar-powered sea surface platform, called as “wave glider”, was 
commercially introduced and have been applied to GPS-A surveys to overcome these problems [Chadwell, 
2013]. Although utilization of the wave glider is restricted depending on sea states (it cannot be used in 
strong current conditions), it has already been regularly used in GPS-A surveys in the Cascadia subduction 
zoneshowing advantages of frequent and low-cost measurements compared to the traditional ship-based 
observations [Chadwell, 2016]. Similarly, ASV (Autonomous Surface Vehicle as explained in Chapter 2.1) 
was proposed for the efficient GPS-A observations [Kido et al., 2015], which was already utilized for 
obtaining GPS-A observation data in this study. ASV is driven by an onboard diesel generator using gas 
oil and is remotely controlled via satellite communications. Since development of ASV is still ongoing, it 
was employed as trial-basis and provided GPS-A observation data only at G11, G13, G14 and G16 in a 
campaign of Sep. 2015 as explained in Chapter 2.2.3. The GPS-A observation data obtained by ASV 
provided comparable positioning accuracy with that employing research vessels (Figure 3.2k, 3.2m, 3.2n, 
3.2p). Thus, GPS-A observation systems on ASV has enough potential to obtain observation data, so that 
further development of ASV will promote its applications to more efficient GPS-A observation styles. 
Meanwhile, a continuous GPS-A observation using a moored buoy have been developed for ultimate 
improvement in temporal resolution of GPS-A positioning [Kido et al., 2015; Imano et al., 2015]. Sea-
trials using the moored buoy have been already conducted [Imano et al., 2015, 2017] and the continuous 
observation data (11 acoustic pings with 65 s interval once a week) were already obtained during about a 
year in each trial. Although the GPS-A data using the moored buoy have relatively large positioning errors 
(~0.3–1 m for each acoustic ping) due to handicap of arbitrary survey point with a single ranging [Imano 
et al., 2017], it is still possible to instantaneously detect large coseismic displacements due to a M8 class 
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large subduction earthquake. But, to measure smaller-scale events or postseismic deformation, it is 
important to improve the accuracy of the GPS-A positioning with the moored buoy in the future. 
 
5.3.4.  Improvement in Precision and Accuracy of GPS-A Positioning 
It has been suggested that a primary cause of estimation errors in the GPS-A positioning was horizontal 
inhomogeneity in the sound speed structure (SSS) [e.g., Spiess et al., 1998; Kido, 2007; Tadokoro et al., 
2008]. Current GPS-A positioning methods basically assume horizontally stratified SSS and only estimate 
temporal changes of the average sound speed, which result in the systematic errors in the positioning results 
due to the horizontal inhomogeneity in SSS. It has been reported that the horizontal inhomogeneity in SSS 
caused by the internal gravity wave was generally fluctuated with short-term periodicity (~0.5-3 h) [e.g., 
Speiss et al., 1998; Kido et al., 2006]. Its effects in accuracy can be reduced by conducting a much longer 
GPS-A survey (~0.5–3 days) than above time-scale for each site [e.g., Spiess et al., 1998; Kido et al., 2006; 
Chadwell & Spiess, 2008], which in turn prevents time-efficient GPS-A surveys. Furthermore, the short-
term fluctuation of the horizontal inhomogeneity in SSS degrade precision of the GPS-A positioning for 
each campaign, especially in the case that survey time is relatively short because of ship-time or bad sea 
conditions. Moreover, if the horizontal inhomogeneity in SSS is biased over the observation time, the 
systematic errors directly remain in the final positioning results, which make accuracy of the GPS-A 
positioning worse [e.g., Kido, 2013]. Actually, Tadokoro et al. [2008] reported such a biased SSS was 
caused by ocean currents in the Nankai region. Thus, it is important to reveal the horizontal inhomogeneity 
in SSS for improvement of the GPS-A positioning. 
The horizontal inhomogeneity in SSS is generally modeled as a gradient structure [e.g., Kido, 2007; 
Muto et al., 2008]. Tadokoro et al. [2015] performed successive CTD measurements using Underway CTD 
(UCTD) system along a circular track around the seafloor benchmark in the Nankai region, and they 
actually found strong horizontal gradient structure as a long-lasting biased SSS. Then, it has been tried to 
model the effects of the horizontal inhomogeneity in SSS from the GPS-A observation data as well as 
displacements of the GPS-A benchmarks [e.g., Kido, 2007; Yokota & Ishikawa, 2016; Yasuda et al., 2017]. 
In this approach, the gradient parameters (a gradient magnitude and a gradient azimuth, or gradient 
magnitudes in two components) are estimated together with displacements of the GPS-A benchmarks. Since 
the effects of the horizontal inhomogeneity in SSS should be appeared as a linear function of positions of 
a sea surface platform and seafloor transponders based on the assumption, Yasuda et al. [2017] estimated 
the gradient parameters of the long-term gradient structure and displacements of the GPS-A benchmarks 
using moving survey data. Similar challenge was also investigated by Yokota & Ishikawa [2016]. It was 
reported that their models improved repeatability of the final GPS-A positioning results at the sites that a 
strong ocean current was existed such as the Kuroshio current in Nankai region [Yasuda et al., 2017; Yokota 
& Ishikawa, 2016]. But, notice that their approaches require considerable moving survey data which are 
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not inherently suitable for estimating transponder array position changes and cannot eliminate the short-
term fluctuation of the horizontal inhomogeneity in SSS. Another way to estimate the gradient parameters 
is utilizing multiple acoustic paths with different nadir angles obtained almost at the same time. If more 
than five acoustic paths, which are properly distributed, are available, the gradient parameters at a moment 
and the transponder array position change are simultaneously estimated even by a single acoustic ping 
[Kido, 2007]. Note that the estimated gradient parameters in this case can describe a mixed gradient plane 
of both the short- and the long-term gradient structures. Then, two types of the observation styles have been 
proposed to increase the number of the acoustic paths: utilizing multiple sea surface platforms [e.g., 
Tadokoro et al., 2008], or deploying many transponders at a site [Kido, 2007]. For the observation style 
using the multiple sea surface platforms, the autonomous buoys introduced above (ASV or a wave glider) 
are useful instruments. For the observation style using many transponders at a site, several sites were 
already established in the off-Tohoku region (G04, G10, G15, and G19) and the off-Kumano region [Imano 
et al., 2015]. Although trial observation data of the both observation styles have been recently obtained, 
significant improvement through this method have not been still reported. It is required to reveal detailed 
spatiotemporal characteristics of the horizontal inhomogeneity in SSS by frequently conducting the direct 
measurements such as XCTD, UCTD, or XBT, and then to properly model the effects of the horizontal 
heterogeneity in SSS considering the information from the direct measurements. 
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Figure 5.1 | Slip distributions of the 2011 Tohoku-oki earthquake and free-air gravity 
anomaly 
Background color shows residual free-air/Bouguer-corrected gravity anomaly, and black chain line 
represents a tectonic boundary suggested by the residual gravity anomaly. [Bassett et al., 2016]. Black, red, 
and blue contours show the co-, positive post-, negative post-seismic slip distributions of the Tohoku 
earthquake, respectively. Dashed purple rectangle represents fault area of the 1896 Meiji-Sanriku 
earthquake [Tanioka & Seno, 2001]. Purple contours represent coseismic slip distributions of the M7-8 
class past subduction earthquakes [Yamanaka & Kikuchi, 2004; Nagai et al., 2001; Murotani et al., 2003]. 
Black and gray dots represent epicenters of interplate earthquakes prior to and after the Tohoku earthquake 
[Nakamura et al., 2016]. Yellow stars represent VLFEs after the Tohoku earthquake [Matsuzawa et al., 
2015]. Dashed black curve denotes the north-eastern limit of the Philippine Sea plate [Uchida et al., 2009]. 
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Figure 5.2 | Displacements due to SSE derived from SREs and GPS-A observations 
Black vectors show displacements at the GPS-A sites due to the SSE occurred in early 2015 estimated from 
SREs [Uchida, personal communication]. Orange rectangle indicates the SSE area defined from SREs 
[Uchida, personal communication]. Blue and red vectors show displacements due to the SSE with 1σ error 
ellipses estimated from the GPS-A data in Model-2 (single step alone) and in Model-3 (single trend and 
single step), respectively. Black contour shows the coseismic slip distribution obtained in this study (10 m 
intervals). Background colored patches show postseismic slip rates estimated by SREs (updated results of 
Uchida and Matsuzawa [2013]). Black dots represent the GPS-A sites of TU and JCG. Red stars show large 
earthquakes (>M5) occurred in the rectangle from Jan. 1, 2015 to Mar. 9, 2015, and the largest earthquake 
(Mw 6.7) was occurred on Feb. 17, 2015. Purple and cyan stars show moderate earthquakes (2<M<5) from 
Jan. 1, 2015 to Mar. 9, 2015, which were occurred prior to and after the largest earthquake, respectively. 

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Figure 5.3 | Time-series of the horizontal array position changes with three types of 
regression lines
Each panel shows the time series in easting (upper) and northing (lower) components. The estimated 
horizontal positions relative to ITRF2008 reference frame [Altamimi et al., 2012] with the aftershock 
correction are shown as black circles with 1σ errors, which were obtained in Chapter 3. Red, blue, and 
Green lines represent regression lines assuming single trend, single step, and combination of single trend 
and single step, respectively. The steps were given at Feb. 16, 2015. Colored values indicate the corrected 
AICs [Akaike, 1974; Sugiura, 1978] for the individual regression results. 
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Figure 5.3 | Continued 
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Figure 5.3 | Continued 
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Figure 5.3 | Continued 
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Figure 5.4 | Postseismic displacement rates with and without the SSE effects 
Black vectors show the original postseismic displacements rates estimated in Chapter 3 with 1σ error 
ellipses, while red vectors show the re-calculated postseismic displacements rates eliminating the effects of 
the SSE derived from the SREs [Uchida, personal communication]. Orange rectangle indicates the SSE 
area defined from SREs [Uchida, personal communication] as in Figure 5.3. Black contour shows the 
coseismic slip distribution obtained in this study (10 m interval). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 103 
  (a)                                (b) 
  
Figure 5.5 | Co- & post-seismic slip distributions eliminating the SSE effects 
Black, red, and blue contours show co-, positive post-, and negative post-seismic slip distributions, 
respectively, which were estimated by the viscoelastic inversion eliminating the contributions of the SSE 
occurred in the off-Iwate region. The constraint that the negative postseismic slip rates were restricted 
within the subducting rate was given in the panel a, while the non-negative constraint on the postseismic 
slip rate was given in the panel b. Green contours show coseismic slip distributions estimated by the 
traditional elastic inversion as obtained in Chapter 4.4. Black symbols represent the offshore geodetic sites 
same with Figure 4.3. 
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Figure 5.6 | PRAs with and without the SSE effects 
Black contours represent the original PRAs (coseismic slip over 20m slip) estimated by the viscoelastic 
inversion obtained in Chapter 4, while red contours represent the re-calculated PRAs eliminating the effects 
of the SSE. The constraint that the negative postseismic slip rates were restricted within the subducting rate 
was given in the coseismic slip distributions indicated by the solid contours, and the non-negative constraint 
on the postseismic slip rate was given in the coseismic slip distributions indicated by the dashed contours. 
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       (a) Obs. VS Cal. (All)             (b) Obs. VS Cal. (Postseismic slip) 
  
       (c) Obs. VS Cal. (VR)             (d) Obs. VS Res. 
  
Figure 5.7 | The observed and calculated postseismic vertical motions 
Red and blue bars in panels a–c show the observed postseismic uplift and subsidence displacement rates 
from Sep. 2012 to Sep. 2016, respectively. Magenta and cyan bars in panels a–c show the calculated 
postseismic uplift and subsidence rates in the same period, respectively, which are estimated from the co- 
and post-seismic slip distribution obtained in this study. The calculated postseismic displacement rates in 
panels a, b, and c consider both the postseismic slip and viscoelastic relaxation, the postseismic slip alone, 
and the viscoelastic relaxation alone, respectively. Red and blue bars in panel d residuals between the 
observed and calculated postseismic displacement rates.  
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6.  Conclusion 
 
In this study, the postseismic deformation field following the Tohoku earthquake in the whole off-
Tohoku region is obtained by means of the repeated GPS-A observations (Chapter 2 and 3), and then, using 
the observation results, the co- and post-seismic slip distributions are simultaneously estimated by the slip 
inversion employing viscoelastic Green’s functions (Chapter 4). These investigations reveal that the along-
trench variations of the shallow slip behaviors both in the co- and post-seismic period (Chapter 4), which 
provide us valuable information on the mechanical properties on the shallow plate interface in the off-
Tohoku region (Chapter 5). 
The GPS-A observations had been conducted from September 2012 to September 2016 at 20 sites of 
the GPS-A observation network newly established after the Tohoku earthquake, and 4–8 campaigns were 
conducted for each site. Then, the postseismic displacements both in the horizontal and vertical components 
at each site were estimated by the extended GPS-A positioning method of Kido et al. [2006]. 
The estimated horizontal deformation field shows evident spatial variation along the trench: (i) distinct 
landward motions in the PRA, evidencing the predominance of viscoelastic relaxation; (ii) remarkable 
trenchward motions in the south of the PRA, indicating rapid afterslip; and (iii) slight motions in the north 
of the PRA, suggesting insignificant contributions of the major deformation processes in the postseismic 
period (viscoelastic relaxation, afterslip, and fault locking). These major characteristics can be interpreted 
by combination of the existing viscoelastic relaxation model [Sun et al., 2014] and local afterslip, but, the 
observed significant landward motions in the northern edge of the PRA near the trench (around G06 and 
G07) require more contributions of the viscoelastic relaxation in this region than those predicted from the 
model above. This requirement suggests the extension of the PRA further north. 
As for the vertical component, the estimated vertical motions have much larger estimation errors than 
those in the horizontal components because of difficulty in solving the trade-off nature between the 
underwater sound speed and the vertical motions. Although the estimated vertical motions do not have 
enough precise for discussing the postseismic vertical motion, they show a spatially correlated deformation 
field: uplift in north region of the PRA and subsidence in the PRA. This suggests that their regional pattern 
may make sense in further interpretation of the postseismic deformation processes. Meanwhile, although 
the moving survey data are essential to solve the trade-off nature and to detect vertical motions by GPS-A 
observations [Sato et al., 2013b], it is found that the vertical motions could be addressed only by the point 
survey data at the GPS-A sites that have six transponders forming an inner and an outer triangle array. Such 
“multi-angled transponders” provide variation of shot-angles even by the point survey, which can solve the 
trade-off nature. 
Using both the co- and the post-seismic geodetic data including the above horizontal postseismic 
motions estimated from the GPS-A observations, the co- and post-seismic slip distributions were 
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simultaneously estimated by the slip inversion employing the viscoelastic Green’s functions. This inversion 
method can constrain the coseismic slip distribution not only by the coseismic displacements but also the 
postseismic displacements via the viscoelastic relaxation. Due to the above GPS-A observation results in 
the postseismic period, spatial resolution of the coseismic slip distribution near the trench in this study is 
greatly improved from the previous models derived only from the coseismic geodetic data. The estimated 
coseismic slip distribution demonstrates that the along-trench extent of SCR was extended further north up 
to 39.2° N compared with the previous models, which is consistent with the interpretation in Chapter 3. 
But, this northern limit of SCR is inconsistent with the coseismic slip models derived from the tsunami data 
that show SCR extended further north to ~39.5°–40.0° N [e.g., Satake et al., 2013; Romano et al., 2014]. 
This inconsistency suggests that the tsunami source at the north of 39.2°N was caused by a mechanism 
other than interplate fault slip, such as submarine landslide [e.g., Tappin et al., 2014; Hossen et al., 2015; 
Jiang & Simons, 2016], inelastic deformation, or subsidiary faulting [Fujiwara et al., 2017]. Moreover, the 
afterslip distribution was also estimated in the above slip inversion. Due to the above GPS-A observation 
results near the trench, the shallow afterslip is further constrained in this model, compared with the previous 
afterslip models, which is found to be localized around G17. 
As indicated above, this study addressed the detailed slip distributions associated with the Tohoku 
earthquake by advantageous spatially enhanced GPS-A observation network and the viscoelastic inversion. 
The enhanced GPS-A observations provide adequate information for constraining the slip distribution. As 
discussed in Chapter 5 in detail, it is important to investigate the spatiotemporal evolution of the postseismic 
slip by introducing more frequent and precise GPS-A observation surveys in the future. Meanwhile, this 
study also demonstrated the importance of the viscoelastic inversion although the geodetic slip inversion 
has been generally performed assuming elastic media. Moreover, considering the distinctive utility of the 
viscoelastic inversion that constrains coseismic slip distribution even by postseismic data, it is expected 
that an extension (or construction) of geodetic observation network even after a mainshock takes important 
role to reveal its coseismic slip behavior. 
Since spatial distributions of the seismic and aseismic slip might reflect the mechanical properties on 
the plate interface, the estimated co- and post-seismic slip distributions in this study will be utilized in 
earthquake cycle simulations and will provide valuable information on assessment of future seismic events. 
Moreover, the precise slip distributions are also useful for investigating structural effects for the mechanical 
properties on the plate interface; the aseismic slip area in this study is spatially correlated with the fluid-
rich region where the channel-like accretionary complexes are found [e.g., Tsuru et al., 2002; Bassett et al., 
2016]. Such comparative studies are important to investigate potential of occurrence of large interplate 
earthquakes. 
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Appendix 
 
Appendix Table 1 | Coseismic steps caused by the pair of aftershocks on 7 
December 2012 
Expected coseismic displacements due to the pair of aftershocks successively occurred on December 7, 
2012 at the nearby GPS-A observation sites for the aftershock correction are listed. They were calculated 
in a uniformly elastic half space [Okada, 1992] using point sources of the GCMT solutions. 
 
Site 
Displacement (cm) 
Abs. Eastward Northward Uplift 
G10 2.31 -1.52 1.70 0.35 
G11 2.03 -1.06 -0.04 1.73 
G12 9.28 -7.46 4.76 2.81 
G13 7.30 -6.86 2.29 0.97 
G14 2.96 -2.88 0.69 0.02 
G15 6.77 -6.20 0.16 2.71 
G16 1.82 -1.64 -0.52 0.58 
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Appendix Table 2 | Estimated array position changes in horizontal components 
Original estimated array positions with 1σ standard deviation relative to the initial position of the first 
survey at each site are listed (without the aftershock correction). The positions are based on the ITRF2008 
reference frame [Altamimi et al., 2012]. The graphs of the estimated positions time series are shown in 
Figure 3.2. The number of pings in the fixed-point surveys at each campaign are also listed. 
 
Period Displacement (cm) Standard deviation (cm) Number of 
pings (year) Eastward Northward Eastward Northward 
(a) G01           
2012.698 0.00 0.00 8.46 5.21 217 
2013.550 -13.03 3.24 5.48 4.44 562 
2013.830 -9.12 4.41 6.75 9.21 741 
2014.167 -16.88 5.81 3.81 5.36 647 
2014.709 -19.82 12.78 6.04 6.69 309 
2015.356 -14.27 10.96 9.24 6.59 1030 
2016.381 -31.73 8.17 5.70 5.05 587 
(b) G02           
2012.723 0.00 0.00 4.94 5.11 435 
2013.608 -5.15 3.83 4.99 4.48 1187 
2013.838 -0.03 -9.44 5.05 5.35 569 
2015.178 -1.97 -4.55 3.47 3.81 757 
2015.838 -0.01 0.79 6.38 4.72 663 
2016.367 -10.45 -6.46 8.59 6.45 585 
(c) G03           
2012.726 0.00 0.00 6.00 5.72 701 
2013.611 3.72 -0.65 2.19 4.26 1226 
2013.841 0.82 2.61 5.04 6.77 827 
2015.178 14.06 -2.69 4.59 3.03 751 
2015.841 11.06 0.42 5.01 4.35 687 
2016.367 6.97 -2.77 7.16 5.65 554 
(d) G04           
2012.728 0.00 0.00 5.10 5.54 938 
2013.613 12.37 -16.02 4.90 4.05 213 
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2013.843 -0.71 -0.84 7.53 6.30 871 
2015.181 11.98 -19.21 2.80 3.50 1111 
2015.841 4.12 -19.74 3.50 3.90 554 
2016.370 1.53 -14.43 6.79 6.14 602 
(e) G05           
2012.720 0.00 0.00 7.28 7.10 280 
2013.616 7.53 -4.50 3.88 3.74 1251 
2013.843 6.45 -0.24 9.44 7.69 1051 
2015.194 13.67 -5.59 2.65 6.07 1104 
2016.364 9.53 -13.01 7.73 4.65 592 
(f) G06           
2012.756 0.00 0.00 10.94 11.38 349 
2013.597 -0.50 1.30 4.22 3.48 1492 
2013.846 -0.77 5.46 4.62 5.46 894 
2015.197 -5.21 2.92 5.88 6.36 756 
2015.350 -1.37 -4.37 4.62 10.49 648 
2015.843 -11.30 6.07 9.68 6.33 605 
2016.372 -25.57 2.79 4.37 6.43 554 
(g) G07           
2012.756 0.00 0.00 6.14 7.44 350 
2013.594 -12.76 0.86 7.76 4.57 1364 
2013.849 -9.12 -3.74 4.61 4.60 753 
2015.197 -22.70 4.59 6.17 6.22 1051 
2015.846 -33.90 8.48 7.18 7.14 587 
2016.378 -40.93 12.21 7.27 9.42 348 
(h) G08           
2012.739 0.00 0.00 5.62 11.27 954 
2013.591 -1.42 -1.56 10.54 5.33 1433 
2013.849 -5.96 -7.66 6.89 3.27 516 
2015.200 -26.28 4.67 6.30 6.51 1203 
2015.849 -29.31 3.24 6.48 4.84 551 
2016.378 -29.16 6.07 9.18 7.43 614 
(i) G09           
2012.701 0.00 0.00 10.24 7.72 711 
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2013.591 -12.23 -13.71 4.53 4.84 788 
2013.832 -16.52 -17.90 3.77 3.92 814 
2015.203 -34.95 -11.50 5.37 4.96 1237 
2015.849 -43.09 -11.89 4.74 5.53 575 
2016.383 -47.76 -6.05 6.62 7.95 485 
(j) G10           
2012.704 0.00 0.00 8.56 5.58 362 
2012.914 1.18 12.34 8.12 4.82 106 
2013.575 -4.51 0.96 5.89 5.90 119 
2014.172 -8.31 -14.40 3.44 4.56 180 
2014.720 -29.35 2.54 6.71 4.03 522 
2015.887 -33.94 -12.12 6.55 10.90 516 
2016.386 -37.18 -1.18 6.09 6.91 614 
(k) G11           
2013.578 0.00 0.00 5.89 5.79 1116 
2013.824 -6.13 -5.84 8.41 4.37 866 
2014.164 0.78 2.87 6.29 4.34 477 
2015.205 -12.93 -1.04 3.75 3.28 933 
2015.723 -17.26 0.33 6.33 5.85 1629 
2016.356 -30.10 8.48 6.30 4.49 426 
(l) G12           
2012.706 0.00 0.00 5.75 5.73 834 
2013.580 4.49 -7.30 7.22 5.53 1020 
2013.797 0.96 -2.42 5.34 4.24 659 
2015.205 -7.88 3.11 6.55 3.21 594 
2015.339 -19.20 0.62 8.32 9.51 1921 
2016.353 -43.75 4.16 5.34 5.39 637 
(m) G13           
2013.589 0.00 0.00 3.54 8.12 1276 
2013.799 -6.18 7.65 5.71 5.81 494 
2015.205 -26.25 6.45 8.01 3.01 892 
2015.731 -21.09 5.11 6.29 6.28 1801 
2015.879 -28.30 9.51 5.65 5.59 444 
2016.717 -37.63 12.56 8.74 5.86 397 
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(n) G14           
2012.736 0.00 0.00 11.52 10.61 273 
2012.912 -25.77 7.36 5.27 3.93 719 
2013.580 -28.82 10.49 6.55 6.12 1471 
2014.159 -29.29 9.67 5.37 4.58 1048 
2015.370 -31.85 13.06 6.77 5.02 2219 
2015.734 -39.80 10.46 5.22 6.33 909 
2015.890 -41.68 9.09 4.24 3.63 291 
2016.348 -42.73 4.56 5.07 5.29 389 
(o) G15           
2014.164 0.00 0.00 3.33 3.62 1170 
2015.857 -11.34 -2.52 6.16 4.32 666 
2016.350 -37.36 6.25 5.24 6.15 359 
2016.728 -20.66 7.41 8.48 8.21 291 
(p) G16           
2012.914 0.00 0.00 6.61 10.66 843 
2013.569 -0.45 0.23 6.59 5.42 1264 
2014.162 -1.29 9.06 2.79 5.95 1229 
2015.167 -10.45 6.11 6.70 3.24 952 
2015.736 -12.27 -3.82 7.42 7.01 824 
2015.879 -14.48 2.63 3.42 4.44 382 
2016.345 -27.87 5.09 5.04 5.29 224 
2016.734 -11.49 9.82 5.35 6.36 244 
(q) G17           
2012.687 0.00 0.00 4.99 9.38 308 
2013.567 11.77 -25.96 4.35 3.84 997 
2015.162 30.51 -32.31 4.18 6.85 754 
2015.876 28.40 -38.87 3.79 3.39 550 
2016.345 27.21 -37.89 6.39 6.29 256 
2016.745 32.98 -46.42 5.53 7.47 685 
(r) G18           
2012.682 0.00 0.00 8.46 6.09 413 
2013.542 -10.30 -7.34 6.93 4.52 1126 
2014.151 4.13 -14.96 8.38 11.43 1046 
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2015.151 16.81 -17.60 5.26 5.72 1184 
2015.865 13.93 -21.05 4.42 4.19 610 
2016.339 19.39 -30.49 7.89 7.48 262 
(s) G19           
2012.684 0.00 0.00 4.04 5.08 307 
2013.564 10.50 -9.85 5.44 4.83 209 
2014.156 4.82 -6.61 3.35 4.31 1208 
2015.162 9.93 -18.90 4.18 4.31 412 
2015.868 19.90 -14.22 3.32 5.73 316 
2016.337 24.18 -21.91 4.30 4.42 255 
(t) G20           
2013.561 0.00 0.00 5.22 4.81 849 
2014.153 -5.75 -2.90 4.38 4.26 1142 
2015.153 7.12 -10.23 5.16 5.45 1437 
2015.868 4.14 -12.98 5.11 6.70 565 
2016.334 5.93 -17.99 6.96 9.31 458 
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Appendix Table 3 | Estimated postseismic DRs in horizontal components relative 
to the North American plate 
Estimated postseismic displacement rates in eastward and northward components relative to the North 
American plate in the MORVEL model [DeMets et al., 2010] are listed. Site name, geographic positions 
of array center, 1σ standard deviations of the displacement rates, correlations between the eastward and the 
northward components of the linear fitting residuals, and the total number of campaigns at each site are 
also listed. 
 
Site 
Site Position 
Displacement rate 
(cm/yr) 
Standard deviation 
(cm/yr) 
Corre-      
lation 
Number of 
campaigns 
Lon. (°E) Lat. (°N) Depth (m) Eastward Northward Eastward Northward 
G01 144.954 38.697 5490 -8.3 5.1 1.6 1.1 0.07 7 
G02 144.047 40.737 4672 -2.4 0.6 1.3 1.7 -0.04 6 
G03 143.967 40.126 4218 2.0 0.9 1.3 0.6 -0.37 6 
G04 143.897 39.566 4586 -0.6 -2.9 2.1 2.2 -0.94 6 
G05 143.317 39.326 2085 1.8 -1.7 1.3 0.9 0.41 5 
G06 143.850 39.303 4770 -5.3 2.4 2.1 1.2 -0.29 7 
G07 143.940 38.943 5550 -11.7 5.2 1.0 1.0 -0.64 6 
G08 143.647 38.721 3473 -10.6 3.7 1.3 1.3 -0.46 6 
G09 143.792 38.481 5646 -14.1 1.5 0.4 2.2 0.66 6 
G10 143.483 38.302 3271 -12.1 -1.4 1.5 2.5 -0.39 7 
G11 143.802 38.267 5548 -10.7 4.3 1.8 1.6 0.14 6 
G12 143.532 38.021 4370 -12.6 3.4 3.3 1.2 -0.39 6 
G13 143.199 37.933 2480 -12.1 4.2 1.5 1.2 -0.52 6 
G14 142.775 37.892 1312 -6.8 2.4 2.4 1.1 -0.59 8 
G15 143.521 37.677 5264 -11.8 4.3 6.1 2.3 -0.46 4 
G16 143.048 37.334 4407 -5.9 3.1 1.6 1.3 0.28 8 
G17 142.715 36.899 4232 6.7 -8.4 1.4 1.9 -0.52 6 
G18 141.983 36.616 2491 5.4 -5.8 2.2 0.9 0.10 6 
G19 142.671 36.496 5725 5.0 -3.6 1.4 1.2 -0.12 6 
G20 142.083 36.158 2743 1.5 -4.8 1.9 0.4 -0.46 5 
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Appendix Table 4 | Estimated array position changes in vertical component 
Estimated array positions with 1σ standard deviation in vertical component at each site are listed (without 
the aftershock correction). The graphs of the estimated positions time series are shown in Figure 3.6. A 
circle symbol indicates that moving survey is included other than point survey. 
 
Time (year) 
Displacement 
(cm) 
Standard 
deviation 
(cm) 
Moving 
survey 
(a) G01 (Number of transponders: 4)
2012.698 -39.7 66.8 ○ 
2013.550 6.1 140.7  
2013.830 -0.2 60.4 ○ 
2014.167 -14.0 818.7  
2014.709 7.3 79.3 ○ 
2015.356 -558.9 589.8  
2016.381 -382.0 439.2  
(b) G02 (Number of transponders: 4) 
2012.723 19.1 50.0 ○ 
2013.608 -0.1 67.1 ○ 
2013.838 22.8 54.8 ○ 
2015.178 29.6 69.7 ○ 
2015.838 21.9 73.8 ○ 
2016.367 11.1 92.0 ○ 
(c) G03(Number of transponders: 4)
2012.726 -13.2 55.3 ○ 
2013.611 -0.2 44.1 ○ 
2013.838 -4.6 47.0 ○ 
2015.178 -10.9 83.5 ○ 
2015.841 4.0 45.9 ○ 
2016.367 -14.9 52.9 ○ 
(d) G04(Number of transponders: 6)
2012.728 1.2 16.7 ○ 
2013.613 20.8 25.4 ○ 
2013.841 -0.2 9.9 ○ 
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2015.181 24.5 14.5 ○ 
2015.841 26.7 23.7 ○ 
2016.370 30.2 20.7 ○ 
(e) G05(Number of transponders: 4)
2012.720 -5.5 16.7 ○ 
2013.613 -0.2 26.5 ○ 
2013.843 -21.0 130.9  
2015.194 -1.4 50.8 ○ 
2016.364 10.6 54.2 ○ 
(f) G06(Number of transponders: 4)
2012.756 -15.0 35.9 ○ 
2013.597 -0.2 42.7 ○ 
2013.846 -16.1 42.0 ○ 
2015.197 -2.7 142.2 ○ 
2015.350 4.0 164.8 ○ 
2015.843 5.1 93.8 ○ 
2016.372 0.1 186.2 ○ 
(g) G07(Number of transponders: 3)
2012.756 12.1 317.3  
2013.594 37.5 93.1 ○ 
2013.846 -0.2 40.9 ○ 
2015.197 10.8 132.0 ○ 
2015.846 12.7 85.7 ○ 
2016.378 90.7 1156.1  
(h) G08(Number of transponders: 4)
2012.739 -0.4 19.8 ○ 
2013.591 -0.2 36.2 ○ 
2013.849 -18.5 26.8 ○ 
2015.200 -11.9 51.9 ○ 
2015.849 45.9 436.3  
2016.378 -24.8 62.9 ○ 
(i) G09(Number of transponders: 4)
2012.701 12.6 76.9 ○ 
2013.589 40.6 101.9 ○ 
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2013.830 -0.2 34.7 ○ 
2015.203 1.3 140.2 ○ 
2015.849 55.6 1632.1  
2016.383 3.2 113.1 ○ 
(j) G10 (Number of transponders: 6) 
2012.704 -0.8 14.4 ○ 
2012.914 0.2 37.1  
2013.575 -12.4 30.8 ○ 
2014.170 0.4 44.1 ○ 
2014.720 -2.9 25.4  
2015.887 0.0 19.1  
2016.386 -19.8 12.6 ○ 
(k) G11(Number of transponders: 4)
2012.709 43.3 43.9 ○ 
2013.578 -0.2 61.1 ○ 
2013.824 21.0 46.5 ○ 
2014.164 -113.9 699.1  
2015.205 15.5 94.6 ○ 
2015.723 170.1 758.2  
2016.356 -27.2 127.5 ○ 
(l) G12(Number of transponders: 3)
2012.706 -2.9 60.8 ○ 
2013.578 -0.3 170.5 ○ 
2013.797 -5.7 55.1 ○ 
2014.164 -38.2 2358.0  
2015.205 6.1 772.6  
2015.339 -7.8 42.7 ○ 
2016.353 5.5 173.3 ○ 
(m) G13(Number of transponders: 4)
2013.586 29.7 25.8 ○ 
2013.799 -0.2 16.6 ○ 
2015.205 19.7 22.2 ○ 
2015.731 -216.2 932.6  
2015.879 -21.1 148.3  
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2016.717 -29.0 47.9  
(n) G14(Number of transponders: 4)
2012.736 12.0 12.3 ○ 
2012.912 1.5 23.4 ○ 
2013.580 -0.2 11.5 ○ 
2014.159 7.0 43.6 ○ 
2015.370 -0.1 24.7 ○ 
2015.734 37.7 69.2  
2015.890 23.2 26.3 ○ 
2016.348 -38.4 17.8 ○ 
(o) G15(Number of transponders: 6)
2014.162 -18.6 23.6 ○ 
2015.857 -20.3 19.4  
2016.350 -16.8 27.5 ○ 
2016.728 -47.5 38.1  
(p) G16(Number of transponders: 4)
2012.914 318.7 2966.3  
2013.569 5.1 52.0 ○ 
2014.162 -7.3 26.6 ○ 
2015.167 -7.7 74.7 ○ 
2015.736 984.9 8292.6  
2015.876 -4.8 56.4 ○ 
2016.345 28.0 415.4  
2016.734 32.5 2813.4  
(q) G17(Number of transponders: 4)
2012.687 -22.6 32.0 ○ 
2013.567 -0.1 27.4 ○ 
2015.162 17.8 347.9  
2015.876 33.2 47.1 ○ 
2016.345 134.0 2448.5  
2016.745 -26.2 79.0  
(r) G18(Number of transponders: 4)
2012.682 1.4 5.4 ○ 
2013.542 15.7 18.7 ○ 
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2014.151 -0.5 24.2 ○ 
2015.151 -15.8 10.6 ○ 
2015.865 8.7 12.9 ○ 
2016.337 -2.5 22.8 ○ 
(s) G19(Number of transponders: 6)
2012.684 -24.4 40.6  
2013.564 -19.7 28.3 ○ 
2014.156 -6.7 24.5 ○ 
2015.162 -15.4 26.1  
2015.868 -2.3 21.9  
2016.337 -6.8 27.0 ○ 
(t) G20(Number of transponders: 4)
2013.561 -0.2 19.1 ○ 
2014.153 -17.7 49.9 ○ 
2015.153 -11.5 21.9 ○ 
2015.868 -26.3 24.5 ○ 
2016.334 -10.7 45.9 ○ 
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Appendix Table 5 | Estimated postseismic DRs in vertical component 
Site name, geographic positions of array center, estimated postseismic displacement rates in the vertical 
component, 1σ standard deviations of the displacement rates, and total number of campaigns used in the 
estimation are listed. The total number of campaigns for each site is slightly smaller than those used in the 
horizontal components because the campaigns without moving survey data are excluded in this estimation 
except the site with the multi-angled transponders (with six transponders). 
 
Site 
Site Position 
Displacement 
rate (cm) 
Standard 
deviation 
(cm/yr) 
Number of 
campaigns Lon. (°E) Lat. (°N) Depth (m) 
G01 144.954 38.697 5490 24.9 7.7 3 
G02 144.047 40.737 4672 1.3 3.7 6 
G03 143.967 40.126 4218 0.3 2.7 6 
G04 143.897 39.566 4586 9.8 3.1 6 
G05 143.317 39.326 2085 3.7 1.5 4 
G06 143.850 39.303 4770 5.3 2.0 7 
G07 143.940 38.943 5550 1.6 12.2 4 
G08 143.647 38.721 3473 -7.0 2.8 5 
G09 143.792 38.481 5646 -3.5 7.1 5 
G10 143.483 38.302 3271 -4.0 2.3 7 
G11 143.802 38.267 5548 -8.0 9.3 4 
G12 143.532 38.021 4370 -2.0 3.0 5 
G13 143.199 37.933 2480 5.4 18.8 3 
G14 142.775 37.892 1312 -8.2 5.8 7 
G15 143.521 37.677 5264 -4.0 8.2 4 
G16 143.048 37.334 4407 -2.3 3.8 4 
G17 142.715 36.899 4232 17.3 2.5 3 
G18 141.983 36.616 2491 -1.7 3.8 6 
G19 142.671 36.496 5725 4.7 1.8 6 
G20 142.083 36.158 2743 -8.2 4.7 5 
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Appendix Table 6 | Linear regression results for detection of the SSE 
Estimates of linear regression with estimation errors assuming Model-1, -2, and -3, and AIC values are 
listed. Single trend alone indicating stable movement with no SSE step (Model-1), single step at the starting 
day of SSE alone indicating no stable movement with a SSE step (Model-2), and combination of the single 
trend and the single step indicating stable movement with a SSE step (Model-3) are assumed, respectively 
(See Chapter 5.2 in detail). Notice that the estimates of the trend in Model-1 are slightly different from the 
postseismic DRs estimated in Chapter 3 (Figure 3.2) because the simple linear regression and the robust 
linear regression are performed in Model-1 and Chapter 3, respectively. 
 
Site Comp. Model 
Intercept (cm) Trend (cm) Step (cm) 
AIC C-AIC 
Estimate Error Estimate Error Estimate Error 
G01 EW 1 -2.9 3.2 -7.2 1.6 NaN NaN -21.26 -18.26 
G01 EW 2 -11.8 4.0 NaN NaN -11.2 7.4 -12.46 -9.46 
G01 EW 3 0.4 2.8 -11.1 2.1 11.8 5.3 -24.99 -16.99 
G01 NS 1 1.8 2.2 2.8 1.1 NaN NaN -26.64 -23.64 
G01 NS 2 5.2 1.9 NaN NaN 4.3 3.6 -22.49 -19.49 
G01 NS 3 0.5 2.6 4.3 2.0 -4.6 4.9 -26.05 -18.05 
G02 EW 1 -0.2 2.9 -1.5 1.3 NaN NaN -19.79 -15.79 
G02 EW 2 -1.7 2.6 NaN NaN -2.4 3.6 -18.76 -14.76 
G02 EW 3 1.1 3.4 -4.2 3.6 7.7 9.3 -19.02 -7.02 
G02 NS 1 -0.8 3.9 -1.0 1.7 NaN NaN -16.49 -12.49 
G02 NS 2 -1.9 3.2 NaN NaN -1.5 4.5 -16.19 -12.19 
G02 NS 3 0.2 4.9 -3.0 5.1 5.7 13.2 -14.86 -2.86 
G03 EW 1 0.5 3.0 3.0 1.3 NaN NaN -19.54 -15.54 
G03 EW 2 1.5 1.7 NaN NaN 9.2 2.3 -24.01 -20.01 
G03 EW 3 2.9 2.4 -2.1 2.5 14.3 6.5 -23.32 -11.32 
G03 NS 1 0.8 1.4 -0.7 0.6 NaN NaN -28.57 -24.57 
G03 NS 2 0.7 1.0 NaN NaN -2.3 1.4 -29.81 -25.81 
G03 NS 3 0.1 1.6 0.8 1.7 -4.2 4.3 -28.25 -16.25 
G04 EW 1 4.3 4.7 0.3 2.1 NaN NaN -14.09 -10.09 
G04 EW 2 3.9 3.7 NaN NaN 2.0 5.3 -14.26 -10.26 
G04 EW 3 5.8 5.8 -2.8 6.1 8.7 15.8 -12.67 -0.67 
G04 NS 1 -3.3 5.1 -4.5 2.2 NaN NaN -13.19 -9.19 
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G04 NS 2 -5.6 3.9 NaN NaN -12.2 5.5 -13.84 -9.84 
G04 NS 3 -5.1 6.2 -0.8 6.5 -10.2 16.9 -11.87 0.13 
G05 EW 1 3.1 2.7 2.7 1.3 NaN NaN -17.40 -11.40 
G05 EW 2 4.7 2.2 NaN NaN 6.9 3.4 -17.25 -11.25 
G05 EW 3 3.6 3.6 1.6 3.7 3.2 9.7 -15.67 8.33 
G05 NS 1 0.8 1.8 -3.4 0.9 NaN NaN -21.04 -15.04 
G05 NS 2 -1.6 2.1 NaN NaN -7.7 3.3 -17.42 -11.42 
G05 NS 3 1.1 2.5 -3.9 2.6 1.6 6.8 -19.18 4.82 
G06 EW 1 4.3 4.6 -5.5 2.0 NaN NaN -16.79 -13.79 
G06 EW 2 -0.4 4.8 NaN NaN -10.4 6.3 -13.45 -10.45 
G06 EW 3 6.7 4.9 -11.0 5.1 14.8 12.6 -16.85 -8.85 
G06 NS 1 1.3 2.7 0.4 1.2 NaN NaN -24.15 -21.15 
G06 NS 2 2.3 2.2 NaN NaN -0.4 3.0 -24.03 -21.03 
G06 NS 3 -0.1 2.9 3.7 3.0 -8.9 7.4 -24.29 -16.29 
G07 EW 1 0.1 2.2 -10.8 1.0 NaN NaN -23.18 -19.18 
G07 EW 2 -7.3 4.6 NaN NaN -25.2 6.5 -11.73 -7.73 
G07 EW 3 1.0 2.6 -12.9 2.8 5.8 7.2 -22.36 -10.36 
G07 NS 1 -3.1 2.2 3.7 1.0 NaN NaN -23.20 -19.20 
G07 NS 2 -1.0 1.8 NaN NaN 9.4 2.6 -22.70 -18.70 
G07 NS 3 -2.4 2.7 2.2 2.9 4.1 7.5 -21.76 -9.76 
G08 EW 1 2.7 3.0 -9.7 1.3 NaN NaN -19.46 -15.46 
G08 EW 2 -2.5 1.4 NaN NaN -25.8 2.1 -25.62 -21.62 
G08 EW 3 -0.2 1.4 -3.5 1.5 -17.4 3.8 -30.01 -18.01 
G08 NS 1 -3.8 2.9 2.5 1.3 NaN NaN -19.94 -15.94 
G08 NS 2 -3.1 1.8 NaN NaN 7.7 2.5 -23.36 -19.36 
G08 NS 3 -1.6 2.5 -2.2 2.7 13.1 7.0 -22.60 -10.60 
G09 EW 1 -0.8 0.9 -13.2 0.4 NaN NaN -34.38 -30.38 
G09 EW 2 -9.6 4.4 NaN NaN -32.3 6.2 -12.33 -8.33 
G09 EW 3 -1.1 1.1 -12.6 1.1 -1.5 3.0 -32.89 -20.89 
G09 NS 1 -9.2 5.0 -0.5 2.2 NaN NaN -13.36 -9.36 
G09 NS 2 -10.5 4.0 NaN NaN 0.7 5.7 -13.30 -9.30 
G09 NS 3 -6.7 5.7 -5.7 6.0 14.7 15.6 -12.91 -0.91 
G10 EW 1 3.0 3.2 -11.0 1.5 NaN NaN -19.60 -16.60 
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G10 EW 2 -7.3 4.8 NaN NaN -26.8 8.9 -9.80 -6.80 
G10 EW 3 3.8 4.0 -12.1 3.4 3.7 9.8 -17.84 -9.84 
G10 NS 1 2.7 5.5 -3.4 2.6 NaN NaN -12.10 -9.10 
G10 NS 2 -0.7 4.3 NaN NaN -7.6 8.1 -11.16 -8.16 
G10 NS 3 3.5 7.0 -4.7 5.8 4.1 16.9 -10.20 -2.20 
G11 EW 1 1.2 2.9 -9.9 1.8 NaN NaN -18.67 -14.67 
G11 EW 2 -1.8 4.0 NaN NaN -18.3 5.6 -13.57 -9.57 
G11 EW 3 1.4 3.3 -11.5 5.6 3.5 11.4 -16.86 -4.86 
G11 NS 1 -2.5 2.6 2.7 1.6 NaN NaN -19.84 -15.84 
G11 NS 2 -1.0 2.8 NaN NaN 3.6 3.9 -17.83 -13.83 
G11 NS 3 -3.2 2.4 8.0 3.9 -11.6 8.1 -20.97 -8.97 
G12 EW 1 13.7 8.6 -10.3 3.9 NaN NaN -6.93 -2.93 
G12 EW 2 6.8 7.9 NaN NaN -22.9 11.2 -5.28 -1.28 
G12 EW 3 14.1 10.9 -11.1 11.4 2.4 28.2 -4.94 7.06 
G12 NS 1 -6.3 3.5 1.1 1.6 NaN NaN -17.59 -13.59 
G12 NS 2 -6.4 2.6 NaN NaN 4.3 3.7 -18.68 -14.68 
G12 NS 3 -4.5 3.8 -2.9 3.9 11.0 9.7 -17.71 -5.71 
G13 EW 1 -2.5 2.9 -11.1 1.5 NaN NaN -19.61 -15.61 
G13 EW 2 -3.1 4.5 NaN NaN -25.2 5.5 -14.45 -10.45 
G13 EW 3 -2.1 3.3 -9.1 4.2 -5.3 10.0 -18.15 -6.15 
G13 NS 1 2.9 2.2 2.6 1.2 NaN NaN -22.78 -18.78 
G13 NS 2 3.8 2.8 NaN NaN 4.6 3.4 -20.18 -16.18 
G13 NS 3 3.3 2.3 5.1 3.0 -6.5 7.1 -22.30 -10.30 
G14 EW 1 -14.2 4.7 -7.4 2.1 NaN NaN -16.41 -14.01 
G14 EW 2 -19.5 4.9 NaN NaN -16.6 7.0 -12.69 -10.29 
G14 EW 3 -12.1 5.4 -12.2 6.0 13.7 15.9 -15.51 -9.51 
G14 NS 1 5.9 2.4 0.9 1.1 NaN NaN -27.12 -24.72 
G14 NS 2 6.5 2.0 NaN NaN 2.1 2.9 -26.93 -24.53 
G14 NS 3 5.8 3.0 1.2 3.3 -0.9 8.7 -25.14 -19.14 
G15 EW 1 0.3 11.5 -11.0 6.1 NaN NaN -4.41 7.60 
G15 EW 2 0.0 13.2 NaN NaN -23.1 15.2 -3.63 8.37 
G15 EW 3 0.0 16.9 -12.8 27.4 4.4 61.9 -2.43 0.00 
G15 NS 1 -1.6 4.3 2.7 2.3 NaN NaN -12.20 -0.20 
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G15 NS 2 0.0 5.4 NaN NaN 3.7 6.3 -10.73 1.27 
G15 NS 3 0.0 2.6 11.7 4.1 -21.5 9.4 -17.53 0.00 
G16 EW 1 3.1 4.0 -5.3 1.6 NaN NaN -20.99 -18.59 
G16 EW 2 0.5 3.4 NaN NaN -14.2 4.3 -20.96 -18.56 
G16 EW 3 2.3 4.4 -2.8 4.1 -7.3 11.0 -19.68 -13.68 
G16 NS 1 1.5 3.4 1.2 1.3 NaN NaN -23.93 -21.53 
G16 NS 2 3.4 3.0 NaN NaN 1.0 3.8 -23.05 -20.65 
G16 NS 3 0.3 3.3 5.0 3.1 -11.0 8.2 -24.42 -18.42 
G17 EW 1 3.8 3.9 7.6 1.4 NaN NaN -17.33 -13.33 
G17 EW 2 5.9 3.3 NaN NaN 23.9 4.1 -18.09 -14.09 
G17 EW 3 4.3 3.7 3.5 3.5 13.7 11.0 -17.80 -5.80 
G17 NS 1 -7.9 5.2 -9.4 1.9 NaN NaN -13.85 -9.85 
G17 NS 2 -13.0 7.4 NaN NaN -25.9 9.1 -8.49 -4.49 
G17 NS 3 -7.5 5.7 -12.5 5.5 10.5 17.1 -12.55 -0.55 
G18 EW 1 -6.1 4.9 6.9 2.1 NaN NaN -13.88 -9.88 
G18 EW 2 -2.1 3.2 NaN NaN 18.8 4.6 -15.99 -11.99 
G18 EW 3 -3.4 5.2 1.8 4.7 14.7 12.1 -14.27 -2.27 
G18 NS 1 -1.0 2.1 -7.3 0.9 NaN NaN -24.30 -20.30 
G18 NS 2 -7.4 4.1 NaN NaN -15.6 5.8 -13.17 -9.17 
G18 NS 3 0.5 1.7 -10.2 1.6 8.1 4.1 -27.33 -15.33 
G19 EW 1 0.2 3.2 5.9 1.4 NaN NaN -19.24 -15.24 
G19 EW 2 5.1 3.7 NaN NaN 12.9 5.2 -14.45 -10.45 
G19 EW 3 -0.5 3.9 7.2 3.6 -3.8 9.2 -17.57 -5.57 
G19 NS 1 -1.8 2.9 -5.2 1.2 NaN NaN -20.46 -16.46 
G19 NS 2 -5.5 2.6 NaN NaN -12.9 3.7 -18.66 -14.66 
G19 NS 3 -2.5 3.5 -3.8 3.2 -4.1 8.2 -18.95 -6.95 
G20 EW 1 -2.4 3.3 3.2 1.8 NaN NaN -15.98 -9.98 
G20 EW 2 -2.9 1.9 NaN NaN 8.6 2.4 -20.68 -14.68 
G20 EW 3 -2.0 2.0 -3.0 2.8 14.3 5.8 -20.95 3.05 
G20 NS 1 0.4 0.8 -6.3 0.4 NaN NaN -30.68 -24.68 
G20 NS 2 -1.5 2.4 NaN NaN -12.3 3.1 -18.10 -12.10 
G20 NS 3 0.3 0.9 -6.1 1.3 -0.6 2.6 -28.80 -4.80 
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