We present various techniques to count proportions of permutations with restricted cycle structure in finite permutation groups. For example, we show how a generalized block theory for symmetric groups, developed by Külshammer, Olsson, and Robinson, can be used for such calculations. The paper includes improvements of recurrence relations of Glasby, results on average numbers of fixed points in certain permutations, and a remark on a conjecture of Robinson related to the so-called k(GV )-problem of representation theory. We extend and give alternative proofs for previous results of Erdős, Turán; Glasby; Beals, Leedham-Green, Niemeyer, Praeger, Seress.
Introduction
Let ≥ 2 be an integer. An -regular element is a permutation of finite order where no cycle (in its disjoint cycle decomposition) has length divisible by . The notion of an -regular element appears naturally in combinatorics, computational group theory and in the representation theory of finite groups.
The starting point of this paper is an old result of Erdős and Turán [6] stating that the proportion of -regular elements s (n) in the symmetric group S n is
i whenever is a power of a prime. Many mathematicians have noted that the Erdős-Turán argument, which uses power series, extends naturally for arbitrary integers ≥ 2. There are many different proofs for the formula s (n). Bolker and Gleason [3] gave a bijective proof and indicated how an asymptotic formula for s (n) can be obtained. Later, Bertram and Gordon [2] presented a somewhat simpler proof which had the consequence that if n is not divisible by , then the number of -regular permutations of S n which take n to i is the same for all i with 1 ≤ i ≤ n. The paper [4] of Bóna, McLennan, and White contains a short bijective argument. Two more proofs, one by Glasby [7] and one by Beals, Leedham-Green, Niemeyer, Praeger, and Seress [1] were motivated by questions in computational group theory. For another application of the formula for s (n) see the paper [5] of Chernoff. In [7] Glasby established the estimate c −1 (ew) A formula for the proportion of -regular elements a (n) in the alternating group A n was obtained by Beals, Leedham-Green, Niemeyer, Praeger, and Seress [1] . Their formula involves an interesting function, δ (n) which is defined as follows. Write n in the form n = w + r where w, r are non-negative integers so that 0 ≤ r ≤ − 1. Let δ (n) be 0 if 2 ≤ r ≤ − 1, and (−1)
i ) if r = 0 or r = 1. In [1] it was proved that a (n) = s (n) + δ (n), and that a (n) = (1 + o(1))s (n) for n ≥ .
For permutation groups in general, the situation seems to be more complicated. An equivalent form of a deep and celebrated theorem of Isaacs, Kantor, and Spaltenstein [10] is the following. Let G be a permutation group of degree n, and let p be a prime dividing |G|. Then the proportion of p-regular elements in G is at most (n − 1)/n with equality only in the following cases: n is a power of p and G is sharply 2-transitive; or n = p and G is the full symmetric group S p .
In this paper we present a general formula for the proportion of -regular elements in an arbitrary finite permutation group. In Theorem 3.1 and in Corollary 3.1, we prove that if is an arbitrary integer, π is the set of prime divisors of , and G is a permutation group of degree n, then there exists an integer α (G) so that the proportion of -regular elements in G is equal to α (G)/d where w = [n/ ] and d is the greatest common divisor of w (w!) π and |G|. In Section 4 we extend the Erdős-Turán argument to give an alternative proof for the Beals, Leedham-Green, Niemeyer, Praeger, Seress [1] result for the formula for a (n). We use this result to answer a question of Robinson related to his conjecture which is in turn related to the recently solved k(GV )-problem of representation theory. Robinson's conjecture is an example where the proportion of p-regular elements (p prime) in a finite group is of fundamental importance.
In the next section we introduce generalized blocks for symmetric groups, a theory developed recently by Külshammer, Olsson, and Robinson [12] . We explain how their ideas could be used to calculate the proportions of -regular elements in permutation groups. As an example, we give yet another proof for a formula for a (n).
In Section 6 we introduce symmetric functions to count proportions of other kinds of elements in the symmetric group. We do this, because we are searching for a possible generalization of the method of Külshammer, Olsson, Robinson described in Section 5. This section includes improvements of recursion formulas of Glasby [7] , and yet other proofs for the formulas of s (n) and a (n).
We begin Section 7 by generalizing the notion of an -regular element. Let ≥ 2 be an arbitrary integer. Let H be a set of positive integers each of which is divisible by . A permutation (of finite order) is H-regular if no cycle has length equal to h for all h ∈ H. We then describe the results in [14] . We extend the generalized block theory for symmetric groups, and indicate how this extension could be used to count proportions of H-regular elements in a finite permutation group.
Section 8 uses Frobenius reciprocity to produce results on average numbers of fixed points of certain permutations in the symmetric group, S n . For example, we prove that the average number of fixed points of -regular elements in S n is 1 if n and is n/(n − 1) if |n.
A lemma of Erdős and Turán
Let p ≥ 2 be a prime dividing the order of a finite group G. A p-regular element in G is defined to be an element of order not divisible by p. Following [12] we generalize this concept for the case where p is not necessarily a prime and where G is a finite permutation group. Let ≥ 2 be an arbitrary integer. An -regular element is a permutation of finite order where no cycle (in the disjoint cycle decomposition) has length divisible by . The starting point of this paper is an old result of Erdős and Turán [6] on the proportion s (n) of -regular elements in the symmetric group S n where is a prime power. Many mathematicians have noted that this result extends naturally for arbitrary integers ≥ 2. See also Theorem 6.1 of this paper. The idea of the proof of the following theorem goes back to Pólya.
Proof. Notice that the number of permutations of the symmetric group S n of cycle-shape (
This means that the proportion s (n) is precisely the coefficient of z n in the formal power series
which is exactly what we wanted.
Notice that for all non-negative integers w ≥ 0, we have
This observation will be used throughout the paper.
To illustrate the importance of Theorem 2.1 (in the special case when is a prime) we quote Glasby from Page 501 of [7] . "Suppose we are given a 'black box' group G which is known to be isomorphic to S n for some n. How do we find n? The relative frequency of finding an element of G of odd order should be close to the probability s 2 (k) for precisely two values of k, say m and m + 1. If p is the smallest prime divisor of m or m + 1, then by determining the relative frequency of elements of G of order co-prime to p, one can determine, with quantifiable probability, whether n equals m or m + 1."
Permutation groups and characters
Let us take a closer look at the formula of Theorem 2.1. How can we simplify the fraction? Let ≥ 2 be an arbitrary integer. If we put w = [n/ ], then Theorem 2.1 gives s (n) = ( 
Proof. It is sufficient to see that if p is an arbitrary prime not dividing , then
Let p be such a prime. We may suppose that p ≤ w for otherwise there is nothing to show. Let j, t be arbitrary positive integers so that
is a complete set of representatives of the congruence classes of p t . From this observation it is possible to deduce (1).
From Theorem 2.1, the above remark, and by Lemma 3.1, we see that
where α (S n ) is a positive integer co-prime to w · (w!) π . Using character theory of symmetric groups we will extend formula (2) for arbitrary finite permutation groups. 
The case of the symmetric group G = S n (see also formula (2) 
is a class function of G where α
If α, β are two class functions of a finite group G, then we define their inner product by
So if 1 G is the class function which is defined by α(g) = 1 if g is an -regular element and α(g) = 0 otherwise, then 1 G , 1 G is precisely the proportion of -regular elements in the permutation group G. If C is a union of a set of conjugacy classes of G, then we write α, β C for
and call it the truncated inner product of α and β across C. We will only need this general setup in later parts of the paper. At the moment we are only interested in the situation where C is the set of -regular elements in a finite permutation group. In this case we write α, β −reg instead of α, β C . There are simple identities, which we will use throughout the paper. Let H be a subgroup of G, let α be a class function of H, and β be a class function of G. Then
Furthermore, if G is a permutation group and H is a subgroup in G, then we have the identity
We will refer to both (3) and (4) as Frobenius reciprocity. We note that the formula (4) will still hold true if we replace -reg with some other 'nice' union of conjugacy classes C. At this point the reader could read Section 8 to see (in a certain sense) a more general form of Frobenius reciprocity together with an application.
The trace function of a complex (irreducible) representation of a finite group G is called a(n) (irreducible) character of G. Since a character is constant on conjugacy classes, we see that it is a class function. Since we will be working with permutation groups soon, we need some basic facts about the character theory of the symmetric group, S n .
Let n be a positive integer. A partition λ of n is an ordered k-tuple (1 S λ ) is called the Young character of S n associated to the conjugacy class of Young subgroups, S λ . The irreducible characters (and the conjugacy classes) of S n are labelled canonically by partitions of n. Denote the irreducible character of S n labelled by the partition λ by χ λ . Since the χ λ 's are irreducible, each Young character is a non-negative integer combination of Irr(S n ). However, surprisingly, the converse is also true: each irreducible character is an integer combination of Young characters. (See Theorem 2.2.10 of [11] .) This means that each character of S n is an integer combination of Young characters.
We are now in the position to prove Theorem 3.1. Fix an arbitrary integer ≥ 2. Let G be a permutation group of degree n. Put n = w + r where w and r are integers with 0 ≤ r ≤ − 1. Let α (G) be the real number so that the probability that an element of G is -regular is equal to
where m π denotes the π-part of the integer m with π the set of primes dividing . We need to show that α (G) is an integer. By the remark after the proof of Lemma 3.1, we know that
of Young characters, Ind
which, by Frobenius reciprocity, translates to
We conclude that α (G) is an integer combination of the α (S λ )'s, so it is itself an integer. This proves Theorem 3.1.
Note that we have the trivial lower bound α (G) ≥ 1. This is attained by infinitely many groups, while a sharp upper bound for α (G) (not supposing it is an integer) in the special case when is a prime such that divides |G|, is a celebrated theorem of Isaacs, Kantor, and Spaltenstein [10] . To be precise, let us state this very deep and interesting result. Let G be a permutation group of degree n, and let p be a prime divisor of |G|. Then the number of elements of order divisible by p (i.e. the p-singular elements) is at least |G|/n with equality only in the following cases: n is a power of p and G is sharply 2-transitive; or n = p and G is the full symmetric group S p .
G. R. Robinson [17] kindly pointed out that Theorem 3.1 can be improved. 
From this we see that md is an integer.
The alternating group and a conjecture of Robinson
Sometimes even the precise formula for the proportion of -regular elements in a permutation group can be given. Below we will use the idea of the proof of Theorem 2.1 and Frobenius reciprocity to determine the proportion a (n) of -regular elements in the alternating group, A n . The formula for a (n) is due to Beals, Leedham-Green, Niemeyer, Praeger, Seress [1] , and it involves an interesting function, δ (n). Put n = w + r for integers w and 0 ≤ r ≤ − 1. Then we define δ (n) to be 0 if 2 ≤ r ≤ − 1, and (−1) 
where s (n) is the proportion of -regular elements in S n .
Proof. Let S n be the class function of S n which is 1 on even permutations and −1 on odd permutations. This class functions is actually a character, called the sign character of S n . Using Frobenius reciprocity (see identity (4)), we find that
Hence it is sufficient to see that Sn ,
This can be written for |z| < 1 as
This proves the theorem.
We note here that Beals, Leedham-Green, Niemeyer, Praeger, and Seress [1] also proved the estimate a (n) = (1 + o(1))s (n) for n ≥ .
Later we will give (essentially) two more proofs for Theorem 4.1. We will mainly be interested in the function δ (n). Theorem 4.1 is useful in answering a question of Robinson. We recall a recent conjecture of Robinson [16] which is related to the famous k(GV )-problem of representation theory.
Let p be a prime number. Let G be a finite group with a non-trivial Abelian normal p-subgroup V such that C G (V ) is a p-group. Let S be a Sylow psubgroup of G, and set
The conjecture is the following.
Conjecture 4.1 (Robinson, [16]). Under the hypotheses above, we have
A special case of this is proved in [16] . See also [8] . In [16] it is noted that if we additionally assume that G/V has a normal p-complement, then the conjectured bound translates to
which is stronger than the recently solved k(GV )-conjecture stating only that |Irr(G)| ≤ |G| p (when G/V is a p -group). The implication above follows from the fact that in this special case we have
Does (6) hold in general? The answer is no. Let p > 2 be a prime, and let n = pw + 2 for some even integer w. Let V be the natural n-dimensional permutation A n -module over GF (p) with basis {e 1 , . . . e n }. Put H to be A n and G to be the semidirect product V A n . Let v = e 1 . Now H(v) = A n−1 , so H(v) contains a Sylow p-subgroup of H. By Theorem 4.1 we see that the proportion of p-regular elements in H(v) is greater than the proportion of p-regular elements in H, since
For p = 2 the previous argument does not work. In this case, take V to be the natural 23-dimensional permutation M 23 -module over GF (2) with basis {e 1 , . . . e 23 }. So H is M 23 and G is the semidirect product V M 23 . Put v = e 1 as before. Now H(v) = M 22 , so it contains the Sylow 2-subgroup of M 23 . Finally, it is checked that the proportion of 2-regular elements in M 23 is 79/128, while the proportion of 2-regular elements in M 22 is greater, it is 89/128.
Generalized blocks for symmetric groups
The reason why we could determine a (n) was that we knew the character Ind S n An (1 A n ). Next we will show a method to calculate the proportion of -regular elements in a given permutation group G in case we are able to decompose the character Ind Sn G (1 G ) of S n into its irreducible constituents. The theory we need was developed by Külshammer, Olsson, Robinson in [12] where they generalized the notion of a p-block (where p is prime) of the symmetric group.
Let us remind the reader what a p-block is. Let G be a finite group, let p be a prime, and let F be an algebraically closed field of characteristic p. The group algebra F G may be written as the direct sum of minimal two-sided ideals called p-blocks. Each complex irreducible character χ of G is associated with a unique p-block B. We say that χ is in the p-block B.
In the special case of the symmetric group, there is a combinatorial description for the distribution of complex irreducible characters to p-blocks. This is called the Nakayama conjecture (which is already a theorem).
To state the Nakayama conjecture, we need some basic notions and results about partitions. Let ≥ 2 be an arbitrary integer. To each partition λ we associate its -core and its -quotient denoted by γ λ and β λ , respectively. (See [11] and Example 1.8 of [13] for details.) The -core is obtained from λ by removing all -hooks from λ. The number of -hooks to be removed from λ to go to the core is called the -weight of λ and is denoted by w λ . The quotient β λ is an -tuple of partitions whose cardinalities add up to w λ . It is known that γ λ and β λ determine λ uniquely.
For example, if λ = (n), then the arithmetic construction of the -core and the -quotient is an analogue of the division algorithm for integers. Indeed, if we write n = w + r where w and 0 ≤ r ≤ − 1 are integers, then γ (n) = (r) (for a suitably chosen integer m ≥ n in Example 1.8 of [13] ) and β (n) is the -tuple of partitions where the 0-th entry is (w) and all other entries are the empty partitions. For another example, let λ = (1 n ) and put n = w + r as above. Then the -core is γ (1 n ) = (1 w ), and the -quotient, β (1 n ) is the -tuple of partitions where the i-th entry is (1 w ) where i ≡ 1 − 2r (mod ) and all other entries are the empty partitions (when taking the same integer m ≥ n as above). See part (d) of Example 1.8 of [13] for details.
To clarify these concepts, we give other examples. However, the reader may skip this part, and continue with the Nakayama conjecture.
Let n = 19, = 3, and λ = (6, 5, 5, 1, 1, 1). Then the -core of λ is γ λ = (3, 1). The diagram below displays λ and γ λ . The 3-core γ λ is obtained from λ by removing five 3-hooks in the order defined by the letters a, b, c, d , and e. Hence the 3-weight of λ is 5. To obtain the 3-quotient of λ, we must first fix an integer m that is at least the number of parts of λ. If we start with another integer m , then the construction given in [11] and in Example 1.8 of [13] will yield a new sequence where the components are cyclically permuted. If we fix m = 19, then the 3-quotient of λ is β λ = (∅, (1, 1), (2, 1)). Notice that 0 + 1 + 1 + 2 + 1 is exactly the 3-weight of λ. This indicates that the 3-quotient records the 3-hook removals from λ.
Next we give a different partition µ of 19 having the same 3-core. The 3-weight of µ is also 5. Only the 3-quotients, β λ and β µ distinguish between the partitions, λ and µ. We should choose m to be 19 again. Then the method given in [11] and in Example 1.8 of [13] gives β µ = ((2), ∅, (3)). Now we state the Nakayama conjecture. Recall that the complex irreducible characters of S n are labelled canonically by partitions of n. The Külshammer, Olsson, Robinson [12] result is essentially a generalization of the Nakayama conjecture for arbitrary integers ≥ 2.
We use the truncated inner product across -regular elements to define a graph on Irr(S n ). We join the distinct vertices χ λ and χ µ by an undirected edge, if and only if, χ λ , χ µ −reg = 0. The (sets of vertices of the) connected components of this graph are called the -linked blocks of S n . A combinatorial -block of S n is a subset of Irr(S n ) consisting of all characters labelled by partitions with a fixed -core. So the Nakayama conjecture says that thelinked blocks and the combinatorial -blocks coincide for S n in case is a prime. This was generalized in [12] . From now on, we will call an -linked block or a combinatorial -block simply an -block. The -block containing the trivial character of S n is called the principal -block.
So suppose we have a permutation group G of degree n, and we want to know the proportion of -regular elements in G. By Frobenius reciprocity, we wish to calculate 1 G , If we know the multiplicities of all those irreducible constituents of Ind Sn G (1 G ) which do lie in the principal -block of S n , then our problem reduces to calculating χ λ , 1 S n −reg for all partitions λ of n with -cores equal to γ (n) . This was also done by Külshammer, Olsson, and Robinson [12] in their proof of Theorem 5.2.
Let us explain their ideas. In [12] it was found that it is easier to work in a smaller generalized symmetric group than in the symmetric group itself. Let λ, µ be partitions of n with the same -core. We want to calculate χ λ , χ µ −reg where γ λ = γ µ . We may suppose that n ≥ . Put n = w + r for non-negative integers w ≥ 1 and 0 ≤ r ≤ − 1 as before, and consider the generalized symmetric group Z S w .
The group Z S w is a semidirect product of the base group Z w with S w , so its elements are of the form (a 1 , . . . , a w )σ where the a i 's are elements of Z and σ ∈ S w . We think of Z as the multiplicative group of the set of complex -th roots of unity.
Let reg be the set of all elements (a 1 , . . . , a w )σ of Z S w where the product of the a i 's corresponding to each cycle of σ is different from 1. The set reg is a union of conjugacy classes of Z S w . An element in reg is called a regular element.
Regular elements of Z S w have an alternative description which was communicated to the author by G. R. Robinson. The group S w can be represented as a group of w-by-w permutation matrices. Similarly, Z S w can also be represented as a group of w-by-w matrices where each element (a 1 , . . . , a w )σ ∈ Z S w corresponds to a matrix M (a 1 ,...,a w )σ where the (i, σ(i))-entry is the complexth root of unity a i for all 1 ≤ i ≤ w and where all other entries are 0's. An alternative description [17] of regular elements is Proposition 5.1. An element (a 1 , . . M (a 1 ,. ..,a w )σ has no eigenvalue equal to 1.
. , a w )σ ∈ Z S w is regular if and only if
Proof. Let (a 1 , . . . , a w )σ be an arbitrary element of Z S w where the a i 's are complex -th roots of unity and σ ∈ S w . Let M (a 1 ,. ..,a w )σ be the corresponding w-by-w matrix as defined above.
First suppose that σ is a single cycle of length w. Without loss of generality, we may assume that σ = (1, . . . , n). This matrix has characteristic polynomial (−1) n (λ n −a 1 . . . a n ). This means that M (a 1 ,...,a w ) σ has an eigenvalue equal to 1 if and only if a 1 . . . a n = 1, that is, if and only if (a 1 , . . . , a w ) σ is not regular. Now suppose that σ is a product of t ≥ 2 disjoint cycles. Then the rows and columns of M (a1,...,aw)σ can be permuted in such a way, so that we get a block diagonal matrix M (a 1 ,. ..,a w )σ with exactly t blocks each of the above form. It is clear that the set of eigenvalues of M (a1,...,aw)σ is the same as that of M (a1,...,aw)σ . Furthermore, the set of eigenvalues of M (a 1 ,. ..,a w )σ is equal to the union of the sets of eigenvalues of the t block diagonal matrices of M (a 1 ,...,a w ) σ . By the first part of the proof, we see that the matrix M (a 1 ,. ..,a w )σ has no eigenvalue equal to 1 if and only if (a 1 , . . . , a w )σ is not regular. This finishes the proof of the proposition.
The irreducible characters (and conjugacy classes) of Z S w are canonically labelled by -quotients of partitions of n of -weight w. For a reference, see the book [11] . Let the irreducible characters of Z S w associated with thequotients, β λ and β µ be ψ β λ and ψ β µ , respectively. Now Theorem 5.9 of [12] states that χ λ , χ µ −reg is a particular sign times
where the sum is over reg, the set of regular elements g of Z S w . The 'particular sign' we mentioned before is the -sign of λ multiplied by the -sign of µ. For every partition λ of n, the -sign of λ, σ λ , is (−1) t where t is the sum of the leg lengths of all -hooks removed from λ when going to γ λ . (The leg length of an -hook is the number of boxes in the longest column of the -hook minus 1.) For example, σ (n) = 1 and σ (1 n ) = (−1) w( −1) . We are now in the position to state Theorem 5.9 of [12] . This theorem provides the link between S n and Z S w that we need. On Page 543 of [12] it is proved that if χ is an irreducible character of H = Z S w that lies over an S w -stable linear character α ⊗ . . . ⊗ α of the base group Z w , then
where c(σ) denotes the number of cycles of σ and where δ α,1 = 1 if α = 1 H and δ α,1 = 0 otherwise. Using Frobenius reciprocity, one can also write up a similar (but more complicated) formula for χ, 1 H reg in the case where χ does not lie over an S w -stable linear character.
Let us try to use this theory to deduce the formula for a (n). Fix arbitrary integers ≥ 2 and n = w + r, where w and r are non-negative integers with 0 ≤ r ≤ − 1. First of all, notice that if λ = (n), then β λ may be chosen so that 1 S n = χ (n) = ψ β λ = 1 H where H = Z S w . This means that we have
where p (w) denotes the proportion of regular elements in H = Z S w . Also, by Frobenius reciprocity, we have
If r is different from 0 and 1, then χ (1 n ) , χ (n) −reg = 0, since the partitions (1 n ) and (n) then have different -cores, so they are in different -blocks. Hence we may suppose that r = 0 or 1. In this case, by Theorem 4.1, we would need to show that
As noted before, we may put ψ
, and that ψ β (1 n ) is an S w -stable irreducible character, so formula (7) gives us
At this moment we are unable to show the identity
for r ≥ 2. We will prove (8) only after Theorem 6.2 by use of symmetric functions. But before we introduce symmetric functions, let us summarize our results 
if r = 0 or r = 1 where c(σ) denotes the number of cycles in the permutation σ.
Symmetric functions
So far we used characters of finite groups and the theory of generalized blocks for symmetric groups to count -regular elements in permutation groups. Can we extend our methods to count other kinds of elements? To what extent do the above methods generalize?
Again, let our starting point be Theorem 2.1. The argument in the proof of Theorem 2.1 can be used to calculate proportions of various other types of elements in S n . The only problem is that most of these proportions seem to have no closed, explicit, or 'nice' form, like that of the proportion of -regular elements. The proportion of fixed-point-free elements, or more generally, the proportion of elements with no cycle of length equal to a given integer is an exception. This proportion is
The proof of Theorem 2.1 used only one variable, z. What if we increase the number of variables and use symmetric functions?
Let us introduce some basic notions and results on symmetric functions from Chapter 7 of [18] and Chapter 1 of [13] .
Let x = (x 1 , x 2 , . . .) be a set of indeterminates. For a non-negative integer n, a homogeneous symmetric function of degree n over the ring of rationals Q is a formal power series
where the sum is over all weak compositions α = (α 1 , α 2 , . . .) of n, c α ∈ Q, x α stands for the monomial
. .) holds for every permutation σ of the set of positive integers.
The set of all homogeneous symmetric functions of degree n over Q is denoted by Λ n Q . The set Λ n Q is not just a Q-vector space but it has the structure of a Q-module. Now define Λ Q to be the vector space direct sum Λ 1 , h 2 , . . .; e 1 , e 2 , . . .; p 1 , p 2 , . . . are algebraically independent and generate Λ as a Q-algebra. See these facts for example in Corollary 7.6.2, Theorem 7.4.4, and Corollary 7.7.2 of [18] .
Since the power sums generate Λ as a Q-algebra, we may express h n and e n (n > 0) as a Q-linear combination of the p λ 's. It is possible to show that these expressions are
where z λ is the order of the centralizer of an element of cycle-shape λ in the symmetric group S n and λ is (−1) n− (λ) where (λ) denotes the number of parts of the partition λ.
Let us give another example of a symmetric function. Let G be any subgroup of S n . The cycle indicator of G is the symmetric function
where n G (λ) is the number of elements in G of cycle-shape λ. In the special cases of the symmetric and the alternating groups, it is possible to prove that
and
Let the generating function of the complete symmetric functions, the elementary symmetric functions, and the power sums be H(t), E(t), and P (t), respectively. On Page 23 of [13] two recursion formulas are deduced from the identities P (t) = H (t)/H(t) and P (−t) = E (t)/E(t). These are
Formulas (9), (10) together with (11), (12) are very useful in calculating proportions of elements of restricted cycle structure in S n and in A n . The key idea in these calculations is that since the power sums p 1 , p 2 , . . . are algebraically independent over Q, we can assign values to them (specialize them) in any way we like. Such a specialization will give us a homomorphism from the ring of symmetric functions Λ to Q. (See Section 7.8 of [18] for more information.)
To show the power of these elementary ideas, we deduce simpler recurrence relations than those given by Glasby in [7] .
Let be an arbitrary positive integer. Denote the probabilities that an element of S n has a cycle (in its disjoint cycle decomposition) of length a multiple of , dividing , and equal to , by h n (CM ), h n (CD ), and h n (CE ), respectively. Similarly, let h n (OM ), h n (OD ), and h n (OE ) be the probabilities that an element of S n has order a multiple of , order dividing , and order equal to , respectively. For convenience, for all h n (M ) above, define h n (M ) to be 1 − h n (M ).
We also need a technical definition. Let and r be both positive integers. Define d( , r) to be the product of all those prime power divisors of of highest possible exponent which do not divide r. 
with the initial condition that
Note that the sum is 0 if there is nothing to sum over.
Proof. Fix an arbitrary positive integer . If we put p r = 1 if r and p r = 0 otherwise, then (9) becomes an expression for h n (CM ), and (11) gives (13). If we put p r = 1 if r and p r = 0 otherwise, then (9) is an expression for h n (CD ), and (11) gives (14) . If we put p r = 1 if r = and p r = 0 otherwise, then (9) is an expression for h n (CE ), and (11) gives (15) . Finally, if we specialize p r = 1 in case r| and put p r = 0 otherwise, then (9) is an expression for h n (OD ), and (11) gives (17) .
The proofs of equations (16) and (18) do not involve symmetric functions. (Though (interestingly) they are of similar form.) Count the number of elements of the given subset of S n with respect to the length r of the cycle containing a fixed letter, and use induction.
Using the additional identities (10) and (12), similar recurrence relations may be given for alternating groups too, but we will not state those.
It can be very difficult to solve recurrence relations such as (13)- (18) for symmetric (and alternating) groups. One problem is that an explicit and 'nice' solution may not even exist. This is not the case for the recurrence relations (13) and (15) .
It is difficult to derive the solution to (15) . However, by the inclusionexclusion principle, one can see that the solution is
The solution to (13) is s (n) which we know well. To demonstrate the power of symmetric functions, let us give yet another proof for this explicit formula.
Theorem 6.1. Let ≥ 2 be an integer. Then for all integers n ≥ 0 we have
Proof. Let us prove the theorem by induction on n. The claim is obviously true for 0 ≤ n ≤ − 1. So suppose that n = w + r where 0 ≤ r ≤ − 1 and w ≥ 1, and assume that the claim is true for all integers less than n. Consider the identity (9) . For all r ≥ 1, we put p r = 1 if r and p r = 0 if | r. Then we get h m = s (m) for all integers m. By (11) and the induction hypothesis, we are now able to calculate the rational number h n . In the following calculation we will repeatedly use the observation that if n 1 , n 2 are integers less than n and
The same idea may be extended to the case of alternating groups.
Then for all integers n ≥ 2, we have
Proof. Let us specialize the power sums as before. For all r ≥ 1, put p r = 1 if r and p r = 0 if | r. By (10), we only need to show that e n = δ (n) for n ≥ 2. (Note that e 0 = e 1 = 1.)
Let us prove this latter identity by induction on n. By (12), one readily sees that this is indeed true for 2 ≤ n ≤ − 1. Suppose that n = w + r where 0 ≤ r ≤ − 1 and w ≥ 1, and assume that e n = δ (n) is true for all integers less than n. (Note that this r is different from the r in the previous paragraph.) Applying (12) again, we have
If r = 0, then by (19) and by the induction hypothesis, we have
If r = 1, then by (19) and the induction hypothesis we see that
From this we get
Finally, if 2 ≤ r ≤ − 1, then by (19) again, we see that
We have a debt: to show the identity (8) for r ≥ 2. Notice that by (9) , the absolute value of the right-hand-side of (8) is c(S n ) = h n after specializing the power sums p t = 1/ for all t > 0. Hence (11) 
Further extensions
Since the proportion of fixed-point-free elements and the proportion of -regular elements have a 'nice' form, we proceed to introduce the following definitions. Let ≥ 2 be an integer, and let H be a set of positive integers divisible by . A permutation (of finite order) is H-regular if no cycle (in its disjoint cycle decomposition) has length equal to h for all h ∈ H. For example, if H is the set of all positive integers divisible by , then a permutation is H-regular if and only if it is -regular.
As before, write n ≥ in the form n = w + r for some integers w ≥ 1 and 0 ≤ r ≤ − 1. Now consider the generalized symmetric group, Z S w . Let H( ) be the set {h/ : h ∈ H}. We say that an element (a 1 , . . . , a w )σ of Z S w is H( )-regular if for all h ∈ H( ), the product of the a i 's corresponding to each cycle of σ of length h is different from 1. Recall that the irreducible characters of Z S w are naturally labelled by -quotients. For irreducible characters ψ β λ , ψ βµ of Z S w , define ψ β λ , ψ βµ H( ) to be
where the sum is over H( )-regular elements g of Z S w . It is easy to see that Frobenius reciprocity holds even in this more general situation. (See formulas (3), (4), and Proposition 8.1.) If C denotes the set of all H-regular elements in S n and K ≤ G ≤ S n are permutation groups of degree n, then we have Ind
C for arbitrary class functions α of K and β of G. For simplicity, we will write α, β H instead of α, β C for arbitrary class functions α, β of a given group. By induction on |H|, the inclusion-exclusion principle and the MurnaghanNakayama rule, it is also possible to show that if λ and µ are partitions of n with different -cores, then χ λ , χ µ H = 0. (See [14] for details.) This implies the following. Let s H (n) and a H (n) be the proportions of H-regular elements in S n and A n , respectively. Let n = w + r be as above. By Frobenius reciprocity (see Proposition 8.1), we see that 
Notice that the theorem also states that
for all w ≥ 0. This may be shown by induction on |H| and by the inclusionexclusion principle as in [14] . The existence and the property of the function δ H, (n) follow from the remark made before the statement of the theorem. Hence to verify Theorem 7.1, we only need to show the following. (For an alternative proof using characters, see [14] .)
Proof. For convenience, put h w := s H (w ) and h * w := p H( ) (w) for all w > 0. Also, for each non-negative integer j, put h j = h j +1 = . . . = h j + −1 . Furthermore, define h 0 and h The proof of Theorem 7.1 is complete. These results give us hope to generalize the theory of generalized blocks for symmetric groups. Let H be a set of positive integers. Let the greatest common divisor of all elements in H be ≥ 2. We use the truncated inner product across H-regular elements to define a graph on Irr(S n ). We join the distinct vertices χ λ and χ µ by an undirected edge, if and only if, χ λ , χ µ H = 0. The (sets of vertices of the) connected components of this graph are called the H-linked blocks of S n . Notice that if H is the set of all positive integers divisible by , then H-linked blocks are the same as -linked blocks. In [14] the following was proved. 
where the latter truncated inner product is across H( )-regular elements of Z S w .
We note that the proof of this theorem is shorter and more elementary than the proof of Theorem 5.3. Finally, Theorem 5.12 of [12] , which was used in this paper to perform calculations in the generalized symmetric group (see formula (7)), can also be extended to the case of H( )-regular elements. (See Theorem 5.2 of [14] .)
On average numbers of fixed points
Let Ω be the set of all positive integers. Let S Ω be the group of all permutations of Ω. For each integer n > 0, let S n be the finite permutation group on the set {1, . . . n} (fixing all other integers). Let C be a subset of S Ω such that for all n > 0 the set C ∩ S n is a union of certain conjugacy classes of S n . (The sets involved in (13)- (18) For a proof, one can modify the argument of the proof of the usual Frobenius reciprocity found on Pages 62-63 of [9] .
Let C be as above. By following the notation of Section 6, for each integer n > 0, define h n (C) to be |C ∩ S n |/n!. A direct consequence of Proposition 8.1 is the following. Let ≥ 2 be an arbitrary integer, and let H be a set of positive integers divisible by . From now on, let C denote any of the following subsets of S Ω : the set of -regular elements, the set of H-regular elements (see the previous section for the definition), the set of -th powers of elements, the set of elements with orders dividing , or the set of elements with orders equal to .
The main result of this section is the following. If C is the set of -th powers of elements of S Ω , then by a result of [15] , we have |C ∩ S n | ∼ An!n (φ( )/ )−1 as n tends to infinity, where A is some constant and φ is Euler's function. This observation together with Proposition 8.2 yields (2) of Theorem 8.1.
Let C be the set of all permutations of S Ω with orders dividing . By a result of [19] we have the following. |A| h n (C Π(A) ).
By Proposition 8.2 and by part (3) of Theorem 8.1, it follows that the righthand-side of (22) is asymptotically equal to o(1)h n (C ) as n tends to infinity.
Hence (21) readily follows.
