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VISCOSITY SOLUTIONS FOR THE CRYSTALLINE MEAN
CURVATURE FLOW WITH A NONUNIFORM DRIVING FORCE
TERM
YOSHIKAZU GIGA AND NORBERT POZˇA´R
Abstract. A general purely crystalline mean curvature flow equation with a
nonuniform driving force term is considered. The unique existence of a level
set flow is established when the driving force term is continuous and spatially
Lipschitz uniformly in time. By introducing a suitable notion of a solution
a comparison principle of continuous solutions is established for equations in-
cluding the level set equations. An existence of a solution is obtained by sta-
bility and approximation by smoother problems. A necessary equi-continuity
of approximate solutions is established. It should be noted that the value of
crystalline curvature may depend not only on the geometry of evolving surfaces
but also on the driving force if it is spatially inhomogeneous.
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1. Introduction
In our previous works [GP1,GP2], we constructed a unique global-in-time level
set flow for the crystalline mean curvature flow of the form
V = g(ν, κσ).
Here V is the normal velocity of an evolving hypersurface in Rn, n ≥ 2, in the
direction of a unit normal vector field ν and κσ is a (purely) crystalline mean
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curvature of the hypersurface. The anisotropy σ is assumed to be crystalline, that
is, σ : Rn → R is a positively one-homogeneous function such that {σ < 1} is a
bounded convex polytope. The function g ∈ C(Sn−1 × R) is a given function that
is non-decreasing in the second variable so that the problem is at least formally
degenerate parabolic; here, Sn−1 denotes the unit sphere in Rn. We are using the
convention that V = κσ is the usual mean curvature flow when σ is isotropic so
that κσ is the usual mean curvature.
Our goal is to extend the result in [GP1] to the problem
V = g
(
ν, κσ + f(x, t)
)
,(1.1)
where f = f(x, t) is a continuous function that is Lipschitz continuous in space
variable x uniformly in time t. Namely, we consider a crystalline mean curvature
flow with a nonuniform driving force term. We introduce a suitable notion of
viscosity solutions to the level set equation for (1.1), which looks slightly weaker
than those in [GP1,GP2]. Our main result reads:
Theorem 1.1. Assume that g ∈ C(Sn−1×R) is Lipschitz continuous in the second
variable uniformly in the first variable and non-decreasing in the second variable,
σ is a crystalline anisotropy and f ∈ C(Rn × R) is Lipschitz continuous in space
uniformly in time. Then there is a unique global-in-time level set flow to (1.1) when
the initial hypersurface is compact.
The assumption on g prohibits superlinear growth in κσ + f . However, it is still
quite general since it allows nonlinear dependence in κσ + f .
The general strategy to prove this result is along the line of [GP2]. However, the
problem is substantially more difficult when f is spatially nonuniform even if f is
time-independent.
We have to understand κσ+f at a given time t as one term given as the canonical
restriction of the subdifferential of the functional
Gt(E) :=
∫
∂E
σ(ν) dS +
∫
E
ft dx,
where ft := f(·, t), to be consistent with the formal gradient flow structure, with
Chambolle et al. [CMP,CMNP] and previous work in 1D in [GGR,GGN]; see also
[BMN, Section 2.3]. This becomes important in the proof of stability in Section 4.
To establish Theorem 1.1, we study the well-posedness of the level set formulation
for (1.1). Following the convention of [GP2], we take a level set function u = u(x, t)
such that its every sublevel set is the solution of (1.1). Then u is a solution of
ut + F
(∇u, div(∇σ(∇u))− f) = 0,(1.2)
where
F (p, ξ) := |p|g
(
p
|p| ,−ξ
)
.(1.3)
Let us assume that f = f(x) for now to simplify the notation. To define κσ + f
for admissible faceted functions on their facets, we take
Ef (ψ) :=
∫
σ(∇ψ) + fψ dx for ψ ∈ Lip,(1.4)
where the integral is taken over some appropriate domain like Tn, and define
Λf [ψ] = div zmin − f = −∂0Ef (ψ),
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where zmin is a minimizer of
‖div z − f‖L2
over all z ∈ L∞, div z ∈ L2 such that
z ∈ ∂σ(∇ψ) a.e.
Note that ∂Ef(ψ) = ∂E0(ψ) + f . Therefore f does not change admissible func-
tions or admissible facets, only the value of the canonical restriction ∂0Ef (ψ). We
will see below that Λf satisfies a comparison principle, Proposition 2.1.
We define a notion of viscosity solutions for (1.2) (Definition 2.7), which is a
generalization of the notion introduced in the previous work [GP1,GP2] to allow
for the nonuniform driving force term. We first establish a comparison principle
(Theorem 3.1) for equations including the level set equation of (1.1). However, our
flattening argument [GG2,GP1,GP2] requires that one of sub- and supersolutions
is continuous. This requirement is unnecessary when n = 2 since the set of singular
directions of the interfacial energy σ is compact [GGR]. We next prove the exis-
tence of a solution by showing the stability for relaxed limits of solutions of (1.2)
with regularized σ: both with quadratic growth (Theorem 4.1) and with linear
growth (Theorem 4.4). However, to show the full convergence through the compar-
ison principle we need to show that the relaxed semilimit must be continuous. For
this purpose, we establish a uniform Lipschitz bound in space (Theorem 5.1) and
a uniform 1/2-Ho¨lder bound in time (Theorem 5.2) for an approximate solution.
Although a Lipschitz bound is well known in the elliptic case even for viscosity solu-
tions [B], it is not trivial to adapt it in the parabolic case, especially in our setting.
We shall give a direct proof for a spatial Lipschitz bound for viscosity solutions
for level set equations without appealing to the classical theory of quasilinear or
fully nonlinear uniformly parabolic equations; see e. g. [L1,LSU,L2]. See, for exam-
ple, also [AG,GOS] for applications to viscosity solutions. We also give 1/2-Hlder
bound in time by constructing suitable barriers. Using these results, we deduce the
unique existence of solutions of (1.2) (Theorem 5.3). The proof of Theorem 1.1 is
outlined at the end of Section 5.
Literature overview. The crystalline mean curvature flow was introduced in
mathematical community by Angenent and Gurtin [AGu] and independently by
Taylor [T] around thirty years ago. Since then, there is a large number of lit-
erature. The bibliography of [GP1, GP2] includes several key references on the
crystalline mean curvature flow or flow with constant driving force term. We here
mention references related to the crystalline mean curvature flow with nonuniform
driving force term. The problem is far more difficult than the case of constant
driving force even for the problem of planar motion because the expected speed
on facets may not be constant, which may cause facet bending or splitting. A
first global unique existence result has been established in [GG1] for a graph-like
curve based on the theory of maximal monotone operators. Several explicit facet
splitting solutions are constructed in [GG1]. In [BGN] planar, crystalline flow with
nonuniform driving force was constructed but under the assumtion that the driving
force preserves facets, in other words, facet splitting and bending does not occur.
Several conditions for the preservation of facets are given especially for the Stefan
problem when the anisotropy is fixed like its Wulff shape is a cylinder [GR1], [GR2],
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[GR3]. An explicit facet bending solution is given in a planar motion under rect-
angular anisotropy [GR4], [GR5], [GGoR1], [GGoR2], [GGoR3]; see also [MR1],
[MR2]. For a graph-like curve a general global well-posedness results are estab-
lished in [GGN,GGR] for a general equation like (1.1). For a closed curve less is
known. In [CN] a local-in-time strong solution is constructed when the force term
is Lipschitz in space-time or spatially independent for the crystalline curvature flow
in the plane. It is quite recent that the level set approach is extended to higher
dimensional setting even for constant driving force [GP1,GP2]. In [CMNP] quite
general driving force is allowed but the equation is of the form V =M(ν)(κσ + f)
with “convex” mobility. They proved the unique existence of the level set flow
for any initial hypersurface which may be unbounded. In our notion, they assume
that g is linear in the last variable. Although they allow general anisotropy σ, not
necessarily purely crystalline, their method essentially depends on linearity of g in
the last variable. Their method is substantially different from ours.
This paper is organized as follows. In Section 2, we introduce a notion of a
viscosity solution. In Section 3, a comparison principle is established. In Section 4,
we prove stability of a solution. In Section 5, we prove a necessary Lipschitz bound
in space and 1/2-Ho¨lder bound in time to show the continuity of the limit. In
Section 6, we warn that our value κσ + f is not a simple sum of κσ and f . In the
Appendix A, we give a proof of a Lipschitz bound of our resolvent problem.
2. Viscosity solutions
2.1. Facet. Let σ be an anisotropy, that is, let σ : Rn → R be positively one-
homogeneous function such that {σ < 1} is a bounded convex set. Suppose that
U ⊂ Rn is an open set and ψ ∈ Lip(U). We define the set of Cahn-Hoffman vector
fields for ψ as
CH(ψ;U) :=
{
z ∈ X2(U) : z ∈ ∂σ(∇ψ) a. e.}.
Here X2(U) :=
{
z ∈ L∞(U) : div z ∈ L2(U)}; see [A]. If CH(ψ;U) is nonempty,
we define the σ◦-(L2) divergence of ψ for any f ∈ L2(U) as
Λf [ψ] := div zmin − f on {ψ = 0},(2.1)
where zmin ∈ CH(ψ;U) minimizes z 7→ ‖div z − f‖L2(U). Note that since
divCH(ψ;U) := {div z : z ∈ CH(ψ;U)}
is a closed, convex and nonempty (by assumption) subset of L2(U) there exists a
unique minimizing div zmin (but zmin might not be unique).
Let us recall the comparison principle for σ◦-(L2) minimal divergence, proved in
[GP1] for f ≡ 0. The generalization to f 6≡ 0 is straightforward.
Proposition 2.1 (cf. [GP1, Proposition 4.12]). If ψ1, ψ2 are two Lipschitz func-
tions on an open set U such that their zero sets are compact subsets of U ⊂ Rn,
f1, f2 ∈ L2(U) and Λfi [ψi], i = 1, 2, are well-defined, then
signψ1 ≤ signψ2 on U and f1 ≥ f2 a. e. on U
imply
Λf1 [ψ1] ≤ Λf2 [ψ2], a. e. on {ψ1 = 0} ∩ {ψ2 = 0}.
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The dependence of the minimal divergence only on signψ motivates the following
definition. Let F = {ξ | ξ : Rn → R} be the set of all real-valued functions on Rn.
We define the relation on F as
ξ1 ∼ ξ2 ⇔ sign ξ1 = sign ξ2,
where sign s = +1, 0,−1, respectively, when s > 0, s = 0, s < 0. The relation ∼
defines an equivalence relation on F . We refer to the equivalence classes [ξ] :=
{ψ : ψ ∼ ξ} of F with respect to ∼ as (abstract) facets. We write [ξ1]  [ξ2] when
sign ξ1 ≤ sign ξ2 and this relation defines a total order on the set of all facets
F/ ∼:= {[ξ] : ξ ∈ F}.
We say that a facet [ξ] is a σ◦-(L2) Cahn-Hoffman facet if {ξ = 0} is compact
and there are an open set U ⊂ Rn, {ξ = 0} ⊂ U , and a Lipschitz function ψ ∈ [ξ]
such that CH(ψ;U) 6= ∅.
Remark 2.2. The definition of σ◦-(L2) Cahn-Hoffman facet guarantees that there
exists a periodic Lipschitz function ζ on Rn and a periodic vector field z ∈ L∞(Rn)
such that ζ = ψ in a neighborhood of {ξ = 0}, z ∈ ∂σ(∇ζ) a. e. and div z ∈
L2loc(R
n). Indeed, we can assume that U is bounded and hence ∂U is compact. We
set ε := min∂U |ψ|/2 > 0 and consider θ := min(ε,max(−ε, ψ)). Clearly z ∈ ∂σ(∇θ)
a. e. as ∂σ(p) ⊂ ∂σ(0) for any p ∈ Rn. When n ≥ 2, either θ ≡ ε or θ ≡ −ε outside
of a large ball and hence a periodic extension is trivial. When n = 1 we might
have to modify θ by an even extension with respect to some point outside of U to
guarantee that θ has one sign outside of a large ball. For details see [GP1]. This
allows us to consider facets as objects on Tn.
For a σ◦-(L2) Cahn-Hoffman facet [ξ] and f ∈ L2(Rn) we define the σ◦-(L2)
minimal divergence of the facet [ξ], Λ[ξ] ∈ L2({ξ = 0}), as
Λf [ξ] := div zmin − f on {ξ = 0},(2.2)
where zmin ∈ CH(ψ;U) minimizes z 7→ ‖div z − f‖L2(U) for some U ⊂ Rn open,
{ξ = 0} ⊂ U , and Lipschitz ψ ∈ [ξ] such that CH(ψ;U) 6= ∅. Note that Λf [ξ] is
well-defined since it does not depend on the choice of ψ or U by Proposition 2.1,
and the notation is consistent with (2.1) since ψ ∈ [ψ].
If f is locally bounded, by comparison with Wulff functions like max(σ◦−c, 0) we
can show that Λf [ξ] is locally bounded on the interior of {ξ = 0} by Proposition 2.1
and we can define
Λf [ξ](x) := lim
δց0
ess inf
Bδ(x)
Λf [ξ], Λf [ξ](x) := lim
δց0
ess sup
Bδ(x)
Λf [ξ].(2.3)
These values might differ since Λf [ξ] is in general discontinuous.
Lemma 2.3. For any σ◦-(L2) Cahn-Hoffman facet [χ] and f ∈ L2,
Λf+c[χ] = Λf [χ]− c a.e. on {χ = 0} for any constant c ∈ R.(2.4)
Proof. We have Λf [χ] = div zmin − f on {χ = 0} where zmin minimizes z 7→
‖div z − f‖L2(U) over z ∈ CH(ψ;U) for some open U ⊃ {χ = 0} and Lipschitz
ψ ∈ [χ]. By Remark 2.2 we can assume that ψ ∈ Lip(Tn), χ ∈ L2(Tn). To sim-
plify the notation, let us set C := {div z : z ∈ CH(ψ;Tn)} and let PEx denote the
element of E closest to x for E ⊂ L2(Tn) closed, convex and x ∈ L2(Tn). We have
Λf [χ] = PC−f0 = PCf − f on {χ = 0}.
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To deduce (2.4), we only need to show that PCf = PC(f + c) for all c ∈ R.
Observe that C ⊂ 1⊥ where 1⊥ ⊂ L2(Tn) is the orthogonal subspace to 1 ∈ L2(Tn).
Indeed, by Green’s theorem [A]
(1, ξ)L2(Tn) = (1, div z)L2(Tn) = 0 for all ξ = div z ∈ C.
In particular, the Pythagorean theorem implies
PC(f + c) = PCP1⊥(f + c) = PCP1⊥f = PCf.
(2.4) follows. 
Let us emphasize that Lemma 2.3 holds only for constant c. It is not in general
true that Λf = Λ0 − f .
Corollary 2.4. If |f1 − f2| ≤M then
|Λf1 [χ]− Λf2 [χ]| ≤M a.e. on {χ = 0}.
Proof. We have f1 ≤ f2 +M and so by the comparison principle Proposition 2.1
and the dependence on contants Lemma 2.3, we have
Λf1 [χ] ≥ Λf2+M [χ] = Λf2 [χ]−M.
The other inequality is analogous. 
Although in this paper we do not use the next Corollary on the stability of Λ
with respect to f , we give it as a simple application of Corollary 2.4.
Corollary 2.5. If fk ⇒ f then
‖Λfk [χ]− Λf [χ]‖L∞({χ=0}) → 0 as k→∞.
Proof. Clear from Corollary 2.4. 
2.2. Slicing. From this point on we shall assume that σ is a crystalline anisotropy,
that is, the set {σ < 1} is a polytope. Based on a fixed gradient pˆ ∈ Rn, we consider
the orthogonal decomposition of the space Rn = Z ⊕ Z⊥ so that Z is the linear
subspace parallel to the affine hull aff ∂σ(pˆ). In other words, Z is the smallest
subspace such that ∂σ(pˆ) ⊂ Z + ξ for some ξ ∈ Rn. Let k := dim ∂σ(pˆ) := dimZ.
By fixing orthogonal bases of Z and Z⊥, we can fix two linear isometries T : Rk → Z
and T⊥ : Rn−k → Z⊥. Then we can write every x ∈ Rn uniquely as x = T x′+T⊥x′′,
where x′ ∈ Rk and x′′ ∈ Rn−k. For k = 0 or k = n, we take x = x′′ or x = x′,
respectively. Note that x′ = T ∗x and x′′ = T ∗⊥x, where T ∗ and T ∗⊥ are the adjoints
of T and T⊥, respectively. The precise choice of T and T⊥ for each pˆ ∈ Rn is not
important as long as we use it consistently.
Using this decomposition, we introduce the positively one-homogeneous function
σslpˆ : R
k → R as
σslpˆ (w) := lim
λ→0+
σ(pˆ+ λT w)− σ(pˆ)
λ
, w ∈ Rk.(2.5)
This function represents the infinitesimal structure of σ near pˆ, sliced in the direc-
tion of Z.
For a (σslpˆ )
◦-(L2) Cahn-Hoffman facet [χ] on Rk and f ∈ L2(Rk), we denote
Λf [χ] as defined in (2.2) with σ = σ
sl
pˆ on R
k by Λpˆ,f [χ].
With pˆ, k as above, we say that a function ψ ∈ Lip(Rk) is a pˆ-admissible support
function if [ψ] is a (σslpˆ )
◦-(L2) Cahn-Hoffman facet.
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2.3. Definition of viscosity solutions. We generalize the definition from [GP2].
We recall the definition of test functions. The variables x′ = T ∗x, x′′ = T ∗⊥x refer
to the sliced decomposition introduced in Section 2.2.
Definition 2.6 (cf. [GP2, Definition 4.7]). Let pˆ ∈ Rn, (xˆ, tˆ) ∈ Rn × R, k :=
dim ∂σ(pˆ). We say that ϕ(x, t) = ψ(x′)+θ(x′′)+pˆ·x+g(t) is an admissible stratified
faceted test function at (xˆ, tˆ) with slope pˆ if θ ∈ C1(Rn−k), ∇θ(xˆ′′) = 0, g ∈ C1(R),
and ψ ∈ Lip(Rk) is a pˆ-admissible support function with xˆ′ ∈ int {ψ = 0}. Note
that if k = 0, we have ϕ(x, t) = θ(x) + g(t) for some θ ∈ C1(Rn), g ∈ C1(R).
Definition 2.7 (Viscosity solution, cf. [GP1, Definition 5.2]). We say that an
upper semicontinuous function u is a viscosity subsolution of
ut + F
(
x, t,∇u, div(∇σ(∇u)) − f
)
= 0(2.6)
on Rn × (0, T ), T > 0, if for any pˆ ∈ Rn, xˆ ∈ Rn, tˆ ∈ (0, T ) and any admissible
stratified faceted test function ϕ at (xˆ, tˆ) with slope pˆ of the form ϕ(x, t) = ψ(x′) +
θ(x′′) + pˆ · x + g(t) such that the function u − ϕ(· − h) has a global maximum on
R
n × (0, T ) at (xˆ, tˆ) for all sufficiently small h′ ∈ Rk and h′′ = 0, then
g′(tˆ) + F
(
xˆ, tˆ, pˆ,Λpˆ,fˆ [ψ](xˆ
′)
)
≤ 0,(2.7)
where fˆ(x′) := f(T x′ + T⊥xˆ′′, tˆ) and Λ is defined in (2.3).
Viscosity supersolutions are defined analogously as lower semicontinuous func-
tions, replacing a global maximum with a global minimum, Λ with Λ, and reversing
the inequality in (2.7).
A continuous function that is both a viscosity subsolution and a viscosity super-
solution is called a viscosity solution.
Note that (2.7) is weaker than the condition in [GP1,GP2] since
ess inf
Bδ(x)
Λpˆ,fˆ [ψ] ≤ Λpˆ,fˆ [ψ](x) for any δ > 0 small.
This is to allow for the dependence of f on x and it will become important in the
proof of stability in Section 4 since the right-hand side of (4.5) is not quite zero.
But this relaxed condition (2.7) is still strong enough for the comparison principle
to hold.
3. Comparison principle
We will establish the comparison principle between a viscosity subsolution u and
a viscosity supersolution v under the additional assumption that at least one of them
is continuous. This is enough to show the existence of solutions by approximation as
we can obtain a uniform modulus of continuity for the approximating solutions; see
Section 5. At this time we do not know how to establish the comparison principle
for semicontinuous solutions.
In this section we allow for an explicit dependence of F on the variables x and
t. If we do not assume further regularity on at least one of the solutions, we will
need to also assume that F satisfies
|F (x, t, p, ξ)− F (y, s, p, η)| ≤ C(|p|+ 1)(|x− y|+ |t− s|+ |ξ − η|)(3.1)
for some constant C. This covers both crystalline mean curvature flows with
F (p, ξ) = −β(p)ξ
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and anisotropic total variation flows
F (p, ξ) = −ξ,
but forbids superlinear growth of F in the last variable.
Theorem 3.1 (Comparison principle). Let σ be a crystalline anisotropy, F ∈
C(Rn × R×Rn × R) be non-increasing in the last variable, and f ∈ C(Rn × R) be
Lipschitz continuous in space, uniformly in time. Let u be a viscosity subsolution
of (1.2) and let v be a continuous viscosity supersolution of (1.2) on QT := R
n ×
(0, T ) for some T > 0 in the sense of Definition 2.7. Suppose that u and v are
bounded and that there exist constants R > 0, a ≤ b such that u ≡ a and v ≡ b on
(Rn \BR(0))× (0, T ). Suppose that either
(i) v is Lipschitz continuous in space, uniformly in time; or
(ii) F satisfies (3.1) and f is Lipschitz continuous in both variables.
Then
u(·, 0) ≤ v(·, 0) on Rn(3.2)
implies
u ≤ v on QT .
Proof. Suppose that supQT u− v > 0. Let us fix µ > 0 such that
sup
QT
w =: m0 > 0.
where
w(x, t) = u(x, t)− v(x, t)− µ
T − t .
Let (xˆ, tˆ) ∈ QT be such that w(xˆ, tˆ) = m0.
Consider
Ψζ,ε(x, t, y, s) := u(x, t)− v(y, s)− |x− y − ζ|
2
2ε
− |t− s|
2
2ε
− µ
T − t .
For ε > 0 small enough and |ζ| ≤ √m0ε this function has a maximum on QT ×QT .
Proposition 3.2. Assume that u and v satisfy all the assumptions in Theorem 3.1.
Let (xε, tε, yε, sε) be a sequence of maxima of Ψζε,ε for some sequence |ζε| ≤
√
m0ε.
Then there is a constant M , independent of ε, so that we have
|xε − yε − ζε| ≤
√
Mε, |tε − sε| ≤
√
Mε,(3.3)
and
|xε − yε − ζε|2
ε
→ 0 as ε→ 0.(3.4)
Note that if ζε = 0 the limit (3.4) is standard in the viscosity theory; see for
example [CIL, Proposition 3.7]. However, the standard proof does not seem to
apply with ζε 6= 0 and we need a continuity of u or v to recover (3.4). The proof
of Proposition 3.2 uses the idea in [DZS]. We need (3.4) to show that the left-hand
side of (3.7) below converges to zero as ε→ 0.
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Proof. By maximality
Ψζε,ε(xε, tε, yε, sε) ≥ Ψζε,ε(xˆ, tˆ, xˆ, tˆ) = w(xˆ, tˆ)−
|ζε|2
2ε
≥ m0
2
> 0.
We deduce (3.3) as u(x, t) − v(y, s) is bounded above by some constant M on
QT ×QT .
Since at least one of (xε, tε) and (yε, sε) must lie in BR(0)× [0, T ), we can assume
that (xε, tε, yε, sε)→ (x¯, t¯) ∈ BR(0)× (0, T ) along a subsequence. Indeed, t¯ > 0 by
(3.2) and t¯ < T since supΨζε,ε(·, t, ·, ·)→ −∞ as t→ T−.
Therefore we have
u(x¯, t¯)− v(x¯ − ζε, t¯)− µ(T − t¯)−1 = Ψζε,ε(x¯, t¯, x¯− ζε, t¯)
≤ Ψζε,ε(xε, tε, yε, sε)
= u(xε, tε)− v(yε, sε)− |xε − yε − ζε|
2
2ε
− |tε − sε|
2
2ε
− µ(T − tε)−1.
After rearranging,
|xε − yε − ζε|2
2ε
+
|tε − sε|2
2ε
≤ u(xε, tε)− u(x¯, t¯) + v(x¯ − ζε, t¯)− v(yε, sε)
+ µ(T − t¯)−1 − µ(T − tε)−1.
Taking lim supε→0+ of both sides, and using the upper semicontinuity of u and the
continuity of v, we recover (3.4). Since every subsequence has a subsequence with
limit 0, we conclude that (3.4) holds for the full sequence. 
We showed in [GP1, Prop. 7.4 ] the following.
Lemma 3.3. There exists ε0 > 0 such that for every fixed 0 < ε < ε0 there is a set
Ξε ⊂ Rn on which ∂σ is constant, and ζε ∈ Rn, λε > 0 with |ζε| + 2λε < κ(ε) :=√
m0ε such that for every ζ, |ζ − ζε| ≤ 2λε there is a maximizer (x, t, y, s) of Ψζε,ε
on QT ×QT such that
x− y − ζ
ε
∈ Ξε.
Due to a bit of convex analysis explained in [GP1], Ξε − Ξε ⊂ (aff ∂σ(p))⊥ for
every p ∈ Ξε and therefore aff ∂σ(p) ⊂ (Ξε − Ξε)⊥.
We set Zε := aff ∂σ(p) for some p ∈ Ξε, kε := dimZε, with the linear isometries
Tε : Rk → Zε and T⊥,ε : Rn−k → Z⊥ε . Since p ⊥ Zε because σ is one-homogeneous,
the consequence of the flatness lemma, [GP1, Lemma 7.6], reduces to:
Lemma 3.4. For ζε, λε and Zε as above, we have
ℓε(ζ) = const for ζ ∈ ζε + Zε, |ζ − ζε| ≤ 2λε,
where
ℓε(ζ) := sup
QT×QT
Ψζ,ε.
Choosing some point of maximum (xε, tε, yε, sε) ∈ QT ×QT of Ψζε,ε and setting
pε := (xε − yε − ζε)/ε, we can follow the construction of pε-admissible faceted test
functions in [GP1, GP2]. This gives us two test functions ϕu, ϕv for u and v at
points (xε, tε) and (yε, sε), respectively, with
signψu(·+ x′ε) ≤ signψv(·+ y′ε),
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and there is δ > 0 with Bδε(0) ⊂ {ψu(·+ x′ε) = 0} ∩ {ψv(·+ y′ε) = 0}. Here x′ε :=
T ∗ε xε and so on as before. Then Lemma 2.3 and Corollary 2.4 yield
ess inf
[
Λpε,fu(·+x′ε)[ψu(·+ x′ε)]
] ≤ ess sup [Λpε,fu(·+x′ε)[ψv(·+ y′ε)]]
≤ ess sup [Λpε,fv(·+y′ε)[ψv(·+ y′ε)]] + Lf |xε − yε|+ ωf (|tε − sε|),
where fu(w) := f(T w+T⊥x′′ε , tε), fv(w) := f(T w+T⊥y′′ε , sε) and Lf is the Lipschitz
constant of f in space and ωf is the modulus of continuity of f on a sufficiently
large bounded set, and ess inf and ess sup are taken over Bδ(0). Since δ can be
taken arbitrarily small, we deduce
Λpε,fu [ψu](x
′
ε) ≤ Λpε,fv [ψv](y′ε) + Lf |xε − yε|+ ωf(|tε − sε|).(3.5)
Then we have from the definition of viscosity subsolution and supersolution
µ
(T − tε)2 + F (xε, tε, pε,Λpε,fu [ψu](x
′
ε))
− F (yε, sε, pε,Λpε,fv [ψv](y′ε)) ≤ 0.
(3.6)
On the other hand, using (3.5) and the monotonicity of F in the last variable, we
can estimate
F (xε,tε, pε,Λpε,fu [ψu](x
′
ε))− F (yε, sε, pε,Λpε,fv [ψv](y′ε))
≥ F (xε, tε, pε,Λpε,fv [ψv](y′ε) + Lf |xε − yε|+ ωf (|tε − sε|))
− F (yε, sε, pε,Λpε,fv [ψv](y′ε))
=: I.
If we assume (i), that is, v is Lipschitz in space, uniformly in time, with Lipschitz
constant Lv, we must have |pε| ≤ Lv. Therefore we can find a modulus of continuity
ωF of F on a sufficiently large bounded subset of R
n × R × Rn × R and we can
estimate
I ≥ −ωF
(|xε − yε|+ |tε − sε|+ Lf |xε − yε|+ ωf (|tε − sε|)),
where the right-hand side converges to 0 as ε→ 0.
On the other hand, if we assume (ii), that is, that F satisfies (3.1) and f is
Lipschitz in both variables, we can estimate
I ≥ −C(Lf + 1)(|pε|+ 1)(|xε − yε|+ |tε − sε|)
≥ −K(|pε|+ 1)
√
ε,
(3.7)
for some K independent of ε, where we used (3.3). But |pε|√ε → 0 as ε → 0 by
(3.4) and so the right-hand side converges to 0 as ε→ 0.
Either way, since by (3.6) we have
I ≤ − µ
T 2
< 0,
we arrive at a contradiction. We conclude that supu − v ≤ 0. This finishes the
proof of the comparison principle. 
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4. Stability
The stability with respect to an approximation by solutions of regularized prob-
lems
ut + F
(
t,∇u, div(∇σm(∇u))− f
)
= 0(4.1)
is an extension of the proof in [GP1]. Recall that we consider two modes of regu-
larization of σ:
(a) σm ∈ C2(Rn), a−1m ≤ ∇2σm ≤ am for some am > 0, and σm ց σ; or
(b) σm is an anisotropy, σm ∈ C2(Rn \ {0}), {σm < 1} is strictly convex, and
σm → σ locally uniformly.
We have the following theorem for the approximation scheme (a).
Theorem 4.1. Let σ be a crystalline anisotropy, F ∈ C(R × Rn × R) be non-
increasing in the last variable, and f ∈ C(Rn×R) be Lipschitz continuous in space,
uniformly in time. Let {um} be a locally bounded sequence of viscosity subsolutions
of (4.1) on an open set U ⊂ Rn × R with σm as in (a). Then lim sup∗m→∞um is
a viscosity subsolution of (1.2) on U . Similarly, if um are viscosity supersolutions
then lim inf∗m→∞um is a viscosity supersolution of (1.2).
Remark 4.2. We can also allow for f to be locally uniformly approximated by a
sequence fm with a uniform Lipschitz constant in space, and for F to be locally
uniformly approximated by continuous functions Fm, nonincreasing in the last vari-
able. This will only figure in (4.2) where we need to add a subscript ml to F and
f . Due to the locally uniform convergence we recover (4.3).
Remark 4.3. Note that unlike in the comparison principle, Theorem 3.1, we cannot
allow F to explicitly depend on the space variable x. Indeed, in the proof below,
we only know that the accumulation points of {xa}a>0 lie in the set N ∋ xˆ, and it
is not clear that xˆ is one of them to deduce (4.5). Note that a typical perturbation
like adding |x|4 to ϕ does not work since this does not yield an admissible faceted
test function.
For the approximating scheme (b) by anisotropies σm we need to assume that
the approximating sequence {um} are solutions with uniformly bounded continuous
initial data.
Theorem 4.4. Let σ, F and f be as in Theorem 4.1. Let T > 0 and let um be a
locally bounded sequence of viscosity solutions of (4.1) on Rn× (0, T ) with σm as in
(b) with initial data um(·, 0) = u0,m, where u0,m ∈ C(Rn) are uniformly bounded.
Then lim sup∗m→∞um is a viscosity subsolution of (1.2) and lim inf∗m→∞um is a
viscosity supersolution of (1.2) on Rn × (0, T ).
Proof. As in [GP1], we approximate each um by solutions um,δ of (4.1) with initial
data u0,m and σm,δ smooth with quadratic growth, as in (a) in the limit δ ց 0.
The rest follows the proof of Theorem 4.1. We refer the reader to [GP1] for further
details. 
4.1. Proof of Theorem 4.1. Let
u = lim sup
m→∞
∗um.
We follow the approach in [GP2]. We start with the simpler setting when pˆ = 0
and f = f(x) to explain the structure of the proof.
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Suppose that a 0-admissible test function is of the form ϕ(x, t) = ψ(x) + g(t)
where ψ is 0-admissible with facet containing 0 in its interior, and suppose that
u − ϕ(· − h, ·) has a global maximum 0 at (x, t) = (0, 0) for all |h| ≤ ρ for some
fixed ρ > 0. By Remark 2.2, we can modify ψ away from the facet {ψ = 0} by
distance greater than 2ρ so that ψ is a periodic Lipschitz function with a Cahn-
Hoffman vector field. We also modify f away from the facet so that it is periodic
and Lipschitz. By rescaling, we can assume that ψ is Zn periodic so that ψ ∈
Lip(Tn). We have ∂Ef (ψ) 6= ∅ where Ef is defined as in (1.4) over Tn. Since
Λ0,f [ψ] = −∂0Ef (ψ) on {ψ = 0}, we can approximate it by the resolvent problems
for Ef and Em,f ,
ψa + a∂Ef(ψa) ∋ ψ, ψa,m + a∂Em,f(ψa,m) ∋ ψ.
Since the resolvent problem for Em,f is uniformly elliptic, standard regularity yields
ψa,m ∈ C2(Tn). Moreover, ψa and ψa,m are Lipschitz continuous with Lipschitz
constant L + aLf , where L is the Lipschitz constant of ψ and Lf is the Lipschitz
constant of f ; see Section A. Due to the Mosco convergence of Em,f to Ef , we
deduce the convergence ψa,m → ψa in L2. Therefore the convergence is uniform
due to the Lipschitz continuity. Finally, (ψa − ψ)/a→ −∂0Ef (ψ) in L2(Tn).
We define the ρ-neighborhood of the facet,
O := {x : ψ(y) = 0 for some y, |y − x| ≤ ρ}.
Note that we did not modify ψ above closer than 2ρ from the facet {ψ = 0} and so
ψ(· − w) was not modified on O for all |w| ≤ ρ. We define
u¯(x) := sup
|t|≤ρ
[u(x, t)− g(t)].
We have u¯− ψ(· − w) on O for |w| ≤ ρ, with equality at x = 0.
For δ := ρ/5, we define the set
N := {x ∈ O : u¯(x) ≥ 0, ψ(x − w) ≤ 0 for some |w| ≤ δ}.
Note that N is bounded since O is bounded. Since u¯− ψ(x− z) has a maximum 0
for any |z| ≤ ρ = 5δ, we showed in [GP1, Corollary 8.3] that
u¯(x) ≤ 0 and ψ(x− z) ≥ 0 for all dist(x,N) ≤ 3δ, |z| ≤ δ,
and dist(N, ∂O) ≥ 4δ.
The key consequence is that we can modify ψ away from the facet while preserv-
ing its sign and the fact that all points of maxima of u¯−ψ(·−z) in 3δ-neighborhood
of N all lie in N , whenever |z| ≤ δ. In particular, we can assume that ψ has arbi-
trarily small Lipschitz constant L > 0 by simply multiplying ψ by a small positive
number. It is convenient to introduce M s, the s-neighborhood of N × {0}, as
M s := {(x, t) : dist(x,N) ≤ s, |t| ≤ s}.
By adding |t|2 to g(t), we may also assume that u−ϕ(·−z, ·) takes on its maximum
0 in the set M3δ at t = 0, whenever |z| ≤ δ.
To be able to conclude (4.4) below, for every a > 0 we choose za with |za| ≤ δ
satisfying ψ(za) = min|w|≤δ ψa(w). By the uniform convergence of ψa → ψ, for
all a small enough all the maxima of u − ϕa(· + za, ·) in M3δ lie in M δ, that is,
argmaxM3δ [u − ϕa(· + za, ·)] ⊂ M δ. For any such small a there exists a point of
maximum (xa, ta) inM
δ and a sequencemℓ →∞ and a sequence (xℓ, tℓ)→ (xa, ta)
of points of maxima of umℓ − ϕa,mℓ(· + za, ·) in M3δ. Since ψa,m are Lipschitz
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continuous with Lipschitz constant L+aLf , we can also assume that ∇ψa,mℓ → pa
as ℓ→∞ for some |pa| ≤ L+ aLf .
The definition of the viscosity subsolution um implies
g′(tℓ) + F
(
tℓ,∇ψa,mℓ(xℓ + za), div
(∇σmℓ(∇ψa,mℓ))(xℓ + za)− f(xℓ)) ≤ 0.(4.2)
But div
(∇σmℓ(∇ψa,mℓ)) − f = −∂0Emℓ,f (ψa,mℓ) = (ψa,mℓ − ψ)/a, and so by the
uniform convergence ψa,mℓ → ψa we recover in the limit ℓ→∞ the inequality
g′(ta) + F
(
ta, pa,
ψa(xa + za)− ψ(xa + za)
a
+ f(xa + za)− f(xa)
)
≤ 0.(4.3)
Due to the choice of za and [GP1, Lemma 8.5], we have
ψa − ψ
a
(xa + za) ≤ min
|w|≤δ
ψa − ψ
a
(w).(4.4)
The monotonicity of F in the last variable, uniform continuity of F on compact
sets and the Lf -Lipschitz continuity of f yields
g′(ta) + F
(
ta, pa, min
|w|≤δ
ψa − ψ
a
(w)
)
≤ ωF (Lf |za|),
for a modulus of continuity ωF . We now find a sequence aj → 0 such that paj → p
for some |p| ≤ L, and
lim
j→∞
min
|w|≤δ
ψaj − ψ
aj
(w) = lim inf
aց0
min
|w|≤δ
ψa − ψ
a
(w).
Since taj → 0 = tˆ, we recover
g′(0) + F
(
0, p, lim inf
aց0
min
|w|≤δ
ψa − ψ
a
(w)
)
≤ ωF (Lfδ).
And since (ψa − ψ)/a → Λ0,f [ψ] in L2(Bδ(0)), we have by the monotonicity of F
in the last variable
g′(0) + F (0, p, ess inf
|w|≤δ
Λ0,f [ψ](w)) ≤ ωF (Lfδ).
As we explained above, L > 0 can be taken arbitrarily small, |p| ≤ L and so by
continuity
g′(0) + F
(
0, 0, ess inf
|w|≤δ
Λ0,f [ψ](w)
)
≤ ωF (Lfδ).(4.5)
Since we can take ρ > 0 and therefore δ > 0 arbitrarily small, we deduce (2.7).
We have verified (2.7) for pˆ = 0.
In the case of general pˆ, and f = f(x, t), we have a more complicated pˆ-admissible
test function ϕ(x, t) = ψ(x′) + θ(x′′) + pˆ · x+ g(t). Let k, Z, T and T⊥ correspond
to pˆ. Suppose that u−ϕ(· − T w, ·) has a global max at (xˆ, tˆ) for small w ∈ Rk. By
translation, we may assume that (xˆ, tˆ) = (0, 0). By rotating the coordinate system,
we may assume that Z = Rk×{0}, Z⊥ = {0}×Rn−k so that x = (x′, x′′), x′ ∈ Rk,
x′′ ∈ Rn−k.
We proceed as in [GP1]. First, recalling [GP1, Corollary 8.3], we note that
by adding |x′′|2 to θ(x′′) and |t|2 to g(t), we may assume that the maximum of
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u− ϕ(· − T w, ·) in M3δ is attained only on M0 = N × {0} × {0} for any small w,
where
M s := {(x, t) : dist(x′, N) ≤ s, |x′′| ≤ s, |t| ≤ s}.
By the above mentioned corollary and ∇θ(0) = 0, we may also assume that the
Lipschitz constant of ψ and θ on M3δ is smaller than any chosen fixed L > 0. By
modifying ψ away from N and θ away from 0, we can make them periodic, while
preserving the Lipschitz constant L. As N is bounded, scaling allows us to assume
that they are 1 periodic and that diam(N) < 1. This way we can again consider a
resolvent problem on Tn, but with the reduced energy
E¯(v) :=
∫
σ¯(Dv) + f¯ v, v ∈ BV (Tn) ∩ L2(Tn),
where
σ¯(p) = lim
λց0
σ(pˆ+ λp)− σ(pˆ)
λ
,
and
f¯(x) := f(T x′, 0), dist(x′, {ψ = 0}) small,
and f¯ is extended periodically away from the facet in the directions in Z. Note that
σ¯ is linear on Z⊥, and f¯ is constant in the directions in Z⊥. In fact, T x′ = T T ∗x
is the orthogonal projection on Z.
As we showed in [GP1, Lemma 3.9], the solution ψ¯a of the resolvent problem
ψ¯a + a∂E¯(ψ¯a) ∋ ψ¯
with ψ¯(x) = ψ(x′) + θ(x′′) is of the form
ψ¯a(x) = ψa(x
′) + θ(x′′),
where ψa is the solution of the sliced resolvent problem
ψa + a∂Esl(ψa) ∋ ψ
with the sliced energy
Esl(v) :=
∫
σslpˆ (Dv) + fˆv, v ∈ BV (Tk) ∩ L2(Tk),
with fˆ(w) := f¯(T w). We recall that
ψa − ψ
a
→ Λpˆ,fˆ as a→ 0 in L2({ψ = 0}).
Let ψ¯a,m be the solution of the resolvent problem
ψ¯a,m + a∂E¯m(ψ¯a,m) ∋ ψ¯,
where
E¯m(v) :=
∫
σm(∇v + pˆ) + f¯ v, v ∈ H1(Tn).
We recall that E¯m Mosco-converges to the energy
∫
σ(Dv + pˆ) + f¯v, which is equal
to E¯ for functions with sufficiently small Lipschitz constant since σ and σ¯ differ by
a constant on a small neighborhood of pˆ depending only on pˆ since σ is crystalline.
Thus we have ψ¯a,m ⇒ ψ¯a as long as L, a > 0 are taken sufficiently small. For more
details, see [GP1].
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For each a > 0, we select za ∈ Rk with
ψa(za) = min
|w|≤δ
ψa(w).
For a fixed a > 0, there exist a sequence of points of maximum (xa,m, ta,m) of
um(x, t)− ψ¯a,m(x+ T za)− pˆ · x− g(t) on M3δ and a point of maximum (xa, ta) of
u(x, t)−ψa(x′ + za)− θ(x′′)− pˆ · x− g(t) on M3δ such that (xa,m, ta,m)→ (xa, ta)
as m→∞ along a subsequence.
By the viscosity subsolution condition for (4.1) we have
g′(ta,m) + F
(
ta,m,∇ψ¯a,m(xa) + pˆ,
div∇σm(∇ψ¯a,m + pˆ)(xa,m + T za)− f(xa,m, ta,m)
)
≤ 0.
By the Lipschitz bound for ψa,m, there is pa such that ∇ψ¯a,m(xa,m)→ pa along a
subsequence m→∞. We also have |pa| ≤ L+ aLf . Since div∇σm(∇ψ¯a,m + pˆ) =
(ψ¯a,m− ψ¯)/a+ f¯ , continuity and uniform convergence yield along the subsequence
m→∞ that
g′(ta) + F
(
ta, pa + pˆ,
(ψa(x
′
a + za)− ψ(x′a + za))/a+ f¯(xa + T za)− f(xa, ta)
)
≤ 0.
Now we estimate
f¯(xa + T za)− f(xa, ta) = f(T (x′a + za), 0)− f(T x′a + T⊥x′′a , ta)
≤ ωf (|x′′a |+ |ta|+ |za|),
where ωf is a modulus of continuity of f on a sufficiently large subset of R
n × R.
We use the above estimate and [GP1, Lemma 8.5] to deduce
g′(ta) + F
(
ta, pa + pˆ, min
|w|≤δ
(ψa(w)− ψ(w))/a
)
≤ ωF (ωf (|x′′a |+ |ta|+ δ)),
where ωF is a modulus of continuity of F on a sufficiently large subset of R×Rn×R.
Now sending aց 0 along a subsequence so that pa → p for some p with |p| ≤ L and
using that (ψa − ψ)/a→ Λpˆ,fˆ [ψ] in L2(Bδ(0)), |x′′a| → 0 and |ta| → 0, we recover
g′(0) + F (0, p+ pˆ, ess inf
|w|≤δ
Λpˆ,fˆ [ψ](w)) ≤ ωF (ωf (δ)).
Since we can take L > 0 and δ > 0 as small as we want, we deduce
g′(0) + F (0, pˆ,Λpˆ,fˆ [ψ](0)) ≤ 0.
Therefore the viscosity solution condition (2.7) is satisfied for any pˆ-admissible test
function.
This shows that u is a viscosity subsolution of (1.2). Since the proof that
lim inf∗m→∞um is a viscosity supersolution of (1.2) is analogous, this finishes the
proof of Theorem 4.1.
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5. Lipschitz bound
In this section we show that the solutions of the approximating problems (4.1)
have a modulus continuity uniform in m. We consider a level set equation of
V = g(ν, κσ + f) of the form
(5.1)
ut + |∇u|g
(∇u/|∇u|,− div (∇σ(∇u)) + f(x, t)) = 0 in Rn × (0, T ), T > 0,
where the anisotropy σ is smooth. For the following Lipschitz estimate we do not
need to assume that σ is positively one-homogeneous.
Theorem 5.1. Assume that σ ∈ C2(Rn \ {0}) is convex, g ∈ C(Sn−1 × R) is
Lipschitz in the second variable with a Lipschitz constant Lg uniform in the first
variable, g is non-decreasing in the second variable, and f ∈ C(Rn× [0, T ]) is Lips-
chitz in space with a Lipschitz constant Lf uniform in time. Let u ∈ C (Rn × [0, T ])
be a solution of (5.1) in Rn × (0, T ). Assume that u is constant outside B× [0, T ],
where B is a (large) ball. If the initial data u0 is Lipschitz, then
|u(x, t)− u(y, t)| ≤ LeMt|x− y|, x, y ∈ Rn, t ∈ [0, T ](5.2)
with M = LgLf , L = Lip(u0).
Proof. Suppose that the conclusion were false. Then,
m0 := sup
Q×Q
t=s
Φ(x, t, y, s) > 0, Φ(x, t, y, s) := u(x, t)− u(y, s)− LeMt|x− y|,
where Q = Rn × [0, T ]. By uniform continuity of u in Q, for any ε > 0 there is
δ > 0 such that |t− s| ≤ δ implies that |u(x, t)− u(x, s)| < ε for all x ∈ Rn. We fix
ε = m0/8 so that
sup
Q×Q
|t−s|≤δ
Φ(x, t, y, s) ≥ m0/2.
We take β > 0 sufficiently small and fix it so that
m1 := sup
Q×Q
|t−s|≤δ
(Φ(x, t, y, s)− β/(T − t)) ≥ m0/4.
For α > 1, we consider
Ψ(x, t, y, s) := Φ(x, t, y, s)− β/(T − t)− α(t− s)2.
Since u is continuous and is a constant on (Rn \B)× [0, T ] with a big ball B, there
is a maximizer (xα, tα, yα, sα) ∈ Q × Q of Ψ. Moreover, if α is sufficiently large,
say α > α0, then |tα − sα| < δ. This yields
m1 ≥ max
Q×Q
Ψ(x, t, y, s), c0 := sup
α>α0
1/|xα − yα| <∞
by uniform continuity of u in Q. Moreover, we see that tα − sα → 0 as α → ∞
since m1 > 0. Since L = Lipu0, we observe that Φ(x, 0, y, 0) ≤ 0 for all x, y ∈ Rn.
Thus any accumulation point of {tα} should not be zero since tα−sα → 0. We may
assume that tα, sα are away from zero for sufficiently large α, say α > α1 ≥ α0.
Evidently, tα, sα < T . We rewrite Ψ as
Ψ(x, t, y, s) = u(x, t)− u(y, s)− ϕ(x, t, y, s),
ϕ(x, t, y, s) := α(t− s)2 + β/(T − t) + LeMt|x− y|.
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Our maximizer zα = (xα, tα, yα, sα) should be in the interior of Q×Q.
We are now in position to apply a parabolic version of Crandall–Ishii’s lemma
[CIL], [G, Theorem 3.3.3]. It provides n× n symmetric matrices Xα, Yα such that
(ϕt(zα),∇xϕ(zα), Xα) , (resp. (−ϕs(zα),−∇yϕ(xα),−Yα))
can be approximated by super (resp. sub) parabolic semijets of u at (xα tα) (resp.
(yα, sα)). Moreover, Xα + Yα ≤ 0 and the norms ‖Xα‖, ‖Yα‖ are bounded by the
spatial second derivatives of ϕ at zα for α > α1 which are bounded since c0 < ∞.
Since u is a sub- and supersolution and ∇xϕ(zα) = −∇yϕ(zα) =: pα, we end up
with
(5.3) ϕt + |pα|g
(
pα/|pα|,− tr
(∇2σ(pα)Xα)+ f(xα, tα)) ≤ 0 at zα
−ϕs + |pα|g
(
pα/|pα|,− tr
(∇2σ(pα)(−Yα))+ f(yα, sα)) ≥ 0 at zα.
In the second inequality, we may replace −Yα by Xα since Xα + Yα ≤ 0 and g is
monotone in the last variable (ellipticity). The resulting inequality is
(5.4) − ϕs + |pα|g
(
pα/|pα|,− tr
(∇2σ(pα)Xα)+ f(yα, sα)) ≥ 0 at zα.
Since
|g(p, ξ1)− g(p, ξ2)| ≤ Lg|ξ1 − ξ2|,
subtracting (5.4) from (5.3) yields
(5.5) ϕt(zα) + ϕs(zα)− |pα|Lg |f(xα tα)− f(yα, sα)| ≤ 0.
By a simple manipulation, we get
ϕt(zα) = β/(T − tα)2 + LMeMtα |xα − yα|+ 2α(tα − sα),
ϕs(zα) = −2α(tα − sα),
pα = Le
Mtα(xα − yα)/|xα − yα| so that |pα| = LeMtα .
Since f is uniformly continuous in B × [0, T ] and spatially Lipschitz uniformly in
time,
|f(xα, tα)− f(yα, sα)| ≤ Lf |xα − yα|+ ω(tα − sα),
where ω is a modulus, i.e., ω ∈ C[0, δ], ω ≥ 0 and ω(0) = 0. Since 1/(T − tα)2 ≤
1/T 2, (5.5) now yields
(5.6) β/T 2 + LMeMtα |xα − yα| − |pα|Lg (Lf |xα − yα|+ ω(tα − sα)) ≤ 0.
Since M = LgLf , we see that
LMeMtα |xα − yα| − |pα|LgLf |xα − yα| = 0.
Thus (5.6) implies
β/T 2 − |pα|Lgω(tα − sα) ≤ 0.
Sending α→∞ and using tα − sα → 0, we obtain β/T 2 ≤ 0, which is a contradic-
tion. The proof is now complete. 
As an application of Lipschitz bound, we further derive a uniform Ho¨lder conti-
nuity in time when σ
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Theorem 5.2. Assume that σ, g an f are as in Theorem 5.1 and additionally
assume that σ is positively one-homogeneous. Let u be the solution of (5.1) in
R
n × (0, T ). Assume the same hypotheses of Theorem 5.1 concerning u. Assume
that f is bounded. Then
|u(x, t)− u(x, s)| ≤ A|t− s|1/2, x ∈ Rn, t, s ∈ [0, T ](5.7)
with some constant A depending only on positive constants L, M , T , G, λ+, λ−
such that
sup
r>0
sup
p∈Sn−1
r |g (p,±(n− 1)/r + sup |f |)| ≤ G,
λ−|x| ≤ σ(x) ≤ λ+|x| for all x ∈ Rn.
Proof. We shall prove this Lemma by constructing a barrier. We first observe that
∇σ (∇σ◦(x)) = x/|x|
so that div∇σ (∇σ◦(x)) = (n − 1)/|x|, where σ◦(x) is the support function of the
set {σ(x) ≤ 1}, i.e.,
σ◦(x) = sup {〈x, y〉 | σ(y) ≤ 1} .
The function σ◦ satisfies
λ−1+ |x| ≤ σ◦(x) ≤ λ−1− |x|
and it is convex and positively one-homogeneous. (If ∇2σ is strictly positive on
Sn−1, this σ◦ may not be smooth but in the sense of viscosity solutions the indentity
div (∇σ(∇σ◦(x)) = (n− 1)/|x| still holds.)
For a given s ∈ [0, T ], by Theorem 5.1, u(·, s) is Lipschitz with a Lipschitz
constant Ls = Le
Ms. For a given δ > 0 by Young’s inequality, we have
|x| ≤ δ + |x|2/4δ.
This implies that
(u(x, s)− u(x0, s)) /Ls ≤ δ + |x− x0|2/4δ ≤ δ + λ2+σ◦(x − x0)2/4δ.
If we take a constant C large but depending only on G, we observe that
v(x, t) := Ls
(
C(t− s)/δ + δ + λ2+σ◦(x− x0)2/4δ
)
+ u(x0, s)
is a supersolution with
u(·, s) ≤ v(·, s).
By the standard comparison theorem [G, Chapter 3], we conclude that
u(x, t) ≤ v(x, t) for t ≥ s, x ∈ Rn.
In particular,
u(x0, t) ≤ Ls (C(t− s)/δ + δ) + u(x0, s)
We take δ such that δ = (C(t− s))1/2 to get
u(x0, t)− u(x0, s) ≤ 2Ls (C(t− s))1/2 for all t ≥ s > 0.
A symmetric argument yields the estimate from below. Since x0, s are arbitrary,
this completes the proof. 
We are ready to prove the existence of solutions of (1.2) for F of the form (1.3).
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Theorem 5.3. Let F be of the form (1.3), where g and f are as in Theorem 5.1
and assume that σ is a crystalline anisotropy. Then the equation (1.2) has a unique
global viscosity solution on Rn × (0,∞) for any Lipschitz initial data u0 constant
outside a large ball B. Moreover, u is Lipschitz continuous in space (5.2) and
1/2-Ho¨lder continuous in time (5.7).
Proof. We can approximate σ by a sequence of positively one-homogeneous func-
tions σm as in Theorem 4.4, so that they all satisfy the assumptions of Theorem 5.2
with the same λ±. By the classical viscosity solution theory, (4.1) has a unique vis-
cosity solution um with the initial data u0 for any m. For any T > 0, the sequence
{um} is uniformly Lipschitz in space by Theorem 5.1 and uniformly Ho¨lder in time
by Theorem 5.2. Hence any subsequence has a further subsequence that converges
uniformly on Rn× [0, T ] to some continuous function u with u(·, 0) = u0. This limit
must be the unique viscosity solution of (1.2) by Theorem 4.4. In particular, the
whole sequence converges to u locally uniformly on Rn × (0,∞). 
Sketch of the proof of Theorem 1.1. Once we have existence, comparison and sta-
bility of solutions of (1.3), we are able to prove invariance under the change of
depending variables as in [GP1,GP2]. This yields the uniqueness of the level set of
a solution. Our existence result (Theorem 5.3) now yields the unique existence of
the level set flow. 
6. Proof of nonexistence with x-dependent F
In this section we show that we cannot allow the operator F to depend on x
directly since in that case a solution might not exist in general. Let us consider the
equation
ut + F
(
x, (signux)x
)
= 0, x ∈ R, t > 0,(6.1)
with F (x, ξ) = −ξ + f(x) and initial condition
u(·, 0) = 0.
This corresponds to anisotropy σ(p) = |p| for p ∈ R.
Theorem 6.1. Let f ∈ Lip(R) with compact support, f ≥ 0 but f 6≡ 0 (see
Figure 1(a)). Set L = 1/max f . Assume that
supp f ⊂ (−L,L).
Then there is no continuous solution with compact support.
Proof. We show it by contradiction with the comparison principle, Theorem 3.1,
which applies to equation (6.1).
Let u be a solution of (6.1) with initial data 0 and compact support. Let us fix
ω > L. For given a > 0 set
v(x) = va(x) := min
(
max
(
a(|x| − ω), a(L− ω)), 0).
Note that v has a facet [−L,L] that contains the support of f . We claim that
w(x, t) = va(x) is a viscosity subsolution in the sense of Definition 2.7. Indeed, for
any faceted test function that touches w from above on the facet [−L,L], we have
Λ ≥ 1L and therefore
F (x,Λ) = −Λ + f ≤ − 1
L
+max f = −max f +max f = 0.
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Figure 1. (a) An example of the nonuniform forcing f in Theo-
rem 6.1. (b) The construction of χℓ.
For a test function touching anywhere else we always get F (x,Λ) ≤ 0.
Therefore by the comparison principle we must have va ≤ u(·, t) for all t and
a > 0 and so u ≥ 0. On the other hand, f ≥ 0 and therefore u = 0 is a supersolution
so we conclude that u ≡ 0.
But by testing u from above by a faceted test function with a facet longer than L,
we can show that there are points where F (x,Λ) = −Λ+f(x) > − 1L+f(x) = 0 and
so we see that u ≡ 0 is not a viscosity subsolution in the sense of Definition 2.7. 
In fact, this shows that a supremum of subsolutions might not be a subsolution.
One may be interested in what the solution is for ut + F ((signux)x − f(x)) = 0
with F (ξ) = −ξ. Such a type of problems is studied in the framework of the
maximal monotone operators [GG1]. Although a Lipschitz bound is studied only
for level set equations, it is not difficult to show uniform Lipschitz bounds and also
1/2-Ho¨lder continuity in time for the σm-approximation as we did in Section 5. By
our convergence results we conclude that the viscosity solution agrees with that in
the theory of maximum monotone operators.
We here give an explicit example of the solution. We consider f ∈ Lip(R) with
compact support, f ≥ 0 but f 6≡ 0. To simplify the explanation we assume that f
is even, that is, f(x) = f(−x), x ∈ R, and that f is non-increasing for f > 0. We
take R > 0 such that supp f = [−R,R]. Let Z± be
Z±(x) = −
∫ x
0
f(z) dz ± 1.
Since Z± is convex in x for x > 0 and Z± −±1 is odd, there is a unique ℓ ∈ (0, R)
such that the straight segment y = y(x) connecting (−ℓ, Z−(−ℓ)), (ℓ, Z+(ℓ)) has
the slope Z ′+(ℓ) = −f(ℓ); see Figure 1(b). Moreover,
Z−(x) ≤ y(x) ≤ Z+(x)
for x ∈ [−ℓ, ℓ]. By definition of Λf , we observe as in [GG1]
Λf [χℓ] = y
′(x) =
Z+(ℓ)− Z−(−ℓ)
2ℓ
,
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if χℓ corresponds to the facet
χℓ(x) :=
{
1, x /∈ [−ℓ, ℓ],
0, x ∈ [−ℓ, ℓ].
One is able to characterize ℓ in a slightly different way since y′(ℓ) = −f(ℓ). Since
ℓ is the unique number such that
−Z ′+(ℓ) =
Z−(−ℓ)− Z+(ℓ)
2ℓ
,
it is the unique number satisfying
f(ℓ) = −1
ℓ
+
1
2ℓ
∫ ℓ
−ℓ
f(x) dx.(6.2)
We consider the initial value problem
ut + F
(
(signux)x − f(x)
)
= 0(6.3)
with F (ξ) = −ξ. By using above ℓ one gets an explicit solution.
Theorem 6.2. Assume that f is as above. Let ℓ ∈ (0, R) be a unique number
satisfying (6.2). Then the function
u(x, t) = max(−f(x)t,−f(ℓ)t)
is the unique solution of (6.3) with initial data u0 ≡ 0.
Since the facet is χℓ for all t > 0, it is easy to see that this is a solution. For
more examples of solutions see [GG1].
Appendix A. Regularity of the solution of the resolvent problem
In the perturbed test function method in the proof of Theorem 4.1, we need to
solve the resolvent problem for Ef defined in (1.4). Here we show that the solution
of this resolvent problem is Lipschitz continuous. Suppose that ψ is a Lipschitz
function with Lipschitz constant L and f is a Lipschitz function with Lipschitz
constant Lf . Consider the solution ζ of
ζ + a∂Ef(ζ) ∋ ψ.
By shifting ζy := ζ(· − y), etc., we have
ζy + a∂Efy (ζy) ∋ ψy,
or, equivalently,
ζy + a∂E0(ζy) ∋ ψy − afy.
By the Lipschitz continuity, we have
ψy − afy − (L+ aLf)|y| ≤ ψ − af ≤ ψy − afy + (L+ aLf )|y|
and hence the comparison principle for the elliptic resolvent problem yields
ζy − (L+ aLf)|y| ≤ ζ ≤ ζy + (L+ aLf )|y|.
We conclude that ζ is Lipschitz continuous with the Lipschitz constant L+ aLf .
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