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The generalized Nielsen number is defined for selfmaps, which are composed by
operators with R$ -values, on compact connected ANRs. Then it is applied to
Carathe odory differential inclusions with constraints for obtaining the multiplicity
criteria. More precisely, such problems are transformed to those for the lower
estimate of fixed points of the related operators with the given properties on
bounded, compact, connected neighbourhood retracts of Fre chet spaces. In this way,
multiple solutions can be proved e.g. for the multivalued initial value problem on
the halfline or, in the singlevalued case, for boundary value problems to ordinary
differential equations.  1999 Academic Press
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1. INTRODUCTION
In [A2, AGG], we have systematically developed the topological
methods for differential inclusions with constraints, including the
asymptotic boundary value problems. The main purpose was the existence
of bounded solutions with or without additional prescribed restrictions.
Here, we would like to proceed furthermore in this project by investigating
the multiple solutions of such problems in the frame of the Nielsen theory.
This fixed point theory allows us to get lower estimates of the number of
fixed points, representing solutions of the given problems. Although this
theory is rather advanced (see, e.g., [BJ, Br1, Ki, Mc, Sc3]), there are only
several applications to differential equations (see, e.g., [A1, Br2Br4, BZ,
Fe1Fe3]). It has been generalized for multivalued operators in [AGJ, Dz,
J, KM, Sc1, Sc2], but as far as we know there is the only application to
differential inclusions in [AGJ].
So, in order to build the appropriate apparatus, we recall at first (in
Section 2) the basic topological notions and facts needed to the definition
of the generalized Nielsen number for selfmaps on compact connected
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ANRs, which are composed by uppersemicontinuous multifunctions with
R$values. The definition (Definition 5) jointly with the most important
property, the invariantness under homotopy (Theorem 2), will be given in
Section 5 by means of some former results due to the other authors
(Sections 3, 4). Then, in Section 6, we apply this theory to boundary value
problems for differential inclusions and equations on compact as well as
noncompact (possibly infinite) intervals, by showing that the related
operators have the required properties. The main statements of this paper
are Theorem 5, dealing with the global initial value problem for
Carathe odory differential inclusions, and Theorem 6, dealing with the large
family of (possibly asymptotic) boundary value problems for Carathe odory
differential equations. The novelty consists in studying the multiplicity of
bounded solutions with or without additional prescribed properties
(whence the title). Finally, as an illustrating example, Theorem 6 is applied
in Section 7 to a planar nonautonomous system for obtaining at least two
bounded solutions.
Let us remark that, unlike in the quoted papers of R. Brown and
M. Fec kan, no small or additional parameters are involved, i.e., we need
not use any perturbations arguments. In [AGJ], the extension of the
Nielsen theory has been done for a more general class of multifunctions,
but applied to the composition of Poincare operators with homeo-
morphisms on tori, i.e., via the finite dimensional reduction. The multi-
plicity results for differential inclusions obtained by different techniques are
also quite rare (see, e.g., [Ba]).
2. SOME PRELIMINARIES
In the entire text, all topological spaces are assumed to be metric. For
our convenience, it will be useful to recall at first the frequently used
notions as ANR-spaces, Fre chet spaces, etc., and some basic facts about
them.
Let A be a nonempty subset of the metric space X. The map r : X  A is
called a retraction of X onto A if r(x)=x for every x # A, and A is called
a retract of X.
We say that a nonempty subset A of X is a neighbourhood retract of X if
there exists an open subset U of X containing A, i.e., A/U/X, such that
A is a retract of U.
We say that X is an absolute retract (AR) or an absolute neighbourhood
retract (ANR) if for any metric space Y, for any closed subset B of Y and
any continuous map f : B  X there exists an extension f : Y  X of f or
there exists an open neighbourhood U of B in Y and an extension f : U  X
of f, respectively.
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For more details concerning the theory of retracts see, e.g., [Bo].
Now, let E be a Hausdorff topological vector space over R. We say that
E is locally convex if there exists a base of convex open neighbourhoods of
the origin. It is wellknown that such a locally convex space is metrizable
if and only if it has a countable base of neighbourhoods of the origin. Since
a countable base of neighbourhoods generates a countable family of semi-
norms [ pk | k1], the metric can be then easily defined as
d(x, y)= :

k=1
2&k
pk(x& y)
1+ pk(x& y)
,
for every x, y # E.
By the First Hanner Theorem (see, e.g., [Bo]) we obtain that, if X is a
metrizable neighbourhood retract of a locally convex space, then X is an
ANR-space. Thus, every neighbourhood retract of the Fre chet space (i.e., a
completely metrizable locally convex topological vector space) is ANR.
One can easily check that, for example, the space C(J, Rn) of all con-
tinuous functions x : J  Rn with the topology of the uniform convergence
on compact subintervals of J is Fre chet. Its topology can be generated by
the metric
d(x, y)= :

n=1
2&n
pKn(x& y)
1+ pKn(x& y)
,
where [Kn] is a family of compact subsets of J such that n=1 Kn=J and
Kn /Kn+1 . Of course, if J is compact, then C(J, Rn) is Banach.
At last, we recall the notion of an uppersemicontinuous (u.s.c.) map. Let
X, Y be metric spaces. A multivalued map . : X ^ Y is called u.s.c. if, for
any open subset B/Y, the set .&1(B) is an open subset of X.
3. LIFTING PROPERTY
In what follows, let us denote by X a compact connected (metric) ANR-
space (absolute neighbourhood retract space). It is wellknown (see, e.g.,
[Sp]) that such a space X admits a universal covering : : X  X. Observe
that if X is as above, then so is X_[0, 1], and we have
( X_[0, 1] )=X _[0, 1].
Thus,
:_Id: X _[0, 1]  X_[0, 1]
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is a universal covering, where
(:_Id)(x~ , *)=(:(x~ ), *) for every x~ # X and * # [0, 1].
Definition 1. Let . : X ^ X be an u.s.c. (upper-semicontinuous) map
with nonempty compact connected values. We say that . possesses the
lifting property (written . # :(X )) if for every x~ 1 , x~ 2 # X with :(x~ 2) #
.(:(x~ 1)) there exists an u.s.c. map .~ : X ^ X with nonempty compact
connected values such that x~ 2 # .~ (x~ 1) and the diagram
X ^.~ X
: a a :
X ^. X
commutes; then .~ is called a lift of ..
For . # :(X ), we define still
Fix(.)=[x # X : x # .(x)]
and
Fix(.~ )=[x~ # X : x~ # .~ (x~ )].
One can readily check that :(Fix(.~ ))/Fix(.).
Definition 2. Assume that x1 , x2 # Fix(.). We say that x1 and x2 are
Nielsenequivalent (written x1 tN x2) if there exists a lift .~ of . such that
x1 , x2 # :(Fix(.~ )).
Lemma 1. The t
N
is an equivalence relation in Fix(.).
For the proof, see, e.g., [Dz, J].
In view of Lemma 1, we can consider the quotient set N(.)=
Fix(.)t
N
.
Lemma 2. The set N(.) is finite, provided Fix(.){<.
For the proof, see e.g., [Dz].
As an example of the class of multivalued maps contained in :(X), we
can give the following
Proposition 1. Let . : X ^ X be an u.s.c. map with nonempty compact
connected values satisfying the following condition: for every x # X there
exists an open neighbourhood Ux of .(x) in X such that each loop in Ux is
homotopic (with fixed ends) in X to a constant loop. Then . # :(X ).
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For the proof, see, e.g., [Dz, J].
Since any ANR-space is locally contractible, it follows immediately from
Proposition 1 that C(X )/:(X ), where C(X) denotes the set of all
continuous (single-valued) maps from X into itself.
Now, we introduce the appropriate notion of a (fat) homotopy in :(X ).
Definition 3. Let .,  be two maps in :(X ) and assume that
/ : X_[0, 1] ^ X is an u.s.c. map with nonempty compact connected
values such that /(x, 0)=.(x) and /(x, 1)=(x), for each x # X.
We say that / is a homotopy linking . and  in :(X ) if
/ # :(X_[0, 1]) with /~ (x~ , 0)=(.~ (x), 0) and /~ (x~ , 1)=( (x), 1),
where / (x, t)=(/(x, t), t) for every x # X.
As an easy consequence of Definition 3, we can get (cf. [J])
Proposition 2. Let / : X_[0, 1] ^ X be a homotopy linking . and  in
:(X ). Assume that M # N(/ ) is a Nielsen class of / . Then, for any
* # [0, 1], the set M*=[x : (x, *) # M ] is empty or M* # N(/*), where
/* : X ^ X, /*(x)=/(x, *); in particular, Mi is empty or Mi # N(/i), i=0, 1,
where /0=., /1=.
4. FIXED POINT INDEX ON ANRs
For our aim, it is sufficient to accept the definition of the fixed point
index for operators, which are compositions of a finite number of u.s.c.
maps with R$ -values, on compact subsets of (metric) ANR-spaces (i.e., so
called J-maps), as given in [BK, GGK].
Let us recall that a nonempty metric space X is contractible if there exists
a homotopy h : X_[0, 1]  X such that h(x, 0)=x and h(x, 1)=x0 , for
every x # X. A compact metric space X is said to be an R$ -set if it is an
intersection of a decreasing sequence of compact contractible spaces. In
particular, X is then nonempty and connected. For more details concerning
R$ -sets and mappings with R$ -values see, e.g., [BK, GGK].
Remark 1. A composition of two u.s.c. maps with R$-values need not
be a map with R$-values in general (see, e.g., [Go]). By the same reason,
it is not enough to employ the class of u.s.c. maps with R$ -values, when
considering even the composition of these maps with (single-valued)
continuous functions (e.g., retractions).
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Denoting (for the sake of convenience)
A(X )=[. : X ^ X | . is a composition of a finite number of
u.s.c. maps with R$ -values on compact metric ANR-spaces such
that, for every x # Fix(.), there is a neighbourhood Ux of .(x)
which is trivial in the sense that, for each y0 # Ux , the inclusion
Ux /X induces the trivial homomorphism ?1(Ux , y0)  ?1(X, y0)],
we can introduce
Definition 4. Let X # ANR, . # A(X ) and U be an open subset in X.
A triple (X, U, .) is called appropriate (to the fixed point index theory) if
Fix(.) & U=<,
where U denotes the boundary of U in X.
The class of all appropriate triples will be denoted by K. A homotopy
/ : X_[0, 1] ^ X is called appropriate (with respect to U) if / a composi-
tion of a finite number of u.s.c. maps with R$-values on compact subsets
of ANR-spaces and
[x : x # /(x, *) for some * # [0, 1]] & U=<.
Proposition 3 [BK, GGK]. There exists a function I : K ^ Z called
the fixed point index function having the following properties:
(i) (Normalization) I(X, X, .)=4(.), when 4(.) is the generalized
Lefschetz number of . ( for the definition, see [Go]);
(ii) (Existence of fixed points) If I(X, U, .){0, then Fix(.) &
U{<;
(iii) (Homotopy invariance) If /_[0, 1] ^ X is an appropriate
homotopy with respect to U, then I(X, U, /( . , 0))=I(X, U, /( . , 1));
(iv) (Additivity) If (X, U, .) # K and Fix(.)/ki=1 Ui , Fix(.) &
Ui=<, i=1, ..., k, where Ui are open disjoint subsets of U, then
I(X, U, .)= :
k
i=1
I(X, Ui , .),
where Z is the ring of integers.
One can prove that the above index is unique (see [BK, GGK]); so if
.= f is a single-valued map, then the above index coincides with the
Granas fixed point index (see [Gr]).
We need still the following crucial statement.
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Proposition 4. Let X be a compact, connected, metric ANR-space.
Assume furthermore that . # A(X ). Then . # :(X ).
Sketch of Proof. It follows from the investigations in [KM] that
. # A(X ) satisfies the condition in Proposition 1. Thus, according to
Proposition 1, . # :(X ).
5. GENERALIZED NIELSEN NUMBER
Let X be, as before, a compact connected metric ANR-space. We shall
deal with the class of multivalued maps belonging to the above class
A(X )/:(X ). Let us note that, e.g., R$ -self-maps on X (in particular,
single-valued continuous maps) belong to this class (see [KM]).
We have observed in Section 3 that for each . # A(X ) the set N(.) of
Nielsen classes of . is finite.
Let F1 , ..., Fk be all the Nielsen classes of . # A(X ).
For every Fi , i=1, ..., k, we choose an open neighbourhood Ui such that
Fi /Ui and Ui & Uj=< for i{ j.
We say that the Nielsen class Fi is essential if I(X, Ui , .){<. It follows
from the additivity property of the fixed point index that the notion of
essentiality does not depend on the choice of Ui .
Definition 5. The Nielsen number N(.) of . is the number of essential
Nielsen classes F1 , ..., Fk . This number depends on the way of decomposi-
tion of . into R$-maps. However, if . itself is an R$ -mapping, then it is
independent of a decomposition (see [KM]).
As a direct consequence of Definition 5, we can give
Theorem 1. If . # A(X ), then . has at least N(.) fixed points.
The following theorem is fundamental because of applications.
Theorem 2. The Nielsen number N(.), where . # A(X ), is invariant
under the homotopy /, where /( . , *) # A(X ) for every * # [0, 1].
For the proof, see, [Dz, J, KM].
In particular, we can still get the generalization of the single-valued
analogy in [BBPT].
Theorem 3. Let X be an m-dimensional torus. If . # A(X ), then N(.)=
|4(.)|, where 4(.) is the generalized Lefschetz number in the sense of [Go].
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Sketch of Proof (for more details, see [AGJ]). Because of . # A(X ),
there exists a singlevalued map f : X  X which is A-homotopic to ., and
consequently N(.)=N( f ) as well as 4(.)=4( f ).
Since f is single-valued, the assertion follows immediately from the result
in [BBPT], because N( f )=|4( f )|.
There are unfortunately just few formulae for the explicit computation or
the lower estimation of the Nielsen number (in the single-valued case),
as the one in Theorem 3. For this reason, we conclude this section by
those which are perhaps mostly known; for more details and appropriate
definitionssee, e.g., the McCord’s contribution in [Mc, pp. 249267].
Let f : X  X be again a (single-valued) self-map on a compact connected
ANR X.
(i) If X is simply connected, then 4( f )=0 O N( f )=0 and 4( f ){
0 O N( f )=1.
(ii) If X is a compact nilmanifold, then N( f )=|4( f )| and if X is a
compact solvmanifold, then N( f )|4( f )|.
(iii) Let X be a Jiang space, i.e., for any loop | in X there exists a
homotopy H : X_I  X, where H(x, 0)=H(x, 1)=x, satisfying H(x, t)=
|(t). Consider the difference of homomorphisms Id&fx : H1(X )  H1(X ).
Then 4( f )=0 O N( f )=0 and 4( f ){0 O N( f )=|coker(Id&fx)|.
6. APPLICATION TO DIFFERENTIAL INCLUSIONS
Now, we will apply the Nielsen number defined in the foregoing section
for obtaining the multiplicity results to the differential inclusions
X $ # F(t, X ), (1)
where F : J_Rn ^ Rn is a set-valued Carathe odory mapping, i.e.,
(i) the values of F are nonempty, convex and compact for all
(t, X ) # J_Rn;
(ii) the map F(t, . ) is u.s.c. for a.a. t # J;
(iii) the map F( . , X ) is measurable for all X # Rn, i.e., for any open
U # Rn and every X # Rn the set [t # (&, ) : F( . , X ) & U{<] is
measurable;
J is an arbitrary (possibly infinite) real interval.
By a solution X(t) of (1), we always mean a locally absolutely continuous
function X(t) satisfying (1) for a.a. t # J. The space of all locally absolutely
continuous functions from J to Rn will be denoted by ACloc(J, Rn).
292 JAN ANDRES
Considering (1) with the constraint, namely
X # S/C(J, Rn), (2)
where S is a nonempty subset, we start with the following essential result
(see [A2, Theorem 2; AGG, Proposition 2.32]). Let us recall that the
appropriate topology in C(J, Rn) is the one of the uniform convergence on
compact subintervals of J.
Theorem 4. Let G : J_Rn_Rn ^ Rn be a Carathe odory mapping (here
as well as in the sequel, instead of J_Rn, the domain J_R2n is taken
analogously into account) and assume that:
(i) there exists a bounded subset Q of C(J, Rn) such that, for any
q # Q, the set T(q) of all solutions of the problem
{X $ # G(t, X, q(t)),X # S (3)
on J/R is nonempty;
(ii) T(Q) is bounded in C(J, Rn), i.e., there exists a positive (single-
valued) continuous function , : J  Rn such that |{(q)|,(t) for all t # J,
{/T(q) and q # Q;
(iii) there exists a locally Lebesgue integrable function : : J  R such
that
|G(t, X(t), q(t))|:(t) a.e. in J,
for any pair (q, X ) # 1T , where 1T denotes the graph of T.
Then T(Q) as well as conv T(Q) are relatively compact subsets of C(J, Rn).
Moreover, under the assumptions (i)(iii), the multivalued operator T : Q ^ S
is u.s.c. with compact values if and only if the following condition is satisfied:
(iv) given a sequence [(qk , Xk)]/1T , if (qk , Xk) converges to (q, X )
with q # Q, then X # S.
In particular, (iv) is satisfied if T(Q)/S.
Proof. Using the standard arguments, we get that the set (conv) T(Q)
is bounded. Moreover, in view of (iii), we have |X $(t)|:(t) for every
X # T(Q) and all t # J, by which
|X(t1)&X(t2)| } |
t2
t1
:(t) dt } .
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It follows that the elements of (conv) T(Q) are equicontinuous. Therefore,
according to the well-known Ascoli theorem, (conv) T(Q) is relatively
compact subset of C(J, Rn).
We will show that the set 1T , denoting the graph of T, is closed. Let
1T #[(qk , Xk)]  (q, X ). Let K be an arbitrary compact interval such that
: is integrable on K. By conditions (ii) and (iii), the sequence [Xk]/T(q)
satisfies the assumptions Theorem 0.3.4 in [AC], by which there exists a
subsequence [Xl], uniformly convergent to X on K (since the limit is
unique), and such that [X l$] weakly converges to X $ in L1. Therefore, X $
belongs to the weak closure of the set conv[X $m : ml], for every l1.
According to the Mazur theorem (see, e.g., [Mu, Theorem 2.1.4]), X $
belongs also to the strong closure of this set. Hence, for every l1, there
is Zl # conv[X $m : ml] such that &Zk&X $&L11k. This implies the
existence of a subsequence Zlp  X $ a.e. in K.
Let s # K be such that
G(s, . , . ) is u.s.c.,
lim
p  
Zlp(s)=X $(s),
X l$ (s) # G(s, X l (s), ql (s)),
and fix =.
There is $>0 such that G(s, Z, r)/N=(G(s, X(s), q(s))) whenever
|X(s)&Z|<$ and |q(s)&r|<$. We know, however, that there exists N1
such that |X(s)&Xm(s)|<$ and |q(s)&qm(s)|<$ for every mN. Hence,
X l$(s) # G(s, X l (s), ql (s))/N=(G(s, X(s), q(s))).
Because of convexity of G(s, X(s), q(s)), we have Zlp(s) # N=(G(s, X(s),
q(s))) for lpN. Thus, X $(s) # N=(G(s, X(s), q(s))) for every =>0, which
implies that X $(s) # G(s, X(s), q(s)). Since K was arbitrary, X $(t) #
G(t, X(t), q(t)) a.e. in J.
Since T(Q) is compact and the graph 1T of T is closed, it follows
immediately (see [AC, Corollary 1.1.1]) that T : Q ^ S is u.s.c. as asserted.
For the obvious reverse implication see, e.g., [AC, Proposition 1.1.2].
It will be convenient to use the following definition (cf. [Br3, Br4]).
Definition 6. We say that a mapping T : Q ^ S is retractible onto Q if
there is a retraction r : P  Q, where P is an open subset of C(J, Rn) con-
taining Q _ S and p # P"Q, r( p)=q implies that p  T(q).
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Its advantage consists in the fact that, for a retractible mapping
T : Q ^ S onto Q with a retraction r in the sense of Definition 6, its com-
position with r, r b T : Q ^ Q, has a fixed point q^ # Q if and only if q^ # T(q^).
The following statement characterizes the matter.
Proposition 5. Let the assumptions of Theorem 4 be satisfied, where Q
is a (nonempty), compact, connected subset of C(J, Rn). Assume, further-
more, that the (multivalued ) operator T : Q ^ S, related to problem (3), is
retractible onto Q with a retraction r in the sense of Definition 6, has
R$ -values, for any q # Q and, if T is not single-valued, then assume
particularly that T(Q)/Q. At last, let
G(t, c, c)/F(t, c) (4)
take place a.e. in J, for any c # Rn.
Then the original problem (1)(2) admits at least N(r |T(Q) b T( . )) solutions
belonging to Q.
Proof. By the hypothesis, Q is a neighbourhood retract of C(J, Rn) and
therefore, as we have pointed out in Section 2, also an ANR-space.
Moreover, because of Theorem 4 and the assumptions, T : Q ^ S is u.s.c.
with R$ -values and either single-valued or T(Q)/Q, by which r | T(Q) b T #
A(Q) (see [KM]) and so it admits, according to Theorem 1, at least
N(r |T(Q) b T( . )) fixed points. Because of Definition 6, the same fixed points
represent the solutions of (3) and, in view of (4), they satisfy also the
original problem.
Remark 2. In [An2, AGG], we have given sufficient conditions such
that problem (1)(2) possesses, under the assumptions of Proposition 5, at
least one solution.
Since the topological structure of the solution set to (3) plays an impor-
tant role, we recall still another slightly modified result in [AGG,
Theorem 4.7].
Proposition 6. Let G : J_Rn_Rn ^ Rn be a Carathe odory product-
measurable mapping, where either J=[0, ) or J=[0, t^], t^ # (0, ), and
assume that
|G(t, X, q(t))|+(t)( |X |+1) (5)
for every (t, X, q) # J_Rn_Q, where + : J  [0, ) is a suitable
Lebesgueintegrable bounded function and Q is as above. Then the set T(q)
of solutions X(t) of the global initial value problem for (1), i.e., X(t) satisfy-
ing (1) a.e. in J and X(0)=X0 # Rn, is an R$-set, for every X0 # Rn, and
every q # Q.
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Remark 3. T(q) in Proposition 6 can be expressed more explicitly,
namely
T(q)={X(t) # AC loc(J, Rn) : X(t) # X(0)+|
t
0
G(s, X(s), q(s)) ds= ,
where the integral is understood in the sense of [JK]; more precisely, it is
a generalization of the well-known Aumann integral (for more details see
[JK]).
Summing up the conclusions of Proposition 5 and Proposition 6, we can
give the following multiplicity criterium for the global initial value
problems.
Theorem 5. Let G : J_Rn_Rn ^ Rn be a Carathe odory product-
measurable mapping, where either J=[0, ) or J=[0, t^], t^ # (0, ).
Assume, furthermore, that there exists a (nonempty), compact, connected
subset Q of C(J, Rn) such that (5) holds for every (t, X, q) # J_Rn_Q, and
problem (3) has, for every q # Q, a nonempty set of solutions T(q) with the
property T(Q)/S, where S is a nonempty bounded subset of [ p(t) #
C(J, Rn) : p(0)=X0 , X0 # Rn]. At last, let the mapping T : Q ^ S be retrac-
tible onto Q with a retraction r in the sense of Definition 6, where for a
nonsingle-valued T we suppose particularly that T(Q)/Q.
Then the global initial value problem
{X $ # F(t, X ),X # Q & S
admits at least N(r |T(Q) b T( . )) solutions, provided G(t, c, c)/F(t, c) takes
place a.e. in J, for any c # Rn.
In the single-valued case, we can finally specify Proposition 5 as follows.
Theorem 6. Let G : J_Rn_Rn  Rn be a single-valued Carathe odory
mapping, where J is an arbitrary interval. Assume, furthermore, that there
exists a (nonempty), compact, connected subset Q of C(J, Rn) such that
problem (3) has, for every q # Q, a unique solution X(t)=T(q) with the
property T(Q)/S, where S is a nonempty, bounded subset of C(J, Rn), and
T : Q  S is retractible onto Q with a retraction r in the sense of Definition 6.
At last, let there exist a locally Lebesgueintegrable function : : J  R such
that
|G(t, X(t), q(t))|:(t) a.e. in J,
for any pair (q, X ) # 1T , where 1T denotes the graph of T.
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Then problem (1)(2) admits at least N(r |T(Q) b T( . )) solutions belonging
to Q, provided G(t, c, c)=F(t, c) takes place a.e. in J, for any c # Rn.
Remark 4. If T(Q)/Q for Q=S, then we can simply take
N(r |T(Q) b T( . ))=N(T( . )) in Theorem 5 and Theorem 6. Otherwise, we
must verify the retractibility of the operator T : Q ^ S onto Q in the sense
of Definition 6, which need not be an easy question. On the other hand, if
Q & S=<, then one can readily check that N(r |T(Q) b T( . ))=0. Therefore,
it is quite natural to take Q=S or at least to assume that Q & S{< (see
also Remark 2).
7. AN ILLUSTRATING EXAMPLE AND CONCLUDING REMARKS
The computation of the Nielsen number is always a difficult task (see,
e.g., [Mc, pp. 249267], especially in the infinite dimensional case. For the
next illustrating example, we were partly stimulated by the article [BKM],
where the Scholz version of the Nielsen fixed point theory for noncompact
spaces (see [Sc3]) has been applied.
Example. Consider the Carathe odory system
x$+ax=e(t, x, y) y1m+ g(t, x, y),
(6)
y$+by= f (t, x, y) x1n+h(t, x, y),
where a, b are positive numbers and m, n are odd integers with
min(m, n)3. Assume that suitable positive constants E0 , F0 , G, H exist
such that
|e(t, x, y)|E0 , | f (t, x, y)|F0 ,
| g(t, x, y)|G, |h(t, x, y)|H,
for a.a. t # (&, ) and all (x, y) # R2.
Furthermore, assume the existence of positive constants e0 , f0 , $1 , $2
such that
0<e0e(t, x, y) (7)
for x&$1 , y$2 and a.a. t as well as for x$1 , y&$2 and a.a. t,
0< f0 f (t, x, y) (8)
for x$1 , y$2 and a.a. t as well as for x&$1 , y&$2 and a.a. t.
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Another possibility is that (7) holds for x$1 , y$2 and a.a. t as well
as for x&$1 , y&$2 and a.a. t and that (8) holds for x$1 , y&$2
and a.a. t as well as for x&$1 , y$2 and a.a. t.
As a constraint S, consider at first the periodic boundary condition
(x(0), y(0))=(x(|), y(|)). (9)
More precisely, we take S=Q=(Q1 & Q2) & Q3 , where
Q1=[q(t) # AC([0, |], R2) : &q(t)& :=max[ max
t # [0, |]
( |q1(t)|, |q2(t)| )]R
and max[sup ess
t # [0, |]
|q$1 (t)|, sup ess
t # [0, |]
|q$2 (t)|]D$(R)],
Q2=[q(t) # AC([0, |], R2) : min
t # [0, |]
|q1(t)|$1>0
or min
t # [0, |]
|q2(t)|$2>0],
Q3=[q(t) # AC([0, |], R2) : q(0)=q(|)];
the constants $1 , $2 , R will be specified below. Concerning the constant
D$(R), let us observe that for the solutions X(t) of (6) with &X(t)&R, we
have
max[sup ess
t # [0, |]
|x$(t)|, sup ess
t # [0, |]
| y$(t)|]
max[sup ess
t # [0, |]
[a |x(t)|+|et y(t)1m+| gt |],
sup ess
t # [0, |]
[b | y(t)|+| ftx(t)1n|+ |ht |]]
max(aR+E0R1m+G, bR+F0R1n+H ) :=D$(R),
where we used for simplicity the notation
et :=e(t, q1(t), q2(t)), ft :=f (t, q1(t), q2(t)),
gt :=g(t, q1(t), q2(t)), ht :=h(t, q1(t), q2(t)).
Thus, &X(t)&R implies that X(t) # Q1 . The situation is schematically
sketched for (Q1 & Q2) & R2 in Fig. 1.
One can check by the standard manner that Q is a nonempty, bounded,
compact (i.e., relatively compact and closed), connected subset of
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C([0, |], R2) and that, in order to verify T(Q)/S=Q, it is sufficient to
prove only T(Q)/Q, because S=Q is closed. Moreover, Q can be shown
to be an ANR-space, and subsequently T(q) would be trivially retractible
onto Q, when T(Q)/Q. Indeed. Since
D$=[q(t) # Q3 : &q(t)&1=max[sup ess
t # [0, |]
|q$1 (t)|, sup ess
t # [0, |]
|q$2 (t)|]D$]
is obviously a convex and closed subset of the Banach space Q3 (viewed as
a factor space by identifying the functions differing only by constants), we
have that D$ # AR, i.e., D$ is an absolute retract. Therefore, in order to
prove that Q is an ANR-space, it is sufficient to show that Q (as a closed
subset of D$) is a retract of its open neighbourhood, namely
U=[q(t) # D$ : min
t # [0, |]
|q(t)|>0].
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This retraction r : U  Q, for every t # [0, |], can be defined as
r(q)(t)=
q(t)
|q(t)|
R for |q(t)|>R,
\ q1(t)|q1(t)| $1 ,
q2(t)
|q1(t)|
$1+ for |q2(t)|<$2$1 |q1(t)|<$2 ,
\ q1(t)|q1(t)| $1 ,
q2(t)
|q2(t)|
$2+ for 0<|q2(t)|=$2$1 |q1(t)|<$2 ,
\ q1(t)|q2(t)| $2 ,
q2(t)
|q2(t)|
$2) for $2>|q2(t)|>
$2
$1
|q1(t)|,
q(t), otherwise.
Besides (6), consider still its embedding into
x$+ax=[(1&+) e0++e(t, x, y)] y1m++g(t, x, y),
(10)
y$+by=[(1&+) f0++f (t, x, y)] x1n++h(t, x, y),
where + # [0, 1]. Thus, (10) reduces to (6) for +=1.
The associated linearized system to (10) takes for + # [0, 1] the form
x$+ax=[(1&+) e0++et] q2(t)1m++gt ,
(11)
y$+by=[(1&+) f0++ft] q1(t)1n++ht ,
where the composed functions et , ft , gt , ht have the same meaning as above.
It is well-known that problem (11)(9) has for each q(t) # Q a unique
solution X(t)=(x(t), y(t)) :=T+(q), namely
T+(q)={
x(t)=|
|
0
G1(t, s)[((1&+) e0++es) q2(s)1m++gs] ds,
y(t)=|
|
0
G2(t, s)[((1&+) f0++fs) q1(s)1n++hs] ds,
where
G1(t, s)={
e&a(t&s+|)
1&e&a|
e&a(t&s)
1&e&a|
for 0ts|,
for 0st|,
G2(t, s)={
e&b(t&s+|)
1&e&b|
e&b(t&s)
1&e&b|
for 0ts|,
for 0st|.
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Hence, our first goal is to show that Q is invariant under T+(q), i.e.,
T+(Q)/Q, for each + # [0, 1]. Since X(0)=X(|), i.e., T+(Q)/Q3 , it
remains to prove that T+(Q)/Q1 as well as T+(Q)/Q2 .
Let us consider the first inclusion. In view of
min
t, s # [0, |]
G1(t, s)
e&a|
1&e&a|
>0 and min
t, s # [0, |]
G2(t, s)
e&b|
1&e&b|
>0,
we obtain for the above solution X(t) that
max
t # [0, |]
|x(t)| max
t # [0, |] |
|
0
|G1(t, s)| |[(1&+) e0++es] q2(s)1m++gs | ds
[(e0+E0) R1m+G] |
|
0
G1(t, s) ds
=
1
a
[(e0+E0)R1m+G]
and
max
t # [0, |]
| y(t)| max
t # [0, |] |
|
0
|G2(t, s)| |[(1&+) f0++fs] q1(s)1n++hs | ds
[( f0+F0) R1n+H] |
|
0
G2(t, s) ds
=
1
b
[( f0+F0) R1n+H].
Because of
&X(t)&=max[ max
t # [0, |]
|x(t)|, max
t # [0, |]
| y(t)|]
max {1a [(e0+E0) R1m+G],
1
b
[( f0+F0) R1n+H]= ,
a sufficiently big constant R certainly exists such that &X(t)&R (Omax
[sup esst # [0, |] |x$(t)|, sup esst # [0, |] |y$(t)|]D$(R)), i.e., T+(Q)/Q1 ,
independently of + # [0, 1].
For the inclusion T+(Q)/Q2 , we proceed quite analogously. Assuming
that q(t) # Q2 , we have either
min
t # [0, |]
|q1(t)|$1>0 or min
t # [0, |]
|q2(t)|$2>0.
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Therefore, we obtain for the above solution X(t) that
min
t # [0, |]
|x(t)|= min
t # [0, |] |
|
0
|G1(t, s)| |[(1&+) e0++es] q2(s)1m++gs | ds
|e0$1m2 &G| |
|
0
G1(t, s) ds
=
1
a
|e0$1m2 &G|,
provided G<e0$1m2 , for q1&$1 , q2$2 as well as for q2$1 , q2&$2
(or another alternative as above), or
min
t # [0, |]
| y(t)|= min
t # [0, |] |
|
0
|G2(t, s)| |[(1&+) f0++fs] q1(s)1n++hs | ds
| f0$1n1 &H | |
|
0
G2(t, s) ds
=
1
b
| f0 $1n1 &H |>0,
provided H< f0$1n1 , for q1$1 , q2$2 as well as for q1&$1 , q2&$2
(or another alternative as above).
So, in order to prove that X(t) # Q2 , we need to fulfil simultaneously the
following inequalities
{
1
a
|e0$1m2 &G|$1>\Hf0+
n
,
1
b
| f0$1n1 &H |$2>\Ge0 +
m
.
(12)
Let us observe that the amplitudes of the functions g, h must be sufficiently
small. On the other hand, if e0 and f0 are sufficiently large (for fixed
quantities a, b, G, H ), then we can easily find $1 , $2 satisfying (12).
After all, if there exist constants $1 , $2 obeying (12), then we arrive at
X(t) # Q2 , i.e., T+(Q)/Q2 , independently of + # [0, 1]. This already means
that T+(Q)/Q, independently of + # [0, 1], as required.
Now, since all the assumptions of Theorem 6 are satisfied, problem
(10)(9) possesses at least N(T+( . )) solutions belonging to Q, for every
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+ # [0, 1]. In particular, problem (6)(9) has N(T1( . )) solutions, but
according to Theorem 2, N(T1 , ( . ))=N(T0( . )). So, it remains to compute
the Nielsen number N(T0( . )) for the operator T0 : Q  Q, where
T0(q)={
e0 |
|
0
G1(t, s) q2(s)1m ds :=|
|
0
K1(t, s) q2(s)1m ds,
f0 |
|
0
G2(t, s) q1(s)1n ds :=|
|
0
K2(t, s) q1(s)1n ds.
(13)
The following computation of N(T0( . )) is analogous to [BKM]. Hence,
besides (13), consider still its embedding into one-parameter family of
operators
T &(q)=&T0(q)+(1&&) r b T0(q), & # [0, 1],
where r(q) :=(r(q1), r(q2)) and
r(qi)=
1
| |
|
0
qi (t) dt for i=1, 2.
One can readily check that r : Q  Q & R2 is a retraction and T0(q ) : Q &
R2  Q is retractible onto Q & R2 with the retraction r in the sense of
Definition 6. Thus, r b T0(q ) : Q & R2  Q & R2 has a fixed point q^ # Q & R2
if and only if q^=T0(q^). Moreover, r b T0(q) : Q  Q & R2 has evidently a
fixed point q^ # Q & R2 if and only if q^=T0(q^). So, the investigation of fixed
points for T 0(q)=r b T0(q) turns out to be equivalent with the one for
T 0(q ) : Q & R2  Q & R2.
Because of the well-known Fubini theorem, we can express T &(q) : Q  Q
as (see (13))
T &(q)=\|
|
0
K 1(t, s, &) q2(s)1m ds, |
|
0
K 2(t, s, &) q1(s)1n ds+ ,
where
K i (t, s, &)=&K i (t, s)+
1&&
| |
|
0
Ki (t, s) dt=&Ki (t, s)+(1&&) K i
for i=1, 2,
K 1=
e0
a|
, K 2=
f0
b|
.
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In particular, for &=0,
T 0(q)=\K 1 |
|
0
q2(t)1m dt, K 2 |
|
0
q1(t)1n dt+
and
T 0(q )=\e0a q 1m2 ,
f0
b
q 1n1 + ,
where q =(q 1 , q 2) # Q & R2.
Since, in view of Theorem 2, we have
N(T1( . ))=N(T0( . ))=N(T 1( . ))=N(T 0( . )),
it remains to estimate N(T 0( . )). It will be useful to do it by passing to a
simpler finite-dimensional analogy, namely by the direct computation of
fixed points of the operator
T 0(q ) : Q & R2  Q & R2,
belonging to different Nielsen classes.
There are two fixed points q^+=(q^1 , q^2) and q^&=(&q^1 , &q^2) in
Q & R2, where
q^1=\e0a +
mn(mn&1)
\ f0b +
1(mn&1)
,
q^2=\e0a +
m(mn&1)
\ f0b +
mn(mn&1)
.
These fixed points belong to different Nielsen classes, because any path w
connecting them in Q & R2 and its image T 0(w) are not homotopic in the
space Q & R2 (see Fig. 2).
Thus, by the alternative (standard) definition of the Nielsen number,
which is equivalent to Definition 5 in this case (see, e.g., [BJ, Ki, Sc3]),
N(T 0(q ))=2. It is obvious that N(T1( . ))=N(T 0( . ))=N(T 0(q ))=2 and,
according to Theorem 6, system (6) admits at least two solutions belonging
to Q, provided suitable positive constants $1 , $2 exist satisfying (12).
In fact, system (6) possesses at least three solutions satisfying (9), when
the sharp inequalities appear in (12), by which the lower boundary of Q
becomes fixed-point free. Indeed. Since 4(T1( . ), Q)=4(T 0( . ), Q)=
4(T 0(q ), Q & R2) holds for the generalized Lefschetz numbers (see, e.g.,
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[Br1, Go]) and one can easily check that 4(T 0(q ), Q & R2)=2, we obtain
that 4(T1( . ), Q)=2. Furthermore, since for the selfmap T1( . ) on com-
pact, convex set Q1 & Q3 we have 4(T1( . ), Q1 & Q3)=1 (see, e.g., [Br1,
Go]), it follows from the additivity, excision and existence properties of the
fixed-point index (see [BK]) that the mapping T1( . ) has the third fixed
point in Q1 & Q3 "Q, representing a solution of problem (6)(9) and
belonging to Q1"Q.
Now, as we could see, problem (6)(9) admits at least two solutions in
Q1 & Q3 for an arbitrary |>0. Furthermore, because of rescaling (6),
when replacing t by t+|2, there are also two solutions of (6) satisfying
X(&|2)=X(|2) for an arbitrary |>0 and belonging to Q1 . Therefore,
according to the intuitively clear Lemma 2.8.1 in [Kr] and by the obvious
geometrical reasons, related to the appropriate subdomains of Q, system
(6) possesses at least two entirely bounded solutions in Q1 .
Remark 5. Because of replacing t by (&t) in (6), the same result holds
for (6) with negative constants a, b as well.
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Finally, consider the system of inclusions
x$+ax # e(t, x, y) y1m+ g(t, x, y),
(14)
y$+by # f (t, x, y) x1n+h(t, x, y),
where a, b, m, n are same, but e, f, g, h are this time multifunctions, which
are productmeasurable for all (t, x, y) # R3, lowersemicontinuous in
(x, y) for a.a. t # (&, ) (for the definition of lower-semicontinuity see,
e.g., [AC]), and with the same estimates as above.
Since each mapping e, f, g, h has, under our regularity assumptions, a
Carathe odory selector (see, e.g., [Ry] and the references therein), the same
must be also true for (14).
Summing up the above conclusions, we can give at last
Theorem 7. Let suitable positive constants $1 , $2 exist such that the
inequalities
1
|a|
|e0$1m2 &G|$1>\Hf0+
n
,
(12$)
1
|b|
| f0$1n1 &H |$2>\Ge0+
m
are satisfied for constants e0 , f0 , G, H estimating the multifunctions e, f, g,
h as above, for constants a, b with ab>0 and for odd integers m, n with
min(m, n)3. Then system (14) admits at least two entirely bounded
solutions. In particular, if the multifunctions e, f, g, h are still |-periodic in
t, then system (14) admits at least three |-periodic solutions, provided the
sharp inequalities appear in (12$).
As a concrete choice of quantities satisfying (12) or (12$), we can take
$1=10&4, $2=10&2: m=3, n=5, a=b=|=1, e0= f0=10, G=H=1.
Thus, e.g., system
x$+x=(15+3 sin x+2 sin y) y13+k sin 2?t+(1&k)
2
?
arctg t,
y$+ y=(15+2 sin x+3 sin y) x15+k cos 2?t+(1&k)
2
?
arctg t,
possesses for k # [0, 1) at least two entirely bounded solutions and for k=1
at least three 1-periodic solutions, as it can be seen at the related phase
portrait in Fig. 3.
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Remark 6. Assume additionally (as in Fig. 3) that (7) and (8) hold for
a.a. t # (&, ) and all (x, y) # R2. Then because of the invariantness of
the domains
{q(t) # AC \_&|2 ,
|
2& , R2+ : 0<$1q1(t)R 7 0<$2q2(t)R
7 |q$1(t)|D$(R) a.e. 7 |q$2(t)|D$(R) a.e. 7 q \&|2+=q \
|
2+=
and
{q(t) # AC \_&|2 ,
|
2& , R2+ : &Rq1(t)&$1<0
7 &Rq2(t)&$2<0 7 |q$1(t)|D$(R) a.e.
7 |q$2(t)|D$(R) a.e. 7 q \&|2+=q \
|
2+= ,
for each | # (&, ), the same result can also be obtained, for example,
by means of the fixed-point index (see [BK]).
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Remark 7 (an example with no invariant subdomain). Let all the con-
ditions of Theorem 7 be satisfied, but this time assume still the existence of
points (x1 , y1) # [(x, y) # R2 : x<&$1 , y>$2], (x2 , y2) # [(x, y) # R2 :
x>$1 , y<&$2], (x3 , y3) # [(x, y) # R2 : x>$1 , y>$2], (x4 , y4) # [(x, y) #
R2 : x<&$1 , y<&$2] such that
e(t, x1 , y1)<e0 , e(t, x2 , y2)<e0 , f (t, x3 , y3)< f0 , f (t, x4 , y4)< f0 ,
or (for another alternative)
f (t, x1 , y1)< f0 , f (t, x2 , y2)< f0 , e(t, x3 , y3)<e0 , e(t, x4 , y4)<e0 .
Then one cannot simply show, without further restrictions, a strict
subdomain of Q invariant under T+ , + # [0, 1], as in Remark 6.
So, the concrete system from above can be modified with this respect,
e.g., as follows (k # [0, 1])
x$+x=e(x, y) y13+k sin 2?t+(1&k)
2
?
arctg t,
y$+ y= f (x, y) x15+k cos 2?t+(1&k)
2
?
arctg t,
where ($1=10&4, $2=10&2, R=100)
e(x, y)={
10 for (x, y) # R2"[(&R<x<&$1 7 $2< y<R)
6 ($1<x<R 7 &R< y<&$2)],
0 for (x, y) # {\&R&$12 ,
R+$2
2 + , \
R+$1
2
,
&R&$2
2 += ,
any continuous extension with |e(x, y)|10, otherwise,
f (x, y)={
10 for (x, y) # R2"[($1<x<R 7 $2< y<R)
6 (&R<x<&$1 7 &R< y<&$2)],
0 for (x, y) # {\R+$12 ,
R+$2
2 + , \
&R&$1
2
,
&R&$2
2 += ,
any continuous extension with | f (x, y)|10, otherwise.
To show, however, the necessity of applying the Nielsen theory, one
should assume still, besides (12$), that only (instead of the strict
inequalities in (12$))
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{
1
|a|
|e0$1m2 &sup ess
(x, y) # B
t # [0, |]
| g(t, x, y)| |>$1>\Hf0+
n
,
1
|b|
| f0 $1n1 &sup ess
(x, y) # B
t # [0, |]
|h(t, x, y)| |>$2>\Gl0+
m
,
where B=[(x, y) # R2( |x|=$1 7 | y|$2) 6 ( |x|$1 7 | y|=$2).
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