Abstract. At ¢rst blush, user modeling appears to be a prime candidate for straightforward application of standard machine learning techniques. Observations of the user's behavior can provide training examples that a machine learning system can use to form a model designed to predict future actions. However, user modeling poses a number of challenges for machine learning that have hindered its application in user modeling, including: the need for large data sets; the need for labeled data; concept drift; and computational complexity.This paper examines each of these issues and reviews approaches to resolving them.
Introduction
The past decade has seen research into the use of machine learning to support user modeling (ML for UM) pass through a period of decline and then resurgence, with the research area at the close of the twentieth century more active and vibrant than at any previous time. It is tempting to identify the start of the ML for UM winter as being marked by the publication of Self's (1988) paper in which he asserted that a search problem that appeared to underlie a direct machine learning approach to inferring possible cognitive process models for a relatively simple modeling task was`clearly intractable'. While the paper did not argue that student modeling was intractable per se, the phrase`the intractable problem of student modeling', taken from the title of that paper, has been oft repeated, perhaps with less attention to the ¢ner detail of the argument within the paper than might be desired. Without needing to ascribe causes to the ML for UM winter, it is notable that it was preceded by a decade of much activity. Notable examples from this period include the work of Brown and Burton (1978) , Brown and VanLehn (1980) , Gilmore and Self (1988) , Langley and Ohlsson (1984) , Mizoguchi et al. (1987) , Reiser et al. (1985) , Sleeman (1984) , VanLehn (1982) , and Young and O'Shea (1981) , much of it in the area of student modeling.* In contrast, the period 1988^1994 saw relatively little activity in the area. A strong resurgence is evidenced however by a special issue of this journal devoted to the subject (volume 8, numbers 1^2, 1998 ) the number of recent workshops on the subject (Bauer et al., 1997; Bauer et al., 1999; Joachims et al., 1999; Rudstorm et al., 1999; Papatheodorou, 1999) , and sessions in major conferences (Goettl et al., 1998; Jameson et al., 1997; Kay, 1999; Lajoie and Vivet, 1999 . It is, perhaps, tempting to equate the start of the thaw with the presentation of the best paper award to Martin and VanLehn's (1993) paper on student modeling at the 1993 World Conference on Arti¢cial Intelligence in Education.
While the ¢eld was initially dominated by research on student modeling, the demands of electronic commerce and the world-wide-web have led to rapid growth in research in the area of information retrieval. With vast quantities of information available to all users on the web, the need for technologies to personalize the web has arisen.
This paper provides a brief overview of the application of machine learning for user modeling and reviews four critical issues that are currently limiting the real world application of user modeling and looks at the current state of attempts to overcome them. The four issues addressed are: the need for large data sets; the need for labeled data; concept drift; and computational complexity.
Machine Learning and User Modeling
The forms that a user model may take are as varied as the purposes for which user models are formed. User models may seek to describe (1) the cognitive processes that underlie the user's actions; (2) the di¡erences between the user's skills and expert skills; (3) the user's behavioral patterns or preferences; or (4) the user's characteristics.
Early applications of machine learning in user modeling focused on the ¢rst two of these model types, with particular emphasis paid to developing models of cognitive processes. In contrast, recent research has predominantly pursued the third approach, focusing on users' behavior, as advocated by Webb (1993) , rather than on the cognitive processes that underlie that behavior. Applications of machine learning to discovering users' characteristics remain rare.
Another important dimension along which it is important to distinguish approaches is with respect to whether they model individual users or communities of users. Whereas much of the academic research in ML for UM concentrates on modeling individual users, many of the emerging applications of ML for UM in electronic commerce relate to forming generic models of user communities.
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For example, very substantial increases in purchases are claimed for systems that recommend products to users of retail web sites using models based on purchases by other users (as exempli¢ed by Ungar and Foster, 1998) .
Situations in which the user repeatedly performs a task that involves selecting among several prede¢ned options appear ideal for using standard machine learning techniques to form a model of the user. One example of such a task is processing e-mail by deleting some messages and ¢ling others into folders (Segal and Kephart, 1999) . Another example is to determine which news articles to read from a web page (Billsus and Pazzani, 1999) . In such situations, the information available to the user to describe the problem and the decision made can serve as the training data for a learning algorithm. The algorithm will create a model of a user's decision making process that can then be used to emulate the user's decisions on future problems. At ¢rst glance, it may be tempting to consider such user modeling problems as straightforward standard classi¢cation learning tasks. However, user modeling presents a number of very signi¢cant challenges for machine learning applications. The following sections address some of the key challenges that it poses.
The Need for Large Data Sets
The Syskill and Webert system (Pazzani and Billsus, 1997 ) is a straightforward implementation of a machine learning algorithm (a simple Bayesian classi¢er) applied to the problem of recommending web sites. As a user browses the web, the user indicates whether a web page is interesting (by clicking on a`thumbs up' button on the web browser) or not interesting (by clicking on`thumbs down'). The system then annotates unseen links on the web pages with an assessment of whether the user would be interested.
One important limitation of the straightforward application of machine learning systems such as Syskill and Webert to real world user modeling tasks is that the learning algorithm does not build a model with acceptable accuracy until it sees a relatively large number of examples (e.g. 50). In most situations, it is natural that learning algorithms require many training examples to be accurate (Valiant, 1984) since there are typically a large number of alternative models to select from. This problem is addressed in a variety of ways:
Knowledge-based learning approaches, such as theory re¢nement (Ba¡es and Mooney, 1996) , create a new model by modifying an initial model. If an accurate model of the user is close to the initial model, few examples may be required to transform accurately the initial model into the user model. This may be the case in student modeling where the initial model is the`correct' model, and the student model to be acquired is close to the correct model. This assumes, however, that there is a single`correct' model that can serve as a suitable initial model. Attempting to model incorrect performance as a perturbation of a `correct' model that does not correspond to the basic underlying strategy of the user or student may be seriously misleading. For instance, there are several substantially di¡erent`correct' procedures for the relatively simple skill of elementary subtraction (see, for example, Young and O'Shea, 1981) . Minor perturbations of each of these procedures may result in substantial di¡erences in predictions about future performance. Some approaches to learning (e.g. nearest neighbor algorithms) can be fairly accurate with a few examples if the new examples are very similar to the training examples. NewsDude (Billsus and Pazzani, 1999) takes advantage of this to recommend news stories that follow up on stories the user read previously. In some cases, it is possible to structure the task so that a learned model need not exactly replicate the user's decision. For example, the SwiftFile system (formerly known as MailCat, Segal and Kephart, 1999) does not automatically ¢le mail into users' folders, but rather puts the three most likely folders for a message on a prominent place on the screen. By having more than one option available and not hindering the user from taking actions that were not anticipated, the system does not have to have an accurate model to be useful.
The Need for Labeled Data
Another dif¢culty confronting direct application of machine learning to many user modeling tasks is that the supervised machine learning approaches used require explicitly labeled data, but the correct labels may not be readily apparent from simple observation of the user's behavior. Consider again the example of Syskill and Webert. It would be very dif¢cult to infer from a web user's browsing behavior which web pages they found interesting and which they did not. However, Syskill and Webert requires these labels in order to be able to make recommendations. The solution in this case has been to require the user to explicitly label the data by clicking a`thumbs up' or`thumbs down' button. The user must perform additional work to provide explicit feedback to the system (by clicking on a button) but is not provided with an immediate reward. Users rarely provide information to the modeling system if they must go out of their way or if they see no immediate bene¢t.
One approach to this problem is to infer the labels from the user's behavior. For example, the Letizia system (Lieberman, 1995) infers that a user is interested in a web page if a variety of actions are performed (e.g. printing the page or creating a bookmark), while the user is not interested under other circumstances (e.g. by quickly hitting the back button). Such implicit feedback methods allow a large amount of data to be collected unobtrusively. One can imagine future systems that would use the user's facial expression, body language or other forms of implicit feedback for this purpose.
Another approach to the problem is to use a small initial body of labeled examples to infer labels for a larger body of examples which is then used to train the learning algorithm. This technique is related to the information retrieval method of pseudo-feedback (Kwok and Chan, 1998) in which ¢rst the system ¢nds documents similar to the user's query and then it ¢nds documents similar to the retrieved documents. However, in the machine learning approach (Nigam et al., 1998) , the process of inferring the label for unseen documents is repeated until a stable solution is found via a procedure known as expectation maximization. As well as circumventing the problem of training sets sizes, as discussed in the last section, this technique reduces the demand on the user to label training cases by reducing the number of labeled cases that are required. These approaches are currently in their infancy but are likely to have a big impact on the ¢eld into the future.
Concept Drift
Early approaches to the use of machine learning for user modeling tended to develop new, special purpose, and frequently ad hoc, machine learning techniques to support their speci¢c needs. More recently, there has been a tendency to seek an adequate problem representation in the form of training examples and corresponding class labels in order to be able to draw on well-known algorithms and results from the vast literature on classi¢cation learning. A potential pitfall of this methodology is that it might lead to solutions that are not speci¢cally geared towards the unique characteristics of user modeling applications. For example, user modeling is known to be a very dynamic modeling task^attributes that characterize a user are likely to change over time. Therefore, it is important that learning algorithms be capable of adjusting to these changes quickly. From a machine learning perspective, this is a challenging problem known as concept drift (Widmer and Kubat, 1996) .
In order to emphasize the importance of this problem and further clarify the issues involved, we report on recent developments in the use of user models for Information Retrieval (IR) applications.
As part of the advent of the World Wide Web and the recent resurgence of machine learning for user modeling research, IR tasks have received much attention. This problem is well illustrated by the demands of user modeling for information retrieval. The main objective is to learn a model of the user's interests or information need, in order to facilitate retrieval of relevant information. Most work on content-based information ¢ltering casts the automated acquisition of user pro¢les as a text classi¢cation task (for example, Pazzani and Billsus, 1997; Lang, 1995; Mooney and Roy, 1998) . In these systems, a set of text documents rated by the user (e.g. interesting vs. not interesting) is used as the input for a learning algorithm, and the resulting classi¢er can be interpreted as an automatically-induced model of the user's interests. An underlying assumption often made is that more training data leads to improved predictive performance. However, if we take into account that a user's interests are dynamic and are likely to change over time, this assumption does not hold. A classi¢er built from a large number of training documents that accurately re£ect the user's past interests is of limited practical use and might perform substantially worse than a classi¢er limited to recent data that re£ects the user's current interests. This example illustrates that a good text classi¢cation algorithm is not necessarily a useful user modeling algorithm.
As researchers have begun to take the importance of concept drift for user modeling applications into account, a few initial solutions have emerged in the literature. A straightforward approach is simply to place less weight on older observations of the user (for example, Webb and Kuzmycz, 1996) . However, there is some evidence that the effectiveness of this simple approach is constrained . Klinkenberg and Renz (1998) explore windowing techniques similar to ideas proposed by Widmer and Kubat (1996) in the context of Information Retrieval. The central idea is to limit training data to an adjustable time window, where the window size depends on observed indicators such as sudden changes in term distributions. Chiu and Webb (1998) have studied the induction of dual user models as an approach for handling concept drift in the context of student modeling. In general, user modeling is a task with inherent temporal characteristics. We can assume recently collected user data to re£ect the current knowledge, preferences or abilities of a user more accurately than data from previous time periods. However, restricting models to recent data can lead to overly speci¢c models, i.e. models that classify instances that are similar to recently collected data with high precision, but perform poorly on instances that deviate from data used to induce the model. To overcome this problem, Chiu and Webb use a dual model that classi¢es instances by ¢rst consulting a model trained on recent data, and delegating classi¢cation to a model trained over a longer time period if the recent model is unable to make a prediction with suf¢cient con¢dence. Billsus and Pazzani (1999) propose a related idea for personalized recommendation of news stories. A nearest-neighbor text classi¢cation algorithm built from recent observations forms a short-term model of the user's interests in daily news stories. In cases where the short-term model cannot make a prediction with suf¢cient con¢dence, classi¢cation is delegated to a more general classi¢er based on observations collected over a longer period of time. This architecture allows a system to adjust to interest changes rapidly, without sacri¢cing the potential bene¢ts of data collection over longer time periods. Furthermore, this system tries to automatically anticipate a special case of concept drift: news stories that are presented to the user are assumed to directly affect the user's information need. As a result, the system tries to prevent presenting similar information multiple times, as it is assumed that a certain piece of information is only interesting once, and that the concept of what is considered interesting drifts at that time.
While a start has been made on tackling this challenging problem, this is an area in which more progress is required if user modeling is to realize its full potential.
Computational Complexity
The current ML for UM resurgence has witnessed tremendous research activity. In contrast, the ¢eld still has a dearth of ¢elded applications. The resulting difference between research interest and commercially deployed systems is especially apparent in the ¢eld of Internet-based applications. The growth of the Internet has had a tremendous impact on the ¢eld of ML for UM over the past decade, as researchers have realized the potential of learning techniques for automated information retrieval assistance, resulting in a surge in research on intelligent information agents. However, the actual impact of this technology on the average web user has been fairly limited. We speculate that one reason for this effect is the computational complexity of many approaches proposed in academic research. While the Internet has paved the way for new opportunities to assist users through the use of detailed user models, the sheer amount of information available as well as the number of users online has created new challenges. It is not uncommon for big portal sites (e.g. Yahoo, Excite or Lycos) to receive millions of visits per day. Clearly, if every one of these users were to be assisted through the use of automatically acquired user models, computational complexity would play a major role in the viability of user modeling on the Internet.
In contrast, academic research in machine learning is often dominated by a competitive race for improved predictive accuracy. When a new algorithm is proposed, it is not uncommon that an empirically measured increase of a fraction of a percent in predictive accuracy is considered a success if the result is statistically signi¢cant. While we realize that there are domains where these subtle accuracy improvements make a crucial difference, we think that ML for UM is not such a domain. For example, an algorithm that recommends interesting information with a predictive accuracy of 78% might be preferred over an algorithm that achieves 80%, if the former algorithm requires considerably less CPU time, and therefore allows for deployment in high-volume real-world scenarios.
At a ¢rst glance, the constraints imposed by the need for ef¢cient user modeling algorithms seem to exclude many computationally expensive learning algorithms and data analysis techniques from consideration for user modeling tasks. For example, reducing the need for labeled training data through expectation maximization (Nigam et al., 1998) leads to improved predictive performance, but causes a signi¢cant increase in CPU time. However, computationally expensive algorithms can still be utilized if they can be applied in scenarios where models can be learned of£ine, i.e. without real-time constraints that would require short response times. Initial work with a focus on computational complexity and suitability for large-scale deployment is starting to emerge in the literature. While not strictly a machine learning approach, Jester 2.0 is a collaborative ¢ltering system that models a user's taste in humor, based on similarities to other users' ratings for jokes (Gupta et al., 1999) . The underlying idea of the proposed algorithm is to speed up the recommendation process through the use of a preprocessing step based on principal component-and cluster analysis. Since the preprocessing step can be performed of£ine, online recommendations can be computed ef¢ciently. We believe that this is a step in the right direction and hope that future research in this ¢eld will be geared towards techniques that are directly applicable to real-world applications in order to make the bene¢ts of ML for UM available to a broad audience.
Conclusion
ML for UM has awoken from the winter of the early nineties with renewed strength and vigor, fueled largely by the demands of the internet and other emerging information retrieval technologies. However, despite clear potential and demand for ML for UM technologies, they remain primarily in the research domain. We are yet to witness the widespread appearance of ¢elded applications.
In this paper we have outlined four major issues that must be overcome before widespread application of ML for UM will be possible: the need for large data sets; the need for labeled data; concept drift; and computational complexity.
While the dif¢culty of these problems should not be underestimated, as we indicate, approaches to overcoming them are being actively pursued and strong progress has been made. Looking forward it appears evident that ML for UM is a research area on the cusp of coming-of-age and that by the time of the twentieth anniversary of this journal, ML for UM will have taken a place as a core technology underlying the information economy.
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