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On e tudie ici, dans un cadre ge ne ral, les nombres re els, rationnels, ou irrationnels
quadratiques dont le de veloppement en fraction continue obe it a un ensemble de
contraintes non ne cessairement fini mais pe riodique. Plus pre cise ment, on de termine la
dimension de Hausdorff de l’ensemble des re els contraints, la densite des rationnels et
des irrationnels quadratiques contraints. Puis, on analyse le comportement moyen de
l’algorithme d’Euclide sur ces rationnels contraints ainsi que la longueur moyenne de
la pe riode des irrationnels quadratiques contraints et la valeur moyenne de la constante
de Le vy des irrationnels quadratiques contraints. En associant un ope rateur qui
engendre cet ensemble de contraintes, on relie tous les objets e tudie s aux proprie te s
spectrales dominantes de cet ope rateur. En ce qui concerne la dimension de Hausdorff
et la densite des rationnels contraints, les re sultats pre sente s e tendent a des contraintes
quelconques des re sultats pre ce dents obtenus uniquement dans le cas de contraintes
e le mentaires. Les autres e tudesdensite des irrationnels quadratiques contraints;
comportement moyen de la hauteur et de la pe riode d’un de veloppement en fraction
continue contraint; valeur moyenne de la constante de Le vy des irrationnels quadrati-
ques contraintssemblent nouvelles me^me dans le cas d’une contrainte e le mentaire.
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1. INTRODUCTION
L’ensemble triadique de Cantor C est le premier exemple d’un sous-
ensemble de re els de [0, 1] obe issant a des contraintes lie es a un de velop-
pement en base b: dans ce cas, la base choisie est b=3, et la contrainte
consiste a interdire le chiffre 1. C’est un sous-ensemble de mesure nulle, qui
se pre sente sous une forme ‘‘fractale’’. La dimension de Hausdorff de tels
ensembles F est le nombre re el s :=H(F) pour lequel la mesure s-dimen-
sionnelle de F change de nature: de nulle, elle devient infinie. Ici, pour
l’ensemble triadique de Cantor C, on a H(C)=log3(2). De manie re plus
ge ne rale, pour un de veloppement en base b, ou l’on ne permet a chaque
Article No. NT982276
183
0022-314X98 25.00
Copyright  1998 by Academic Press
All rights of reproduction in any form reserved.
niveau que k des b chiffres possibles, la dimension de Hausdorff de l’ensemble
associe est logb(k).
Un autre syste me de nume ration tre s utilise est lie au de veloppement en
fraction continue. On peut conside rer des ensembles de Cantor dont le
de veloppement en fraction continue obe it a des contraintes. L’e tude est
plus de licate, car le i-e me chiffre du de veloppement n’est pas inde pendant
de ceux qui le pre ce dent et le nombre de chiffres possibles est infini. On
trouve une bibliographie tre s comple te sur le sujet dans l’article de Shallitt
[Sh]. C’est Good qui a le premier e tudie de tels ensembles et de termine
leur mesure de Hausdorff. Par la suite, on s’est toujours inte resse a une
forme spe ciale de contraintes qu’on qualifiera ici d’e le mentaires: A une
partie M de l’ensemble NC des entiers strictement positifs, on associe
l’ensemble des re els de [0, 1] qui ont tous les chiffres de leur de veloppe-
ment en fraction continue dans M; autrement dit, on a toujours exige les
me^mes contraintes sur chacun des chiffres du de veloppement. Le premier
ensemble de cette forme, lie a l’ensemble M=[1, 2], a e te tre s largement
e tudie par Good [Go] et Bumby [Bu]. Par la suite, Cusick [Cu] et Hensley
[He1He4] ont e tudie d’autres ensembles de re els associe s a des contraintes
e le mentaires de finies par des ensembles M qui e taient toujours finis.
Re cemment, il y a eu une perce e dans le domaine et Mauldin et Urban ski
ont classifie les contraintes e le mentaires infinies.
Dans ce travail, nous cherchons a e tudier des re els associe s a des contraintes
plus ge ne rales, qui peuvent varier selon le rang du chiffre conside re , mais qui
reviennent pe riodiquement: par exemple, les chiffres de rang impair devront
e^tre e gaux a 1, mais les chiffres de rang pair devront e^tre multiples de 3. Des
exemples de tels ensembles arrivent naturellement dans certains proble mes
lie s a la cryptographie. Ce travail a d’ailleurs e te motive au de part par une
question de Tillich relative a des proprie te s de fonction de hachage de finies
sur SL2(Z) [TZ1, TZ2, Ze]. De tels ensembles sont inte ressants e galement
parce qu’ils contiennent de manie re naturelle des irrationnels quadratiques,
et peuvent contenir aussi certains nombres transcendants explicites comme
le nombre e.
Soit S l’ensemble des suites d’entiers strictement positifs. On conside re
le sous-ensemble N :=M1 _M2 _ } } } _Mk_ } } } de S qui repre sente
l’ensemble des de veloppements en fraction continue admis. Cet ensemble
N sera appele ici l’ensemble de contraintes. On parle de contraintes pe rio-
diques quand l’ensemble N lui-me^me est pe riodique: il existe un entier
l1 pour lequel, pour tout couple d’indices (i, j) ve rifiant i#j mod l, les
ensembles Mi et Mj sont e gaux. Un tel ensemble est comple tement de fini
par la partie M :=M1 _M2 _ } } } _Ml , qu’on appellera la pe riode; l’entier
l sera appele la longueur de la pe riode. Si l=1, on obtient des contraintes
e le mentaires. Dans toute la suite, on exigera que l’ensemble M soit de
cardinal |M|>1, mais, par contre, ce cardinal pourra e^tre fini ou infini.
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L’ensemble N est alors isomorphe a MN, on dira qu’il est engendre
par M, et on le notera (M). On de signera par M(k) l’ensemble des
pre fixes de (M) de longueur k
M(k) :=M1 :=M1 _M2_ } } } _Mk .
Notons que la pe riodicite s’exprime par la relation M(kl )=Mk. Ainsi,
l’ensemble des pre fixes dont la longueur est multiple de la longueur l de la
pe riode jouera un ro^le particulier, puisqu’il constitue l’ensemble des mots
sur l’alphabet M, et sera donc de signe par M*,
M* := .
k1
Mk= .
k1
M(kl ).
Voici quelques exemples
(i) l=1, M :=[1, 2]
(ii) l=1, M :=[2, 4, 6, ..., 2n, ...]
(iii) l=3, M :=[1]_[1]_[1, 2, 3, ..., n, ...]
(iv) l=2, M :=[1, 2, 3, ..., n, ...]_[1]
(v) l=5, M :=M1_M2 _M3_M4_M5 ou Mi :=[ j | j#i mod 5]
Ce sont de tels ensembles, de forme ge ne rale (M) , qui vont repre senter
l’ensemble des contraintes exerce es sur les chiffres des de veloppements en
fraction continue des nombres conside re s: On e tudiera ainsi trois ensembles
de nombres contraints par M (on dira encore M-contraints), l’ensemble
R(M) des re els de [0, 1] dont le de veloppement en fraction continue
(m1 , m2 , ..., mk , ...) appartient a (M) , l’ensemble Q(M) des rationnels de
[0, 1] dont le de veloppement en fraction continue (m1 , m2 , ..., mk) constitue
un pre fixe de (M) et enfin l’ensemble I(M) des irrationnels quadratiques
dont une pe riode du de veloppement en fraction continue est un e le ment
de M*.
L’ensemble R(M) est ainsi associe a un syste me dynamique MN sur
lequel l’ope ration de de calage est la puissance l-ie me V :=U l de l’ope ration
de de calage U des fractions continues,
U(x)=
1
x
&_1x& .
Les travaux de Mayer [Ma1Ma5], de Bumby [Bu], de Hensley [He1He4],
de Pollicott [Po], de Faivre [Fa], de Mauldin et Urban ski [MU], et certains
travaux de l’auteur [DFV, FV, Va1, Va2] ont clairement de montre le
ro^le important que l’analyse fonctionnelle pouvait jouer dans nombre de
proble mes lie s a l’e tude des fractions continues. Ce travail en est un exemple
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supple mentaire, ou des ope rateurs de RuelleMayer contraints vont jouer un
ro^le analogue aux ope rateurs de RuelleMayer classiques. On conside re
d’abord les ope rateurs qui engendrent les de veloppements en fraction continue
valides, associe s a une contrainte e le mentaire M de [1, 2, ..., n, ...]
GM, s[ f ](z) := :
m # M \
1
m+z+
s
f \ 1m+z+;
ils peuvent e^tre appele s des ope rateurs de RuelleMayer contraints, puisque,
dans le cas ou il n’y a pas de contraintes, i.e., M=NC=[1, 2, ..., n...], on
retrouve l’ope rateur de RuelleMayer usuel,
Gs[ f ](z) := :
m1 \
1
m+z+
s
f \ 1m+z+ .
Lorsqu’on a affaire a une contrainte pe riodique engendre e par la partie M,
l’ope rateur qui engendre la pe riode ‘‘miroir’’
GM, s :=GMl , s b GMl&1, s b } } } b GM1 , s
va jouer un ro^le essentiel dans l’e tude, via ses proprie te s spectrales.
La me thodologie employe e ici est tre s proche conceptuellement de cette
de la combinatoire analytique [Fl, FS], au moins dans les deux e tudes de
nature discre te de ce travail (rationnels contraints et irrationnels quadrati-
ques contraints). Les rationnels M-contraints sont relie s a l’ensemble des
mots finis sur l’alphabet M tandis que les irrationnels quadratiques font
intervenir les cycles construits sur l’alphabet M. On travaille avec l’outil
des se ries ge ne ratrices, qui, ici, ne sont pas des se ries entie res comme dans
le cas classique de la combinatoire analytique, mais des se ries de Dirichlet
en s respectivement de la forme
(I&GM, s)&1 [1](0) et log deg(I&GM, s).
Les proprie te s asymptotiques des coefficients de ces se ries s’e tudieront gra^ce a
des the ore mes taube riens et feront ainsi intervenir les singularite s de l’applica-
tion s  (I&GM, s)&1 et donc les proprie te s spectrales de l’ope rateur GM, s . Or,
l’ope rateur de RuelleMayer contraint a essentiellement les me^mes proprie te s
que l’ope rateur de RuelleMayer usuel; il est compact, il est me^me nucle aire
(voir [Gr1, Gr2]) et, lorsque le parame tre s est re el, il satisfait a une proprie te
de positivite forte du type PerronFrobenius (voir [Kr]) et a donc des
proprie te s spectrales dominantes: il a une valeur propre dominante simple
strictement positive note e *(M, s). Dans un cadre tre s ge ne ral de contraintes
‘‘naturelles’’, qu’on appelle ici ‘‘ouvertes’’, on peut affirmer que le domaine re el
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de convergence de l’application s  M, s) est un ouvert de la droite re elle,
et on en de duit l’existence d’un unique re el sM pour lequel
*(M, sM )=1.
Ce nombre re el sM , qui appartient toujours a l’intervalle [0, 2], est alors
une singularite dominante de la fonction s  (I&GM, s)&1 [1](0) et joue un
ro^le fondamental dans l’e tude qui suit, puisqu’il intervient dans les trois
premiers re sultats de ce travail. On montre en effet
(i) La dimension de Hausdorff de l’ensemble R(M) des re els
M-contraints est e gale a (12) sM .
(ii) L’exposant de la densite de l’ensemble Q(M) des rationnels
M-contraints est e gal a sM . Plus pre cise ment, si QN(M) de signe le sous-
ensemble de Q(M) forme par les rationnels pq ve rifiant 1 p<qN et
pgcd( p, q)=1, on obtient le comportement asymptotique suivant, pour N  ,
|QN(M)|tcMN sM,
pour une constante cM ne de pendant que de la contrainte M.
(iii) L’exposant de la densite de l’ensemble I(M) des irrationnels
quadratiques M-contraints est e gal a sM . Plus pre cise ment, si IN(M) de signe
le sous-ensemble de I(M) forme par les irrationnels quadratiques x pour
lesquels l’e quation de Pell a une solution fondamentale =(x) infe rieure ou
e gale a N, on obtient le comportement asymptotique suivant, pour N  ,
|IN(M)|tdMN sM,
pour une constante dM ne de pendant que de la contrainte M.
Le premier re sultat e tend les re sultats de Mauldin et Urban ski [MU1,
MU2] a des contraintes non e le mentaires. Le second re sultat, pre ce dem-
ment obtenu par Cusick [Cu] et Hensley [He1] dans le cas particulier d’une
contrainte e le mentaire et finie, est ici acquis par des me thodes sensiblement
diffe rentes et nettement plus simples. Le troisie me re sultat n’a e te pre ce dem-
ment de montre [Po, Fa] que dans le cas ou il n’y a pas de contraintesi.e.,
M=[1, 2, ..., n, ...] et sM =2.
Les trois re sultats suivants de crivent le comportent moyen de la longueur
du de veloppement en fraction continue d’un rationnel M-contraint, et le
comportement moyen de deux grandeurs associe es a un irrationnel quadrati-
que M-contraint: la longueur de la pe riode du de veloppement en fraction
continue de cet irrationnel quadratique et aussi la constante de Le vy de cet
irrationnel quadratique. Ces re sultats font intervenir une grandeur qui joue
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un ro^le analogue a celui que la constante ?2(12 log 2) joue dans les proble mes
non contraints. Cette constante n’est autre que la de rive e de la fonction
s  &*(NC , s) au point sC=2 dans le cas d’un proble me non-contraint et
elle est aussi e gale, dans un sens pre cis, a la moyenne des constantes de
Le vy de tous les irrationnels quadratiques. C’est pourquoi on l’appelle aussi
la constante de Le vy. Ici, c’est une autre constante, e gale par de finition a
la de rive e de la fonction s  &(1l ) *(M, s) au point sM qui va intervenir.
On va montrer dans le re sultat (vi) qu’elle est aussi e gale, dans un sens pre cis,
a la moyenne des constantes de Le vy de tous les irrationnels quadratiques
M-contraints. C’est pourquoi on l’appelle la constante de Le vy associe e a
la contrainte M et on la de signe par L(M).
(iv) La hauteur moyenne du de veloppement en fraction continue
d’un rationnel de QN(M) ve rifie, pour N  ,
E[EN(M)]t
1
L(M)
log N,
ou L(M) repre sente la constante de Le vy de l’ensemble M.
(v) La longueur moyenne de la pe riode du de veloppement en
fraction continue d’un irrationnel quadratique de IN(M) ve rifie, pour
N  ,
E[YN(cM)]t
1
L(M)
log N,
ou L(M) repre sente la constante de Le vy de l’ensemble M.
(vi) La valeur moyenne de la constante de Le vy d’un irrationnel
quadratiqua de IN(M) ve rifie, pour N  ,
E[ZN(M)]tL(M),
ou L(M) repre sente la constante de Le vy de l’ensemble M.
Les re sultats (iv), (v) et (vi) ge ne ralisent ainsi a une contrainte pe riodique
quelconque des re sultats pre ce dents obtenus seulement dans le cas particulier
du proble me non contraint, par Heilbronn [Hei] et Dixon [Di] pour les
rationnels, par Pollicott [Po] et Faivre [Fa] pour les irrationnels quadra-
tiques. Il est a noter le paralle le frappant entre les re sultats obtenus et les
me thodes employe es dans le cas des rationnels M-contraints et des irra-
tionnels quadratiques M-contraints.
Plan du travail. On commence par de finir les principaux objets e tudie s,
dans le cadre classique, puis dans le cadre contraint (Section 1). Puis, on
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de crit, dans la Section 2, les principales proprie te s de l’ope rateur de Ruelle
Mayer contraint, qui ge ne ralisent celles de l’ope rateur de RuelleMayer
classique. Chacune des trois sections suivantes 3, 4, 5 est consacre e a
l’e tude d’un ensemble contraint: celui des re els dans la Section 3, ou l’on
de montre le re sultat (i), puis celui des rationnels dans la Section 4, ou les
re sultats (ii) et (iv) sont e tablis, enfin celui des irrationnels quadratiques
dans la Section 5, ou sont obtenus les re sultats (iii), (v) et (vi). Le travail
se termine par une section consacre e a des exemples d’utilisation et a des
calculs explicites.
1. FRACTIONS CONTINUES ET OPE RATEURS DE
RUELLEMAYER CONTRAINTS
Ici, on de crit d’abord les principaux objets lie s au de veloppement en
fraction continue: homographies, continuants, intervalles fondamentaux,
ope rateur de RuelleMayer. Ensuite, on introduit les objets similaires lie s
a un ensemble de contraintes.
1.1. Ope rateur des fractions continues et continuants
L’ope rateur de de calage U des fractions continues est de fini pour un re el
x de I=[0, 1[ par
U(x)=
1
x
&_1x& pour x{0, U(0)=0 (1)
ou [x] de signe la partie entie re du re el x. Cet ope rateur est a la base de
l’algorithme des fractions continues:
Entre e. Un re el x de I. Tant que x{0 faire x :=U(x).
A un re el x, on associe la suite x0=x, x1 , x2 , ..., xk , ... des ite re s de x. Si
le k-e me ite re existe, l’algorithme des fractions continues construit sur
l’entre e x0 un de veloppement en fraction continue
x0=
1
m1+
,
1
m2+
1
. . .
mk+xk
ou les entiers mi sont supe rieurs ou e gaux a 1. La relation x0=h(xk) de finit
une homographie de hauteur k, associe e a un k-uplet m=(m1 , m2 , ..., mk)
d’entiers mi1,
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hm(z)=hm1 , m2 , ..., mk (z)=
1
m1+
.
1
m2+
1
. . .
mk+z
Toutes ces homographies de hauteur k constituent ainsi toutes les branches
inverses possibles du k-e me ite re de U de fini en (1). Une telle homographie
h s’exprime alors a l’aide des continuants
hm(z)=
Pk+zPk&1
Qk+zQk&1
,
ou
Qk=Qk(m1 , ..., mk), Qk&1=Qk&1(m1 , ..., mk&1),
(2)
Pk=Qk&1(m2 , ..., mk), Pk&1=Qk&2(m2 , ..., mk&1).
Les polyno^mes continuants sont de finis par re currence
Qk(m1 , m2 , ..., mk)=mkQk&1(m1 , ..., mk&1)+Qk&2(m1 , ..., mk&2), (3)
avec Q0=1, Q1(m1)=m1 . Il est bien connu que le polyno^me continuant
Qk(m) est aussi la somme de tous les mono^mes obtenus en barrant deux
variables conse cutives mimi+1 dans le produit m1m2 } } } mk . Les continuants
ve rifient une proprie te de syme trie
Qk(m1 , ..., mk)=Qk(mk , ..., m1), (4)
et l’identite du de terminant
Qk Pk&1&Qk&1 Pk=(&1)k. (5)
Pour une homographie h de hauteur k associe e a un k-uplet m, le trans-
forme par h du segment I est appele intervalle fondamental de rang k: il
est forme par tous les nombres re els dont le de veloppement en fraction
continue commence par (m1 , m2 , ..., mk). L’intervalle I lui-me^me est, a un
ensemble de rationnels pre s, re union disjointe de tous les intervalles fonda-
mentaux de rang k
Ir .
|h| =k
h(I) pour chaque k0.
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L’intervalle fondamental h(I) s’exprime en fonction des continuants:
h(I)=_PkQk ,
Pk&1+Pk
Qk&1+Qk & (6)
(les bornes de l’intervalle e tant ordonne es ou non suivant la parite de k) et
est de longueur e gale a
uh :=|h(I)|=
1
Qk(Qk+Qk&1)
. (7)
1.2. Irrationnels quadratiques
Les e le ments x de I pour lesquels la suite U i (x) est pe riodique (sans
pre pe riode) sont des irrationnels quadratiques qu’on appelle dans la suite
re duits. Le de veloppement en fraction continue d’un irrationnel quadratique
re duit est alors clairement pe riodique; on de signe par p la longueur de sa
pe riode et par ? :=(m1 , m2 , ..., mp) sa pe riode. Une grandeur fondamentale
attache e a un tel nombre est le produit
:(x) := ‘
p(x)&1
i=0
U i (x) (8)
forme des e le ments de la suite U i (x) qui engendrent la pe riode ?. A partir
de cette grandeur :, on de finit la constante de Le vy ;(x) du nombre x
;(x) :=
&1
p(x)
log :(x)=
&1
p(x)
:
p(x)&1
i=0
log U i (x). (9)
Cette constante joue un ro^le important, gra^ce a la relation
lim
k  
1
k
log Qk(x)=;(x), (10)
ou Qk(x) repre sente le continuant d’ordre k associe a x, i.e., le de nomina-
teur de la k-ie me re duite de x. A une le ge re correction pre s due a la parite
de la pe riode, la grandeur :(x) est e galement relie e a la solution fondamentale
=(x) :=12(X+- 2 Y) de l’e quation de Pell X 2&2Y 2=4, ou 2 est le
discriminant 2=B2&4AC associe a l’e quation minimale de x de la forme
Ax2+Bx+C=0 avec A, B, C premiers entre eux. Posant r=1 si p est
pair, et r=2 si p est impair, on a
=(x)=:(x)&r(x). (11)
Le nombre =(x) joue, pour les irrationnels quadratiques re duits, un ro^le
analogue a celui du de nominateur pour les rationnels: il repre sente une notion
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naturelle de taille; en particulier la grandeur 2 log =(x) est la longueur de la
ge ode sique trace e sur la surface modulaire et reliant x a son conjugue .
Il est naturel d’e tendre les de finitions de :, = et r a des mots m=
(m1 , m2 , ..., mk). A un tel k-uplet, on associe l’irrationnel quadratique mC
dont le DFC a pour pe riode (m1 , m2 , ..., mk). Il faut noter que (m1 , m2 , ..., mk)
est une pe riode du DFC de mC mais non pas ne cessairement sa pe riode, i.e.,
la plus petite. On pose alors
:(m) := ‘
k&1
i=0
U i (mC), ;(m) :=;(mC), =(m)=:(m)&r(m), (12)
avec r(m)=1 si k est pair et r(m)=2 si k est impair. Notons que par
construction, on a :(mh)=:(m)h. Cette e galite permet de montrer que
l’application :, de finie ainsi sur les mots, he rite de deux proprie te s impor-
tantes qu’elle a sur les irrationnels quadratiques: elle est invariante par
permutation circulaire et par effet miroir.
Par ailleurs, l’e galite
:(m)=
1
xQk&1+Qk
=|h$m(mC)| 12 (13)
permet d’exprimer le nombre :(m) en fonction de l’irrationnel quadratique mC,
des continuants relatifs au mot m et de l’homographie hm associe e a ce mot.
1.3. Fractions continues contraintes
Lorsque le proble me est associe a un ensemble de contraintes pe riodique
engendre par M, on conside re l’ensemble (M) des de veloppements en
fraction continue valides, et, pour tout k1, l’ensemble des de veloppements
en fraction continue valides de longueur k, qui sont associe s a l’ensemble M(k)
des pre fixes de longueur k de (M). L’ensemble des homographies valides de
hauteur k note Hk(M) est alors constitue par les hm lorsque m de crit M(k),
et les continuants valides sont les Qk(m) de finis en (3) lorsque m de crit M(k).
Les intervalles fondamentaux valides de hauteur k sont les transforme s de
I par les homographies de Hk(M). L’ensemble
R(k)(M) := .
h # Hk(M)
h(I)
est forme de tous les re els qui ont un de veloppement en fraction continue
valide jusqu’a l’ordre k et l’ensemble R(M) que l’on veut e tudier est donc
e gal par de finition a
R(M)= ,
k1
R(k)(M).
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De me^me, l’ensemble
Q(k)(M) :=[h(0) | h # Hk(M)]={Pk(m)Qk(m) } m # M(k)=
est forme de tous les rationnels de hauteur k qui ont un de veloppement en
fraction continue valide, et l’ensemble Q(M) que l’on veut e tudier est donc
e gal par de finition a
Q(M)= .
k1
Q(k)(M).
De manie re analogue, on va conside rer l’ensemble des nombres irrationnels
quadratiques M-contraints; ce sont les irrationnels quadratiques re duits
contenus dans R(M), et donc ceux dont la pe riode du DFC est compatible
avec M. On dira qu’un nombre irrationnel quadratique x de pe riode ? est
e le ment de I(M) s’il existe une puissance ?k de sa pe riode (au sens des
mots) qui est e le ment de M*.
1.4. Ope rateurs de RuelleMayer usuels
Les ope rateurs de RuelleMayer usuels Gs servent a ‘‘inverser’’ l’ope rateur de
de calage U des fractions continues. Ils sont de finis pour un complexe s ve rifiant
R(s)>1 par la relation
Gs[ f ](z)= :
m1
1
(m+z)s
f \ 1m+z+ . (14)
Les ite re s d’ordre k de ces ope rateurs engendrent alors les continuants
d’ordre k dans le sens suivant
Gks [ f ](z)= :
m1 } } } mk
1
(Qk&1z+Qk)s
f \ Pk&1z+Pk(Qk&1 z+Qk)+ ,
et, en particulier
Gks [ f ](0)= :
m1 } } } mk
1
Qsk
f \PkQk+= :m1 } } } mk
1
Qsk
f \Qk&1Qk + , (15)
la seconde e galite e tant due aux proprie te s de syme trie (4). Une homographie
h de hauteur k a une de rive e qui, sur le segment I, et gra^ce a (5), a le signe
de (&1)k. Cela justifie l’introduction de la fonction h qui est l’unique fonction
holomorphe qui co@ ncide avec
|h$( y)|12=[(&1)k h$( y)]12=
1
(Qk&1 y+Qk)
(16)
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sur le segment I. On obtient ainsi une forme alternative pour Gs et ses
ite re s,
Gks [ f ](z)= :
|h| =k
h (z)s f b h(z), (17)
ou la somme est e tendue a toutes les homographies h de hauteur k.
1.5. Ope rateurs de RuelleMayer contraints
A un ensemble pe riodique de contraintes engendre par M, on associe
d’abord les ope rateurs qui engendrent les de veloppements en fraction
continue valides associe s a chaque composante Mi d’indice i (1il ) de
la pe riode M
GMi , s[ f ](z) := :
m # Mi
\ 1m+z+
s
f \ 1m+z+ . (18)
Puis, a l’ensemble M(k) des pre fixes de longueur k de (M) , on associe
l’ope rateur
GM(k), s :=GMk , s b GMk&1 , s b } } } b GM1 , s . (19)
Notons qu’on de cide de conside rer les Mi dans l’ordre-miroir, et, ce, pour
des raisons qu’on va expliciter plus loin. Via la de finition (16), un tel
ope rateur est de fini alternativement de manie re analogue a (17) par
GM(k), s[ f ](z)= :
h # H k (M)
h (z)s f b h(z) (20)
(ou H k(M) repre sente l’ensemble des homographies associe es aux pre fixes
miroir de M(k)), et ve rifie en z=0
GM(k), s[ f ](0)= :
m^ | m # M(k)
1
Q sk
f \PkQk+= :m # M(k)
1
Q sk
f \Qk&1Qk + , (21)
gra^ce a la proprie te de syme trie des continuants vue en (4). Comme l’e tude
mene e ici fait jouer un ro^le important aux intervalles fondamentaux dont
la longueur, exprime e en (7), fait intervenir les Qk , ce sont des expressions
de la forme
:
m # M(k)
1
Qsk
f \Qk&1Qk + ,
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qui interviennent naturellement et qui justifient l’introduction des ope ra-
teurs a effet miroir. Ces ope rateurs associe s aux pre fixes de M(k) s’expriment
en fonction de vraies puissances de l’ope rateur qui ge ne re la pe riode ‘‘miroir’’
GM, s :=GMl , s b GMl&1, s b } } } b GM1 , s . (22)
Soit en effet un indice k qui s’e crit sous la forme k=nl+i avec i # [1 } } } l].
Alors,
GM(k), s=GM(i), s b G
n
M, s (23)
ou maintenant GnM, s repre sente la puissance n-ie me de l’ope rateur GM, s .
Remarquons que, dans tous les proble mes ou le seul continuant Qk
intervient au niveau k, il est e quivalent de travailler avec l’ope rateur de
RuelleMayer associe a la contrainte sans effet miroir
GM1, s b GM2, s b } } } b GMl, s .
Nous montrerons de fait, en 2.1, que ces deux ope rateurs sont tre s
semblables, puisqu’ils posse dent le me^me spectre.
L’ope rateur de RuelleMayer qui engendre la pe riode-miroir M va jouer
un ro^le fondamental dans la suite: il intervient naturellement dans les
proble mes lie s a la dimension de Hausdorff R(M) (Section 3) et est adapte a
l’e tude des rationnels M-contraints (Section 4) comme a l’e tude des irrationnels
quadratiques (Section 5). On va e tudier maintenant ces ope rateurs, et montrer
qu’ils ont des proprie te s spectrales tre s semblables a l’ope rateur de Ruelle
Mayer usuel.
2. LES PROPRIE TE S SPECTRALES DES OPE RATEURS DE
RUELLEMAYER CONTRAINS GM, S
On montre ici que la quasi-totalite des proprie te s de l’ope rateur de Ruelle
Mayer classique se ge ne ralise aux ope rateurs contraints: compacite , nucle arite ,
re alite du spectre. On ge ne ralise aussi les formules de la trace, ce qui
permet d’obtenir l’invariance du spectre quand la pe riode M est modifie e
par un e le ment du groupe die dral. On montre aussi que l’ope rateur de
RuelleMayer contraint jouit de proprie te s fortes de positivite , pour une
valeur re elle du parame tre, qui restent vraies par perturbation sur un voisinage
de l’axe re el. On terme par des proprie te s du rayon spectral qui s’ave reront
essentielles dans l’application des the ore mes taube riens.
Dans toute la suite, J et V de signent respectivement le segment et le
disque ouvert de centre 1 et de rayon 54. On de finit les ope rateurs GM, s
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sur l’ensemble A(V) forme par les fonctions f holomorphes dans V et
continues sur V . Muni de la norme sup | } | de finie par
| f |=Sup[ | f (z)|, z # V],
cet ensemble est un espace de Banach.
Pour une partie finie M de NC , l’ope rateur GM, s , de fini en (18), est borne
pour toute valeur du parame tre s. Si la partie M est infinie, le domaine de
de finition de l’ope rateur GM, s co@ ncide avec le domaine de convergence PM
de la se rie de Dirichlet ‘M(s) lie e a la partie M,
‘M(s) := :
m # M
1
ms
. (24)
Pour des raisons qui appara@^tront plus loin, et dans toute la suite du travail,
on se limite a des parties infinies M dites ouvertes pour lesquelles l ’intersec-
tion de ce domaine de convergence PM avec la droite re elle est un ouvert de
la forme 2M=[s | s> pM]. Les travaux de Mauldin et Urban ski ont mis en
e vidence un cadre de contraintes plus ge ne rales pour lesquelles la dimen-
sion de Hausdorff existait, mais nous nous restreignons ici a des contraintes
ouvertes, qui fournissent un cadre certes plus restreint, mais aussi plus
naturel. L’abscisse de convergence pM ve rifie 0 pM1 et pour tout s # PM ,
la norme de l’ope rateur GM, s se relie a la se rie d’Hurwitz ‘M(s)(x) attache e a
la partie M,
‘M(s, x) := :
m # M
1
(m+x)s
par la relation
&GM, s&‘M \_, &14 + , pour _ :=R(s).
Comme l’ope rateur GM, s agit sur un espace de fonctions analytiques, c’est
aussi un ope rateur compact. Par composition, l’ope rateur GM, s associe a la
pe riode M et de fini en (22) ve rifie des proprie te s similaires: Son domaine
de de finition PM co@ ncide avec le domaine de convergence de la se rie de
Dirichlet ‘M (s) lie e a la pe riode M
‘M (s) := :
m # M
1
Q l (m)s
, (25)
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et ve rifie
PM = ,
l
i=1
PMi ,
Comme pre ce demment, on se limitera a des pe riodes M de cardinal infini,
dites ouvertes pour lesquelles l’intersection de ce domaine de convergence
PM avec la droite re elle est un ouvert de la forme 2M =[s | s> pM ]. Il est
aise de remarquer que M est ouverte de s qu’il existe une composante Mi
qui ve rifie les deux proprie te s
(i) pMi maximal parmi les pMj pour 1 jl (ii) Mi ouverte.
Sur le demi-plan PM , la norme de l’ope rateur GM, s se relie a la se rie
d’Hurwitz ‘M (s, x) attache e a la pe riode M,
‘M (s, x) := :
m # M
1
[Ql (m)+sQl&1(m)]s
,
par la relation
&GM, s &‘M \_, &14 + ‘
l
i=1
‘Mi \_, &14 + pour _ :=R(s), (26)
l’ope rateur est aussi compact et posse de ainsi un spectre discret, avec un
seul point d’accumulation en 0.
2.1. Nucle arite des ope rateurs, de terminant de Fredholm, et formules de la
trace
Soit B un espace de Banach et BC son espace dual. Un ope rateur
L: B  B est nucle aire d’ordre 0 s’il admet la repre sentation
L= :
i # I
+ieCi ei ou encore: L[ f ]= :
i # I
+ieCi ( f ) ei pour tout f # B,
avec ei # B, eCi # B
C ve rifiant &ei &=&eCi &=1 et +i p-sommable pour tout
p>0 (i.e.,  |+i | p<+).
De tels ope rateurs ont e te introduits et e tudie s par Grotendhieck
[Gr1, Gr2]. Ils sont compacts. Mieux, on peut justifier sur cette classe la
plupart des calculs matriciels classiques. On de finit ainsi la trace d’un tel
ope rateur,
Tr L= :
i # I
+ieCi (ei), e gale aussi a Tr L= :
i # I
* i ,
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ou les *i sont les valeurs propres de L compte es avec leur multiplicite alge brique.
Les traces des ite re s de L sont e galement bien de finis. Le de terminant de
Fredholm de L, qui repre sente l’analogue du polyno^me caracte ristique,
det(I&uL) :=‘
i # I
(1&* iu), (27)
ou les *i sont les valeurs propres de L compte es avec leur multiplicite
alge brique, admet alors l’expression
det(I&uL)=exp[Tr log(I&uL)]=exp _& :

k=1
uk
k
Tr Lk& . (28)
Ainsi, les ope rateurs nucle aires d’ordre 0 ont toutes les bonnes proprie te s
qui justifient un calcul matriciel sur des matrices infinies. Sur certains espaces
de Banach, comme l’espace A(V) sur lequel on travaille ici, tout ope rateur
borne est nucle aire d’ordre 0 [Gr1, Gr2]. Les ope rateurs de RuelleMayer
contraints sont donc nucle aires d’ordre 0.
Par ailleurs, la trace de l’ope rateur GM, s et de ses ite re s se calcule explici-
tement en fonction des grandeurs : attache es aux mots de M* et de finies
en (12). Pour une contrainte M de cardinal 1 de finie par un unique mot
m de longueur k, le spectre de l’ope rateur G[m], s est une progression ge ome -
trique de la forme
[+n=:(m)s (&1)nk :(m)2n, n # N], (29)
et ainsi la trace ve rifie
Tr G[m], s=
:s(m)
1&(&1)k :2(m)
.
Dans le cas d’une pe riode M quelconque, l’ope rateur GM, s et ses ite re s
s’expriment comme une somme de tels ope rateurs
GkM, s= :
m # M k
G[m], s ,
ou M de signe le miroir de M. Par line arite , la trace des ope rateurs de
RuelleMayer contraints, associe s a une contrainte de pe riode M de
longueur l ve rifie
Tr GkM, s= :
m # M k
:s(m)
1&(&1)kl :2(m)
. (30)
Gra^ce a cette relation, les proprie te s de la grandeur : (invariance par permuta-
tion circulaire ou effet miroir) se transmettent au spectre des ope rateurs de
RuelleMayer contraints. Soit \ une permutation, e le ment de l’ensemble 7l
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des permutations de [1, 2, ..., l]. On conside re la pe riode M_ de duite de M
par application de _,
M_ :=M_(1)_M_(2)_ } } } _M_(l ) .
On s’inte resse aux permutations appartenant au groupe die dral engendre
par le cycle _ de fini par _(i) :=i+1 mod l et par l’ope ration miroir { de finie
par {(i) :=l&i+1.
Proposition 1. Soit \ un e le ment du groupe die dral engendre par _ et {.
Alors les deux ope rateurs de RuelleMayer contraints, associe respectivement a
la pe riode M et a la pe riode M\ ont le me^me spectre (multiplicite s comprises).
C ’est en particulier le cas pour l ’ope rateur GM, s et son miroir GM , s .
Preuve de la Proposition. L’identite des spectres de de duit de l’e galite
entre les de terminants de Fredholm. Par ailleurs, la relation (28) relie ces
de terminants a la trace des ite re s dont l’expression a e te e value e en (30).
Ainsi, il faut comparer les deux expressions
Tr GkM, s= :
n # Nk
:s(n)
1&(&1)kl :2(n)
, Tr GkM\ , s= :
p # Nk\
:s( p)
1&(&1)kl :2( p)
,
ou N est le miroir de M. Lorsque p de crit l’ensemble Nk\ , p s’e crit sous
la forme \ (n), ou n=(n1 , n2 , ..., nk) de crit l’ensemble Nk. Si \ est le cycle
_ de fini par _(i) :=i+1 mod l, alors _ (n) s’e crit _(n1), _(n2), ..., _(nk)=S(n~ ),
ou S est le cycle de fini par S(i) :=i+1 mod kl et n~ est le mot n dans lequel
les premie res composantes de chaque ni ont e te permute es selon le cycle _&1.
Puisque la grandeur : est invariante par la permutation circulaire S, on a dans
ce cas :( p)=:(n~ ). Si { est le miroir, l’ope ration { sur les mots de longueur
lk est de finie par { (n1 , n2 , ..., nk)=({(n1), {(n2), ..., {(nk). Donc p :={ (n) est
le miroir du mot (nk , nk&1 , ..., n1), et ainsi, puisque la grandeur : est invariante
par effet miroir, on a :( p)=:(nk , nk&1 , ..., n1). Dans les deux cas, les multi-
ensembles [:(n), n # Nk] et [:( p), p # Nk\] co@ ncident. K
La proposition montre en particulier qu’on peut enlever le chapeau (lie
a l’ope ration miroir) dans la formule (30)
Tr GkM, s= :
m # Mk
:s(m)
1&(&1)kl :2(m)
,
et l’on obtient facilement une identite fondamentale
:
m # Mk
:s(m)=Tr GkM, s&(&1)
kl Tr GkM, s+2 , (31)
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qui donne, via l’identite (28), une relation mettant en jeu les de terminants
de Fredholm
& :
k1
uk
k
:
m # Mk
:s(m)=log deg(I&uGM, s)&log deg(I&(&1) l uGM, s+2).
(32)
2.2. Positivite de l ’ope rateur de RuelleMayer contraint associe a une
valeur re elle du parame tre s
Lorsque s est re el (s> pM ), l’ope rateur GM, s est u0-positif. De tels ope ra-
teurs, introduits par Krasnoselsky [Kr], ge ne ralisent les ope rateurs positifs
de la dimension finie et posse dent des proprie te s spectrales dominantes.
Un ensemble K d’un espace de Banach re el B est appele un co^ne propre
si
(i) pour tout re el \>0 et tout f de K, \f # K,
(ii) K & &LK=[0].
Un co^ne propre est appele reproductif si B=K&K, i.e., tout e le ment f
de B s’e crit comme la diffe rence de deux e le ments de K.
Soit K un co^ne propre, reproductif et d’inte rieur K1 non vide. On dit que
L: B  B est positive (par rapport au co^ne K) si L(K) est inclus dans K.
Soit u0 un e le ment de K1 ; on dit que l’ope rateur positif L est u0 -positif par
rapport au co^ne K si pour tout e le ment f non nul de K, il existe un entier
p et deux re els : et ; strictement positifs pour lesquels
;u0L p[ f ]:u0 , (33)
ou l’ordre est de fini en relation avec K: fg si et seulement si g& f # K.
Alors, d’apre s un the ore me du^ a Krasnoselsky [Kr], un ope rateur L
compact et u0 -positif satisfait a une proprie te de type PerronFrobenius: il
a un unique vecteur propre g dans K1 et la valeur propre associe e * est
simple, positive, et strictement plus grande en valeur absolue que les autres
valeurs propres.
Si s est re el (s> pM ), l’ope rateur GM, s laisse stable l’espace AR(V) forme
par les e le ments de A(V) qui sont re els sur J; c’est un espace de Banach
re el, et l’ensemble K des fonctions de A(V) dont la restriction a J est
positive ou nulle y forme un co^ne propre, reproductif et d’inte rieur K1 non
vide. La fonction constante u0=1 est un e le ment de K1 et on montre:
Lemme 1. La restriction de l ’ope rateur GM, s a AR(V), est u0 -positif par
rapport au co^ne K.
Preuve. On adapte en effet aise ment la preuve [Ma1] que Mayer donne
pour les ope rateurs usuels. Supposons que GM, s ne ve rifie pas (33). Il existe
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donc une fonction f de K pour laquelle pour tout entier k, il existe u # J pour
lequel GkM, s[ f ](u)=0. Alors, pour toute homographie de H kl(M), on a
f b h(u)=0. Comme le cardinal |M| est au moins e gal a 2, il y a au moins 2k
homographies distinctes dans l’ensemble H kl (M), et donc 2k points distincts
ou f s’annule. On en de duit donc, en faisant tendre k  , que f est identique-
ment nulle. K
On peut donc appliquer le the ore me de Krasnoselsky a la restriction de
GM, s a AR(V). Par ailleurs, adaptant un autre argument de Mayer [Ma3],
on montre que les deux spectrescelui de GM, s et celui de la restriction de
GM, s a AR(V)co@ ncident.
Ce qui pre ce de permet alors de montrer le re sultat suivant.
Proposition 2. Pour un re el s> pM , l ’ope rateur GM, s : A(V)  A(V)
a une valeur propre dominante *(M, s) qui est simple, positive et strictement plus
grande que toutes les autres valeurs propres en valeur absolue. Le vecteur
propre correspondant fM, s est strictement positif sur J. La projection PM, s sur
le sous-espace propre dominant est de finie par PM, s[ f ](z)=eM, s[ f ] fM, s(z),
ou la forme line aire eM, s ve rifie eM, s[ f ]>0 pour une fonction f>0 sur J.
L’ope rateur GM, s admet la repre sentation
GM, s=*(M, s) PM, s+NM, s , (34)
ou PM, s b NM, s=NM, s b PM, s=0. Le rapport spectral, e gal par de finition au
rapport entre le rayon spectral de NM, s et *(M, s) est strictement plus petit
que 1. Pour toute constante : strictement plus grande que le rapport spectral,
et pour une fonction f de A(V) strictement positive sur J, on a
GkM, s[ f ](z)=*(M, s)
k PM, s[ f ](z)[1+O(:k)],
pour tout k1 et tout z dans J.
On obtient des minorations et des majorations inde pendantes de k: Pour
tout s re el s> pM , pour toute fonction f de A(V) strictement positive
sur J, il existe deux constantes A et B de pendant de s et de f, pour les-
quelles on a l’encadrement valable pour tout k1, et pour tout z de J
B*(M, s)kGkM, s[ f ](z)A*(M, s)
k. (35)
Pour une contrainte M de cardinal 1, l’ope rateur GM, s est positif, mais le
lemme ne s’applique pas et on ne peut a priori de montrer que cet ope rateur
est u0 -positif. On a de ja montre qu’on connaissait explicitement son spectre
(29). Lorsque s est re el, on montre aussi directement que le vecteur propre
correspondant fM, s est strictement positif sur J et que la forme line aire
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eM, s ve rifie eM, s[ f ]>0 pour une fonction f>0 sur J. La proposition est
ainsi encore vraie dans ce cas.
On peut aussi montrer (mais on ne le fera pas ici) que le spectre de GM, s
est re el de s que s est re el: c’est une autre adaptation simple de la repre sen-
tation inte grale de l’ope rateur de RuelleMayer non contraint.
2.3. Proprie te s lie es aux perturbations du parame tre s au voisinage de
l ’axe re el
Comme l’application s  GM, s de finit une application holomorphe de
[s | R(s)> pM ] dans A(V), on peut appliquer au voisinage de l’axe re el
la the orie des perturbations qui montre que l’ope rateur GM, s conserve ses
proprie te s spectrales dominantes au voisinage d’un parame tre s re el:
Proposition 3. Soit _> pM un nombre re el fixe . Il existe un voisinage
complexe 0 de _ pour lequel les proprie te s spectrales dominantes de GM, _ se
prolongent a GM, s : les quatre quantite s *(M, s), fM, s , eM, s (et donc PM, s),
NM, s y sont bien de finies, y repre sentent les objets spectraux dominants de
Gs et sont analytiques en s; de plus, le rayon spectral de NM, s est strictement
infe rieur a |*(M, s)|. Sur le me^me voisinage 0, et pour toute fonction f de
A(V) strictement positive sur J, on a
GkM, s[ f ](z)=*(s)
k PM, s[ f ](z)+NkM, s[ f ](z) (36)
pour tout k1, et pour tout point z de V.
2.4. Proprie te s de la valeur propre dominante: de finition de l ’abscisse sM
et de la constante de Le vy L(M)
Pour un re el s> pM , la valeur propre dominante *(M, s) peut alors e^tre
de finie par
*(M, s)=lim
k \ :m # Mk
1
Qskl(m)+
1k
. (37)
(Il suffit d’appliquer ce qui pre ce de a la fonction constante 1 qui est un
e le ment de A(V).) Le plus petit des continuants Qk est obtenu quand
chacun des mi est minimal dans sa cate gorie; on de signe par ai cette valeur
minimale, et on conside re le nombre aM irrationnel quadratique dont le
de veloppement en fraction continue est pe riodique de pe riode (a1 , a2 , ..., al).
Le continuant Qk ve rifie alors
lim
1
k
log Qk=;(aM )
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ou ;(x) est la constante de Le vy de l’irrationnel quadratique x, de finie
en ( ), ce qui monte que s  *(M, s) ve rifie, pour tout u0
*(M, s+u)e&lu;(aM)*(M, s), (38)
et de finit donc une fonction strictement de croissante de s le long de l’axe
re el. Par ailleurs, si la partie M est ouverte, les deux relations
lim
s  pM
*(M, s)=+, lim
s  +
*(M, s)=0,
et l’analycite de l’application s  *(M, s) montrent l’existence d’un unique
point sM de ]pM , +[ qui ve rifie
*(M, sM )=1.
Puisque par ailleurs l’application M  *(M, s) est croissante, et ve rifie
*(M, 0)=|M|>1, pour M finie et *(NC , 2)=1,
le point sM appartient toujours a l’intervalle ]Max( pM , 0), 2].
Lorsque l’ensemble M est fini, on peut aussi conside rer le plus grand des
continuants, obtenu quand chacun des mi est maximal dans sa cate gorie;
on de signe par bi cette valeur maximale, et on conside re le nombre bM
irrationnel quadratique dont le de veloppement en fraction continue est
pe riodique de pe riode (b1 , b2 , ..., bl). Le continuant Qk ve rifie alors
lim
1
k
log Qk=;(bM ),
ce qui montre que s  *(Ms) ve rifie, pour tout u0
*(M, s+u)e&lu;(bM)*(M, s). (39)
En particulier, en faisant tendre u vers 0, en utilisant (38) et (39), et en
choisissant s :=sM , on obtient l’encadrement
;(aM )L(M) :=
&1
l
*$(M, sM );(bM ),
ce qui justifie de ja le nom de constante de Le vy de M donne a la constante
(&1l ) *$(M, sM ). On montrera dans le The ore me 3 de la Section 5 que la
constante de Le vy L(M) est en un sens pre cis la moyenne des constantes
de Le vy des irrationnels quadratiques M-contraints.
Remarquons que les deux grandeurs sM et L(M) ne de pendent que de
la contrainte, et non de la manie re dont elle est engendre e. deux pe riodes
diffe rentes M et N de la me^me contrainte ve rifient Nn=Mm pour deux
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entiers m et n et donc *(M, s)m=*(N, s)n, ce qui de termine le me^me point
sM =sN et, en de rivant en ce point, la me^me constante de Le vy contrainte.
Ainsi, la Proposition 1 admet pour corollaire le re sultat suivant:
Corollaire 4. Soit \ un e le ment du groupe die dral engendre par _ et {.
Alors la pe riode M et la pe riode M\ de finissent les me^mes grandeurs fonda-
mentales sM et L(M). Ainsi, les e nonce s des six re sultats du travail sont
exactement les me^mes pour les nombres contraints par la pe riode M ou par
une pe riode M\ de duite de la pe riode M par action du groupe die dral. Seule
la constante cM du re sultat (ii) de pend a priori de la pe riode M elle-me^me
et non seulement de sa classe d’e quivalence modulo ce groupe die dral.
2.5. Proprie te s du rayon spectral
Un autre volet de re sultats concerne les proprie te s du rayon spectral. Le
re sultat principal ge ne ralise un re sultat similaire obtenu par Faivre dans un
contexte plus particulier et montre que, le long d’une droite verticale, le
rayon spectral atteint son maximum strict sur l’axe re el.
Proposition 5. Soit _> pM un nombre re el fixe et s un nombre complexe
de la forme s=_+it, t{0. Alors le rayon spectral R(M, s) de GM, s est
strictement infe rieur a *(M, _).
Remarque. Ce re sultat n’est pas vrai dans le cas ou le cardinal |M| est
e gal a 1, comme le montre l’expression explicite (36) du spectre.
Compte-tenu de l’ine galite (38), qui prouve la de croissance stricte le long
de l’axe re el, on obtient le re sultat suivant qui sera essentiel lors de l’appli-
cation ulte rieure des the ore mes taube riens:
Corollaire 6. Soit _> pM un nombre re el fixe . Alors pour tout s ve rifiant
R(s)_ et s{_, le rayon spectral R(M, s) de GM, s est strictement infe rieur
a *(M, _).
Preuve de la Proposition 5. On peut toujours suppose, quitte a effectuer
une permutation circulaire qui laisse le spectre invariant, que la pe riode M
est de la forme M1_M2_ } } } _Ml , avec |Ml |2. Alors M contient deux
mots m et n qui diffe rent par leur dernie re composante. Par ailleurs, le spectre
e tant invariant par effet miroir, on va travailler avec l’ope rateur GM , s . Soit
* une valeur propre de GM , s et f un vecteur propre associe . On de signe par
f_ le vecteur propre dominant de GM , _ . Ce vecteur propre est, d’apre s la
Proposition 2, strictement positif sur l’intervalle J, et ne s’annule pas V.
On le normalise par la condition f_(0)=1; par ailleurs, on peut toujours,
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quitte a multiplier f par une constante, supposer que la fonction + de finie
sur V par
+(x) :=
f (x)
f_(x)
(40)
est de module au plus e gal a 1 sur [0, 1] et atteint le module 1 en un
point x0 . On a toujours, compte-tenu des relations (20)
|*| | f (x0)|=|GM , s[ f ](x0)|
 :
h # Hl (M)
h (x0)_ | f b h(x0)|
 :
h # Hl (M)
h (x0)_ f_ b h(x0)
=*(_) f_(x0),
et la de finition de x0 montre alors l’ine galite large |*|*(_).
On va alors montrer dans un premier temps le re sultat ge ne ral suivant,
qui n’utilise pas la forme particulie re des homographies. La preuve ge ne ralise des
ide es contenues dans des preuves analogues de Faivre [Fa] et Pollicott [Po2].
Lemme 2. Supposons que l ’on ait l ’e galite
*=eia*(_) (a # R) (41)
lorsque le re el s ve rifie s=_+it, t{0. Alors, la fonction + de finie en (40)
est de module 1, est un vecteur propre commun a tous les ope rateurs compo-
santes G[m], it , associe a la me^me valeur propre eia. De plus, les grandeurs :
associe es aux mots m de M ve rifient la relation
:(m) it=eia
Preuve du Lemme 2. La relation (41) montre que, pour tout \ ve rifiant
\*(_)<1, et u de la forme u=\e&ia, on a
:
k0
*kuk= :
k0
*(_)k |u|k
et on obtient donc la cha@^ne d’e galite s:
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} :k0 *
kukf (x0)}= } :k0 u
k :
h # Hkl (M)
h (x0)_+itf b h(x0)}
= :
k0
|u| k :
h # Hkl (M)
h (x0)_ | f b h(x0)|
= :
k0
|u| k :
h # Hkl (M)
h (x0)_ f_ b h(x0)
= :
k0
*(_)k |u|k f_(x0). (42)
En particulier la condition
\k0, \h # Hkl (M) | f b h(x0)|= f_ b h(x0)
est re alise e et montre que la fonction + de finie en (40) ve rifie |+ b h(x0)|=1
pour tout homographie M-valide. Comme tout re el de R(M) s’obtient
comme une limite de points de la forme h(x0) avec h M-valide, on obtient
|+ b h(x)|=1 pour tout x dans R(M) et toute homographie M-valide.
On reprend la cha@^ne d’e galite s (42), mais cette fois en tout point x de
R(M) et on obtient la condition
:
k0
|u| k :
h # Hkl (M)
h (x)_ | f b h(x)|= } :k0 u
k :
h # Hkl (M)
h (x)_+it f b h(x)}.
On a ainsi une famille (ah(x)) qui ve rifie | ah(x)|= |ah(x)|; il existe
donc un nombre complexe %(x) de module 1 tel que ah(x)=%(x) |ah(x)|
pour tout h, et revenant au proble me, on de duit l’existence, pour tout x # R(M),
d’un nombre complexe %(x) de module 1 ve rifiant, pour tout k0, pour
tout h # Hkl (M) l’e galite
ukf b h(x) h (x)it=%(x) |u|k | f b h(x)|=%(x) |u|k f_ b h(x).
Ainsi, revenant a la fonction +, et a a de finis en (40) et (41), on a
h (x) it + b h(x)=%(x) eika,
ce qui montre, en choisissant h=Id (k=0) que % co@ ncide avec + sur R(M),
et finalement on obtient l’e galite valable pour tout x # R(M), pour tout k0,
pour tout h # Hkl (M) l’e galite
h (x) it + b h(x)=+(x) ekia.
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En particulier, si x=hC est l’irrationnel quadratique point fixe de l’homo-
graphie h associe e a un mot m de Mk, on obtient l’e galite :(m) it :=h (hC) it
=ekia et finalement
h (x) it + b h(x)=+(x) h (hC) it, (43)
pour tout x de R(M). Les fonctions en jeu e tant toutes holomorphes dans V,
l’e galite se prolonge a V, et permet de montrer que + est de module constant
e gal a 1 sur J. En effet, pour un point y de J, tout point x de R(M) est
limite de points de la forme h( y), et donc
|+(x)|=|lim + b h( y)|=|+( y)|.
Puisque t est suppose non nul, + est ainsi de la forme
+(x)=exp[itL(x)]
ou L est une fonction de finie sur V et re elle sur J, et le Lemme 2 est
de montre . K
On montre maintenant que toutes ces contraintes me nent a une contra-
diction dans le cas ou les fonctions h sont des homographies. La relation
(43) montre alors l’existence d’un entier Kh pour lequel l’e galite
L b h(x)&L(x)=log h (x)&log h (hC)+
2Ky?
t
,
entre L et la de termination principale du logarithme est satisfaire pour tout
x de J. Faisant tendre x vers le point fixe hC, on obtient Kh=0 et donc
l’e galite
L b h(x)&L(x)=log h (x)&log h (hC), (44)
qui se prolonge sur V du fait que h (V) est un disque du demi-plan droit.
On conside re alors un mot m de M, l’homographie h associe e de point fixe
hC et les homographies hk de profondeur kl associe es aux mots mk; on fait
tendre k   en gardant x fixe. Le premier membre de (44) a pour limite
L(hC)&L(x), et il en est de me^me pour le second membre, ce qui prouve
que le rapport Qkl (mk)Qkl&1(mk) a une limite #(m) lorsque k  . On
obtient la relation
L(hC)&L(x)=log
hC+#(m)
x+#(m)
,
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valable pour tout x, et donc l’identite
L(x)&L( y)=log
x+#(m)
y+#(m)
,
pour tous couples (x, y) d’e le ments de V. Le premier membre ne de pendant
plus du mot m choisi dans M, on en de duit que la limite #(m) est inde pendante
de m. On conside re alors deux mots m et n qui diffe rent par leurs dernie res
composantes ml et nl . Les limites #(m) et #(n) sont ne cessairement distinctes
puisqu’elles ve rifient
ml<#(m)<ml+1, nl<#(n)<nl+1,
ce qui fournit la contradiction cherche e. K
3. DIMENSION DE HAUSDORFF DE L’ENSEMBLE DES RE ELS
CONTRAINTS
Cette section est, pour l’essentiel, consacre e a la preuve du re sultat (i).
L’e tude de la dimension de Hausdorff des re els contraints a ve ritablement
de bute avec le travail de Good [Go], qui s’est essentiellement inte resse a
des contraintes finies e le mentaires. Par la suite, Cusick [Cu] a relie cette
dimension a l’abscisse de convergence d’une se rie de Dirichlet, qui n’est
autre que la fonction (I&GM, s)&1 [1](0), et Bumby [Bu] a vu, le premier,
les relations de ce proble me avec de l’analyse fonctionnelle. Par la suite,
Hensley [He1He4] a effectivement relie l’e tude de la dimension de Hausdorff
a l’ope rateur de RuelleMayer contraint, mais uniquement dans le cas particu-
lier d’une contrainte e le mentaire finie. Enfin, Mauldin et Urban ski [MU1,
MU2] ont traite le cas d’une contrainte e le mentaire quelconque. Nous
ge ne ralisons leur re sultat a une contrainte ge ne rale (i.e., non e le mentaire)
mais seulement ouverte. Nous travaillons ici explicitement avec les ope ra-
teurs de RuelleMayer contraints, et utilisons fortement leurs proprie te s
spectrales dominantes.
Rappelons d’abord quelques de finitions relatives aux mesures d’un sous-
ensemble F de l’intervalle [0, 1]. On dit que F est nulle si pour tout =>0,
il existe un recouvrement (Ui) i # I de F ve rifiant  i # I |Ui |<=. On dit que
F est de mesure nulle en dimension s si pour tout =>0, il existe un recou-
vrement (Ui) i # I de F ve rifiant  i # I |Ui | s<=. De me^me, F est de mesure
finie en dimension s si il existe K>0 pour lequel pour tout $>0, il existe
un recouvrement (Ui) i # I de F ve rifiant |U i |$ et i # I |Ui | sK.
Remarquons alors, que si F est de mesure finie en dimension s, alors
pour tout s$ ve rifiant s$>s, F est de mesure nulle en dimension s$. De
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me^me, si F est de mesure non nulle en dimension s, alors pour tout s$ ve ri-
fiant s$<s, F est de mesure infinie en dimension s$. On appelle dimension
de Hausdorff de F, et on la de signe par H(F), le nombre re el s0 ou la
mesure s-dimensionnelle de F change de nature: pour s>s0 , elle est nulle,
pour s<s0 , elle est infinie. Ainsi la dimension de Hausdorff permet,
en affinant la notion de mesure nulle, de de partager les ensembles de mesure
nulle entre eux.
The ore me 1. Soit (M) un ensemble pe riodique de contraintes; la dimen-
sion de Hausdorff de l ’ensemble R(M) qu’on de signe de manie re abre ge e par
H(M) ve rifie l ’e galite
H(M)= 12sM ,
ou sM est le re el qui ve rifie la relation *(M, sM )=1 de finie par la valeur
propre dominante *(M, s) de l ’ope rateur de RuelleMayer GM, s associe a la
pe riode.
Preuve. La preuve se fait en trois e tapes. On de montre d’abord l’ine galite
H(M)(12) sM . Puis, pour un ensemble M fini, on de montre l’ine galite
inverse H(M)(12) sM . On obtient donc l’e galite cherche e dans le cas ou
M est fini. On conside re alors l’ensemble pe riodique associe a la partie MN
de finie par
MN=M  [1, 2, ..., N] l.
On a l’e galite cherche e pour tous les ensembles MN et on en de duit la
relation
1
2sMN=H(MN)H(M)
1
2 sM . (45)
Il reste a prouver dans une dernie re e tape utilisant les perturbations de
l’ensemble M que la suite sMN converge vers sM . Les deux premie res e tapes
ge ne ralisent des preuves classiques, la dernie re e tape simplifie un argument
qu’Hensley [He3] a de veloppe dans un contexte un peu diffe rent.
On utilise dans les deux premie res e tapes les recouvrements de R(M)
par les intervalles fondamentaux M-valides de hauteur k. L’expression (7)
de la longueur uh de l’intervalle fondamental associe a l’homographie h
permet d’e valuer la mesure s-dimensionnelle de ce recouvrement
4(k)M, s := :
h # Hk(M)
ush= :
m # M(k)
1
Q sk(Qk&1+Qk)
s= :
m # M(k)
1
Q2sk (1+Qk&1Qk)
s .
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Gra^ce a la proprie te (4) de syme trie des continuants et la relation (21), on
obtient donc une expression ou interviennent les contraintes avec effet
miroir,
4(k)M, s=GMk , 2s b GMk&1, 2s b } } } b GM1 , 2s _ 1(1+z)s& (0)=GM(k), 2s _
1
(1+z)s& (0),
et l’ope rateur du second membre s’exprime en fonction des ite re s de l’ope -
rateur de RuelleMayer GM, 2s qui engendre la pe riode miroir M
GM, 2s=GMl , 2s b GMl&1, 2s b } } } b GM1 , 2s .
Premie re e tape. On conside re le cas particulier des indices k multiples
de l de la forme k=nl,
:
h # Hnl (M)
ush=G
n
M, 2s _ 1(1+z)s& (0),
ou GnM, 2s repre sente la puissance n-ie me de l’ope rateur GM, 2s .
On utilise alors le proprie te s spectrales dominantes de l’ope rateur GM, 2s
et la majoration (35): pour tout s re el s> pM , il existe un nombre As>0
pour lequel, pour tout z de l’intervalle J, et pour tout n1 suffisamment
grand, on a
}GnM, 2s _ 1(1+z)s&}As*(M, 2s)n.
On obtient donc
4(k)M, sAs*(M, 2s)
n.
Soit maintenant un nombre re el s ve rifiant 2s>sM . Alors, puisque la fonc-
tion s  *(M, s) est strictement de croissante, la valeur propre dominante
satisfait *(M, 2s)<1. Ainsi, il suffit de choisir n suffisamment grand pour
rendre la mesure s dimensionnelle 4(k)M, s arbitrairement petite. On a donc
montre : pour tout s ve rifiant 2s>sM , l’ensemble R(M) a une mesure s-dimen-
sionnelle nulle, et donc la dimension de Hausdorff H(M de R(M) ve rifie
H(M)s, ce qui permet de conclure la premie re e tape. K
Deuxie me e tape. On part d’un re sultat de Good [Go] qui affirme:
Lemme 3. Soit une contrainte e le mentaire finie et soit s un nombre re el
strictement positif. Alors si, pour tout k suffisamment grand, on a 4(k)M, s1,
alors H(M)s.
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La preuve de Good utilise fortement la finitude de M: dans ce cas, les
continuants de rang k sont tous compris entre ak et bk pour deux constantes
a et b strictement plus grandes que 1; ainsi, les continuants de rang k ne sont
pas trop diffe rents entre eux, et il en est de me^me des longueurs des intervalles
fondamentaux de rang k. Il est clair que cette preuve s’adapte tout a fait pour
une pe riode M de longueur l quelconque, pourvu que M soit finie.
Pour un indice k qui s’e crit k=nl+i avec i # [1, 2, ..., l], et compte tenu
de (23), l’expression de la mesure s-dimensionnelle du recouvrement de
hauteur k prend la forme
4(k)M, s=GM(i), 2s b G
n
M, 2s _ 1(1+z)s& (0).
On utilise alors les proprie te s spectrales dominantes de l’ope rateur GM, 2s et
la minoration (35): pour tout s re el s> pM , il existe un nombre Bs>0 pour
lequel, pour tout z de l’intervalle J, et pour tout n1, on a
}GnM, 2s _ 1(1+z)s&}Bs*(M, 2s)n.
Comme les ope rateurs GM(i), 2s sont positifs, ils conservent le co^ne K de fini
en 2.2, et donc
4(k)M, sBs*(M, 2s)
n GM(i), 2s[1](0).
Si M est finie, tous les continuants associe s a un pre fixe de M(k) sont
majore s par une quantite de la forme Ck, pour une constante C>1, et on
obtient
pour tout i # [1, 2, ..., l], GM(i), 2s[1](0)
1
C 2ls
,
d’ou l’on de duit la minoration
4(k)M, s
Bs
C2ls
*(M, 2s)n.
Soit maintenant un nombre re el s ve rifiant 2s<sM . Alors, puisque la fonc-
tion s  *(M, s) est strictement de croissante, la valeur propre dominante
satisfait *(M, 2s)>1. Ainsi, il suffit de choisir n suffisamment grand pour
rendre la mesure s dimensionnelle 4(k)M, s plus grande que 1. On applique
alors le re sultat de Good qui montre que la dimension de Hausdorff H(M)
de R(M) ve rifie H(M)s, ce qui permet de conclure la deuxie me e tape.
K
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Troisie me e tape. Les ope rateurs GMN, 2s associe aux troncatures MN de
la pe riode convergent vers l’ope rateur GM, 2s , gra^ce a la majoration
&GMN , s&GM, s& :
l
i=1 \ ‘j{i ‘Mj \_,
&1
4 ++\ :
m # Mi
m>N
1
(m&14)_+ ,
obtenue a l’aide de (24), (25) et (26) et valable pour tout _ :=R(s)
supe rieur a l’abscisse de convergence pM de l’ope rateur GM, s . Comme cha-
cun des termes
:
m # Mi
m>N
1
(m&14)s
tend vers 0 quand N tend vers l’infini, on conclut a la convergence de la
suite GMN , s vers GM, s .
Dans un premier temps, on fixe le parame tre re el s, et on pose L :=GM, 2s ,
LN :=GMN , 2s . Lorsque N  , la suite LN converge vers L. Par ailleurs,
de s que N est suffisamment grand, le cardinal de MN devient au moins e gal
a 2, et on peut appliquer a L et aux LN les re sultats de la Section 2. De si-
gnons par * et *N les valeurs propres dominantes de L et de LN . Utilisant
les expressions de *N et * donne es en (37), on en de duit que la suite *N est
une suite croissante et majore e par *, elle converge donc. Le re sultat de
perturbation suivant, cite dans Hensley [He3], va permettre de montrer
que la limite est ne cessairement e gale a *.
Lemme 4. Soient B un espace de Banach et L: B  B un ope rateur
compact. On conside re une valeur propre * de L de multiplicite 1. Alors il
existe une constante $>0 pour laquelle tout ope rateur T: B  B ve rifiant
&T&L&$ a une unique valeur propre dans le disque |z&*|$.
De signant par P, PN les projections sur les sous-espaces dominants,
respectivement de L, LN , on utilise le lemme pour montrer que par la
suite PN converge vers P. En vertu de l’e criture
L=*P+L(I&P), LN=*NPN+LN(I&PN),
on en de duit alors que la limite de la suite *N est e gale a *.
On fait maintenant varier s et on reprend les notations habituelles du
travail. Chacune des applications s  *(MN , s) est strictement de croissante
et continue et on conside re donc le point sMN pour lequel *(MN , s)=1.
Comme la suite N  *(MN , s) est croissante et majore e par *(M, s), la
suite des points sMN est croissante et majore e par sM . Par ailleurs, la mono-
tonie de la suite N  *(MN , s) permet d’affirmer que la convergence
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de *(MN , s) vers *(M, s) est uniforme sur un intervalle ferme contenant sM .
On de duit alors facilement que la suite sMN converge vers sM , ce qui
compte tenu de la relation (45) permet de montrer le re sultat final. K
On peut aussi prouver le re sultat suivant, qui, a la connaissance de l’auteur,
n’appara@^t pas explicitement dans la litte rature, me^me dans le cadre cou-
ramment e tudie de la contrainte e le mentaire finie:
Proposition 7. Soient deux contraintes pe riodiques M et N de me^me
longueur et ve rifiant l’inclusion stricte M/N. Alors, les valeurs propres
dominantes des ope rateurs de RuelleMayer associe s ve rifient l ’ine galite
stricte
*(M, s)<*(N, s),
et les dimensions de Hausdorff des ensembles R(M) et R(N) ve rifient l ’ine-
galite stricte
H(M)<H(N).
Preuve. Il suffit de montrer le re sultat dans le cas particulier ou les deux
pe riodes M et N ne diffe rent que d’un e le ment, et on peut supposer, gra^ce
a l’invariance par permutation circulaire prouve e dans la Proposition 1,
que cet e le ment a est situe en queue de pe riode. Donc M est de la forme
P_M tandis que N est de la forme P_(M _ [m]). Voulant comparer les
deux expressions GnM, s[1](0) et G
n
N, s[1](0) pour s fixe , nous adoptons des
notations simplifie es:
L1 :=GM, s , L2 :=GP, s b G[m], s , et ainsi L1+L2=GN, s .
La formule du bino^me (non commutative) applique e a (L1+L2)
n [1](0)
produit une somme de 2n termes, et on regroupe dans cette somme les
termes selon le nombre k d’occurrences de L2 qu’ils contiennent, ce qui
correspond a e tudier les C kn expressions de la forme
Ln1
1
b Ln2
2
b } } } b Lm1
1
b Lm2
2
[1](0)
avec k occurrences de l’ope rateur L2 , n&k occurrences de l’ope rateur L1 .
Chacune de ces expressions peut contenir un nombre h variable de ‘‘groupes’’
avec h2k+1.
Les proprie te s de positivite des ope rateurs L1 et L2 , et en particulier
l’existence d’une valeur propre dominante *1 et *2 pour chacun d’entre eux
permettent de montrer, via (35), l’existence d’une constante a>0, (qu’on
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peut supposer ve rifier a1) telle que, pour tout p1 et tout z de J, on
ait a la fois
L p2[1](z)a*
p
2 , L
p
1[1](z)a*
p
1 .
Chacune des C kn expressions contenant h groupes est alors minore e, pour
tout n et tout kn, par
ah*n&k1 *
k
2a
2k+1*n&k1 *
k
2 .
On en de duit donc la minoration
(L1+L2)
n [1](0)a :
n
k=0
C kn *
n&k
1 (a
2*2)k=a(*1+a2*2)n,
et, ainsi, gra^ce a (37), la valeur propre dominante * de L1+L2 ve rifie donc
**1+a2*2 , ce qui donne le re sultat annonce . K
4. DENSITE DES RATIONNELS CONTRAINTS ET COMPLEXITE
MOYENNE DE L’ALGORITHME D’EUCLIDE CONTRAINT
La section est consacre e a la preuve des re sultats (ii) et (iv). Les rationnels
contraints ont e te essentiellement e tudie s par Cusick [Cu] et Hensley [He1].
Le premier, Cusick fait le lien entre l’e tude des rationnels contraints et
l’abscisse de convergence de la se rie de Dirichlet (I&GM, s)&1 [1](0). Mais
il obtient seulement un e quivalent asymptotique du logarithme de la densite .
Par la suite, Hensley e tablit l’e quivalent asymptotique du nombre de rationnels
M-contraints, dans le cas d’une contrainte e le mentaire finie, dans une preuve
longue et complexe. Il semble que le comportement moyen de l’algorithme
d’Euclide contraint n’ait gue re retenu l’attention. A la connaissance de l’au-
teur, les arguments taube riens n’ont jamais e te employe s dans l’e tude des
rationnels, a l’exception de l’auteur [FV] qui les a de ja utilise s dans le
cas non-contraint, comme une alternative a la preuve des re sultats d’Heilbronn
[Hei] et Dixon [Di].
On veut donc e tudier l’ensemble
QN(M) :=[( p, q) | pq # Q(M), 1 pqN, gcd( p, q)=1].
On introduit des ensembles plus restreints ou le de nominateur n est fixe ,
|n(M) :=[ p | pn # Q(M), 1 pn, gcd( p, n)=1],
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et on a clairement
QN(M)= .
nN
|n(M).
Les deux variables ale atoires xn(M) et XN(M) mesurent la hauteur du
de veloppement en fraction continue propre (i.e., ne finissant pas par 1), res-
pectivement sur |n(M) et sur QN(M). On de signe par &(k)M, n le nombre
d’e le ments p de |n(M) pour lesquels xn(M)( p)=k. Pour tout k fixe
(k1), on conside re la se rie de Dirichlet associe e a la variable de
comptage &(k)M, n ,
A(k)M (s) := :
n1
&(k)M, n
ns
,
puis on introduit la se rie ge ne ratrice des A(k)M (s) qui va fournir la se rie
ge ne ratrice double des &(k)M, n ,
SM (s, u) := :
k1
ukA(k)M (s)= :
n1
1
ns
:
k1
uk&(k)M, n .
Sous cette dernie re forme, il est clair que SM (s, u) est une se rie de Dirichlet
par rapport a la variable s, dont le terme ge ne rale SM, n(u) est la se rie ge ne -
ratrice associe e a la variable hauteur
SM, n(u) := :
k1
uk&(k)M, n .
En particulier,
SM, n(1)=||n(M)| et :
nN
SM, n(1)=|QN(M)|. (46)
L’e valuation de l’espe rance des variables ale atoires xn(M) et XM, n fait
intervenir les se ries ge ne ratrices de rive es
TM (s, u) :=
SM (s, u)
u
= :
n1
1
ns
:
k1
kuk&1&(k)M, n ,
et
TM, n(u) :=S$M, n(u)= :
k1
kuk&1&(k)M, n
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par les formules
E[xn(M)]=
TM, n(1)
SM, n(1)
, E[XN(M)]=
nN TM, n(1)
nN SM, n(1)
. (47)
Ainsi l’espe rance de xn(M), comme le cardinal ||n(M)| sont les coefficients
des se ries de Dirichlet SM (s, 1) et TM (s, 1). Il est bien connu que les the o-
re mes classiquesen particulier les the ore mes taube rienspermettent seu-
lement d’obtenir des informations sur la somme des N premiers coefficients
d’une telle se rie de Dirichlet. C’est pourquoi on cherche pluto^t, par la suite,
a e valuer l’espe rance de Xn(M), comme celle du cardinal |QN(M)|.
Les deux re sultats suivants montrent que les se ries de Dirichlet SM (s, 1)
et TM (s, 1) s’expriment en fonction des ope rateurs de RuelleMayer
contraints.
Proposition 8. Pour tout k1, on a
A(k)M (s)=GMC(k), s[1](0),
ou MC(k) de signe l ’ensemble des pre fixes de longueur k de (M) ne finissant
pas par le chiffre 1.
Preuve. L’entier &(k)M, n repre sente exactement le nombre de fois ou l’entier
n est un continuant d’ordre k associe a un de veloppement en fraction continue
M-valide et propre (i.e., ne finissant pas par le chiffre 1). Plus pre cise ment,
&(k)n, M est le nombre de k-uplets m=(m1 , m2 , ..., mk) qui ve rifient les trois
conditions
n=Qk(m1 , m2 , ..., mk), m # M(k), mk {1.
On en de duit de ce qui pre ce de
A(k)M (s) := :
n1
&(k)M, n
ns
= :
m # MC(k)
1
Qsk
.
En utilisant la relation (21), on obtient le re sultat cherche . K
Proposition 9. Dans le cas d ’une contrainte de pe riode M, les deux
se ries de Dirichlet ge ne ratrices des objets e tudie s s’expriment en fonction de
l ’ope rateur de RuelleMayer GM, s associe a la pe riode:
SM (s, 1)=CM, s(I&GM, s)&1 [1](0)
TM (s, 1)=lCM, s(I&GM, s)&2 GM, s[1](0)+DM, s(I&GM, s)&1 [1](0).
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Les ope rateurs CM, s et DM, s font intervenir les pre fixes propres MC(i) pour
1il sous la forme suivante:
CM, s := :
l
i=1
GMC(i), s , DM, s := :
l
i=1
iGMC(i), s .
Preuve. Comme l’ensemble de contraintes est pe riodique, de pe riode l,
on e crit l’indice k sous la forme k=nl+i avec i # [1 } } } l], et en utilisant (23),
on obtient
:
k1
ukGMC(k), s= :
n0
unl \ :
l
i=1
uiGMC(i), s+ GnM, s ,
et donc, en appliquant a la fonction constante 1 au point 0, on obtient
SM (s, u)=\ :
l
i=1
uiGMC(i), s +\ :n0 u
lnGnM, s + [1](0)
=\ :
l
i=1
uiGMC(i), s + (I&u lGM, s)&1 [1](0)
qui donne le premier re sultat en choisissant u=1, et le second re sultat en
de rivant par rapport a la variable u, puis en choisissant u=1. K
Le principal outil pour e tudier le comportement asymptotique des
expressions e tudie es (46) et (47) est alors le the ore me taube rien suivant, du^
a Delange [De] qui permet de relier ce comportement aux singularite s des
se ries de Dirichlet SM (s, 1) et TM (s, 1).
The ore me Taube rien. Soit F(s) une se rie de Dirichlet a termes an positifs
ou nuls, convergeant pour R(s)>_>0. Soit w un nombre re el ve rifiant w>&1.
On suppose que F ve rifie les deux hypothe se suivantes
(i) F est holomorphe en tout point de la droite R(s)=_ autres que _:
(ii) au voisinage de _ et pour R(s)>_, F s’e crit
F(s)=
g(s)
(s&_)w+1
+h(s),
ou g et h sont holomorphes en _, avec g(_){0.
Alors on a, lorsque N  _,
:
nN
an=
g(_)
_1(w+1)
N _ logw N[1+=(N)].
217DYNAMIQUE DES FRACTIONS CONTINUES
Pour pouvoir appliquer ce the ore me aux deux se ries de Dirichlet SM (s, 1) et
TM (s, 1), il faut donc ve rifier que ces se ries satisfont les hypothe ses du The ore me
Taube rien. Compte tenu des expressions obtenues dans la Proposition 9, la
preuve repose sur les proprie te s spectrales de l’ope rateur GM, s et celles de
sa valeur dominante *(M, s). En particulier, le nombre sM qui ve rifie
*(M, sM )=1 fournira le po^le dominant des se ries ge ne ratrices e tudie es.
Gra^ce aux proprie te s de perturbation, ces fonctions seront me romorphes
au voisinage de ce po^le dominant.
The ore me 2. Les se ries de Dirichlet SM (s, 1) et TM (s, 1) ve rifient les
hypothe ses du The ore me Taube rien; le parame tres correspondant sont _=sM
et w=0 pour SM (s, 1), _=sM et w=1 pour TM (s, 1).
L’exposant de la densite de rationnels pq ayant un de veloppement en
fraction continue M-valide et ve rifiant 1 pqN, pgcd( p, q)=1 est
asymptotiquement e gal a , pour N  
|QN(M)|tcMN sM.
La hauteur moyenne du de veloppement en fraction continue d ’un rationnel
M-valide et ve rifiant 1 pqN, pgcd( p, q)=1 vaut asymptotiquement,
pour N  
E[XN(M)]t
&l
*$(M, sM )
log N,
ou l de signe la longueur de la pe riode, et *$(M, s) repre sente la de rive e par
rapport a s de l’application s  *(M, s).
Preuve. Sur tout le demi-plan pointe P :=[s | R(s)sM , s{sM ], et
d’apre s la Proposition 5, le rayon spectral R(M, s) de GM, s est strictement
infe rieur a 1. L’ope rateur I&GM, s est donc inversible, et de finit des fonc-
tions s  (I&GM, s)&1 et s  (I&GM, s)&2 holomorphes. On rappelle les
expressions de SM (s, 1) et TM (s, 1) obtenues dans la Proposition 9,
SM (s, 1)=CM, s(I&GM, s)&1 [1](0),
TM (s, 1)=lCM, s(I&GM, s)&2 GM, s[1](0)+DM, s(I&GM, s)&1 [1](0),
avec
CM, s := :
l
i=1
GMC(i), s , DM, s := :
l
i=1
iGMC(i), s .
Comme les fonctions s  CM, s et s  DM, s sont aussi holomorphes, il en est
de me^me des fonctions s  SM (s, 1) et s  TM (s, 1) sur le demi-plan pointe P.
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Ainsi, SM (s, 1) et TM (s, 1) ve rifient l’hypothe se (i) du The ore me Taube rien
pour _=sM .
On se place maintenant dans un voisinage 0 de _=sM , et on utilise le
principe de Perturbation de la Proposition 3. Posant
c(s) :=eM, s[1] CM, s[ fM, s](0), d(s) :=eM, s[1] DM, s[ fM, s](0),
ou eM, s et fM, s sont les objets dominants de la Proposition 1, on de finit des
fonctions c et d holomorphes sur 0. Comme de plus les ope rateurs CM, s et
DM, s sont positifs (au sens de la conservation du co^ne K de fini en 2.2), ces
fonctions c et d sont strictement positives sur 0 & R. On re e crit alors (36)
en
CM, s b G
k
M, s[1](0)=c(s) *(M, s)
k+CM, s b N
k
M, s[1](0),
DM, s b G
k
M, s[1](0)=d(s) *(M, s)
k+DM, s b N
k
M, s[1](0),
pour tout k1. Sur 0 & P, le rayon spectral R(M, s), e gal au module
|*(M, s)| de la valeur propre dominante, est strictement infe rieur a 1: il en
est a fortiori de me^me pour le rayon spectral de NM, s . On peut alors e crire,
pour s # 0 & P
SM (s, 1)=
c(s)
1&*(M, s)
+CM, s(I&NM, s)&1 [1](0),
TM (s, 1)=
lc(s) *(M, s)
(1&*(M, s))2
+
d(s)
1&*(M, s)
+CM, s(I&NM, s)&2 NM, s[1](0)+DM, s(I&NM, s)&1 [1](0).
Au voisinage de s=sM , la de rivabilite de s  *(M, s) permet d’e crire
s&sM
1&*(M, s)
=&
H(s)
*$(M, sM )
avec H holomorphe ve rifiant H(sM )=1.
Pour des raisons similaires aux pre ce dentes, les termes-reste de finissent des
fonctions holomorphes sur 0 & P, et finalement on e crit
SM (s, 1) :=
&c(s) H(s)
*$(M, sM )
1
(s&sM )
+C1(s),
TM (s, 1) :=
lc(s) *(M, s)+d(s)(1&*(M, s))
*$(M, sM )2
H 2(s)
(s&sM )2
+D1(s),
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ou C1 et D1 sont holomorphes sur 0 & P. Ainsi, SM (s, 1) et TM (s, 1)
ve rifient les hypothe ses (ii) du The ore me Taube rien avec _=sM . En
appliquant ce the ore me a SM (s, 1) et a TM (s, 1) on obtient
:
nN
SM, n(1)&
&c(sM )
sM*$(M, sM )
N sM
:
nN
TM, n(1)&
lc(sM )
sM*$(M, sM )2
S sM log N.
Compte tenu des expressions (46) et (47), la premie re relation fournit le
premier re sultat du the ore me et le quotient des deux relations en fournit le
second. K
5. IRRATIONNELS QUADRATIQUES CONTRAINTS
On veut donc e tudier le cardinal de l’ensemble
IN(M) :=[x | x # I(M), =(x)N]
ainsi que les variables ale atoires YN(M) et ZN(M) qui mesurent respecti-
vement la pe riode du de veloppement en fraction continue et la constante
de Le vy sur IN(M). Ces proble mes ont e te aborde s par Faivre [Fa] et
Pollicott [Po], dans le cas non-contraint, avec des me thodes utilisant les
de terminants de Fredholm. Cette section se pre sente a la fois comme une
ge ne ralisation de ces re sultats au cas contraint et une unification de ces
me thodes. De fait, dans un premier temps, on va travailler non pas sur les
irrationnels de I(M, mais sur les e le ments m de M*. Cela permettra
d’exprimer les se ries ge ne ratrices de Dirichlet en fonction de de terminants
de Fredholm associe s aux ope rateurs de RuelleMayer contraints. On
pourra, alors dans un deuxie me temps, appliquer un the ore me taube rien
qui permettra de traiter le proble me sur les mots. On reviendra dans un
troisie me temps aux irrationnels eux-me^mes.
Premie re e tape. On utilise donc dans ce premier temps les de finitions
des grandeurs :, = et r non plus sur les irrationnels quadratiques de I(M),
mais sur les mots de M*. On e tudie alors le cardinal de l’ensemble
I N(M) :=[m # M*, =(m)N],
ainsi que les variables ale atoires Y N(M et Z N(M qui mesurent respective-
ment la longueur |m| d’un mot m et la constante de Le vy ;(m) de ce mot
(de finie en (9) et (12)) sur IN(M).
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Pour tout k fixe (k1), on conside re la quantite
I (k)M (s) := :
m # Mk
=&s(m),
puis on introduit la se rie ge ne ratrice des I (k)M (s),
IM (s, u) := :
k1
uk
k
I (k)M (s)= :
k1
uk
k
:
m # M k
=&s(m),
et les trois autres se ries relie es, construites par de rivation a partir de cette
dernie re et analogues des se ries SM (s, u) et TM(s, u) de la Section 4 de finies
en (43) et (45),
UM (s, u) :=

u
IM (s, u) := :
k1
uk&1I (k)M (s)= :
k1
uk&1 :
m # M k
=&s(m), (48)
VM (s, u) :=
2
u2
IM (s, u) := :
k1
(k&1) uk&2 I (k)M (s)
= :
k1
(k&1) uk&2 :
m # M k
=&s(m), (49)
et
WM (s, u) :=
&
s
IM (s, u) :=& :
k1
uk
k

s
I (k)M (s)
= :
k1
uk
k
:
m # M k
log =(m) =&s(m). (50)
En particulier,
UM (s, 1)= :
m # M*
=&s(m), (51)
sera utilise e pour de terminer le cardinal |I N(M)|, tandis que
VM (s, 1)= :
k1
(k&1) :
m # Mk
=&s(m), (52)
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est relie e a l’e valuation de l’espe rance de la variable ale atoire Y N(M); enfin,
l’e tude de l’espe rance de la variable ale atoire Z N(M) fera intervenir
WM (s, 1)= :
k1
1
k
:
m # M k
log =(m) =&s(m). (53)
Les deux re sultats suivants montrent que ces trois se ries de Dirichlet
ge ne ralise es UM (s, 1), VM (s, 1) et WM (s, 1), de finies en (48), (49) et (50),
s’expriment en fonction des ope rateurs de RuelleMayer contraints.
Proposition 10. Si la longueur de la pe riode M est paire, on a, pour
tout k1,
I (k)M (s)=Tr G
k
M, s&Tr G
k
M, s+2 .
Si la longueur l de la pe riode est impaire, il y a deux cas a distinguer selon
la parite de k
pour k pair, I (k)M (s)=Tr G
k
M, s&Tr G
k
M, s+2 ,
(54)
pour k impair, I (k)M (s)=Tr G
k
M, 2s+Tr G
k
M, 2s+2 .
Preuve. Le point de de part est l’identite de la trace, vue en (31)
:
m # M k
:s(m)=Tr GkM, s&(&1)
kl Tr GkM, s+2 ,
ainsi que la relation (12) qui relie les deux grandeurs :(m) et =(m). Si la
longueur l de la pe riode est paire, il en est de me^me de tous les multiples
lk et l’entier r(m) est toujours e gal a 1. Si la longueur l de la pe riode est
impaire, la parite de lk est e gale a celle de k. Si k est pair, on retrouve la
me^me formule que pre ce demment. Sinon, si k est impair, alors r(m)=2, ce
qui change s en 2s et le & en +. K
Proposition 11. Dans le cas d ’une contrainte de pe riode M, les trois
se ries de Dirichlet ge ne ratrices des objets e tudie s s’expriment en fonction des
de rive es logarithmiques, premie re et seconde, de de terminants de Fredholm
lie s a l ’ope rateur de RuelleMayer GM, s associe a la pe riode aux points s, 2s,
s+2 et 2s+2.
Preuve. On rappelle l’identite qui de termine le de terminant de Fredholm,
FM (s, u) :=&log det(I&uGM, s)= :

k=1
uk
k
Tr GkM, s ,
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et on introduit les trois de rive es
AM (s, u) :=

u
FM (s, u),
BM (s, u) :=
2
2u
FM (s, u), (55)
EM (s, u) :=&

s
FM (s, u).
Il y a de nouveau deux cas selon la parite de la longueur l de la pe riode
de la contrainte. Dans le premier cas (l pair), on obtient
Pour l pair IM (s, u)=FM (s, u)&FM (s+2, u).
Dans le deuxie me cas, il faut diffe rencier selon la parite de k. La partie
paire de IM (s, u) est e gale a la partie paire de FM (s, u)&FM (s+2, u),
tandis que la partie impaire de IM (s, u) est e gale a la partie impaire de
FM (2s, u)+FM (2s+2, u). On obtient ainsi
Pour l impair
2IM (s, u)=[FM (s, u)+FM (s, &u)+FM(s+2, u)+FM (s+2, &u)]
+[FM(2s, u)&FM (2s, &u)+FM (2s+2, u)&FM(2s+2, &u)].
Il reste a de river les expressions pour relier les quantite s UM(s, u), VM (s, u),
WM (s, u) de finies en (48), (49) et (50) aux quantite s AM (s, u), BM (s, u) et
EM (s, u) de finies en (55); puis on choisit u=1. K
Deuxie me e tape. On cherche maintenant a e valuer les espe rances de
Y N(M) et Z N(M), comme celle du cardinal |I N(M)|. Le principal outil
pour e tudier le comportement asymptotique de telles expressions est alors
le The ore me Taube rien suivant, qui constitue une forme un peu plus ge ne rale
du The ore me Taube rien de la section pre ce dente.
The ore me Tauberien. Soit F(s) une fonction qui admet dans le demi-
plan R(s)>_>0 la repre sentation
F(s)=s |

0
A(x) e&sx dx
ou A est une fonction positive monotone croissante. Soit w un nombre re el
ve rifiant w>&1. On suppose que F ve rifie les deux hypothe ses suivantes
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(i) F est holomorphe en tout point de la droite R(s)=_ autres que _:
(ii) au voisinage de _ et pour R(s)>_, F s’e crit
F(s)=
g(s)
(s&_)w+1
+h(s),
ou g et h sont holomorphes en _, avec g(_){0.
Alors on a, lorsque x  ,
A(x)=
g(_)
_1(w+1)
ex_xw[1+=(x)].
On va appliquer ce the ore me aux trois fonctions UM (s, 1), VM (s, 1) et
WM (s, 1). Ces fonctions ont bien la forme cherche e et les grandeurs A
relatives a ces fonctions sont respectivement
AU (x) := :
log =(m)x
m # M*
1,
AV (x) := :
k1
(k&1) :
log =(m)x
m # M k
1,
AW (x) := :
k1
1
k
:
log =(m)x
m # M k
log =(m).
Les deux premiers objets e tudie s sont exactement
|I N(M)|=AU (log N), E[Y N(M)]=
lAV (log N)
AU (log N)
, (56)
et le troisie me objet E(Z N(M)] est relie de tre s pre s a
1
l
AW (log N)
AU (log N)
. (57)
Il faut ensuite ve rifier que ces se ries satisfont les hypothe ses du The ore me
Taube rien. Compte tenu des expression de la Proposition 11, la preuve
repose sur les proprie te s spectrales de l’ope rateur GM, s , et celles de sa
valeur propre dominante *(M, s). En particulier, le nombre sM qui ve rifie
*(M, sM )=1 fournira le po^le dominant des se ries ge ne ratrices e tudie es.
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Gra^ce aux proprie te s de perturbation, ces fonctions seront me romorphes
au voisinage de ce po^le dominant.
The ore me 3. Les fonctions UM (s, 1), VM (s, 1) et WM (s, 1) ve rifient
les hypothe ses du The ore me Taube rien; les parame tres correspondant sont
_=sM et w=0 pour UM (s, 1) et WM (s, 1), _=sM et w=1 pour VM (s, 1).
L’exposant de la densite des irrationnels quadratiques ayant un de veloppement
en fraction continue M-valide et ve rifiant =(x)N est asymptotiquement
e gal a , pour N  
|IN(M)|tdMN sMn
pour une constante ne de pendant que de M.
La pe riode moyenne du de veloppement en fraction continue d ’un irrationnel
quadratique M-valide et ve rifiant =(x)N vaut asymptotiquement, pour N  
E[YN(M)]t
&l
*$(M, sM )
log N.
La valeur moyenne de la constante de Le vy d ’un irrationnel quadratique
M-valide et ve rifiant =(x)N vaut asymptotiquement, pour N  
E[ZN(M)]t
&*$(M, sM )
l
,
ou l de signe la longueur de la pe riode, et *$(M, s) repre sente la de rive e par
rapport a s de l’application s  *(M, s).
Preuve. Sur tout le demi-plan pointe P :=[s | R(s)sM , s{sM ], et
d’apre s la Proposition 5, le rayon spectral R(M, s) de GM, s est strictement
infe rieur a 1. Il en est a fortiori de me^me pour les rayons spectraux R(M, 2s),
R(M, s+2), R(M, 2s+2) sur le me^me demi-plan non-pointe . Les ope rateurs
I+GM, s , I\GM, 2s , I\GM, s+2 , I\GM, 2s+2 sont donc inversibles, et de finis-
sent sur le demi-plan non pointe des fonctions holomorphes de s. Ainsi, seule
la fonction s  I&GM, s a une singularite dans le demi-plan non pointe , au
point s=sM . Ainsi, les fonctions UM (s, 1), VM (s, 1) et WM (s, 1) ve rifient
l’hypothe se (i) du The ore me Taube rien pour _=sM .
On se place maintenant dans un voisinage 0 de _=sM . Le principe de
perturbation de la Proposition 3 permet de factoriser
det(I&uGM, s)=(1&u*(M, s)) det(I&uNM, s),
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ce qui se traduit sur les se ries A, B et E en les de compositions
AM (s, u)=
*(M, s)
1&u*(M, s)
&

u
log det(I&uNM, s),
BM (s, u)=
*2(M, s)
(1&u*(M, s))2
&
2
u2
log det(I&uNM, s),
EM (s, u)=
&u*$(M, s)
1&u*(M, s)
+

s
log det(I&uNM, s)
Sur 0 & P, le rayon spectral R(M, s), e gal au module |*(M, s)| de la
valeur propre dominante, est strictement infe rieur a 1: il en est a fortiori de
me^me pour le rayon spectral de NM, s , et ainsi les seconds termes de finissent
des fonctions holomorphes sur 0 & P. Par ailleurs, au voisinage de s=sM , la
de rivabilite de s  *(M, s) permet d’e crire
s&sM
1&*(M, s)
=&
H(s)
*$(M, sM )
avec H holomorphe ve rifiant H(sM )=1.
utilisant alors les expressions de U, V, W en fonction de A, B, E de la
Proposition 11, on obtient
UM (s, 1)=\M
&*(M, s)
*$(M, sM )
H(s)
(s&sM )
+U1(s),
VM (s, 1)=\M
*(M, s2)
*$(M, sM )2
H 2(s)
(s&sM )2
+V1(s),
WM (s, 1)=\M
*$(M, s)
*$(M, sM )
H(s)
(s&sM )
+W1(s),
ou H, U1 , V1 , et W1 sont holomorphes sur 0 & P et \M vaut 1 si l est
paire et 12 sinon. Ainsi, UM (s, 1), VM (s, 1) et WM (s, 1) ve rifient les hypo-
the ses (ii) du The ore me Taube rien avec _=sM . En leur appliquant ce
the ore me, on obtient
AU (log N) := :
=(m)N
m # M*
1t
&\M
sM*$(M, sM )
N sM
AV (log N) := :
k1
:
=(m)N
m # Mk
(k&1)t
\M
sM *$2(M, sM )
N sM log N,
AW (log N) := :
k1
1
k
:
=(m)N
m # Mk
log =(m)t
\M
sM
N sM.
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D’apre s (56), la premie re relation fournit une estimation du cardinal |I N(M)|,
tandis que le quotient de la deuxie me par la premie re fournit une estimation
de la longueur moyenne E[Y N(M] d’un mot de I N(M),
|I N(M)|t
&\M
sM*$(M, sM )
N sM, E[Y N(M)]t
1
L(M)
log N. (58)
Enfin, le quotient de la troisie me par la premie re fournit une estimation de
la valeur moyenne de la variable log =(m)|m| d’un mot de I N(M). Compte
tenu des expressions (9), (11) et (12), cette variable ne co@ ncide avec la
constante de Le vy du mot m que si celui-ci est de longueur paire; dans le
cas d’une longueur impaire, il y a un facteur 12 entre ces variables. Mais
on remarque qu’on peut reprendre la preuve pre ce dente dans le cas particulier
ou la longueur l est impaire et l’appliquer seulement a la partie de UM (s, u).
gra^ce a (54), cette se rie ne s’exprime qu’a l’aide des de rive es de de terminants
de Fredholm aux points 2s et 2s+2. Le po^le dominant est alors situe en
(12) sM et on obtient alors un e quivalent asymptotique du cardinal du
sous-ensemble I CN(M) regroupant les mots de longueur impaire de I N(M)
|I CN(M)| := :
|m| impair
m # M*
=(m)N
1t
&2
sM*$(M, sM 2)
N (12) sM. (59)
Ainsi, puisque ce cardinal est ne gligeable devant le cardinal de I N(M), la
valeur moyenne de la constante de Le vy est e quivalente, quand N  , a
la valeur moyenne de la variable log =(m)|m| d’un mot de I N(M), et donc
E[Z N(M)]t
&*$(M, sM )
l
. (60)
Avec (58) et (60), on a donc obtenu les re sultats cherche s, non pas encore
sur les irrationnels quadratiques, mais sur les mots de M.
Troisie me e tape. Il faut maintenant quitter les mots pour revenir aux
irrationnels quadratiques de I(M). Il faut alors pre ciser la manie re dont
l’ensemble M est primitif, et aussi la manie re dont chaque mot de M l’est.
Pour tout d diviseur de l, longueur de la pe riode M, on de finit l’ensemble
M(d ) comme e tant l’ensemble M qu’on ‘‘replie’’ sur lui-me^me: L’ensemble
M(d ) est de longueur d et sa i-ie me composante est e gale a l’intersection de
tous les Mj pour j#i mod d. Alors, on a l’inclusion
M ld(d ) /M,
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et me^me l’inclusion stricte pour d{l, car l’e galite contredirait le fait que M
soit la pe riode de l’ensemble de contraintes e tudie . On de duit alors de la
Proposition 7 l’ine galite stricte
*(M ld(d ) , s)=*(M(d ) , s)
ld<*(M, s) (61)
et dont l’ine galite stricte entre les dimensions de Hausdorff H(M(d)<H(M).
Par ailleurs, pour un e le ment x de I(M), la pe riode ? de x est e le ment
de M(d ) aussito^t que le pgcd de p et de l est e gal a d. On montre ainsi
l’inclusion
I(M)/.
d | l
M*(d ) .
Afin d’obtenir a la fois e galite d’ensembles et re union disjointe, il faut seule-
ment conside rer les mots primitifs, de finis comme suit: A un mot m, on
associe le sous-mot ? qui constitue la plus petite pe riode de ce mot, on dit
encore son radical. Si m s’e crit m=?k, le mot m est dit k-primitif, on le dit
simplement primitif lorsque k=1. Si P(M) de signe les mots primitifs de M*,
on a
M*= .
k1
P(M)k, I(M)=.
d | l
P(M(d )), (62)
les deux re unions e tant de sormais disjointes.
Si on de signe maintenant par PN(M) l’ensemble des mots m de P(M)
pour lesquels =(m)N, on a bien su^r l’ine galite |PN(M)||I N(M)| et
aussi l’e galite entre les cardinaux
|IN(M)|= :
d | l
|PN(M(d ))|. (63)
Il reste a comparer PN(M) et l’ensemble I N(M) qui est l’ensemble des
mots de M* ve rifiant =(m)N qu’on a e tudie dans la deuxie me e tape.
Comme I n(M) est la re union disjointe des I N(M) & P(M)k, on e value
chacun de ces cardinaux en reliant les valeurs de =(m) a celle de =(mk).
Plusieurs cas sont a conside rer selon la valeur de k: pour k3, on a
=(m)=(mk) (2k) et ainsi
|I N(M) & P(M)k||PN 2  k(M)||I N2  k(M)|.
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Comme ,2l est une borne infe rieure pour les =(m) lorsque m de crit M*, on
ve rifie que IN2  k(M) est vide de s que klog, N, et en utilisant (58), on
obtient
:
k2
|I N(M) & P(M)k|=O(N (23) sM log N). (64)
Pour k=2, on a =(m2)==(m) si la longueur de ? est impaire et =(m)==(m2)(12)
si la longueur de ? est paire, d’ou
|I N(M) & P(M)2||PN12 (M)|+|I N12 (M)|+|I CN(M)|,
ou PCN(M) de signe les mots primitifs de I N(M) de longueur impaire. Des
e valuations (58) et (59), on de duit
|I N(M) & P(M)2|=O(N (12) sM). (65)
On de duit alors de (64) et (65) l’e quivalence asymptotique entre les
cardinaux
|I N(M)|t |PN(M)|, (66)
puis, finalement, avec les relations (66), (61) et (63), l’e quivalence asympto-
tique cherche e entre les deux cardinaux
|IN(M)|t |I N(M)|.
Comme les constantes de Le vy co@ ncident sur les ensembles IN(M) et
I N(M) et y sont borne es, les espe rances des deux variables ZN(M) et
Z N(M) sont e quivalentes quand N  . Il reste donc a comparer mainte-
nant les comportements des variables longueur sur IN(M) et I N(M) en
reprenant des arguments semblables aux pre ce dents.
D’abord la relation (63) et la co@ ncidence des fonctions longueurs sur
chacun des PN(M(d )) correspondant aux diviseurs de l montrent que le
terme principal donnant le comportement asymptotique de YN(M) est
obtenu pour d=l sur l’ensemble PN(M),
E[YN(M)]tE[Y N(M) | PN(M)]. (67)
Ensuite, la partition de l’ensemble I N(M) en les I N(M) & P(M)k permet
de relier l’espe rance des deux variables YN(M) et Y N(M); en effet, sur chaque
I N(M) & P(M)k, ces dernie res sont lie es par relation Y N(M)=kYN(M). Des
e valuations (64) et (65) des cardinaux de I N(M) & P(M)k, pour k2, on
de duit la relation
E[Y N(M)]&E[Y N(M) | PN(M)]=E[Y N(M)] O(N (&13) sM(log N)2),
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ce qui prouve l’e quivalence asymptotique
E[Y N(M)]tE[Y N(M) | P(M)], (68)
et finalement avec (67) et (68), le re sultat final cherche sur l’espe rance
E[YN(M)]. K
6. DES MOTIVATIONS ET DES EXEMPLES NUME RIQUES
Ce travail a de bute a la suite d’une question qui m’a e te pose e par Jean-
Pierre Tillich: Y a-t-il beaucoup de rationnels qui ont tous les chiffres de leur
DFC pairs? Me^me question si on exige que les chiffres de rang impair soient
e gaux a 1, alors que les chiffres de rang pair peuvent e^tre quelconques?
Ce proble me arrive naturellement en relation avec l’e tude d’une fonction
de hachage propose e par Ze mor [Ze] qui est construite a partir du groupe
modulaire 1 :=SL2(Z) et du groupe 1p :=SL2(Fp), pour un nombre pre-
mier p. On conside re les ge ne rateurs S et T de 1,
T :=\1 10 1+ , S :=\
0
1
&1
0 + ,
puis les matrices A et B de finies par A :=T, B :=SAS.
La fonction de hachage est de finie comme suit: a un message binaire
0a0 1b0 0a1 1b1 } } } 0ai 1bi, on associe la matrice M de 1 de finie par
M :=Aa0 Bb0 Aa1 Bb1 } } } Aai Bbi
qu’on re duit ensuite modulo p. Cette dernie re matrice fournit le transforme
du message. Pour ‘‘casser’’ une telle fonction de hachage, il faut trouver de
manie re efficace une de composition de la matrice Ip identite de 1p sous la
forme
Ip :=Am0 Bn0 Am1 Bn1 } } } ami Bni, (69)
ou les suites mi et ni sont forme es d’entiers positifs de somme ‘‘petite’’.
Ainsi, on pourra intercaler le mot 0m0 1n0 0m1 1n1 } } } 0mi 1ni et trouver deux
mots binaires distincts avec le me^me transforme : cela fournira ce qu’on
appelle une ‘‘collision’’ de la fonction de hachage.
On sait qu’il existe de telles de compositions (69) avec une somme de
coefficients de l’ordre de O(log p), mais on ne conna@^t pas d’algorithme
polynomial pour en trouver une explicitement. Pourtant, Tillich a montre
que ce sche ma posse de de grosses faiblesses, en proposant un algorithme
probabiliste [TZ1, TZ2] qui utilise l’algorithme d’Euclide et semble trouver
presque su^rement une factorisation ou la somme des exposants est de l’ordre
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de O(log p)1+= pour =>0. Pour parer une telle attaque, Tillich et Ze mor
proposent de travailler avec d’autres couples de matrices (A, B) et sugge rent
deux choix possibles:
A1 :=T=\1 10 1+ , B1 :=(ST )2=\
2 1
0 1+ , (70)
ou
A2 :=A2=\1 20 1+ , B2 :=B2=\
1 0
2 1+ . (71)
Reprenant alors les ide es de l’attaque pre ce dente de Tillich, on est alors
amene a travailler avec le sous-ensemble de rationnels dont le DFC donne
un mot du mono@ de engendre par Ai et Bi . Les DFC ade quats sont dans
le cas (70) les de veloppements dont les chiffres de rang impair sont e gaux
a 1, tandis que les chiffres de rang pair peuvent e^tre quelconques, et dans
le second cas (71), les de veloppements forme s de nombres tous pairs. Les
ensembles correspondants sont donc des ensembles de rationnels Q(M)
associe s a l’une ou l’autre des contraintes pe riodiques
M1 :=[1]_NC ou M :=[2, 4, ..., 2n].
Pour re pondre nume riquement a la question de Tillich, nous avons repris,
avec Philippe Flajolet, les algorithmes e crits lors de notre travail pre ce dent
sur l’algorithme de Gauss [DFV]. Pre ce demment, ces algorithmes de termi-
naient la valeur propre dominante de l’ope rateur de RuelleMayer usuel Gs ,
pour un choix fixe d’un parame tre s re el. Nous les avons adopte s aux
proble mes contraints. Notons que Hensley a, de manie re inde pendante,
effectue des calculs similaires dans le cas particulier d’une contrainte
e le mentaire finie [He4].
L’ide e du travail pre ce dent est la suivante: on ‘‘approche’’ l’action de
l’ope rateur Gs sur des fonctions analytiques par son action sur les polyno^mes
de Taylor de ces fonctions en un point a de l’intervalle [0, 1]. Quand il agit
sur les se ries entie res, l’ope rateur Gs peut e^tre repre sente par une matrice
(infinie) Gs , dont le terme ge ne ral Gs[i, j] est le coefficient de (x&a) i dans
Gs[(x&a) j] et s’exprime en fonction de valeurs de la fonction ‘ d’Hurwitz.
De finissant k comme un degre de troncature, on conside re la matrice finie
G[k]s obtenue en restreignant les indices i et j a l’intervalle [0, k[. La valeur
propre dominante de la matrice G[k]s fournira, pour k suffisamment grand,
une approximation de celle de Gs .
Toutes ces ide es s’adaptent clairement au cas de l’ope rateur de Ruelle
Mayer contraint GM, s . Ce dernier est un produit d’ope rateurs GMi , s . La
matrice G[k]M, s est alors de finie comme le produit des troncatures G
[k]
Mi , s
des
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ope rateurs GMi , s , et fournit une approximation de l’ope rateur GM, s associe
a la pe riode M :=M1 _M2 _ } } } _Ml . Chacune de ces troncatures G[k]Mi , s
fait intervenir des valeurs de la fonction ‘Mi associe e a la partie Mi . La
valeur propre dominante de la matrice G[k]M, s fournit une valeur approche e
de la valeur propre dominante *(M, s) cherche e. Il reste alors a utiliser une
me thode de la se cante pour de terminer une valeur approche e du point sM
qui donne aussi d’ailleurs une valeur approche e de la constante de Le vy L(M).
Dans nos expe rimentations nume riques, nous avons choisi de nous limiter
a des contraintes engendre es par trois styles diffe rents de contraintes e le men-
taires: finies, cofinies ou congruentielles.
La syntaxe de ces contraintes e le mentaires est de finie comme suit: Pour
une partie finie A/NC et un e le ment b # NC , la notation
(A, b) :=[m1 | m mod b # A]
de finit les contraintes congruentielles, tandis que les notations
(A) :=[m1 | m # A], ({A) :=[m1 | m  A],
de finiront des contraintes e le mentaires finies ou cofinies. Une contrainte
est alors de finie comme un produit fini de contraintes e le mentaires. Voici
quelques exemples de la syntaxe des contraintes e le mentaires,
([2], 2) quotients tous pairs
([1], 1) pas de contraintes
([19, 23], 37) congruents a 19 ou 23 modulo 37
([3, 7]) quotients e gaux a 3 ou a 7
({[3, 4, 5]) quotients diffe rents de 3, 4 et 5
et des exemples de contraintes de longueur l>1: le symbole ([1], 1)_([2], 2)
de signe la contrainte de longueur 2 ou les chiffres de rang impair sont quel-
conques et les chiffres de rang pair sont pairs, et la contrainte M1 s’e crit
([1])_([1], 1).
Voici un tableau de re sultats nume riques, ou l’on trouve le calcul des
deux grandeurs principales du travail:
(i) l’abscisse sM qui repre sente le double de la dimension de Hausdorff
de l’ensemble des re els M-contraints,
(ii) la constante de Le vy L(M) e gale a (&1l )*$(M, sM ).
Ces re sultats sont pre sente s par dimension de Hausdorff croissante.
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En particulier, la dernie re ligne du tableau correspond au cas non-
contraint et les re ponses aux questions de Tillich se trouvent dans la partie
encadre e du tableau:
La probabilite asymptotique qu’un nombre rationnel pq ve rifiant
1 pqN, pgcd( p, q)=1 ait tous les chiffres de son DFC pairs est en
O(N&0.57) tandis que la probabilite asymptotique qu’un nombre rationnel
pq ve rifiant 1 pqN, pgcd( p, q)=1 ait les chiffres de rang impair de
son DFC e gaux a 1 est en O(N&0.41). Notons que, gra^ce a la Proposition 5
et au Corollaire 6, on montre que la probabilite asymptotique qu’un
nombre rationnel pq ve rifiant 1 pqN, pgcd( p, q)=1 ait les chiffres
de rang pair de son DFC e gaux a 1 est e galement en O(N&0.41).
Les constantes cM intervenant dans le The ore me 2 peuvent e^tre aussi
de termine es nume riquement. Elles semblent en ge ne ral petites. Pour la
contrainte M2 (chiffres tous pairs), elle est proche de 0.4. Pour la contrainte
M1 (chiffres de rang impair e gaux a 1), elle est proche de 0.3, pour la
contrainte M 1 (chiffres de rang pair e gaux a 1), elle est proche de 0.2. On
ve rifie ainsi expe rimentalement que des constantes cM associe es a des pe riodes
miroir peuvent e^tre distinctes.
Contrainte M sM =2H(M) L(M)=&(1l ) *$(M, sM )
([1, 20]) 0.53510 0.99082
([1, 10]) 0.62913 0.90338
([1, 2]) 1.06256 0.63229
([1], 19) 1.12163 4.39147
([1], 2)_([1]) 1.38542 1.61623
([2], 2) 1.43899 2.28425
([1])_([1], 1) 1.59769 1.24694
([1], 1)_([2], 2) 1.65790 1.78651
([1, 2, 3, 4, 5, 6])_({[1, 3, 5, 7]) 1.66264 1.64067
([1, 2, 3, 4, 5]) 1.67365 0.82694
([1], 1)_({[1, 3, 5, 7, 9, 11]) 1.72557 1.82183
([1], 1)_({[1, 3, 5]) 1.7566 1.76017
([1], 1)_({[1, 3]) 1.77934 1.70060
({[6, 7, 8, 9, 10, 11]) 1.90117 1.21299
({[10]) 1.98978 1.18525
({[10])_([1]) 1.99491 1.18585
([1], 1) 2.00000 1.18656
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