COMPUTER GENERATION OF POINTS ON A PLANE
A statistical model for the generation of random, contagious, and uniform spatial patterns is developed. Points are located on the plane one at a time with each point modifying the probability matrix for the next point. For random patterns no change is made in the probabilities. For contagious patterns, location of a point increases the probability of locating another point near it. However, for uniform patterns the probability of locating another point near previously established points is reduced.
TREATMENT OF BOUNDARY LINE OVERLAP IN A FOREST·SAMPLING SIMULATOR
A procedure is given for treating boundary line overlap in computer simulated sampling. This procedure, referred to as algorithm EDGE, insures that each point in the rectangular population has the same probability of being included in the sample, thereby eliminating possible edge-effect bias. The effectiveness of EDGE in producing a more realistic variance/plot size relationship is demonstrated by comparing the variance functions with uncorrected samples and samples corrected using a previously reported weightingscheme.
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Treatment of Boundary Line Overlap
in a Forest-Sampling Simulator 1 SIMULATION STUDIES USING either real populations that have been mapped or artificially-generated populations promise to be highly useful in studying the characteristics of biological communities. However, in dealing with these representations of real populations one must be careful in treating population elements located near the edge of the population. This is particularly important in computer-stored populations because they are usually quite small.
In studying the efficiency of various forest-sampling designs it is common practice to map forest stands and store the Cartesian coordinates of each tree, together with the characteristics of that tree (diameter, height, volume, etc.) , in a computer for study. This data set is then "processed" by a series of computer operations to simulate operations that would take place if the stand were sampled physically in the field. Using this technique, the efficiency of many different sampling designs may be tested easily once the initial mapping has been done. ( O 'Regan and Palley, 1965; Kulow, 1966; Wensel and John, 1969.) Whether sampling in the field or with a computerized simulator, there exists the problem of getting a representative sample of trees near the forest's edge. If the probability of selecting a tree near the edge is different from the probability of selecting a similar tree in the 1 Submitted for publication October 26,1973. This paper proposes a procedure for projecting opposite sides of a population onto one another, thus making the computer-stored population effectively without boundaries. That is, population elements along opposite boundaries are treated as if they are physically adjacent to each other. An application of this concept in generating spatial patterns is made in subroutine LOCATE (see Appendix, starting page 147).
interior, and if that probability difference is not considered in the estimate, the resulting estimator is biased. This is referred to as "slopover" bias (Grosenbaugh, 1958) .
Let us consider fixed-radius plot sampling with a plot size of a acres. Plot size a is referred to as the nominal plot area, while the actual plot area may be somewhat less than a because of the boundary overlap. In figure 1 , a tree is counted if the randomly located sample point falls within the plot area shaded for each tree. For tree 1, actual and nominal plot areas are equal; for tree 2, the actual plot area is less than the nominal because of boundary overlap. Unbiased estimates of the total number of trees, total basal area, etc., will result if the actual probabilities of selecting the individual trees are used in developing the estimators.
Let us also consider the following esti-
COMPUTER SAMPLING OF MAPPED POPULATIONS
[143] mator Ñ of N, the total number of trees in a forest of size A:
where n is the number of randomly located sample points, k\ is the number of trees counted at point i, and P, is the probability of selecting tree j from a randomly located plot center. Note that where α ; · is the plot area containing all sample points that would cause tree j to be selected. If actual probabilities or plot areas are used, N is an unbiased estimator of N. Wensel and John (1969) give the necessary equations to compute the actual plot area using distances measured to the nearest boundaries. This approach, while time-consuming in the field and in the computer, gives exact results. However, for extremely small populations where nominal and actual probabilities of selection can be quite different, the variance function (vari ance as a function of plot size) of the mapped stand may be somewhat differ ent from the actual population being in vestigated.
In computer-stored populations it is possible to project opposite sides of the population onto one another so that, for example, the plot area that overlaps on the south boundary is transferred to the north boundary. Tree 2 in figure 2 would be counted if the randomly lo cated sample points fall anywhere in the shaded areas. Thus the actual and nom inal plot areas are always the same and p, the probability of selecting a given tree, is a where a is the nominal plot area. The estimator NofN then becomes
ALGORITHM EDGE
To compute the distance r¿ that a point i with coordinates (x\, y\) is from a plot center at point (x 0 , y 0 ) we proceed as follows: where x max and y max represent the maxi mum coordinates in the x and y direc tions, respectively. The individual i would be included in the sample only if
In computer-simulated forest sam pling, one starts with a matrix of tree co ordinates and tree characteristics and selects random sample points within the boundaries of the forest. Wensel and John (1969) corrected for the fact that some randomly selected plots overlap the forest boundaries by computing the actual plot area to be used in the esti mators ( algorithm WGT ).
Using data from the Cutfoot Experi mental Forest (Wensel and John, 1969) , figure 3 shows the variance functions for no-overlap correction, WGT correc tion discussed by Wensel and John (1969) , and for the EDGE correction ri is smaller than the plot radius R. A brief FORTRAN function to determine which individuals should be included in the plot when using this algorithm is given below. discussed above. These data resulted from the selection of 200 randomly lo cated points within the bounds of the computer-represented Cutfoot forest and then constructing each of the three estimates at each point.
The uncorrected estimates resulted in a much higher variance than did cor rected estimates (for all except the smallest plot sizes). The WGT-corrected estimates are plotted on nominal plot sizes and not on actual plot sizes-plot ting on the actual plot size would move the WGT-corrected line to the left and make it even closer to the EDGE-corrected line shown in figure 3. In terms
It is here assumed that any plot relative to the area of the population radius R is less than one-half the small-being studied for the sampling problem est dimension of the area being sampled, to make sense at all, this simplifying Because the plot area must be small assumption is not restricting. 
EFFECT OF ALGORITHM EDGE
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