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Samenvatting
De centrale onderzoeksvr^ gv rr deze thesis is of Artificiële Neurale Netrvetken (aNN)
geschikt z11n voor patroonherkenning. Meer specifiek onderzoeken we of het mogelijk
is probleem-specifieke kennis in te brengen in de topologie van feedforward-netwetken
die met voorbeelden te traiÍren ziin. !7e doen dit aan de hand van twee problemen, de
detectie van postcodes en het herkennen van handgeschreven woorden, zoals plaatsna-
men op poststukken. In beide gevallen moet, in onze formulering een sequentieel sig-
naal worden herkend.
In hoofdstuk 1 geven we een korte inleiding tot de statistische patroonherkenning. We
noemen het belang van de representatie (signaalvoorbewerking, segmentatie en kenmer-
ken) en de complexiteit van de herkenner in relatie tot de grootte van de ontwerpver-
zameling van voorbeelden. We bespreken een aantal herkenners en drie typische me-
thoden om de parameters van een herkenner te trainen. De verschillende eigenschappen
van deze trainingsmethoden worden behandeld. De zogenaamde competltieve training
(met negatieve en positieve vootbeelden per klasse) levert een robuust resultaat als de
probabilistische aannamen niet geheel correct ztjn. Er wordt ingegaan op de overeen-
komst met de competitieve training van feedforward-netwerken.
Tenslotte stellen we ons de vraag welke combinatie van herkenner en trainingsmethode
optimaal is. Een univetsele, optimale methode presteert per definitie optimaal, gerekend
over alle mogelijke problemen en bevat daarom geen probleem-specifieke aannamen.
Voor een specifiek probleem met onbekende distributies en een beperkte ontweÍpver-
zameling van voorbeelden, kan een sterk model met probleem-specifieke aannamen-een
betet resultaat opleveren. Onderzoek naar n-ieuwe netwerkatchitecturen voor speciÍieke
problemen, speciaal voor het herkennen van sequentiële signalen, is daarom nog steeds
relevant.
In hoofdstuk 2 behandelen we drie klassieke, eenvoudige netwerken vanuit het beperkte
perspectief van patroonherkenning. De netwerken zrjn het feedfonaard-neÍwerk (functie-
schatting), het Hopfeld-netwerk (voorbeeld van het modelleren van tijd in een netwerk) en
het Kohonen-netwerk oorbeeld van het modelleren van ruimte in ecn netwerk).
Het feedforward-net'wetk dat geraind kan worden aan de hand van voorbeelden speelt
een belangriike rol in onze discussie. We behandelen in enig detail het trainen van het
feedforward-netwetk doot het minimaliseren van een competitief foutcriterium met een
gradiënt-zoekmethode. We benadrukken de mogelijkheden om het concept van de
voorrsaattse berekening en de functies die een neuÍon in het netwerk kan berekenen, uit
te breiden. Dit leidt tot twee observaties. De eerste observatie is dat de competitieve
training wij eenvoudig is en daardoor wij breed toepasbaar is. In tegenstelling tot ande-
Íe statistische modellen zljn geen uitgebreide normeringen in het nenverkmodel no.lig
Door de wij brede toepasbaatheid van deze training is de grens tussen feedforward-
netwerken en bestaande niet-lineaire methoden vaag.
De tweede observatie is dat het ook mogelijk is het begnp tiid te modelleren in feed-
forwatd-net'*erken. We beschouwen de classificatie van tiids-discrete signaakeeksen.
Het concept van discrete tijd wordt in feedforward-netwerken gemodelleerd door een
tiidsvertragingselement. In de discussie van mogelijke topologieén speelt de toestand van
het netwerk een leidende rol. Een vetschillende modellering van de toestand leidt tot
Time Delayed Neurd Net'urotks (mNN) en Recurrent Neural Netwotks (nNN).
Tenslotte bestuderen we het eerste speciÍieke probleem, de detectie van postcodes. Dit
beeldsegmentatie-probleem wordt bijna geheel opgelost door de capaciteiten van tÍain-
bare feedforward-nèrwerkarchitectuÍen en multiresolutie-waarneming. Probleem-speci-
fieke netwerkarchitecturen met positieve en negatieve tijdsvertragingen worden gebruikt
om de componenten van het sequentiéle signaal te classiíceren.
In hoofdstuk 3 analyseren we het volgende specifieke ptobleem, het herkennen van
handgeschreven woorden. Onze belangstelling voor dit probleem komt voort uit de
interpretatie van postadressen. Woordherkenning voÍmt een nieuwe uitdaging omdat de
segmentade van aaÍreengeschreven schrift in de afzondedijke karakters erg moeilijk is.
Na een introductie van het woordherkenningsprobleem definiëren we het probleem dat
we in deze thesis willen onderzoeken. Hoewel we uitgaan van statische beelden is het
mogelijk het signad als een sequentieel signaal voor te stellen, biivoorbeeld door een
ordening van links naar techts aan te nemen.
Om de discussie te structuÍeren, introduceren we een globaal raamwerk om woordher-
kenners in te plaatsen. Ons gbbab woordherkmningtschema bestaat uit de potentiële ele-
menten van een woordherkenner. We ondetscheiden (na pre-segmentatie) de signaalbe-
schriiving de kenmetken en de classificatie op verschillende niveaus namelijk het
woord-, het karakter- en het karakterdeelniveau. We behandelen enige bestaande me-
thoden voor woordherkenning en Í)laatsen deze in het globale woordherkenningssche-
ma. We beschouwen hier twee benaderingen als het meest relevant de op karakter geba-
seerde segmentatie benadering en de op karakterhel gebaseerde benadering. Beide wor-
den nader geanalyseerd.
Bij de op karakter gebaseetde segmentatie benadering worden verschillende mogelijke
segmentaties in niet-ovedappende losse karakters beschourrd en de beste segmentatie
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wordt gcsclcctccrd. Dit vcreist ccn critcÍium om dc bcstc scgmcntauc te selectercn en
ccn zocksffatcgic om dc bestc scgmcntaric cfltciênt uit allc mogclijkheden tc vinden.
I)c op karakterdee/ gcbasccrdc bcnadcring gaat diÍcct uit van een teeks karakterdeien
(bijvoorbecld gcvormd door ccn vast aantal opcenvolgende kolommen van beeldclc-
mcntcn) voor het afleidcn van dc kcnmcrkcn cn dc hcrkenning. Op deze manier wordt
dc cxpLrcictc segmentatie in afzondcrLijkc karaktcrs vcrmcden ten koste van een moeilij-
kcr classiÍrcaticprobiccm. Hct Hiddcn N.{arkov N{odel (ltiuiu), cen probabilistisch
woordmodel, wordt vaak gcbruikt voor dc ciassificarie. Het ITN,ÍNÍ-model van een lexi-
conwoord wordt samengesteld urt gcmccnschappclijkc karaktcr(deel)modellcn. Wc bc
handelcn hct mccst ccnvoudigc llNlNí, hct discretc IINfN{.
Vt analyscrcn dc stcrkc cn zwakkc kanten van zowel het discrctc IINíNÍ cn fccdforward-
ncfwcrkcn. Onzc conclusrc is dat wc ccn woordmodel willen onrwcrpen dat bestaat uit
gcmccnschappelijkc karaktcrmodcllcn. \rcrdcr willen we voor dc training ccn compcti-
ricf critcrium gcbruiken dat gebasccrd is op labcls van dc gehele woorden. Het woord-
modcl cn hct rcsultcrcnclc criterium moctcn tcnslottc gccn uitgebreide normeringcn
bcvattcn.
In hoofdstuk 4 behandelcn wc altcrnaticvc fccdforward-nctwerkarchitccruren vooÍ zo-
wcl dc op karakter gcbasccrdc bcnadcring als dc op karakterdee/ gcbasccrdc benadcring.
Nadat cnigc probabilistischc modcllcn zijn ovcrwogcn kiczcn wc voor ccn afstands-
raamwcrk. Wc gaan hicrbij uit van ccn bcstaandc mcfhodc, dc lvÍinimalc Ildit Distancc
(t\Í.ti.t).). Dc tocpassing van dc l\Í.li.l). is normaal bcpcrkt tot string-naar stÍing mat-
ching.
Dc i\Í.t,t.t). kan gcbruikt wordcn om rwcc rcckscn optimaal op clkaar tc passcn cn dc
rcsultcrcndc afstand tc bcrckcncn gcgcvcn dc subsÍitutiekoLlez (inclusief insertics cn dcla-
tics) tusscn dc componcntcn van de rcckscn. Wc stcllcn voor om dc substitutickostcn tc
modcllcrr 'n mct ccn [ccdíorward-ncrwcrk cn dc paramctcrs lc uaincn mcr ccn compcu-
ticf foutcritcrium. Dc rcsultcrcndc gcopumalisccrdc NI.lrl.l). kan bcschouwd wordcn als
ccn fccdfonvard-nctwcrkarchitccruur. Door dc optimalisatic van dc paramctcrs lijkt hct
mogciijk om dc substitutickostcn flsscn vcrschillcndc soottcn clcmentcn tc berckcncn
cn clc \Í.l,l.l). tc bcrckcncn tusscn vcrschillcndc soortcn rcckscn. V/c ondcrzockcn dczc
aannamc aan clc hand van dric woordhcrkcnninss voorbccldcn.
Àllcrccrst vocrcn wc ccn ccrstc basiscxpcrimcnt uit waarbij dc i\l.lr.l). op dc tradiuonclc
rvilzc gcbruikt wordt vooÍ .rling-naar-rtint matching. Dc hcrkcndc string wordt vcrkrc-
gcn uit cxplicictc karaktcrscgmcntatic cn karaktcrhcrkcnning cn is ccn zccr vcrvormdc
vcrsic van hct oorspronkclijkc woordlabcl. Dc i\{.l,l.l). wordt gcbruikt om hcr dichtstbij-
zijndc lcxicon-rvoord tc r-indcn. l)c complcxc substitutickostcn (inclr.rsicf substitutics
van rrvcc-naar-ccn cn van ccn-naar-twcc karaktcrs) rvordcn gcmodcllccrd mct ccn ccn-
laags fccdfor-ward-ncfwcrk cn dc training is succcsvol.
In het tweede, meer uitdagend, experimcnt gebruiken we de voorgesteldc mcthodc in
ccn op karakter gebasccrdc segmentatic benadering. Het wootd wordt be schrcvcn door
cen skclet met pÍe-scgmentatie-punten. Hct skelet is hierbii op een aantal plaatscn los-
geknipt zodat een splitsing tussen vcrschillende karakters erg waarschijnlijk is. Dc af-
stand tusscn een reeks van karakters (ccn lcxicon-woord) cn de best passende rccks van
karakterbeeldsegmenten moet worden bepaald. Het M.E.D. zoekalgoritme moct uit alle
tocgcstanc segmentaties in karakters dc beste segmentatie vinden en zo dc afstand bc-
rckenen. De substitutiekosten van een karaktcr van ccn lcxicon-woord naar ccn potcnti-
eel karaktersegment, gcvormd door ecn maximaal aantal opeenvolgende karaktcrdcel-
scgmenten, worden gcmodelleerd met ecn kenmerkvcctor van het karaktcrscgmcnt en
ccn fcedforward-netwcrk. De parameters van de substitutickosten worden mct succes
berckcnd zonder cnigc training op karaktcrnivcau.
In hct derde cxpcrimcnt gebruiken wc dc voorgesteldc mcthodc in cen op karakterdeel
gcbasccrdc benadering. Hct woord wordt wccr beschrevcn door het skclet mct pre-
scgmcntatiepunten. Elk scgment resultccrt in de karakterdeal-gebaseerde bcnadcring in
cen aízonderhjke kenmerkvector. Als wordt aangenomcn dat ccn karakter ccn groter
aantal kenmerkvectorcn kan oplevercn, rcsulteert het vorigc model van dc complcxc
(ccn-naar-mccr) substirutickosten in tc vccl paramctcrs cn is rekeningstechnisch duur.
Dc ncurale-netwerkarchitectuur die wordt voorgesteld is driclaags cn vormt ccn raam-
wcrk op zich met vcle alternatieven. Dc basis wordt gevormd door ccn fccdforward-
netwerk dat voor elk karakterdeelsegment dc a posteriori kansen op alle karaktcrklassen
bcrckcnt. De complcxc substitutickostcn in dc toestandslaag wordcn bcrckcnd door
gcbruik tc maken van toestandsaÍhankclijkc substirutickostcn, vergelijkbaar mct de
I IMM-bcnadering. Dc training is wederom succesvol.
Bcidc mcthoden zlin ongcvcer even gocd. Door combinatic wordt een bctcr rcsultaat
vcrkrcgcn, dus de mcthodcn zijn wel verschillcnd. Dc classificatie is nu zecr bcvrcdi-
gcnd opgelost, dc prc-scgmentatie vormt hct volgende knclpunt.
Hct werk aan dc M.li.l). met gcoptimalisccrde substitutickostcn Iaat zten dat door dc
juistc modellering cn training van substirutiekosten het in principc mogclijk is verschil-
lcndc soorten rcckscn mct verschillcndc soorten elementcn op clkaar tc passcn. De
training van paramctcrs door een optimalisatic van ccn competitief critcrium is nict
bcpcrkt tot hct zoekproccs van de N{.E.D. cn mogclijk vccl brcder toepasbaar.
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