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THE HILBERT FUNCTION OF A MAXIMAL
COHEN-MACAULAY MODULE
PART II
TONY J. PUTHENPURAKAL
Abstract. Let (A,m) be a strict complete intersection of positive dimen-
sion and let M be a maximal Cohen-Macaulay A-module with bounded betti-
numbers. We prove that the Hilbert function of M is non-decreasing. We also
prove an analogous statement for complete intersections of codimension two.
introduction
Let (A,m) be a d-dimensional Noetherian ring with residue field k and letM be a
finitely generated A-module. Let µ(M) denote minimal number of generators ofM
and let ℓ(M) denote its length. Let codim(A) = µ(m)− d denote the codimension
of A.
Let G(A) =
⊕
n≥0 m
n/mn+1 be the associated graded ring of A (with respect
to m) and let G(M) =
⊕
n≥0 m
nM/mn+1M be the associated graded module of M
considered as a G(A)-module. The ring G(A) has a unique graded maximal ideal
MG =
⊕
n≥1 m
n/mn+1. Set depthG(M) = grade(MG, G(M)).
The Hilbert function of M (with respect to m) is the function
H(M,n) = ℓ
(
m
nM
mn+1M
)
for all n ≥ 0.
It is clear that if depthG(M) > 0 then the Hilbert function ofM is non decreasing,
see Proposition 3.2 of [10]. If A is regular local then all maximal Cohen-Macaulay
(= MCM ) modules are free. Thus every MCM module of positive dimension over
a regular local ring has a non-decreasing Hilbert function. The next case is that
of a hypersurface ring i.e., the completion Â = Q/(f) where (Q, n) is regular local
and f ∈ n2. In part 1 of this paper we proved that if A is a hypersurface ring
of positive dimension and if M is a MCM A-module then the Hilbert function of
M is non-decreasing (see Theorem 1,[10]). See example 3.3 of part 1 of the paper
for an example of a MCM module M over the hypersurface ring k[[x, y]]/(y3) with
depthG(M) = 0.
In the ring case Elias [4, 2.3], proved that the Hilbert function of a one di-
mensional Cohen-Macaulay ring is non-decreasing if embedding dimension is three.
The first example of a one dimensional Cohen-Macaulay ring A with not monotone
increasing Hilbert function was given by Herzog and Waldi; [7, 3d]. Later Orec-
chia, [8, 3.10], proved that for all b ≥ 5 there exists a reduced one-dimensional
Cohen-Macaulay local ring of embedding dimension b whose Hilbert function is not
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monotone increasing. Finally in [6] we can find similar example with embedding
dimension four. A long standing conjecture in theory of Hilbert functions is that
the Hilbert function of a one dimensional complete intersection (of positive dimen-
sion) is non-decreasing. Rossi conjectures that a similar result holds for Gorenstein
rings.
In this paper we investigate Hilbert function of MCM modules over complete
intersection rings; ie., rings A with completion Â = Q/(f1, . . . , fc) where (Q, n) is
regular local and f1, . . . , fc is a Q-regular sequence and fi ∈ n
2 for each i. A direct
generalization of the above result is false. See 3.2 for an example of strict complete
intersection A with a MCM module M such that the Hilbert function of M is not
monotone. Recall a local ring (A,m) is said to be a strict complete intersection if
A is a complete intersection and G(A) is also a complete intersection.
To describe our result we need to recall the notion of complexity of a module.
This notion was introduced by Avramov in [1]. Let βAi (M) = ℓ(Tor
A
i (M,k)) be the
ith Betti number of M over A. The complexity of M over A is defined by
cxAM = inf
{
b ∈ N | lim
n→∞
βAn (M)
nb−1
<∞
}
.
If A is a local complete intersection of codim c then cxAM ≤ c. Furthermore all
values between 0 and c occur. Note that cxAM ≤ 1 if and only if M has bounded
Betti numbers.
Let A be a hypersurface ring and M a non-free MCM A-module. Then
SyzAn+2(M)
∼= SyzAn (M) for alln ≥ 1.
This result has been generalized to complete intersection of arbitrary codimension
by Eisenbud, i.e., if A is a local complete intersection and ifM is a MCM A-module
with bounded Betti-numbers then SyzAn+2(M)
∼= SyzAn (M) for all n ≥ 1; see [3].
A hypersurface ring is also a strict complete intersection. Our generalization of
Theorem 1 in [10] is the following:
Theorem 1. Let (A,m) be a strict complete intersection ring of positive dimension.
Let M be a maximal Cohen-Macaulay A-module with bounded Betti numbers. Then
the Hilbert function of M is non-decreasing.
There does exist complete intersection local ring A of positive dimension and
codimension two with G(A) having depth zero; for instance see 2.3. By one of our
earlier result the Hilbert function of A is non-decreasing. More generally we show
Theorem 2. Let (A,m) be a complete intersection local ring of positive dimension
and codimension two. LetM be a maximal Cohen-Macaulay A-module with bounded
Betti numbers. Then the Hilbert function of M is non-decreasing.
Here is an overview of the contents of the paper. In section one we discuss a
few preliminary facts that we need. In this section we discuss Eisenbud operator’s.
The proof of Theorem 1 and 2 involves the notion of virtual projective dimension;
see [1]. In section two we prove Theorem 2. In section three we give a proof of
Theorem 1.
1. Preliminaries
In this paper all rings are Noetherian and all modules considered are assumed
to be finitely generated
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Remark 1.1. Let x1, ..., xs be a sequence in m and set J = (x1, ..., xs). Set
B = A/J , n = m/J and N =M/JM . Notice
Gm(N) = Gn(N) and depthG(A)G(N) = depthG(B)G(N).
1.2. Base change: Let φ : (A,m) → (A′,m′) be a local ring homomorphism.
Assume A′ is a faithfully flat A algebra with mA′ = m′. Set m′ = mA′ and if N is
an A-module set N ′ = N ⊗A A
′. In these cases it can be seen that
(1) ℓA(N) = ℓA′(N
′).
(2) H(M,n) = H(M ′, n) for all n ≥ 0.
(3) dimM = dimM ′ and depthAM = depthA′ M
′.
(4) depthG(M) = depthG(M ′).
(5) A′ is a (strict) local complete intersection if and only if A is a (strict) local
complete intersection.
The specific base changes we do are the following:
(i) A′ = A[X ]S where S = A[X ] \ mA[X ]. The maximal ideal of A
′ is n = mA′.
The residue field of A′ is K = k(X). We do this base change when the residue field
k is finite.
(ii) A′ = Â the completion of A with respect to the maximal ideal.
Thus we can assume that our ring A is complete with infinite residue field.
1.3. To prove Theorem’s 1 and 2 we need the notion of cohomological operators
over a complete intersection ring; see [5] and [3]. Let f = f1, . . . , fc be a regular
sequence in a local Noetherian ring Q. Set I = (f) and A = Q/I,
1.4. The Eisenbud operators, [3] are constructed as follows:
Let F : · · · → Fi+2
∂
−→ Fi+1
∂
−→ Fi → · · · be a complex of free A-modules.
Step 1: Choose a sequence of free Q-modules F˜i and maps ∂˜ between them:
F˜ : · · · → F˜i+2
∂˜
−→ F˜i+1
∂˜
−→ F˜i → · · ·
so that F = A⊗ F˜
Step 2: Since ∂˜2 ≡ 0 modulo (f), we may write ∂˜2 =
∑c
j=1 fj t˜j where t˜j : F˜i →
F˜i−2 are linear maps for every i.
Step 3: Define, for j = 1, . . . , c the map tj = tj(Q, f ,F) : F → F(−2) by tj =
A⊗ t˜j .
1.5. The operators t1, . . . , tc are called Eisenbud’s operator’s (associated to f) . It
can be shown that
(1) ti are uniquely determined up to homotopy.
(2) ti, tj commute up to homotopy.
1.6. Let g = g1, . . . , gc be another regular sequence in Q and assume I = (f) =
(g). The Eisenbud operator’s associated to g can be constructed by using the
corresponding operators associated to f . An explicit construction is as follows: Let
fi = αi1g1 + · · ·+ αicgc for i = 1, . . . , c.
Then we can choose
(1) t′i = α1it1 + · · ·+ αcitc for i = 1, . . . , c.
as Eisenbud operators for g1, . . . , gc. In [3] there is a mistake in indexing. So we
give a full proof here.
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For the proof it is convenient to use matrices. Here α = (αij) is a c× c invertible
matrix with coefficients in Q. If φ = (φij) be a m×n matrix with coefficients in Q
then we set φtr = (φji) to be the transpose of φ. Set [f ] and [g] to be the column
vectors (f1, . . . , fc)
tr and (g1, . . . , gc)
tr respectively. Thus in matrix terms we have
[f ] = α · [g].
Let t1, . . . , tc be the operators associated to f and let t˜1, . . . , t˜c be as above. By hy-
pothesis we have
∑c
j=1 fj t˜j = ∂˜
2. Set [˜t] = (t˜1, . . . , t˜c)
tr. Define [˜t′] = (t˜1
′
, . . . , t˜c
′
)tr
by
[˜t′] = αtr · [˜t].
We prove
Proposition 1.7. (with hypothesis as in 1.6)
c∑
j=1
gj t˜j
′
= ∂˜2.
Proof.
c∑
j=1
gj t˜j
′
= [g]tr · [˜t′]
= [g]tr ·
(
αtr · [˜t]
)
=
(
[g]tr · αtr
)
· [˜t]
= (α · [g])
tr
· [˜t]
= [f ]tr · [˜t]
= ∂˜2.

Define, for j = 1, . . . , c the map t′j = t˜j
′
⊗ A. Then t′1, · · · , t
′
c are the Eisenbud
operators associated to g. Furthermore we have
[t′] = αtr · [t].
1.8. Let R = A[t1, . . . , tc] be a polynomial ring over A with variables t1, . . . , tc
of degree 2. Let M,N be finitely generated A-modules. By considering a free
resolution F of M we get well defined maps
tj : Ext
n
A(M,N)→ Ext
n+2
R (M,N) for 1 ≤ j ≤ c and all n,
which turn Ext∗A(M,N) =
⊕
i≥0 Ext
i
A(M,N) into a module over R. Furthermore
these structure depend only on f , are natural in both module arguments and com-
mute with the connecting maps induced by short exact sequences.
1.9. Gulliksen, [5, 3.1], proved that if projdimQM is finite then Ext
∗
A(M,N) is a
finitely generated R-module. For N = k, the residue field of A, Avramov in [1,
3.10] proved a converse; i.e., if Ext∗A(M,k) is a finitely generated R-module then
projdimQM is finite. For a more general result, see [2, 4.2].
1.10. Since m ⊆ annExtiA(M,k) for all i ≥ 0 we get that Ext
∗
A(M,k) is a module
over S = R/mR = k[t1, . . . , tc]. If projdimQM is finite then Ext
∗
A(M,k) is a finitely
generated S-module of Krull dimension cxM .
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1.11. Going mod m we get that the ring S is invariant of a minimal generating set
of I = (f). Conversely if ξ1, . . . , ξc ∈ S2 be such that S = k[ξ1, . . . , ξc] then there
exist’s a regular sequence g = g1, . . . , gc such that
(1) (g) = (f)
(2) if t′j are the Eisenbud operators associated to gj for j = 1, . . . , c then the
action of t′j on Ext
∗
A(M,k) is same as that of ξj for j = 1, . . . , c.
This can be seen as follows. Let
ξi = βi1t1 + · · ·+ βictc for i = 1, . . . , c.
Let β = (βij) ∈ Mc(R). Note that β is an invertible matrix since β = (βij) is an
invertible matrix in Mn(k). Set α = β
tr. Define g = g1, . . . , gc by
[g] = α−1 · [f ]
Clearly g = g1, . . . , gc is a regular sequence and (f) = (g). Notice [f ] = α · [g]. So
by 1.6 the cohomological operators t′1, . . . , t
′
c associated to g is given by the formula
[t′] = αtr · [t] = β · [t].
It follows that the action of t′j on Ext
∗
A(M,k) is same as that of ξj for j = 1, . . . , c.
The following result is easy to prove.
Lemma 1.12. Let K be an infinite field and let S = K[X1, . . . , Xn] be a polynomial
ring with degXi = 2 for each i = 1, . . . , n. Let E =
⊕
i∈ZEi be a finitely generated
graded S-module of Krull dimension one. Then there exists ξ = β1X1+ · · ·+βnXn
where αi ∈ K such that
(1) ξ is a parameter for E.
(2) β1, β2, . . . , βn are all non-zero

2. Proof of Theorem 2
In this section we assume that (A,m) is a complete local ring with infinite residue
field; see 1.2. Recall that a local ring (Q, n) is a (codimension c) deformation of
A, if there exists a surjective map ρ : Q → A with ker ρ generated by a Q-regular
sequence of length c. The deformation is called embedded if ker ρ ⊆ n2. Given a
deformation of A, we view every A-module as a Q-module, via ρ.
Definition 2.1. For an A-module M , the virtual projective dimension, vpdAM ,
is (the non-negative integer or ∞)
vpdAM = min{projdimQM | Q is a deformation of A}.
In Lemma 3.4(3) of [1] it is proved that
vpdAM = min{projdimQM | Q is an embedded deformation of A}.
Furthermore in Theorem 3.5 of [1] Avramov proves that
vpdAM = depthA− depthM + cxAM.
Proof of Theorem 2. We may without loss of generality assume that A is complete
and has an infinite residue field. Note that
vpdAM = depthA− depthM + cxAM = cxAM ≤ 1
6 TONY J. PUTHENPURAKAL
The first case we consider is when vpdAM = 0. In this caseM has finite projective
dimension over A. As M is also maximal Cohen-Macaulay, we get that M is free
and so by our earlier result the Hilbert function of M is non-decreasing.
The next case is when vpdAM = 1. Note that
vpdAM = min
{
projdimQM | Q is an embedded deformation of A
}
Thus there exists an embedded deformation (Q0, n0) of A such that
projdimQ0 M = 1.
By the Auslander-Buchsbaum formula we get
depthQ0 M + projdimQ0 M = depthQ0.
Notice that Q0 is Cohen-Macaulay. Furthermore
depthQ0 M = depthAM = dimM = dimA = d.
Thus we have dimQ0 = d+ 1. Furthermore as Q0 is an embedded deformation of
A we get that
embdimQ0 = embdimA = d+ 2
It follows that Q0 is a local hypersurface ring of dimension d+ 1 ≥ 2. Notice that
G(Q0) is Cohen-Macaulay of dimension ≥ 2. Furthermore projdimQ0 M = 1. We
now use a result from part 1 of the paper, see Theorem 2.2, to get that the Hilbert
function of M is non-decreasing. 
For the reader’s convenient we state Theorem 5 of part 1 of this paper.
Theorem 2.2. Let (Q, n) be a Noetherian local ring and let M be a finitely gener-
ated Q-module with projdimQM ≤ 1. If depthG(Q) ≥ 2 then the Hilbert function
of M is non-decreasing.
In [11] there is an example of a complete intersection A of codimension 2 with
depthG(A) = 0. For the convenience of the reader we give it here.
Example 2.3. Let K be a field and let A = K[[t6, t7, t15]]. It can be verified that
A ∼=
K[[X,Y, Z]]
(Y 3 −XZ,X5 − Z2)
and that
G(A) ∼=
K[X,Y, Z]
(XZ, Y 6, Y 3Z,Z2)
Note that ZY 2 annihilates (X,Y, Z). So depthG(A) = 0.
3. Proof of Theorem 1
In this section we give a proof of Theorem 1. We also give an example of a
maximal Cohen-Macaulay module over a strict complete intersection such that the
Hilbert function of M is not monotone increasing.
Theorem 3.1. Let (A,m) be a strict complete intersection ring of dimension d ≥ 1.
Let M be a maximal Cohen-Macaulay A-module with cxAM ≤ 1. Then the Hilbert
function of M is non-decreasing.
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Proof. By 1.2 we may assume that A is complete and has an infinite residue
field. So A = Q/(f) where (Q, n) is a regular local ring with infinite residue
field, f = f1, . . . , fc ∈ n
2 is a Q-regular sequence. Furthermore we may assume
f∗ = f∗1 , . . . , f
∗
c is a G(Q)-regular sequence and G(A) = G(Q)/(f
∗).
For x ∈ ni \ ni+1 we set ord(x) = i. Without loss of any generality we may
further assume that
ord(f1) ≥ ord(f2) ≥ · · · ≥ ord(fc).
If cxAM = 0 then M is free. It follows that the Hilbert function of M is non-
decreasing. So we now assume that cxAM = 1. As discussed in 1.10, Ext
∗
A(M,k)
is a finitely generated graded S = k[t1, . . . , tc] module of Krull dimension one. By
Lemma 1.12 there exists ξ1 = β1t1 + · · ·+ βctc ∈ S2 such that
(1) ξ1 is a parameter for E.
(2) β1, β2, . . . , βc are all non-zero.
Set ξj = tj for j = 2, . . . , c. Then S = k[ξ1, . . . , ξc].
Set β = (βij) where
βij =

βj , if i = 1;
1, if i = j and i ≥ 2;
0, otherwise.
Clearly β is an invertible matrix in Mn(A). By 1.11 there exists a regular sequence
g = g1, . . . , gc such that
(1) (g) = (f)
(2) if t′j are the Eisenbud operators associated to gj for j = 1, . . . , c then the
action of t′j on Ext
∗
A(M,k) is same as that of ξj for j = 1, . . . , c.
By 1.11
[g] = (βtr)−1 · [f ] = (β−1)tr · [f ].
It is easy to compute the inverse of β. So we obtain
g1 =
1
β1
f1
gj =
−βj
β1
f1 + fj for j = 2, . . . , c.
Recall that ord(f1) ≥ ord(fj) for j = 2, . . . , c. Notice that if ord(f1) = ord(fj) then
−βj
β1
f∗1 + f
∗
j 6= 0,
since f∗1 , . . . , f
∗
c is a G(Q)-regular sequence. Thus we have
g∗1 =
1
β1
f∗1 and
for 2 ≤ j ≤ c we have
g∗j =
{
f∗j , if ord(f1) > ord(fj);
−βj
β1
f∗1 + f
∗
j , if ord(f1) = ord(fj).
Notice that g∗ = g∗1 , . . . , g
∗
c is a regular sequence in G(Q) and (g
∗) = (f∗). The
subring k[ξ1] of S can be identified with the ring S
′ of cohomology operators of a
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presentation A = P/(g1) where P = Q/(g2, . . . , gc). Since Ext
∗
A(M,k) is a finite
module over S′ we get that projdimP M is finite.
Notice that
(1) dimP = dimA+ 1 ≥ 2.
(2) projdimP M = 1.
(3) P is a strict complete intersection, since G(P ) = G(Q)/(g∗2 , . . . , g
∗
c ).
(4) G(P ) is Cohen-Macaulay of dimension ≥ 2.
It follows from Theorem 2.2 that the Hilbert function of M is non-decreasing. 
We give an example of an MCM module over a strict Gorenstein ring having
non-monotone Hilbert function.
Example 3.2. Let (B, n) be a Cohen-Macaulay local ring of positive dimension
having non-monotone Hilbert function. By [9, 2.5] there exists a strict complete
intersection A with dimA = dimB such that B is a quotient of A. Clearly B is a
MCM A-module.
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