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Abstract
In this paper we present a computationally e±cient framework for part-based mod-
eling and recognition of objects. Our work is motivated by the pictorial structure
models introduced by Fischler and Elschlager. The basic idea is to represent an ob-
ject by a collection of parts arranged in a deformable con¯guration. The appearance
of each part is modeled separately, and the deformable con¯guration is represented
by spring-like connections between pairs of parts. These models allow for qualitative
descriptions of visual appearance, and are suitable for generic recognition problems.
We address the problem of using pictorial structure models to ¯nd instances of an
object in an image as well as the problem of learning an object model from training ex-
amples, presenting e±cient algorithms in both cases. We demonstrate the techniques
by learning models that represent faces and human bodies and using the resulting
models to locate the corresponding objects in novel images.
keywords: part-based object recognition, statistical models, energy minimization.
1 Introduction
Research in object recognition is increasingly concerned with the ability to recognize
generic classes of objects rather than just speci¯c instances. In this paper, we con-
sider both the problem of recognizing objects using generic part-based models and
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Figure 1: Sample results for detection of a face (a); and a human body (b). Each
image shows the globally best location for the corresponding object, as computed by
our algorithms. The object models were learned from training examples.
the problem of learning such models from example images. Our work is motivated
by the pictorial structure representation introduced by Fischler and Elschlager [16]
thirty years ago, where an object is modeled by a collection of parts arranged in a
deformable con¯guration. Each part encodes local visual properties of the object,
and the deformable con¯guration is characterized by spring-like connections between
certain pairs of parts. The best match of such a model to an image is found by
minimizing an energy function that measures both a match cost for each part and a
deformation cost for each pair of connected parts.
While the pictorial structure formulation is appealing in its simplicity and gener-
ality, several shortcomings have limited its use: (i) the resulting energy minimization
problem is hard to solve e±ciently, (ii) the model has many parameters, and (iii)
it is often desirable to ¯nd more than a single best (minimum energy) match. In
this paper we address these limitations, providing techniques that are practical for a
broad range of object recognition problems. We illustrate the method for two quite
di®erent generic recognition tasks, ¯nding faces and ¯nding people. For faces, the
parts are features such as the eyes, nose and mouth, and the spring-like connections
allow for variation in the relative locations of these features. For people, the parts
are the limbs, torso and head, and the spring-like connections allow for articulation
at the joints. Matching results with these two models are illustrated in Figure 1.
The main contributions of this paper are three-fold. First, we provide an e±cient
algorithm for the classical pictorial structure energy minimization problem described
in [16], for the case where the connections between parts do not form any cycles and
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animals can be represented by such acyclic multi-part models. Second, we introduce a
method for learning these models from training examples. This method learns all the
model parameters, including the structure of connections between parts. Third, we
develop techniques for ¯nding multiple good hypotheses for the location of an object
in an image rather than just a single best solution. Finding multiple hypotheses is
important for tasks where there may be several instances of an object in an image, as
well as for cases where imprecision in the model may result in the desired match not
being the one with the minimum energy. We address the problems of learning models
from examples and of hypothesizing multiple matches by expressing the pictorial
structure framework in a statistical setting.
1.1 Pictorial Structures
A pictorial structure model for an object is given by a collection of parts with connec-
tions between certain pairs of parts. The framework is quite general, in the sense that
it is independent of the speci¯c scheme used to model the appearance of each part as
well as the type of connections between parts. A natural way to express such a model
is in terms of an undirected graph G = (V;E), where the vertices V = fv1;:::;vng
correspond to the n parts, and there is an edge (vi;vj) 2 E for each pair of connected
parts vi and vj. An instance of the object is given by a con¯guration L = (l1;:::;ln),
where each li speci¯es the location of part vi. Sometimes we refer to L simply as the
object location, but \con¯guration" emphasizes the part-based representation. The
location of each part can simply specify its position in the image, but more complex
parameterizations are also possible. For example, for the person model in Section 6
the location of a part speci¯es a position, orientation and an amount of foreshortening.
In [16] the problem of matching a pictorial structure to an image is de¯ned in
terms of an energy function to be minimized. The cost or energy of a particular
con¯guration depends both on how well each part matches the image data at its
location, and how well the relative locations of the parts agree with the deformable
model. Given an image, let mi(li) be a function measuring the degree of mismatch
when part vi is placed at location li in the image. For a given pair of connected parts
let dij(li;lj) be a function measuring the degree of deformation of the model when
part vi is placed at location li and part vj is placed at location lj. Then an optimal
match of the model to the image is naturally de¯ned as
L
¤ = argmin
L
0
@
n X
i=1
mi(li) +
X
(vi;vj)2E
dij(li;lj)
1
A ; (1)
3which is a con¯guration minimizing the sum of the match costs mi for each part and
the deformation costs dij for connected pairs of parts. Generally the deformation
costs are only a function of the relative position of one part with respect to another,
making the model invariant to certain global transformations. Note that matching a
pictorial structure model to an image does not involve making any initial decisions
about locations of individual parts, rather an overall decision is made based on both
the part match costs and the deformation costs together.
This energy function is simple and makes intuitive sense. However, previous meth-
ods have used heuristics or local search techniques that do not ¯nd an optimal solution
and depend on having good initialization. In contrast we present an e±cient algorithm
that can ¯nd a global minimum of the energy function without any initialization.
Pictorial structures can be used to represent quite generic objects. For example,
the appearance models for the individual parts can be a blob of some color and ori-
entation, or capture the response of local oriented ¯lters. The connections between
parts can encode generic relationships such as \close to", \to the left of", or more
precise geometrical constraints such as ideal joint angles. Since both the part mod-
els and the relationships between parts can be generic, pictorial structures provide a
powerful framework. Suppose we want to model the appearance of the human body.
It makes sense to represent the body as an articulated object, with joints connecting
di®erent body parts. With pictorial structures we can use a coarse model, consisting
of a small number of parts connected by °exible joints. The combination of simple
appearance models for the parts and structural relations between parts provides suf-
¯cient context to ¯nd the human body as a whole, even when it would be di±cult to
¯nd generic parts such as \lower-leg" or \upper-arm" on their own.
1.2 E±cient Algorithms
Our primary goal is to take the pictorial structure framework, and use it to e±ciently
solve object recognition and model learning problems. We consider a natural class
of pictorial structure models and present e±cient algorithms both for matching such
models to images and for learning models from examples. These e±cient algorithms
are based on two restrictions on the form of the pictorial structure models. First, our
methods require that the graph G be acyclic (i.e., form a tree). Second the methods
require that the relationships between connected pairs of parts be expressed in a
particular form.
Restricting the connections between parts to a tree structure is natural for many
classes of objects. For example, the connections between parts of many animate
objects can form a tree corresponding to their skeletal structure. Many other kinds
4of objects can be represented using a tree such as a star-graph, where there is one
central part to which all the other parts are connected. When the graph G is a tree it
is possible to compute the best match of the model to an image in polynomial time.
This is done using a generalization of the Viterbi algorithm [33]. Related methods
are known in the Bayesian Network community as belief propagation algorithms [31].
The fastest such polynomial time algorithms run in O(h2n) time, where n is the
number of object parts, and h is a discrete number of possible locations for each part.
Unfortunately this is too slow in most cases because the number of possible locations
for a single part is usually quite large { in the hundreds of thousands or millions.
The restriction that we impose on the form of connections between parts enables
an improvement in the running time of the matching algorithms so that it becomes
essentially linear rather than quadratic in the number of possible locations for each
part. We require that dij(li;lj) be a Mahalanobis distance between transformed lo-
cations,
dij(li;lj) = (Tij(li) ¡ Tji(lj))
T M
¡1
ij (Tij(li) ¡ Tji(lj)); (2)
The matrix Mij should be diagonal, and for simplicity we will assume that Tij, and Tji
are one-to-one. We further require that it be possible to represent the set of possible
transformed locations Tij(li) and Tji(lj) as positions in a grid. These functions capture
the ideal relative locations for parts vi and vj. The distance between the transformed
locations, weighted by M
¡1
ij , measures the deformation of a \spring" connecting the
two parts. This special form for the deformation costs allows for matching algorithms
that run in time linear in the number of grid positions of the transformed space. Often
this is the same as the number of possible locations for each part, but sometimes it
may be slightly larger. As we will see, a broad class of interesting relationships can
be represented in this form, including those illustrated in Section 5 and Section 6.
The asymptotic running time of the matching algorithms that we develop is thus
nearly optimal, in the sense that the methods run in essentially the same asymptotic
time as simply matching each part to the image separately, without accounting for
the connections between them. In practice, the algorithms are also quite fast, ¯nding
the globally best match of a pictorial structure to an image in just a few seconds
using a desktop computer.
1.3 Statistical Formulation
In their original work, Fischler and Elschlager only considered the problem of ¯nd-
ing the best match of a pictorial structure model to an image. As discussed above,
they characterized this problem using the energy function in equation (1). While
5this energy function intuitively makes sense, it has many free parameters. For each
di®erent object, one has to construct a model, which includes picking appearance
parameters for each part, a set of edges connecting pairs of parts and the characteris-
tics of the connections. We are interested in automatically learning these parameters
from examples. Moreover, the energy minimization formulation only characterizes
the problem of ¯nding the best match of a model to an image, whereas it is often
desirable to ¯nd multiple good potential matches.
These questions are naturally addressed using a statistical framework for pictorial
structure models which we describe in Section 2. In this framework, the energy
minimization problem introduced by Fischler and Elschlager is equivalent to ¯nding
the maximum a posteriori estimate of the object con¯guration given an observed
image. The statistical formulation can be used to learn the parameters of a model from
examples. In fact, all model parameters can be learned from a few training examples
using maximum likelihood estimation. This is of practical as well as theoretical
interest, since it is generally not possible to ¯nd the best parameters for a deformable
model by trial and error.
The statistical framework also provides a natural way of ¯nding several good
matches of a model to an image rather than ¯nding just the best one. The idea is to
consider primarily good matches without considering many bad ones. We can achieve
this by sampling object con¯gurations from their posterior probability distribution
given an observed image. Sampling makes it possible to ¯nd many locations for
which the posterior is high, and to subsequently select one or more of those using
an independent method. This procedure lets us use imprecise models for generating
hypotheses and can be seen as a mechanism for visual selection (see [2]).
1.4 Related Work
Research in object recognition has been dominated by approaches that separate pro-
cessing into distinct stages of feature extraction and matching. In the ¯rst stage,
discrete primitives, or \features" are detected. In the second stage, stored models are
matched against those features. For instance, in the pioneering work of Roberts [37]
children's blocks were recognized by ¯rst extracting edges and corners from images
and then matching these features to polyhedral models of the blocks. The model-
based recognition paradigm of the 1980's similarly followed this approach. These
methods focus largely on the problem of e±ciently searching for correspondences be-
tween features that have been extracted from an image, and features of a stored
model. Examples include interpretation tree search [20, 3], the alignment method
[23], RANSAC [15] and geometric hashing [28].
6Limitations of the simple features used by most earlier model-based recognition
techniques led to a quite di®erent class of recognition methods, developed in the
1990's, which operate directly on images rather than ¯rst extracting discrete features.
These include both appearance-based methods (e.g., [40] and [30]) and template-
based methods such as Hausdor® matching [22]. Such approaches treat images as the
entities to be recognized, rather than having more abstract models based on features
or other primitives. One or more training images of an object are used to form a
\template" that is used as a model. This model is then compared to new images
to determine whether or not the target is present, generally by explicitly considering
possible transformations of the template.
The matching of pictorial structures is an alternative approach that in many ways
combines the appearance-based and geometric techniques. The energy minimization
problem associated with these models as de¯ned in equation (1) incorporates match
costs for the individual parts and deformation costs for the geometric con¯guration
into a single overall problem. Thus the approach provides a means of simultaneously
using appearance and geometry, rather than ¯rst making binary decisions about the
possible locations of parts or features. The main drawback of the pictorial structures
approach has been the computational di±culty of the energy minimization problem,
which we address here for a class of models.
There have been other part-based recognition methods, which like the pictorial
structures approach are based on separately modeling the appearance of individual
parts and the geometric relations between them. However most of these part-based
methods make binary decisions about potential part locations (e.g., [32], [13], [36],
[9]). Moreover, most part-based methods use some kind of search heuristics, such as
¯rst matching a particular \distinctive" part and then searching for other parts given
that initial match, in order to avoid the combinatorial explosion of the con¯guration
space. Such heuristics make it di±cult to handle occlusion, particularly for those
parts that are considered ¯rst in the search.
In [10] models similar to pictorial structures were used to represent objects in
terms of a constellation of local features. In these models, rather than there being
connections between pairs of parts, all the parts are constrained with respect to a
central coordinate system using a Gaussian distribution. Like the pictorial structures
formulation, no binary decisions are made about part or feature locations. These
models, however, are not well suited for representing articulated objects, as a joint
Gaussian distribution cannot capture multiple articulation points. Moreover, in [10]
the matching algorithms use heuristics that don't necessarily ¯nd the optimal match
of a model to an image.
7The problem of ¯nding people in images using coarse part-based two-dimensional
models was considered in [24]. This is one of two domains that we use to illus-
trate the pictorial structures approach. Two di®erent methods are reported in [24].
The ¯rst method makes binary decisions about the possible locations for individual
parts and subsequently searches for groups of parts that match the overall model.
The second method uses sequential importance sampling (particle ¯ltering) to gen-
erate increasingly larger con¯gurations of parts. We also describe a sampling-based
technique, however rather than employing approximate distributions obtained via se-
quential importance sampling, our method is based on e±ciently computing the exact
(discrete) posterior distribution for the object con¯guration and then sampling from
that posterior.
In illustrating the pictorial structures approach using the problem of ¯nding peo-
ple in images we employ simple part models based on binary images obtained by
background subtraction. This suggests comparisons with silhouette-based deformable
matching techniques (e.g., [18, 39]). These approaches are quite di®erent, however.
First of all, silhouette-based methods generally operate using boundary contours, re-
quiring good segmentation of the object from the background. In contrast, the models
we use are not based on a boundary representation and operate directly on binary
images. For example, a single part could match a region of the image that has sev-
eral disconnected components. Secondly, deformable matching methods are generally
based on two-dimensional shape representations rather than highly parameterized
models. Thus they do not apply to cases such as an articulated body where in some
con¯gurations the parts can cross one another yielding vastly di®erent shapes.
Finally we note that models similar to pictorial structures have recently been used
for tracking people by matching models at each frame [34]. In contrast, most work on
tracking highly articulated objects such as people relies heavily on motion information
[8, 26] and only performs incremental updates in the object con¯guration. In such
approaches, some other method is used to ¯nd an initial match of the model to the
image, and then tracking commences from that initial condition. Pictorial structures
can be used to solve this track initialization problem, or as demonstrated in [34] can
be used as a tracking method on their own.
2 Statistical Framework
As noted in the introduction, the pictorial structure energy minimization problem
can be viewed in terms of statistical estimation. The statistical framework described
here is useful for addressing two of the three questions that we consider in this paper,
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good matches of a model to an image. For the third question, that of e±ciently
minimizing the energy in equation (1), the statistical formulation provides relatively
little insight, however it uni¯es the three questions in a common framework.
A standard way of approaching object recognition in a statistical setting is as
follows. Let µ be a set of parameters that de¯ne an object model, I denote an
image, and as before let L denote a con¯guration of the object (a location for each
part). The distribution p(IjL;µ) captures the imaging process, and measures the
likelihood of seeing a particular image given that an object is at some location. The
distribution p(Ljµ) measures the prior probability that an object is at a particular
location. Finally, the posterior distribution, p(LjI;µ), characterizes the probability
that the object con¯guration is L given the model µ and the image I. Using Bayes'
rule the posterior can be written as,
p(LjI;µ) / p(IjL;µ)p(Ljµ) : (3)
A common drawback of the Bayesian formulation is the di±culty of determining
a prior distribution, p(Ljµ), that is both informative and generally applicable. For
instance, a uniform prior is general but provides no information. On the other hand
a prior which says that the object is in the lower left corner of the image is highly
informative but of little use in general. For pictorial structures, the prior over con-
¯gurations encodes information about the relative positions of the parts, which can
be both informative and general. For instance, for a human body model such a prior
can capture which are likely relative orientations of two connected limbs.
A number of interesting problems can be characterized in terms of this statistical
framework,
² MAP estimation - this is the problem of ¯nding a location L with maximum
posterior probability. In some sense, the MAP estimate is our best guess for the
location of the object. In our framework this will be equivalent to the energy
minimization problem de¯ned by equation (1).
² Sampling from the posterior - sampling provides a natural way to hypothesize
many good potential matches of a model to an image, rather than just ¯nding
the best one. This is useful to detect multiple instances of an object in an image
and to ¯nd possible locations of an object with an imprecise model.
² Model estimation - this is the problem of ¯nding µ which speci¯es a good model
for a particular object. The statistical framework allows us to learn the model
parameters from training examples using maximum likelihood estimation.
9Our pictorial structure models are parametrized by µ = (u;E;c), where u =
fu1;:::;ung are appearance parameters, the set of edges E indicates which parts are
connected, and c = fcij j (vi;vj) 2 Eg are connection parameters. There is a separate
appearance model for each part, but the exact method used to model the appearance
of parts is not important at this point. In Section 5 we model appearance using
image derivatives around a point, to represent local features of a face such as the tip
of the nose or the corners of the mouth. In Section 6 we model appearance using
rectangular shapes, to represent individual body parts. In practice, the appearance
modeling scheme just needs to provide a distribution p(Ijli;ui) up to a normalizing
constant, which measures the likelihood of seeing a particular image, given that a
part with appearance parameters ui is at location li. This distribution does not have
to be a precise generative model, an approximate measure is good enough in practice.
We model the likelihood of seeing an image given that the object is at some
con¯guration by the product of the individual likelihoods,
p(IjL;µ) = p(IjL;u) /
n Y
i=1
p(Ijli;ui): (4)
This approximation is good if the parts do not overlap, as in this case they generate
di®erent portions of the image. But the approximation can be bad if one part occludes
another. For the iconic models described in Section 5 the prior distribution over con-
¯gurations enforces that the parts do not overlap (the probability of a con¯guration
with overlap is very small). For the articulated models described in Section 6 there
is much less constraint on the locations of parts, and parts can easily overlap. In this
case we demonstrate that a good estimate of the object con¯guration can be found
by obtaining multiple samples from the posterior distribution and then selecting one
of them using an independent method. This shows that sampling from the posterior
can be useful for handling modeling error.
The prior distribution over object con¯gurations is captured by a tree-structured
Markov random ¯eld with edge set E. In general, the joint distribution for a tree-
structured prior can be expressed as,
p(Ljµ) =
Q
(vi;vj)2E p(li;ljjµ)
Q
vi2V p(lijµ)degvi¡1;
where degvi is the degree of vertex vi in the graph de¯ned by E. We do not model
any preference over the absolute location of each part, only over their relative con-
¯guration. This means that p(lijµ) is constant, and we let it equal one for simplicity.
The joint distributions for pairs of parts connected by edges are characterized by the
parameters c = fcij j (vi;vj) 2 Eg. Since we let p(lijµ) = 1, the prior distribution
10over object con¯gurations is given by,
p(Ljµ) = p(LjE;c) =
Y
(vi;vj)2E
p(li;ljjcij): (5)
Note that both p(li;ljjcij) and p(LjE;c) are improper priors (see [4]). This is a
consequence of using an uninformative prior over absolute locations for each part.
In equation (4) we de¯ned the form of p(IjL;µ), the likelihood of seeing an image
given that the object is at a some con¯guration, and in equation (5) we de¯ned
the form of p(Ljµ), the prior probability that the object would assume a particular
con¯guration. These can be substituted into equation (3) yielding,
P(LjI;µ) /
0
@
n Y
i=1
p(Ijli;ui)
Y
(vi;vj)2E
p(li;ljjcij)
1
A:
Taking the negative logarithm of this equation yields the same energy function that
is being minimized in equation (1), where mi(li) = ¡logp(Ijli;ui) is a match cost
measuring how well part vi matches the image data at location li, and dij(li;lj) =
¡logp(li;ljjcij) is a deformation cost measuring how well the relative locations for vi
and vj agree with the prior model. Thus we see that the MAP estimation problem for
the statistical models introduced in this section is equivalent to the original energy
minimization problem for pictorial structures described in [16].
As discussed in the introduction our e±cient algorithms require that the de-
formation costs be expressed in a particular form as shown in equation (2). This
requirement has a natural interpretation in terms of the statistical models. Since
dij(li;lj) = ¡logp(li;ljjcij), it is equivalent to assume that the joint prior distribu-
tion for the locations of a pair of connected parts is given by a Gaussian over the
displacement between transformed locations,
p(li;ljjcij) / N(Tij(li) ¡ Tji(lj);0;Dij); (6)
where Tij, Tji, and Dij are the connection parameters encoded by cij. These pa-
rameters correspond to the ones in equation (2) where Dij = Mij=2 is a diagonal
covariance matrix.
3 Learning Model Parameters
Suppose we are given a set of example images fI1;:::;Img and corresponding object
con¯gurations fL1;:::;Lmg for each image. We want to use the training examples to
obtain estimates for the model parameters µ = (u;E;c), where u = fu1;:::;ung are
11the appearance parameters for each part, E is the set of connections between parts,
and c = fcij j (vi;vj) 2 Eg are the connection parameters. The maximum likelihood
(ML) estimate of µ is, by de¯nition, the value µ¤ that maximizes
p(I
1;:::;I
m;L
1;:::;L
mjµ) =
m Y
k=1
p(I
k;L
kjµ);
where the right hand side is obtained by assuming that each example was generated
independently. Since p(I;Ljµ) = p(IjL;µ)p(Ljµ), the ML estimate is
µ
¤ = argmax
µ
m Y
k=1
p(I
kjL
k;µ)
m Y
k=1
p(L
kjµ): (7)
The ¯rst term in this equation depends only on the appearance of the parts, while the
second term depends only on the set of connections and connection parameters. Below
we show that one can independently solve for the appearance models of the individual
parts and the structural model given by the connections and their parameters. As a
consequence, any kind of part models can be used in this framework as long as there
is a maximum likelihood estimation procedure for learning the model parameters for
a single part from examples. We use quite simple part models in this paper because
our focus is on developing a general framework and providing e±cient algorithms that
can be used with many di®erent modeling schemes.
3.1 Estimating the Appearance Parameters
From equation (7) we get
u
¤ = argmax
u
m Y
k=1
p(I
kjL
k;u):
The likelihood of seeing image Ik, given the con¯guration Lk for the object is given
by equation (4). Thus,
u
¤ = argmax
u
m Y
k=1
n Y
i=1
p(I
kjl
k
i ;ui) = argmax
u
n Y
i=1
m Y
k=1
p(I
kjl
k
i ;ui):
Looking at the right hand side we see that to ¯nd u¤ we can independently solve for
the u¤
i,
u
¤
i = argmax
ui
m Y
k=1
p(I
kjl
k
i ;ui):
This is exactly the ML estimate of the appearance parameters for part vi, given
independent examples f(I1;l1
i);:::;(Im;lm
i )g. Solving for u¤
i depends on picking a
speci¯c modeling scheme for the parts, and we return to this in Sections 5 and 6.
123.2 Estimating the Dependencies
From equation (7) we get
E
¤;c
¤ = argmax
E;c
m Y
k=1
p(L
kjE;c): (8)
We need to pick a set of edges that form a tree and the connection parameters for
each edge. This can be done in a similar way to the algorithm of Chow and Liu
described in [11], which estimates a tree distribution for discrete random variables.
Equation (5) de¯nes the prior probability of the object assuming con¯guration Lk as,
p(L
kjE;c) =
Y
(vi;vj)2E
p(l
k
i ;l
k
jjcij):
Plugging this into equation (8) and re-ordering the factors we get,
E
¤;c
¤ = argmax
E;c
Y
(vi;vj)2E
m Y
k=1
p(l
k
i ;l
k
jjcij): (9)
We can estimate the parameters for each possible connection independently, even
before we know which connections will actually be in E as,
c
¤
ij = argmax
cij
m Y
k=1
p(l
k
i ;l
k
jjcij):
This is the ML estimate for the joint distribution of li and lj, given independent
examples f(l1
i;l1
j); :::;(lm
i ;lm
j )g. Solving for c¤
ij depends on picking a speci¯c rep-
resentation for the joint distributions. Independent of the exact form of p(li;ljjcij),
and how to compute c¤
ij (which we consider later, as it varies with di®erent modeling
schemes), we can characterize the \quality" of a connection between two parts as the
probability of the examples under the ML estimate for their joint distribution,
q(vi;vj) =
m Y
k=1
p(l
k
i ;l
k
jjc
¤
ij):
Intuitively, the quality of a connection between two parts measures the extent to which
their locations are related. These quantities can be used to estimate the connection
set E¤ as follows. We know that E¤ should form a tree, and according to equation
(9) we let,
E
¤ = argmax
E
Y
(vi;vj)2E
q(vi;vj) = argmin
E
X
(vi;vj)2E
¡logq(vi;vj): (10)
The right hand side is obtained by taking the negative logarithm of the quantity
being maximized (and thus ¯nding the argument minimizing the value, instead of
13maximizing it). Solving for E¤ is equivalent to the problem of computing the minimum
spanning tree (MST) of a graph. We build a complete graph on the vertices V , and
associate a weight ¡logq(vi;vj) with each edge (vi;vj). The MST of this graph
is the tree with minimum total weight, which is exactly the set of edges de¯ned by
equation (10). The MST problem is well known (see [12]) and can be solved e±ciently.
Kruskal's algorithm can be used to compute the MST in O(n2 logn) time, since we
have a complete graph with n nodes.
4 Matching Algorithms
In this section we present two e±cient algorithms for matching tree-structured mod-
els to images with connections of the form in equations (2) and (6). The ¯rst algo-
rithm solves the energy minimization problem in equation (1), which in the statistical
framework is equivalent to ¯nding the MAP estimate of the object location given an
observed image. The second algorithm samples con¯gurations from the posterior dis-
tribution. In [14] we described a version of the energy minimization algorithm that
uses a di®erent restriction on the form of connections between parts. That form did
not allow for e±cient sampling from the posterior distribution.
4.1 Energy minimization or MAP Estimate
As discussed in Section 1.1, the problem of ¯nding the best match of a pictorial
structure model to an image is de¯ned by the following equation,
L
¤ = argmin
L
0
@
n X
i=1
mi(li) +
X
(vi;vj)2E
dij(li;lj)
1
A :
The form of this minimization is quite general, and it appears in a number of problems
in computer vision, including MAP estimation of Markov random ¯elds for low-level
vision such as image restoration and stereo and optimization of active contour models
(snakes). While the form of the minimization is shared with these other problems,
the structure of the graph and space of possible solutions di®er substantially. This
changes the computational nature of the problem.
Solving this minimization for arbitrary graphs and arbitrary functions mi, dij is
an NP-hard problem (see [7]). However, when the graph G = (V;E) has a restricted
form, the problem can be solved more e±ciently. For instance, with ¯rst-order snakes
the graph is simply a chain, which enables a dynamic programming solution that
takes O(h2n) time (see [1]), where as before we use n to denote the number of parts
14in the model and h is a discrete number of possible locations for each part. Moreover,
with snakes the minimization is done over a small number of locations for each vertex
(e.g., the current location plus the 8 neighbors on the image grid). This minimization
is then iterated until the change in energy is small. The key to an e±cient algorithm
for snakes is that the number of possible locations for each part, h, is small in each
iteration, as the dynamic programming solution is quadratic in this value. Another
source of e±cient algorithms has been in restricting dij to a particular form. This
approach has been particularly fruitful in some recent work on MRFs for low-level
vision ([7, 25]). Here we use constraints on both the structure of the graph and the
form of dij.
By restricting the graphs to trees, a similar kind of dynamic programming can be
applied as is done for chains, making the minimization problem polynomial rather
than exponential time. The precise technique is described in Section 4.1.1. However,
this O(h2n) algorithm is not practical in most cases, because for pictorial structures
the number of possible locations for each part is usually huge.
Recall our restricted form for dij shown in equation (2) in terms of a Mahalanobis
distance between transformed locations,
dij(li;lj) = (Tij(li) ¡ Tji(lj))
T M
¡1
ij (Tij(li) ¡ Tji(lj)):
We will show how this restriction can be used to obtain a minimization algorithm
that runs in O(h0n) rather than O(h2n) time, where h0 is the number of grid locations
in a discretization of the space of transformed locations given by Tij and Tji. The
relationship between h0 and h depends on the particular transformations being used,
but in most cases the two quantities have similar value. This makes it quite practical
to compute a globally optimal match of a pictorial structure model to an image, up to
the discretization of the possible locations. We ¯rst discuss the overall minimization
problem for tree-structured models and then turn to the method that exploits the
form of dij.
4.1.1 E±cient Minimization
In this section, we describe an algorithm for ¯nding a con¯guration L¤ = (l¤
1;:::;l¤
n)
that minimizes equation (1) when the graph G is a tree, which is based on the well
known Viterbi recurrence. Given G = (V;E), let vr 2 V be an arbitrarily chosen root
vertex (this choice does not a®ect the results). From this root, each vertex vi 2 V has
a depth di which is the number of edges between it and vr (and the depth of vr is 0).
The children, Ci, of vertex vi are those neighboring vertices, if any, of depth (di +1).
15Every vertex vi other than the root has a unique parent, which is the neighboring
vertex of depth (di ¡ 1).
For any vertex vj with no children (i.e., any leaf of the rooted tree), the best
location l¤
j for that vertex can be computed as a function of the location of just its
parent, vi. The only edge incident on vj is (vi;vj), thus the only contribution of lj to
the energy in (1) is mj(lj) + dij(li;lj). The quality of the best location for vj given
location li for vi is
Bj(li) = min
lj
(mj(lj) + dij(li;lj)); (11)
and the best location for vj as a function of li can be obtained by replacing the min
in the equation above with argmin.
For any vertex vj other than the root, assume that the function Bc(lj) is known
for each child vc 2 Cj. That is, the quality of the best location for each child is known
with respect to the location of vj. Then the quality of the best location for vj given
a location for its parent vi is
Bj(li) = min
lj
0
@mj(lj) + dij(li;lj) +
X
vc2Cj
Bc(lj)
1
A: (12)
Again, the best location for vj as a function of li can be obtained by replacing the
min in the equation above with argmin. This equation subsumes (11) because for a
leaf node the sum over its children is simply empty. Finally, for the root vr, if Bc(lr)
is known for each child vc 2 Cr then the best location for the root is
l
¤
r = argmin
lr
0
@mr(lr) +
X
vc2Cr
Bc(lj)
1
A:
That is, the minimization in (1) can be expressed recursively in terms of the (n ¡
1) functions Bj(li) for each vertex vj 2 V (other than the root). These recursive
equations suggest a simple algorithm. Let d be the maximum depth in the tree. For
each node vj with depth d, compute Bj(li), where vi is the parent of vj. These are
all leaf nodes, so clearly Bj(li) can be computed as in (11). Next, for each node vj
with depth (d¡1) compute Bj(li), where again vi is the parent of vj. Clearly, Bc(lj)
has been computed for every child vc of vj, because the children have depth d. Thus
Bj(li) can be computed as in (12). Continue in this manner, decreasing the depth
until reaching the root at depth zero. Besides computing each Bj we also compute B0
j,
which indicates the best location of vj as a function of its parent location (obtained
by replacing the min in Bj with argmin). At this point, we compute the optimal
location l¤
r for the root. The optimal location L¤ for all the parts can be computed
by tracing back from the root to each leaf. We know the optimal location of each
16node given the location of its parent, and the optimal location of each parent is now
known starting from the root.
The overall running time of this algorithm is O(Hn), where H re°ects the time
required to compute each Bj(li) and B0
j(li). In the general case this takes O(h2) time
as it is necessary to consider every location of a child node for each possible location
of the parent. In the next section, we show how to compute each Bj(li) and B0
j(li)
more e±ciently when dij is restricted to be in the form of equation (2).
4.1.2 Generalized Distance Transforms
Traditional distance transforms are de¯ned for sets of points on a grid. Suppose we
have a grid G, and ½(x;y) is some measure of distance between points on the grid.
Given a point set B µ G, the distance transform of B speci¯es for each location in
the grid, the distance to the closest point in the set,
DB(x) = min
y2B ½(x;y):
In particular, DB is zero at any point in B, and is small at nearby locations. The
distance transform is commonly used for matching edge based models (see [6, 22]).
The trivial way to compute this function takes O(kjBj) time, where k is the number
of locations in the grid. On the other hand, e±cient algorithms exist to compute
the distance transform in O(k) time, independent of the number of points in B (see
[5, 27]). These algorithms have small constants and are very fast in practice. In order
to compute the distance transform, it is commonly expressed as
DB(x) = min
y2G (½(x;y) + 1B(y));
where 1B(y) is an indicator function for membership in the set B, that has value 0
when y 2 B and 1 otherwise. This suggests a generalization of distance transforms
where the indicator function is replaced with some arbitrary function over the grid G,
Df(x) = min
y2G (½(x;y) + f(y)):
Intuitively, for each grid location x, the transform ¯nds a location y that is close to
x and for which f(y) is small. Note that if there is a location where f(x) has a small
value, Df will have small value at x and nearby locations.
With the restricted form of dij in equation (2), the functions Bj(li) that must be
computed by the dynamic programming algorithm can be rewritten as generalized dis-
tance transforms, where the distance in the grid, ½(x;y), is given by the Mahalanobis
distance de¯ned by Mij,
Bj(li) = Df(Tij(li));
17where
f(y) =
8
<
:
mj(T
¡1
ji (y)) +
P
vc2Cj Bc(T
¡1
ji (y)) if y 2 range(Tji)
1 otherwise
The grid G speci¯es a discrete set of possible values for Tji(lj) that are considered
during the minimization. This in turn speci¯es a discrete set of locations lj. There is
an approximation being made, since the set of discrete values for Tji(lj) (the locations
in the grid) might not match the set of discrete values for Tij(li) (where we need the
value of Df). We can simply de¯ne the value of the distance transform at a non-
grid position to be the value of the closest grid point. The error introduced by this
approximation is small (as the transform by de¯nition changes slowly).
The same algorithms that e±ciently compute the classical distance transform can
be used to compute the generalized distance transform under di®erent distances, by
replacing the indicator function 1B(x) with an arbitrary function f(x). In particular
we use the method of Karzanov (originally in [27], but see [38] for a better description)
to compute the transform of a function under a Mahalanobis distance with diagonal
covariance matrix. This algorithm can also compute B0
j(li), the best location for vj
as a function of its parent location, as it computes Bj(li).
4.2 Sampling from the Posterior
We now turn to the problem of sampling from the posterior distribution of object con-
¯gurations. The sampling problem can be solved with a very similar algorithm to the
one described in the previous section. The relationship between the two cases is anal-
ogous to the relationship between the forward-backward and the Viterbi algorithms
for hidden Markov models. Basically the sampling algorithm works directly with the
probability distributions instead of their negative logarithms, and the maximizations
in the recursive equations are replaced by summations.
As we saw in Section 2 the posterior distribution for our models is given by
p(LjI;µ) /
0
@
n Y
i=1
p(Ijli;ui)
Y
(vi;vj)2E
p(li;ljjcij)
1
A:
Like before, let vr 2 V be an arbitrarily chosen root vertex, and the children of vi
be Ci. The algorithm works by ¯rst computing p(lrjI;µ). We then sample a location
for the root from that distribution. Next we sample a location for each child, vc, of
the root from p(lcjlr;I;µ). We can continue in this manner until we have sampled a
location for each part. The marginal distribution for the root location is,
p(lrjI;µ) /
X
l1
¢¢¢
X
lr¡1
X
lr+1
¢¢¢
X
ln
0
@
n Y
i=1
p(Ijli;ui)
Y
(vi;vj)2E
p(li;ljjcij)
1
A:
18Computing the distribution in this form would take exponential time. But since the
set of dependencies between parts form a tree, we can rewrite the distribution as,
p(lrjI;µ) / p(Ijlr;ur)
Y
vc2Cr
Sc(lr):
The functions Sj(li) are similar to the Bj(li) we used for the energy minimization
algorithm,
Sj(li) /
X
lj
0
@p(Ijlj;uj)p(li;ljjcij)
Y
vc2Cj
Sc(lj)
1
A: (13)
These recursive functions already give a polynomial algorithm to compute p(lrjI;µ) up
to a normalizing constant. As in the energy minimization algorithm we can compute
the S functions starting from the leaf vertices. The trivial way to compute each Sj(li)
takes O(h2) time. For each location li we evaluate the function by explicitly summing
over all possible locations lj. We will show how to compute each Sj(li) more e±ciently
for the case where p(li;ljjcij) is in the special form given by equation (6). But ¯rst
let's see what we need to do after we sample a location for the root from its marginal
distribution. If we have a location for the parent vi of vj we can write,
p(ljjli;I;µ) / p(Ijlj;uj)p(li;ljjcij)
Y
vc2Cj
Sc(lj): (14)
If we have already computed the S functions we can compute this distribution in
O(h) time. So once we have sampled a location for the root, we can sample a location
for each of its children. Next we sample a location for the nodes at the third level of
the tree, and so on until we sample a location for every part. Note that if we want to
sample multiple times we only need to compute the S functions once. And when the
location of a parent node is ¯xed, we only need to compute the distribution in (14)
for locations of the children where p(li;ljjcij) is not too small. So sampling multiple
times is not much more costly than sampling once.
4.2.1 Computing the S functions
We want to e±ciently compute the function in equation (13). We will do this by
writing the function as a Gaussian convolution in the transformed space of locations
given by Tij and Tji. Using the special form of p(li;ljjcij) we can write,
Sj(li) /
X
lj
0
@N(Tij(li) ¡ Tji(lj);0;Dij) p(Ijlj;uj)
Y
vc2Cj
Sc(lj)
1
A:
This can be seen as a Gaussian convolution in the transformed space:
Sj(li) / (F ­ f) (Tij(li));
19Figure 2: Gaussian derivative basis functions used in the iconic representation.
where F is a Gaussian ¯lter with covariance Dij, ­ is the convolution operator, and
f(y) =
8
<
:
p(IjT
¡1
ji (y);uj)
Q
vc2Cj Sc(T
¡1
ji (y)) if y 2 range(Tji)
0 otherwise
Just like when computing the generalized distance transform, the convolution is done
over a discrete grid which speci¯es possible values for Tji(lj). The Gaussian ¯lter
F is separable since the covariance matrix is diagonal. We can compute a good
approximation for the convolution in time linear in h0, the set of grid locations, using
the techniques from [41]. This gives an overall O(h0n) time algorithm for sampling a
con¯guration from the posterior distribution.
5 Iconic Models
The framework presented so far is general in the sense that it doesn't fully specify
how objects are represented. A particular modeling scheme must de¯ne the pose
space for the object parts, the form of the appearance model for each part, and the
type of connections between parts. In this section we describe models that represent
objects by the appearance of local image patches and spatial relationships between
those patches. This type of model has been popular in the context of face detection
(see [16, 10]). We ¯rst describe how we model the appearance of a part, and later
describe how we model spatial relationships between parts. Learning an iconic model
involves picking labeled landmarks on a number of instances of the target object.
From these training examples both the appearance models for each part and the
spatial relationships between parts are automatically estimated, using the procedure
described in Section 3. In Section 5.3 we show some experiments with face detection.
5.1 Parts
In this class of models the location of a part is speci¯ed by its (x;y) position in
the image, so we have a two-dimensional pose space for each part. To model the
appearance of each individual part we use the iconic representation introduced in
[35]. The iconic representation is based on the response of Gaussian derivative ¯lters
20of di®erent orders, orientations and scales. An image patch centered at some position
is represented by a high-dimensional vector that collects all the responses of a set of
¯lters at that point. This vector is normalized and called the iconic index at that
position. Figure 2 shows the nine ¯lters used to build the iconic representation at a
¯xed scale. In practice, we use three scales, given by ¾1 = 1, ¾2 = 2, and ¾3 = 4,
the standard deviations of the Gaussian ¯lters. So we get a 27 dimensional vector.
The iconic index is fairly insensitive to changes in lighting conditions. For example,
it is invariant to gain and bias. Invariance to bias is a consequence of using image
derivative ¯lters, and the normalization provides the invariance to gain. Iconic indices
are also relatively insensitive to small changes in scale and other image deformations.
They can also be made invariant to image rotation, although we use an orientation-
sensitive representation here.
The appearance of a part is modeled by a distribution over iconic indices. Speci¯-
cally, we model the distribution of iconic indices at the location of a part as a Gaussian
with diagonal covariance matrix. Using a diagonal covariance matrix makes it possi-
ble to estimate the distribution with a small number of examples. If many examples
are available, a full Gaussian or even more complex distributions such as a mixture of
Gaussians, or a non-parametric estimate could be used. Under the Gaussian model,
the appearance parameters for each part are ui = (¹i;§i), a mean vector and a
covariance matrix. We have,
p(Ijli;ui) / N(®(li);¹i;§i);
where ®(li) is the iconic index at location li in the image. We can easily estimate the
maximum likelihood parameters of this distribution, as required by the learning tech-
nique in Section 3, using the mean and covariance of the iconic indices corresponding
to the positive examples of a particular part.
Note that we could use other methods to represent the appearance of image
patches. In particular, we experimented with the eigenspace techniques from [29].
With a small number of training examples the eigenspace methods are no better than
the iconic representation, and the iconic representation can be computed more e±-
ciently. In fact, the iconic representation can be computed very fast by convolving
each level of a Gaussian pyramid with small x-y separable ¯lters (see [17]).
5.2 Spatial Relations
The spatial con¯guration of the parts is modeled by a collection of springs connecting
pairs of parts. Each connection (vi;vj) is characterized by the ideal relative location
of the two connected parts sij, and a full covariance matrix §ij which in some sense
21Figure 3: Three examples from the ¯rst training set showing the locations of the
labeled features and the structure of the learned model.
corresponds to the sti®ness of the spring connecting the two parts. So the connection
parameters are cij = (sij;§ij). We model the distribution of the relative location
of part vi with respect to the location of part vj as a Gaussian with mean sij and
covariance §ij,
p(li;ljjcij) = N(li ¡ lj;sij;§ij): (15)
So, ideally the location of part vi is the location of part vj shifted by sij. Since the
models are deformable, the location of vi can vary by paying a cost that depends on
the covariance matrix. This corresponds to stretching the spring. Because we have a
full covariance matrix, stretching in di®erent directions can have di®erent costs. For
example, two parts can be highly constrained to be at the same vertical position,
while their relative horizontal position may be uncertain. As with the appearance
models for the individual parts, the maximum likelihood parameters of these spatial
distributions for pairs of parts can easily be estimated using training examples.
In practice, we need to write the joint distribution of li and lj in the speci¯c form
required by our algorithms. It must be a Gaussian distribution with zero mean and
diagonal covariance in a transformed space. To do this, we ¯rst compute the singular
value decomposition of the covariance matrix §ij = UijDijUT
ij. Now the following
transformations can be de¯ned,
Tij(li) = U
T
ij(li ¡ sij); and Tji(lj) = U
T
ij(lj);
which allow us to write equation (15) in the correct form,
p(li;ljjcij) = N(Tij(li) ¡ Tji(lj);0;Dij):
5.3 Experiments
To test the iconic modes just described we used the ML estimation procedure from
Section 3 to train a model of frontal faces, and the MAP estimation technique from
22Figure 4: Matching results.
23Figure 5: Matching results on occluded faces. The top row shows some input images
and the bottom row shows the corresponding matching results. The MAP estimate
was a good match when the faces had up to two of ¯ve parts occluded and incorrect
when three parts were occluded.
Figure 6: Matching results on an image with multiple faces. See text for description.
24Figure 7: One example from the second training set, the structure of the learned
model, and a pictorial illustration of the connections to one of the parts, showing the
location uncertainty for parts 2, 3, and 4, when part 1 is at a ¯xed position.
Section 4.1 to detect faces in novel images. Our ¯rst model has ¯ve parts, corre-
sponding to the eyes, nose, and corners of the mouth. To generate training examples
we labeled the location of each part in twenty di®erent images (from the Yale face
database). More training examples were automatically generated by scaling and ro-
tating each training image by a small amount. This makes our model handle some
variation in orientation and scale. Some of the training examples and the structure of
the learned model are shown in Figure 3. Remember that we never told the system
which pairs of parts should be connected together. Determining the structure is part
of the ML parameter estimation procedure.
We tested the resulting model by matching it to novel images using the energy
minimization algorithm for ¯nding the MAP estimate of the object location. Note
that all model parameters were automatically estimated with the maximum likelihood
procedure. Thus, there are no \knobs" to tune in the matching algorithm. Some
matching results are shown in Figure 4. Both the learning and matching algorithms
are extremely fast. Using a desktop computer it took a few seconds to learn the
model and less than a second to compute the MAP estimate in each image. These
experiments demonstrate that we can learn a useful model from training examples.
Figure 5 illustrates matching results on images with partially occluded faces. The
matching algorithm automatically handles such partial occlusion in a robust way, ¯nd-
ing a good con¯guration of all the parts when up to two of the ¯ve parts are occluded.
The occluded parts are placed at reasonable locations because of the constraints be-
tween parts. Moreover, it does not matter which parts are occluded because our
matching algorithm ¯nds the global minimum of the energy function, independent of
the choice of root used by the dynamic programming approach. When three of the
¯ve parts are occluded the best match of the model to the image was incorrect.
25Figure 6 illustrates matching results on an image that contains multiple faces.
Recall that our energy minimization algorithm computes the optimal location for the
model as a function of the location of a root part. To detect multiple faces we ¯rst
¯nd the best overall location for the root. We then exclude nearby locations and ¯nd
the best remaining one and so on for additional detections. Each root location yields
an object con¯guration that is optimal with respect to that location of the root. In
this example we simply found the best three locations for the model, alternatively a
threshold could be used to ¯nd all matches above a certain quality. Multiple detections
could also have been generated with the sampling techniques together with a separate
veri¯cation technique.
We also learned a larger model, this one with nine parts. We now have three parts
for each eye, one for the left corner, one for the right corner and one for the pupil.
This is a useful model to detect gaze direction. Figure 7 shows one of the training
examples and the learned model. Also, in Figure 7, there is a detailed illustration
of the connections to the left corner of the right eye (part 1). The ellipses illustrate
the location uncertainty for the other parts, when this part is at some ¯xed location.
They are level sets of the probability distribution for the location of parts 2, 3, and
4, given that part 1 is ¯xed. Note that the location of the pupil (part 2) is much
more constrained with respect to the location of the eye corner than any other part,
as would be expected intuitively. Also note that the distributions are not spherically
symmetric, as they re°ect the typical variation in the relative locations of parts.
We see that the algorithm both learned an interesting structure for the model, and
automatically determined a rich set of constraints between the locations of di®erent
pairs of parts.
6 Articulated Models
In this section we present a scheme to model articulated objects. Our main moti-
vation is to construct a system that can estimate the pose of human bodies. We
concentrate on detecting objects in binary images such as those obtained by back-
ground subtraction. Figure 8 shows an example input and matching result. Binary
images characterize well the problem of pose estimation for an articulated object. We
want to ¯nd an object con¯guration that covers the foreground pixels and leaves the
background pixels uncovered. Our method works with very noisy input, including
substantial occlusion which we illustrate with examples. Note that in order to detect
articulated bodies we use the sampling techniques in Section 4.2 instead of computing
the MAP estimate for the object location. This is important because the models for
26Figure 8: Input image, binary image obtained by background subtraction, and match-
ing result superimposed on both images.
articulated bodies are imprecise rather than being accurate generative models.
6.1 Parts
For simplicity, we assume that the image of an object is generated by a scaled or-
thographic projection, so that parallel features in the model remain parallel in the
image. For images of human forms this is generally a reasonable assumption. We
further assume that the scale factor of the projection is known. We can easily add
an extra parameter to our search space in order to relax this latter assumption.
Suppose that objects are composed of a number of rigid parts, connected by °exi-
ble joints. If a rigid part is more or less cylindrical, its projection can be approximated
by a rectangle. The width of the rectangle comes from the diameter of the cylinder
and is ¯xed, while the length of the rectangle depends on the length of the cylinder
but can vary due to foreshortening. We model the projection of a part as a rectangle
parameterized by (x;y;s;µ). The center of the rectangle is given in image coordi-
nates (x;y), the length is de¯ned by the amount of foreshortening s 2 [0;1], and the
orientation is given by µ. So we have a four-dimensional pose space for each part.
27Area 1
Area 2
Figure 9: A rectangular part. area1 is the area inside the part, and area2 is the
border area around it.
We model the likelihood of observing an image given a particular location for a
part in the following way. First, each pixel in the image is generated independently.
Pixels inside a part are foreground pixels with probability q1. Intuitively, q1 should be
close to one, expressing the idea that parts occlude the background. We also model
a border area around each part (see Figure 9). In this area, pixels belong to the
foreground with probability q2. In practice, when we estimate q2 from data we see
that pixels around a part tend to be background. We assume that pixels outside both
areas are equally likely to be background or foreground pixels. Thus,
p(Ijli;ui) = q
count1
1 (1 ¡ q1)
(area1¡count1) q
count2
2 (1 ¡ q2)
(area2¡count2) 0:5
(t¡area1¡area2);
where count1 is the number of foreground pixels inside the rectangle, and area1 is
the area of the rectangle. count2 and area2 are similar measures corresponding to
the border area, and t is the total number of pixels in the image. So the appearance
parameters are ui = (q1;q2), and it is straightforward to estimate these parameters
from training examples.
To make the probability measure robust we consider a slightly dilated version of
the foreground when computing count1, and to compute count2 we erode the fore-
ground (in practice we dilate and erode the binary images by two pixels). Computing
the likelihood for every possible location of a part can be done e±ciently by convolv-
ing the image with uniform ¯lters. Each convolution counts the number of pixels
inside a rectangle (speci¯ed by the ¯lter) at every possible translation.
Intuitively, our model of p(Ijli;ui) is reasonable for a single part. The likelihood
favors large parts, as they explain a larger area of the image. But remember that
we model p(IjL;u) as a product of the individual likelihoods for each part. For a
con¯guration with overlapping parts, this measure \over-counts" evidence. Suppose
we have an object with two parts. The likelihood of an image is the same if the two
parts are arranged to explain di®erent areas of the image, or if the two parts are on top
of each other and explain the same area twice. Therefore, with this measure the MAP
estimate of an object con¯guration can be a bad guess for its true position. This is not
28b a
Figure 10: Two parts of an articulated object, (a) in their own coordinate system
and (b) the ideal con¯guration of the pair.
because the posterior probability of the true con¯guration is low, but because there
are con¯gurations which have high posterior and are wrong. In our experiments, we
obtain a number of con¯gurations which have high posterior probability by sampling
from that distribution. We then select one of the samples by computing a quality
measure that does not over-count evidence.
There is one more thing we have to take into account for sampling to work. When
p(IjL;u) over-counts evidence, it tends to create high peaks. This in turn creates high
peaks in the posterior. When a distribution has a very strong peak, sampling from
the distribution will almost always obtain the location of the peak. To ensure that
we get a number of di®erent hypotheses from sampling we use a smoothed version of
the likelihood function, de¯ned as
p
0(IjL;u) / p(IjL;u)
1=T /
n Y
i=1
p(Ijli;ui)
1=T;
where T controls the degree of smoothing. This is a standard technique, borrowed
from the principle of annealing (see [19]). In all our experiments we used T = 10.
6.2 Spatial Relations
For the articulated objects, pairs of parts are connected by °exible joints. A pair
of connected parts is illustrated in Figure 10. The location of the joint is speci¯ed
by two points (xij;yij) and (xji;yji), one in the coordinate frame of each part, as
indicated by circles in Figure 10a. In an ideal con¯guration these points coincide, as
illustrated in Figure 10b. The ideal relative orientation is given by µij, the di®erence
between the orientation of the two parts.
Suppose li = (xi;yi;si;µi) and lj = (xj;yj;sj;µj) are the locations of two connected
parts. The joint probability for the two locations is based on the deviation between
29their ideal relative values and the observed ones,
p(li;ljjcij) = N(x0
i ¡ x0
j;0;¾2
x)
N(y0
i ¡ y0
j;0;¾2
y)
N(si ¡ sj;0;¾2
s)
M(µi ¡ µj;µij;k);
(16)
where (x0
i;y0
i) and (x0
j;y0
j) are the positions of the joints in image coordinates. Let Rµ
be the matrix that performs a rotation of µ radians about the origin. Then,
2
4 x0
i
y0
i
3
5 =
2
4 xi
yi
3
5 + siRµi
2
4 xij
yij
3
5; and
2
4 x0
j
y0
j
3
5 =
2
4 xj
yj
3
5 + sjRµj
2
4 xji
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The distribution over angles, M, is the von Mises distribution [21],
M(µ;¹;k) / e
k cos(µ¡¹):
The ¯rst two terms in the joint distribution measure the horizontal and vertical
distances between the observed joint positions in the image. The third term measures
the di®erence in foreshortening between the two parts. The last term measures the
di®erence between the relative angle of the two parts and the ideal relative angle.
Usually ¾x and ¾y will be small so parts tend to be aligned at their joint. And if k
is small the angle between the two parts is fairly unconstrained, modeling a revolute
joint. The connection parameters under this model are,
cij = (xij;yij;xji;yji;¾
2
x;¾
2
y;¾
2
s;µij;k):
Finding the maximum likelihood estimate of ¾2
s is easy since we just have a Gaussian
distribution over si ¡ sj. Similarly, there are known methods for ¯nding the ML
parameters (µij;k) of a von Mises distribution (see [21]). The ML estimate of the
joint location in each part are the values (xij;yij;xji;yji) which minimize the sum of
square distances between (x0
i;y0
i) and (x0
j;y0
j) over the examples. We can compute this
as a linear least squares problem.
We need to write the joint distribution of li and lj in the speci¯c form required
by our algorithms. It must be a Gaussian distribution with zero mean and diagonal
covariance in a transformed space, as shown in equation (6). First note that a von
Mises distribution over angular parameters can be speci¯ed in terms of a Gaussian
over the unit vector representation of the angles. Let ~ ® and ~ ¯ be the unit vectors
corresponding to two angles ® and ¯. That is, ~ ® = [cos(®);sin(®)]T, and similarly
for ~ ¯. Then,
cos(® ¡ ¯) = ~ ® ¢ ~ ¯ = ¡
k~ ® ¡ ~ ¯k2 ¡ 2
2
:
30Now let
Tij(li) = (x0
i;y0
i;si;cos(µi + µij);sin(µi + µij));
Tji(lj) = (x0
j;y0
j;sj;cos(µj);sin(µj));
Dij = diag(¾2
x;¾2
y;¾2
s;1=k;1=k);
which allow us to write equation (16) in the right form,
p(li;ljjcij) / N(Tji(lj) ¡ Tij(li);0;Dij):
For these models, the number of discrete locations h0 in the transformed space is a
little larger than the number of locations h for each part. This is because we represent
the orientation of a part as a unit vector which lives in a two-dimensional grid. In
practice, we use 32 possible angles for each part, and represent them as points in a
11 £ 11 grid, which makes h0 about four times h.
6.3 Experiments
We use a coarse articulated model to represent the human body. Our model has ten
parts, corresponding to the torso, head, two parts per arm and two parts per leg.
To generate training examples we labeled the location of each part in ten di®erent
images (without too much precision). The learned model is illustrated in Figure 11.
The crosses indicate joints between parts. We never told the system which parts
should be connected together, this is automatically learned during the ML learning
procedure. Note that the correct structure was learned, and the joint locations agree
with the human body anatomy (the joint in the middle of the torso connects to the
head). The con¯guration of parts shown in Figure 11 was obtained by ¯xing the
position of the torso and placing all other parts in their optimal location with respect
to each other.
We tested the model by matching it to novel images. As described in Section 6.1,
we sample con¯gurations from the posterior distribution to obtain multiple hypothe-
ses and rate each sample using a separate measure. For each sample we compute
the Chamfer distance between the shape of the object under the hypothesized con-
¯guration and the binary image obtained from the input. The Chamfer distance is
a robust measure of binary correlation [6]. The matching process is illustrated in
Figure 12. First, a binary image is obtained from the original image using back-
ground subtraction. We use this binary image as input to the sampling algorithm to
obtain a number of di®erent pose hypotheses. The best pose is then selected using
the Chamfer measure.
More matching results are shown in Figure 13. For each image, we sampled two-
hundred object con¯gurations from the posterior distribution and picked the best one
31Figure 11: Human body model learned from example con¯gurations.
under the Chamfer distance. Using a desktop computer it took about one minute to
process each image. The space of possible locations for each part was discretized into
a 70 £ 70 £ 10 £ 32 grid, corresponding to (x;y;s;µ) parameters. There are over
1.5 million locations for each part, making any algorithm that considers locations for
pairs of parts at a time impractical.
Of course, sometimes the estimated pose is not correct. The most common source
of error comes from ambiguities in the binary images. Figure 14 shows an example
where the image does not provide enough information to estimate the position of one
arm. Even in that case we get a fairly good estimate. We can detect when ambi-
guities happen because we obtain many di®erent poses with equally good Chamfer
score. Thus we know that there are di®erent con¯gurations that are equally good
interpretations of the image.
Figure 15 shows how our method works well on a noisy input. More examples
of matching to noisy inputs are shown in Figure 16, using corrupted binary images,
including a case where large portions of the foreground are missing. These examples
illustrate two of the main advantages of our approach. It would be di±cult to de-
tect body parts individually on inputs such as these, but the dependencies between
parts provide su±cient context to detect the human body as a whole. Moreover,
the presence of clutter and occlusion create di±culties for heuristics or local search
techniques, while our global method can ¯nd the correct con¯guration in these cases.
7 Summary
This paper describes a statistical framework for representing the visual appearance of
objects composed of rigid parts arranged in a deformable con¯guration. The models
are based on the pictorial structure representation introduced in [16], which allows
32Figure 12: Input image, binary image, random samples from the posterior distribution
of con¯gurations, and best result selected using the Chamfer distance.
33Figure 13: Matching results (sampling 200 times).
34Figure 14: In this case, the binary image doesn't provide enough information to
estimate the position of one arm.
35Figure 15: This example illustrates how our method works well with noisy images.
36Figure 16: Matching results on corrupted images. The top row shows the original
input, the middle row shows corrupted versions of the binary input and the last
row shows the matching results. The ¯rst two cases demonstrate how the algorithm
can handle good amounts of noise and occlusion. The third case shows an incorrect
matching result.
37for qualitative descriptions of appearance and is suitable for generic recognition prob-
lems. There are three main contributions in the paper. First, we introduce e±cient
algorithms for ¯nding the best global match of a large class of pictorial structure mod-
els to an image. In contrast, prior work use heuristics or local search techniques that
must be somehow initialized near the right answer. Second, we introduce the use of
statistical sampling techniques to identify multiple good matches of a model to an
image. Third, our use of a statistical formulation provides a natural way of learning
pictorial structure models from labeled example images. Most of the prior work uses
manually constructed models, which are di±cult to create and to validate.
One of the di±culties in representing generic objects is the large variation in shape
and photometric information in each object class. Pictorial structure models represent
the appearance of each part separately and explicitly capture the spatial con¯guration
of the parts independently of their appearances. This framework is general, in the
sense that it is independent of the speci¯c method used to represent the appearance
of parts, and the type of the geometric relationships between the parts. By using
a general framework we have provided a set of computational mechanisms that can
be used for many di®erent modeling schemes. We have described two quite di®erent
modeling schemes, one was used to model faces and the other to model articulated
bodies.
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