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By photoionizing cold, trapped atoms it is possible to produce ultracold plasmas with temperatures in the vicinity of 1 K, roughly 4 orders of magnitude colder than conventional cold plasmas. After the first photoelectrons leave, the resulting positive charge traps the remaining electrons in the plasma. Monitoring the dynamics of the expansion of these plasmas shows explicitly the flow of energy from electrons to the ionic motion,
which is manifested as the expansion of the plasma. The electron energy can either be their initial energy
from photoionization or can come from the energy redistribution inherent in recombination and superelastic
scattering from recombined Rydberg atoms. If the cold atoms are excited to Rydberg states instead of being
photoionized, the resulting cold Rydberg gas quickly evolves into an ultracold plasma. After a few percent of
the atoms are ionized by collisions or blackbody radiation, electrons are trapped by the resulting positive
charge, and they quickly lead to ionization of the Rydberg atoms, forming a plasma. While the source of this
energy is not clear, a likely candidate is superelastic scattering, also thought to be important for the expansion
of deliberately made plasmas. © 2003 Optical Society of America
OCIS codes: 020.2070, 020.5780, 020.7010.

1. INTRODUCTION
The conventional definition of a plasma is an ionized gas
that is macroscopically neutral and has a Debye length,
 D , that is smaller than the size of the sample.1 The Debye length is defined as
D ⫽

冉

2 ⑀ 0 kT
Ne 2

冊

1/2

,

(1)

where ⑀ 0 is the permittivity of free space, k is the Boltzmann constant, T is the temperature, e is the electron
charge, and N is the ion and electron density, assumed to
be equal. From Eq. (1) it is straightforward to show that
two charged particles separated by a Debye length have a
Coulomb interaction energy comparable with their kinetic
energy kT. If two charged particles are separated by a
distance that is large compared with the Debye length,
the intervening particles move so as to screen the potential that is due to one and seen by the other, and the potential from a charged particle at a distance r is given by
1
V ⫽ ⫺ exp共 ⫺r/ D 兲 .
r

(2)

Here and hereafter we use atomic units, unless units are
explicitly given. If  D is larger than the sample the
0740-3224/2003/051091-07$15.00

charged particles all behave as individual particles. On
the other hand, if  D is smaller than the sample size,
much of the volume experiences the screening of Eq. (2),
and the sample exhibits the collective properties of a
plasma.
Until recently a cold plasma was one with a temperature of ⬃10 000 K. While this does not seem particularly
cold, it is easy to see that this is nearly the minimum possible temperature at which a plasma can sustain itself
through ionizing collisions of the electrons with neutral
gas atoms. The lowest ionization potentials of atoms are
⬃5 eV, which is the lowest possible energy an electron can
have to ionize the atom. To have a reasonable fraction
(1%) of the electrons with energies in excess of 5 eV requires that kT ⬃ 1 eV, or T ⬇ 10 000 K.
The possibility of cold trapped atoms and ions has completely changed our notion of what a cold plasma can be.
Elegant experiments have been done with one-component
plasmas formed by cold ions in traps.2 The trap fields replace the electrons in a normal plasma. It has been possible to observe the crystallization of the ions and explore
many properties analogous to those seen in ionic solids.
Cold trapped neutral atoms have made it possible to
produce neutral—or very nearly so—ultracold plasmas.
In this paper we briefly review this work and the closely
© 2003 Optical Society of America
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related work with ultracold Rydberg gases, which can
spontaneously evolve into an ultracold plasma.

2. ULTRACOLD PLASMAS
A beautiful set of experiments conducted at the National
Institute for Standards and Technology (NIST) has shown
the way into this fascinating area.3–5 The essential notion of the experiment is to start with cold (30 K) Xe atoms in a magneto-optical trap (MOT). Typically 106 Xe
atoms are contained in a trap volume of 0.1 mm3. The
thermal velocity of the Xe atoms is 10 cm/s, so in 1 s they
move a negligible distance compared with the trap dimension. The Xe atoms are photoionized with a pulsed green
dye laser tuned just above the ionization limit, resulting
in cold ions (30 K) and electrons whose energy is determined by the tuning of the laser. The photoelectron energy can be ⬍1 cm⫺1 (1 cm⫺1 corresponds to T ⫽ 1.5 K).
The electrons initially all have one energy but come into
thermal equilibrium in tens of nanoseconds, producing a
very cold plasma. The ions are automatically cold, and
tuning the laser sets the electron temperature to the desired value.
The trapped Xe atoms are between two metal grids to
which voltages are applied to detect the electrons produced with a particle multiplier. Each time the dye laser
fires, the following timing sequence occurs: During and
after the 10-ns dye laser pulse there is a constant
5-mV/cm field. After 1.6 s a slowly rising field ramp is
applied as shown in Fig. 1. The result of a typical experiment is shown in Fig. 1, obtained with the dye laser tuned
0.4 cm⫺1 (0.6 K) above the ionization limit. When a
small number of photoelectrons are created they are detected promptly at ⬃1 s, as shown in the upper trace.
As the laser intensity is increased the number of photoelectrons also increases, but a second signal appears later
in time, after the onset of the field ramp. Further increases in the laser intensity slightly increase the number
of prompt photoelectrons but substantially increase the
later signal, until at the highest laser intensity it is the
dominant signal.

Fig. 1. Electron signals for four different dye-laser pulse energies, which produced charged-particle densities from
105 – 107 cm⫺3 . The laser fires at t ⫽ 0, and the initial kinetic
energy of the photoelectrons is 0.4 cm⫺1. Also shown is the field
ramp applied 1.6 s after the laser pulse. The signal at 1 s is
the prompt photoelectron signal, and the signal after 2 s is from
the plasma (from Ref. 3).

Fig. 2. (a) Fraction of electrons trapped versus number of photons created for different initial photoelectron energies, given in
Kelvin. (b) Scaled plot using N/N ⫹ for all photoelectron energies (from Ref. 3).

The late signal occurs when a plasma has been formed,
and why it is late is easily understood by considering
what happens over the course of an intense laser pulse.
The first photoelectrons produced promptly leave the
sample, leading to the prompt signal. Photoelectrons
formed later in the pulse experience the macroscopic positive charge left behind and are trapped by it. It is easy to
estimate the number of ions required, N ⫹, by equating
the known photoelectron energy E e with the Coulomb potential at the trap radius R
N ⫹e 2
R

⫽ Ee .

(3)

For an energy E e ⫽ 100 cm⫺1 , or T ⫽ 145 K, and a trap
radius of 200 m we find N ⫹ ⫽ 1700. Note that once
this number of ions is present all future photoelectrons
will be trapped, because the net charge of the trap volume
remains N ⫹. Another important observation is that if
we assume that E e ⫽ kT, at or near the threshold for
trapping the photoelectrons, then  D ⬇ R, and since
there is often a much higher density of electrons than at
threshold,  D Ⰶ R, and there is a plasma.
Equation (3) implies that it should be easier to form a
plasma if the photoelectron energy is lower, and this expectation is borne out by the experiments, as shown by
Fig. 2(a). In fact, all the data can be put on a universal
curve, as shown in Fig. 2(b).
The plasma is not neutral, and it eventually disappears
through evaporation of the hottest electrons and expansion, which reduces the Coulomb binding force. Although one might naively expect the expansion of the
plasma to be driven by the net positive space charge, it is
not. Rather, the electron energy drives the expansion of
the plasma, as demonstrated by measurements of the
density or, equivalently, the size of the plasma. The essential idea of the measurement is to detect the response
at the plasma frequency, which is proportional to the electron density. A weak rf field at a frequency between 5
and 40 MHz is applied to the plasma; as the plasma expands and its density decreases, the plasma frequency
comes into resonance with the applied rf field, at which
point it absorbs energy from the rf field, increasing the
rate at which electrons evaporate from the plasma. An
example is shown in Fig. 3(a). The peak at 10 s in the
electron signal with the rf field indicates that at that time
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the plasma frequency is 5 MHz. As shown by Fig. 3(b), at
earlier times the plasma frequency is higher and at later
times it is lower, providing a quantitative measure of the
expansion of the plasma. The radius of the plasma can
be represented by
R⫽

冑R 02 ⫹ 共 v 0 t 兲 2 ,

(4)

where R 0 is the initial plasma radius and v 0 its expansion
rate. Physically v 0 corresponds to the average outward
velocity of the ions, assumed to be constant. What is interesting is that v 0 depends on the energy of the photoelectrons, as shown by Fig. 4. This implies that the initial photoelectron energy is converted into the energy of
expansion of the plasma (i.e., the kinetic energy of the
ions moving outward). This conversion occurs as follows:
The rapidly moving electrons are bound to the macroscopic positive charge, and each time an electron goes outside the positive cloud it is pulled back by the Coulomb
attraction. The reaction force on the positive charge

Fig. 3. Electron signals from plasmas created at t ⫽ 0: (a) 3
⫻ 104 atoms are photoionized with photoelectron initial energy
of 360 cm⫺1, resulting in the plasma signals shown with and
without a 5-MHz rf field; (b) electron signals from plasmas initially containing 8 ⫻ 104 ions and electrons of 18 cm⫺1 initial energy. In (b) the differences between the traces with and without
the rf field are displayed. The plasma response to frequencies
from 5–40 MHz is shown in signals that are normalized for clarity. Movement of the plasma response to later times at lower
frequencies indicates the expansion of the plasma (from Ref. 4).
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pulls it out to larger radius, and it is by this mechanism
that the electron energy is converted to the outward ion
motion corresponding to the expansion of the plasma.
The conversion from the initial electron energy to the
expansion of the plasma provides a good explanation for
the expansion at large photoelectron energies (shown by
the right-hand side of Fig. 4), but at low photoelectron energies the observed expansion rates are higher than expected. This puzzle disappeared when field pulses strong
enough to ionize Rydberg states were applied to the plasmas. At low photoelectron energies Rydberg states as
low as n ⫽ 40, which is bound by 70 cm⫺1, were observed;
the lower the photoelectron energy, the greater the production of Rydberg atoms. Three-body recombination occurs, i.e., the process
e⫺共 E 兲 ⫹ e⫺共 E 兲 ⫹ Xe⫹ → Xe* 共 ⫺E ⬘ 兲 ⫹ e⫺共 E ⫹ E ⬘ 兲 ,

(5)

and so it leads to higher-energy electrons which in turn
lead to more rapid expansion of the plasma, as observed.
The rate for three-body recombination scales as T ⫺9/2, so
it is faster at lower energies. A simple picture of why
three-body recombination occurs is provided by molecular
dynamics simulations.6 If in the expansion a three-body
collision leaves a slow electron near an ion, then the electron is trapped in a bound state.
While the observation of recombination explains the
rapid expansion of the plasma at low photoelectron energy, an aspect of the observations that does not match
the usual picture of recombination is that the most deeply
bound Rydberg states are observed for the lowest photoelectron energies. As pointed out by Robicheaux and
Hanson,7 one would expect that the binding energy would
be similar to the initial energy of the free electrons, i.e.,
E ⬘ ⬵ E in Eq. (5). They suggest that the deeply bound
Rydberg states observed for low photoelectron energies
are the result of a two-step process, recombination followed by superelastic collisions. Explicitly, the processes
that occur are likely to be
e⫺共 E 兲 ⫹ e⫺共 E 兲 ⫹ Xe⫹ → Xe* 共 ⫺E 兲 ⫹ e⫺共 2E 兲 ,

(6)

e⫺共 E ⬘ 兲 ⫹ Xe* 共 ⫺E 兲 → Xe* 共 ⫺E ⫺ E ⬙ 兲 ⫹ e⫺共 E ⬘ ⫹ E ⬙ 兲 .
(7)
In sum, much of the energy transfer to the free electrons
comes from the superelastic scattering of Eq. (7). Putting both the processes of Eqs. (6) and (7) into a model
leads to a calculated rate of expansion that matches the
observed rate of expansion at both high and low photoelectron energies, i.e., over the entire range of Fig. 4.
While all aspects of these ultracold plasmas are not understood, it is clear that their basic properties are well in
hand and that it is possible to do experiments with almost
perfectly specified initial conditions.

3. EVOLUTION OF COLD RYDBERG ATOMS
INTO AN ULTRACOLD PLASMA
Fig. 4. Expansion velocities of the plasmas versus the initial energy of the photoelectrons E e , expressed here as a temperature.
For E C /k B ⬎ 0 it is clear that the initial electron energy is converted to the expansion of the plasma (from Ref. 4).

While cold Rydberg atoms may seem far removed from
plasmas, in fact they are not. For plasma electron and
ion densities of 1010 cm⫺3 the typical distance from an
electron to an ion is 10⫺3 cm, while for an n ⫽ 50 Ryd-
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Fig. 5. Oscilloscope traces for three different interaction times
showing the evolution of Rb 36b atoms at a density of 1.5
⫻ 109 cm⫺3 to a cold plasma. From top to bottom, the traces
correspond to a time delay between excitation and field ionization of 2, 5, and 12 s. In the upper trace there is very little
early ion signal and a large late Rydberg atom signal, while the
reverse is true for the lower trace, indicating the formation of a
plasma (from Refs. 8 and 11).

berg atom the distance is ⬃10⫺5 cm, only a factor of 100
less. One might thus think of the ultracold plasma as being the continuum limit of a cold Rydberg gas. In fact,
the only difference between the NIST plasma experiments and the experiments with cold Rydberg gases is
that in the former case the laser is tuned just over the
limit, whereas in the latter it is tuned just under the
limit. With our present knowledge of the energy transfer
processes in ultracold plasmas it is perhaps not surprising that cold Rydberg atoms can spontaneously evolve
into a plasma. On the other hand, Rydberg atom
samples at these densities of 1010 cm⫺3 have been studied
for some time, so why has the evolution to a plasma only
recently been observed? It is presumably because the atoms were not cold and the ion cloud expanded too rapidly
to trap the electrons into a plasma.8 Dense samples,
1012 – 1013 cm⫺3 , of hot Rydberg atoms do evolve into a
plasma,9 and a plasma can easily be formed with hot atoms if electrons are created directly, by photoionization.10
In experiments at the University of Virginia and Laboratoire Aime Cottón, Rb (Cs) atoms in a MOT were excited to Rydberg states of n ⬎ 25 from the 5p (6p) state
with a pulsed dye laser.8,11,12 As noted above, the excitation was essentially the same as in the NIST experiments
except that Rydberg states just below the limit were excited instead of the continuum just above the limit. A
variable time after the laser pulse, an electric field ramp
of the appropriate polarity is applied to the Rydberg atoms to field ionize them and drive the resulting ions or
electrons to a microchannel plate detector. Rydberg
states ionize at an electric field given by13
E ⫽ 1/16n 4 ,

of the plasma behaves in the same way as a very highRydberg atom (n → ⬁), resulting in an electron signal at
the beginning of the field ramp.
An example of the spontaneous evolution to a plasma is
shown in Fig. 5, in which we show the result of exciting
Rb atoms to the 36d state and waiting 2, 5, or 12 s before applying the field ramp. For reference, the lifetime
of the Rb 36d state is 51 s. The zero of the time scale is
the start of the ramp. With a 2-s delay there is a very
small signal at 100 ns, from free ions collected by the beginning of the field ramp, and a large signal at 300 ns
from the field ionization of the 36d state. Some ions are
expected; they are created in several ways that we discuss
shortly. What is unexpected is that with a 12-s delay
the Rydberg field ionization signal has nearly disappeared, and nearly the entire signal is contained in the
early ion signal. The ion signal is so large because the
cold Rydberg atoms have evolved into an ultracold
plasma. That the early ion signal is a plasma is demonstrated by repeating the experiment while detecting the
electrons. Figure 6 shows the result of scanning the delay between the laser pulse and the field ramp while detecting electrons ejected at the beginning of the field
ramp. Truly free electrons escape, but those bound in the
plasma by a few wave numbers of energy are detected.
As shown by Fig. 6, no electrons are detected for 5 s. In
this short a time after the laser pulse the plasma does not
form, and any free electrons simply leave the trap volume
and are not detected. At longer times after the laser
pulse a plasma has formed, and it traps the electrons, so
they can be detected. The plasma eventually decays in
tens of microseconds, as seen in the NIST experiments.
Related observations of Rydberg-to-plasma evolution
have been reported as well.14,15
That a plasma is formed seems clear enough, but to understand how it forms requires systematic measurements
of the dependence of the plasma formation on the initial
principal quantum number of the Rydberg atoms, the
time delay after the laser pulse, and the cold-atom density. The method we use is dictated by the fact that a
pulsed dye laser oscillates on random cavity modes on
each laser shot, producing large fluctuations in the number of Rydberg atoms created and enormous fluctuations
in the plasma signal. We set two gates, one on the Rydberg signal at 300 ns in Fig. 5, and one on the plasma signal at 100 ns in Fig. 5, and record both signals on each
laser shot for fixed time delay between the laser pulse and

(8)

so higher-lying states are ionized earlier in the field ramp,
and the temporal dependence of the signal can be used to
infer the final Rydberg state distribution. There are useful differences between detection of ions and electrons. If
free ions are created by any process, they remain in the
MOT volume and are detected at the beginning of the
field ramp. In contrast, free electrons simply leave the
MOT volume and are not detected. A plasma in which
the electrons are bound to the macroscopic positive charge

Fig. 6. Electron signal observed after excitation of the Cs 39d
state (from Refs. 8, 12).
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Fig. 7. Ion population as a function of initial population of the
36d Rydberg state for two time delays: ⽧, 2 s, the lower trace,
and 䉱, 12 s, the upper trace (from Refs. 8, 11).

the field ramp. Since we do not see signals other than
the plasma signal or the one from the initially excited
state, we assume that the sum of these two signals is proportional to the initial Rydberg population. We sort the
data into bins based on the sum of the two gated signals,
i.e., the initial Rydberg population N 0 , and allow the laser frequency fluctuations to vary automatically the number of Rydberg atoms created. In Fig. 7 we show the ion
signal obtained versus the initial Rydberg atom number
for the Rb 36d state and time delays of 2 and 12 s. It is
obvious that something dramatic occurs for N 0 ⫽ 0.8
⫻ 105 and N 0 ⫽ 2.0 ⫻ 105 in the two data sets. However, it is more natural to think in terms of the time dependence for a fixed number of atoms. To construct a
time-dependent picture, we collected data such as those
shown in Fig. 7 at 100-ns delay time intervals. Taking
the data from each delay for the same initial number of
atoms yields the time dependence shown in Fig. 8 for two
values of N 0 . The number of ions initially rises slowly to
a threshold value, occurring at 0.6 s for N 0 ⫽ 3.3
⫻ 105 and 1.0 s for N 0 ⫽ 2.4 ⫻ 105 . It then rises rapidly until nearly all the atoms are ionized in several microseconds. The time dependence is interpreted in the
following way: The initial ionization is due to blackbody
photoionization, collisions between hot (room temperature) and cold Rydberg atoms, and at high principal quantum numbers possibly overlapping or close pairs of cold
Rydberg atoms. After N ⫹ atoms have been ionized by
these processes, electrons subsequently liberated are
trapped by the macroscopic positive charge. These
trapped electrons pass back and forth through the cloud
of Rydberg atoms, quickly ionizing them in an avalanche.
The proposed scheme is supported by more detailed investigations. Measurements were made of the initial
ionization rate of the Cs 39d state with and without the
hot Rydberg atoms from the room-temperature Cs vapor.
To remove the hot atoms required turning off the trapping
lasers and using one lower-power laser exactly resonant
with the 6s 1/2 – 6p 3/2 transition. With the hot atoms the
ionization rate was 2000 s⫺1; without them8 it was 1000
s⫺1. Calculations of the blackbody photoionization rate
give 500 s⫺1 at n ⫽ 40,11,16 and our estimate of the hot–
cold Rydberg atom collision rate, based on the hot-atom
density of 107 cm⫺3 and an ionization cross section 10
times the geometric cross section, as given by Olson,17 is
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1000 s⫺1. These two rates match the observations reasonably well. For the Cs 39d state, when the hot atoms
are removed, a plasma never forms; but for n ⭓ 50 a
plasma forms either with or without the hot atoms. In
experiments with inherently far fewer hot atoms, the
plasma also forms at high n.13 In this case some of the
initial ionization may be due to close pairs of cold Rydberg
atoms, much as close pairs play a central role in resonant
energy transfer in a frozen Rydberg gas.18,19
The sudden rise in the rate of ion formation at 0.6 and
2.0 s in Fig. 7 is due to the same electron-trapping phenomenon seen in the NIST experiment. Assuming that
electrons are liberated with energies comparable with the
binding energy of the initial Rydberg state, we can estimate that ⬃1000 ions are required to trap electrons freed
later, in agreement with our observations. Further support for this notion comes from applying a small field,
which inhibits the formation of a plasma. As shown by
Fig. 9, a field of ⬃1 V/cm inhibits the formation of the
plasma. Multiplying this number by the trap radius of
0.3 mm suggests that the potential well formed by the
positively charged plasma is ⬃30 meV or 250 cm⫺1 deep,
in rough agreement with the expected energies of the
electrons.
We have carried out simulations of the plasma formation and compared them with our observations.11 The essential ingredients of the model are ionization by blackbody radiation and collisions between hot and cold
Rydberg atoms, with a cross section 10 times the geometric cross section. Initially only these two processes are
operative. Subsequent to the creation of enough ions to
trap the electrons, electron-impact ionization is added.
The cross section for this process was given the value B
times the geometric cross section, with B left as an adjustable parameter. In principle B should exceed 1. As
shown by Fig. 10, the data and the model agree reasonably well, but B is found to be 0.2, not 1, for n from 32 to
48. That B ⫽ 0.2 points to the outstanding question in

Fig. 8. Ion population as a function of interaction time for two
initial populations of the 40d Rydberg state: 夝, upper trace,
3.3 ⫻ 105 atoms, or 10.5 ⫻ 109 cm⫺3 ; ⽧, lower trace, 2.4
⫻ 105 atoms or 7.6 ⫻ 109 cm⫺3 , offset by 1 s (from Refs. 8 and
11).
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lating field F cos t the average kinetic energy of a free
electron, the ponderomotive energy U p , is given by
Up ⫽

Fig. 9. Electric field dependence of the ion signal for the Rb 41d
state; several different initial Rydberg population densities are
shown for a 10-s interaction time (from Ref. 11).

1
2

mv̄ 2 ⫽

F2
42

.

(9)

For a 100-MHz, 1-V/cm field, U p ⫽ 9 cm⫺1 . If, when the
field is applied, the electrons are already moving in the
field direction with an energy of 20 cm⫺1, they can have a
peak kinetic energy of 56 cm⫺1, which is comparable with
the binding energy of an n ⫽ 40 atom. Consequently a
100-MHz, 1-V/cm rf field can be expected to speed the formation of a plasma if supplying the energy is normally a
bottleneck. For Rydberg states of n ⬍ 40, adding the rf
field makes a clear difference, but for states of n ⬎ 40 it is
less clear. In general, adding energy speeds the formation of a plasma.
At this point the most likely source of the energy seems
to be superelastic collisions between the trapped electrons
and the cold Rydberg atoms, i.e., a mechanism proposed
to heat the electrons in the NIST plasmas. However, we
have seen little sign of the population of other Rydberg
states by the collisions, in spite of careful searches. More
refined experiments are under way to address this issue.

4. CONCLUSION
Ultracold plasmas and the related cold Rydberg gases
constitute fascinating physical systems. At this moment
we have what seem to be reasonable descriptions of them,
but it is clear that there are aspects, such as the energy
transfer processes among the electrons, both bound and
free, that are not yet well understood. At the same time,
it is possible to carry out experiments in which the initial
conditions are well defined, and this possibility should enable us to reach a good understanding of these novel systems. For example, what happens if the initial condition
is population in a single Rydberg state and a plasma of
known temperature? There are also interesting future
possibilities. Can the ions in the plasma be trapped optically, so the plasma does not expand? 20 Does it crystallize then? If the cold Rydberg atoms are evenly
spaced, is the evolution to a plasma suppressed? Is a
Mott transition then visible? Finally the issue of
Rydberg-to-plasma evolution may be important for quantum information schemes.21
Fig. 10. Comparison between observed and simulated density
dependence of the ion signal for a time delay of 10 s for, top to
bottom, Rb 44d, 42d, and 40d states. For all curves a 3.6% hot
atom fraction is assumed, and the fit parameter B is found to be
0.244, 0.230, and 0.217, respectively (from Ref. 11).

the entire picture: What is the origin of the energy required for ionizing all the Rydberg atoms? In a plasma
the electrons are essentially free, but initially they are
bound by 70 cm⫺1 at n ⫽ 40. It is easy to identify the
source of the energy in the initial ionization, but it is not
yet clear what drives the ionization avalanche.
To see if adding energy hastened or enabled the formation of a plasma we have added a rf field to give the
trapped electrons more energy. Specifically, we used
fields at frequencies from 100 to 300 MHz. In an oscil-
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