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In this paper, we discuss about restrictions of optical orthogonal
codes (OOC) to subgroups and obtain variable weight OOCs in
which the weight of each codeword is lower and upper bounded
in relation to a character sum over ﬁnite ﬁelds. We show that the
following three new series of optimal or asymptotically optimal
constant weight OOCs are included in those variable weight ones:
(i) an optimal ( q
2−1
e ,  q−(e−1)
√
q
e ,1)-OOC with e codewords; (ii) an
optimal ( q
2+q+1
e ,  q+1−(e−1)
√
q
e ,1)-OOC with e codewords; and
(iii) an asymptotically optimal ( q
2−1
e ,  q−3(e−1)
√
q
e ,2)-OOC with
e(q − 1) codewords.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let Zv = Z/vZ be the residue ring of integers modulo v , and denote each coset [i], 0 i  v−1, in
Zv by i for simplicity. Let C = {Bi | 1 i  n} be a set of subsets of Zv , where |Bi | = ki . Given positive
integers λa and λc , we say that C is a (variable weight) (v, {ki | 1  i  n}, λa, λc) optical orthogonal
code, brieﬂy OOC, if the following hold:
(i) |Bi ∩ (Bi + s)| λa holds for any Bi ∈ C and any s ∈ Zv \ {0},
(ii) |Bi ∩ (B j + s)| λc holds for any Bi, B j ∈ C with i = j and any s ∈ Zv .
E-mail address:momihara@math.cm.is.nagoya-u.ac.jp.
1 This research is partially supported by JSPS Research Fellowships for Young Scientists 20-10356.1071-5797/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.ffa.2010.11.001
K. Momihara / Finite Fields and Their Applications 17 (2011) 166–182 167Each member in C is called a codeword. To avoid degenerated cases, we require that ki >max{λa, λc}
is satisﬁed for any 1 i  n. We may denote an OOC, C , as (v, {k(t1)1 ,k(t2)2 , . . . ,k(ts)s }, λa, λc)-OOC whenC contains ti codewords of size ki for each 1  i  s. If k = ki for all i, then C is called a (constant
weight) (v,k, λa, λc)-OOC. In this paper, we mainly treat the case when λa = λc = λ and we simply
denote such C by (v, {ki | 1 i  n}, λ)-OOC. Especially, when λ = 1, the conditions (i) and (ii) above
are equivalent to say that (C :=)⋃1in Bi contains no repeated elements of Zv , where Bi is
the list of differences of Bi , i.e., Bi = {a − b | a,b ∈ Bi; a = b}. A special (gv, {ki | 1  i  n},1)-
OOC, C , with the property C = Zgv \ vZgv is said to be g-regular. In terms of combinatorial design
theory, such a family C is called a relative difference family, which is introduced in [9] as a natural
generalization of relative difference sets [31]. When g = 1, such a family is known as a difference family
[1,6]. We should mention that a g-regular (gv, {ki | 1 i  n},1)-OOC can generate a K-group divisible
design of type gv (or a (v, K ,1) pairwise balanced design when g = 1), where K = {ki | 1  i  n} [1].
Also, the g-regular property is important in view of recursive constructions of OOCs with λa = λc = 1
(or relative difference families) given in [9,10].
For a constant weight (v,k, λ)-OOC, C , if the number of codewords in C is maximum for given
v , k, and λ, C is called maximal. In [18], it was shown that a maximal (v,k, λ)-OOC is equivalent to
a combinatorial structure called maximal cyclic (λ + 1)-(v,k,1) packing, and an upper bound on the
maximum number M(v,k, λ) of codewords of a (v,k, λ)-OOC was given by applying the well-known
Johnson bound for constant weight codes as follows:
M(v,k, λ)
(
J (v,k, λ) :=)⌊1
k
⌊
v − 1
k − 1
⌊
v − 2
k − 2 · · ·
⌊
v − λ
k − λ
⌋
· · ·
⌋⌋⌋
. (1)
A maximal OOC attaining the bound (1) is called optimal. Also, in [15,16,18], some other upper and
lower bounds on M(n,k, λa, λc) were obtained. Most works on OOCs have been done for the case
when the weight of codewords is constant. In [16], it was shown that an optimal (n,3,1)-OOC exists
if and only if n = 6m + 2 with m ≡ 2 or 3 (mod 4). For the case k = 4 and λa = λc = 1, there
are many results and the only classes of n for which the existence was completely solved are n ≡
6 (mod 12) [19] and n ≡ 0 (mod 24) [12,13,19]. Recently, some good constructions of (n,k,1)-OOCs
for k = 4,5 and n = p2 with p primes were obtained [11]. For the case k = 4 and λa = λc = 2, some
constructions were investigated in relation to cyclic Steiner quadruple systems [14,17]. For known
constructions of constant weight OOCs with general weight, see [2–5,15,16,27,28,36] and references
therein. In particular, the problems to determine M(v,k, λ) with λ 2 and to construct maximal or
optimal OOCs are diﬃcult in general and remained largely unsettled. Therefore, it is also of interest
to consider a weaker problem to ﬁnd inﬁnite families of (v,k, λ)-OOCs, C , satisfying
lim
v→∞
|C|
J (v,k, λ)
= 1. (2)
Such families of OOCs are called asymptotically optimal.
The study of constant weight OOCs has applications in code-division multiple-access (CDMA)
communication systems using ﬁber-optic channels and for multimedia transmissions in ﬁber-optic
local-area networks. For related details, we refer to [25,26,29,30]. Also, in [37], it was introduced a
multimedia optical CDMA communication system employing variable weight OOCs. The advantage of
using variable weight OOCs is to support many situations in communication systems ﬂexibly and to
enable a larger number of codewords than that of constant weight OOCs [20]. In [37], an upper bound
on the number of codewords of a variable weight OOC was derived with the ratio of codewords of
weight ki as a parameter and constructions of (v, {ki | 1  i  n},1)-OOCs with small ki ’s were pre-
sented. It is not clear that variable weight OOCs are useful in practical applications if we do not know
the ratio of codewords of each weight in all codewords. However, the author would like to emphasize
that we can obtain sharp bounds on the weight of each codeword of variable weight OOCs obtained
in this paper, and by using our result we see that some optimal or asymptotically optimal constant
weight OOCs are included in those variable weight OOCs. In particular, we obtain two classes of new
optimal OOCs with λ = 1 and one class of new asymptotically optimal ones with λ = 2.
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liminary, we obtain tight bounds on cyclotomic numbers with high index using a result on character
sums over ﬁnite ﬁelds. In Section 3, we provide a construction of OOCs which is fundamental in this
paper, and by applying it and results in Section 2 to some known series of constant weight OOCs,
we obtain variable weight ones in which the weight of each codeword is lower and upper bounded.
As our main consequences, we obtain the following new series of optimal or asymptotically optimal
constant weight OOCs:
(i) an optimal ( q
2−1
e ,  q−(e−1)
√
q
e ,1)-OOC with e codewords for any prime power q and any positive
integer e dividing q2 − 1 with q (2e2 − e2 )2.
(ii) an optimal ( q
2+q+1
e ,  q+1−(e−1)
√
q
e ,1)-OOC with e codewords for any prime power q and any
positive integer e dividing q2 + q + 1 with q 4(e2 − 1)2.
(iii) an asymptotically optimal ( q
2−1
e ,  q−3(e−1)
√
q
e ,2)-OOC with e(q − 1) codewords for any prime
power q and any positive integer e dividing q2 − 1 with q − 3(e − 1)√q 3.
2. Preliminary on characters
Let q be a prime power and let Fq denote the ﬁnite ﬁeld with q elements. For a positive integer
e | q − 1, the cyclotomic cosets Ce,qi , 0 i  e − 1, of index e of Fq are deﬁned by Ce,qi = αi · 〈αe〉, where
α is a ﬁxed primitive root of Fq . The cyclotomic number (i, j)e is the value |(Ce,qi + 1) ∩ Ce,qj | (more
generally |(Ce,qi + 1) ∩ Ce
′,q
j |, not necessarily to be e = e′).
A multiplicative character of Fq is a function χ from F∗q to the set of complex numbers such that
χ(xy) = χ(x)χ(y) for (x, y) ∈ F∗q × F∗q . For each j = 0,1, . . . ,q − 2, the function χ j with
χ j
(
αh
)= e 2π√−1 jhq−1 for h = 0,1, . . . ,q − 2 (3)
deﬁnes a multiplicative character of Fq , where α is a primitive root of Fq . The multiplicative char-
acters of Fq form a cyclic group of order q − 1, called the character group of Fq , that is isomorphic
to the multiplicative group of Fq . This means that any multiplicative character can be expressed as
χ = χ j1 for some j. The multiplicative character χ0 of Fq is called trivial, which satisﬁes that χ0(c) = 1
for c ∈ F∗q . Furthermore, we extend the domain of multiplicative characters to all elements of Fq as
χ j(0) = 0 for all j = 0 and χ0(0) = 1. It is clear that the restriction of a multiplicative character of
order e of Fqm , the extension ﬁeld of Fq , satisfying gcd (e,
qm−1
q−1 ) = 1 to Fq is also a multiplicative
character of order e of Fq . For further properties and basic facts on characters of ﬁnite ﬁelds, see
[24,33].
Let A be a subset deﬁned on a given ﬁnite set X . We say that a function gA from X to Z such
that
gA(x) =
{
1 if x ∈ A,
0 otherwise,
is the characteristic function of A on X . It is easy to see that the characteristic function of each cyclo-
tomic coset Ce,qh with respect to a ﬁxed primitive root α ∈ Fq on F∗q is given by
gCe,qh
(x) = 1
e
e−1∑
i=0
ζ−ihe χ i(x), (4)
where ζe = e 2π
√−1
e , the primitive eth root of unity, and χ = χ q−1 for χ j in (3).e
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We need the following result given in [35].
Proposition 2.1 (A specialization of Corollary 2.4 in [35]). Let f i(X), 1  i  s, be pairwise non-conjugated
(with respect to Fq) monic irreducible polynomials over the extension ﬁeld Fqm . Let d be the degree of∏s
i=1 f i(X). Furthermore, let χi , 1  i  s, be multiplicative non-trivial characters of Fqm . Suppose that for
some 1  i  s, there is a root ξi of f i(X) such that χi is non-trivial on the set NormFqm (ξi)/Fqm (Fq(ξi)), the
relative norm of Fq(ξi) from Fqm (ξi) to Fqm . Then, it holds that
∣∣∣∣∣
∑
a∈Fq
s∏
i=1
χi
(
f i(a)
)∣∣∣∣∣ (dm − 1)√q.
In this section, by applying Proposition 2.1 we show the following two important lemmas, which
will be used in the next section.
Lemma 2.2. Let p be a prime and q be a prime power. Let m and e be positive integers such that m 2, e  2,
e | qm − 1, and gcd (e, qm−1qs−1 ) = 1 for s = p or s = 1 depending on whether m = ph or not. Then, for any
a ∈ Fqm \ Fq, it holds that
q − (e − 1)(m − 1)√q
e

∣∣(Fq + a) ∩ Ce,qmi ∣∣ q + (e − 1)(m − 1)
√
q
e
.
Proof. Let χ be the multiplicative character of order e of Fqm such that χ(αh) = e 2π
√−1h
e , where α
is a primitive root of Fqm . Note that χ is of order e in any subﬁeld of Fqm over Fq (except for the
subﬁeld Fq if m is a prime power) by the assumption. By (4), we have
∣∣(Fq + a) ∩ Ce,qmi ∣∣= 1e
∑
x∈Fq
e−1∑
	=0
ζ−i	e χ	(x+ a) =
1
e
e−1∑
	=1
ζ−i	e
∑
x∈Fq
χ	(x+ a) + q
e
.
By Proposition 2.1, we have
∣∣∣∣∣∣(Fq + a) ∩ Ce,qmi ∣∣− qe
∣∣∣∣ 1e
e−1∑
	=1
∣∣∣∣∑
x∈Fq
χ	(x+ a)
∣∣∣∣ (e − 1)(m − 1)
√
q
e
,
which completes the proof. 
Lemma 2.3. Let q be a prime power and e  2 be an integer such that e | q2 − 1. Then, it holds that
q − δ(e − 1)√q
e

∣∣(Cq−1,q2j + 1)∩ Ce,q2i ∣∣ q + δ(e − 1)
√
q
e
+ ,
where (δ, ) = (3,1) or (1,0) depending on whether j ≡ 0 (mod q − 1) or not.
To prove Lemma 2.3, we need the following:
Lemma 2.4. Let b ∈ F∗q , d ∈ F∗q2 \ {−1} and θ be any deﬁning element of Fq2 over Fq. Then bθ and b(1 +
d)−1(θq + dθ) are non-conjugated in Fq2 with respect to Fq.
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are conjugated. Furthermore, it is easy to see that each of θ = (1 + d)−1(θq + dθ) and θq = (1 +
d)−1(θq + dθ) implies θq = θ , which contradicts to the assumption. 
Proof of Lemma 2.3. Let χ be the multiplicative character of order e of Fq2 such that χ(α
h) =
e
2π
√−1h
e , where α is a primitive root of Fq2 . First, assume that j ≡ 0 (mod q − 1). By (4), we have
∣∣(Cq−1,q2j + 1)∩ Ce,q2i ∣∣= 1e
∑
x∈Cq−1j
e−1∑
	=0
ζ−i	e χ	(x+ 1)
= 1
e
∑
x∈Cq−10
e−1∑
	=1
ζ−i	e χ	
(
α(q−1)s+ jx+ 1)+ 1
e
∑
x∈Cq−10
χ0
(
α(q−1)s+ jx+ 1)
= 1
e(q − 1)
e−1∑
	=1
ζ−i	e χ	
(
α(q−1)s+ j
) ∑
x∈F∗
q2
χ	
(
xq−1 + α−(q−1)s− j)+ q + 1
e
.
Let θ be any deﬁning element of Fq2 over Fq . Then, we have
∑
x∈F∗
q2
χ	
(
xq−1 + α−(q−1)s− j)
=
∑
x∈F∗
q2
χ	
(
xq + α−(q−1)s− jx)χ−	(x)
=
∑
(a,b)∈F2q\{(0,0)}
χ	
(
(a + θb)q + α−(q−1)s− j(a + θb))χ−	(a + θb)
=
∑
(a,b)∈F2q\{(0,0)}
χ	
(
a
(
1+ α−(q−1)s− j)+ b(θq + α−(q−1)s− jθ))χ−	(a + θb)
=
∑
a∈Fq
∑
b∈F∗q
χ	
(
a
(
1+ α−(q−1)s− j)+ b(θq + α−(q−1)s− jθ))χ−	(a + θb)
+
∑
a∈F∗q
χ	
(
a
(
1+ α−(q−1)s− j))χ−	(a)
= χ	(1+ α−(q−1)s− j) ∑
b∈F∗q
∑
a∈Fq
χ	
(
a + b(θq + α−(q−1)s− jθ)(1+ α−(q−1)s− j)−1)χ−	(a + θb)
+ (q − 1)χ	(1+ α−(q−1)s− j).
Put u = 1+ α−(q−1)s− j and v = θq + α−(q−1)s− jθ . Note that for b ∈ F∗q , NormFq2 (−bθ)/Fq2 (Fq(−bθ)) =
Fq2 follows, and bθ and bu
−1v are non-conjugated with respect to Fq by Lemma 2.4. Then, by Propo-
sition 2.1, it holds that
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b∈F∗q
∑
a∈Fq
χ	
(
a + bu−1v)χ−	(a + θb)∣∣∣∣∑
b∈F∗q
∣∣∣∣∑
a∈Fq
χ	
(
a + bu−1v)χ−	(a + θb)∣∣∣∣
 3(q − 1)√q.
Thus, we get
∣∣∣∣∣∣∣(Cq−1,q2j + 1)∩ Ce,q2i ∣∣− q + 1e − 1e
e−1∑
	=1
ζ−i	e χ	
(
1+ α(q−1)s+ j)
∣∣∣∣∣ 3(e − 1)
√
q
e
,
where
1
e
e−1∑
	=1
ζ−i	e χ	
(
1+ α(q−1)s+ j)=
{
e−1
e if α
(q−1)s+ j + 1 ∈ Cei ,
− 1e otherwise,
which completes the proof for the case when j ≡ 0 (mod q − 1). For j ≡ 0 (mod q − 1), by noting
χ	(0) = 0 for 	 = 0, we have
∣∣(Cq−1,q20 + 1)∩ Ce,q2i ∣∣= 1e
∑
x∈Cq−10 \{−1}
e−1∑
	=0
ζ−i	e χ	(x+ 1)
= 1
e
∑
x∈Cq−10
e−1∑
	=1
ζ−i	e χ	(−x+ 1) +
1
e
∑
x∈Cq−10 \{−1}
χ0(x+ 1)
= 1
e(q − 1)
e−1∑
	=1
ζ−i	e
∑
x∈F∗
q2
χ	
(
xq−1 − 1)+ q
e
.
Since θ is a deﬁning element of Fq2 over Fq , by Proposition 2.1, we have
∣∣∣∣ ∑
x∈F∗
q2
χ	
(
xq−1 − 1)∣∣∣∣=
∣∣∣∣ ∑
(a,b)∈F2q\{(0,0)}
χ	
(
(a + θb)q − (a + θb))χ−	(a + θb)∣∣∣∣
=
∣∣∣∣χ	(θq − θ) ∑
b∈F∗q
χ	(b)
∑
a∈Fq
χ−	(a + θb)
∣∣∣∣

∑
b∈F∗q
∣∣∣∣∑
a∈Fq
χ−	(a + θb)
∣∣∣∣ (q − 1)√q,
which gives the assertion. 
3. Restriction of OOCs to subgroups
The following lemma plays an important role in the rest of this paper to get variable weight
OOCs.
172 K. Momihara / Finite Fields and Their Applications 17 (2011) 166–182Lemma 3.1. Let φ be themap from uZuv toZv deﬁned by φ(ux) = x for 0 x v−1. Let C = {Bi | 1 i  n}
be a (uv, {ki | 1 i  n}, λa, λc)-OOC with λa  λc . Deﬁne
Bi, j := φ
(
(Bi − j) ∩ uZuv
)
for 1 i  n and 0 j  u − 1.
Then, D = {Bi, j | 1 i  n; 0 j  u − 1; ki, j := |Bi, j| > λc} forms a (v, {ki, j | i ∈ I; j ∈ J }, λa, λc)-OOC
for some I ⊆ {1,2, . . . ,n} and J ⊆ {0,1, . . . ,u − 1}. Especially, when λa = λc = 1, D = φ(C ∩ uZuv)
holds.
Proof. Except for r = 0 and (i, j) = (i′, j′), we have
∣∣Bi, j ∩ (Bi′, j′ + r)∣∣= ∣∣φ((Bi − j) ∩ uZuv)∩ (φ((Bi′ − j′)∩ uZuv)+ r)∣∣
= ∣∣((Bi − j) ∩ uZuv)∩ (((Bi′ − j′)∩ uZuv)+ φ−1(r))∣∣
= ∣∣(Bi − j) ∩ (Bi′ − j′ + ur)∩ uZuv ∣∣

∣∣Bi ∩ (Bi′ + ur + j − j′)∣∣

{
λa if i = i′,
λc otherwise.
Noting that λa  λc , we get the ﬁrst assertion. When λa = λc = 1, for r ∈ Z∗v , we have
∑
i∈I
∑
j∈ J
∣∣Bi, j ∩ (Bi, j + r)∣∣= ∑
1in
∑
0 ju−1
∣∣Bi, j ∩ (Bi, j + r)∣∣
=
∑
1in
∑
0 ju−1
∣∣Bi ∩ (Bi + ur) ∩ (uZuv + j)∣∣
=
∑
1in
∣∣Bi ∩ (Bi + ur) ∩ Zuv ∣∣
=
{
1 if ur ∈ C,
0 otherwise,
which completes the proof. 
In the next three subsections, we provide some applications of Lemma 3.1 to obtain new series of
variable weight OOCs in which the weight of each codeword is upper and lower bounded.
3.1. Application to Moreno–Omrani–Kumar–Lu’s (qm − 1,q,1)-OOCs
In [28], Moreno et al. constructed an optimal (qm − 1,q,1)-OOC C = {Bi | 1 i  qm−1−1q−1 } for any
prime power q and any positive integer m > 1, whose arbitrary codeword Bi has the form Bi =
logα(Fq +a) for a suitable a ∈ Fqm not in the subﬁeld Fq , where α is a primitive root of Fqm and logα
is the logarithm function from F∗qm to Zqm−1 deﬁned by logα(αh) = h. It is easy to see that this OOC
has the property that C = Zqm−1 \ ( qm−1q−1 )Zqm−1, i.e., it is a (q − 1)-regular (qm − 1,q,1)-OOC. Now,
by applying Lemma 3.1 to this OOC, we obtain the following:
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and e | qm −1. ThenD = {Bi, j = φ((Bi − j)∩eZqm−1) | 0 j  e−1; Bi ∈ C; ki, j := |Bi, j| 2} for C above
forms a (gcd (q − 1, qm−1e ))-regular ( q
m−1
e , {ki, j | i ∈ I; j ∈ J },1)-OOC for some I ⊆ {1,2, . . . , q
m−1−1
q−1 } and
J ⊆ {0,1, . . . , e − 1}. In particular, if gcd (e, qm−1qs−1 ) = 1 for s = p or s = 1 depending on whether m = ph or
not, it holds that for any 1 i  q
m−1−1
e and 0 j  e − 1,
q − (e − 1)(m − 1)√q
e
 ki, j 
q + (e − 1)(m − 1)√q
e
.
Proof. We can assume e  2. Put u = e and v = qm−1e in Lemma 3.1. Then, D forms a
(gcd (q − 1, qm−1e ))-regular ( q
m−1
e , {ki, j | i ∈ I; j ∈ J },1)-OOC, where ki, j = |(Bi − j) ∩ eZqm−1|. For
some suitable a ∈ Fqm not in the subﬁeld Fq we have
∣∣(Bi − j) ∩ eZqm−1∣∣= ∣∣logα(Fq + a) ∩ (eZqm−1 + j)∣∣
= ∣∣logα(Fq + a) ∩ logα(Ce,qmj )∣∣
= ∣∣(Fq + a) ∩ Ce,qmj ∣∣.
Hence, by Lemma 2.2, we get the assertion. 
Remark 3.3.
(i) In Proposition 3.2, if m = 2 and e | q+ 1, we can explicitly calculate the values of k j = |(B1 − j)∩
eZq2−1|’s since the (q+ 1)st cyclotomic numbers (i, j)q+1 = |(Cq+1,q
2
i + 1)∩ Cq+1,q
2
j | can be easily
calculated as follows (also see [7]):
(i, j)q+1 =
{
0 if (i, j) = (0, i), (i, i) or (i,0) for i = 0,
q − 2 if (i, j) = (0,0),
1 otherwise.
Hence, the obtained OOC in Proposition 3.2 has the parameter ( q
2−1
e , { q+1e
(e−1)
,
q−e+1
e
(1)},1).
Therefore, we can claim that for any prime power q and any positive integer e dividing q + 1
with q 3e − 1 there exists a (q − 1)-regular ( q2−1e , { q+1e
(e−1)
,
q−e+1
e
(1)},1)-OOC.
(ii) When m = 2, since the (q − 1)-regular (q2 − 1,q,1)-OOC C = {B1} of [28] is just a cyclic
aﬃne (q + 1,q − 1,q,1) difference set, it is normalized as B1 = logα{x ∈ Fq2 | TrFq2 /Fq (x) = 1}
(see [6, Lemma 12.9]) and hence each k j = |(B1 − j) ∩ eZq2−1| is calculated as k j = |{x ∈ Fq2 |
TrFq2 /Fq (x) = 1; x ∈ α j〈αe〉}|, where TrFq2 /Fq is the relative trace from Fq2 to Fq . Then, by (4) we
have
k j = 1
e
e−1∑
	=1
ζ
− j	
e E2
(
χ	,1
)+ q
e
, (5)
where Em(χ,a) :=∑x∈Fqm ;TrFqm /Fq=a χ(x) for a multiplicative character χ of Fqm , called a gener-
alized Eisenstein sum [24]. Especially, when e | q − 1, by using Lemmas 2 and 6 of [23] (or [21,
Proposition 4.3]), it is immediate to see
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∣∣{x ∈ Fq2 ∣∣ TrFq2 /Fq (x) = 1; NormFq2 /Fq (x) ∈ γ j 〈γ e〉}∣∣
= 1
e
(
q −
e−1∑
i=1
J2
(
χ−i
)
χ i
(
γ j
))
,
where γ = αq+1 is a primitive root of Fq , χ is a multiplicative character of order e of Fq , and
J2(χ−i) =∑x∈Fq χ−i(x)χ−i(1− x) is a Jacobi sum. In [8,21–23,34], explicit values of Jacobi sums
for small e or for large but special e are calculated, and hence we can calculate the values of k j ’s
for some e. For example, when e = 2 and q is odd, since J2(χ) = (−1)(q+1)/2 (see [22]), we have
k j =
{ 1
2 (q − (−1)(q+1)/2) if j = 0;
1
2 (q + (−1)(q+1)/2) if j = 1.
When e = 3 and 3 | q − 1, by using the result (25) of [21, Section 4], we can have
k j =
⎧⎨
⎩
q+(−1)r(ζ 2 j3 λr+ζ j3 λ¯r)
3 if p ≡ 1 (mod 3);
q+(−1)r/2(∑2i=1 ζ i j3 )√q
3 if p ≡ 2 (mod 3);
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
q+(λr+λ¯r)
3 if p ≡ 1 (mod 3), r is even, and j ≡ 0 (mod 3);
q+(ζ 2 j3 λr+ζ j3 λ¯r)
3 if p ≡ 1 (mod 3), r is even, and j ≡ 0 (mod 3);
q−(λr+λ¯r)
3 if p ≡ 1 (mod 3), r is odd, and j ≡ 0 (mod 3);
q−(ζ 2 j3 λr+ζ j3 λ¯r)
3 if p ≡ 1 (mod 3), r is odd, and j ≡ 0 (mod 3);
q+2√q
3 if p ≡ 2 (mod 3), r/2 is even, and j ≡ 0 (mod 3);
q−√q
3 if p ≡ 2 (mod 3), r/2 is even, and j ≡ 0 (mod 3);
q−2√q
3 if p ≡ 2 (mod 3), r/2 is odd, and j ≡ 0 (mod 3);
q+√q
3 if p ≡ 2 (mod 3), r/2 is odd, and j ≡ 0 (mod 3);
where q = pr with p a prime and λ = x+
√−3y
2 with the condition x ≡ 1 (mod 3), y ≡ 0 (mod 3),
4p = x2 + 3y2, and 3y ≡ (2γ (p−1)/3 + 1)x (mod p) for γ = α(pr−1)/(p−1) (α is a primitive root
of Fq). On the other hand, for large e, for example when q = p2uv with p a prime and e | pu + 1
with e > 2, by using [23, Theorem 4], we can have
k j =
⎧⎪⎪⎨
⎪⎪⎩
q−1
e if e even and j odd;
q+	−1−(−1)v	√q
e if e odd and j ≡ 0 (mod e) or e even, j even, and j ≡ 0 (mod e);
q+	−1−(−1)v−1(e−	)√q
e if e odd and j ≡ 0 (mod e) or e even and j ≡ 0 (mod e),
where 	 = gcd (2, e). Of course, we can continue to calculate the values of ki ’s explicitly for fur-
ther e, however, all of our results depend on the results of [8,21–23,34], in particular [21,23].
Example 3.4. Put (q,m, e) = (19,2,3) in Proposition 3.2 (Remark 3.3(ii)) and ﬁx a primitive root
α ∈ Fq2 as a root of the irreducible polynomial f (x) = x2 + 13x+ 10 over Fq .
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{
x ∈ Fq2
∣∣ TrFq2 /Fq (x) = 1}
= {20,53,68,82,118,129,145,184,186,203,212,235,256,257,281,287,291,294,299}
forms an 18-regular (360,19,1)-OOC. Then for B1, j = φ((B1 − j) ∩ eZqm−1), we have
B1,0 = {43,62,97,98},
B1,1 = {27,39,48,61,78,85},
B1,2 = {6,17,22,67,70,85,93,95,99},
and D = {B1,0, B1,1, B1,2} forms a 6-regular (120, {4,6,9},1)-OOC.
3.2. Application to Singer’s ( q
m+1−1
q−1 ,q + 1,1)-OOCs
It is well known [6,16] that the points and lines of a projective geometry PG(m,Fq) form a cyclic
Steiner (2,q + 1, qm+1−1q−1 ) design, which provides a maximal ( q
m+1−1
q−1 ,q + 1,1)-OOC, C , with q
m−1
q2−1 or
qm−q
q2−1 codewords which is 1-regular or (q + 1)-regular depending on whether m is even or odd. Each
block of the OOC is, without loss of generality, expressed as Bi = logα(a+Fqb)∪{logα(b)} for suitable
a,b ∈ F∗
qm+1 with ab
−1 /∈ Fq , the subﬁeld of Fqm+1 , reducing modulo q
m+1−1
q−1 , where α is a primitive
root of Fqm+1 . Note that it holds that |Bi (mod qm+1 − 1)| = |Bi (mod q
m+1−1
q−1 )|. Now, by applying
Lemma 3.1 to this OOC, we obtain the following:
Proposition 3.5. Let p be a prime and q be a prime power. Letm and e be positive integers such that e | qm+1−1q−1 .
Then D = {Bi, j = φ((Bi − j) ∩ eZ qm+1−1
q−1
) | 0  j  e − 1; Bi ∈ C; ki, j := |Bi, j|  2} for C above forms a
(
qm+1−1
e(q−1) , {ki, j | i ∈ I; j ∈ J },1)-OOC for some I ⊆ {1,2, . . . ,  q
m−1
q2−1 } and J ⊆ {0,1, . . . , e − 1}, which is 1-
regular or ( q+1e )-regular depending on whether m is even or odd, respectively. In particular, if m+ 1= ph and
gcd (e, q
m+1−1
qp−1 ) = 1, it holds that for any 1 i   q
m−1
q2−1  and 0 j  e − 1,
q − (e − 1)m√q
e
 ki, j 
q + (e − 1)m√q
e
+ 1.
Proof. We can assume e  2. Put u = e and v = qm+1−1e(q−1) in Lemma 3.1. Then D forms a 1-regular or
(
q+1
e )-regular (
qm+1−1
e(q−1) , {ki, j | i ∈ I; j ∈ J },1)-OOC, where ki, j = |(Bi − j)∩ eZ qm+1−1
q−1
|. For some suitable
a,b ∈ F∗
qm+1 with ab
−1 /∈ Fq , we have
∣∣(Bi − j) ∩ eZ qm+1−1
q−1
∣∣= ∣∣(logα(a + Fqb) ∪ {logα(b)})∩ (eZqm+1−1 + j)∣∣
= ∣∣((a + Fqb) ∪ {b})∩ Ce,qm+1j ∣∣
= ∣∣(Fq + ab−1)∩ b−1Ce,qm+1j ∣∣+ ∣∣{1} ∩ b−1Ce,qm+1j ∣∣.
Hence, by Lemma 2.2, we obtain the assertion. 
176 K. Momihara / Finite Fields and Their Applications 17 (2011) 166–182Remark 3.6. When m = 2, since the 1-regular (q2 + q + 1,q + 1,1)-OOC C = {B1} of [16] is just a
Singer (q2 +q+1,q+1,1) difference set, it is normalized as B1 = {xF∗q | x ∈ F∗q3 ; TrFq3 /Fq (x) = 0} over
F
∗
q3
/F∗q( Zq2+q+1) (see [32, Theorem 1.2.10]) and hence each k j = |(B1 − j)∩ eZq2+q+1| is calculated
as k j = 1q−1 |{x ∈ Fq3 | TrFq3 /Fq (x) = 0; x ∈ α j〈αe〉}|. Then, by (4) we have
k j = 1
e(q − 1)
e−1∑
	=1
ζ
− j	
e E3
(
χ	,0
)+ q + 1
e
, (6)
where E3(χ	,0) is a generalized Eisenstein sum. Let ψ be the canonical additive character of Fq3
and let G(ψ,χ	) :=∑x∈Fq3 ψ(x)χ	(x) be a Gauss sum. It is well known that |G(ψ,χ	)| = q3/2 for
non-trivial χ	 in Fq3 [24]. Since for 	 = 0
E3
(
χ	,0
)= 1
q
∑
x∈Fq3
∑
c∈Fq
ψ(cx)χ	(x) = 1
q
∑
x∈Fq3
∑
c∈F∗q
ψ(cx)χ	(cx)χ−	(c)
= 1
q
G
(
ψ,χ	
)(∑
c∈F∗q
χ−	(c)
)
and
∑
c∈F∗q
χ−	(c) =
{
0 if χ−	 is non-trivial on Fq;
q − 1 if χ−	 is trivial on Fq,
we have |E3(χ	,0)| = 0 or (q − 1)q1/2, which provides the improved bound
q + 1− (e − 1)q1/2
e
 k j 
q + 1+ (e − 1)q1/2
e
. (7)
Especially, when e | q − 1 with e | q3−1q−1 (which implies that e = 3), by using Lemmas 2 and 5 of [23]
(or [21, Proposition 4.2]), it is immediate to see
k j = 1
q − 1
∣∣{x ∈ Fq3 ∣∣ TrFq3 /Fq (x) = 0;NormFq3 /Fq (x) ∈ γ j 〈γ 3〉}∣∣
= 1
3
(
q + 1−
2∑
i=1
J3
(
χ−i
)
χ i
(
γ j
))
,
where γ = αq2+q+1 is a primitive root of Fq , χ is a multiplicative cubic character of Fq , and
J3(χ−i) = ∑x1∈Fq ∑x2∈Fq χ−i(x1)χ−i(x2)χ−i(1 − x1 − x2) is a Jacobi sum. In [21,23], explicit val-
ues of these Jacobi sums are calculated, and hence we can calculate the values of k j ’s similar to
Remark 3.3(ii). In fact, by using the result (20) of [21, Section 4], we can have
k j =
⎧⎨
⎩
q+1−(−1)r(ζ 2 j3 λr+ζ j3 λ¯r)
3 if p ≡ 1 (mod 3);
q+1−(−1)r/2(∑2i=1 ζ i j3 )√q if p ≡ 2 (mod 3);3
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
q+1−(λr+λ¯r)
3 if p ≡ 1 (mod 3), r is even, and j ≡ 0 (mod 3);
q+1−(ζ 2 j3 λr+ζ j3 λ¯r)
3 if p ≡ 1 (mod 3), r is even, and j ≡ 0 (mod 3);
q+1+(λr+λ¯r)
3 if p ≡ 1 (mod 3), r is odd, and j ≡ 0 (mod 3);
q+1+(ζ 2 j3 λr+ζ j3 λ¯r)
3 if p ≡ 1 (mod 3), r is odd, and j ≡ 0 (mod 3);
q+1−2√q
3 if p ≡ 2 (mod 3), r/2 is even, and j ≡ 0 (mod 3);
q+1+√q
3 if p ≡ 2 (mod 3), r/2 is even, and j ≡ 0 (mod 3);
q+1+2√q
3 if p ≡ 2 (mod 3), r/2 is odd, and j ≡ 0 (mod 3);
q+1−√q
3 if p ≡ 2 (mod 3), r/2 is odd, and j ≡ 0 (mod 3);
where q = pr with p a prime and λ = x+
√−3y
2 with the condition x ≡ 1 (mod 3), y ≡ 0 (mod 3), 4p =
x2 + 3y2, and 3y ≡ (2γ (p−1)/3 + 1)x (mod p) for γ = α(pr−1)/(p−1) (α is a primitive root of Fq). For
example, we can claim that there exists a 1-regular ((q2 + q + 1)/3, { q+1−
√
q
3
(2)
,
q+1+2√q
3
(1)},1)-OOC
for any prime power q = pr with p a prime such that q − √q 5, p ≡ 2 (mod 3), and r ≡ 2 (mod 4).
Example 3.7. Put (q,m, e) = (13,2,3) and ﬁx a primitive root α ∈ Fq3 as a root of the irreducible
polynomial f (x) = x3 + 2x2 + 9x+ 2 over Fq . Let
B1 =
{
xF∗q
∣∣ x ∈ F∗q3; TrFq3/Fq (x) = 0} over F∗q3/F∗q
= {7,53,61,80,81,85,91,122,125,138,140,147,161,173} ⊂ Z183
and then C = {B1} is a 1-regular (183,14,1)-OOC (i.e., B1 is a cyclic difference set). Then, for B1, j =
φ((B1 − j) ∩ eZq2+q+1) we have
B1,0 = {27,46,49}, B1,1 = {2,20,28,30}, B1,2 = {17,26,46,53,40,41,57},
and D = {B1,0, B1,1, B1,2} forms a 1-regular (61, {3,4,7},1)-OOC with 3 codewords.
3.3. Application to Chung–Kumar’s (q2 − 1,q + 1,2)-OOCs
In [15], Chung et al. found a construction of maximal (q2 − 1,q + 1,2)-OOCs for any prime
power q. Here is the construction: Let q be a prime power and α a primitive root of Fq2 . Set
Bi = logα(Cq−1,q
2
i +1) and C = {Bi | 1 i  q−2}. Then C forms the desired maximal (q2−1,q+1,2)-
OOC. It is easy to see that the set C′ = C ∪ {B0 = logα(Cq−1,q
2
0 \ {−1} + 1)} forms a (q2 − 1, {(q +
1)(q−2),q(1)},2)-OOC by a similar proof of Construction 1 in [15]. Now, by applying Lemma 3.1 to this
OOC, we get the following:
Proposition 3.8. Let q be a prime power and e be a positive integer such that e | q2 − 1. Then D = {Bi, j =
φ((Bi − j)∩ eZq2−1) | 0 j  e − 1; Bi ∈ C′; ki, j := |Bi, j| 3} for C′ above forms a ( q
2−1
e , {ki, j | i ∈ I; j ∈
J },2)-OOC for some I ⊆ {0,1, . . . ,q − 2} and J ⊆ {0,1, . . . , e − 1}. In particular, for any 0 i  q − 2 and
0 j  e − 1, it holds that
q − 3(e − 1)√q
e
 ki, j 
q + 3(e − 1)√q
e
+ 1.
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i ∈ I; j ∈ J },2)-OOC, where ki, j = |(Bi − j) ∩ eZq2−1|. Note that
∣∣(Bi − j) ∩ eZq2−1∣∣= ∣∣logα(Cq−1,q2i \ {−1} + 1)∩ (eZq2−1 + j)∣∣
= ∣∣logα(Cq−1,q2i \ {−1} + 1)∩ logα(Ce,q2j )∣∣
= ∣∣(Cq−1,q2i + 1)∩ Ce,q2j ∣∣.
Hence, by Lemma 2.3, we get the assertion. 
Example 3.9. Put (q,m, e) = (11,2,2) in Proposition 3.8 and set
B0 = {7,12,13,20,23,51,77,81,98,100,118},
B1 = {3,4,16,27,30,33,44,56,57,65,90,115},
B2 = {2,14,17,18,19,22,34,60,67,78,89,96},
B3 = {9,15,31,43,45,50,70,74,94,99,101,113},
B4 = {21,36,42,48,63,85,93,95,102,109,111,119},
B5 = {1,6,11,28,29,53,64,66,68,79,103,104},
B6 = {5,8,24,37,41,47,49,55,59,72,88,91},
B7 = {10,38,52,58,61,71,76,92,97,107,110,116},
B8 = {32,40,75,80,84,86,87,105,106,108,112,117},
B9 = {25,26,35,39,46,54,62,69,73,82,83,114}.
Note that the family C = {Bi | 0 i  9} is a (120, {12(9),11(1)},2)-OOC constructed using cyclotomic
cosets of index q − 1. Then, for Bi, j = φ((Bi − j) ∩ eZq2−1) we have
B0,0 = {6,10,49,50,59}, B0,1 = {3,6,11,25,38,40},
B1,0 = {2,8,15,22,28,45}, B1,1 = {1,13,16,28,32,57},
B2,0 = {1,7,9,11,17,30,39,48}, B2,1 = {8,9,33,44},
B3,0 = {25,35,37,47}, B3,1 = {4,7,15,21,22,49,50,56},
B4,0 = {18,21,24,51}, B4,1 = {10,31,42,46,47,54,55,59},
B5,0 = {3,14,32,33,34,52}, B5,1 = {0,5,14,26,39,51},
B6,0 = {4,12,36,44}, B6,1 = {2,18,20,23,24,27,29,45},
B7,0 = {5,19,26,29,38,46,55,58}, B7,1 = {30,35,48,53},
B8,0 = {16,20,40,42,43,53,54,56}, B8,1 = {37,43,52,58},
B9,0 = {13,23,27,31,41,57}, B9,1 = {12,17,19,34,36,41},
and D = {Bi, j | 0 i  9; j = 0,1} forms a (60, {4(6),5(1),6(7),8(6)},2)-OOC with 20 codewords.
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In this subsection, we discuss about maximality and optimality of the OOCs obtained in the pre-
vious subsections. It is clear that we cannot add further codewords to the ( q
m+1−1
e(q−1) , {ki | 1  i 
e qm−1
q2−1 },1)-OOC of Proposition 3.5 when m is even since it is 1-regular, i.e., every nonzero ele-
ment of Z qm+1−1
e(q−1)
is expressed as a difference in a codeword exactly once. In this sense, the OOCs are
maximal with respect to the number of codewords. When m is odd, it is impossible to add any code-
word B such that |B|(|B|−1) q+1e to the OOC of Proposition 3.5 since it is ( q+1e )-regular. Hence, the
OOC is maximal when we consider only the class of variable weight OOCs, where the weight of each
codeword is lower bounded by k =  q−(e−1)m
√
q
e  with k(k − 1) q+1e . Similarly, the OOC of Proposi-
tion 3.2 is maximal when we consider only variable weight OOCs, where the weight of each codeword
is lower bounded by k =  q−(e−1)(m−1)
√
q
e  with k(k − 1) gcd (q − 1, q
m−1
q−1 ). Furthermore, we can see
that the obtained variable weight OOCs in this paper are good in view of the number of codewords
as follows: we can get a (v,k, λa, λc)-OOC with n codewords, where k = min{ki | 1  i  n}, by re-
moving arbitrary ki − k elements from each Bi ∈ C if there exists a (v, {ki | 1 i  n}, λa, λc)-OOC C .
Hence, we immediately obtain the following constant weight OOCs from variable weight OOCs in the
previous subsections:
Corollary 3.10. Let p be a prime and q be a prime power. Let D be a ( qm−1e , {ki, j | 1  i  q
m−1−1
q−1 ; 0 
j  e − 1},1)-OOC obtainable via Proposition 3.2 satisfying  q−(e−1)(m−1)
√
q
e  2 and gcd (e, q
m−1
qs−1 ) = 1 for
s = p or s = 1 depending on whether m = ph or not. Then there exists a constant weight ( qm−1e ,k,1)-OOC
with e(q
m−1−1)
q−1 codewords, where k is the minimum weight of codewords in D. A suﬃcient condition for this
OOC to be optimal is that m = 2 and
e(q2 − e − 1)
(q − (e − 1)√q)(q − (e − 1)√q − e) < e + 1. (8)
Proof. The inequality  q−(e−1)(m−1)
√
q
e  2 is a suﬃcient condition for ki, j = |Bi, j| 2 for all i and j.
It is suﬃcient to check that the number e of codewords meets the bound (1) when m = 2. Set v =
q2−1
e and k
′ = q−(e−1)
√
q
e . We have k k′ and hence we can write
e 
⌊
v − 1
k(k − 1)
⌋

⌊
v − 1
k′(k′ − 1)
⌋
 v − 1
k′(k′ − 1) =
e(q2 − e − 1)
(q − (e − 1)√q)(q − (e − 1)√q − e) < e + 1,
which gives  v−1k(k−1)  = e, i.e., the assertion. 
Corollary 3.11. Let D be a ( qm+1−1e(q−1) , {ki, j | 1  i   q
m−1
q2−1 ; 0  j  e − 1},1)-OOC obtainable via
Proposition 3.5 satisfying that  q−(e−1)m
√
q
e   2, m + 1 = ph is a prime power with p a prime, and
gcd (e, q
m+1−1
qp−1 ) = 1. Then there exists a constant weight ( q
m+1−1
e(q−1) ,k,1)-OOC with e q
m−1
q2−1  codewords, where
k is the minimumweight of codewords inD. A suﬃcient condition for this OOC to be optimal is that m = 2 and
e(q2 + q + 1− e)
(q − 2(e − 1)√q)(q − 2(e − 1)√q − e) < e + 1. (9)
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√
q
e   2 is a suﬃcient condition for ki, j = |Bi, j|  2 for all i and j.
Similar to Corollary 3.10, set v = q2+q+1e and k′ = q−2(e−1)
√
q
e . Then, we have k k′ and hence we can
write
e 
⌊
v − 1
k(k − 1)
⌋

⌊
v − 1
k′(k′ − 1)
⌋
 v − 1
k′(k′ − 1) =
e(q2 + q + 1− e)
(q − 2(e − 1)√q)(q − 2(e − 1)√q − e) < e + 1,
which gives  v−1k(k−1)  = e, i.e., the assertion. 
By using the bound (7) of Remark 3.6, the above corollary is immediately improved as follows:
Corollary 3.12. Let D be a ( q2+q+1e , {k1, j | 0 j  e − 1},1)-OOC obtainable via Remark 3.6 satisfying that
 q+1−(e−1)
√
q
e  2. Then there exists a constant weight ( q
2+q+1
e ,k,1)-OOC with e codewords, where k is the
minimum weight of codewords inD. A suﬃcient condition for this OOC to be optimal is that
e(q2 + q + 1− e)
(q + 1− (e − 1)√q)(q + 1− (e − 1)√q − e) < e + 1. (10)
Corollary 3.13. Let D be a ( q2−1e , {ki, j | 0  i  q − 2; 0  j  e − 1},1)-OOC with  q−3(e−1)
√
q
e   3
obtainable via Proposition 3.8. Then there exists a constant weight ( q
2−1
e ,k,1)-OOC with e(q− 1) codewords,
where k is the minimum weight of codewords inD. This series of OOCs is asymptotically optimal.
Proof. The inequality  q−3(e−1)
√
q
e  3 is a suﬃcient condition for ki, j = |Bi, j| 3 for all i and j. Put
v = q2−1e and k′ = q−3(e−1)
√
q
e . Then we have k k′ and
1 J (v,k,2)
e(q − 1) 
J (v,k′,2)
e(q − 1)
 (q
2 − 1− e)(q2 − 1− 2e)
(q − 1)(q − 3(e − 1)√q)(q − 3(e − 1)√q − e)(q − 3(e − 1)√q − 2e) → 1
as q → ∞, which shows the assertion. 
Note that the conditions (8), (9), and (10) are satisﬁed if q  (2e2 − e2 )2, q  (4e2 − e)2, and
q 4(e2 − 1)2, respectively. Recalling that k k′ , we also get the following:
Corollary 3.14.
(i) Let p be a prime and q be a prime power. Let m and e be positive integers such that m  2, e | qm − 1,
 q−(e−1)(m−1)
√
q
e   2, and gcd (e, q
m−1
qs−1 ) = 1 for s = p or s = 1 depending on whether m = ph or not.
Then there exists a ( q
m−1
e ,  q−(e−1)(m−1)
√
q
e ,1)-OOC with e(q
m−1−1)
q−1 codewords. In particular, it is opti-
mal provided that m = 2 and q (2e2 − e2 )2 .
(ii) Let q be a prime power and let m and e be positive integers such that m 2, e | qm+1−1q−1 ,  q−(e−1)m
√
q
e 
2, m + 1 = ph is a prime power with p a prime, and gcd (e, qm+1−1qp−1 ) = 1. Then there exists a
(
qm+1−1
e(q−1) ,  q−(e−1)m
√
q
e ,1)-OOCwith e q
m−1
q2−1  codewords. In particular, it is optimal provided thatm = 2
and q (4e2 − e)2 .
K. Momihara / Finite Fields and Their Applications 17 (2011) 166–182 181(ii)′ Let q be a prime power and let e be a positive integers such that e | q2 + q + 1 and  q+1−(e−1)
√
q
e  2.
Then there exists a ( q
2+q+1
e ,  q+1−(e−1)
√
q
e ,1)-OOC with e codewords. In particular, it is optimal pro-
vided that q 4(e2 − 1)2 .
(iii) Let q be a prime power and e be a positive integer dividing q2 −1 such that  q−3(e−1)
√
q
e  3. Then there
exists an asymptotically optimal ( q
2−1
e ,  q−3(e−1)
√
q
e ,2)-OOC with e(q − 1) codewords.
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