ABSTRACT
INTRODUCTION
In every living organism, the subsets of its gene expression differ across types, stages and conditions. Given a specific condition and stage, there are particular genes expressed. Measuring these gene expression levels across different stages in different tissues or cells, or under different conditions, is very important and useful to understand and interpret the biological process. For a long time, biologists dreamed of getting information about all genes in a genome and the ability to study the complex interplay of all genes simultaneously. The emergence of the microarray technique provides for the fulfillment of this dream. The microarray technique enables the massively parallel measurement of gene expression of thousands genes simultaneously. There are many potential applications for the microarray technique, such as identification of genetic diseases, discovery of new drugs and toxicology studies. The wide application of microarray technologies now generates very large amounts of data. As a result, there is an increasing need for technology that can extract useful and rational fundamental patterns of gene expression from the data. Clustering technology is one of the most useful and popular methods for identifying these patterns.
Generally, there are two classes of cluster algorithms, hierarchical and non-hierarchical. Both have been successfully used in the analysis of gene expression data. Hierarchical agglomerative clustering (HAC) has been used to cluster two spotted DNA microarray datasets (Eisen et al., 1998) and to cluster central nervous system gene expression data from rats (Wen et al., 1998) . Dopazo et al. (1997) proposed a self-organizing tree algorithm for clustering gene expression patterns. With regard to non-hierarchical clustering, many algorithms have been applied. Examples of this approach include using (1) a self-organizing map (SOM) to analyze the expression patterns of 6000 human genes (Tamayo et al., 1999) , (2) K-means to cluster 3000 yeast gene microarray data (Tavazoie et al., 1999) , (3) a graphtheoretic algorithm to extract high probability gene structures from gene expression data (Ben-Dor and Yakini, 1999) , (4) a heuristic two-step adaptive quality-based algorithm (Smet et al., 2002) and (5) a clustering algorithm based on probability models (Yeung et al., 2001) . Both the hierarchical and non-hierarchical algorithms attempt to find groups of genes that exhibit highly similar expression. Compared with non-hierarchical clustering, hierarchical clustering can find different levels of similarity in the gene expression data, and then detect trends and generalization information.
Traditional HAC algorithm has several drawbacks (Tamayo et al., 1999; Luo et al., 2003) . Recently, a new self-organizing neural network-based hierarchical clustering algorithm called the self-organizing tree algorithm (SOTA) has been proposed (Dopazo et al., 1997; Herrero et al., 2001) . SOTA is based on the Kohonen's SOM (Kohonen, 1997 ) and Fritzke's growing cell structures (Fritzke, 1994) . The SOTA output is a binary tree topological neural network. Compared with HAC, SOTA uses a neural network mechanism and it is robust to noise data. However, as in HAC, its topological structure also has a fixed hierarchical topology, which can affect the final clustering result.
Nearly all hierarchical clustering techniques that include the tree structure have two short comings: (1) they do not properly represent hierarchical relationships and (2) once the data are assigned improperly to a given cluster it cannot later be reevaluated and placed in another cluster.
In this paper, we propose a new hierarchical clustering algorithm: the dynamically growing self-organizing tree (DGSOT) algorithm, which can overcome these shortcomings. The DGSOT dynamically optimizes the number of clusters at each hierarchical level with the cluster validation criteria during the tree construction process. Then the hierarchy constructed by the DGSOT algorithm can properly represent the hierarchical structure of the underlying dataset, which improves the accuracy of final clustering result. In addition, we also propose a K-level up distribution (KLD) mechanism. The data improperly clustered in early hierarchical clustering stages will have a chance to be reevaluated during the later hierarchical growing stages. Then the final cluster result will be more accurate. The DGSOT algorithm combines with KLD mechanism constitutes demonstrable, qualitative improvement over traditional solutions to the hierarchical clustering problem.
ALGORITHMS

Dynamically growing self-organizing tree algorithm
The DGSOT is a tree structure self-organizing neural network designed to discover the proper hierarchical structure of the underlying data. The DGSOT grows vertically and horizontally. In each vertical growth, the DGSOT adds two children to the leaf whose heterogeneity is greater than a threshold and turns it to a node. In each horizontal growth, the DGSOT dynamically finds the proper number of children (subclusters) of the lowest level nodes. Each vertical growth step is followed by a horizontal growth step. This process continues until the heterogeneity of all leaves is less than a threshold T R . During vertical and horizontal growth, a learning process similar to the SOTA is adopted. The pseudocode of DGSOT is shown in Table 1 . Figure 1 shows an example of the DGSOT algorithm working. Initially there is only one root node (Fig. 1A ). All the input data are associated with the root and the reference vector of the root node is initialized with the centroid of the data (Table 1 , lines 2-6). When vertical growth is invoked (Table 1, lines 9-19) , two children are added to the root node. All input data associated with the root node are distributed between these children by employing a learning process (Fig. 1B) . Following vertical growth, horizontal growth is invoked (Table 1, lines 21-36) to determine the proper number of children for the root. In this example, three leaves are proper (Fig. 1C ). After this, the heterogeneities of the leaves are checked to determine whether to expand to another level or not. The answer is yes in this example, and a new vertical growth step is invoked. Two children are added to the leaves (L1, L3) whose heterogeneity are greater than the threshold (Fig. 1D ) and turn them to nodes (N1, N3). All input data are distributed again with the learning process and a new horizontal growth begins (Fig. 1E ). This process continues until the heterogeneity of all the leaves (indicated by empty cycle in Fig. 1 ) is less than the threshold. In DGSOT, each leaf represents a cluster that includes all data associated with it. The reference vector of a leaf is the centroid of all data associated with it. Therefore, all reference vectors of the leaves form a Voronoi set of the original dataset and each internal node represents a cluster that includes all data associated with its leaf descendants. The reference vector of an internal node is the centroid of all data associated with its leaf descendents. The internal nodes of each hierarchical level also form a Voronoi set of the dataset with a different resolution.
The time complexity algorithm of DGSOT is similar to SOTA. Let d be the branch factor of the DGSOT. Then, the height of the DGSOT will be log d M, where M is the number of nodes in the hierarchy. For a full DGSOT tree (each leaf node associated with one data), the M is O (N) where N is the number of data. Let J be the average number of learning iterations for each learning process. While the relative error of the entire tree is less than T E 36 While the horizontal growing flag of all lowest level node are false 37 While the heterogeneity of all leaf nodes are less than the threshold T R (see Section 2.1.2) Thus, the time complexity factor for building a full DGSOT
, where J * N and d * J * N are due to the time complexity of vertical growing and horizontal growing, respectively. Note that both J and d are usually a small value as compared to N . Hence, we can treat J and d as constants, and the complexity will be O(cN
The height of the DGSOT tree is controlled by the vertical growing threshold, namely the heterogeneity threshold of the leaf node. If only upper level patterns are needed the heterogeneity threshold can be set to larger value and the DGSOT can stop early stages. Then the height of the DGSOT can also be a constant and the time complexity of DGSOT can be reduced to O(N), namely approximately linear. (Dopazo et al., 1997) , the learning process consists of a series of procedures to distribute all the data to the leaves and update the reference vectors in DGSOT. Each procedure is called a cycle. Each cycle contains a series of epochs. Each epoch consists of a presentation of all the input data and each presentation has two steps, namely, finding the best matching node and updating the reference vector. The input data are only compared with the leaf nodes determined by the KLD mechanism to be the best matching node, which is known as the winner. The leaf node c that has the minimum distance to the input data x is the best match node (the winner).
Learning process Similar to SOTA
After a winner c is found, the reference vectors of the winner and its neighborhood will be updated using the following function:
where ϕ(t) is the learning function:
and η(t) is the learning rate function, α is the learning constant and t is the time parameter. The convergence of the algorithm depends on a proper choice of α and η(t). At the beginning of the learning function, η(t) should be close to 1; thereafter, it decreases monotonically. One choice can be η(t) = 1/t. The neighborhood of the winner includes the winner, the parent node of the winner, and the siblings of the winner that are leaf (Fig. 2) . Updating the reference vector of the siblings is important so that data that are dissimilar to each other are brought into a different subtree. The α of the winner, the parent node and the sibling nodes will have different values. Parameters α w , α m and α s are used for the winner, the parent node and the siblings, respectively. The order of the parameters is set as α w > α s > α m . This is different from the SOTA setting, which is α w > α m > α s . In SOTA, an in-order traversal strategy is used to determine the topological relationship in the neighborhood. While in DGSOT, a post-order traversal strategy is used to determine the topological relationship in the neighborhood. In our opinion, only the non-equal α w and α s are critical to partitioning the input dataset into different leaves. The goal of updating the parent node's reference vector is to make it more precisely represent all the data associated with its children. The Error of the tree, which is defined as the summation of the distance of each input data to the corresponding winner, is used to monitor the convergence of the learning process. A learning process has converged when the relative increase of Error of the tree falls below a given threshold (Dopazo et al., 1997) ,
Vertical growth
In DGSOT, a non-greedy vertical growing strategy is used. During vertical growth, any leaf whose heterogeneity is greater than a threshold will change itself to a node and create two descendent leaves. The reference vectors of these leaves will be initialized by their corresponding parent's vectors. The vertical growth process will continue until the heterogeneities of all leaves are less than the threshold. There are several ways to determine the heterogeneity of a leaf. One is the variability (Herrero et al., 2001) , which is defined as the maximum distance among the input data associated with the leaf node. The threshold of the variability can be determined by sampling the original dataset. Another simple way is to use the average distortion d of a leaf as its heterogeneity. The average distortion d of a leaf is defined as the average distance between the leaf node and the input data associated with the leaf:
where D is the total number of input data assigned to the leaf i, d(x j , n i ) is the distance between data j and the leaf i, and n i is the reference vector of the leaf i. For this approach, the average error of each leaf will be similar. However, the number of data associated with the leaves may vary a lot. For all these approaches, the DGSOT can easily stop at higher hierarchical levels, which will save the computational cost.
Horizontal growth
In each stage of horizontal growth, the DGSOT tries to find an optimal number of leaf nodes (subclusters) of a node to represent the clusters in each hierarchical level. Therefore, DGSOT adopts a dynamically growing scheme in each horizontal growth stage. For each of the lowest non-leaf nodes, a new child is added each time. This process continues until a certain cluster validation criterion (see Section 2.2) is satisfied. Once the cluster validation criterion is satisfied, the number of children is considered to be optimized. For example, in Figure 3A , the non-leaf node has three children. If the cluster validation criterion does not match, a new child is added (Fig. 3B) . Similarly, if the addition of a new child satisfies the cluster validation criterion, the child is deleted and horizontal growth is stopped. After each addition/deletion of a node, a learning process is performed. The DGSOT hierarchical tree will be a multifurcating tree due to the horizontal growth. We demonstrate that the hierarchical structure of the neural network can affect the final clustering results by comparing DGSOT with SOTA. The clustering validation criteria control the number of clusters in each hierarchical level. The validity of multifurcating in DGSOT is dependent on the validity of the clustering validation criteria. A proper cluster validation criterion will not let the horizontal growth continue forever unless there is no hierarchical structure in the dataset.
Cluster validation criterion for DGSOT
Determining the true number of clusters, also known as the cluster validation problem, is a fundamental problem in cluster analysis. Many approaches to this problem have been proposed recently (Tibshirani et al., 2001; Pal et al., 2001; Hardy, 1996; Cuevas et al., 2000; Rezaee et al., 1998) . Two kinds of indexes have been used to validate the clustering (Halkidi et al., 2001 (Halkidi et al., , 2002 : one based on relative criteria and the other based on external and internal criteria. The first approach is to choose the best result from a set of clustering results according to a prespecified criterion. Although the computational cost of the approach is light, human intervention is required to find the best number of clusters. In addition, most of these indexes need to be constructed off-line, and require manual help to evaluate the result. The DGSOT algorithm tries to find the proper number of clusters in each hierarchical level automatically, which makes the first type of cluster validation measures unsuitable for clustering validation in the DGSOT.
The second approach is based on statistical tests and involves computation of both intercluster and intracluster quality to determine the proper 'true' number of clusters. The evaluation of the criteria can be completed automatically. Thus, this kind of clustering validation criteria, e.g. average silhouette (Rousseeuw, 1987; Vilo et al., 2000) , can be used in DGSOT to control the horizontal growth. The value of average silhouette lies between −1 and 1. If the average silhouette is equal to 1 the cluster is valid. In addition, if it is less than 0 the data in this cluster is on average closer to members of some other clusters and this cluster is invalid. During horizontal growth process, we can calculate the average silhouette for each subcluster. If adding a new cluster leads the average silhouette of some clusters to be less than 0, then the new added cluster is invalid. Moreover, the proper number of clusters will be the number of clusters minus one. However, these types of cluster validation criteria always have a high computational cost. As the cluster validation criterion is used very heavily in the DGSOT algorithm, the second type of cluster validation criteria are not suitable for DGSOT when it is used to cluster a large dataset. A successful and practical cluster validation criteria used in DGSOT for large dataset must have modest computational cost and can be easily evaluated automatically.
Here, we propose a new cluster validation criterion based on the geometric characteristics of the clusters, in which only the intercluster metric is used. The DGSOT is a nearest centroidbased clustering algorithm, which creates a Voronoi diagram of the data space. The Voronoi diagram partitions a set S of data D in data space into n regions (clusters) V (p), called the Voronoi cell (Fig. 4) . Each Voronoi cell is represented by a centroid reference vector. If we let p be the centroid representing a region (cluster), all data within the region (cluster) are closer to the centroid p of the region than to any other In A, the dataset is partitioned into three Voronoi cells. The MST of the centroid is 'even'. B is the corresponding hierarchical structure of A. In C, the dataset is partitioned into four Voronoi cells. The MST of the reference vector is not 'even'. One of the MST edges is short. D is the corresponding hierarchical structure of C.
centroid q:
Thus, the problem of finding the proper number of clusters of a dataset at a certain hierarchical level can be transformed into the problem of finding the proper Voronoi partition of the dataset in the hierarchical level. Figure 4 shows two partitions of a two-dimensional (2D) sample dataset and their corresponding hierarchical structure. This 2D dataset contains four clusters. Cluster 1 is very close to cluster 2. In Figure 4A , the data set is partitioned into three clusters-cluster 3, cluster 4 and a big cluster including clusters 2 and 1. The corresponding hierarchical structure is shown in Figure 4B . In Figure 4C , the dataset is partitioned into four clusters-clusters 1, 2, 3 and 4. The corresponding hierarchical structure is shown in Figure 4D . In Figure 4A , two close clusters have been placed at a low hierarchical level. From the hierarchical viewpoint, the hierarchical structure shown in Figure 4B is more reasonable than that shown in Figure 4D . At the first level, the proper number of clusters of the dataset is 3. By investigating the geometric properties of the Voronoi cell in Figure 4 we can find some clue about the proper Voronoi partition of the dataset at a certain hierarchical level. Let us define a weighted undirected graph G = (V , E). The vertices of the graph G are the centroids of Voronoi cell V (p), and the edge set
Note that the weight of each edge (p i , p j ) represents the distance between two centroids. It can be the Euclidean distance, the correlation coefficient or some other distance measure.
We use the Minimum Spanning Tree (MST) of the graph G as a criterion to determine the proper partition of the data. A spanning tree, T , of a weighted undirected graph G is a minimal subgraph of G, which connects all vertices. A MST is the spanning tree with the smallest total weight. The MST can represent the binary relationship of vertices in the graph. The MST has been applied to clustering (Xu et al., 2002; Gower and Ross, 1969) and cluster validation (Pal et al., 2001) , but in all these applications, the MST is constructed on the original dataset and used to test the intracluster quantity. Here, we use the MST as a criterion to test the inter-cluster property. For example, we construct the MST among the centroids in Figure 5A and 5C. In the MST of Figure 4A , the lengths of the edges are similar, and in the MST of Figure 4C , the lengths of the edges are not 'even'. The edge between the centroids of Clusters 1 and 2 is much shorter than other edges. Based on this observation, we propose a new cluster validation criterion, called Cluster separation (CS).
Cluster separation (CS)
The definition of CS between clusters is given by the following:
where E max is the maximum length edge in the MST of graph G(V , E), which represents two centroids that are at maximum separation, and E min is the minimum length edge in the MST of graph G(V , E), which represents two centroids that are nearest to each other. Then, the CS represents the relative separation of the centroids. The value of CS ranges from 0 to 1. A low value of CS means that the two centroids are too close to each other and the corresponding Voronoi partition is not valid. A high CS value means the Voronoi partition of the data is even and valid. In practice, we predefine a threshold to test the CS. If the CS is greater than the threshold, the Voronoi partition of the dataset is valid. Then, we increase the number of clusters by 1 and test the CS again. This process continues until the CS is smaller than the threshold. At that point, the proper number of clusters will be the number of clusters minus one. The CS criterion finds the proper binary relationship among clusters in the data space and indicates a proper Voronoi partition of the data space, namely, the proper clusters in certain hierarchical level of the DGSOT. The value setting of the threshold for the CS will be practical and is dependent on the dataset. The higher the value of the threshold the smaller the number of clusters would be. Generally, the value of the threshold will be >0.8. We tested the CS criterion on a 3000 yeast gene cell cycle expression profiles dataset. For this dataset, we chose a CS threshold of 0.8. A horizontal growth process was employed to add a cluster each time. Figure 5 shows the CS value versus the number of clusters in the first level hierarchy. The CS is <0.8 when the number of clusters is 7. Thus, the proper number of clusters for the first hierarchical level of this dataset is 6. To evaluate the CS criterion, we also calculated the average silhouette of each cluster as the number of clusters increases. Figure 6 shows the average silhouette of each cluster versus the number of clusters. The average silhouette of each cluster is kept positive before the number of cluster 7 is added. After the 7th cluster is added its average silhouette is <0. This means the 7th cluster is not valid and only the first six clusters are valid. The proper number of the clusters in the first hierarchical level of this dataset is therefore 6, which is the same number found using the CS criterion. This demonstrates that the CS is consistent with the classical average silhouette measure when a proper threshold for CS criterion is chosen. Furthermore, the computational cost of CS is much lighter because the number of subclusters of each node is small. This makes the CS criterion practical for the DGSOT algorithm when it is used for clustering large dataset.
K-level up distribution
Self-organizing neural network based clustering is a type of distortion-based competitive learning. The nearest neighbor rule is used to make the clustering decision. In original SOTA, data associated with the parent node are distributed between its two children. If data are improperly clustered in the early stages, these errors cannot be corrected in the later learning process. For example, in Figure 7 there are two kinds of data, namely, cluster x and cluster y. In the early clustering stage (Fig. 7A ), all data have been partitioned into two clusters, and each one is represented by a centroid. One Y is closer to the upper centroid and is assigned to the cluster that contains all x. When the self-organizing neural network expands to more levels, this improperly clustered Y will not be reevaluated, thus, the lower level nodes inherit the misclustered Y from the early clustering stage (Fig. 7B) , and the final clustering result is inaccurate (Fig. 7D) .
To improve the cluster result, we propose a new distribution approach called KLD (Khan and Luo, 2002) . Recently, Herrero et al. (2003) their publicly available version of SOTA. For the KLD, data associated with a parent node will be distributed among its children leaves and also among its neighboring leaves. The following is the KLD strategy:
• For a selected node, its K-level up ancestor node is determined.
• The subtree rooted by the ancestor node is determined.
• Data associated with the selected node is distributed among all leaves of the subtree.
For example, Figure 8 shows the scope of K = 1. First, the data associated with node M are distributed among the newly created leaves. For K = 1, the immediate ancestor of M is determined to be A. The data associated with node M are distributed among leaves B, C, D and E of the subtree rooted by A. For each data, the winning leaf will be determined among B, C, D and E using Equation (1). Note that if K = 0, data of M will be distributed between leaves B and C. This latter approach is identical to the conventional approach. Fig. 7C shows that with the KLD scheme, the misclustered y will have the opportunity to be reevaluated when the self-organizing neural network expands to the next level (Fig. 7C) , which makes the final clustering result (leaf level) accurate (Fig. 7E) . By applying to three benchmark datasets, we show that the KLD mechanism improves the clustering result of DGSOT greatly (Luo et al., 2003) . The value of K is dependent on each dataset. The KLD does not change the time complexity of the DGSOT because it only multiplies a constant, namely 2 K , to the original time.
RESULTS
Yeast cell cycle data
We applied the DGSOT to the yeast gene cell cycle gene expression profiles published by Cho et al. (1998) . They used Affymetrix oligonucleotide microarrays to test the expression of more than 6000 genes of yeast Saccharomyces cerevisiae.
The gene expressions of yeast cell were examined in 17 time points at 10 min intervals, which covered over two cell cycles. In our analysis, we used 15 time points; the 90 and 100 min points were excluded due to the less efficient labeling of the mRNA during the original chip hybridizations (Tavazoie et al., 1999) . The data were preprocessed as described by Tavazoie et al. (1999) . First, we normalized the data to have unit variance and zero mean (Z-score normalization). Second, we selected 3000 genes with the most relative variation (standard variance over the mean) in expression level across 15 time points for our clustering. The parameters of DGSOT are shown in our Supplement Table 1 . The Euclidean distance was used to calculate the similarity in DGSOT.
Clustering results
The results of clustering are shown in Figure 9 . Figure 9B is the full DGSOT tree. The 3000 gene expression profiles were first clustered into six high-level clusters (Supplement Figure 1A) . Figure 9C is an enlarged picture of part of the tree that is indicated by a red bar in Figure 9B . At the tree leaf of Figure 9C , the name and function categories of a gene associated with the leaf of the DGSOT tree are shown. Supplement Figure 
Enrichment of functionality categories in subclusters
We tested the functional significance in 25, second level subclusters. The functional categories of yeast open reading frames (ORFs) were downloaded from the yeast genome database of MIPS (Mewes et al., 2000) . For each subcluster we calculated a P -value, which is the probability of observing the frequency of genes in a particular functional category in a certain cluster, using the cumulative hypergeometric probability distribution (Tavazoie et al., 1999) . We compared the functionality enrichment of these 25 clusters with the results obtained by Tavazoie et al. (1999) . As shown in the Supplement Table 2 , all seven clusters found by Tavazoie et al. matched a corresponding cluster in our analysis. The degree of enrichment in the clusters identified by DGSOT is higher than or equal to the result using the K-means algorithm and there were more functionality enrichment clusters identified by the DGSOT. For example, cluster 21 is enriched in 'cell rescue, defense and virulence' function genes; cluster 63 is enriched in 'transcription' function genes. In the supplement Figure 2 , we show 43 of the most enriched functionality categories in these 25 subclusters. Some functional categories dominate in a few specific clusters. For example, categories 'ribosome biogenesis' and 'cytoplasm' genes possess significant enrichment in clusters 11 and 12. Note that many genes belong to both categories. The category 'DNA synthesis and replication' dominates in cluster 41.
Comparison with SOTA
The DGSOT was compared with the SOTA algorithm by submitting the normalized 3000 yeast gene cell cycle microarray expression profiles to the SOTA website (Herrero et al., 2003) . The parameters of the SOTA were set the same as for the DGSOT with the exception that the learning rate of the parent node was set to 0.05. The normal Euclidean distance was chosen for SOTA. Figure 9A shows the whole hierarchical tree redrawn from the SOTA result (because the output tree of SOTA is too large to show). Figure 10 shows the hierarchical structure when both DGSOT and SOTA have 25 leaf nodes.
In Figure 10 , the number in the SOTA tree is the number of nodes assigned by SOTA in the order of tree growth. Each 25 leaf nodes represents a Voronoi partition of the original dataset by DGOST and SOTA, respectively. Table 2 summarizes the comparison of SOTA and DGSOT in terms of the functionality enrichment in the 25 clusters. The clustering result of DGSOT is statistically more significant (higher P -value) than the clustering result of SOTA. Furthermore, the proper hierarchical structure of the DGSOT makes the clustering result more reasonable for large clusters. For example, the 'ribosomal proteins' and 'organization of cytoplasm' functional clusters enrich in nodes 39 and 26 using SOTA. However, nodes 39 and 26 belong to two different first level branches (Fig. 10) . In contrast, the same functionality enriches in the nodes 11 and 12 using DGSOT, which have the same parent in the first level (Fig. 10 ).
DISCUSSION AND CONCLUSIONS
The rapid development of microarray technology provides us with a processing and global view of the gene expression beyond that of an individual gene. Clustering algorithms enable us to detect a group of genes expressed in different tissues or cells over different developmental stages. The fixed topology of the traditional tree-structure based self-organizing neural network will affect the accuracy of the final clustering result. In this paper, we introduced a new tree-structure self-organizing neural network, called DGSOT, for hierarchical clustering. The DGSOT algorithm combines the horizontal growth and vertical growth to construct a mutlifurcating hierarchical tree from top to bottom to cluster the data. In each vertical growth, the hierarchical tree expand one more hierarchical level. In addition, in each hierarchical level the DGSOT employs a horizontal growth step to optimize the number of the subclusters. If the number or the size of the clusters and subclusters of the dataset are not even, e.g. there is a very large cluster in dataset such as the 'ribosomal proteins' and 'organization of cytoplasm' functional clusters of yeast gene, the combination of horizontal growth and vertical growth let the DGSOT algorithm to find the proper hierarchical structure of the underlying dataset, then get more reasonable final clustering result. In DOSOT, each node in the hierarchy represents the centroid of all data associated with its leaf descendants. The pattern kept by a node can be treated as the integration of patterns kept by lower-level nodes. The upper-level pattern may not be the same as the lower-level patterns if the data associated with the subtree are diverse. The difference between the upper-level pattern and the lower-level patterns may also be used to determine the growth of the hierarchy.
In addition, based on the observation that the edges of MST among the centroids of clusters are even for a validated clustering in a certain hierarchical level, we developed a new cluster validation criterion for finding the proper number of clusters during the hierarchical clustering of DGSOT algorithm. The new cluster validation criterion is based on the geometric property of the Voronoi partition of the dataset. This criterion uses the MST concept from graph theory to find a proper Voronoi partition of the dataset. The new criterion uses the centroid of each cluster to calculate the intercluster properties, which is computationally inexpensive for large datasets.
The harmonization of the vertical growth and the horizontal growth is important in the DGSOT algorithm to find the proper structure of the underlying dataset. The balance of the vertical growth and horizontal growth is controlled by the clustering validation criterion, which determines the number of horizontal growth. Therefore, the cluster validation criterion is critical in the DGSOT algorithm. In DGSOT, the cluster validation criterion is used to determine the proper number of clusters in each hierarchical level rather than in the whole dataset. For dataset containing even number of clusters along with even size, a proper cluster validation criterion must not allow the horizontal growth to continue forever without the vertical growth. On the other hand, for dataset containing uneven number or uneven size of clusters, a proper cluster validation criterion must be able to detect that uneven behavior and find the best representation in each hierarchical level. The CS criterion we present exactly fulfills this requirement.
To improve the clustering accuracy we proposed a KLD mechanism. The KLD scheme increases the scope in hierarchy for data distribution, which will give the data misclustered at an early stage a chance to be reevaluated. The DGSOT algorithm combined with KLD mechanism overcomes the drawbacks of the traditional neural tree based on hierarchical clustering algorithms.
Like the SOTA, the DGSOT algorithm can be terminated at any hierarchical stage by setting different vertical growing stop threshold. This will save computation time when the user only needs the main pattern of a large dataset. The clustering result of the DGSOT is easily displayed as a dendrogram for visualization. For large datasets, the DGSOT algorithm can display high level main patterns of the dataset only if visualization of the whole hierarchical structure is difficult.
We applied the DGSOT algorithm to cluster 3000 yeast gene cell cycle microarray expression data. We compared the clustering results of DGSOT and SOTA when both have 25 clusters. For these low-level resolution clustering results, we observed that the DGSOT, with the multi-partition strategy, can successfully establish the hierarchical structure of these data, and then get more reasonable results than obtained by SOTA, which is a pure bipartitions method. This is more drastic if the structure and substructure of the data contains an uneven number of clusters and subclusters or contains dramatically different size of clusters and subclusters. Furthermore, the biological functionality enrichment in the clustering result of DGSOT is considerably higher than the clustering result of SOTA and the K-means. We believe that DGSOT can be a robust and accurate framework for the study of patterns among large sets of gene microarray expression data.
