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ABSTRACT

This thesis examines the effect of a tax increment financing (TIF) district on
property values. TIF districts and their associated tools for financing capital investment
have been a popular place-based development policy for many years, but there is no
scientific consensus on their impact. One reason for this is the difficulty of identifying
valid counterfactuals (control cases) for parcels within TIF districts given the
heterogeneity of parcels in urban areas. The data set used in the research was created by
compiling annual parcel boundary and value data from 1995 to 2016 in Berkeley County,
South Carolina in GIS and combining it with local zoning data and demographic data
from the U.S. Census Bureau. The research used propensity scores to match comparable
non-TIF parcels to TIF parcels, and then a difference-in-difference model to estimate the
effect of a TIF. The results of the analysis suggest that the TIF had a positive impact on
the property value even when controlling for parcel heterogeneity and local market
conditions.
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CHAPTER ONE
INTRODUCTION

Tax increment financing (TIF) is one of the major economic development tools
used by local governments. It became popular because it allows local governments to
direct tax revenue toward infrastructure investment without raising tax. Since California
enacted TIF laws in 1952, 49 states and the District of Columbia have passed laws
adopting TIF (Council of Development Finance Agencies, 2007).
Though details vary by jurisdiction, TIF generally works by designating a specific
geographic area within which the assessed value and the associated tax revenues going
toward general revenue are held constant for a given period of years. During that time,
any increases in tax revenue generated by increases in assessed value are directed to a
fund held for reinvestment exclusively within the TIF district.1 In most cases, the
investment is made at the start of the life cycle of the TIF through bond financing, and the
TIF revenue is used to pay off the issued bond.
TIF can be contentious in that there can be other entities that have claims over
property tax revenue in TIF districts. In that case, freezing property tax revenues and
redirecting the increased tax revenue can cause problems for the adjacent authorities
(Kane & Weber, 2016). The property tax is a major source of revenue for multiple, often
overlapping governments such as counties, cities, school districts, and other special

Some states allow TIF funds to cross the district’s boundaries. For example, in California, TIF funds may
be allocated outside the district to help create affordable housing. (Council of Development Finance
Agencies, 2007)
1

1

districts, etc. These other governments will see flat revenue from parcels in TIFs for the
life of the TIF.

Figure 1.1. Value Growth and Tax Sharing in TIF
Source: Wisconsin State, Department of Revenue

Economic development policies that benefit one type of government (for
example, a municipality) will not necessarily beneﬁt others (for example, school districts)
(R. Dye & Merriman, 2000). TIF establishment generally requires some sort of review
process, through it varies by state. South Carolina is one of the states that have strict
approval process since it needs to be approved by school board/district, city council,
county, and each affected taxing entity (Council of Development Finance Agencies,
2008). With such requirements in place, one would expect that a TIF would only find
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support if all the taxing bodies agree that the TIF district will bring economic benefits to
them in the long run.
The goal of TIF in the general concept was to improve blighted areas which are
not likely to be improved without public incentives for investment. So when it is required
by the statute, local governments should provide the finding of underdevelopment of the
area. According to Council of Development Finance Agencies (Council of Development
Finance Agencies), out of 49 states and the District of Columbia, 32 require this blight
finding. The states that do not require findings of blight usually require "but for" test,
which requires findings that the area would not grow unless TIF is applied (Council of
Development Finance Agencies, 2015). In South Carolina, blight finding is required to
create TIF district, which means we can assume that TIF district in South Carolina is
designated to blighted areas.
The research question of this study is if TIF in South Carolina has a positive
relationship with economic development. To measure economic development, property
value increment is used as an indicator. So the question can be asked if TIF districts
increase property value than it would without the district.
To answer this question, quasi-experimental research design – propensity score
matching and difference in differences – is used. Unlike traditional experiment, the
participants are not selected randomly in quasi-experiment. In this study, property value
within TIF district (treatment group) is compared to property value outside TIF district
(control group). Since the treatment group is already decided, it is important to select the
control group that is as similar to the treatment group as possible. After finding and
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matching the control group to the treatment group, the property value increment of each
group is compared by before and after the treatment (TIF district designation).
In this study, TIF district of Goose Creek city in Berkeley County is analyzed. It
was found that the property value of the parcels within the TIF districts (TIF parcels)
increased more than the property value of the parcels outside the districts.
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CHAPTER TWO
LITERATURE REVIEW

Economic Development
Economic development can be defined in many ways. According to the Economic
Development Administration, economic development “creates the conditions for
economic growth and improved quality of life by expanding the capacity of individuals,
firms, and communities to maximize the use of their talents and skills to support
innovation, lower transaction costs, and responsibly produce and trade valuable goods
and services.” (Economic Development Administration) The International Economic
Development Council suggested the goal of economic development as improving the
economic well-being of a community through efforts that entail job creation, job
retention, tax base enhancements and quality of life. (International Economic
Development Council)
TIF is usually used as a catalyst for economic development. Public investment in
blighted areas, which are not likely to attract either new residents or new business, can
incentivize private investment. Knowing that there will be a consistent public investment,
private investors may be more likely to choose investment projects within TIF districts.
Bland and Overton found that while public investment is essential to the partnership’s
success, private investment directly increases property values. The city’s greatest
contribution is to leverage private investment to create added taxable value in the TIF
district. (Bland & Overton, 2016)
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Economic Impact
According to Weisbrod, economic impacts can be measured in multiple ways
including business output (or sales volume), value added (or gross regional product),
wealth (including property values), personal income (including wages), or jobs. The
residents’ economic well-being is the major goal of economic development. (Weisbrod,
1997)
While economic well-being is a difficult concept to measure, it is reasonable to
use economic impact for measuring economic development. Economic impacts by TIF
can be related to all of the categories above, job creation or retention, business output,
personal income, property value, etc. These concepts can be measured by the following
indicators.
Total employment is a good indicator of economic impact as it can reflect the
number of increased job opportunity directly. However, it cannot measure the quality of
the jobs. Per Capita income data can be a good indicator of employment even though it
provides only the average of wage level. The total number of business with its size can be
a good indicator. Increased number of business means private investment in the area, and
it is usually related to a new job opportunity. The building permit is another way to
measure economic impact. It can mean new business or new residents depending on
which building is permitted. Property value reflects generated income and wealth. In real
estate market, as demand for property goes up, the property value rises. It usually means
that the area becomes more desirable to live or better chance of investment.
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Impact of TIF
Since TIF became a popular tool for economic development, there have been a
number of studies to find out how successful TIF was and which factors have been more
influential to the result of the projects. The mainstream of study of TIF is on the impact
of TIF. Finding out whether TIF actually brought economic impact was the main subject
of the studies about TIF.
However, whether TIF contributed to economic growth is not a simple question.
And the studies about TIF are mostly empirical, which means the studies are likely to use
quasi-experiment. Farris & Horbas concluded that the critical question of whether TIF
causes growth (and if so, how much) cannot be sufficiently addressed by simply looking
at the property values and money spent. Also, they insisted that this analysis requires
sophisticated statistical research techniques so that the effects of TIF can be measured
while holding everything else equal. (Farris & Horbas, 2009)
Nevertheless, there are still numerous studies to measure the impact of TIF, and
they are getting more detailed and comprehensive with better quality data than before.
The target units are becoming smaller and the extent of observances are getting bigger.
However, the studies have been done in a few areas rather than all over the country. For
example, Chicago is the most analyzed city for TIF. That is not only because the city of
Chicago has a lot of TIF districts2, but also because it has well-organized data which were

2

There are more than 150 TIF districts and about 30% of land area is within the districts.
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established for public use. On the other hand, there is no statewide agency that manages
data regarding TIF, or studies to verify the economic impact of TIF in South Carolina.
While there have been plentiful studies about TIF, the impact of TIF remains
inconclusive with a lot of conflicting results. Some studies concluded that there are either
positive or negative results from a designation of TIF district. Other studies show TIF
may or may not be effective depending on what the study was focused on because there
could be a positive and negative impact at the same time. Another study suggested that it
is not TIF itself but the way it is implemented whether it will bring economic
development or not. (Baldwin, 2016)

Determinants of TIF Effectiveness
The impact of TIF can be explained by the designation of TIF district itself. Smith
found that TIF designation, and anticipation of or actual public or private investment
caused a faster increase rate in value of properties in TIF districts, after observing
commercial properties in Chicago (Smith, 2009). Carroll also found that the
infrastructure investment within TIF district is capitalized into business property value
over time (Carroll, 2008).
A Study can focus on the determinants to explain the effectiveness of TIF, such as
characteristics of TIF districts or type of expenditure. Every TIF district has different
conditions and they can be categorized and analyzed. These determinants are used as
independent variables in the analysis, and the study can conclude that which
characteristics or condition of TIF districts makes it effective or not.

8

The impact of TIF can be explained by the situation or condition of the TIF
districts. Byrne studied them to find out which characteristics of TIF had influenced
economic growth of the area. His study shows that TIF districts with less density,
blighted area, larger districts, industrial areas close to the central business district (CBD)
or municipal center, non-minority areas, the younger district will more likely to be
successful. (Byrne, 2006)
Kane and Weber found a similar result from their study if the district is larger, it
is more likely have property value growth. At the same study, proximity to downtown
was found to have a positive relationship with the equalized assessed value of property
(EAV) growth. (Kane & Weber, 2016)
Whether TIF project will increase the property value or not may depend on
expenditure type and timing as well. Kane and Weber found that subsidies for residential
development have the most positive relationships with property values. On the other
hand, infrastructure investment has a negative relationship with property value growth.
(Kane & Weber, 2016)

Different Measures of TIF Impact
TIF is intended to develop, which is not always a clear goal, so it is reasonable to
look at multiple impacts. How the effectiveness is assessed can lead different results as
well. Depending on what the study used as the indicator of economic growth, the TIF can
be concluded to be effective or ineffective.
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The impact of TIF has been mostly assessed by property value. Usually, TIF is
used as a tool for a redevelopment project and the goals of the projects are economic
growth and provision of infrastructure for the better environment of the area. However,
because the increase of property value is an essential part of TIF process, it is critical and
something that should be guaranteed. For example, when municipalities spend money for
developing an area in a TIF district, it is not unusual they issue bonds to raise the fund. If
the TIF authority cannot retrieve revenue from increased property tax, it will be left with
unpaid debt and may even face default. (Kane & Weber, 2016; Leavitt, Morris, &
Lombard, 2008) Therefore, the property value will be a very important factor that can
decide how successful the project is.
Reviewing previous studies, it was found that TIF can have either positive or
negative effect on property value. There have been studies with positive results
(Anderson, 1990; B. Smith, 2006). Other studies have shown negative results (R. F. Dye
& Merriman, 2006). Most of the studies, however, could not conclude clearly because of
the mixed results (Byrne, 2010; R. F. Dye & Merriman, 2006; Weber, Bhatta, &
Merriman, 2003).
While property value is used frequently to assess the impact of TIF, there have
been other studies that used other indicators, such as employment or private sector
development. Byrne studied the impact on employment by TIF. He found that
commercial TIF did not have a great impact on employment while industrial TIF is more
likely to have a positive effect on employment. His suggestion about this is that even
though employment within the TIF district might increase, it can lower employment

10

outside the district because the business competes within the municipality. So there is a
good chance that the employment outside the districts moves into the districts. An
industrial district, on the other hand, can increase employment of the municipality
because it is not competing within the city (Byrne, 2010)
Lester also tried to find out the relationship between TIF district and employment.
He concluded that there was not a significant difference in employment between block
groups in the TIF districts and those that were not located in the TIF districts. (Lester,
2014) This result is supported by another study on Baltimore city. Stewart observed block
groups within and outside the TIF districts but could not find any evidence that
designation of TIF districts contributed to increase of jobs. (Stewart, 2016)
Lester, as well as Stewart, wanted to see how TIF affected private investment.
Both of them observed building permit data as the indicator and concluded that there is
no significant relationship between TIF district and private investment. (Lester, 2014;
Stewart, 2016)
While diverse indicators can be used to measure economic impact and can be
meaningful, the property value will be the best way to assess the impact of TIF. Because
TIF is specifically associated with the tax base enhancements Increasing value is one of
the goals of TIF and the essential means of TIF at the same time.
The impact of TIF is usually studied within the district or the municipality. It was
discussed that TIF can affect overlaying district financially because it freezes the property
tax. However, there have been studies that analyzed the impact on the spatially
neighboring area outside the TIF district.
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It has been found in a few studies that property value growth within the district
can cause property value decline outside the district. Weber, Bhatta and Merriman
studied housing price near TIF districts and found that proximity to the districts can affect
the appreciation. Proximity to industrial TIF district decreases the housing price while
proximity to mixed-use TIF district increased the housing price. (Weber, Bhatta, &
Merriman, 2007)

Unit of Analysis
Early studies attempted to find the impact of TIF on municipalities. The
researchers tried to find whether there was economic development in the cities that had
adopted TIF compared to other cities that had not.
Anderson studied the municipalities in Michigan and found that the cities which
had TIF districts had more property value growth than other cities that did not adopt TIF.
(Anderson, 1990)
Another study was done in Indiana by Man and Rosentraub. They used the city as
the unit of analysis, and compared cities with TIF against those without TIF. Median
house value was used as an indicator to measure property value to find TIF had a positive
relationship with property value growth. (Man & Rosentraub, 1998)
Observing aggregate data in municipality level might be able to explain whether
the TIF districts have had a positive or negative impact on the economic growth of the
municipality as a whole. However, the next study shows that more detailed analysis is
required for the better validity of the results.
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Dye and Merriman concluded that TIF did not actually bring economic growth to
the cities. They found that while the areas which were designated as TIF districts
increased property value, the other non-TIF areas within the same municipalities had
little or negative growth compared to municipalities without TIF districts. (R. F. Dye &
Merriman, 2000)
Using TIF district as a unit of analysis is reasonable because it explains directly
the impact of the designation of the district. A typical method is to compare the TIF
districts with non-TIF districts within the same municipality or compare them to
municipalities that did not adopt TIF. This can explain not only the impact of TIF district
on the property value within the district but also the impact of the district on the property
value outside the district. However, it will be difficult to compare TIF districts because
the number of observations will be restricted. For the successful study, comparable nonTIF districts which have similar characteristics and condition are essential.
Several studies have used census data unit to consider demographic characteristics
of the area. Lester used a block group level dataset to analyze the impact of TIF districts,
which is very rare. He argues that block group data is the smallest unit that allows the
demographic and socioeconomic status to be combined with other data. (Lester, 2014) In
the study, he could use important demographic data for the analysis.
Gibson studied Chicago area using Census tract as the unit of analysis. She found
whether the common explanation of TIF use can be applied to Chicago. According to the
study, Chicago used TIF in distressed areas and did not use TIF to capture tax revenue
from neighboring local governments.
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Using census geographic unit has definite strength in that the study can have rich
dataset especially when demographic data are essential for it. However, there is a concern
about geographic and timing mismatching. First of all, it will not be easy to align Census
tract or block group boundaries to TIF district boundaries. Since they are more likely to
have different size and shape from the districts. Also, the limit of usable data can be
another barrier for precise analysis. While decennial census data provide reliable
information for the study, American Community Survey (ACS) data can be inaccurate for
block group level data.
Weber, Bhatta and Merriman conducted a study about the influence of TIF based
on parcel level. They looked at the property values of the industrial parcels in Chicago.
The result they found was that the industrial parcels within industrial districts, which
have industrial parcels only, did not have higher property value than industrial parcels
outside the industrial districts. However, the industrial parcels within mixed-use districts,
which include residential or commercial parcels as well, showed higher property value
than industrial parcels outside mixed-use districts. They interpreted this result as the
parcel owners want their parcels changed to be residential or commercial parcels as they
sell at higher price. (Weber et al., 2003)
On the other hand, Smith studied Chicago multifamily real estate market with
parcel level data and found a positive relationship between TIF and residential property
value. He concluded that TIF district designation does increase market value as the
multifamily residential parcels within the districts appreciated more than those outside
the districts. (B. C. Smith, 2006)
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Parcel-level analysis can be beneficial in several ways. It gives the most direct
data, such as property value, or zoning. A larger number of observations are obtainable so
it is better for quasi-experiment which requires a quality control group. It is also possible
to do a finely grained spatial analysis. Defining the geographical relationship between
parcels and city center or highway is possible. It also enables studies to focus on specific
elements of the economic impact of TIF. As we could see from the examples of studies of
Weber et al or Smith's, it is possible to analyze certain types of property rather than
properties in a certain geographic limit. However, it has a disadvantage when using
demographic and socioeconomic data, since neighboring parcels will have same
information altogether when they fall into the same Census geographic unit.
Reviewing preceding studies, we could see that there are multiple ways to
measure the impact of TIF. First of all, property value seems to be a good indicator
because it gives clear and direct information, and also it is an essential part of TIF itself.
For the unit of analysis, the parcel can bring better result with a few advantages. Census
geographic unit can also be a good choice in that Census data can be used as determinants
in the analysis. However, it works better in large cities with population density.

Goose Creek Redevelopment Plan
The urbanization and incorporation of Goose Creek were closely connected to
Charleston Naval Base. The city had grown with the growth of the base and related
facilities. A huge negative impact on the city’s economy was anticipated when it was
announced in 1993, that the base was to be closed, and the jobs associated with the
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facilities moved out or eliminated. While Goose Creek was the largest retail center in
Berkeley County, numerous retail and commercial businesses have gone out of business.
According to that, vacancies in free-standing buildings and shopping centers were
prevailing in the downtown area.
A research report, “Closing the Charleston Naval Base and Shipyard: Impact on
Four Nearby Communities” by Clemson University, projected the growth of the city’s
revenue assuming the Naval facilities remained open. It was found that real and personal
property taxes in Goose Creek city could have been $270,000 more if the Naval facilities
had remained.
In addition to property taxes, jobs and population growth has slowed or stopped.
The city recognized that the negative trend would become worse, especially because the
city was a bedroom community with a relatively small employment base. The vacancies
in commercial areas would become blighted and unattractive for new investment.
Recognizing Goose Creek was no more assured of being near a major
employment center, the city decided to act to make the city economically competitive. To
overcome financial pressures on local governments, redevelopment areas were created
and tax increment bonds were issued to fund public improvement within the areas. The
redevelopment areas were designated on blighted areas or those in danger of becoming
blighted. The conditions of the downtown were identified as, excessive vacancies, the
presence of structures below minimum code standards, overcrowding of structures and
community facilities, inadequate utilities, lack of community planning, depreciation of
physical maintenance.
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The redevelopment area consists of three parts. The downtown area, an improved
area dominated by commercial buildings near the intersection of Highways 52 and 176,
north of the downtown area, a vacant tract of land which was proposed to be a new
municipal complex site, and a vacant land along College Park Road, the city’s primary
access to I-26. All of them were suffering from excessive vacancies.
The city had seven primary objectives for the redevelopment plan. Diversify and
strengthen the economic base of Goose Creek, making it more resistant to external
shocks. Attract high-quality jobs to Goose Creek. Expand the revenue base of the city to
enable the city to provide basic services and high-quality amenities at affordable costs.
Improve the quality of public services provided by the city of Goose Creek through
improved and expanded public facilities. Improve the appearances and image of the city's
commercial areas through better design, landscaping, lighting, and other improvements.
Improve traffic flow on Crowfield Boulevard, College Park Road, and other primary
traffic arteries. Develop a strong, attractive identity for Goose Creek that will help to
attract new residents and businesses.
There has been TIF expenditure of $44.7 million, and $28.8 million was spent on
site to physically improve the environment, except financial expenses. The annual
expenditure is shown in table 2.1. This is the sum of planning, engineering and
construction costs.
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Table 2.1. Annual TIF Expenditure
Year
2000
2001
2002
2003
2004
2005
2006
2007
2008
2009
2010
2011
2012
2013
2014
2015
2016
2017
Total

Expenditure
$20,515.0
$43,516.5
$20,561.0
$257,426.6
$2,554,041.0
$4,219,642.3
$15,767.7
$209,548.2
$267,705.2
$397,499.7
$806,007.9
$2,611,513.8
$1,336,979.9
$1,209,568.8
$4,510,617.5
$6,815,745.1
$3,432,409.6
$109,632.8
$28,838,698.2

Based on the situation before the redevelopment plan, we can point out some
important characteristics of Goose Creek TIF. First, the city was and was going to be
undergoing severe economic depression after the Naval Base closed. So it is very likely
that the city would not grow without an economic development tool. Second, the TIF
district was designated on vacant lands, and they were mostly commercial use properties.
This will affect how to select the comparable parcels. Last, expanding revenue base was
one of the primary objects. So, observing property value is a good way to evaluate the
TIF project.
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Property Tax Assessment in South Carolina
TIF revenue is decided by the property’s taxable value instead of its market value.
Therefore, it is important to understand the assessment process and how it has changed
during the TIF duration. The taxable values are tied to the uniform date of value for the
reassessment, which is called a retrospective date of value. It is what the property would
have been worth on that date if it had physically been in the same condition. So the
taxable value remains as is until the next reassessment (every five years) unless there are
changes of the property, mostly construction activity. When reassessment occurs, the
taxable value may not be increased more than 15%, even though market value increases
more than 15%. So if the market value increases more than 15% over multiple properties,
they will have the same taxable value increase as 15%. However, this 15% cap is not
applied to reassessment due to changes of the property.
In 2008, the Tax Reform Act of 2006 took effect. It allowed a property to be
revalued in between reassessments if there was an assessable transfer of interest (ATI).
When an ATI occurs, the value of the property for tax purposes can be increased to its
current market value (arms-length market value sales), without regard to the 15% cap.
In 2011, new legislation was passed (the 2011 Amendment of 2006 Act). From
this, electing owners of the commercial real property and non-owner occupied residential
property can have the value of their property reduced on the date of any ATI sale/transfer
by up to 25%. If the 25% valuation discount results in a value lower than the property tax
value at the time of the ATI, then the existing property tax value (the previous owner’s
market value) will continue to apply.
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These reassessment process changes are important for this study. Generally, it is
not easy to tract the real property value change with assessed taxable value because it is
reassessed every five years and capped at 15%. It is likely that most of the properties will
have similar increase rate unless there are construction activities. The Tax Reform Act of
2006 made it possible to observe changing property value more frequently and more
accurately. The reassessment occurs more often due to the property sales, and the new
values will have the real market values.

20

CHAPTER THREE
RESEARCH DESIGN

Introduction
This study is going to find the answers to the following question. Does TIF in
South Carolina have a positive relationship with property value? In order to address the
question, this study will use parcel-level property value data from Berkeley County and
analyze a TIF district in Goose Creek city. The property value of TIF parcels and nonTIF parcels will be observed and compared to find out whether there has been an
advantage with the TIF district. For the more accurate result, quasi-experimental research
design was adopted. Instead of just comparing the property values of all parcels in the
County, the parcels within the TIF district are matched to similar parcels outside the
district for comparing. Propensity score is used to identify comparable TIF and non-TIF
units. To decide whether TIF had an impact on property value, difference in differences
method is used.

Study Area
Goose Creek city is at the southern part of Berkeley County, and adjacent to
Charleston County. The total population of Goose Creek city in 1990 was 24,692, and
35,938 in 2010. (US Census) While the population was growing, the size of the city also
increased, from 20,520 acres in 1990 to 26,140 acres in 2010 (US Census TIGER Map &
ArcGIS). We can assume that there have been quite a lot of development in the city
whether it was within or outside the TIF district.
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Figure 2.1. Study Area (Goose Creek City)
The redevelopment plan with TIF district in Goose Creek city was established in
1996. The purpose of the redevelopment plan was to improve the blighted area in the
downtown and revitalize the vacant commercial properties along the highway 52 and 176
(Goose Creek Redevelopment Plan, 1996). According to the plan, the facilities for water
supply and sewer at the commercial area was either absent or in a very poor condition,
which was a huge obstacle for attracting new businesses into the city. The TIF district
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was started with 286 parcels in 1996 and finished with 665 parcels in 2012 after several
subdivisions.

Figure 2.2. TIF district in Gosse Creek city
The TIF district in Goose Creek city is not one single area but several separated
parts along the highway and another part at the west side of the city. This unique
characteristic affected when selecting independent variables for propensity score, and it
will be explained in the next chapter.
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There were two other TIF districts in the County, one in Hanahan city and the
other in Moncks Corner town. Hanahan TIF began in 1998 and is ending in 2018.
Moncks Corner TIF was planned in 1997 but finished in 2001 before it was truly
implemented. Both of the TIF districts were excluded in this study to prevent any kind of
intervention in the result.

Indicator and Unit of Analysis
Among several possible tax bases, the property value is used as the indicator of
the economic impact of TIF in this study, assuming that tax base enhancement is largely
decided by property tax increment. Also, property tax is usually the main revenue in TIF
districts.
When the property value is used as the indicator, parcels that have their own
property value will be the best unit of analysis. Also, using parcel as the unit of analysis
will make more samples to observe. 2016 parcel has the smallest size and the most
number of units. Therefore, in this study, parcels as defined in 2016, was used as the unit
of analysis.
Furthermore, because this study is done in South Carolina where municipalities
are relatively small with low population density, bigger units would not be able to
represent the TIF district well enough. For example, census block or census block group
is too big to be used as the unit of analysis because there is a relatively small population
in South Carolina.
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CHAPTER FOUR
DATA CONSTRUCTION

Data Sources
The most important data for the study were the annual property value data and the
annual parcel map that can be matched with the property value data. It was important to
receive them in electronic and tabular form regarding the scale of the analysis.
Furthermore, because of the purpose of the study, the data needed to be as old as
possible. At least as old data as the beginning year of the TIF districts was required.
Unfortunately, there were not many local governments that keep such old data in
a digital format so that the study could be done, but Berkeley County. As far as I have
searched, only Berkeley County had both the property value data associated with the
parcel map up to the year which is old enough to perform the study. The parcel
boundaries were from GIS department of Berkeley County, and the property value data in
parcel level was from the Assessor’s office. The data was provided after joined, so it was
a big help for the analysis.
Other data that were received from local governments are zoning and TIF district.
The current zoning map is relatively easy to collect from local governments. However, it
was important to get the zoning data of the year when TIF district was designated.
Fortunately, the GIS department of Berkeley County keeps annual zoning map that could
be spatially joined with the parcel map. TIF district can be gathered either as a map or a
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list of the parcels within the TIF district. In this study, the list was collected from the
Assessor’s office of Berkeley County and the financial department of Goose Creek city.
For deciding geographic characteristics of the parcels, proximities to the
highways and the city hall were used. As the TIF district was located along the highway
in Goose Creek city, highway line data was used to calculate the proximity of the parcels
to the highways. The shapefile was collected from South Carolina Department of
Transportation. The parcel that the city hall was sitting on was selected as the location of
the city hall.
Demographic and socioeconomic data were collected from Census Bureau
website. While the unit of analysis of this study is the parcel, the smallest unit available
from Census, at which the data were reported was, is block or block group. Using
decennial data, population density, vacant unit rate, African American residents rate were
obtained in block level, and Per Capita income, percentage below poverty, median gross
rent, percentage of household that pay rent which is more than 50 percent of the income,
percent of structure older than 40 years in block group level.
When Census data was combined to the parcel data, the parcels in the same block
or block group were endowed the same value from the block or block group. Because the
data was for calculating propensity score, closer year to the beginning year of TIF was
the better option. In the study, 2000 decennial data was chosen to be used not only
because the TIF was started in 1996, but also because the 2000 data had every value for
each geographic units while 1990 decennial data did not. The 1990 data had blocks and
block groups without data.
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Table 4.2. Data Sources

Data

Contents

Format

Source

Parcel Map

Each Year, Location

Polygon

County GIS Dep.

Property Value

Each Year with

Table

County Assessor

Assessed Value
TIF Districts

Designated Year, Parcels
with TIF District

Table

County Assessor,
City Financial Dep.

Zoning

Land Use

Polygon

County GIS Dep.

Block Map

2000 Decennial, Spatial
Boundary

Polygon

US Census

Block Group Map

2000 Decennial, Spatial
Boundary

Polygon

US Census

Census Data (B)

Total Population, Total
Housing Units, Vacancy
Rate, Tenure

Table

US Census

Housing Value, Gross Rent,
Household Income, Income
Per Capita, Percentage
below Poverty, Structure
Built Year

Table

US Census

Location

Line

SC DOT

2000 Decennial
Census Data (BG)
2000 Decennial

Highway

Parcel Base Data
To build up the parcel base data for analysis, ArcMap was used to combine the
data sets from different sources. The base layer was the parcel map in 2016 with property
value and the other data were added on top of the base layer.
For the property value, value per unit area (dollar per acre) was used instead of
the raw data. Since the area of the parcels are all different and they can change over time,
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it makes more sense to use value per unit area. To obtain value per unit area, the property
values of the parcels were divided by the areas in that year.
In the final parcel base data, each parcel has property value from 1995 to 2016,
zoning, geographic information, and demographic and socioeconomic information. This
data is used later to calculate the propensity score, and transformed to panel data
(longitudinal data) for difference in differences analysis.
The essential part was to define the relationships of the parcels from different
years. This is because many of the parcels in 2016 did not exist in the previous years. For
example, there have been changes in the shape or the number of the parcels caused by
property development activities. In this case, the property value of the parcels might not
be able to be tracked down to the past years.
If there was no change in the shape or the number of the parcels, it would have
been simple to build up the data. In such a case, joining the table that includes parcel ID
and property value would do the work because there would be the same set of parcels in
every year. However, there are many cases that the current parcel IDs are not found in
previous year data.
Generally, these cases happen with subdivision (big parcel being divided into
several parcels), rather than merge (several parcels being dissolved into one big parcel).
In this study, it is assumed that there are only subdivisions unless other cases are found in
the data management process. Actually, there were a few cases but it was minor and
negligible.
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So it is very important to identify the current parcel hypothetically in the past
map, even though it did not actually exist, to build up the parcel base data. In this study, it
was done by addressing the parent parcel from the previous year map which the new
parcels were created from.
In order to address the parent parcels in the previous map, next three steps were
used in ArcMap. First, I used the normal table join with parcel ID between the later year
and the previous year data (a pair of data in successive years). In this step, all the parcels
that did not change were matched to the parent parcels which are identical with them.
Also, one of the new parcels that are created from subdivision inherits and keeps the
same parcel ID with the parent parcel. After the table join, there were remaining parcels
that were not joined with parcel ID.
Second, for the remaining parcels, I used spatial join, with the later year map as
the target feature and the previous year map as the join feature and ‘WITHIN' as the
match option to address the parent parcel. With this process, the new parcels are matched
to the parent parcel, and it is likely that several parcels from later year will share the same
parent parcel ID from the previous year when they fall into the same parcel from the
spatial join.
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Before subdivision

After Subdivision

Figure 4.1. Subdivision Example

In the example figure 4.1, the selected features (highlighted) in the right figure are
newly created parcels, which are within either A or B parcel from the previous year map
in the left figure. So the parcels will have parcel ID of either parcel A or parcel B as the
matched parent parcel ID. The figure 4.2 below show which parcels are matched to either
A or B parcel according to their location. The first and the second steps can be done
automatically with the ModelBuilder in ArcMap.
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Parcels matched to Parcel A

Parcels matched to Parcel B

Figure 4.2. Matching Example

Unfortunately, there were still quite a lot of remaining parcels that could not be
matched to their parent parcels with either table join or spatial join. In such cases, manual
adjustment of the polygons was required to complete the matching process. In the last
step, the remaining parcels were matched to a parent parcel with another spatial join.
Before this, I examined the map to find out what the issues were.
There were several reasons why they could not be matched, most of them were
polygon alignment issue. This was assumed to be caused by annual updates of the maps.
In this case, using spatial join with ‘HAVE_THEIR_CENTER_IN’ as the match option
would be the best option to solve the issue. However, there were severe cases of
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misalignment in that some of the parcels were completely displaced from the matching
parcels from the previous map. Moreover, there were cases that both of misalignment and
subdivision happened at the same time at the same location. In this case, they could not
be simply adjusted.

Previous Year Parcel Map

Later Year Parcel Map

Figure 4.3. Similar Parcel Maps from Consecutive Years

In figure 4.3, the two maps seem to be identical at a glance. However, there have
been subdivisions in two parts in the map and also the polygons were adjusted
dramatically. In the figures 4.4, the circles in the left figure indicate where subdivisions
occurred, and the blue lines in the right figure indicate they are not aligned with red lines.
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If simple spatial join were used, the displaced parcels would have been matched to wrong
parent parcels. Also, it is clear that this is not a projection problem because there are
parcels that the match perfectly.

Previous Year Parcel Map

Overlapped Parcel Map

Figure 4.4. Comparing Two Parcel Maps from Consecutive Years

Is the case, I addressed the matching parcels by recognizing the texture around
them and moved each parcel with the editor tool of ArcMap to locate the center of the
parcels in the matching parcel from the previous year map. This step was done manually
because there was not an automation option for it.
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Besides, there were other cases that made spatial join difficult. If the shape of the
parcel is not normal, such as ‘L’ type, the center of the parcel does not fall into the
matching parcel. Another case is that a parcel consists of two or more separate pieces, so
the center of them falls into the outside of the parcel. I also moved those parcels manually
so that those parcels will have their center in the matching parcels, and used spatial join
with ‘HAVE_THEIR_CENTER_IN' as match option.
After performing these three steps 21 times on 22 annual maps (21 pairs), I could
link the annual parcels all through the 22 years (from 1995 to 2016). The figure below
shows the GIS model that was used to join the parcel maps.

Figure 4.5. GIS Model for Joining Annual Parcel Maps

Zoning Data
The next step after building the parcel base data by joining the annual parcel maps
with property value was to join other data, such as zoning map, Geographic data, Census
data, and TIF district data to the parcel base data. Zoning map was also joined spatially in
ArcMap. In the study, zoning in 1997 was used because it was the oldest data available.
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The TIF district in Goose Creek city was designated in 1996, but there was not assumed
to be many changes in zoning in one year.
Before joining the zoning data to the property value, unifying and simplifying the
different zoning code according to the local governments was necessary. In this study,
four zoning categories were used for the analysis, residential, commercial, industrial, and
others. Next tables show the original zoning ordinance of different local governments that
were used in 1997 and how they were converted to the unified code to be joined.

Table 4.2. Berkeley County Zoning Codes
Original
Code
R1
R1-MM
R2
R3
R5
R1-R
R15
CG
CN
AC
OI&CG
OI
I
F1
F2
F3

Description
Single-Family Residential
Multisection Manufactured Residential
Manufactured Residential
Mobile Home Park
Multifamily Residential (Large-Scale)
Rural Single-Family Residential
Preservation Residential
General Commercial
Rural And Neighborhood Commercial
Agricultural Commercial
OI & CG
Office And Institutional
Industrial
Agricultural
Agricultural
Agricultural

35

Converted
Code
R
R
R
R
R
R
R
C
C
C
C
I
I
Other
Other
Other

Table 4.3. Goose Creek City Zoning Codes
Original
Code
R-1
R-2
R-3
GC
RC
LI
CO
PD

Description
Low Density Residential
Medium Density Residential
High Density Residential
General Commercial
Restricted Commercial
Light Industrial
Conservation/Open Space
Planned Development

Converted
Code
R
R
R
C
C
I
Other
Other

Table 4.4. Hanahan City Zoning Codes
Original
Code
RS
RM
RT
RO
CG
ID
CP
PD

Description
Single-Family Residential
Multi-Family Residential
Residential Mobile Home
Residential/Office
General Commercial
Industrial
Conservation/Preservation
Planned Development

Converted
Code
R
R
R
R
C
I
Other
Other

Table 4.5. Monks Corner Town Zoning Codes
Original
Code
R-1
R-2
R-3
C-1
C-2
M-1
M-2
MH-1
D
TD

Description
Single-Family Residential
Single-Family Residential
Multi-Family Residential
Office & Institutional
General Commercial
Light Industrial
Industrial Park
Mobile Home Park
N/A
Transitional
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Converted
Code
R
R
R
C
C
I
I
R
Other
Other

There were some cases that the zoning could fall into multiple categories. I
selected the closest zoning and some examples are as follows. OI&CG (Office and
Institutional District & General Commercial District) in the County was converted to C
(Commercial) and Agricultural districts in the County were converted to other. RO
(Residential/Office) in Hanahan City was converted to R (Residential), and PD (Planned
Development) in Goose Creek and Hanahan cities were converted to Other (Others).
MH-1 (Mobile Home Park) in Moncks Corner town was not a typical residential use, but
it was converted to R (Residential). Also, there was a part of Charleston city in the
County, but the zoning codes were converted to others because the codes were not clear
to identify and the part of the city was separated by the river from Goose Creek and
Hanahan cities, and the main part of Charleston city.
After converting the zoning code, there were 83,921 parcels that had zoning. Most
of them were either residential or others. However, it was found that the parcels that were
designated as TIF district had more commercial or industrial than residential. This clearly
shows that the zoning was one of the main factor regarding TIF district designation. It
will be explained later in the propensity score analysis

Table 4.6. Zoning of the All Parcels
R
C
I
Other
Sum

All
36,646
2,755
4,830
39,690
83,921
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Percent
43.7%
3.3%
5.8%
47.3%
100.0%

Geographic Data
More variables from geographic information were added to the panel data. The
location of the parcels gives certain characteristics to them. First of all, the proximity to
the downtown can have a big impact on both the possibility of being within the TIF
district and the probability of property value increase.
Second, the proximity to a large neighboring city can influence the property value
because the development pressure usually comes from that direction. Also, that can be
something local municipalities consider when they decide the location of the TIF
districts. Goose Creek city is located on the southwest side of the County, adjacent to
Charleston County. Regarding the location of the city, we can assume that there might
have been an influence from Charleston city. In this study, therefore, the proximity to the
downtown of Charleston city is used as one of the independent variables.
Third, the proximity to the highways is important because it provides the parcel
with better transportation so better chance of property value increase. At the same time,
in the case of Goose Creek city, the TIF district is distributed along the highway so it will
be an important variable that can be used for getting propensity score.
These three variables were calculated in ArcMap. I used ArcMap tool, Near, to
calculate the distance, and used the municipality halls of Goose Creek city, Hanahan city,
and Moncks Corner town for the location of the nearest municipalities. For distance from
the nearest highway, I used US highway and State highway.
In addition to the distance from the nearest municipalities, three more dummy
variables were added related to the proximity to the nearest municipality. They are the
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nearest municipality, and it is 1 if it is closer to the municipality, or 0 if it is closer to
other municipality. I chose three municipalities, Goose Creek city, Hanahan city, and
Moncks Corner town, because they are the main municipalities in Berkeley County, and
they planned TIF projects whether or not they implemented them.
Lastly, the area of the parcels in 1996 are included in the data. It is because the
TIF districts in Goose Creek city was designated in 1996. This is to avoid relatively too
small or too large parcels for the matching result.

Census Data
Next, Census data were added to the parcel base data. The demographic and
socioeconomic data from 2000 decennial Census data were joined to the 2000 Census
block and block group polygons from Census TIGER/Line. Again, the reason why 2000
data was used rather than 1990 data was that it has all the attributes for the geographic
units and 2000 is closer to the beginning year of the TIF.
With ArcMap, spatial join with ‘HAVE_THEIR_CENTER_IN' as match option
was used to join Census data to the panel data. It was a similar process with the joining of
different year parcel map. If a parcel has its center in a block or block group, the parcel
will get the variable value from them.
Because Census block or block group are bigger than parcels, there is more than
one parcel that shares the same value from the same block or block group. In other words,
multiple parcels will be regarded to have the same demographic and socioeconomic
characteristics in the analysis. The sparse pattern of the district made it difficult to use
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demographic and socioeconomic data from Census because they shared the same Census
block groups with non-TIF areas.

Figure 4.6. Goose Creek TIF District and Census Block

Actually, Census block is not very big compared to the parcels. In figure 4.6, we
can see the block size is small enough to represent the TIF district's demographic status
even though the TIF district is located in different neighborhoods. However, Census
block group is much bigger and there are a lot of parcels in one block group. So the
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socioeconomic status is not differentiated between the TIF parcels and non-TIF parcels
when they are in the same block group. We can see this in figure 4.7.

Figure 4.7. Goose Creek TIF District and Census Block Group

If we could use Census block data for all the variables, it would have been much
more useful than Census block group data. However, in Census decennial data,
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socioeconomic data were associated with Census block group. Census block data only
had demographic data.
Apart from the pattern or size of Census block or block groups, using
demographic and socioeconomic data itself might not be appropriate. That is because the
TIF district was designated mainly in the commercial area on purpose while demographic
and socioeconomic data is for a residential area. However, in this study, Census data was
tested in the linear regression model for propensity score to determine whether it is useful
for the analysis.

TIF District Data
TIF district data was collected as a list of parcels. So the TIF parcel list was
joined to the parcel base data. This is a dummy variable, which is 1 if the parcel is within
a TIF district and 0 if otherwise. Hanahan TIF district was also joined as a dummy
variable so that it could be excluded from the analysis.
Lastly, after joining all the data, I cleaned it by erasing every object with 0 as its
property value in any year, and every object with N/A as any variable. Before the
cleaning, the total number of the objects in the County was 91,441, and it was reduced to
87,359 (95.5%). Table 4.7 shows the variables of the parcel base data.
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Table 4.7. Variables of the Final Parcel Base Data
Variable
O_TMS_2016
V_1995 ~ V_2016

Description
Parcel ID in 2016
Property value per acre from 1995 to 2016

Area_1996

Parcel Area in 1996

Area_1997

Parcel Area in 1997

Zoning

Categorical variable for zoning,
commercial, industrial, others

TIF_GC

Dummy variable (1 if the parcel is in Goose Creek
TIF district, 0 if otherwise)

TIF_H

Dummy variable (1 if the parcel is in Hanahan TIF
district, 0 if otherwise)

Dist_Muni

residential

Distance from the nearest municipality hall

Dist_CC

Distance from Charleston city hall

Dist_HW

Distance from the nearest highway

Near_GC

Dummy variable (1 if the nearest municipality hall
is Goose Creek, 0 if otherwise)

Near_MC

Dummy variable (1 if the nearest municipality hall
is Moncks Corner, 0 if otherwise)

Near_H

Dummy variable (1 if the nearest municipality hall
is Hanahan, 0 if otherwise)

Pop_Den
Black_Rate
Vacant_Rate
Per_Capita_Income
Percent_Below_Poverty
Median_Gross_Rent

Population density
Rate of African American residents
Rate of vacant housing unit
Per Capita income
Percentage of residents below poverty level
Median gross rent

Rent_Per_Income_Over50 Percentage of households that pay rent which is
more than 50 percent of the income
Percent_Over40_Building

Percentage of buildings that are 40 years old or
older
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CHAPTER FIVE
ANALYSIS

Propensity Score Matching
Theory
There can be more than one covariates which may influence the property value. If
these covariates are not considered in the analysis, the result will be likely to be biased.
Propensity score matching is used to get rid of the bias. Using the characteristics of the
parcels, the treated parcels within the TIF districts (TIF parcels) and non-treated parcels
outside the TIF districts (non-TIF parcels) are going to be matched with similar ones.
There are several methods to use propensity score, but in this study, matching with the
closest controlled units was used.

Figure 5.1. Propensity Score Matching Theory
Source: Summit Consulting, LLC
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To decide which factor influenced TIF district designation, a logistic regression
with the generalized linear model was conducted with TIF as the dependent variable and
a few different sets of independent variables. The dependent variable, TIF, is a dummy
variable that is 1 if the parcel is in TIF district, 0 if otherwise.

Zoning Variable
In Goose Creek city, zoning was such an important factor to decide TIF district.
From Table 4.6, we learned that there are more than 90% of the parcels that have either
residential or other use in the County. Commercial use was only 3.3% and industrial use
was 5.8%. When we narrow down the scope to the parcels that have Goose Creek as their
closest municipality, other use rate drops significantly, and residential use increases even
more to be 57.9%. (Table 5.1)

Table 5.1. Zoning of the Parcels near Goose Creek
Near
R
C
I
Other
Sum

23034
1485
4512
10766
39797

Percent
57.9%
3.7%
11.3%
27.1%
100.0%

However, in the TIF district, there were less than 1% of parcels with residential
use and about 35% of commercial use and 15% of industrial use. This suggests that the
TIF district designation was largely influenced by zoning, which should be an important
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variable for obtaining propensity score. In the regression, zoning is added to the
independent variables as a factor variable.

Table 5.2. Zoning of the Parcels within Goose Creek TIF District
TIF
R
C
I
Other
Sum

5
215
92
306
618

Percent
0.8%
34.8%
14.9%
49.5%
100.0%

Moreover, based on the zoning of the parcels within TIF district, it is reasonable
to assume that residential use was practically excluded from TIF district. Therefore, new
variable Not.R was created to reflect this pattern. Not.R is a dummy variable which is 1 if
zoning is not residential, 0 if otherwise.

Geographic Variable
As discussed in the literature review, certain variables such as proximity to CBD
or municipality center can be determinants of TIF effectiveness. Geographic aspects of
the location of the TIF district can be also important for propensity score. Therefore,
three geographic variables regarding the location were used in this study. First,
considering that the TIF district is along the US highways 52 and 176, proximity to the
highways is an important factor for deciding propensity score. Second, proximity to
downtown is also important because the TIF district is close to downtown. So proximity
to the city hall was used as one of the independent variables. Third, economic
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development of small cities like Goose Creek city is more likely to be affected by large
neighboring cities. Therefore, proximity to the largest city in the region, Charleston city,
in this case, was used to determine the propensity score.
The size of the parcels is also important for getting propensity score. Comparing
parcels with significantly different size can be biased because the size of the land is an
important factor for development. For controlling parcel size, Area_1996 was used as an
independent variable.

Census Variable
In the previous studies that used propensity score to match the observations,
demographic and socioeconomic status from Census data was used. This is because of the
nature of TIF, which is generally supposed to be designated in a blighted area by
definition. Considering that South Carolina requires municipalities to use TIF district to a
blighted area, using Census data that can indicate blight seems to be reasonable. In this
study, variables from Census data such as population density, vacant unit rate, African
American residents rate, Per Capita income, percentage below poverty, median gross
rent, percentage of household that pay rent which is more than 50 percent of the income,
and percent of structure older than 40 years were tested in a logistic regression model.
By definition of TIF, the district is supposed to be located in a blighted area. We
can assume that those areas have higher vacant housing rate, lower Per Capita income, a
higher rate of old buildings, and so on.
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Variable Summary
Apart from zoning variables, we can get the summary table for numeric variables
as follows. Next three tables are summary tables for all the parcels in Berkeley County,
parcels in or near Goose Creek city, parcels within TIF district.
The summary of variables can be expressed as charts as well. 13 charts that
compare the variables of the parcels in Berkeley County, parcels near Goose Creek city,
parcels within TIF district at one chart for each variable, are included in the appendices.

Table 5.3. Variables Summary of all Parcels in Berkeley County
Variable

min

q25

mean

median

q75

max

V_1996
Area_1996
Dist_Muni
Dist_CC
Dist_HW

33.5
205.7
0.0
15761.7
0.0

1762.5
14919.4
13174.3
90062.9
1634.9

81789.0
16831476.9
32786.0
124635.0
5602.8

5586.3
103254.7
24080.0
113642.0
4309.2

114113.3
3789669.8
44923.3
154170.1
7902.0

5570681.9
424050373.5
149053.4
253692.3
33709.4

Pop_Den
Black_Rate
Vacant_Rate
Per_Capita_Income
Percent_Below_Poverty
Median_Gross_Rent

0.0
0.0
0.0
0.0
0.0
0.0

1.6
0.0
0.0
14296.0
0.1
425.0

48.8
0.3
0.1
17342.8
0.1
533.9

7.6
0.1
0.0
16975.0
0.1
548.0

60.4
0.5
0.1
18682.0
0.2
660.0

1858.9
1.0
1.0
34660.0
0.6
1266.0

Rent_Per_Income_Over50
Percent_Over40_Building

0.0
0.0

0.0
0.0

0.1
0.1

0.1
0.0

0.2
0.1

0.6
0.5
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Table 5.4. Variables Summary of Parcels near Goose Creek
var

min

q25

mean

median

q75

max

V_1996

33.5

2269.8

109422.0

12906.6

202677.7

2645018.9

Area_1996

423.2

11436.5

19023492.5

80185.3

7770773.9

424050373.5

Dist_Muni

156.4

11490.2

22809.9

20175.5

30301.5

100037.4

Dist_CC

71089.5

92596.2

105438.8

103007.1

117465.8

178807.2

Dist_HW

9.4

2064.2

5173.6

4323.2

7216.8

33709.4

Pop_Den

0.0

3.2

71.9

27.2

109.3

1404.9

Black_Rate

0.0

0.0

0.2

0.1

0.2

1.0

Vacant_Rate

0.0

0.0

0.1

0.0

0.1

1.0

9241.0

15854.0

18051.4

16975.0

19696.0

31275.0

Percent_Below_Poverty

0.0

0.1

0.1

0.1

0.1

0.2

Median_Gross_Rent

0.0

562.0

617.0

660.0

725.0

932.0

Rent_Per_Income_Over50

0.0

0.0

0.1

0.1

0.2

0.5

Percent_Over40_Building

0.0

0.0

0.0

0.0

0.0

0.3

Per_Capita_Income

Table 5.5. Variables Summary of Parcels in Goose Creek TIF District
var

min

q25

mean

V_1996

190.0

6681.2

75292.7

7005.4

79847.7

677732.8

Area_1996

6962.9

34952.8

2980941.4

660570.6

7068740.9

23485298.7

Dist_Muni

156.5

5564.2

8322.6

9813.1

12043.0

15959.7

Dist_CC

81998.5

89573.7

94360.0

96558.9

99781.4

101548.0

Dist_HW

30.6

266.9

2464.6

1149.4

5478.3

9828.9

Pop_Den

0.0

0.0

43.6

47.8

55.4

242.7

Black_Rate

0.0

0.0

0.2

0.1

0.2

1.0

Vacant_Rate

0.0

0.0

0.1

0.0

0.0

1.0

13098.0

16274.0

18381.0

20541.0

20541.0

31275.0

0.0

0.0

0.1

0.1

0.1

0.2

425.0

464.0

686.4

624.0

932.0

932.0

Rent_Per_Income_Over50

0.0

0.1

0.2

0.1

0.2

0.2

Percent_Over40_Building

0.0

0.0

0.0

0.0

0.1

0.1

Per_Capita_Income
Percent_Below_Poverty
Median_Gross_Rent
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median

q75

max

Pre T-Test
In addition to the variables above, property value in 1996 is included as an
independent variable. It is reasonable to assume that the parcels to be designated as TIF
district have lower property value. So the candidate variables for Goose Creek TIF was
‘V_1996’, ‘Area_1996’, ‘Dist_Muni’, ‘Dist_HW’, ‘Dist_CC’, ‘Not.R’, ‘Zoning’,
‘Pop_Den’, ‘Black_Rate’, ‘Vacant_Rate’, ‘Per_Capita_Income’,
‘Percent_Below_Poverty’, ‘Median_Gross_Rent’, ‘Rent_Per_Income_Over50’,
‘Percent_Over40_Building’

Table 5.6. Pre T-Test Result
Variabe
V_1996
Area_1996
Dist_Muni
Dist_CC
Dist_HW
Pop_Den
Black_Rate
Vacant_Rate
Per_Capita_Income
Percent_Below_Poverty
Median_Gross_Rent
Rent_Per_Income_Over50
Percent_Over40_Building

Result
Lower property value
Smaller
Closer to downtown
Closer to Charleston city
Closer to highway
Lower population density
Less African American
Higher vacant rate
Higher Per Capita income
Higher poverty rate
Higher gross rent
Higher rent per income
Less old buildings

Significance
Significant
Significant
Significant
Significant
Significant
Significant
Not significant
Not significant
Significant
Not significant
Significant
Significant
Significant

Before conducting the logistic regression with the generalized linear model, I ran
a simple t-test for the numeric variables grouped by TIF. The results show whether there
are meaningful differences between the parcels in the TIF district and the parcels outside
the district. (Table 5.3)
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All in all, the variables were found to be as expected except a few. For example,
Per Capita income was found to be higher in TIF district. Even though the difference
itself was not large, it was statistically significant. This can be argued to be different from
anticipation. It might mean that the TIF district was not designated in the most blighted
area, or more likely that Census data did not represent the TIF district well.

Variable Sets for Logistic Regression
Not knowing which variables are critical for the analysis, several different sets of
variables were tested to obtain propensity score. The next combinations of variables are
the ones with which the logistic regression was done. The results of the regression and
distribution of propensity score can be considered to find which set can lead the best
matching result.
Set 1 has the variables from geographic aspects and zoning as well as every
variable from Census data. Set 2 is the same set with set 1 but has Not.R instead of
Zoning. This is because Goose Creek has very few residential use parcel in the TIF
district. Set 3 has only Census data, and set 4 and set 6 only have variables from
geographic aspects but include different variable by zoning category (Zoning or Not.R).
Set 5 and set 7 include Pop_Den additionally from set 4 and set6.
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Table 5.7. Combinations of Variables
Variable
Combined Variables
Set
Set 1
V_1996 + Area_1996 + Dist_Muni + Dist_CC +
Dist_HW + Zoning + Pop_Den + Black_Rate +
Vacant_Rate + Per_Capita_Income +
Percent_Below_Poverty + Median_Gross_Rent +
Rent_Per_Income_Over50 +
Percent_Over40_Building
Set 2
V_1996 + Area_1996 + Dist_Muni + Dist_CC +
Dist_HW + Not.R + Pop_Den + Black_Rate +
Vacant_Rate + Per_Capita_Income +
Percent_Below_Poverty + Median_Gross_Rent +
Rent_Per_Income_Over50 +
Percent_Over40_Building
Set 3
Pop_Den + Black_Rate + Vacant_Rate +
Per_Capita_Income + Percent_Below_Poverty +
Median_Gross_Rent + Rent_Per_Income_Over50
+ Percent_Over40_Building
Set 4
V_1996 + Area_1996 + Dist_Muni + Dist_CC +
Dist_HW + Zoning
Set 5
V_1996 + Area_1996 + Dist_Muni + Dist_CC +
Dist_HW + Zoning + Pop_Den
Set 6
V_1996 + Area_1996 + Dist_Muni + Dist_CC +
Dist_HW + Not.R
Set 7
V_1996 + Area_1996 + Dist_Muni + Dist_CC +
Dist_HW + Not.R + Pop_Den

Description
Zoning

Geographic

Census

Zoning

All

All

Not.R

All

All

None

None

All

Zoning

All

None

Zoning

All

Pop_
Den

Not.R

All

None

Not.R

All

Pop_
Den

Logistic Regression Result
From the results of the logistic regression with each set, the geographic variables
and zoning variables showed consistency with coefficients. On the other hand, some of
the demographic and socioeconomic variables had inconsistent coefficients, but
Pop_Den, and Rent_Per_Income_Over50 had consistent and significant results. Pop_Den
was added to geographic variables because it is from Census block data, whose size is
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small enough to represent the TIF district, and the sign of its coefficient was consistent
with the definition of TIF designation.
Comparing AIC, it was set 1, set 5, set 2, set 4, set 7, set 6, and set 3 from the
lowest to the highest. Except for set 3, the AICs were from 2956 to 3527. Considering the
consistency of the coefficient of the variables and AIC, set 5 or set 7 seemed to be the
most appropriate variable combinations. In this study, set 7 was chosen because all of the
coefficients showed significance, and the AIC was not very different. The results for the
other sets are included in the appendices.

Table 5.8. Logistic Regression Result
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From the logistic regression, propensity score can be obtained for each object
(parcel). The distribution of the propensity score can also be a way to decide which set of
variables make a more robust result. The next diagram shows the Propensity Score
Histogram for the parcels within the TIF district and the parcels outside the district with
variable set 7. The histogram is drawn with a log scale. The rest of the Propensity Score
Histogram is included in appendices.

Figure 5.2. Propensity Score Histogram
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Next, the parcels within the TIF district were matched to parcels outside the
district with the nearest propensity score. The result shows that the mean values of treated
and controlled objects from the matched data become much closer the mean values of
treated and controlled objects from all data.

Table 5.9. Matching with Propensity Score
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The matched result can also be expressed with jitter plot. Figure 5.3 shows the
distribution of the propensity score for the matched and unmatched parcels. The highest
propensity score is around 0.6. There is no unmatched parcel within the TIF district and
they were matched to the parcels outside the TIF district with the nearest propensity
score. While the most of the unmatched parcels outside the TIF district have low
propensity score, some of them have high propensity score.

Figure 5.3. Propensity Score Jitter Plot
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Table 5.10. Post Matching T-Test
Variabe
V_1996
Area_1996
Dist_Muni
Dist_CC
Dist_HW
Pop_Den
Black_Rate
Vacant_Rate
Per_Capita_Income
Percent_Below_Poverty
Median_Gross_Rent
Rent_Per_Income_Over50
Percent_Over40_Building

Pre Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7
Low
Low
Low
Small Large Large Large Large Large Large Large
Close
Close Close
Far
Close
Close Close
Close Close
Close
Close
Low Low
Low Low Low Low
High
Low Low Low Low
High
High
Low Low
Low Low
High
High High High High
High
High High High High High
Low
Low Low Low Low

After matching the parcels, I conducted another t-test to check if the matched data
had significant or insignificant differences in their means. The results for each set of
variables are shown in Table 5.8. Some of the means of variables were significantly
different, and they had the similar tendency. This is presumably because there were not
enough non-TIF parcels left to be matched to TIF parcels after TIF district was
designated. And this can be a potential hindrance to the quality result of the study.

Difference in Differences
Theory
The dependent variable in the regression analysis, with difference in differences
method, after finding the matching objects with propensity score, is the property value
per unit area of the parcels. To find out the treatment effect, difference in differences will
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be applied to the analysis. The treated units and controlled units will be observed between
the same period of time, before and after treatment.

Figure 5.4. Difference in Differences Theory
Source: Wikipedia

Where P is treated unit and S is controlled, it is important to compare the
differences between the units at Time1 and Time2, rather than the difference between the
units only at Time2. If we do not use DID method and just observe P2 S2 as the effect of
the treatment, we may not get the correct result. Because there is a change of the value of
the controlled unit S as well, we assume that the treated unit P would have had Q instead
of P2 if there was no treatment, where the slopes of S1 S2 and P1 Q are equal.

Model Equation
With matched parcels within and outside the TIF district, difference in differences
with fixed effect regression is conducted. For conducting the regression, the matched
result was reshaped to longitudinal data. Before the transformation, there was one parcel
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ID at each row and that row had the property values for multiple years. After the
transformation, there is one property value for a parcel in a year each row, and the
number of rows increased as many as the number of combinations of parcel and year. In
this case, there were 1,236 parcels and 18 years, so there were 22,248 rows in the panel
data.
Yit = α + β 𝑇𝐼𝐹it + γ 𝑡it + δ (𝑇𝐼𝐹 𝑡)it + εi + ζ𝑡 + ηi𝑡

Table 5.10. Difference in Differences Model
Description

Variable

𝐘𝐢𝐭
𝑻𝑰𝑭𝐢𝐭
𝒕𝐢𝐭

Property value per acre
Dummy variable for treatment
1 if the parcel is in TIF district, 0 if otherwise
Dummy variable for time
1 if the year is 1997 or later, 0 if otherwise
Dummy variable for treated-time interaction

(𝑻𝑰𝑭 𝒕)𝐢𝐭 1 if the parcel is in TIF district and the year is 1997 or later, 0 if otherwise
𝛂
𝛃
𝛄
𝛅
𝛆𝐢
𝛇𝒕
𝛈𝐢𝒕

Intercept
Coefficient for 𝑇𝐼𝐹it
Coefficient for tit
Coefficient for (𝑇𝐼𝐹 𝑡)it, DID Estimator
Fixed effect coefficient for parcel
Fixed effect coefficient for year
Error term

Fixed effect mitigates unknown and uncontrolled characteristics of the variables.
Assuming that every parcel has its own characteristic and each year has its own, it is
possible that those characteristics can affect the result of the regression. By adding
coefficients for them in the model, we can get a better result. The regression model is as
follows.
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Result
The result of the analysis shows that the property value of the TIF parcels has
increased more than that of the non-TIF parcels. There was a significant difference
between the value increments of the treated and controlled group. The coefficient is
131,400, and the annual average will be 15,459 (= 131,400 / 8.5y). So we can conclude
that the TIF parcel’s property average value per acre increased $15,459 more than the
non-TIF parcel’s property value per acre every year.

Table 5.12. Difference in Differences Result

The other analysis results with different combinations of the variables show
similar result. Only set 5 had negative coefficient for treated-time interaction variable.
However, the coefficient was small and it was not significant as well.
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Figure 5.5 visualizes how much the property values of matched parcels increased
from 1995 to 2012. Each year on x-axis has 618 points, and they are distributed by their
value on y-axis. The scale of y-axis is dollar per acre. The other graphs for the other sets
are included in appendices.

Figure 5.5. Matched Parcels Property Value by Time

There was a concern about the difference in differences model. The number of
years before treatment was too small compared to the number of years after treatment. It
would have been the best if older property value data was available to improve the
balance. Instead, I tried to adjust the model by reducing the number of the years after
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treatment. By using property value data for 10 years, from 1995 to 2004, the ratio of
before to after became 2:8 from 2:16. The result with set 7 is shown in table 5.13.

Table 5.13. DID Shorter Period Result

With the shorter period of data, I obtained positive and significant results for all
of the sets. It is possible to be interpreted as that the treatment, TIF district designation,
acted as a signal to the private investors. Actually, there seems to be development
activities in 2001 which is 5 years after the TIF started. (Figure 5.6) This made a huge
difference to the result because, first the property value itself increased considerably,
second it was before reassessment in 2004.
Similar to the long-term result, the annual average can be calculated. The
coefficient is 68,323, and the annual average will be 15,182 (= 68,323 / 4.5y). So we can
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conclude the property value per acre within TIF district increased $15,182 in average
more than property value per acre outside TIF district annually.
Running the model with the shorter period time data can strengthen the
conclusion that TIF has a positive impact on property value. The rest of the analysis
results and the property value by time are included in the appendices.

Figure 5.6. Matched Parcels Property Value by Time Shorter Period
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The analysis with long term or short term periods of time were done by averaging
the total values before and after and treated and non-treated observations. Additionally, I
conducted DID analysis with single year sets before and after the treatment. Comparing
the property values in 1995 to 1999, 2004, 2009, 2014 with treated and non-treated
observations, the coefficients are calculated.

Table 5.14. Coefficients from Comparing Sets of Single Years
1999
2004
2009
2014
Coefficient
Coefficient
Coefficient
Coefficient
Set 1
-89,387 ***
148,169 ***
191,719
.
146,697
Set 2
-59,622 ***
172,120 ***
290,749 ***
253,492 ***
Set 3
-42,609 ***
203,219 ***
320,000 ***
383,470 ***
Set 4
-76,979 ***
162,367 ***
241,566 **
206,153 **
Set 5
-73,676 ***
173,854 ***
27,281
-61,569
Set 6
-67,945 ***
224,446 ***
240,978 **
192,766 *
Set 7
-50,242 ***
192,595 ***
219,293 ***
168,357 **
Significance Codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Table 5.14 shows the coefficients from the DID analysis. And Table 5.15 shows
the annual average coefficients from comparing sets of single years. The coefficients
from different years were divided by 4, 9, 14, 19 each to calculate the annual average
difference of property value increase.
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Table 5.15. Annual Average Coefficients
1999
2004
2009
Average
Average
Average
Coefficient
Coefficient
Coefficient
Set 1
-22,347 ***
16,463 ***
13,694
Set 2
-14,905 ***
19,124 ***
20,768
Set 3
-10,652 ***
22,580 ***
22,857
Set 4
-19,245 ***
18,041 ***
17,255
Set 5
-18,419 ***
19,317 ***
1,949
Set 6
-16,986 ***
24,938 ***
17,213
Set 7
-12,561 ***
21,399 ***
15,664
Significance Codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

2014
Average
Coefficient
.
7,721
***
13,342 ***
***
20,183 ***
**
10,850 **
-3,240
**
10,146 *
***
8,861 **

The pattern shows that by 1999, the property value within TIF district increased
less than the property value outside TIF district. This can be interpreted the values were
not increasing as fast as other properties because of its negative economic status, and the
designation of TIF had not affected the value yet. However, by 2004 and 2009 the
property value actually increased more within the district. This can be either because the
private sector recognized the public investment as an attractive factor of investment, or
because the public investment itself caused the property value increment. We can assume
that the TIF worked better as a sign of public investment to the private sector than with
actual effect of expenditure. This is because the annually averaged coefficients are bigger
in 2004 than 2009, also because the most of expenditure occurred in 2004 and 2005
during 2000 to 2010.
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CHAPTER SIX
DISCUSSION

In the study, the question was asked: Did TIF in South Carolina have positive
impacts on property value? While there have been a lot of studies about TIF, there has
been no study in South Carolina. However, TIF is regarded as an active way of
Governments to improve environment when there are limited funding sources. So,
despite South Carolina has a relatively strict approval process, there are new TIF districts
being designated. And it would be worth analyzing the effectiveness.
As discussed in the literature review, there can be various ways to find out the
impact of TIF. A study can observe parcels, TIF districts, TIF and non-TIF districts in a
municipality, Census block groups, or municipalities themselves. Each method makes its
own point in different aspects. Generally, however, the studies are getting more detailed
and comprehensive with better quality data. Especially, the previous studies showed that
the result can be more accurate and detailed using property value directly.
The TIF district in this study had dispersed parcels over several different
neighborhoods. This made it difficult to use socioeconomic data because the TIF parcels
and non-TIF parcels shared the same Census block groups, and the same values. To
overcome this, other variables such as geographic variables or zoning variable were
introduced. Furthermore, several different sets of variables were tested to find the best
combination. Seven different regression models with different sets of variables were run
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and six of them had positive results. The other one had negative coefficient but the result
was not significant.
In a way, the distribution of TIF district in Goose Creek city could be helpful for
the analysis. The district was located along the highway, rather than gathered at one area.
Since Census data was not easy to use, using geographic pattern could be better to make
the regression model.
While other Census data did not seem to be proper to use, population density
showed consistent and significant results. Lower population density can be interpreted
that the TIF district was designated at the blighted area. However, it can be also true that
the population density had to be low because there was an only low portion of residential
use in the TIF districts. Even so, population density was a good variable to be added
because it was from block level data.
Some limitations can be addressed regarding available data and data management.
The property value data up to 1995 were used in the study, however, there are 2 years
before and 16 years after the TIF district designation. Even though I conducted additional
analysis with shorter period time to reduce the ratio, this may still cause balance problem
in difference in differences model because the property values before TIF are not enough
to be compared to later data.
Also, the value reassessment occurs every 5 years in South Carolina and the new
taxable property value cannot exceed 115% of the previous value unless there is a
development activity on the property. In addition, since 2008, the properties should be
reassessed, also without the 15% cap, when there is an assessable transfer of interest
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(ATI). It might have influenced the result of the study because and the actual value
increment cannot be measured when the property value increase rate is above 15%. For
example, when TIF parcel value increased 50% and non-TIF parcel value increased 20%,
there is no difference between their increase rate because both will be 15% unless there
were other activities. However, I assume the result of this study is still valid because the
real property values must have been measured when there were subdivisions which is a
development activity. Also, since 2008, the actual property value without 15% cap could
be measured more often than before because of the Tax Reform Act regarding ATI.
In this study, big parcels were divided into several small parcels by subdivision.
When that happens, the bigger parcel in the past was divided into new parcels with the
same property value. This might cause some error because the property value might differ
by the location or size.
Another limit of this study is that whether TIF would be the only one factor that
causes an economic impact. Because of this, fixed effect analysis was used to control
other potential unexpected covariates. However, if there were significant but unobserved
covariates, it might have affected the result of the study. For example, if there was
rezoning or big development around a parcel, the parcel might have lost its own
characteristics which were assumed to be fixed through the time.
Furthermore, to use propensity score matching, there should be enough
observations to find the proper match between treated and controlled units. It is likely
that most parcels with the similar conditions were included in the TIF district. So there
might not have been enough parcels left to compare. Also if the regression model in this
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study did not use the right pattern to calculate propensity score, this might affect the
propensity score matching so that the result could be biased even though several
combinations of variables were tested.
While this study suggested a meaningful result about TIF in South Carolina, there
can be further research with different data. The economic impact of TIF can be
determined by other indicators than property value. For example, the building permit can
be an indicator of private investment and employment index can indicate job increase.
More importantly, this study analyzed only one TIF district in one municipality.
Since this case was not compared to other TIF cases or other municipalities, the relatively
faster TIF parcel value increment might not be purely positive result. For example, other
municipalities with or without TIF could have grown faster than Goose Creek because
TIF district could grow faster at the cost of non-TIF district’s stagnation.
Also, the Goose Creek TIF was created with the redevelopment plan in a certain
circumstance. Because the application of TIF, such as district designation or TIF
expenditure, can be varied across municipalities and the circumstances, the
generalizability of the result might be limited.
Despite the potential limits of the study, I believe this study can provide a
meaningful result, whether TIF works as it is expected to in the State. I hope this research
would not be the last in the State. Further study will surely provide better results with
more refined data so that local governments can be advised when they establish new TIF
districts.
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CHAPTER SEVEN
CONCLUSION

This study used quasi-experimental research design to analyze the TIF district of
Goose Creek city in Berkeley County. First, all the related data were collected and joined
into one data which had parcel as the unit of analysis. Second, using propensity score
matching, similar parcels outside the TIF districts were matched to the parcels within the
districts. To make the better result, different sets of variables were tested. Third,
difference in differences analysis was done with fixed effect to find out the impact of TIF
on property value.
In Goose Creek analysis, there were six positive and significant results and one
negative and insignificant result with the longer period of time, and seven positive and
significant results with the shorter period of time. Analysis with single year showed
negative result in 1999, but positive results in 2004, 2009, and 2014. All in all, there were
more positive results than negative results. From these results, we can conclude that the
TIF district had a positive impact on property value.
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APPENDICES
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Appendix A
GIS Model to Join Annual Parcel Maps for Panel Data

Figure A.1. GIS Model to Join Annual Parcel Maps for Panel Data
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Appendix B
Variable Summary Compare

Figure B.1. V_1996 Summary Compare

Figure B.2. Area_1996 Summary Compare
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Figure B.3. Dist_Muni Summary Compare

Figure B.4. Dist_CC Summary Compare
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Figure B.5. Dist_HW Summary Compare

Figure B.6. Pop_Den Summary Compare
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Figure B.7. Black_Rate Summary Compare

Figure B.8. Vacant_Rate Summary Compare
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Figure B.9. Per_Capita_Income Summary Compare

Figure B.10. Percent_Below_Poverty Summary Compare

77

Figure B.11. Median_Gross_Rent Summary Compare

Figure B.12. Rent_Per_Income_Over50 Summary Compare
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Figure B.13. Percent_Over40_Building Summary Compare
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Appendix C
T-Test for Numeric Variables

Group 1 means the parcels within the districts and group 0 means the parcels
outside the districts.

Table C.1. Pre T-Test Result 1

Table C.2. Pre T-Test Result 2
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Table C.3. Pre T-Test Result 3

Table C.4. Pre T-Test Result 4

Table C.5. Pre T-Test Result 5
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Table C.6. Pre T-Test Result 6

Table C.7. Pre T-Test Result 7

Table C.8. Pre T-Test Result 8
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Table C.9. Pre T-Test Result 9

Table C.10. Pre T-Test Result 10

Table C.11. Pre T-Test Result 11
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Table C.12. Pre T-Test Result 12

Table C.13. Pre T-Test Result 13
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Appendix D
Logistic Regression Results
Table D.1. Logistic Regression Result (Set 1)
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Table D.2. Logistic Regression Result (Set 2)
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Table D.3. Logistic Regression Result (Set 3)
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Table D.4. Logistic Regression Result (Set 4)
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Table D.5. Logistic Regression Result (Set 5)
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Table D.6. Logistic Regression Result (Set 6)
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Table D.7. Logistic Regression Result (Set 7)
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Appendix E
Propensity Score Histogram

Figure E.1. Propensity Score Histogram (Set 1)
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Figure E.2. Propensity Score Histogram (Set 2)

93

Figure E.3. Propensity Score Histogram (Set 3)

94

Figure E.4. Propensity Score Histogram (Set 4)
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Figure E.5. Propensity Score Histogram (Set 5)
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Figure E.6. Propensity Score Histogram (Set 6)
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Figure E.7. Propensity Score Histogram (Set 7)
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Appendix F
Matching with Propensity Score

Table F.1. Matching with Propensity Score (Set 1)
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100

Table F.2. Matching with Propensity Score (Set 2)
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Table F.3. Matching with Propensity Score (Set 3)
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Table F.4. Matching with Propensity Score (Set 4)
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Table F.5. Matching with Propensity Score (Set 5)
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Table F.6. Matching with Propensity Score (Set 6)
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Table F.7. Matching with Propensity Score (Set 7)
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Appendix G
Distribution of Propensity Score with Matched Result

Figure G.1. Propensity Score Jitter Plot (Set 1)
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Figure G.2. Propensity Score Jitter Plot (Set 2)
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Figure G.3. Propensity Score Jitter Plot (Set 3)
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Figure G.4. Propensity Score Jitter Plot (Set 4)
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Figure G.5. Propensity Score Jitter Plot (Set 5)
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Figure G.6. Propensity Score Jitter Plot (Set 6)
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Figure G.7. Propensity Score Jitter Plot (Set 7)
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Appendix H
Difference in Differences with Fixed Effect Result

Table H.1. Difference in Differences Result (Set 1)

114

Table H.2. Difference in Differences Result (Set 2)

Table H.3. Difference in Differences Result (Set 3)
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Table H.4. Difference in Differences Result (Set 4)

Table H.5. Difference in Differences Result (Set 5)
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Table H.6. Difference in Differences Result (Set 6)

Table H.7. Difference in Differences Result (Set 7)
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Appendix I
Matched Parcels Property Value by Time

Figure I.1. Matched Parcels Property Value by Time (Set 1)
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Figure I.2. Matched Parcels Property Value by Time (Set 2)
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Figure I.3. Matched Parcels Property Value by Time (Set 3)
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Figure I.4. Matched Parcels Property Value by Time (Set 4)
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Figure I.5. Matched Parcels Property Value by Time (Set 5)
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Figure I.6. Matched Parcels Property Value by Time (Set 6)
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Figure I.7. Matched Parcels Property Value by Time (Set 7)
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Appendix J
Difference in Differences with Fixed Effect Shorter Period Result

Table J.1. DID Shorter Period Result (Set 1)
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Table J.2. DID Shorter Period Result (Set 2)

Table J.3. DID Shorter Period Result (Set 3)
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Table J.4. DID Shorter Period Result (Set 4)

Table J.5. DID Shorter Period Result (Set 5)
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Table J.6. DID Shorter Period Result (Set 6)

Table J.7. DID Shorter Period Result (Set 7)
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Appendix K
Matched Parcels Property Value by Time Shorter Period

Figure K.1. Matched Parcels Property Value by Time Shorter Period (Set 1)
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Figure K.2. Matched Parcels Property Value by Time Shorter Period (Set 2)
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Figure K.3. Matched Parcels Property Value by Time Shorter Period (Set 3)
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Figure K.4. Matched Parcels Property Value by Time Shorter Period (Set 4)
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Figure K.5. Matched Parcels Property Value by Time Shorter Period (Set 5)

133

Figure K.6. Matched Parcels Property Value by Time Shorter Period (Set 6)
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Figure K.7. Matched Parcels Property Value by Time Shorter Period (Set 7)
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