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ABSTRACT
In this paper, we propose a Gaussian Process (GP) emulator for the calculation of
a) tomographic weak lensing band-power spectra, and b) coefficients of summary data
massively compressed with the MOPED algorithm. In the former case cosmological
parameter inference is accelerated by a factor of ∼ 10-30 compared to explicit calls
to the Boltzmann solver CLASS when applied to KiDS-450 weak lensing data. Much
larger gains will come with future data, where with MOPED compression, the speed
up can be up to a factor of ∼ 103 when the common Limber approximation is used.
Furthermore, the GP opens up the possibility of dropping the Limber approximation,
without which the theoretical calculations may be unfeasibly slow. A potential ad-
vantage of GPs is that an error on the emulated function can be computed and this
uncertainty incorporated into the likelihood. If speed is of the essence, then the mean
of the Gaussian Process can be used and the uncertainty ignored. We compute the
Kullback-Leibler divergence between the emulator likelihood and the CLASS likeli-
hood, and on the basis of this and from analysing the uncertainties on the parameters,
we find that in this case, the inclusion of the GP uncertainty does not justify the extra
computational expense in the test application. For future weak lensing surveys such
as Euclid and Legacy Survey of Space and Telescope (LSST), the number of summary
statistics will be large, up to ∼ 104. The speed of MOPED is determined by the num-
ber of parameters, not the number of summary data, so the gains are very large. In
the non-Limber case, the speed-up can be a factor of ∼ 105, provided that a fast way
to compute the theoretical MOPED coefficients is available. The GP presented here
provides such a fast mechanism and enables MOPED to be employed.
Key words: cosmology: cosmological parameters - methods: data analysis - methods:
statistical - gravitational lensing: weak
1 INTRODUCTION
With the continuous advancement of technology, our under-
standing of the Universe has progressively improved, start-
ing with the radiation of the cosmic microwave background
(CMB) from experiments such as COBE (Smoot et al. 1992;
Jaffe et al. 2001), WMAP (Spergel et al. 2003) and Planck
(Planck Collaboration et al. 2014, 2016) to ongoing observa-
tions of supernovae as standard candles (Betoule et al. 2014)
and large-scale structure probes (Anderson et al. 2014).
While these experiments place the ΛCDM model on a firm
footing, there is still the need to understand better dark mat-
ter and the evolution of dark energy. A powerful probe of the
geometry of the Universe is cosmic shear, the weak lensing
effect observed as a result of bending of light between the
? E-mail: a.mootoovaloo17@imperial.ac.uk
observer and background galaxies due to intervening large-
scale structure. Cosmic shear is proving to be a powerful
method for measuring the temporal and spatial properties
of dark species statistically over a large sample of sources
(Ko¨hlinger et al. 2017).
However, one possible bottleneck in the era of massive
surveys lies in the forward computation of two-point statis-
tics from cosmological parameters, either correlation func-
tions or power spectra (Kilbinger 2015). The complexity of
the problem is exacerbated when performing weak lensing
analysis in n tomographic redshift slices, for which n(n+1)/2
auto- and cross-correlations are needed. If intrinsic align-
ments (Heavens et al. 2000a; Hirata & Seljak 2004) are in-
cluded, we require an additional calculation of n(n+1) power
spectra. In general, running this full forward model is com-
putationally expensive. The problem is even worse in very
large simulation settings. As an example, Heitmann et al.
© 2020 The Authors
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Figure 1. Example of a GP regression in 1D - We have have
six observed data points and we use a GP with an ARD kernel
to fit the data. The true function is y = xsin x. Note also the
posterior distribution of the function inferred at the test point
x = 2.0 shown in the inset plot.
(2009) argued that a naive analysis to obtain cosmological
constraints from future suveys such as LSST (Tyson & Wolff
2002; LSST Science Collaboration et al. 2017) from weak
lensing shear spectra will take a 2048 processor machine 20
years. An alternative approach is to replace the simulator
(the full forward model) by an approximate mathematical
function, often referred to as a metamodel, surrogate model,
or emulator.
Various types of emulators have been designed for differ-
ent purposes in cosmology. As an example, PICO (Fendt &
Wandelt 2007b) was developed to accelerate parameter esti-
mation for the CMB. The underlying idea is to use an order-
p polynomial and a clustering method to interpolate be-
tween power spectra generated at specific points in parame-
ter space. On the other hand, neural networks have also been
been used as emulators for generating power spectra. Auld
et al. (2007) used a 3-layer multilayer perceptron (MLP)
algorithm to construct an emulator to accelerate the calcu-
lation of the CMB power spectra. Neural networks learn the
non-linearities between the input space and output space by
optimizing the weights associated with each neuron. In the
same spirit, Schmit & Pritchard (2018) developed a 2-layer
MLP algorithm to emulate the 21cm power spectrum. Simi-
larly, Agarwal et al. (2012, 2014) designed a neural network
emulator for non-linear matter power spectrum interpolation
based on 6 cosmological parameters. Charnock et al. (2018)
also used neural networks to find functionals of the data that
maximise the Fisher information matrix. Manrique-Yus &
Sellentin (2020) devised a neural network scheme, coupled to
an MCMC, to accelerate cosmological parameter inference.
In an alternative approach, Habib et al. (2007) developed a
statistical framework using Gaussian Processes to emulate
matter power spectrum and Schneider et al. (2011) used a
similar method to emulate cosmic microwave background
temperature power spectrum. An analogous approach was
used and extended in the Coyote Universe collaboration
(Heitmann et al. 2009, 2010; Lawrence et al. 2010; Heitmann
et al. 2014). Recently, Bird et al. (2019) and Rogers et al.
(2019) developed a Gaussian Process emulator for Lyman-
α forest simulation. Kern et al. (2017) designed a Gaussian
Process emulator for the 21cm power spectrum.
An alternative to predicting the signal using Machine
Learning techniques is to predict the likelihood. Instead of
building emulators at the level of the theory/data, another
option is to construct a likelihood regressor. Fendt & Wan-
delt (2007a) extended the PICO formalism to fit a likelihood
function. Leclercq (2018) recently developed the BOLFI al-
gorithm (Gutmann & Corander 2015) to construct a like-
lihood regressor which fits two cosmological parameters w0
and Ωm for the JLA dataset (Betoule et al. 2014). In par-
ticular, in the BOLFI approach, the uncertainty from the
Gaussian Process appears in the acquisition function, which
is used to choose the next design point where the simulation
will be run. However, the surrogate model itself is not a per-
fect reconstruction of the true likelihood function. Instead, if
the emulator were built at the level of the theoretical model,
the GP uncertainty can be propagated in the full forward
model. In the same spectrum, Alsing et al. (2018) developed
a density-estimation likelihood-free method and argued that
it requires less tuning compared to traditional approaches
such as Approximate Bayesian Computation, ABC. Leclercq
et al. (2019) also developed a likelihood-free approach to in-
fer power spectrum and cosmological parameters from for-
ward simulations only.
Each type of emulator (polynomial, neural network and
Gaussian Processes) has its own advantages and disadvan-
tages. In the case of polynomial regression, one has to specify
the basis functions prior to performing interpolation. How-
ever, it provides a full predictive distribution of the function
at a test point. On the other hand, neural network regres-
sion requires much empirical work, for example, choosing an
appropriate optimiser, setting the learning rate of the opti-
miser and choosing the number of layers and neurons. This
will become notoriously challenging if we have tens or hun-
dreds of functions to interpolate, as in our case. Besides, the
outputs from a neural network are point estimates unless we
consider Bayesian neural network which attempts to get a
full posterior distribution on the weights of the neural net-
work using variational inference methods. However, this is
often tricky since we have to deal with thousands, possibly
millions, of parameters (Kendall & Gal 2017).
In this paper, we develop a Gaussian Process emula-
tor for speeding cosmological parameter inference for weak
lensing cosmology whilst keeping the number of calls to the
full solver to the order of a few hundred only. A useful ad-
vantage of GPs is that we also get a theoretical predictive
uncertainty. However, note that the latter depends on the
Gaussian Process model, strictly speaking the kernel. Build-
ing such a framework is a challenging task. It is well-known
that non-parametric regression methods such as Gaussian
Processes suffer from the so-called ‘curse of dimensionality’
(Geenens et al. 2011) as a result of the training data being
sparse in high dimensional spaces. The only way to obtain
accurate interpolation is to add information to our model
and this can be achieved by adding more and more training
points. However, this involves a penalty, not only in terms
of computations but also storage. Moreover, from the cos-
mology perspective, drawing inferences from current weak
lensing data is a demanding task, for we have to correctly
account for sources of systematic error which add new effec-
tive parameters to our model. In addition to this, given the
current status of the weak lensing field with relatively few
data points at low signal-to-noise, cosmological parameters
are not very well-constrained compared to (e.g.) the CMB.
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As a result, our training points have to be distributed over
a larger volume in parameter space.
Fortunately, sophisticated techniques such as Latin Hy-
percube (LH) sampling (McKay et al. 1979), with the appro-
priate transformations at the level of both the input covari-
ates and the response, can simplify the problem. Re-casting
the full problem as a hierarchical model enables us to lever-
age the predictive uncertainty of the reconstructed proba-
bilistic functions, thus propagating the uncertainty consis-
tently in the statistical framework. This is a major advantage
of Gaussian Processes although for this particular applica-
tion, we do not recommend adding the GP uncertainty.
Moreover, once the emulator is built, it can also be used
with the MOPED algorithm (Heavens et al. 2000b) to fur-
ther speed up parameter inference. MOPED is essentially
a lossless data compression technique which, irrespective of
the size of the original data, compresses the latter to the
number of parameters in the model. One can simply re-
place the theoretical prediction by the surrogate model in
the MOPED likelihood function and use the MOPED vec-
tors to compute the MOPED coefficients. However, in order
to achieve the full acceleration that MOPED allows, a fast
mechanism to generate the expected coefficients themselves
is needed GPs can do this.
In this study, as a first application, the Gaussian Process
emulator is built at the level of tomographic weak lensing
band power spectra. With a well-designed emulator, it is
possible to obtain reliable marginalised posterior densities
of cosmological and nuisance parameters with a few hun-
dreds forward simulations only. There are other advantages
of using the emulator. If speed is of importance, one can
just use the mean of the emulator since it scales as O(N).
Moreover, the emulator uncertainty can be propagated in
the statistical framework at the expense of an O(N2) oper-
ations. Nonetheless, we argue that for a small number of
training points, the emulator yields posterior distributions
close to the true posterior whilst still maintaining a decent
speed for each likelihood evaluation. Formulating the emu-
lator in this way also allows us to use the MOPED formal-
ism, where the simulator is substituted by the emulator to
compute the MOPED coefficients, yα. In the same spirit as
MOPED, which speeds up likelihood computation via data
compression, the emulator, on the other hand, accelerates
the computation of the MOPED coefficients. Alternatively,
for low dimensional problems, the MOPED coefficients can
be emulated directly with Gaussian Processes. In this work,
we pursue the latter and indeed, we get an overall speedup.
The paper is organised as follows: in §2 we provide
a brief overview on weak lensing theory and in §3, we
touch upon Gaussian Processes before systematically going
through the main steps taken to build the emulator in §4.
In §5, we discuss how the MOPED algorithm can be used
alongside the emulator and we present our results in §6 be-
fore concluding in §7. Throughout, we will assume a flat
universe.
2 WEAK LENSING
Gravitational lensing is the bending of light as it propa-
gates through the inhomogeneous Universe, which leads to
a coherent distortion of galaxy images. In particular, weak
Gaussian'
Processes
LikelihoodCovariance Data Systematics
Figure 2. A diagrammatic form of the core principle in this work.
We substitute the most expensive part of the pipeline by surrogate
models (Gaussian Processes) built at the level of the band powers.
The other blocks in the inference procedure, for example, for the
computations related to the nuisance parameters, are unaltered.
lensing can only be studied in a statistical sense since the
distortion is small and requires averaging over a large sample
of galaxies as a result of broad distribution of intrinsic ellip-
ticities. Weak lensing has the advantage of probing the dis-
tribution of matter and not of biased tracers such as galaxies
which is hard to predict. In essence, we would ideally want
to perform a full 3d statistical analysis but much of the cos-
mological information can still be retained by tomography,
where objects are separated by redshift. We refer the reader
to common literature on weak gravitational lensing (Bartel-
mann & Schneider 2001; Kilbinger 2015) for further details
on these techniques.
In a weak lensing analysis, observables include galaxy
positions, photometric redshifts and shapes. The latter is
given in terms of the ellipticity components, 1 and 2. In
particular, this observed ellipticity,  is related to the un-
lensed intrinsic ellipticity, 0 via the shear field such that
 ' 0 + γ. (1)
The observed ellipticities are binned into pixels and redshift
bin, i. An estimate of the shear field, γˆi is obtained by av-
eraging the ellipticities in each pixel. This (complex) shear
field can be expanded in terms of spin-weighted spherical
harmonics, sY` m (Hu 2000; Castro et al. 2005)
γ1(r) ± iγ2(r) =
√
2
pi
∑
`m
∫
dk k2γ`m(k)±2Y` m(nˆ) j`(kr), (2)
where j` is a spherical Bessel function, k is a radial wavenum-
ber and ` is a positive integer while m = −`, . . . `. The coef-
ficients γ`m are related to the transform of the lensing po-
tential, φ(r) by
γ`m =
1
2
√
(` + 2)!
(` − 2)!φ`m(k). (3)
Similarly, the expansion coefficients for the convergence
field, κ, is
κ`m = − `(` + 1)2 φ`m(k). (4)
The shear field can be decomposed into E and B modes
corresponding to the curl-free and divergence-free compo-
nents. In particular, the convergence field, κE contains most
of the cosmological information since κB is negligible in the
absence of systematics (Castro et al. 2005). Under this con-
dition, the E-mode lensing power spectrum between tomo-
graphic bins i and j is equal to the convergence power spec-
MNRAS 000, 1–16 (2020)
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trum, that is, CEE
`, i j
= Cκκ
`, i j
and is given, in the Limber ap-
proximation (Loverde & Afshordi 2008) by
CEE`, i j =
∫ χH
0
dχ
wi(χ)wj (χ)
χ2
Pδ
(
k =
` + 1/2
χ
; χ
)
, (5)
where χ is the comoving radial distance and χH is the co-
moving distance to the horizon. Without the Limber ap-
proximation, the integrals can be slow to compute, although
faster methods are being developed (Fang et al. 2019). Cru-
cially, the tomographic convergence power spectrum is sen-
sitive to the background geometry and the growth of struc-
ture. It depends on the the three-dimensional matter power
spectrum, Pδ(k; χ) which is a function of redshift (Weinberg
et al. 2013). The weight function wi is
wi(χ) =
3ΩmH20
2c2
χ(1 + z)
∫ χH
χ
dχ′ni(χ′)
(
χ′ − χ
χ′
)
, (6)
which depends on the lensing kernel. Ωm is the present mat-
ter density, H0 is the Hubble constant and c is the speed
of light. An important quantity is the redshift distribution,
ni (z) dz = ni (χ) dχ which is normalised such that∫
ni(χ)dχ = 1. (7)
For a weak lensing survey, the data vector consists of
the measured shear per pixel for each redshift bin. At this
point, in order to extract the shear power spectrum, one can
either take a quadratic estimator approach using maximum-
likelihood technique (Bond et al. 1998) or employ a pseudo-
C(`) approach (Hinshaw et al. 2007). Alternatively, one can
also build a full Bayesian hierarchical model, to infer the
full shear power power spectrum (Alsing et al. 2016, 2017).
Here, we focus on the tomographic band power spectra, as
determined by Ko¨hlinger et al. (2017).
2.1 Astrophysical Systematics
Coupled to the E-mode power spectrum are various sys-
tematics which we should consider. For example, baryon
feedback results in altering the power in high k. Although
feedback is not fully understood, it is often parameterized
through the bias function, b2(k, z) such that the modified
power spectrum is
Pmodδ (k, z) = b2 (k, z) Pδ (k, z) . (8)
As an example, for the KiDS-450 analysis, the following
fitting formula from van Daalen et al. (2011) was used
b2 (k, z) = 1 − Abary
[
Aze(Bz x−Cz )
3 − Dz xeEz x
]
, (9)
where x = log10(k/1 Mpc−1) and the other terms
Az, Bz, Cz, Dz and Ez depend on the scale factor a. More-
over, we must account for intrinsic alignment effects which
give rise to a preferred ellipticity orientation. The total lens-
ing power spectrum between two redshift slices is a lin-
ear combination of the gravitational lensing (EE), intrinsic
alignment (II) and interference (GI) power spectra. Specifi-
cally, the II effect is due to correlation of ellipticities in the
local environment and contributes positively towards the to-
tal lensing spectrum. The second effect, GI, is due to corre-
lation between tidally-stretched foreground galaxies and the
shear of background galaxies. The GI term subtracts from
the total lensing spectrum. We model the power spectrum,
following Ko¨hlinger et al. (2017), as
Ctot`, i j = C
EE
`, i j + A
2
IAC
II
`, i j − AIACGI`, i j, (10)
where the II power spectrum, CII
`, i j
and the GI power spec-
trum, CGI
`, i j
respectively are
CII`, i j =
∫ χH
0
dχ
wi(χ)wj (χ)
χ2
Pδ
(
k =
` + 0.5
χ
; χ
)
F2 (χ) ,
(11)
CGI`, i j =
∫ χH
0
dχ
wi(χ)nj (χ) + wj (χ)ni(χ)
χ2
Pδ
(
k =
` + 0.5
χ
; χ
)
F(χ),
(12)
F(χ) = C1ρcrit ΩmD+(χ), (13)
and AIA is a free parameter to be inferred during sampling.
This allows for the flexibility of rescaling the otherwise fixed
normalisation value, C1 = 5 × 10−14 h−2 M−1 Mpc3. ρcrit is
the critical density of the Universe while D+(χ) refers to the
linear growth factor normalized to unity today.
3 GAUSSIAN PROCESSES
In this section, we provide a general outline of the basic
concepts behind the Gaussian Process, which is at the core
of our cosmological parameter inference scheme.
Our goal is to design an emulator, which takes as input a
set of cosmological parameters, and outputs summary statis-
tics, for example, power spectrum or band powers. Given
Ntrain data, we want to summarise the latter by fitting a
model which depends on some adjustable parameters, ψ.
One approach (which we will not follow) is to define a set of
basis functions which maps the inputs, θ to the output, y as
follows
y = Φψ + , (14)
whereΦ is a Ntrain×M design matrix whose rows contain the
basis functions, that is, Φ (θ) = [1, φ1 (θ) , φ2 (θ) . . . φM (θ)]
and φ (θ) denotes a specific non-linear mapping of the input
set of parameters. In addition, each data point has a mea-
surement error which is Gaussian distributed around the
underlying model, y(θ), that is,  ∼ N(0, Σ). If the measure-
ment error is independent and randomly distributed, Σ is
simply a diagonal covariance matrix. We also assume Gaus-
sian priors for the regression coefficients, ψ ∼ N (0, C). Un-
der this assumption, the posterior distribution of the pa-
MNRAS 000, 1–16 (2020)
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Figure 3. The E-mode band powers (data) used in our inference scheme, similar to the KiDS-450 analysis (Ko¨hlinger et al. 2017). The
`−ranges are as follows: 76 ≤ ` < 220, 221 ≤ ` < 420, 421 ≤ ` < 670 and 671 ≤ ` < 1310. In particular, the auto-correlation band powers
are along the main diagonal (z1 × z1, z2 × z2 and z3 × z3) for the 3 redshift bins 0.10 < z1 ≤ 0.30, 0.30 < z2 ≤ 0.60 and 0.60 < z3 ≤ 0.90.
The off-diagonal blocks show the unique cross-correlation band powers. The blue shaded regions indicate the 1σ level errors from the
covariance matrix.
rameters, ψ is another Gaussian distribution with mean and
covariance
ψˆ = CˆΦTΣ−1 y
Cˆ = (ΦTΣ−1Φ + C−1)−1,
(15)
where ψˆ is a vector of the estimated parameters and Cˆ is
the covariance matrix which provides the standard uncer-
tainties of the estimated parameters. Note that in the limit
of infinitely broad priors, one recovers the maximum like-
lihood estimator. This approach was adopted when design-
ing PICO (Fendt & Wandelt 2007b,a), where a fourth order
polynomial was used to interpolate the CMB TT, TE and
EE power spectra. Moreover, the predictive distribution for
a given test point, θ∗ is
y∗ = Φ∗CΦT(ΦCΦT + Σ)−1 y
σ2∗ = Φ∗CΦT∗ −Φ∗CΦT(ΦCΦT + Σ)−1ΦCΦT∗ .
(16)
Note that the above equation can also be written such that
the inverse is performed in feature space, also referred to as
weight space. In other words, one can also compute ψˆ and Cˆ
and predict the function at a given test point. The dimension
of ψˆ or Cˆ is usually much less than the number of data-cases.
The reason for writing the posterior predictive distribution
in this way is to illustrate its similarity to the predictive
distribution we will obtain later using Gaussian Processes
in equation (24). In other words, we can interpret the Gram
matrix K = ΦCΦT as being our kernel matrix. Now, instead
of defining a specified set of basis functions, we shall now
MNRAS 000, 1–16 (2020)
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Figure 4. The data correlation matrix for the KiDS-450 anal-
ysis. We have ordered the covariance matrix in order of the to-
mographic labelling i j. Note that we have 4 band powers per
tomographic bin, hence 6 × 4 blocks in the covariance matrix.
define posterior distributions over functions directly, that is,
we consider our regression problem to be in the form
y = f + , (17)
where we assume that the function f is drawn from a Gaus-
sian distribution, f ∼ N(0, kpq) and the covariance is
kpq ≡ k(θp, θq) = Φ(θp)CΦT(θq). (18)
Through this lens, we do not explicitly need to specify
a particular set of non-linear basis functions, for which there
is a large choice. One would need to choose an appropriate
model via (Bayesian) model comparison within a pre-defined
set of basis functions. Instead, Gaussian Process regression
provides a decent solution to this problem by allowing the
data decide on the complexity of the function. The kernel
function which encapsulates the correlation between points
in the parameter space is used to model the smoothness of
the function. As an example, the automatic relevance de-
termination (ARD) kernel, also referred to as the Squared
Exponential (SE) kernel, Radial Basis Function (RBF) or
simply the Gaussian kernel is a common choice in the liter-
ature and is given by
k
(
θp, θq
)
= A2 exp
[
−1
2
(
θp − θq
)T
Λ−1
(
θp − θq
) ]
, (19)
where Λ = diag (λ1, λ2 . . . λd). A and λ are referred to as
the amplitude and characteristic squared length-scale re-
spectively. In particular, the former determines the average
distance of the function from the mean while λ controls the
smoothness of the function. The set of hyper-parameters for
this particular kernel is {A, λ}. This kernel has the nice prop-
erty that it is fully differentiable and positive definite.
As discussed above, unlike parametric regression where
we define priors over parameters, we will now define a prior
covariance over the functions directly and using Bayes’ the-
orem, the joint posterior distribution of the functions is
p ( f | θ, y) = p (y | θ, f ) p ( f | θ)
p (y | θ) , (20)
where the likelihood p (y | θ, f ) ∼ N ( f , Σ) and the prior is
p ( f | θ) ∼ N (0,K). Σ is the noise covariance covariance ma-
trix. K = k (θ, θ ′) is the kernel matrix by calculating equation
(19) for every pairs of points in θ. Prior to making predictive
inference, the Gaussian Process is trained by finding the set
of hyper-parameters {A, λ} which maximizes the Bayesian
Evidence (marginal likelihood)
log p (y | θ) = −1
2
yTK−1y y −
1
2
log
Ky  + constant, (21)
where Ky = K + Σ. The first term in the marginal likelihood
controls the fit to the data while the second term controls the
model complexity. For numerical stability, we first compute
the Cholesky factor, L, of Ky ≡ LLT, solve for u in the linear
system Lu = y followed by solving for α in LTα = u. The
marginal likelihood is then given by
log p (y | θ) = −1
2
yTα −
∑
i
log Lii + constant. (22)
Moreover, the partial derivatives of equation (21) with
respect to the kernel hyperparameters, η = {A, λ} can be
computed in closed form
∂
∂ηi
log p (y | θ) = 1
2
tr
[(
ααT − K−1
) ∂K
∂ηi
]
(23)
and α = K−1y y. The gradients are useful when maximising the
marginal likelihood when using gradient-based optimisation.
Another option, which we will not use for this particular ap-
plication, is to marginalise over the kernel hyperparameters
(given an appropriate set of priors) in a fully Bayesian for-
malism. The reason for not taking this route is that the
number of latent variables in the data model becomes large
(∼ 102) and recall that the marginal likelihood for a GP is
an expensive calculation.
For a given test point θ∗, the posterior distribution of
the function, f∗ = f (θ∗) is a Gaussian distribution with mean
and variance given by
f¯∗ = kT∗ α
var ( f∗) = k∗∗ − kT∗ K−1y k∗.
(24)
In Fig. 1, we show a simple regression for which the true
function to be interpolated is xsin x. In particular, we have
6 “observed” data points and using the ARD kernel, the full
posterior distributions of the functions inferred are shown
by the blue curve for x ∈ [1, 8].
The GP approach is quite appealing as it predicts both
the mean and variance, at the expense of an O(N2) opera-
tion, of the function for a particular test point. Moreover,
as seen from equation (24), the mean of a GP is a linear
predictor. Once α is calculated, the mean function can be
quickly and easily calculated for any set of test points since
it involves only O(N) operations. In addition, if required,
MNRAS 000, 1–16 (2020)
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Table 1. Set of cosmological and systematic parameters which
are used as inputs in the emulator.
Definition Symbol
CDM density Ωcdmh
2
Baryon density Ωbh
2
Scalar spectrum amplitude ln(1010As)
Scalar spectral index ns
Hubble parameter h
Free amplitude baryon feedback parameter Abary
Intrinsic alignment parameter AIA
Neutrino mass (eV) Σmν
the analytical gradient with respect to the mean function
at a particular test point can also be calculated. However,
a GP can be prohibitive for large data sets since it involves
the computation of the Cholesky factor which has compu-
tational complexity of O(N3) during the training phase and
requires O(N2) operations for the predictive variance. Be-
sides, a GP has O(N2) memory requirements for storing the
Cholesky factor (if the computation of the predictive error
is required) and the vector α.
4 EMULATOR
In this section, we use the formalism presented above to
build the emulator. In brief, the latter involves 4 main stages,
1) generating a set of design points, 2) running the full for-
ward simulator at these points, 3) training the emulator and
4) making predictions at test locations in the parameter
space. Once this is done, the emulator is connected to an
MCMC sampler to obtain the marginalised posterior distri-
butions of the parameters in our model. A simple flow of
the core idea is shown in Fig. 2. In the following, we touch
briefly on the data we have used for our analysis before sys-
tematically going through the steps we have taken to build
the emulator.
4.1 Data
We use the publicly-available weak lensing data from Ko¨h-
linger et al. (2017) to test the performance of our emulator.
We use 3 tomographic redshift bins, namely, 0.10 < z < 0.30,
0.30 < z < 0.60 and 0.60 < z < 0.90 and the convergence
power spectrum is computed in the range 10 < ` < 4000.
Moreover, we follow Ko¨hlinger et al. (2017) and drop the
first, second-to-last and last band powers in our analysis,
that is, we use only the band powers corresponding to the
following `-ranges:76 ≤ ` < 220, 221 ≤ ` < 420, 421 ≤ ` < 670
and 671 ≤ ` < 1310. For a 3-bin tomographic analysis, we
have 6 auto- and cross- tomographic power spectra to cal-
culate. The data and covariance matrix for this problem are
shown in Fig. 3 and 4 respectively.
The emulator can be built at the level of the power
spectra or the band powers. Alternatively, for likelihood-
free inference methods, one can also emulate the likelihood
directly using the GPs (see Leclercq (2018) and Fendt &
Wandelt (2007a)). For power spectrum reconstruction, one
−4 −2 0 2 4
x
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Figure 5. Latin Hypercube Sampling from a Gaussian distribu-
tion. If we want 5 random numbers, x, we first partition the CDF
into 5 equally spaced regions and then draw random numbers
from these regions, Φi , followed by drawing the corresponding xi .
can use the PICO method or an alternative, but constrictive,
stance is to adopt the approach taken by Habib et al. (2007)
to first learn a set of basis functions via Singular Value De-
composition (SVD) and model the resulting weights by a
Gaussian Process.
Moreover, building an emulator for weak lensing analy-
sis is not trivial since we have to also account for the system-
atics. In this problem, we choose to emulate the total band
power, which is simply a linear combination of the band pow-
ers, via the intrinsic alignment parameter, AIA (see Equation
10). Therefore, the emulator is a function of 8 parameters
(6 cosmological and 2 systematics) only (see Table 1).
As a result, we have only 24 band powers to emulate.
Note that if the emulator was built at the level of the like-
lihood which is a function of 12 parameters (6 cosmological
and 6 systematics), one would need a large number of for-
ward simulations, especially with the ARD kernel, for whichθi − θ j22 → 0
as the dimensionality of the problem increases. ‖·‖2 denotes
the Euclidean norm. However, if the emulator has enough
training points, the kernel will be able to capture and learn
structures of the function.
4.2 Training Points
The generation of the training points is a key ingredient
for the emulator to perform well. Accurate high-dimensional
regression is not easy, mainly due to the curse of dimen-
sionality. With the formalism presented in this work and
depending on the complexity of the function, one can recon-
struct the function precisely and accurately in low dimen-
sions, hence leading to an accurate likelihood as would be the
case if we were to use the full simulator, CLASS (Lesgour-
gues 2011) in this case. As the dimensionality of the prob-
lem increases, we need an exponentially increasing number
of training points to emulate the true function accurately.
In PICO, the training points were generated uniformly
from a box whose sides were centred on the mean of a con-
verged MCMC chain (consisting of ∼ 60000 cosmological
models) and width 3σ along each direction. In the second re-
lease of PICO, they selected training points which lie within
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Figure 6. The figure shows the marginal likelihood of the Gaus-
sian Process (with 3000 training points) for the fourth band power
matrix and i = j = 2. Note the local minimum for the 3rd run of
the optimiser. The other bars have almost the same value, hence
showing that Nrestart = 5 is a good choice for training the GP.
25 log-likelihoods of the WMAP peak (Fendt & Wandelt
2007a). On the other hand, Auld et al. (2007) first drew
2000 training points from the same box defined in PICO
and also added an extra 5000 training points drawn from a
Gaussian distribution, whose covariance was twice the ex-
pected covariance matrix, centred on the maximum likeli-
hood. These techniques perform quite well for two reasons:
1) by restricting the prior volume of the training points to
the high likelihood regions allows the sampler to explictly
explore this specific region in parameter space, 2) creating
a data set with thousands of training points will also im-
prove any regression method. A shortcoming of using these
approaches is that the algorithm will not perform well in re-
gions where there is no training point nearby (see Appendix
A in Habib et al. (2007) for a comparison of their method
with PICO). This is a typical manifestation of almost any
Machine Learning algorithm. They are good at making reli-
able predictions within a pre-defined prior, provided they are
trained with enough data points. Building Machine Learn-
ing algorithms in the small data regime is still in its infancy,
hence an active area of research (Barz & Denzler 2019).
Moreover, if the training points are naively generated
randomly from our pre-defined priors, we might not obtain a
suitable coverage of the parameter space. A possible solution
to this, is to use a grid but then the number of training points
grows exponentially as the dimensionality of the problem
increases. As an example, say, we have a 7D problem and
we choose to have 10 points per parameter, then our training
set will have 10 million points.
Alternatively, we can use Latin Hypercube (LH) sam-
pling (McKay et al. 1979) which is a method for generating
random samples from a multidimensional dimensional dis-
tribution in a controlled (quasi-random) way. A point is as-
signed such that it uniquely occupies its row and column re-
spectively. This procedure generalises to higher dimensional
designs. A 1D illustration is shown in Fig. 5 where 5 sam-
ples are drawn from a unit normal distribution. The LH
method is now a ubiquitous tool for performing emulation
in large simulation scenarios (Habib et al. 2007; Schneider
et al. 2011; Schmit & Pritchard 2018) and is seen to be quite
efficient, not only in producing a fair interpolation, but also
provides reasonable posterior densities.
In this work, we adopt the LH approach to generate
our training set. The LH samples are generated using the
maximinLHS function from the lhs R package (Carnell 2019).
4.3 Priors
In our baseline emulator, we generate 1000 Latin Hypercube
samples from a box, between 0 and 1. We first linearly trans-
form these samples to the range of the pre-defined prior box
for the 6 cosmological and 2 systematics parameters,
Ωcdmh
2 ∼ U[0.01, 0.40]
Ωbh
2 ∼ U[0.019, 0.026]
ln(1010As) ∼ U[1.70, 5.00]
ns ∼ U[0.70, 1.30]
h ∼ U[0.64, 0.82]
Abary ∼ U[0.0, 2.0]
AIA ∼ U[−6.0, 6.0]
Σmν ∼ U[0.06, 1.0]
followed by running the full simulator at these points to ob-
tain the total band powers. U[a, b] denotes a uniform distri-
bution with lower and upper limits a and b respectively. We
apply a more conservative prior than the original KiDS-450
prior for Ωcdmh2 since a large fraction of the LH samples we
have generated will lie outside the region of parameter space
contrained by the current weak lensing analysis. Moreover,
having a smaller volume of parameter space also improves
the performance of the emulator. The prior for the Abary
is set to an upper limit of 2 (instead of 10 in Ko¨hlinger
et al. (2017)) because we found that, values of Abary & 3
lead to negative b2, which implies an unphysical negative
power spectrum. In the same spirit, large values of Abary
lead to negative auto-correlated band powers and in some
cases, the band power matrix (equation (27)) was not pos-
itive definite. We also found that large values of neutrino
masses, Σmν & 1eV result in almost half of the CLASS band
powers in our training set to be nan. We therefore set an
upper limit for Σmν to 1 eV.
4.4 Transformations
Training the Gaussian Processes with the LH samples from
above might be suboptimal, the reason being that the vol-
ume occupied by a hypercube grows exponentially with in-
creasing dimensions. On the other hand, a sphered training
set (hypersphere) has a smaller volume compared to its cor-
responding hypercube but with the same scaling with di-
mension. This transformation step is analogous to the one
used by Fendt & Wandelt (2007b). Schneider et al. (2011)
assessed in detail the effect of various transformations prior
to building an emulator for the CMB power spectrum. They
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found that de-correlating the input space leads to signifi-
cant improvements compared to working with the original
form of the input parameters. The interpolation can further
be improved if one uses a known Fisher information matrix
specific to the problem.
The transformation matrix can be calculated as follows:
we first compute the covariance of the input parameters, θ
to the emulator (see Table 1), Cθ of θ, followed by diagonal-
isation, such that
Cθ = UDUT. (25)
U is a d × d orthonormal matrix and D is a diagonal d × d
matrix consisting of the (necessarily positive) eigenvalues.
The transformation matrix which whitens θ is then UD
1
2 ,
such that the transformed input covariates are
X = UD
1
2 θ . (26)
Thus, the covariance of X is the identity matrix. Also, having
a pre-whitened basis also justifies the use of a diagonal kernel
matrix such as the ARD kernel in equation (19), for which it
is often blindly assumed (without transforming the inputs)
that the correlation among the input parameters vanishes.
Next, we consider the transformation of the band pow-
ers. The distribution of the original band powers in our train-
ing set is left-skewed. For a fixed ` in our 3-bin tomographic
analysis, the resulting 3 × 3 matrix,
B` =
©­«
B`, 00 B`, 01 B`, 02
B`, 10 B`, 11 B`, 12
B`, 20 B`, 21 B`, 22
ª®¬ (27)
must be positive-definite and emulating the matrix elements
individually will not guarantee this.
To ensure that the 3 × 3 band power matrix remains
positive-definite during the prediction phase when using the
emulator, we instead build the latter on each element of the
logarithm B` (lower or upper triangular part, essentially all
the unique elements),
V` = RΛ˜RT = log (B`) , (28)
where B` = RΛRT, Λ˜νν = log(Λνν) and Λ and Λ˜ are diago-
nal. Moreover, since we normally assume a Gaussian Process
with mean zero and kernel, K, we do an additional linear scal-
ing such that the mean of the band powers in our training
set is zero and has a standard deviation of one, for example,
for the ith transformed band power,
v′i →
vi − v¯i
σi
(29)
and the predictive mean and variance are
E[vi(∗)] = σi E[v′i(∗)] + v¯i
var[vi(∗)] = σ2i var[v′i(∗)].
(30)
4.5 Training the Emulator
We now have our training set {X,V`,i j }. Therefore we have
a set of 24 Gaussian Processes due to each element of the
transformed band powers. Prior to building the emulator, a
crucial step is to choose a kernel function for the Gaussian
Process. Here we use the ARD kernel, defined in equation
(19).
To ensure a good performance, we have to find the set of
hyperparameters which maximises the marginal likelihood,
as discussed in §3. An important ingredient is the analytical
gradient of the marginal likelihood with respect to the ker-
nel hyperparameters to guarantee convergence to the global
minimum. The gradients are
∂kpq
∂A
=
2
A
kARDpq
∂kpq
∂`i
= kARDpq
(θp(i) − θq(i))2
`3
i
,
(31)
where i indicates the ith dimension of the problem. We use
the Limited memory Broyden-Fletcher-Goldfarb-Shanno, L-
BFGS-B algorithm (Zhu et al. 1997; Press et al. 2007) along
with the gradients defined above to optimise for these hy-
perparameters by minimising the negative log-marginal like-
lihood, in equation (21), via gradient descent. However, it is
a known fact that training a Gaussian Process is not an easy
task because the marginal likelihood has various local max-
ima (Rasmussen & Williams 2006). We adopt the standard
approach of restarting our optimiser at different positions
and we find that Nrestart = 5 was sufficient in practice to
ensure that we find the set of hyperparameters correspond-
ing to the global optimum (see Fig. 6). Although this is not
guaranteed, we also want to emphasise that the use of the
gradients was required to find the global optimum. Once the
Gaussian Process is trained, the kernel parameters are fixed
at the optimised values of the hyperparameters and then use
equations (24) to make predictions.
4.6 The GP Uncertainty
In this section, we look into propagating the GP uncertainty
through the full forward model when we use the emulator. To
be more specific, we seek the posterior distributions of the
cosmological parameters and the two nuisance parameters
(AIA, Abary), that is,
θ =
[
Ωcdmh
2, Ωbh
2, ln(1010As), ns, h, Abary, AIA, Σmν
]
and the other 4 nuisance parameters,
β = [A1, A2, A3, m]
marginalised over the probabilistic band powers. Using equa-
tion (10) and defining v as the total band powers, we can
write the joint posterior, p(θ, β |d ) as
p (θ, β |d ) =
∫
p (θ, β, v |d ) dv
=
∫
p (d |v, β ) p (v |θ ) dv p (θ) p (β) .
(32)
If p(ν |θ) were a Gaussian distribution of the band power
from the Gaussian Process, the above integration would be
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Figure 7. The left plot shows the predicted band power across a slice in parameter space. In other words, we choose a point within the
prior box and compute the GP mean, variance and the actual band power for Ωcdmh
2 ∈ [0.05, 0.40]. The same procedure is repeated in
the right plot, but we instead choose a point from a training set, to illustrate the fact that the predicted GP uncertainty tends to zero
near the training point and the predictive variance increases towards the edge of the prior box.
v
θ
d
β
Figure 8. The full forward model can be understood as follows:
at each step in the inference procedure, a random set of samples
of the cosmological, θ and nuisance, β is drawn from the prior,
followed by a random realisation of the probabilistic band powers,
centred on its mean and variance before computing the likelihood.
Note that the kernel hyperparameters are fixed to their optimised
values.
a convolution of two Gaussian distributions and the joint
posterior distribution of θ and β is given by
p (θ, β |d ) ∝ N (d; µ, Σ + C) p (θ) p (β) (33)
where C is the data covariance matrix, µ is the predictive
mean (which also includes contribution due to the nuisance
parameters) from the Gaussian Processes and Σ is the GP
covariance matrix. N(x; µ, Ψ) denotes a multivariate normal
distribution with mean µ and covariance Ψ. Equation (33)
applies only in the case where the band powers are emulated
directly, without any transformations.
However, in our analysis, the predictive distribution is
Gaussian in each element of the logarithm of the band power
matrix. For example, in Fig. 7, we show the GP mean and
variance for two elements across a slice in parameter space.
As previously discussed, if the GP predictions were Gaus-
sian in the band powers, we could marginalise analytically
over the theoretical uncertainty. Since they are Gaussian in
each element of V`,i j , we marginalise by drawing samples of
the cosmological and nuisance parameters (see Fig. 8) and
perform a Monte Carlo integration, which is relatively fast
and approximating the joint posterior as
p(θ, β |d ) ∝ p(θ)p(β)
Ns
Ns∑
i=1
p
(
d
V`,i j ) . (34)
Ns is the number of random band powers drawn after com-
puting the predictive mean and variance. We use Ns = 20
at every step in the MCMC to take into account the un-
certainty from the Gaussian Process. Recall that each band
power is being modelled independently by a GP and hence
the Monte Carlo integral in equation (34) requires few draws
of the probabilistic band powers.
5 DATA COMPRESSION
In the next era of weak lensing surveys such as Euclid
and LSST, the number of summary statistics will be large,
∼ O(104). The setup, in the previous section, is not a scalable
approach for these future surveys. In particular, emulating
each band power is not an entirely feasible approach be-
cause one will have to train and store thousands of separate
Gaussian Processes and this process in itself can be quite
expensive.
In this section, we show that the emulator can be used
with the MOPED algorithm (Heavens et al. 2000b) which
reduces the number of data points from N to just p num-
bers. N is the number of data points and p is the number of
parameters in our model. For current weak lensing analysis,
the gain is not significant (since we are working with only
24 band powers) but the method proposed in this work is
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Figure 9. The full 1D and 2D marginalised posterior distributions obtained using three different methods - The one in tan colour
corresponds to posterior distributions with the full simulator (CLASS) while the solid brown one corresponds to the Gaussian Process
emulator when random functions of the band powers are drawn, hence marginalising over the Gaussian Process uncertainty. The posterior
in blue shows the distributions obtained when only the mean of the Gaussian Process was used in the inference routine. The contours
denote the 68 % and 95 % credible interval respectively.
expected to yield fast parameter inference in the regime of
a large number, N ∼ 104 of band powers, with only p ∼ 10
parameters of interest.
Here, we briefly cover the MOPED algorithm. The lat-
ter essentially finds some weighing vector, b which encap-
sulates as much information as possible for a specific model
parameter θα. This vector is then used to find linear combi-
nation of the data, d such that the compressed data is
yα ≡ bTα d. (35)
The first and subsequent MOPED vectors are given respec-
tively by
b1 =
C−1µ,1√
µT
,1C
−1µ,1
(36)
and
bα =
C−1µ,α −∑α−1β=1 (µT,αbβ)bβ√
µT,αC−1µ,α −
∑α−1
β=1 (µT,αbβ)2
(α > 1), (37)
where C is the data covariance matrix and µ,α is the vec-
tor obtained by calculating the gradient of our theoretical
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Figure 10. Samples of the log-posterior obtained with the 3 methods investigated - In panel (a), the pale blue histogram refers to the
log-posterior samples from CLASS while the red and green step histogram correspond to the mean and error of the GP respectively. A
similar plot is shown in panel (b) but after applying the MOPED compression step.
model at a fiducial parameter set. In the previous applica-
tions of the MOPED algorithm, it was assumed that the co-
variance matrix is fixed. In our case, Ko¨hlinger et al. (2017)
constucted a covariance matrix which depends on the m pa-
rameter, the multiplicative bias. In this work, we fix C at the
average fiducial value provided1 in the data. Data compres-
sion with parameter-dependent covariance matrix has been
recently explored by Heavens et al. (2017). If B ∈ RN×p is
the matrix whose columns consist of the MOPED vectors,
the compressed data vector is just
y = BTx. (38)
By construction, the MOPED vectors bα are orthogonal to
each other, that is, bTα Cbβ = δαβ . Therefore, the covariance
matrix of y, BTCB = I, the identity matrix, of size p × p. As
a result of this orthogonality condition, elements from the
compressed data vector are uncorrelated. Hence, the log-
likelihood is straightforwardly
logL = −1
2
p∑
α=1
(yα − bTα µ)2 + constant, (39)
where µ could be computed using the emulator. The fact
that the likelihood of the compressed data involves only
O(p) operation makes parameter inference very fast since
the O(N3) operation in the standard likelihood is completely
eliminated, provided bTα µ can be rapidly computed. In ad-
dition to the MOPED formalism, we can further improve on
the speed by substituting the full simulator with our Gaus-
sian Process emulator. If the Gaussian Process uncertainty
1 Cosmological parameter inference depends mildly on the pa-
rameter m.
is included in the inference, the joint posterior distribution
of the cosmological and systematic parameters is
p (θ, β |y ) ∝ N(y;BTµ, I + BTΣB) p(θ)p(β). (40)
We recapitulate that equation (40) is applicable in the
case where the uncertainty from the Gaussian Process is
small or the original function is emulated directly, without
any transformation. From equation (40), if instead of the
probabilistic band powers, we had a deterministic function
(equivalently the full simulator or the case where the sur-
rogate model is almost perfectly reconstructed), Σ → 0 and
we recover the original MOPED likelihood in equation (39).
However, with the above setup where we simply replace
the model by the emulator, we do not expect any significant
speedup because each band power is modelled separately by
a Gaussian Process. Instead, we can emulate the MOPED
coefficients directly and in our case, we model the expensive
part of the MOPED coefficients (which involve the com-
putation of the lensing power spectra) each by a separate
Gaussian Process. In doing so, the GP is still a function of
just 8 parameters (6 cosmological and 2 systematics) and
we now have only 11 separate GPs. Crucially, this setup is
interesting because increasing the number of band powers
(for example, in forthcoming lensing surveys) will not affect
the MOPED timings at all.
6 RESULTS
Fig. 7 shows 2 band powers, evaluated across the Ωcdmh2
slice in parameter space. In particular, the function in black
corresponds to the accurate solver, CLASS while the bro-
ken red function corresponds to the GP mean, with the tan
shading giving the 3σ credible interval of the GP. Note also
that the right panel shows the GP prediction through a given
training point and as expected, the GP uncertainty tends to
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Figure 11. S8 versus Ωm plane for our analysis. The left panel shows that the Gaussian Process emulator, which is a function of our
cosmological parameters, for computing σ8 is accurate and precise enough compared to CLASS. The middle panel shows the constraints
without MOPED compression while the right panel includes MOPED compression. The inner and outer contours correspond the 68%
and 95% credible interval respectively.
zero. As seen in Fig. 7, the GP is able to predict the band
powers quite well.
Since the predictive function is a Gaussian distribution,
we can build a simple emulator by just using the mean,
or propagate the uncertainty from the Gaussian Process
through the model. Either method gives reasonable posterior
densities as shown in Fig. 9. On a high end desktop com-
puter, the evaluation is quite fast. Computing one likelihood
with the mean of the Gaussian Process takes 0.03 seconds
compared to 0.09 seconds if we include the Gaussian Process
uncertainty with 20 Monte Carlo samples to marginalise over
the GP uncertainty. On the other hand, CLASS takes 0.65
seconds for a likelihood evaluation. If we use 1000 training
points, this yields an overall speed-up by a factor of ∼ 12−30
depending on whether we use the mean or the GP vari-
ance. In our case, we generate 360000 MCMC samples using
EMCEE (Foreman-Mackey et al. 2013) for which the full
simulator takes about 44 hours while the Gaussian Process
emulator, using the mean, takes about ∼ 1.5 hours. On the
other hand, when we emulate the MOPED coefficients us-
ing 1000 training points, each likelihood computation takes
∼ 0.03 seconds with either the mean or the variance of the
GPs. As an example, with the MOPED compression, CLASS
takes ∼ 44 hours to generate 330000 MCMC samples (note
that there is no significant improvement in speedup because
we have just 24 band powers and each likelihood compu-
tation with or without the MOPED compression is almost
the same). However, with the emulator, we obtain the same
number of MCMC samples in ∼ 1.5 hours with either the
mean or variance of the GPs.
The distribution of the log-posterior (up to a normal-
isation constant) of the MCMC samples obtained by using
CLASS (in pale blue) is shown in Fig. 10. In the same plot,
the red and green histograms show the distribution of the
log-posterior when using the mean and error from the GP
respectively. In the same figure in panel (b), we show the log-
posterior of the samples obtained after compressing the data
using the MOPED formalism. Note that, the distribution of
the log-posterior of the different MCMC samples gives an
indication of how faithful the function reconstruction with
the GP is. With a small number of training points, there
is a small shift of the log-posterior distribution of the GP
emulator (either with the mean or the uncertainty) relative
to the CLASS distribution.
To compare the two distributions, we compute the
Kullback-Leibler (KL) divergence between the CLASS dis-
tribution and the GP distribution, that is,
DKL (p ‖q ) =
∑
p (θ, β |d ) log
[
p (θ, β |d )
q (θ, β |d )
]
(41)
where p (θ, β |d ) and q (θ, β |d ) are the posterior probabili-
ties computed using CLASS and the GP at the same points
in parameter space. Since the posterior probability is cheap
to compute with the GP, we use all the MCMC samples ob-
tained using CLASS to compute q(θ, β). The KL-divergence
in nats, as a function of the number of training points, is
shown in Table 2. In general, the reconstruction of the band
powers is almost perfect as the number of training points
increases. This can also be deduced from the 5th column in
Table 2 where the KL divergence decreases with increasing
training points. If one could afford additional simulations,
one option would be to just use the mean of the GP to
sample the posterior distribution since it is not only faster
compared to the case where the GP uncertainty is included,
but is also closer to the actual true posterior distribution.
To assess the convergence of our MCMC chains, we
also compute the Gelman-Rubin statistics (Gelman & Ru-
bin 1992) for different scenarios. The latter is simply defined
as Rˆ = V/W , where V is the between-chain variance and W is
the within chain variance. Rˆ is calculated for different cases,
for example, for a fixed number of training points, we use
the MCMC samples using the GP (mean) and the MCMC
samples obtained using CLASS. This is repeated with the
MCMC samples where the GP uncertainty is included. In all
cases, we apply a threshold of 1.05 to ensure that the chains
satisfy the ergodicity condition.
We are also interested in the S8 = σ8
√
Ωm/0.3 cosmolog-
ical parameter constraint. Recall that the GPs for sampling
the posterior are built using the 8 parameters (6 cosmologi-
cal and 2 systematics) and they do not allow us to predict σ8
directly. However, the latter is a function of just the 6 cosmo-
logical parameters, since it involves an integration over the
power spectrum. Therefore, as we compute the band powers
with the 1000 training points, we also record the σ8 values,
as generated by CLASS. We then construct a training set
with inputs
[
Ωcdmh
2, Ωbh
2, ln(1010As), ns, h, Σmν
]
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Table 2. Computational cost comparison between CLASS and the GP emulator
Ntrain Training MCMC (Mean) MCMC (Uncertainty) DKL (Mean) DKL (Uncertainty)
1000 20 84 216 0.84 1.00
1500 48 85 290 0.63 0.89
2000 92 86 396 0.60 0.81
2500 139 88 524 0.47 0.68
3000 209 90 692 0.09 0.65
Note:The training and sampling time (columns 2,3,4) are given in minutes and the
KL divergence is computed in units of nats (scaled by a constant); the largest DKL
is with the 1000 training points when we include the GP uncertainty, in which case,
DKL = 2.03 × 10−12.
which is then used to build a GP for σ8. This then allows
us to predict σ8 at any point in the parameter space within
the prior box. We find that it takes only 1 minute to predict
σ8 for 360 000 MCMC samples.
In Fig. 11, we show the 2D marginalised posterior dis-
tribution of the derived parameters S8 and Ωm using three
different methods is shown. In particular, we compare the
distribution obtained from CLASS with the mean and un-
certainty of the GP and we conclude that we are able to
recover comparable posterior densities for these two quanti-
ties, S8 and Ωm.
In high dimensions, the GP uncertainty inflates between
any two points. It is expected that adding more training
points will improve the performance of the emulator (either
with the mean or GP uncertainty) since the reconstruction
of the emulated function will converge to the original func-
tion. In general, with increasing number of training points,
the GP uncertainty will also decrease. The effect of the num-
ber of training points is indicated by the values of the KL-
divergence in the last two columns of Table 2. However, we
empirically found that the KL-divergence when we use the
mean of the emulator, is always better compared to the GP
uncertainty. This could be due to the fact that the GP un-
certainty adds more stochasticity to the overall process in
the likelihood computation.
One might expect the inclusion of the GP uncertainty to
broaden the likelihoods, so the KL divergence would not be
an appropriate measure of success. However, this does not
appear to be the case: marginal errors are not noticeably
increased. Our conclusion is that the results do not justify
the extra computational expense of the including the GP
uncertainty, but this might vary with application.
7 CONCLUSIONS
We have designed a principled and detailed Gaussian Pro-
cess emulator for constraining not only weak lensing cosmo-
logical parameters but also the nuisance parameters. In sum-
mary, for this problem, 1) the (expensive) solver is queried
a few thousand times only, to generate a training set (com-
pared to a conventional MCMC routine where the solver is
queried at every likelihood computation, 2) the emulator is
∼ 20 times faster compared to the full solver and this makes
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Figure 12. Illustrating the performance of the emulator as a
function of the number of training points. The expensive com-
putations reside in training and predicting the GP uncertainty.
Sampling the posterior with the GP mean is quick, even with the
3000 training points.
inference very quick and 3) by emulating the MOPED coef-
ficients, the number of separate Gaussian Processes is just
equal to the number of parameters in the model and in-
ference, irrespective of the number of data points, is very
quick. Moreover, the posterior distributions obtained from
the emulator are quite robust compared to the full run of
the simulator.
We have also demonstrated that the emulator can be
used to emulate the MOPED coefficients. Both combined
are expected to accelerate cosmological parameter inference.
Emulating the MOPED compressed data has two major ad-
vantages. The first is a feature of MOPED itself, that the
compressed data set does not grow as the original dataset
increases in size, so scales exceptionally well to Euclid and
LSST. The second is that MOPED is only fast if the theo-
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retical values of the MOPED coefficients can be computed
very quickly. The GP provides this functionality.
In addition, we have used the KL-divergence as a met-
ric to assess the performance of the emulator in obtaining
reliable high dimensional posterior distributions. As evident
from Table 2, the larger the number of training points, the
better the reconstruction of the emulated function and hence
the lower the KL-divergence between the accurate CLASS
posterior distribution and the emulator posterior distribu-
tion.
We also recommend using the mean of the emulator for
this application. In Table 2, the KL-divergence between the
emulator posterior and the CLASS posterior shows that the
mean is always better than the emulator with the GP uncer-
tainty. From a computational perspective, this has various
other advantages, for example, inference is very fast since the
GP mean prediction requires O(N) operations (recall that
the GP mean is a linear predictor) and storage.
An exciting application of this emulator can be in the
case where one requires non-Limber computation of the
power spectra. This certainly applies to galaxy clustering
statistics (Fang et al. 2019) and the weak lensing bispec-
trum (Deshpande & Kitching 2020), even if for the weak
lensing power spectrum it is a good approximation (Kitch-
ing & Heavens 2017; Kilbinger et al. 2017). In general, the
latter is computationally expensive to be calculated accu-
rately, especially at large ` because of the rapid oscillations
of the spherical Bessel functions (Lemos et al. 2017). For
example, if the CLASS run were to be repeated without the
Limber approximation, the emulator would have been ∼ 103
times even faster. In future surveys, because the number
of tomographics bins will be large, one would require more
power spectra computations. For example, 10 tomographic
bins lead to 55 auto- and cross- power spectra and the emu-
lator would be ∼ 103 and ∼ 105 faster with and without the
Limber approximation respectively.
Emulation has various other key advantages, apart from
speeding up inference. As an example, one has to choose a
good proposal distribution, which often requires tuning, to
run an MCMC chain with the full simulator. Presumably,
the emulator can be used to quickly explore the parameter
space and learn a suboptimal proposal distribution which
can then be used with the full simulator.
The accuracy of the reconstructed function can be im-
proved by adding more training points as we have demon-
strated. However, scaling Gaussian Processes to large num-
ber of training points results in a major computational bot-
tleneck, mainly due to O(N3) operations in training and
O(N2) in predicting the uncertainty (see Fig. 12). Fortu-
nately, here a few hundred training points suffices to give
cosmological results with only a few percent degeneracy in
error bars. Moreover, in this work, the training points have
been placed according to the prior range itself. However,
the interpolation scheme can be improved if we have more
constrained parameters where we can use better prior in-
formation such as a Fisher matrix to intelligently place the
training points. Alternatively, one can also do a quick opti-
misation to find the maximum likelihood estimator and the
Hessian matrix, both of which can be used to construct an
optimal design for the training points.
An alternative option to accelerate the computation of
GP uncertainty is to intelligently partition the training set
by using a clustering algorithm, for example, k−means clus-
tering (Friedman et al. 2001). During the prediction step,
one can then use a local expert, which has a smaller kernel
size, to compute the GP uncertainty swiftly.
A quantity which is often required in optimisation or
Monte Carlo methods such as Hamiltonian Monte Carlo
(HMC) is the gradient with respect to the negative log-
likelihood (cost function). Conveniently, the gradient with
respect to the mean of the Gaussian Process surrogate model
is analytic and this opens a new avenue towards accelerating
gradient computation as well.
Gaussian Processes should not only be interpreted as
a method for just accelerating computations. Instead, it ef-
fectively allows us to compute the posterior distribution of
a function by placing a prior over it. In this work, the EE
band powers and MOPED coefficients are modelled inde-
pendently as Gaussian Processes and we have shown that
we can recover robust cosmological parameters, whilst still
marginalising over the nuisance parameters.
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