An important class of sampled-data systems become time-invariant when they are "lifted" into an appropriate domain. The purpose of the present paper is to study some basic properties of systems represented by state space equations in the lifted domain. Hidden modes, invariant zeros and Riccati equations are investigated, and the connection between representations in continuous and lifted domain are clarified. The material treated here is important for solving optimal control problems of generalized sampled-data systems as considered in the companion paper [11] .
Introduction
In the companion paper [11] , the authors presented a solution to the H 2 and H ∞ problems for a rather general class of sampled-data systems, including the cases of sampling and/or the hold functions available for design. The steps involved in the solution were the following: i) lift the problem to the "discrete-time" lifted domain; ii) find a formal solution to the resulting discrete-time problem; and iii) "peel-off" the result, back to continuous time. Although this approach is conceptually straightforward, it presents some relatively hard technical difficulties, in particular when attempting to perform the calculations involved in step iii). Because of this reason, it has rarely been followed in the literature, with the exception of [2] and [10] , where sampled-data H ∞ analysis and a H 2 design problem were solved respectively, both for the case of fixed sampler and hold.
One of the reasons that make the third step problematic, is that numerous properties that are well known for continuous and discrete time systems have not been worked out for the representation of continuous-time systems in the lifted domain. It is worth mentioning that this properties are not directly inherited from the continuous-time representations, and that The paper consists of 4 sections and an appendix. Section 2 reviews the representation for lifted systems introduced in [9] . Section 3 studies a continuous-time system in the lifted domain, including the connection between the continuous-time and the lifted domain descriptions. Section 4 studies the cascade of a continuous time system and a generalized hold, also in the lifted domain. Section 5 discusses the meaning of the coupling condition for H ∞ . When studying the properties of systems in the lifted domain, one is naturally lead to considering the Discrete Time Riccati Equation (DARE). For completeness, an Appendix has been included which reviews relevant results collected from various sources.
Notation
The notation throughout the paper is consistent with that in [11] , with the following additions. The notation O 1 O 2 is adopted for the Redheffer star product [12] of the operators O 1 and O 2 with respect to an appropriate partitioning which is always clear from the context. Continuous, discrete, or lifted LTI systemG will be represented by the transfer functioñ
such thatÃ ∈ R n×n , associated with a state-space realization. This realization is in turn associated with the following pencils: the controllability pencil CG(λ) . = Ã − λIB and the system pencil SG(λ) . = Ã − λIB CD .
As conventional, z ∈ C is said to be a) an uncontrollable mode ofÃ if rank CG(z) < n and b) an invariant zero of the realization ofG if rank SG(z) < normalrank SG(λ). Finally, the special matrices E 1 .
. = I 0 0 0 , and E 22 . = 0 0 0 I are used.
A representation of lifted systems
This section presents a brief exposition of the results of [9] concerning the representation of the parameters of lifted systems. This representation play a central role in the reasonings to follow. Conventionally [15, 2, 1, 3] , the parameters of lifted systems are described by integral operators over L 2 [0, h] . This representation follows naturally from the lifting procedure, but unfortunately makes manipulations quite cumbersome. To remedy this difficulty, [9] considered a different representation of the parameters of the lifted systems, which considerably simplifies manipulations over these parameters. The representation builds on three components: systems with two-point boundary conditions (STPBC) operating on the time interval [0, h], the impulse operator I θ , and the sampling operator I * θ .
by the state equations [7, 4] :
where the square matrices Ω and Υ shape the boundary conditions of the state vector x. The boundary conditions are said to be well-posed if det(Ω + Υe Ah ) = 0 and in this case the map ζ =Ȏω is well defined ∀ω ∈ L 2 [0, h], namely,
In this paper, STPBC are denoted by using the compact block notation:
The term "STPBC" is reserved for systems with well-posed boundary conditions only. In the case when Ω = I and Υ = 0, the boundary condition "window" can be omitted so that
. Notice that this case corresponds to a causal STPBC.
ii) The impulse operator I θ transforms a vector η ∈ R n into a modulated δ-impulse:
iii) The sampling operator 1 I * θ transforms a function ζ ∈ C n [0, h] into a vector from R n :
With the aid of these operators, consider now the representation of basic components of sampled-data systems in the lifted domain. Let G be an LTI continuous-time system with the transfer matrix
H h be a generalized zero-order hold of the form [11, eq. (2a) ] with the hold function
and S h be a generalized zero-order sampler of the form [11, eq. (2b) ] with the sampling function
The systemsG .
h are LTI with "transfer functions"
respectively, where
1 It is worth stressing that I * θ is not the adjoint of I θ . See [9] to a justification of this abuse of notation.
andΦ
The representation via STPBC's has several advantages. First, algebraic manipulations over STPBC can be performed in state space, much like manipulations over standard LTI systems. This fact is established in the next proposition.
Proposition 1 ([9]). Let
where
and the star product exists iff det(I − D 2,22 D 1,22 ) = 0 and det(Ω + Υ e A h ) = 0.
Remark 2.1. Since addition, multiplication, inversion, and LFT operations are just special cases of the star product, Proposition 1 covers a wide spectrum of manipulations over STPBC's. In particular, it follows from Proposition 1 thatȎ 1 +Ȏ 2 andȎ 1Ȏ2 are well defined for everyȎ 1 andȎ 2 of appropriate dimensions, and a square STPBC given by (1) is invertible iff det(D) = 0 and det(Ω + Υe (A−BD −1 C)h ) = 0.
Second, the operators I θ and I * θ fit nicely into the state-space framework. In particular, the adjoint of any composition of STPBC, I θ and I * θ can be computed componentwise, for instance,
and the operators I θ and I * θ can be absorbed into STPBC in an elegant manner:
Then for any appropriately dimensioned matrix M
Finally, the computations of matrices involved infinite-dimensional parameters of lifted systems can be reduced to the computation of matrix exponentials:
where CB = 0 is assumed for the (2, 1) and the (1, 2) entries to guarantee well posedness.
3 System of the form
h has a natural state space representation inherited from the state space representation of G. The purpose of this section is to study the relationships between the uncontrollable modes and invariant zeros of the two representations. It is clear that such a relationship must exist. After all, G andG are equivalent in an input-output sense, and the state vector ofG is the sampled state vector of G. However, as shown next, some subtleties are involved and the topic must be investigated with care. For the sake of completeness, a result from [9, Section 5] is also reviewed, stating that an H ∞ DARE associated withG and an H ∞ CARE associated with G are actually equivalent.
Preliminary results
For given matrices A a , B a , and C a of appropriate dimensions and a scalar h form the Hamiltonian matrix The following two propositions will be useful in the sequel:
Proposition 4. The block S a,22 verifies det S a,22 = 0.
Proof. Consider the STPBC:
From here, the operator I +Ȏ aȎ * a has the representation
and the STPBC in the right-hand side above is invertible iff the matrix
is nonsingular. On the other hand the operator I +Ȏ aȎ * a is invertible by construction. This concludes the proof.
Proposition 5. The following two statements are equivalent:
ii) The pencil S a,11 − zI S a,21 has reduced column rank at z = e λh .
Proof. Let P H (s) and P S (z) denote the pencils in i) and ii) respectively. i) ⇒ ii): Assume that P H (λ) has reduced column rank. Then there exists a vector η = 0 so that P H (λ)η = 0. It means that E 1 η is the eigenvector of H a associated with the eigenvalue λ.
Hence, E 1 η is also the eigenvector of e Hah associated with the eigenvalue e λh that, in turn, leads to P S (e λh )η = 0.
ii) ⇒ i): Assume that P S (e λh ) has reduced column rank. Then there exists a vector η = 0 so that P S (e λh )η = 0. Since an eigenvector of e Hah is not necessarily an eigenvector of H a [5, §2.11], one cannot apply now the same reasoning as in the first part of the proof. Instead, the STPBC arguments are used below. To this end, introduce the following operators:
and hence ker S a,21 = kerC a . Since η ∈ ker S a,21 , then C a e Aaτ η ≡ 0. Therefore, η belongs to the unobservable subspace of the pair (C a , A a ). Now, it can be shown (e.g., by using the Kalman canonical decomposition of (C a , A a )) that there exists a k ∈ Z so that
Now, assume that det D D = 0, and associate with the systems G andG the following Hamiltonian matrices
The next proposition establishes a relationship between H andH.
Proposition 6.
If det D D = 0 then the matrixH is well defined and can be expressed as
where S ij are the sub-blocks of the matrix S . = e Hh .
Proof. Consider the 2 × 2 operatoȓ
Then it is straightforward to verify that
by Proposition 1 and the proof is now completed by applying Proposition 3.
Uncontrollable modes
From the input-output equivalence, a strong correspondence exists between the poles of G and those ofG. This is clearly exhibited by the fact that the "A" matrix of the realization of G inherited from a corresponding one of G, isĀ = e Ah . Consequently, e λh is a pole of the realization ofG iff either of λ + j 2π h k, k ∈ Z, is a pole of the realization of G. The lemma below establishes that precisely the same relationship holds between the uncontrollable modes of the realizations of G andG:
Proof. Without loss of generality, assume that C = 0 and D = I. Then H 21 = S 21 = 0 and then, for any µ
by Proposition 6. Together with Proposition 4, this leads to the equality rank CG(µ) = rank S 11 − µI S 12 .
The same arguments show that for any µ
Thus, the Lemma follows by applying Proposition 5 to A a = A , B a = 0, and C a = B .
The following two corollaries to Lemma 1 are of a particular interest for the solutions of the sampled-data H 2 and H ∞ problems with free hold or sampler, respectively: Corollary 1. The pair (Ā,B) is stabilizable iff so is the pair (A, B) .
Corollary 2. The pair (C,Ā) is detectable iff so is the pair (C, A).
Invariant zeros
The relationship between the invariant zeros of the realizations of G andG is given in the next lemma.
from which the necessity of D D > 0 for the left invertibility of SG(z) is established.
If D is left invertible, then so isD and for any z the equation
holds. Therefore, taking into account the relationship betweenH and S from Proposition 6, dim ker SG(z) = dim ker
Analogously, for any s ∈ C dim ker S G (s) = dim ker
The proof is now completed by applying Proposition 5 to matrices
In the solution of the sampled-data H 2 and H ∞ problems one is concerned with invariant zeros on the unit circle only. Consequently, the following two corollaries of Lemma 2 are formulated. 
Riccati equation
The last topic of this section is to study the H ∞ DARE associated withG. For that purpose, consider the operator
where B γ is a given matrix of appropriate dimensions. Now, augment the "B" and "D" parameters ofG as follows:
Consider the H ∞ DARE:
where the partitioning of E 11 corresponds to that ofD * αD α . It can be verified that, if B γ = 0, then equation (7) becomes the standard H 2 DARE associated withG. Define the two matrices
The relevant result can now be expressed as follows.
Lemma 3. The pair (M γ , N γ ) is an extended Hamiltonian pair and the following statements are equivalent:
i) The DARE (7) has a stabilizing solution X.
Moreover, if either of these conditions holds, then (X,
Proof. The proof is contained in [9] .
Remark 3.1. It follows from Lemma A.2 in the Appendix that (X, F 2 ) = Ric C − (M γ , N γ ) implies that X is actually the stabilizing solution of the H ∞ continuous-time algebraic Riccati equation
and
Thus, the DARE (7) associated with the systemG, augmented byB γ andD γ is, in a sense, equivalent to the CARE associated with G, augmented by B γ .
System of the form W h GH h
This section is concerned with systems of the formG . = W h GH h , where G and H h are given by (2) and (3), respectively. The transfer function ofG can be expressed as
HereĀ andC are the same as forG, whileB =BΦ H andD =DΦ H . To ensure that the operator D be well defined as a mapping R → L 2 [0, h], assume that
The purpose of this section is to study the singularities of SG(z) and CG(z) and the H ∞ DARE associated withG. In particular, it is shown that, under the assumption D γ 2 < 1, both the invariant zeros ofG, and the stabilizing solution of its associated DARE, can be characterized in terms of the matrices
where B γ is as defined in the previous section, and
When B γ is sufficiently "small," including the case B γ = 0, the uncontrollable modes ofG can also be expressed in terms of these matrices.
Preliminary results on W h GH h
To study the properties ofG, it is convenient to develop some preliminary results.
Proof. This is Theorem 13.5.1 in [3] .
In order to formulate the next lemma, assume that D γ < 1 and define the matrices
Proof. Under the additional assumption that D H = 0, this Lemma was established in §4.3 of [9] . The same arguments used there can be used to establish the more general result.
As shown next, manipulations with sub-blocks are facilitated by the symplectic structure of the matrix Σ. 
is symplectic. Then, from the non-singularity of Σ 33 and Σ 11 = e −A H h , the formula in the Proposition can be obtained from a) and b).
is a contraction, i.e.σ(Υ) < 1.
Proof. The matrix Υ is a contraction if and only if
Without loss of generality, the pair (A, B γ ) can be assumed to be controllable (otherwise the problem can be easily reduced to the one with controllable (A, B γ ) by an appropriate change of basis [3, §13.5]). SinceB γB * γ = h 0 e Aτ B γ B γ e A τ dτ, the controllability of (A, B γ ) and Proposition 8 yield M 21 > 0. Then
where the latter equality is obtained by using I + Σ 32 Σ 23 = Σ 33 Σ 22 , which, in turn, follows from Proposition 9. 
Uncontrollable modes
The pencil CG(z) is finite dimensional, and consequently its singularities can be characterized by calculating the matricesĀ andB. This calculation follows from a direct corollary to Proposition 8.
Lemma 4 gives a complete characterization of the uncontrollable modes ofG, by calculating Σ under the assumption B γ = 0. It turns out that this assumption is associated with the solution of an H 2 optimization, while the solution of the a corresponding H ∞ is based on Σ for a nonzero B γ . Hence, the verification of stabilizability (and observability) of the system of interest in the H ∞ case might require additional computations. It is then of interest to characterize the stabilizability of (Ā,B) in terms of Σ for a B γ = 0. To this end, for a given matrix F define the system
Lemma 5. Whenever B γ is such that D γ 2 < 1, the matrix CG(z) is right invertible ∀|z| ≥ 1 and there exists F such that G F H ∞ < 1 only if the matrix Σ 22 − zI zBD H + Σ 24 B H is right invertible ∀|z| ≥ 1.
Proof. Denote by S sc the set of all (discrete-time with either finite-or infinite-dimensional input/output spaces) systems, which are internally stable and have H ∞ norm < 1. Standard loop shifting and orthogonal projection arguments [1] givȇ
where the unitary operatoȓ
is well defined and
where M F . = I F . Since the matrix Υ defined in Proposition 10 is a contraction, there always exists a unitary dilation of Υ, saȳ
The corresponding "A"-matrix of F Θ ,Ḡ F is just
which implies that the pair (Ā,B) is stabilizable and there exists F such that G F H ∞ < 1 only if the pair (Σ 22 , Σ 22 BD H + Σ 24 B H ) is stabilizable. The latter, in turn, is equivalent to the right invertibility of the matrix pencil
∀|z| ≥ 1, which proves the Lemma.
Invariant zeros
In principle, the invariant zeros of the natural realization ofG can be characterized by noting that
The matricesĀ,B,C * C ,C * D , andD * D are given by Proposition 8 when B γ = 0. These matrices are precisely the same calculated for the solution of the sampled-data H 2 problems. Unfortunately, as noticed in the discussion after Lemma 4, such an approach does not fit well into H ∞ optimization, since the matrices above are not required for the solution. Consequently, it is of interest to express singularities of SG(z) in terms of the H ∞ data, i.e., in terms of Σ when B γ = 0. Although incorporating a nonzero B γ into the computations makes the derivations more involved, the final formulae are not more complicated than those obtained in the H 2 case. Moreover, when B γ = 0 the formulae reduce to the H 2 ones.
Lemma 6. Whenever B γ is such that D γ 2 < 1, the operator SG(z) is left invertible iff so is
Proof. It is clear that if D γ 2 < 1 then SG(z) is left invertible iff so is the matrix
Using (9) one can verify that the latter matrix is just the Schur complement of Σ 33 in
where ? denotes irrelevant blocks. Therefore, and as det Σ 33 = 0, the left invertibility of the operator of interest is equivalent to the left invertibility of M e . The latter, in turn, is equivalent to the left invertibility of the Schur complement of the identity I in M e , i.e.
This completes the proof.
Remark 4.1. The test in Lemma 6 can be simplified if additional assumptions are made about the hold function φ H . In particular, when B H = I and D H = 0 the pencil reduces to:
while when B H = 0 and D H = I the pencil becomes:
Riccati equation
The final derivations of the section are again devoted to the Riccati Equation associated with the system. Consider the DARE
. This DARE appears when treating the H ∞ problem with fixed hold. Although the equation can be made finite-dimensional by computing an LU-decomposition of the operatorD * βD β − E 11 +B * β XB β , the intermediate steps involved in the calculations severely limit any further analysis. Instead, (10) can be replaced by an extended symplectic matrix pair, with the advantage that the stabilizing solution can be characterized in terms of the sub-blocks of the matrix Σ. Moreover, this approach allows the derivation of the formula for the "gain"
required for the lifted solution in [11] . To this end define the following two matrices:
The main results concerning the DARE (10) can now be stated.
Lemma 7. Whenever B γ is such that D γ 2 < 1, the pair (M γ , N γ ) is an extended symplectic pair, and the following statements are equivalent:
i) The DARE (10) has a stabilizing solution X.
Proof. As follows from Lemma A.1, the solvability of the DARE (10) is equivalent to the con-
Denote by (M b , N b ) the matrix pair, obtained by the permutation of the second and the third columns of (M a , N a ). Then, using Proposition 8, we have that
Furthermore, using Proposition 9,
Then, taking into account (9) and the fact that Σ Consider now the operatorF 1 which, by Lemma A.1 in the Appendix, is given by:
where the operator to be inverted is nonsingular. Note, thatB =BΦ H andD =DΦ H and introduce the following two operators:
CD +B * γ X ĀB . Applying Proposition 2 to these operators, and the non-singularity of I −Ȏ 1 is equivalent to the non-singularity of Σ 33 − XΣ 23 . Since
and DD H = 0 now givè 
Coupling condition
The previous two sections are related with two classes of systems in the lifted domain. This section Consider the inequality
where X = X ≥ 0 and Y = Y ≥ 0 are given matrices and
This is actually the coupling condition for the solutions X and Y of the H ∞ DARE's, which appears in the solution of the sampled-data H ∞ problem (see [11, Theorem 2] ). The purpose of this section is to express inequality (12) in terms of the matrix
defined by (8) , which can be readily computed.
Lemma 8. Whenever B γ is such that D γ 2 < 1, inequality (12) holds iff the following three inequalities hold:
Proof. Consider the two operatorsÓ
. By standard dilation theory [16, §2.11] , the inequality (12) holds iff the matrix
is well defined and a contraction, i.e.,σ(M a ) < 1. By Proposition 8,
Consequently, M a is well defined iff the conditions (a) and (b) hold. Using Propositions 8 and 9 one gets
Then, since for any matrices M 1 and M 2 of appropriate dimensions
The equalityσ(M a ) = ρ(M a M a ) concludes the proof.
Conclusions
In this paper, several properties of systems represented in the lifted domain have been presented. The material considered was originally worked out for solving H 2 and H ∞ optimization problems for sampled-data systems. Eventually, it evolves to include results about systems in the lifted domain of independent general interest.
A The Riccati operators
The role of extended symplectic and Hamiltonian matrix pairs for solving algebraic Riccati equations has been extensively considered in the literature. See, for instance [14, 13, 6] . The purpose of this Appendix it to present a brief introduction to the results used in the paper.
Recall that the ordered pair of (2n + m) × (2n + m) matrices (M, N) is called an extended symplectic matrix pair (ESMP) if the associated matrix pencil M − λN verifies An ESMP is said to be dichotomic if the associated matrix pencil has no generalized eigenvalues on the unit circle. If an ESMP (M, N) is dichotomic, then the pencil M − λN has n eigenvalues in D. Consider the n-dimensional deflating subspace X D (M, N) corresponding to eigenvalues in D. It is obvious that
where X 1 , X 2 ∈ R n×n , X 3 ∈ R m×n , and
A dichotomic ESMP is said to be disconjugate if the matrix X 1 is nonsingular. When an ESMP is disconjugate, it is possible to set X . = X 2 X A solution X γ of (A.1) is said to be stabilizing if X γ = X γ , the matrix R γ (X γ ) is nonsingular, and the matrix A + BF γ is Schur, where
The next lemma, borrowed from [8] , establishes a strong equivalence between the stabilizing solution of the DARE (A.1) and an associated ESMP. Then (M γ , N γ ) is ESMP and the following two statements are equivalent:
ii) The DARE (A.1) has a (unique) stabilizing solution X γ .
Moreover, if either of these conditions holds, then det(
where, again, B . = B 1 B 2 and D . = D 1 D 2 . For finite γ this equation is the so-called H ∞ CARE, while as γ → ∞ (A.2) becomes the H 2 CARE, associated with the state feedback problems. A solution X γ of (A.2) is said to be stabilizing if X γ = X γ , and the matrix A + BF γ is Hurwitz, where
The following lemma, which establishes a strong equivalence between the stabilizing solution of the CARE (A.2) and an associated EHMP, can be formulated:
Lemma A.2. Assume thatσ(D 1 ) < γ and form the matrix pair 
Then (M γ , N γ ) is EHMP and the following two statements are equivalent:
ii) D 2 has full column rank and the CARE (A.2) has a (unique) stabilizing solution X γ .
Moreover, if either of these conditions holds, then
