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Zusammenfassung
Das IceCube Neutrino-Observatorium ist ein am geographischen Südpol im Eis installierter Neutrino-
detektor. In IceCube werden Neutrinos mit Tscherenkow-Strahlung von Sekundärteilchen aus Neutrino
Interaktionen detektiert. Für den Nachfolgedetektor IceCube-Gen2, werden neue und verbesserte
Lichtdetektoren gesucht.
Die vorliegende Arbeit beschreibt die Entwicklung von einem dieser Lichtdetektoren. Dieser ba-
siert auf Wellenlängen schiebenden und Licht leitenden Technologien. Der Detektor mit dem Namen
"Wavelength-shifting Optical Module" (WOM) verwendet eine transparente Röhre, mit wellenlängen-
schiebender Farbe, als passiver Photonendetektor. Das in der Wellenlänge verschobene Licht wird durch
Totalreflexion, zu kleinen aktiven Lichtsensoren an beiden Enden geleitet. Die Auswahl dieses Designs
reduziert die Kosten und verbessert das Signal-Rausch-Verhältnis wesentlich, möglicherweise können
mit dieser Lösung extragalaktische Supernova in zukünftigen Detektoren beobachtet werden.
Als eine Kernkomponente wird die wellenlängenschiebende Röhre ausführlich untersucht. Ver-
schiedene Messaufbauten und Auswertungsmethoden werden entwickelt, um diese im Anschluss zu
untersuchen und zu bewerten. Iterative Verbesserungen der Materialien und des Farbauftrageverfah-
ren als auch Messmethoden, resultieren in einer kombinierten Einfang-, Wellenlängenschiebe- und
Transporteffizienz von 28.1 ± 5.4 % der Röhre. Diese Ergebnisse stehen im Kontrast zum theoretischen
Maximum von 74.5 %. Ein Model zur Beschreibung des Lichtverhaltens in der Röhre wird entwickelt
um die Diskrepanz zwischen Theorie und Messung zu untersuchen. Die Kombination zwischen Mes-
sung und Model, bestätigt die Aussagekraft des Models und zeigt, dass ein Großteil der Verluste beim
Lichttransport zustande kommen.
Darüber hinaus werden die physikalischen Eigenschaften des WOM in die IceCube Simulations-
umgebung eingebaut. Für verschiedene IceCube-Gen2 Geometrien, werden mit einem verbesserten
optischen Modul aus IceCube (pDOM) und dem WOM Ereignisse zwischen 3 TeV und 1 PeV simuliert.
Der Vergleich zwischen beiden Modulen zeigt, dass der WOM das pDOM um einen Faktor 1.05 ± 0.07
in der Anzahl der detektierten Photonen übertrifft. Wo anwendbar, werden Vorschläge und Ausblicke




The IceCube Neutrino Observatory is an in ice neutrino detector located at the geographic South
Pole. In IceCube neutrinos are detected via Cherenkov light produced by secondary particles in
neutrino interactions. For the upgraded detector IceCube-Gen2, new and improved light detectors are
sought-after.
This work describes the development of one of those light detectors based on a novel combination of
wavelength-shifting and light-guiding technology. The detector named the Wavelength-shifting Optical
Module (WOM) utilizes a large transparent tube, coated with wavelength-shifting paint as a passive
photon detector. The wavelength-shifted light is guided via total internal reflection towards small active
light detectors, at each end of the tube. This design reduces costs and improves the signal to noise ratio
significantly, thereby potentially enabling extragalactic supernova detections in future detectors.
As a core component, the wavelength-shifting tube is extensively investigated. Different measurement
setups and evaluation techniques are developed and investigated. Iterative improvement of materials and
coating techniques as well as measurement methods currently result in a combined photon capture, shift
and transport efficiency of 28.1 ± 5.4 % for the tube. Those results contrast the theoretical maximum of
74.5 %. A model is developed to describe the light propagation and loss processes in the tube and to
understand the discrepancies between theory and measurement. The combination of the measurements
with the model, validate the descriptive qualities of the model and show that most of the light is lost
during the light propagation in the tube.
Additionally, the physical properties of the WOM are included in the IceCube simulation framework.
For various IceCube-Gen2 geometries, events between 3 TeV and 1 PeV are simulated with an improved
version of the optical module used in IceCube (pDOM) as well as the WOM. The comparison between
both modules showed that the WOM outperforms the pDOM by a factor of 1.05 ± 0.07 in photon
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One of my favourite science fiction characters once said "I aspire [...] to be better than I am"1. For me,
science is a continuous effort to become better than we are as a species. Part of this is fundamental
research, that is essential in improving our capabilities and understanding. In a particular case though
the result is more of a gamble. You never know where it may lead you. For instance, where this thesis
leads is left to the interested reader to find out.
Astroparticle physics, a very young field in physics, promises great potential for the understanding
of the universe. Here the smallest2 and largest3 known spacial expansions are used to investigate one
another. Outer space provides a range of extreme environments that can produce and accelerate many
particle species to a fraction of the speed of light. These particles offer a probe of particle physics and
cosmology at energy scales far beyond what can be achieved on Earth.
A particle of special interest to this thesis is the neutrino. Neutrinos are neutrally charged particles
with very low masses and thus travel with almost the speed of light. Unlike light, they pass nearly
unhindered through large amounts of matter. This makes them extremely interesting in the context of
multi-messenger physics, an area of astrophysics that uses multiple messengers such as cosmic rays,
neutrinos, photons and gravitational waves to learn about their sources and the cosmos in general. To
detect neutrinos given their elusive nature, large detection volumes are required, such as the cubic
kilometre of instrumented glacial ice used by the IceCube experiment located at the Geographic South
Pole.
IceCube operates based on the detection of Cherenkov photons that are produced by secondary
particles from neutrino interactions in the ice. The photons travel until absorbed or detected by optical
sensors deployed in the ice. After a series of initial successes, such as the first detection of extragalactic
neutrinos and some promising neutrino source candidates, a next-generation experiment called IceCube-
Gen2 has been proposed. With this new instrument, the detection energy range will be expanded at
both ends through different instrumented volumes and sensor densities. Moreover, improved optical
sensors are being developed, that will outperform those that are currently deployed in the ice.
One such module, the Wavelength-shifting Optical Module or WOM, focusses on an improved
signal-to-noise ratio, higher photon counts and lower costs. These properties would result in better
energy resolution, a larger instrumented volume and thus a larger number of neutrino detections, as
well as the detection of extragalactic supernova facilitated by the expected low signal-to-noise ratio. To
achieve an improved signal-to-noise ratio, the WOM incorporates a passive wavelength-shifting and
light-guiding component, which is used to collect the light on a large area and concentrate it on two





small light sensors. The passive element is made from a transparent tube with adiabatic light guides at
each end. The tube is coated with wavelength-shifting paint. While the other module components like a
pressure-vessel, electronics and light sensors are proven technologies, the facilitation of wavelength-
shifter and light-guiding in this combination is novel and requires the most attention. In a previous
master thesis, the wavelength-shifting paint for the WOM has been developed and analysed on a basic
level.
The three main tasks presented in this thesis are improved measurements for the optical components
of the WOM, modelling the properties of the optical components and the performance comparison
with a baseline optical module in an IceCube-Gen2 based full detector simulation. The measurement
techniques used to analyse the WOM and specifically the wavelength-shifting and light-guiding com-
ponents, with respect to the photon detection efficiency, are evaluated and iteratively improved. Leading
to a better understanding, improved reproducibility and reduced systematics of those measurements. A
model for the optical behaviour of the wavelength-shifting and light-guiding components was derived
from fundamental physical laws. Open parameters of the model were determined based on the data
obtained with the improved measurements techniques and compared to literature values. Leading to a
precise characterisation of the photon detection efficiency based on the photon impact position. The
new and more accurate measurements were also used to simulate the expected performance of the
WOM in an IceCube-Gen2 environment. The same simulations were also performed for a baseline
IceCube-Gen2 configuration without the WOM to obtain a comparison for the performance of the WOM.
To guide the reader into the topic, the first chapter introduces neutrinos with their known properties
and various detection techniques. Chapter two introduces the IceCube experiment and and its com-
ponents. To underline the importance of this thesis, IceCube-Gen2 is described in the third chapter,
including the basics on the WOM and its competitors. Following the introduction into the basics, the
fourth chapter expands on the details of the WOM and the research that has already been done previ-
ously. Chapter five describes the laboratory setup and measurement campaign used to characterize the
WOM-performance. In the sixth chapter, the physical behaviour of light in the wavelength-shifting and
light-guiding tube is modelled and compared to the results from the fifth chapter to obtain information
on the physical properties of the tube. Chapter seven incorporates the results from the measurement
campaign to simulate a WOM-based IceCube-Gen2 detector and evaluate its performance in comparison
to other modules. This is followed by the conclusions, summarising the results and giving an outlook





Neutrinos are part of the Standard Model of elementary particle physics as illustrated in fig. 1.1. To the
best of our knowledge, they are elementary particles of neutral charge. The neutrino was proposed by
Wolfgang Pauli to solve energy, momentum and angular momentum conservation for the beta decay in
1930 [1]. It was first directly detected by Cowan and Reines in 1956 via inverse beta-decay [2].
Figure 1.1: Standard Model of elementary particle physics. Graphic taken from [3].
Today three different neutrino flavours, electron (νe), muon (νµ) and tau (ντ), are known. These
flavours correspond to the charged leptons with the flavour. Neutrinos propagate in mass states but
interact in flavour states, and the flavour states are a linear superposition of mass states that can be
described by the Pontecorvo–Maki–Nakagawa–Sakata (PMNS) matrix [4], whose values are determined
by experimental measurements [5]. For each flavour, there is a corresponding superposition of the three
mass eigenstates. The neutrino masses are currently not known but constrained to
∑︁
mν < 0.17 eV [6].
The determination of the mass is difficult because it is very low relative to the measurable neutrino
energies. But efforts are currently underway to determine the masses or at least set tighter constraints
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[7][8][9]. Other experiments try to determine the mass ordering [10][11] of the three flavours. This
effort is complicated by the fact that neutrinos only interact via the gravitational and the weak forces.
Due to the low mass, gravitational effects are not detectable, and the cross-section for weak interaction
is very small. To overcome the small cross-section, most neutrino experiments use large detection
volumes [12][13][14].
1.2 Sources
Neutrinos are omnipresent and come from a range of natural and artificial sources. Examples of such
sources, sorted by their distance to the earth’s surface, include
• Natural radioactive decays - Neutrinos produced by β± decays of radioactive isotopes have
energies of O(MeV). They are produced all around us by trace amounts of radioactive materials.
• Reactors - Reactor neutrinos are produced by neutron-rich daughter nuclides of the fission
products that undergo one or more β− decays (n→ p+e−+νe) until reaching a stable configuration.
They carry approximately 4.5 % of the energy released in nuclear reactors. The flux of reactor
neutrinos can be used for oscillation measurements and for the supervision of nuclear treaties
[15].
• Accelerators - Long-baseline experiments often use targeted neutrino beams [16]. To produce a
neutrino beam protons are accelerated at a fixed target to produce pions and kaons that decay
to neutrinos and other particles. Accelerators have the advantage over reactor neutrinos that the
energy and the direction of the beam can be adjusted and thus can reach higher rates over long
distances.
• The Earth’s atmosphere - Neutrinos produced by cosmic rays interacting with the atmosphere.
Similar to the interaction of accelerator neutrinos, the interaction of cosmic rays in the upper
atmosphere produces pions and kaons that decay producing neutrinos among other particles.
• Sun - The fusion of two protons to a deuterium core (p + p→ d + e+ + νe) in the sun produces a
positron and electron neutrino with about 400 keV. This process accounts for about 86 % of the
neutrinos produced in the sun. More neutrinos are produced in later stages of the fusion chain.
When Beryllium-7 is formed from a Helium-3 and a Helium-4, it can then either capture an
electron or a proton. Most often (99.86 %) an electron is captured and Lithium-7 and an electron
neutrino are produced. 0.14 % of the time, Beryllium-7 combines with a proton producing
Boron-8 and a photon. Boron-8 will then do a β+ decay thus producing an electron neutrino too.
The complete standard solar model with these reactions is shown in fig. 1.2, where reactions that
produce neutrinos are shown with a grey background.
• Core collapse supernova - In stars, the radiation from the fusion reaction creates outwards
pressure. In massive stars elements up to iron can be fused to release energy. Heavier elements
do not release energy during the fusion process. When all lighter elements in the core are fused
the star dies and no outward pressure is produced any more. In core-collapse supernova or
Type II supernova, the gravitational pressure of a dying star is strong enough that it cannot be
counteracted by the electron degeneracy pressure. This forces electrons and protons in the core
to undergo inverse β-decay, producing large amounts of neutrinos. So far only one supernova of
4
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Figure 1.2: The standard solar model with neutrino producing reactions marked with a grey background. Graphic
design and content based on [17].
this type (SN1987A) has been observed in neutrinos. It was recorded by three detectors around
the world, being the first astronomical source of neutrinos detected on Earth besides the Sun [18].
• High energy cosmic rays - Since the first detection of extragalactic neutrinos [19], the focus
of attention has been the detection of their sources. It is believed that the sources of neutrinos
and cosmic rays are strongly related. A recent coincidence detection between gamma-rays and
neutrinos gives strong evidence [20] that blazars1 are at least contributing to the extragalactic
neutrino flux. Still, extragalactic neutrinos and their sources are the least understood and will be
an interesting research field in the future.
• Relic neutrinos - By numbers the largest proposed source of neutrinos, also called the Cosmic
Neutrino Background (CNB) [21], was emitted two seconds after the Big Bang. It is analogue to
the Cosmic Microwave Background (CMB) [22]. While there is indirect evidence of its existence
from CMB measurements [23], it has not been experimentally detected. This is due to the low
energy of those neutrinos, estimated between µeV and meV.
An overview of the listed sources and their energies is shown in fig. 1.3. The extraterrestrial sources
listed are especially interesting, since they do not just allow the studies of the neutrino and its properties,
but also of their sources, that cannot be easily obtained by other means. Since neutrinos can pass
through matter almost unhindered, it is possible to study the inner processes of the Sun or cosmic events
behind obstacles, as well as the obstacles themselves, when using neutrinos to generate tomographic
images [25]. Most notable, though, is the combination with other messenger particles in so-called
multi-messenger astronomy [18][20]. In multi-messenger astronomy, information from different obser-
vatories and types of particles are combined to study galactic and extragalactic sources. This allows for
a better understanding of the sources and the determination of tighter constraints on physical parameters.
1 An active galactic nuclei (AGN): galaxy with a supermassive black hole, with a relativistic jet that is ionized particles with
high energies, directed at earth.
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Figure 1.3: Comparison of different neutrino sources, measured and expected, in energy and flux. Taken from
[24]
1.3 Detection Principles
With current technology, neutrinos can only be detected by weak interactions. All current detection
methods require a minimum threshold energy of the neutrinos. The weak force allows for two types
of neutrino interactions, namely charged current (CC) and neutral current (NC). In the CC case, a
W± boson is exchanged and in the NC case a Z0 boson. Examples of CC and NC interactions at
high energies with nucleons are given in fig. 1.4. The relative large masses of about 80 GeV of the
two bosons are the reason for the small cross-section and thus the elusive nature of neutrinos. In the
following, the basic principles of different detection methods will be explained with a strong focus on
methods relevant in the context of this thesis.
Cherenkov Light
A detection method used in many neutrino detectors such as IceCube is based on Cherenkov light.
Cherenkov light, also known as the Vavilov–Cherenkov radiation (VCR)2, is produced when a high
energetic charged particle exceeds the speed of light in a dielectric medium.3 Due to special relativity,
no information and thus matter can travel faster than the speed of light in vacuum c = 299, 792, 458 ms .
The speed of light is the propagation velocity of all massless particles, such as photons, in a vacuum.
In a medium, the velocity of photons scales with the inverse of the refractive index n. This means
matter can travel faster than the speed of light in medium cn but must be slower than the speed of light
in vacuum c. If a charged particle P travels through a dielectric medium with refractive index n and
2 named after Sergey Vavilov and Pavel Cherenkov




















Figure 1.4: Feynman diagrams for deep inelastic scattering of neutrinos with nucleons. The same diagrams hold
valid for anti-neutrinos when arrow directions are reversed. (top left) NC interaction for all neutrino flavours
l ∈ {e, µ, τ}. (top right) CC interaction for electron neutrinos. (bottom left) CC interaction for muon neutrinos.
(bottom right) CC interaction for tau neutrinos including the tau decay.
a velocity vP such that
c
n < vP < c, Cherenkov light is produced. For subluminal velocities vP <
c
n of
charged particles, a traversed dielectric medium becomes momentarily polarized by the electric field
created by the charged particle. For velocities larger than cn , the response time of the medium is too slow
and no polarisation occurs, the emitted energy is directly emitted as a coherent shockwave analogue to
a sonic boom. This shockwave is only emitted in one direction4, creating a cone-shaped light beam as
the particle traverses the medium. The angle (Θ) depends only on the refractive index and the velocity





An illustration of this is shown in fig. 1.5. More important in the context of this thesis is the spectral
behaviour of the Cherenkov light. The energy emitted by the Cherenkov effect per unit length and










Here Z denotes the number of electron charges e of the traversing particle, ν its frequency, E its
4 exceptions apply [27]
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Figure 1.5: Illustration of the geometrical relations in a Cherenkov light cone.
energy and x the distance it travelled. To look at this in terms of wavelength λ and number of photons
N, the substitutions ν = cλ and E = N ·
hc
λ are done respectively. The result is given in eq. 1.3. Further
simplifications using eq. 1.1, with n = const. and the fine-structure constant α = 2πe
2













It becomes apparent, that the number of photons is linear with charge and distance travelled. As
a function of wavelength though, the number of photons increases quadratically with the inverse of
the wavelength. That means there are many more photons in the UV than in the blue region of the
electromagnetic-spectrum. Due to its UV sensitivity, the sensor developed in this thesis greatly profits
from this in comparison to similar devices. Towards very short wavelengths, however, the spectrum is
cut off by the refractive index n(λ) approaching unity.
1.3.1 Processes and Methods for Neutrino Detection
The most prominent detection processes for neutrinos are inverse beta-decay [28] and deep inelastic
scattering with other particles. In the latter case, most often Cherenkov light produced by secondary
particles is used for detection.
• Induced beta-decay - To detect extremely low energy neutrinos in the sub-eV range the use of
induced beta-decay is being considered [29]. These sub-eV neutrinos, such as from the CNB, are
extremely difficult to detect and thus have not been directly detected yet. For inverse beta-decay,
the necessary energy threshold to convert a neutron to a proton or vice versa in a given element
has to be overcome. With induced beta-decay, the threshold is removed by using already unstable
elements. This creates a large background of spontaneous decays. Therefore a very accurate
energy measurement of the produced electrons(positrons) is necessary to differentiate between
8
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them. Depending on the type of decay both electron and anti-electron neutrinos can be detected
with this method. An experiment that tries to implement this method with tritium to detect
electron neutrinos is the PTOLEMY experiment5 [30].
• Radiochemical - Methods based on radiochemical neutrino-detection are only used to count
neutrinos since energy and directional information are lost. A large volume of a specific radio
pure element is set up. Then, neutrinos convert a few atoms to different elements isotopes via
inverse beta-decay. These few isotopes can then be filtered out and counted. Exemplary elements
are Chlorine-37 that is converted to Argon-37 as used in the Homestake experiment [31] or
Gallium-71 that converts to Germanium-71 as in the SAGE experiment [32]. For the former
experiment, the threshold energy is 0.814 MeV and for the later 0.233 MeV. This method is
mainly used for the detection of solar neutrinos since they dominate in numbers, as it can be seen
in fig. 1.3. Also, the energy thresholds for non-electron neutrinos is much higher and thus all
non-solar electron-neutrinos can be considered as background.
• Scintillators - A scintillator is a crystals or doped material like plastic or oil that emit visible
and/or UV-light when excited by ionizing radiation. They are used for neutrino detection with a
variety of reactions. The Cowan–Reines neutrino experiment [33], for instance, used a solution
of cadmium chloride in water as a target. Neutrino induced beta-decay took place, producing
positrons and neutrons. The former underwent a positron-electron annihilation that produced two
511 keV photons. These were detected with scintillators next to the target. Another experiment
using scintillators is Borexino [34]. The target and (liquid) scintillator are the same material. It
uses neutrino-electron scattering to detect neutrino energies below one MeV. While the focus lies
on all types of solar neutrinos, anti-neutrinos from radioactive decays and nuclear power plants
can be detected as well. The experiment is potentially also able to detect neutrinos from a galactic
supernova. Scintillator neutrino experiments usually do not obtain directional information but in
return allow the detection of low energy neutrinos with a very good energy resolution.
• Cherenkov - Cherenkov detectors observe secondary charged particles from neutrino interactions
by measuring their Cherenkov light emission. The production of the secondary particles is
possible via various channels. CC and NC interactions of all flavours with nuclei or electrons can
be detected. The energy threshold varies depending on the interaction type and the experimental
setup but it can be as low as a few MeV. Due to the directional properties of Cherenkov light and
the strong directional correlation between neutrino and secondary particles, a good directional
resolution can be achieved with this type of detectors. Examples are the Super-Kaminkande
experiment [13] with a 40×103 m3 volume and 11, 200 Photomultiplier Tubes (PMTs) for photon
detection or IceCube [14] with a 1 km3 volume and 5160 PMTs. This type of detector can also
be combined with a scintillator such as in MiniBooNE [35] to lower the energy threshold. The
energy resolution is limited by the detector geometry, material and the photon detection efficiency.
Flavours can be determined in CC interactions based on the event topology. A section on event
topologies in large volume neutrino detectors follows after this one (section 1.3.2). The energy of
the detectable neutrino sources can span from MeV to PeV depending on the individual detector.
• Radio - Also radio emissions can be used to detect neutrinos, when the detection volumes become
too large to reasonably deploy enough sensors to detect events via Cherenkov light. This is usually
the case for neutrino energies beyond the PeV range, where events are very rare. The detected
radio emission in these experiments either comes from the tail of the Cherenkov distribution or
5 Princeton Tritium Observatory for Light, Early-Universe, Massive-Neutrino Yield
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the Askaryan effect. The Askaryan effect describes the production of radio waves by a charge
asymmetry in high energy particle cascades, as they are produced from secondary particles. All
types of neutrinos can be detected with this method, though the flavour discrimination capabilities
depend on the individual experiment and its constraints. Usually, good energy and directional
resolution can be achieved. Examples are ARA [36] for radio detection in ice or ANITA [37]
for radio detection in ice from a balloon. An observation of neutrinos interacting in the Moon’s
surface with the Square Kilometre Array is also planned [38].
1.3.2 Event Topologies in Large Volume Neutrino Detectors
In ice as well as in water both the NC and CC interactions take place. To detect these interactions in
a large volume neutrino telescope such as KM3NeT [12], Baikal-GVD [39] or IceCube, the primary
neutrinos need sufficiently high (≈ 10 − 100 GeV) energies. Only at those energies enough Cherenkov
light is produced by the secondary particles for it to be detected in several of the optical sensors (or
modules). The modules have spacings between several meters and several tens of meters. These high
energy interactions are dominated by deep inelastic scattering, which can take place in six different
types of interactions: one NC interaction per neutrino flavour and one for CC interaction per neutrino
flavour. The interactions can be described by eq. 1.5 and 1.6, where
(−)
ν denotes an (anti-)neutrino, l any
of the three lepton flavours (e, µ, τ), N any nucleon and X one or multiple hadronic particles including a
hadronic cascade.
(−)
ν l + N → l
±
+ X (CC) (1.5)
(−)
ν l + N → νl + X (NC) (1.6)
The corresponding Feynman diagrams are depicted in fig. 1.4. The corresponding detector signatures
can be classified into three groups.
• Showers signatures are expressed in a spherical to elliptical distribution of light. An example
event in IceCube6 is shown in fig. 1.6. Most of the photons are produced by charged secondary
particles near the interaction point and scattered many times before being detected. The resulting
near spherical-structure only allows for a very low directional resolution. In most cases, the whole
shower is completely contained in the detection volume, allowing a good energy reconstruction.
Four different interactions can create this signature. All three NC interactions result in a hadronic
shower that produces this signature. The CC interaction with the electron (anti-)neutrino addi-
tionally produces an electromagnetic shower, that is indistinguishable from the hadronic shower
(with the resolution of most large volume neutrino detectors).
• Tracks signatures are expressed as a long line through the detector. An example is shown in fig.
1.7. Tracks are produced by high energetic muons crossing the detector. They produce Cherenkov
light while passing through ice or water. They can come from cosmic radiation or from a CC
interaction of a muon neutrino νµ. If the muon is produced from a muon neutrino within the
detector it is called a starting event. This usually involves a shower, in form of a hadronic cascade,
at the start of the track. The muon does not produce electromagnetic showers in the way the
electron does, thus it produces a track. Along the track, the muon may undergo stochastic energy
losses and produce smaller showers along the way. Since the muon does not deposit all of its
6 A detailed description can be found in the next chapter (section 2.1).
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Figure 1.6: A neutrino event in IceCube with a shower signature. Each sphere is a DOM. The size of the sphere
indicates the numbers of photons detected. The colour reflects the arrival time of the first photon at that module
from red (early) to blue (late). Image taken from [40]
.
energy at once, it is often not contained in the instrumented volume and only lower limits on the
particle energy can be derived. However, due to the long track, the direction can be very well
reconstructed. Furthermore, due to the high energy, the direction of the primary and secondary
particle almost perfectly align in the observer frame. This makes these interactions the primary
tool in the search for high energy neutrino and possibly cosmic ray sources.
Figure 1.7: A muon, produced from a muon neutrino CC interaction, passing through the IceCube detector (left
to right). Image taken from [40]
• Double Bangs signatures express themselves through two showers connected by a track of
comparatively low light emission. An example is shown in fig. 1.8. This event signature is
produced by tau neutrinos undergoing CC interactions in the detector. They initially produce a
tau and a hadronic cascade. The tau traverses the detector like a muon. Due to its short lifetime,
the tau decays very close to its origin. In 65 % of the cases, another hadronic cascade is produced.
In all other cases, a leptonic decay occurs. In the leptonic decay channel, about half of the events
produce an electron and thus another, electromagnetic, cascade. The other half produces a muon,
leading to a track-like signature. However, very high energies (> 100 TeV [41] deposited energy)
are needed to resolve individual showers/cascades. So far only two candidate events have been
observed [41]. This analysis searched for a smaller separation of the two cascades that cannot be
resolved by eye. Instead, a complex numeric reconstruction based on Monte Carlo simulations is
applied [42]. These events have to be evaluated with a lot of care since other types of events can
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potentially mimic this signature. For instance, a muon with two pronounced stochastic energy
losses can have a similar signature.
Figure 1.8: A simulated double bang event, with a primary tau neutrino interacting and producing a tau that




In this chapter, the physics and design of the IceCube Neutrino Observatory will be described [43].
The main IceCube detector is comprised of a cubic kilometer instrumented volume of natural ice at the
South Pole. The main focus of the detector is set on cosmic neutrino detection, yet it is a multi-purpose
detector offering the possibility to study other domains such as cosmic rays, earth tomography and
beyond the standard model (BSM) physics [44].
2.1 Detector Design
Figure 2.1: Schematic view of the IceCube detector. The IceCube Array is the main detector. IceTop is the surface
detector for vetoing and cosmic ray detection. DeepCore is a densely instrumented volume within the IceCube
Array for lower energy detections mainly used for particle physics. Figure taken from [45].
The IceCube detector (fig. 2.1) is located a few hundred meters away from the geographic South Pole.
The IceCube array consists of about a cubic kilometer of instrumented glacial ice. It is located between
1450 and 2450 m below the surface and has a hexagonal footprint. The 86 cables for power and data
13
Chapter 2 IceCube
with instrumentation, also called strings, have been deployed using a hot-water drill. The strings hold a
total of 5160 digital optical modules (DOMs), that is 60 DOMs each. DOMs are the light sensors of the
detector which produce a digital signal when they detect one or more photons. Apart from DeepCore,
the average distance between strings is 125 m and the spacing between DOMs in the vertical is 17 m.
DeepCore is an eight-string subdetector in the center of IceCube, that is more densely instrumented. The
dense instrumentation facilitates lower energy measurements, such as oscillation studies. DeepCore’s
energy threshold is about 10 GeV, in contrast, IceCube’s energy threshold is 100 GeV. Additionally, a
veto and cosmic ray detector called IceTop is installed on the surface. It consists of 81 Stations, each
having two ice tanks with two DOMs each. All detectors send their data to the IceCube Lab (ICL)
which is a central data processing and storing facility on the surface and in the center of IceCube. The
ice is used as an interaction volume for neutrinos. The ice is very clear and it is therefore, well suited
for the Cherenkov light (produced by secondary particles in neutrino interactions). The Cherenkov
photons can then be detected by the DOMs.
2.2 Digital Optical Module (DOM)
Figure 2.2: (left) Photograph of an IceCube DOM. (right) Schematic view of an IceCube DOM. Electrical
components for power supply, data exchange and processing as well as calibration light sources are situated in
the upper half. The lower half contains the PMT for photon detection. Figure taken from [45].
The DOM is the sensor used for photon detection within IceCube. A photograph and a schematic
can be seen in fig. 2.2. It consists of a spherical borosilicate pressure-vessel. The lower half is mostly
occupied by the 10 inch photomultiplier tube1 (PMT). To shield the PMT from Earth’s magnetic field it
is encompassed in a mu-metal cage. To reduce the number of photons lost by total reflection inside
the pressure-vessel, the gap between the pressure-vessel and the PMT is filled up with optical gel2.
The upper half houses the electronics of the module. It consists of four different electronics boards
and a penetrator. Through the penetrator, the DOM is connected to the main cable, supplied with the
required power for operation and communicates with the ICL. The uppermost board is the high voltage
1 Hamamatsu R7081-02 [46]
2 WACKER SilGel 612
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baseboard, which distributes the high voltage over the different dynodes of the PMT. The high voltage
is generated with a high voltage generator on the flasher board. The flasher board hosts 12 LEDs for
calibration purposes, half of which face sideways and half face 45◦ upwards. Below the flasher board
is the main board, containing an FPGA, an ARM CPU, a digitizer, a low voltage DC-DC converter
and further support electronics. The last board below the mainboard is the delay board. It is used to
delay the signal after the detection before the decision for digitization is made. The complete module
has a noise rate below 500 s−1 [46] for typical temperatures in the ice (−40 to −20 C◦ [47]). During
the design of IceCube, it was assumed that it would be difficult to differentiate down going neutrinos
from cosmic rays. Therefore the angular sensitivity is concentrated downwards since neutrinos coming
through the earth should have less background from cosmic rays and thus the better signal to noise ratio.
The wavelength acceptance is primarily defined by the PMT sensitivity. Both angular sensitivity for
photons and wavelength acceptance of the DOM are shown in fig. 2.3. In fig. 2.4, heat maps of the
position dependence of the light pulse response are shown for three different PMT and an average of
the PMTs. The visible inhomogeneities are caused by the orientation of the dynodes.
Figure 2.3: (left) Angular sensitivity for an IceCube DOM where η is the photon arrival angle with respect to the
PMT symmetry axis. The distribution is normalized to 1 at cos(η) = 1. (right) Wavelength dependent acceptance
of the IceCube DOM for a parallel light beam from below (cos(η) = 1) over the whole cross-section of the DOM.
This includes the PMT, the glass of the pressure-vessel, the mu-metal cage and gel. The information used for
these plots is extracted from internal IceCube software.
2.3 Properties of the Antarctic Ice at the South Pole
The glacial ice at the South Pole is one of the cleanest and most transparent ice on our planet [48].
The ice was deposited over millennia. Each subsequent layer compresses the underlying layers further
until very homogeneous ice is created. Under the constantly added weight, the entire glacier moves at
about 10 m per year [49]. Due to the age of the ice and its source being atmospheric vapour, the optical
background from radioactive decays is very low. The extreme cold excludes bio-luminescence as it
appears in ocean-based experiments and reduces background from the intrinsic dark noise of PMTs.
In comparison to water-based experiments, the ice also allows for larger absorption lengths in return
for shorter scattering lengths. Thus the signal to noise ratio (SNR) in ice is better than in ocean-based
experiments.
A comparison of absorption coefficients between the South Pole ice and laboratory ice can be seen
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Figure 2.4: Position dependence of the IceCube PMT sensitivity. Three individual PMTs and 135 PMTs averaged
(lower right). The X-Y coordinates measure the distance from the center of the photocathode along the curved
PMT area. The colour indicates the output pulse charge in units of the single photoelectron (SPE) charge,
averaged over many pulses. Taken from [46]
in fig. 2.5. The fit used here is separated into three ranges. The absorption coefficient of the ice is
modelled by an exponential law in the IR. In the VIS to UV, it is described as a power law λ−2 scaled
with a dust factor. At even shorter wavelength there is a cut off in the UV, the so-called Urbach tail. The
Urbach tail is a exponential decrease in absorptivity that corresponds to an electronic band-gap in the ice
with an experimentally determined pre-factor [48]. The reason for the much better performance of the
South Pole ice in comparison to the lab ice is due to the air bubbles being converted to non-scattering
air hydrates under the high pressures. More details can be found in [50] and [48]. Specifically, in the
framework of this doctoral thesis, where a sensor for single-photon detection with a focus on UV-light
has been developed, the high transparency for UV light has to be noted. This UV-light transparency is
not present in water, therefore the detector developed in this thesis is especially useful for Cherenkov
light detection in ice. It also shows that the ice properties change with depths. This is caused by
the different deposited ice layers. They differ due to changes in climate and dust composition in the
atmosphere during deposition. This layering can be seen even better in fig. 2.6. The absorption and the
scattering coefficients are shown for different wavelengths and depths. The peaks correspond to stadials
during the last glacial period [51]. However, the peak at about 2100 m depth is associated with volcanic
activity. This so-called dust layer can be well seen in the highest energy neutrino event detected with
IceCube so far as shown in fig. 2.7. More details on dust can be found in [48].
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Figure 2.5: Wavelength dependent absorption for South Pole ice and laboratory-grown ice from ≈ 200 to 1000 nm.
Figure taken from [48].
Measurements have shown that the optical properties in the ice have an azimuthal anisotropy. The
direction of the anisotropy coincides with the moving direction of the ice. The effect is observed in the
distribution of detected light. The underlying microscopic reason for this effect is likely a birefringence
behaviour of the ice. The alternative explanation of Mie-scattering was recently excluded [52].
The last effect that changes absorption and scattering behaviour is caused by the deployment of the
sensor. Due to the melting of ice columns impurities have been brought into those holes as well as
existing ones have been redistributed. Furthermore, there are indications for a bubble column in the
center of these holes, caused by the refreezing of the ice [53].
2.4 Prospects
Looking back at the field of large volume neutrino detectors, there has been a variety of precursor
experiments such as the DUMAND Project3 [54], BDUNT4 [55], AMANDA5 [54] and ANTARES6
[56]. The first true gigaton7 neutrino detector is IceCube [14] and will be followed soon by the
3 Deep Underwater Muon And Neutrino Detector Project
4 Baikal Deep Underwater Neutrino Telescope
5 Antarctic Muon And Neutrino Detector Array
6 Astronomy with a Neutrino Telescope and Abyss environmental RESearch project
7 Mass of the detection volume.
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Figure 2.6: (left) Measured scattering coefficient as a contour function of wavelength and depth. Below in light
brown, the values expected from the air bubbles that are still present in shallower depths due to lower pressure.
(right) Measured absorptivity as contour function of wavelength and depth. Below in light brown the expected
values for pure ice. Images are taken from [48].
Figure 2.7: Event display of a 2.6 PeV event in IceCube, illustrating photon absorption in the dust layer. This is a
contrast to an isotropic distribution, that would be expected without dust. Figure taken from [45].
GVD [39] and KM3NeT [12] experiments. IceCube has had the first major scientific discoveries
and breakthroughs in this field. The most important discovery so far is the detection of extragalactic
neutrinos [19]. This is accompanied by the highest-energy neutrino detected so far. The latest success
is the pinpointing of the blazar TXS 0506+056 as a likely neutrino source [20]. There are many other
results and limits obtained by IceCube in many areas, such as cosmic ray physics [57], oscillation
parameters [58], dark matter [59] and magnetic monopole search [60]. However, it took many years
to obtain a single point source candidate. To improve time and number performance in many of these




3.1 Current Plans and Science Prospects
Figure 3.1: Baseline IceCube-Gen2 concept showing the existing IceCube detector surrounded by the planned
high energy array and the planned PINGU detector in the center. Figure taken from [45].
IceCube-Gen2 is the name given to an array of future IceCube extensions [61][62].
These extensions address some of the limiting factors in the current IceCube setup. Those are
foremost the event rate and angular resolution. Depending on the channel, an increase in event rate
between 4 and 10 is aimed for. For the angular resolution, approximately a factor of three increase is
targeted. In combination, this will increase the sensitivity to sources five times fainter than detectable
today. With the addition of a radio array, the accessible energy range of cosmic neutrinos can be
increased further by several orders of magnitude compared to IceCube. The exact structure of these
extensions has been changing over time with technical advancements, newly available simulations
and changes physics goals, as well as political and financial constraints. A good understanding of the
general direction for the planned extension can be obtained from fig. 3.1 and fig. 3.2. Fig. 3.1 shows the
original IceCube array as in fig. 2.1 with the two planned extensions named PINGU and High Energy
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Figure 3.2: Extended IceCube-Gen2 facility concept. Orange labels are used for existing structures and blue for
planned ones. White labels indicate IceCube independent structures and areas. Figure taken from [45].
Array. Fig. 3.2 shows a more expansive range of possible extensions. Besides the High Energy Array
and PINGU, also a vast Cosmic Ray Array and a Radio Array are shown.
• High Energy Array (HEA) is the high-energy extension and the larger of the two optical in
ice extensions, that increases the detector volume by almost an order of magnitude.1 The core
motivation behind the high-energy extension is an increase in statistics for point source searches
and the detection of GZK neutrinos. GZK neutrinos are produced when cosmic ray protons
exceed the Greisen–Zatsepin–Kuzmin (GZK) limit (50 EeV) and interact with the CMB. Both
are in the high energy regime. Therefore a much larger string spacing can be used that reduces
the costs significantly in comparison to the same volume in IceCube instrumentation. Currently,
strings in a comparable number to IceCube are considered with a baseline string spacing of 240 m,
while larger spacings were considered too. Additionally, the string length is expanded by 76 m
upwards and 175 m downwards, increasing the geometric area for horizontal tracks by about
25 %. The vertical spacing of the optical modules and thus their total number strongly depends
1 Exact numbers depend on the final design.
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on the type of optical module used with its constraints and abilities and thus has not been decided
yet.
• Cosmic Ray Array will be built after IceCube-Gen2, though its functionality and extend is
currently not defined yet. In the ideal case, it will extend beyond the high-energy array and is
suitable as a veto for in-ice events as well as an independent cosmic ray detector as shown in fig.
3.2. It would be an extension to IceTop and allow energy and timing resolution in each station.
However financial constraints in terms of construction and operation costs make it more likely
that it will be limited to a vetoing functionality with a footprint, in the simplest scenario, equal
to the high-energy array. Stations are made from scintillator panels. Those panels allow for a
reasonable timing but virtually no energy resolution. This could be extended by IceAct [63],
a series of small, low cost, air Cherenkov telescopes designed for the harsh conditions at the
South Pole. While the observation time would be limited to the winter months and good weather,
this would allow a large and cost-effective extension of the veto while simultaneously enabling
cosmic ray science.
• Radio Array is a possible extension to the IceCube-Gen2 observatory that utilizes radio detectors
in dry holes near the surface of the ice. It would allow studying neutrino events with energies
beyond 10 PeV due to the extended volume. It would be based on the existing technology,
developed for the Askaryan Radio Array (ARA) [64] and the Antarctic Ross Ice-Shelf Antenna
Neutrino Array (ARIANNA) [65].
• IceCube Upgrade is a small and already funded seven-string extension of DeepCore and shown in
the fig. 3.3. This extension allows for an improved atmospheric neutrino event selection efficiency
as well as an event reconstruction at a few GeV. IceCube Upgrade will drastically improve
the sensitivity to neutrino oscillations including the measurement of tau neutrino appearance.
Beyond that, the accuracy of already recorded IceCube data will be improved. To achieve this
new calibration devices will be deployed with the Upgrade strings. They will improve the
understanding of the detector response and the optical properties of the glacial ice. Including
this data into the reconstruction of previously recorded data will improve the accuracy of the
results obtained from them. Furthermore new developed equipment such as the optical module
discussed in this thesis as well as others can be tested. Construction is currently planned for the
austral summer 2022/2023. Additional information can be found in [66].
• PINGU (Precision IceCube Next Generation Upgrade) is the less visible extension in the
center of DeepCore and focused on low energy neutrino detections. String spacings are reduced
to O(10 m). This allows for more precise measurements of neutrino oscillation parameters and
properties. The original intention was to deploy 26 strings in a depth between 2150 and 2450 m,
with a total of 4992 sensors [67]. In this case, the sensors would have been improved DOMs,
so-called PINGU DOMs (pDOMs), at every 1.5 m. However recent developments have put exact
numbers, module types, structures, and even the need for PINGU itself up for debate.
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Figure 3.3: IceCube Upgrade. Illustration of a possible configuration. Figure taken from [45].
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3.2 New Optical Modules
The most important new developments are the optical modules. There are several different types of
optical modules (OMs) currently in different stages of the development process. In the following, these
optical modules will be introduced.
3.2.1 PINGU Digital Optical Module (pDOM)
Figure 3.4: Illustration of the pDOM. Image taken from [67]
The pDOM is an updated version of the DOM [68]. As shown in fig. 3.4 it is similar to the DOM
design from fig. 2.2. Major changes have thus been done on the electronics. Newly available parts
allowed to reduce the electronics to a single board, hosting all the components. The additional space
can thus be used to add additional sensors or calibration devices. Power consumption was also reduced.
An improved PMT, the Hamamatsu R7081-2-MOD, that increases photon sensitivity, relative to the
DOM, by ≈ 35 % will be used. With the possibility to build a new detector, several other OM designs
have also been investigated. Some of the other OM designs have already shown to be superior to the
pDOM Therefore, the development of the pDOM was stopped in favour of other prototype-OMs. Since
then the performance of the pDOM has been used as a baseline to compare to other OMs. The same
will be done in this thesis. Furthermore, the developments made for the pDOM will be modified and
used in the other OMs.
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3.2.2 Dual Optical Sensors in an Ellipsoid Glass for Gen2 (D-Egg)
Figure 3.5: Graphic impression of a D-Egg, showing all basic components. Image taken from [69]
The D-Egg is an egg-shaped OM that uses two 8-inch PMTs, with one facing down- and the other
upwards [68]. A schematic view of its components can be seen in fig. 3.5. This simple two PMT
module increases the photosensitive area while decreasing the module diameter and thus reducing the
drilling costs. It has already been shown that it improves photon statistics and reconstruction especially
for down going events [70]. Additionally, the space between the PMTs allows for the deployment of
additional sensors or calibration devices useful for the detector calibration. The D-Egg is one of the
OMs that will be deployed in the physics region of IceCube Upgrade [66].
3.2.3 Multi-PMT Digital Optical Module (mDOM)
Figure 3.6: (left) Image of an mDOM. (right) Exploded diagram of the mDOM with part description. Figure
taken from [45].
The mDOM for IceCube-Gen2 [71] is an adaptation of the mDOM developed for the Km3NeT
experiment [72]. It holds 24 3-inch PMTs facing in all directions to increase the photosensitive
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area while obtaining directional resolution, intra-module reconstruction and self vetoing within the
module. A schematic view and a prototype picture can be seen in fig. 3.6. The 24 PMTs are nearly
homogeneously distributed in all directions and their sensitive area is increased with small mirror
shields. The electronics are housed in the center and spare areas are blacked out to avoid random
reflections of light. Depending on the final design, the mDOM will have a light sensitivity between
2.24 and 2.66 times as sensitive as the pDOM [73]. This efficiency gain is partially compensated by the
higher price tag and the larger diameter that increases drilling costs. The mDOM is beside the D-Egg
one of the OMs that will be deployed in the physics region of IceCube Upgrade [66].
3.2.4 Wavelength-Shifting Optical Module (WOM)
Figure 3.7: Graphic representation of a WOM showing all essential components without holding structures in a
sideways position. The image is based on works of [74]
The WOM [75] is designed to increase the photosensitive area, decrease the noise rate, reduce costs
and make more use of the UV-range of the Cherenkov spectrum in comparison to the pDOM. This is
done by using a wavelength-shifting technology and total internal reflection to capture and transport the
light to two small PMTs. That way the module can have a large photosensitive area with only two small
PMTs. This increased sensitivity is accompanied by a decrease in timing resolution. A schematic of
the whole module is given in fig. 3.7. With this slim and elongated pressure-vessel drilling cost can be
further reduced. Since the WOM is the subject of this thesis a more detailed description of the hardware
used and physical processes involved in this module can be found in chapter 4.
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3.2.5 Long Optical Module (LOM)
Figure 3.8: (left) Basic sketch of a LOM with the upper four right-facing PMTs removed. (right) Top view with
different considered placements for wavelength-shifter or wavelength-shifter-paint. Images taken from [76]
The LOM is a hybrid between WOM and mDOM, it uses multiple PMTs facing in different directions.
This way it has similar capabilities than the mDOM as shown in fig. 3.8 (left). It uses a slim and
elongated pressure-vessel like the WOM with a slightly larger diameter to fit the PMTs inside. The
application of wavelength-shifter at different locations are considered as shown in fig. 3.8 (right).
This module is in its early stages of development and not all design decisions are final yet. The
LOM thus combines many advantages of WOM and mDOM with the potential to save costs while
making use of directional reconstruction and additional photons from the UV-range due to the use of
a wavelength-shifter. Since this module is in the early prototyping phase there is currently limited
information available.2
3.2.6 Fiber Optical Module (FOM)
The FOM is an array of wavelength-shifting fibers bound together every few meters to read out the ends
with small PMTs as shown in fig. 3.9. This concept allows for direct contact between the ice and the
light guide. A pressure-vessel is not required and thus there is no gap between pressure-vessel and
wavelength-shifting tube as there is in the WOM. This setup potentially allows it to capture more of
the photons reaching the sensor. At the same time, it would have an even larger sensitive area and a
lower price. The downside here is that this is untested technology and there are significant risks for the
fibers to be broken or bent during deployment or freezing in a way that makes photon detection or at
least a sufficient calibration hard to obtain. Since this module is in the early prototyping phase there is
currently limited information available.3
2 For further information please contact the IceCube collaboration.
3 See footnote 2.
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Figure 3.9: The basic concept of the FOM and its drill hole deployment configuration. Image taken from [76]
3.2.7 Precision Optical Calibration Module (POCAM)
Figure 3.10: Illustration of the POCAM with a hemisphere assembly (left) and complete module assembly (right).
Image taken from [77]
For IceCube events, the accuracy of reconstructions is often limited by the quality of the calibration.
The most difficult parameters to understand and calibrate for are the optical properties of the ice. To
improve this for IceCube-Gen2 as well as retrospectively for IceCube the POCAM has been developed
[77]. An image is shown in fig. 3.10. The POCAM is a self-calibrating isotropic, nanosecond-pulsed,
multi-wavelength calibration light source that allows for adjustments in pulse intensity and duration.
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The isotropy is obtained by using a semi-transparent PTFE4 integrating sphere. Integrated photosensors
allow for self-calibration. It is planned to deploy several PCAMs in IceCube Upgrade. First tests with
prototypes have been performed within the GVD telescope in Lake Baikal.
4 Polytetrafluoroethylene is also known as Teflon.
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The Wavelength-shifting Optical Module (WOM)
In this chapter, the concept, components, and basic properties of the Wavelength-shifting Optical
Module (WOM) are introduced. A description of the underlying physics for each of the components is
given as needed. All developments presented in the following chapters will be based on the design and
concepts noted below.
4.1 Concept
Figure 4.1: Illustration of the WOM components and its basic functions. The image is based on works of [78]
and [74].
Fig. 4.1 shows on its right a digital visualisation of a full WOM. For illustrative purposes, the holding
structures within the pressure vessel on the top and bottom are omitted.
Unique to the WOM is the wavelength-shifter (WLS) coated tube responsible for capturing the photons
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and guiding them towards the PMTs on the ends. To allow the use of small PMTs with low dark noise,
adiabatic light guides1 are used as an adapter at each end. Each adiabatic light-guide is connected to a
PMT. Both PMTs have an electronic readout board. The main OM electronics are hosted in the top
of the module above the upper PMT. The lower PMT is connected to the mainboard via cables that
are fed through the center of the WLS tube. This entire module is placed in a quartz glass pressure vessel.
The left side of fig. 4.1 illustrates the detection principle. A UV photon on a path towards the OM
is shown as a purple arrow coming from the ice with a refractive index of about 1.33 as it enters the
pressure vessel. The pressure vessel itself has a refractive index of about 1.5 and thus the probability of
reflection is small in comparison. When leaving the glass of the pressure vessel towards the interior the
refractive index drops to 1 due to a small air/vacuum gap. At this point the probability for reflection is
higher, especially for photons coming from steep angles to be reflected back into the ice. Assuming the
photon passes through as illustrated and hits the surface of the WLS tube, it will likely enter the thin
layer of WLS paint on the surface of the coated tube. The WLS concentration is designed to virtually
ensure photon absorption. Within O(1) ns the excited WLS molecule deexcites and emits a lower
wavelength photon in the blue part of the optical spectrum, as illustrated with the orange glow. The
reemission of the photon is isotropic within the medium of the refractive index 1.5 and thus theoretically
about 75 % of the photons can be captured by total internal reflection (TIR). The reemitted and captured
light is transported by TIR towards one of the sides of the tube, as indicated by the blue arrows. The
adiabatic light guide theoretically losslessly directs the light towards the center. Here it can be detected
by a PMT which is coupled optically to the adiabatic light guide. The PMT can detect the photon and is
read out by the electronics of the module, where the signal is processed for further use.
4.2 Motivation
The original motivation for the design of the WOM was the detection of extragalactic core-collapse
(CC) supernova (SN) [80]. IceCube is currently able to detect and notify other experiments about
galactic core-collapse SN. Neutrinos from these SN usually have energies of ≈ 10 MeV [81] and thus do
not exceed the detection threshold of about 10 − 100 GeV for IceCube. However, they are so numerous
that they can significantly increase the noise level in the detector as a whole for a short period of time
and thus allow a detection. CC SN in the Milky Way are rare. To increase the detection frequency of
these SN an increase in the search volume beyond the Milky Way to neighbouring galaxies is the only
option. With the increased distance between Earth and these SN events in neighbouring galaxies, the
number of neutrinos reaching Earth decreases below the current detection threshold of IceCube. The
possible signal is indistinguishable from the ambient noise which must be reduced to detect the signal.
A large fraction of ambient noise is caused by thermionic emission of electrons from the photocathode
of the PMT [82]. This kind of noise is proportional to the total photocathode area and cannot be reduced
by a simple upscaling of the experiment. The WOM increases the photosensitive area with the WLS
tube while decreasing the photocathode area. This feature is still unique to the WOM.2 Compared to
the DOM, the WOM has several other advantages with few disadvantages.
On the advantageous side, there is a low noise rate. Additionally, the WOM has a high UV sensitivity
which allows it to profit from the λ−2 behaviour of the Cherenkov spectrum. Combined with the large
1 Theoretically lossless light concentrators developed in [79]. Though latest simulations and measurements show suboptimal
light concentration.
2 And possibly the FOM.
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photosensitive area the WOM becomes a calorimetric detector. Aside from the beneficial physics
properties, the WOM also allows for cost reduction. The costs of the WOM components are lower than
most3 other proposed modules [74]. This is due to the small low-cost PMTs that make up most of the
costs in other modules. Furthermore, the smaller diameter of the WOM as compared to the pDOM,
D-Egg, or mDOM decreases the drilling cost for the ice holes significantly.
The downsides for the WOM are mostly defined by the loss in time resolution due to the WLS and
the light propagation in the tube. The pressure vessel for the WOM is more expensive than those used
for other modules since it is more expensive but UV transparent quartz glass is used as opposed to
borosilicate glass. In comparison to the mDOM and D-Egg, there is no directional resolution when only
one WOM per string position is used. However, due to the small diameter of the WOM, deployment of
3 WOMs per string position as a single module is feasible while still saving on drilling and module
costs relative to the sensitive area [74].
This means, when it can be shown that the decrease in timing resolution has little to no effects on
reconstruction accuracy the WOM will increase performance and reduce costs for the detector while
simultaneously enabling extra-galactic CC SN detection. However, for this to be accomplished the
properties of the WOM and our understanding of them need to be improved.
4.3 Components
In this section, the individual components of the WOM will be introduced. Specifically, the pressure
vessel, WLS paint, WLS tube, adiabatic light guide, and PMT will be addressed. Previously obtained
results will be presented alongside.
4.3.1 Pressure Vessel
To increase the sensitivity for the UV photons in the Cherenkov spectrum the pressure vessel needs
to be transparent to these wavelengths. In previous OMs borosilicate was used as a material for the
pressure vessel. Since borosilicate has limited UV transparency, quartz glass has been chosen as a
good candidate material for the WOM pressure vessel. A comparison of the transparencies between
both materials can be seen in fig. 4.2. For the measurement, two prototype end caps for the WOM
have been used. The thickness of the borosilicate was 8 mm and 9.5 mm for the quartz glass. The
measurement shows the ratio of light passing from a lamp to a spectrograph, with and without end
cap in the light path. The Fresnel corrections to account for reflection have been applied. The reason
the relative intensity exceeds the theoretical maximum of 1 can be explained by the focusing effect
of the end caps curvature. Yet it can be seen that the UV transparency of quartz glass exceeds that
of borosilicate. Due to superior transmission properties, quartz glass are used for the first prototypes.
Since quartz glass has a higher price than borosilicate, it remains to be seen which material delivers a
higher photon per money ratio for deployment.
On a prototype pressure vessel, the ability to hold a vacuum over several months has been successfully
tested as well as pressure tests of up to 5250 psi (≈ 360 bar). Tests with higher pressures are planned for
the future.
3 Except the FOM
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Figure 4.2: Comparison of wavelength-dependent transparency between borosilicate and quartz glass. Taken on a
8 mm thick end cap of a pressure vessel for borosilicate and a 9.5 mm end cap for quartz glass. The measurement
and the plot were produced by [83].
4.3.2 Efficiency Enhancement by Refractive Index Matching
As previously mentioned the transition from the outside to the inside of the WOM causes some losses.
The air gap between pressure vessel and PMMA tube is particularly responsible for significant losses
due to reflection on the glass to air interface at large photon incident angles. For maximum efficiency,
a high refractive WLS material directly deployed in ice would be needed. This approach is taken by
the FOM but is otherwise difficult to accomplish for WOM-like OMs. However, when looking at the
transition outside→ quartz glass→ gap→ PMMA tube and WLS it might be possible to fill the
gap with a material other than air or vacuum to achieve a higher ϵcomb. In fig. 4.3 the total theoretical
capture efficiency of the WOM ϵcomb
4 is calculated as a function of the refractive index nfill of the gap
material, for the outside materials water/ice and air. The calculations are based on Snell’s law and
the Fresnel equations with the refractive indexes taken from [84] at 589.29 nm. It was assumed the
refractive index of the PMMA and the WLS paint is identical to that of quartz glass. It became clear
that a gap material with a refractive index slightly above that of the outside material maximizes the
capture efficiency. For the WOM the outside material is ice and the best nfill is 1.34 [85]. A material
such as perfluorohexane (n = 1.25)5 mixture, oils or alcohols are possible candidates. No further
investigation into these materials has been done yet. Therefore the calculations in this thesis are done
with air as a fill material, but in theory, a good matching can increase the total module efficiency by
more than 50 %.
4.3.3 Wavelength-Shifting Paint
The wavelength-shifter (WLS) paint was previously developed in [86] during which the first meas-
urements of its basic properties were taken. The spectral behaviour has been shown to match the
requirements of the WOM.
4 Assuming all other components work at their theoretical optimum and the PMT has 100% photon capture efficiency.
5 At room temperature
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Figure 4.3: Total theoretical photon capture efficiency of the WOM ϵcomb for water/ice and air as the ambient
medium as a function of the refractive index nfill of the material between pressure vessel and WLS tube. This plot
was created by [85].
Wavelength-shifter
A wavelength-shifter (WLS) is a photo-fluorescent molecule that absorbs photons of a certain energy
range and emits one or more lower-energy photons as a result. The efficiency with which a WLS can do
this is the quantum yield (QY) as shown in eq. 4.1. It is an intrinsic property and not to be confused
with the quantum efficiency (QE) in eq. 4.2 that depends on the specific use eg. the used solvent.
The relaxation or decay time of the excited molecule is usually in the order of nanoseconds and the
re-emission direction is arbitrary. There are many different types of WLS available today, organic and
inorganic. The WLS used in this thesis are all organic and the wavelength-shifting process is facilitated,
as with most organic WLS, by one or more benzene rings. The combination of σs and σp bonds in
benzene rings facilitates the absorption and emission processes. These molecules are mostly planar
and thus stack well. Stacking allows non-radiative energy transfer and reduces the quantum efficiency
(QE). Alternative WLS with aggregation-induced emission that have a 3-dimensional structure do exist
but generally obtain a lower QE. Therefore a sufficient separation of the molecules and high optical
densities are key to obtaining a high QE. The WLS used in this thesis are p-terphenyl (PT) with a
QY> 80 % [87] and Bis-MSB with a QY of 0.926 ± 0.053 [88] or 98 % [89] or 96 % [90] depending on
the source. A more detailed description of the underlying physics can be found in the previous work on
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Paint
The paint in most contexts is a liquid composed of a binder, a thinner, and a pigment. The thinner
e.g. solvent dissolves the binder and sometimes the pigment as well. When a paint is applied to a
substrate the thinner evaporates and the binder with the pigment remains as a thin solid layer. In the
application here the pigment is the WLS. The binder does not just hold the WLS in place but also
separates the WLS molecules to avoid crystallisation and maximises quantum efficiency. The effect
of solvent evaporation on the optical surface quality so far could not be separated from other light
loss mechanisms. Commercial glossy paints are often made from two components to obtain the best
surface quality. Since the pigment here also needs to be dissolved this currently seems infeasible for
this application.
Application for the WOM
The WLS paint used for the WOM was developed in a prior thesis [86]. Key findings were the current
best paint mixture, its emission and absorption behaviour as well as an approximation of the quantum
efficiency (QE). Furthermore, a dip-coating process was developed to apply the paint to the light-guiding
tube.
The current best mixture consists of Bis-MSB (0.13 %), p-Terphenyl (0.27 %), toluene (77.31 %),
and Paraloid B72 (22.29 %).6 Toluene is a good choice as thinner, since it dissolves Paraloid B72 and
WLS well but is not very aggressive on PMMA, the material the tube is made of. Still, it dissolves
PMMA slightly and thus creates a good bond between paint and tube.7 Bis-MSB and p-Terphenyl
(PT) are the WLS pigments. PT shifts photons from ≈ 280 − 330 nm to ≈ 345 nm. The corresponding
absorption and emission spectra for PT can be seen in fig. 4.4 (left). Due to insufficient light intensity
below ≈ 280 nm, measurements in that region are not reliable any more. The large error of the emission
spectrum is a consequence of the spectrograph used. Due to the aforementioned large error on the
emission spectrum, which is required to determine an efficiency spectrum, only an absorption spectrum
for PT is shown.8 For Bis-MSB an efficiency and an emission spectrum are shown in fig. 4.4 (right).
It shows that Bis-MSB shifts photons from 280 − 300 nm to ≈ 420 nm while there is a slight decline
in efficiency at lower wavelengths. The efficiency spectrum was taken on a 30 cm long 2 cm diameter
PMMA tube with a photodiode (PD). Since it is currently not possible to accurately derive the absolute
number of photons from the PD measurement only a lower limit is given for the efficiency.9 The same
measurement for the combination of both WLS is shown in fig. 4.5. The addition of PT compensates
the deficiency of Bis-MSB at lower wavelengths. The emission spectrum for the mixture is the same as
Bis-MSB since the emission from PT is reabsorbed by the Bis-MSB. The efficiency spectrum in fig. 4.5
drops off at about ≈ 395 nm, and earlier than the ≈ 400 nm in fig. 4.4 (right). This was caused by a
switch of binder from PMMA to Paraloid B72.
To apply the paint on the light-guiding tube, it is immersed in paint and withdrawn at a well-defined
velocity from the paint. The immersion duration and withdrawal velocity allow one to control the paint
thickness. The optimal values depend on the used materials and had to be re-evaluated in this thesis.
6 By weight
7 Recent measurements show that more PMMA is dissolved than previously assumed. Thus the immersion duration might
have a strong influence on the paint thickness and the tube’s light capture efficiency.
8 For completeness an efficiency measurement is plotted in fig. A.8.




Figure 4.4: (left) p-Terphenyl absorption and emission spectrum. (right) Bis-MSB light capture efficiency and
emission spectrum. The data for these plots was taken from [86].
Figure 4.5: Light capture efficiency for a paint consistent of Bis-MSB, p-Terphenyl, toluene, and Paraloid B72.
Taken on a 30 cm long 2 cm diameter PMMA tube with a photodiode (PD). The data for this plot was taken from
[86].
4.3.4 Light Propagation Concepts and Components
This section gives an overview of the different light propagation concepts and components used by the
WOM. Specifically, total internal reflection in the WLS tube and the adiabatic light guide is discussed.
Total Internal Reflection
Total internal reflection (TIR) is a concept that is essential to the working principle of the WOM; it is a







1 and 2 refer to different materials with different refractive indexes ni and the angle θi of a photon
relative to the surface normal between both materials. When light propagates in material n2 with a
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higher refractive index than the surrounding material n1 (n1 < n2), there is an angle θc under which eq.
4.3 does not have a real solution for the outgoing angle θ1 and the light can not leave the medium. This
angle θc is called the critical angle and can be calculated according to eq. 4.4. The photons with θc or
larger angles will be reflected back into material 2 under the same angle they arrived at. These photons
are totally reflected. With an appropriate shape of material 2, recurrent TIR can be achieved for photon








The WOM uses TIR to capture and transport light to the ends of the WLS tube. The wavelength shifting
paint has a comparable refractive index to the PMMA of the tube. The paint is applied as an outer
layer with O(10 µm) thickness [86]. The WLS molecules can be assumed as isotropic emitters within
the paint layer. Since the paint layer thickness is much smaller than the tube radius, the outer tube
surface can be approximated as flat for the WLS. Therefore if the first reflection occurs on the outside
of the tube the reflection probability can be approximated by a flat surface. Assuming a rod with a
cross-section is shown in fig. 4.6 instead of a tube, it can be seen that once a photon is reflected on the
inside of the rod, it will continuously be reflected under the same angle. Optical fibers operate based on
this principle.
Figure 4.6: Illustration of perpetual light reflection in the cross-section of a high refractive index (n2 > n1) rod.
Taken from [86].
In the next step, a tube instead of a rod is considered. From Snell’s law, it follows that any light
leaving the tube material towards the inside has to re-enter the tube under the same angle10 and thus the
above arguments from fig. 4.6 apply again. However, as mentioned earlier cable and possibly other
installations will run through the center of the tube. Therefore, light must only be transported in the
wall and not the center of the tube. From simple geometric considerations shown in fig. 4.7 (left), it
can be seen that due to the curvature of the tube the reflection on the inner wall will always occur at an
identical or steeper angle than the one on the outer wall (α ≥ β). Since a steeper angle has an equal or
higher probability for reflection and the incoming angle always equals outgoing angle the simplification
10 For infinitely long tubes.
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of fig. 4.6 can be used again. In combination with the assumption that the photon is emitted at or
very close to the outer surface, the capture efficiency of a tube can be calculated from a flat plate as
illustrated in fig. 4.7 (right). The solid angle Ω in the figure can be calculated according to eq. 4.5. To
obtain the fraction of light captured, the second cone is accounted for, the function normalized and the
critical angle is calculated from eq. 4.3 and inserted for ω, resulting in eq. 4.6. For PMMA (n2 ≈ 1.5)
and air (n1 ≈ 1) the capture efficiency was calculated to be 74.5 %.





















Figure 4.7: (left) Illustration of reflection angle relations in a tube for the inner and outer surface. (right)
Illustration of non captured light in form of solid angle light cones, taken from [86].
Adiabatic Light Guide
In order to use the largest diameter PMMA tube that fits the pressure vessel while using the smallest
possible PMT, an adiabatic light guide was designed. It redirects the light from the tube to the PMT and
is another application of TIR in the WOM. Its shape was previously calculated [79]. Two independent
techniques based on skew invariance and étendue conservation have been used to calculate the optimal
shape. Both approaches agreed with one another. The resulting shape is shown in fig. 4.8 on the left
as well as a prototype on the right. Several light guides have been produced in the local workshop
and externally at Kümpel Kunststoff-Verarbeitungswerk GmbH. During this thesis, some initial tests
concerning the light guide and its attachment to the PMMA tube were completed. However, the results
were not conclusive. A description of the gluing approaches can be found in chapter A.4.4. Further
studies are needed to determine and maximize overall performance. Therefore all calculations done in
this thesis exclude this component for the time being and assume 100 % transport efficiency. It should
be noted that the latest simulations at Mainz University showed that losses were kept to a minimum but
a large fraction of light entering the light guide is reflected back into the WLS tube. The reason for the
back reflection appears to be directly linked to the shape of the adiabatic light guide.
37
Chapter 4 The Wavelength-shifting Optical Module (WOM)
Figure 4.8: (left) Technical drawing of an adiabatic light guide created by the staff at DESY based on the work in
[79]. (right) Picture of the first adiabatic light guide prototype made by Kümpel Kunststoff-Verarbeitungswerk
GmbH.
4.3.5 Photo Multiplier Tubes
Photomultiplier tubes or PMTs are light detection devices based on the photoelectric effect. They are
capable of detecting low-intensity light down to single photons and produce a proportional charge
output with gains in the range of 10 to 107 [92][93]. In fig. 4.9 the process of photon detection is
depicted. The main body of the PMT usually consists of a glass vacuum vessel with metallic connectors
on the back end. The inside of the front end of the vacuum vessel is vacuum metalized11. The center of
the glass body houses a dynode structure. For photon-detection, light impacts the front side with the
metal deposits. The photons need to traverse the glass vessel until hitting the vacuum-metalized inner
surface. Given sufficient energy, it removes an election via the photoelectric effect. During operation
a high voltage is applied between the vacuum metalized layer or cathode and the first dynode. The
electrical fields accelerate the free electron. To direct the electrons towards the first dynode a focusing
electrode between the first dynode and the cathode is often used. Upon impact with the first dynode,
additional low energy electrons are emitted. Each consecutive dynode has a higher positive voltage
applied to it so the process is repeated for each new electron until the anode is hit with a large number
of electrons. At the anode, the charge is large enough that a signal can be read out by an electronics setup.
For the WOM it is currently planned to use the Hamamatsu R12199-02. This PMT will also be used
for the mDOM, in that context it has already been investigated thoroughly [73][95]. According to the
manufacturer, it is rated with a typical peak quantum efficiency of 26 % at 420 nm, photocathode area
with a 72 mm diameter, wavelength range from 300 − 650 nm and a gain of 5 × 106 for the bialkali
version [96][97]. In addition, a super bialkali version has recently become available which could further
increase the efficiency of the WOM.
To determine the noise behaviour at low temperatures the WOM group at Mainz University did
some dedicated measurements as shown in fig. 4.10 (left). At relevant temperatures, the noise level is
about 50 s−1. To determine possible asymmetries, a photocathode scan shown in fig. 4.10 (right) was
performed. Clearly visible is a gradient from the top right to the bottom left with a difference between
11 A process that deposits a thin layer of metal on a substrate by heating metal in a vacuum.
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Figure 4.9: Illustration of the structure and working concept of a PMT. The picture was taken from [94]
the two of about 20 %. This is caused by the orientation of the first dynode.12 For different positions on
the cathode the impact angle of the photoelectrons on the first dynode changes and therefore so does
the detection probability. Every PMT expresses this behaviour in a more or less pronounced form. It
is an important systematic effect to consider in this thesis since often different parts of the PMT are
illuminated for signal and reference measurements.
Figure 4.10: (left) Noise rates of the Hamamatsu R12199-02 measured and plotted by [98]. (right) Relative
photon sensitivity of the Hamamatsu R12199-02 as a function of position measured and plotted by [99]. Absolute
intensity of the light source was not measured. Illumination perpendicular to the curved surface. The first dynode
faces ≈ 190◦.
Due to the Hamamatsu R12199’s curved surface and limited size, it was necessary to use other PMTs
during the measurements in this thesis as well as other photosensitive devices such as photodiodes. The
specific model used will be named in the individual measurement descriptions.
12 Facing ≈ 190◦, based on a coordinate system with the reference direction from the pole to the horizontal right and
counterclockwise increase in degree.
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4.4 The Combined Module
When all the components are combined the module properties can be determined, most importantly the
combined efficiency ϵcomb and expected noise rate.
4.4.1 Efficiency
The total efficiency ϵcomb is the product of all individual efficiencies as described by eq. 4.7.
ϵcomb = ϵPMT · ϵALG · ϵTube · ϵWLS · ϵCapture · ϵGlass (4.7)
ϵPMT is a scalar determined from the wavelength-dependent PMT sensitivity RPMT(λ) and the normal-
ized WLS emission spectrum S WLS(λ) as defined in eq. 4.8. It describes the probability of an
average photon emitted by the WLS to be detected by the PMT.
ϵPMT =
∫︂
S WLS (λ) · RPMT(λ)dλ (4.8)
ϵALG is the transport efficiency of the Adiabatic Light Guide (ALG). It represents the ratio of the
number of photons coming out of the smaller end to the number of photons going into the wider
end. Since the ALG was not the focus of this thesis ϵALG is assumed to be one if not specified
otherwise.
ϵTube is the photon transport efficiency within the tube. It determines how many photons reach either
end of the tube after being geometrically captured for all possible photon paths. ϵTube cannot be
analytically calculated, only simulated or measured. It depends on the absorption and scattering
probability of the photons in the tube. If not specified otherwise it is averaged over the whole
length of the tube.
ϵWLS is the wavelength-shifter efficiency. It is the product of the photon absorption probability
ϵWLSabs(λ) and the WLS quantum efficiency QE. The photon absorption probability ϵWLSabs(λ) is
defined by the optical density of the WLS and the WLS quantum efficiency QY (the number of
photons emitted per absorbed photon). The former can be varied with the paint thickness and the
latter was previously estimated to be close to unity [86].
ϵCapture is the capture efficiency. It is the product of the geometric capture efficiency of the tube ϵCaptureGeo
and the refractive capture efficiency ϵCaptureRef . The geometric capture efficiency ϵCaptureGeo should
be the theoretical value 74.5 %. The refractive capture efficiency ϵCaptureRef depends on nfill as
shown in fig. 4.3. For the calculations in this thesis nfill = 1 is assumed, so a gain of > 1.5 for all
ϵ obtained is feasible.
ϵGlass is the probability as a function of wavelength λ for a photon to pass through the glass of the
pressure vessel. For most wavelengths relevant to the WLS it can be assumed to be one.
The WLS tube is the novel component in this design and therefore will have special attention in this
thesis. Measurements on the tube combine several of the parameters. They are represented by ϵWt as
stated in eq. 4.9 and 4.10.
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4.4.2 Noise
As a unique selling point of the WOM, the noise rate has to be determined as a whole since each
component might bring additional radioactive impurities increasing the noise of the bare PMT. The
noise of the bare PMT was previously shown in fig. 4.10 (left). In fig. 4.11 the other main components
are measured. First, the end cap is placed directly in front of the PMT. The mean noise rate between
−20 and −50 ◦C increases to 153 s−1, showing that the Borosilicate end cap has significant radioactive
impurities. Placing the end cap behind the PMT reduces the mean noise rate to 47 s−1, showing that
the impurities have almost no contribution at the final position of the end cap. Adding the adiabatic
light guide and a wavelength-shifting tube increases the noise rate to 72 s−1. Considering that the
wavelength-shifter is also a scintillator which could pick up ambient radiation and cosmic rays, this
noise rate is rather low. Adding the quartz glass pressure vessel increases the average noise rate to
630 s−1. This is much higher than the desired noise rate of < 100 s−1. Further investigation showed a
≈ 150 ppm 238U contamination[100]. Contacting other suppliers proved quartz glass with a much lower
concentration of radioactive elements can be bought in various optical qualities and prices, making
additional noise smaller than 10 s−1 possible [100]. These values are only theoretical so far.




Physical Characterisation of the WOM
This chapter takes a closer look at the most important performance parameters of the WOM, with a
specific focus on the wavelength-shifting and light-guiding tube. It starts with the results obtained in
[86] and shows the progress in understanding and improving the WOM performance. This is followed
by a general discussion of systematic errors for the measurements presented.
5.1 Previous Results
In the previous work [86], the measurement of ϵWt was a key component. More detailed evaluation,
however, showed that these results contain a systematic error that is not accounted for. This section
presents how the measurements were performed, what the results were, how the systematic error was
discovered, and what effect it has on the previous conclusions.
5.1.1 The Measurement Setup
To determine the WLS tube efficiency ϵWt, the setup shown in fig. 5.1 has been used. It is comprised of
a high-pressure xenon arc lamp, a monochromator [101], two PDs [102], two lock-in amplifiers1 and
several optical components. The monochromator is a tunable bandpass filter2 for the broad spectrum
of the xenon lamp. The different wavelengths are spatially separated with a reflective grating and,
thereafter, the desired wavelength is cut from the spectrum with an aperture stop. As shown in the
figure, the outgoing light is periodically blocked with a chopper wheel. Whereafter it is split between a
reference PD (to correct for intensity fluctuations of the light source) and a test beam. For measurements,
the optical sample is introduced in the test beam. All optical components are shown in fig. 5.1. The
chopping3 is necessary for the lock-in amplifiers to work and suppress the ambient light as well as other
noise.
5.1.2 Data Evaluation
For an accurate measurement, both a measurement (M) as well as a calibration measurement (CM) is
required. The measurement setup is depicted in fig. 5.1. For the calibration measurement, the coated
sample is taken out and the light guide is directly pointed on the signal PD. Starting from the original
1 Stanford Research Systems SR830 [103]
2 FWHM ≈ 3 nm.
3 Periodically blocking the light beam with a chopper wheel. Also see fig. 5.1.
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Figure 5.1: (up) Illustration of the PD based measurement setup used to measure the data in fig. 4.5. (down)
Picture of a PMMA tube sample in the measurement setup. Images were taken and modified from [86].
definition of the efficiency ϵWt(λ) as stated in eq. 4.10, a modified equation can be created that takes the
specifics of a measurement into account. Nin(λ) is the number of total photons emitted by the setup,
derived from the calibration measurement. Nout(λ, d ≈ 27 cm) is the number of photons detected on
one side of the tube during the actual measurement (M), with a distance of ≈ 27 cm from the light
input. To correct for intensity fluctuations from the light source, a correction term C(λ) is introduced as
stated in eq. 5.1. As shown in eq. 5.2, the correction therm is just the ratio of the values read from the
reference PD during the calibration measurement RefCM and the measurement RefM. Without intensity
fluctuations C(λ) is 1 and has no effect on the result.
ϵWt(λ) =









The number of photons emitted, Nin(λ), is obtained from the current SigCM[A] measured at the signal
PD in the calibration measurement and the conversion function Rγ(λ)[A · s] for the PD, as stated in eq.
5.3. The conversion function is defined in eq. 5.4 and uses the PD response function4 RPD(λ)[
A
W ] and










Since the PD is smaller than the tube end, a geometric correction factor, σcor, is introduced to Nout(λ),
as shown in eq. 5.5. σcor is equal to the ratio of the area on one tube end and the part of that area that is
covered by the PD. The uncorrected number of photons Nout,det(λ), detected at the end of the tube, is
obtained from the current SigM(λ)[A] measured as described in eq. 5.6. Since the detected photons
are now shifted in wavelength, the conversion to photon numbers is achieved based on the measured
emission spectrum (S WLS (λ)) of the paint. This is done by calculating the average photon number for a
given current as described in eq. 5.7.





⟨Rγ · Eγ⟩ =
∫︂




5.1.3 Results and Problems
The result of this measurement5 and the correction described above can be seen in the previous
chapter in fig. 4.5. The values are given as lower limits because the PD is unable to detect the whole
angular distribution of photons leaving the tube, thus underestimating the efficiency. This was revealed
by angular sensitivity measurement of the PD and later confirmed by the manufacturer. PDs are
semiconductor-based light detectors similar to solar cells. To protect the sensitive semiconductor
surface, the sensor itself is in most cases placed in a sealed protective casing as illustrated in fig. 5.2.
In most cases, the volume between the protective glass window and the sensor is filled with an
epoxy resin for optical coupling. The manufacturer (Hamamatsu) confirmed that this is not the case
for their UV-sensitive PDs since the resin is not UV transparent. Instead, the volume is left empty
(n ≈ 1), causing light under steep angles to be reflected on the inner glass surface. This is confirmed
by the measurement shown in fig. 5.3. As sketched on the left, the full angular input distribution was
measured with a PMMA half-cylinder lens directly coupled to the PD. The cut-off at about 41◦, and
some scattered light beyond that, can be seen on the right. For comparison, a measurement without the
lens (and thus less steep input angles for the PD) is also shown. Due to this complication, it was decided
to proceed to measure with PMTs and only use a PD where absolute values are not relevant. This is a
better choice since no air gap exists for PMTs. This does not mean that there is no angular dependency
4 Intrinsic to the specific PD (type) and for the PDs used in this thesis supplied by the PD manufacturer.
5 Scaled by a factor of two to approximate the output for both tube sides.
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Figure 5.2: Sketch to illustrate the casing design of most PDs.
for the photon acceptance, however, in the final prototype, PMTs will be used, and therefore, the results
from PMT measurements should represent a realistic estimate for the final module performance. This
means that all efficiency measurements performed previous to this thesis are only lower limits. Since
the exact angular distribution of light in the tube is difficult to measure, it is not possible to reliably
correct or scale previous measurements accordingly.
Figure 5.3: (left) Setup to measure PD angular acceptance for optically coupled light guides. (right) Results from
the angular acceptance measurement, with and without optically coupled PMMA half-cylinder lens. Both images
are translations from [104].
5.2 First PMT Measurements
In the next step, first measurements with a PMT and small (2 cm) tubes are performed. For that, a
different laboratory setup, as well as different measurement and evaluation methods, are required.
5.2.1 The Setup
In order to circumvent the PD issues, a PMT based test stand was set up. The basic setup can be seen
in fig. 5.4. A signal generator (used as trigger) sends a signal to a LED/Laser-driver6 to generate a
6 PDL 800 B Laser Pulser from PicoQuant [105]
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Figure 5.4: Illustration of the PMT setup.
light pulse. The light pulse is directly (in a reference measurement) or indirectly (through a sample
in a signal measurement) detected by a PMT. The PMT is supplied by a high-voltage power source
(HV) and sends its signal to the analog-to-digital converter7 (ADC). The ADC is also triggered by the
signal generator, to integrate the waveform produced by the PMT and to store the value digitally. The
trigger to the ADC is delayed in comparison to the LED, to account for the longer signal-path length.
The light-sensitive part of the setup is placed inside the dark box, shown in fig. 5.5 (left). The optical
setup is shown in fig. 5.5 (right), depicting a sample measurement.
Figure 5.5: (left) The dark box build for PMT measurements. (right) Sampling setup.
For the pulsed LED, two different suitable wavelengths were available: 310 and 370 nm. Both
have higher intensities than suitable for the measurements. Therefore, the light is attenuated for PMT
measurements. The attenuation is done with either two 10 % neutral density (ND) filter (for the 310 nm
LED) or a combination of a 1 % and a 0.32 % ND filter (for the 370 nm LED).8 To more accurately
obtain the desired light intensities, a variable aperture is used. For a calibration measurement, the light
7 8 channel charge integrating ADC, MOD. V 265 [106]
8 Due to the use of reflective filters the actual attenuation might differ from the linear combination of the individual
attenuations.
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produced by this LED attenuator combination is directly pointed at the PMT. For the measurement setup,
the test tube is put in front of this setup, as shown in fig. 5.5 (right). The test tube is placed between the
PMT and absorber in a way that only a small amount of pressure is applied. The black absorber reduces
inaccuracies in the measurement from photons being reflected at the tube end. Absorber and PMT are
coupled to the test tube with a small amount of optical grease. The PMT used is an R11265U-200 by
Hamamatsu [107]. This PMT was chosen because of its flat surface that easily couples to the tube.
5.2.2 Measurement and Evaluation Techniques
With the above-described setup, the PMT can be operated in a dynamic or single-photon range. The
possible evaluation methods change depending on the type of operation.
Dynamic Range Measurements
For the dynamic range, the light intensity is chosen such that for each LED pulse n >> 1 photons are
detected. n is not constant, but will fluctuate slightly around an average ⟨n⟩. When sampling many
times, a histogram on the resulting charge on the anode can be created.9 n is Poisson distributed,
and since n >> 1, it can be approximated as a Gaussian distribution. Since a PMT, with a Poisson
distributed amplification process, is used for the photon detection, the Gaussian properties of the
resulting histograms are enhanced. An example of a histogram is shown in fig. 5.6.
Figure 5.6: Exemplary histograms for measurements in the dynamic range. the first (light blue) peak is the zero
or dark measurement without light. The second (dark blue) peak is a measurement of a sample. The third (black)
peak is a reference measurement with the light source directly pointing at the PMT. ADC counts correspond
linearly to the collected charge.
Evaluation of Dynamic Range Measurements
To determine the efficiency from a dynamic range measurement, an additional dark measurement10
is required. The dark measurement determines the average charge for a null-measurement. Eq.
5.8 describes the efficiency based on a dynamic range measurement. µi is the mean value for the
measurement i ∈ [sample, dark, ref]. C̃(λ), as described in eq. 5.9, is the correction factor for the
9 The process used for the histogramming the data depends on the data taking device.
10 An identical measurement without light.
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wavelength-dependent PMT response, analogous to the PD measurement. RPMT(λ) is the PMT response
function and ϵPMT the probability to detect a photon emitted by the WLS, as described by eq. 4.8.
11
The factor of two compensates for the side of the test tube that was not read out.12 This evaluation is
reliable, provided that the PMT response is linear with intensity. This has to be tested for each PMT
model and gain used. In most cases, this a given when the intensity is kept low.









For the single-photon measurements, the light intensity is chosen in a way that approximately one or
fewer photons are detected per trigger event. In general, an average of 110 photons per trigger event
is a useful value to aim for. At this rate, multiple detections are suppressed by a factor of ≈ 20; but
the rate is high enough for a reasonably short measurement time and a high signal to noise ratio. This
is not possible when two measurements with different intensities are compared and a compromise
in the detection rate must be found. In contrast to the dynamic range measurement, a single-photon
measurement does not rely on the number of photons per event for evaluation. In a single-photon
measurement, the number of photons in the so-called single photoelectron (SPE) peak, is used for
the evaluation. In other words the number of photons seen over several trigger events. An exemplary
histogram of such a measurement is shown in fig. 5.7. It can be seen that the vast majority of events are
in the pedestal. It represents the samplings where no photon was detected. The central lower peak is the
desired SPE peak.
Figure 5.7: Exemplary SPE histogram. The large peak (at about 250 ADC counts) is the so-called pedestal and it
represents a zero measurement. The small peak (at about 500 ADC counts) is the SPE peak.
11 The PMT response functions are taken from the datasheets of the individual PMT type used.
12 This is mainly done for legacy reasons.
49
Chapter 5 Physical Characterisation of the WOM
Fitting of SPE Measurements
To compare SPE measurements, it is important to know the number of hits in the pedestal or the SPE
peak. The pedestal is noise dominated and, therefore, approximately Gauss shaped. The SPE peak is an
accumulation of Poisson-distributed interactions at the different dynodes in addition to the noise and,
thus, also approximately follows a Gauss distribution. Both functions overlap slightly. The size of the
overlap and the width of the distributions varies depending on electronic noise, gain, PMT and ADC
used.
Based on this simplified model, the fit method [108] involves fitting two Gaussians to the histogram
(one for each peak). Two examples are shown in fig. 5.8. The left plot is an example of a good result
and the right an example of a bad result (in comparison to the majority of fits). Both are no ideal fits,
as the corresponding χ
2
d.o.f. values of 1.39 (left) and 2.40 (right) show. Especially in the right case, the
Gaussian distribution for the SPE peak extends to lower x-values than the pedestal. This is physically
implausible and overestimates the size of the SPE peak when integrating the area under the curve.
In both cases, the number of measurements with large charge depositions are underestimated. This
method can be a useful first approximation, but is ultimately unreliable. The efficiency can be estimated
according to eq. 5.10, under the condition that the total number of events is identical in the reference
and in the sample measurement. G denotes the integral of a Gaussian curve. As before, the factor of
two compensates for the side of the test tube that was not read out.
Figure 5.8: Exemplary histograms for fitting two Gaussian functions to two SPE measurement with different light
intensity and gain. (left) An example of a reasonable fit, with a χ
2




ϵWt = 2 ·
GS PE,sample
GS PE,re f erence
· C̃(λ) (5.10)
A reason for the low fit quality is that there are not just single photons detected (as SPE would imply) but
multiple (> 1) photons. In SPE measurements, the multi photo-electron peaks (MPEs) are smaller than
the SPE and merge with it. Without additional constraints, it is difficult to fit multiple Gaussians to these
distributions, since the degrees of freedom increase and the best fit results are not a representation of
the underlying physics. The numbers of photo-electrons are Poisson distributed. Therefore, a reduction
in photon intensity can increase the accuracy of this method. To estimate the accuracy of this method,
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the integral of both distributions was summed and compared with the sum of all events. For most
cases this matched within less than 1 − 2 %. The result itself, however, fluctuated more than for other
methods described in this section. This seems partial due to the large difference in intensity between
measurement and calibration measurement, as well as the fit quality.
Cutting for SPE Measurements
Another rudimentary method, used to make decisions on an individual event basis, is the application of
a cut between pedestal and SPE peak. This method is also applied in IceCube [46], as a first measure to
suppress noise signals below 25 % of the charge for an average SPE-pulse is discarded. Though the cut
makes it harder to determine an error for the overlap of pedestal and SPE-peak. To keep the overlap as
symmetric as possible, the cut is applied in the minimum between both peaks. An example can be seen
in fig. 5.9. Between signal and reference measurement, there are two ways to do this. The cut could be
set once (for instance with the reference measurement) and applied for all other measurements, or it
could be set for each individual measurement. To evaluate the events, the number of events on each side
Figure 5.9: Exemplary histograms for cuts between pedestal and SPE peak.
are summed up to determine the number of events in the pedestal and the SPE peak. To determine the
efficiency, the ratio between sample (N′SPE,sample) and reference SPE peak (N
′
SPE,reference) measurement
sums (including the correction factor C̃(λ)) can be used, as described by eq. 5.11. Again, the factor of
two compensates for the side of the test tube that was not read out.




To approximate the error, it is determined how much the efficiency would change when the chosen
cut value is moved ±10 ADC bins. This produces four values, two for each the sample and reference
measurement. For all combinations, of sample and reference measurements, eq. 5.11 is evaluated again.
The largest difference of any of these reults to the original result is used to determine the error for this
method. It remains to be noted, that with large differences in intensity between compared measurements,
the pedestal/SPE-peak overlap-ratio changes to an unknown degree. This effect is reduced when the
maximal gain is chosen, yet this produces a non-neglectable systematic uncertainty. The value of 10
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bins was chosen empirically. When pre-amplifiers or newer devices were used, the number of bins was
adapted accordingly. An illustration and test of accuracy, including overlap but not under-amplified
photons, for the 10-bin error calculation method can be found in chapter A.2.1.
The measurements performed to determine ϵWt show large differences in intensity. Therefore, it is
unavoidable to have MPE contributions when measuring an SPE distribution. For both the fit method,
as well as the cut method, there needs to be an MPE correction. Up until now, MPE contributions
are weighted as one photon. To correct for that, it is possible to determine (from the probability for
a no-photon detection; the pedestal size) the statistically expected ratio of events with 1,2,3 or more
photons. This is done by using the Poisson distribution as stated in eq. 5.12.




This means that P(i, ⟨n⟩) is the probability for i photons to be detected when ⟨n⟩ is the expected number
of detections for a single trigger. With NZ being the number of events in the pedestal, and NT the total
number of events, it is possible to determine ⟨n⟩ according to eq. 5.13.




The absolute efficiency for the cut and the fitting method is then calculated according to eq. 5.14.




This correction is performed on all applicable measurements in this thesis.
Improved Fitting of SPE Measurements
With these corrections, it is also possible to constrain the size of additional Gauss distributions in a
multi Gauss fit. Any given Gaussian distribution (G) (as in eq. 5.15) can be described by an area or
scaling factor (A), its position (µ) and its width (σ).







Assuming these values are determined for the pedestal of an SPE measurement, the number of photons
(A)13 in any subsequent Gaussian distribution for SPE and MPEs can already be determined from the
Poisson distribution if the total number of events (NT ) is known. Thus, the Gauss distribution describing
the SPE only requires the determination of its position (µSPE) and width (σSPE). If the detection of two
photoelectrons is viewed as the independent detection of two photoelectrons, the corresponding peak
can be described as the combination of two independent normal distributed variables. It would follow
that µ2PE = 2µS PE − µpedestal and σ2PE =
√
2σSPE. Expanding this to all MPEs, then eq. 5.16 and eq.
5.17 follow for i > 1.
µiPE = µpedestal + i · (µS PE − µpedestal) (5.16)
σiPE =
√
i · σSPE (5.17)
13 Area under the curve.
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Therefore, a five parameter fit with one constant is able to describe an SPE histogram using infinitely
many Gaussians distributions as shown by eq. 5.18.
M(x | NT ,Apedestal, µpedestal, σpedestal, µSPE, σSPE) =
G(x | Apedestal, µpedestal, σpedestal)




G(x | P(i, < n > (Apedestal,NT )), µiPE(µpedestal, µS PE), σiPE(σSPE))
(5.18)
The efficiency ϵWt can be calculated based on P(i, < n > (Apedestal,NT )) and eq. 5.14. Applying this
technique in practice has shown some complications.
While the fits look very good on visual inspection (as for example in fig. 5.10), their χ
2
d.o.f. depends
on the specific setup (PMT, ADC/ADQ, gain, light intensity, number of measurements) that is used.
For fig. 5.10 the χ
2
d.o.f. is 3.55. This is rather high but in this specific case due to the very high statistics
and hence the relatively small errors. Applying this method to the histograms in fig. 5.8 produces
χ2
d.o.f. in the range of 1.1 to 1.2 and is, therefore, a significant improvement over the two Gauss fit.
An inspection of the residual in fig. 5.10 shows that the range between pedestal and SPE has the
highest discrepancy. This is the range where usually under-amplified photo-electrons are detected.
Under-amplified electrons are those following an ineffective trajectory. An ineffective trajectory could
either mean that a photon produces the photo-electron at the first dynode instead of the photocathode
or that the photo-electron skips the first dynode. The modelling of under-amplified photo-electrons is
difficult because it depends on the structure of the individual PMT. The under-amplified photo-electrons
are accounted for in the total number of events (NT ), but are unaccounted for by the model. Therefore,
the number of under-amplified photo-electrons in a measurement will determine the lower bound on
systematic uncertainty.
Figure 5.10: Exemplary SPE histogram for a five parameter multi-Gauss fit with a χ
2
d.o.f. of 3.55. The lower part
shows the error weighted residuum.
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Partial Fitting of SPE Measurements
Another method investigated was the partial fitting of the histogram. For this method, the approximate
position and width of the pedestal are determined. Based on this, 80 % of the pedestal towards lower
charges is cut off. The remainder of the pedestal and the SPE peak is fitted with one or two Gaussian
distributions as well as an exponential distribution. The function is described by equation 5.19 and an
example fit can be seen in fig. 5.11.
P(x | A1, µ1, σ1, A2, µ2, σ2, a, l, b) = G(x | A1, µ1, σ1) +G(x | A2, µ2, σ2) + a · e
−x
l +b (5.19)
Whether one or two Gaussian distributions produce better results, depends on the PMT and the
light intensity that is used. It is generally preferred to use low light intensities and a single Gaussian
distribution to reduce the probability of bad fitting behaviours. The χ
2
d.o.f. of the example plot is 1.37,
which is good in comparison to the other methods. Though it should be taken into account that only
a part of the Distribution is fitted. Using only one Gaussian distribution, this method is used in the
calibration of IceCube DOMs [46]. However, under-amplified photoelectrons are not separated from
the pedestal and are therefore not counted as detections. Furthermore, the mathematical description
is not based on empirical physics as illustrated by the broad Gaussian distribution in the example
plot. Using only one Gaussian distribution eq. 5.10 can be used for the evaluation, while having
similar uncertainties as to the simple two Gauss fitting approach. The two Gauss distribution and one
exponential function approach describes the distribution better, but is unsuitable for an evaluation in
this context; since the second Gaussian distribution might not describe the actual MPE distribution, as
it can be seen in the example plot.
Figure 5.11: Exemplary histograms for a fit of a partial SPE histogram with a χ
2
d.o.f. of 1.37. The lower part shows
the error-weighted residuum.
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Model-Independent Evaluation Approach
The idea behind the model-independent approach is to not look at any distribution shapes or make
assumptions about them. Instead, ϵWt is calculated purely on the statistical properties of the distributions,
thus also eliminating the need to model under-amplified photons. The mathematical description is
based on the model-independent approach for PMT calibration found in [109]. In the paper, the mean
(E[ψ]) and the variance (V[ψ]) of a single photo-electron response is described as in eq. 5.20 and 5.21,
respectively.
E[ψ] =




V[T ] − V[B] − E2[ψ] · ⟨n⟩
⟨n⟩
(5.21)
Where E[T ] is the mean of the signal measurement, E[B] is the mean of a dark measurement and
V[T ] and V[B] the corresponding variances. ⟨n⟩ is as before the number of expected photons per















Using eq. 5.14, ϵWt can be determined, as described by eq. 5.24.




This way the method does not assume any particular shape for the distributions, it is based purely
on statistics and a mathematical error that can be calculated based on the variances. The method ba-
sically reduces the evaluation of an SPE measurement to the evaluation of a dynamic range measurement.
Since in the paper E[ψ] is the desired parameter, it contains also another method to determine ⟨n⟩
and, thus, ϵWt. This method also requires a dark measurement, as well as an SPE measurement. In the
dark measurement, a cut is placed at a low charge value, so that approximately one-third of all triggers
falls below this value. The number of triggers that fall below the value is defined as f . The same cut is
applied in the SPE measurement. The number of triggers in the pedestal is approximated by scaling the
number of triggers below the cut (AT ) with f . Inserting this in eq. 5.13 produces eq. 5.25.




This way, the influence of the overlap between pedestal and SPE-peak is minimized. Based on
this, ϵWt can be determined with eq. 5.14. When in this thesis it is referred to the model-independent
evaluation method, this refers to the one described by eq. 5.24 (unless otherwise specified).
14 The variable used in [109] is λ.
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Conclusion on Evaluation Techniques
To perform the PMT measurements presented in this thesis, the above measurement techniques have
been evaluated. From a mathematical point of view, the model-independent evaluation approach
outperforms the other methods since it is independent of the PMT type. It also accounts for under
amplified-photoelectrons and can be applied to both SPE and dynamic range measurements. In praxis,
this method is very sensitive to systematic effects that cannot always be corrected for, furthermore,
mathematical or visual checks of consistency with the data are difficult. All contributions (especially
noise) that are not linear with the number of photoelectrons, are not accounted for and can cause large
fluctuations in the results. For the Analogue Digital Converter (ADC)15 (which is used to read out
signals in early measurements) several such contributions have been observed, as described in the
following section. Since only the charge integral is stored, and the sampling rate was limited to about
200 Hz, a thorough investigation, of these contributions, was not always possible or feasible. Most of the
above methods showed problems with these systematics. Particularly a shift in base value position and
non-linear noise contributions showed to be problematic. Empirically it was shown that the cut-method
(while being the mathematically least consistent method) produced the most consistent results and
was therefore used for most of the measurements. For later measurements, an ADQ1416 became
available that sampled and stored individual waveforms at O(MHz]) rates. Data quality improved
significantly and all of the above methods produced self-consistent results. Therefore, evaluation of
data from the ADQ14 was preferably performed with the model-independent evaluation approach for
its mathematical superiority. The only shortcoming of this method has been observed with large PMTs
and a position-dependent gain. In those cases, a calibration or the use of the improved fitting method is
recommended. A data-based comparison between the different evaluation techniques can be found in
section 5.4.4. While the significant improvements, when switching to the ADQ14, do not speak for the
quality of data measured with the ADC, there was no alternative available at the time.
5.2.3 Systematics of PMT Measurements
The first measurements were done in the dynamic range of the PMT to obtain a reference. The results
for the efficiency fluctuated by up to 50 %. As a result, additional SPE measurements were taken. In
those three problems have been identified that are presented in the following.
Unstable Base Value
With the ADC setup, the pedestal sometimes moved between measurements, fig. 5.9 shows an example.
Further investigations showed, that the effect was stronger for some channels of the device than others.
While this problem could never be completely avoided a minimization was achieved by an appropriate
selection of channels. As far as it was possible to determine the problem only occurred between but not
during measurements. This indicates a design or ageing problem with the very old device, however,
the exact cause remains unclear. Based on the maximum shift of 17 in ADC counts observed between
measurements, a systematic error can be estimated for the individual dynamic range measurements. For
methods like the cut method, fixed cuts can not be used, but they need to be set based on individual
measurements. The individual adjustment produces additional uncertainties.
15 8 channel charge integrating ADC, MOD. V 265 [106]
16 4 channel 14-bit digitizer, ADQ14 with 1 GSPS sampling rate and USB3.0 [110]
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Additional Peak
In some low-intensity SPE measurements, an additional peak could be observed between pedestal and
SPE peak. This can be seen in fig. 5.12. It was observed that this “bump” is correlated to the use of
a specific HV-supply. The particular power supply was not used any further to resolve the problem.
Similar things tend to happen in this kind of measurement, especially when using older equipment. It is
impossible to be sure that all of them have been detected. For instance, after switching to the ADQ14
it was found that about 90 % of the cables used in these measurements were insufficiently shielded
[99], adding additional non-linear noise to the measurements. This produces an additional systematic
uncertainty on efficiency measurements, which should be considered for all measurements taken with
the ADC. Similar noise contributions have been observed on occasion with the ADQ14 as well. Since
the ADQ14 records the whole waveform, these contributions can be better identified and removed. They
are assumed to be related to the use of high power equipment in vicinity of the laboratory.
Figure 5.12: A exemplary SPE measurement to show the additional “noise” peak between pedestal and SPE peak.
(left) Linear representation. (right) logarithmic y-axis.
Spatial Photocathode Sensitivity
It was also noted that in SPE measurements the SPE-peak moved relative to the pedestal between
reference and sample measurement. An example is shown in fig. 5.13. The reference measurement
peaks before the sample measurement. Due to the difference in intensity, the MPE contributions should
have the opposite effect. Any effects related to the optical grease, that is used to optically connect the
sample to the PMT, have been excluded by measurements.
Lastly, the PMT itself was investigated. For the investigation, the light source was pointed at the
PMT surface. Measurements were taken on various positions of the PMT surface as illustrated by
fig. 5.14 (left). The SPE-peak position was determined in each case and plotted as shown in fig. 5.14
(right). The plot shows that the SPE peak position or in other words the gain is lower in the center
where the reference measurements were taken. This can be explained with the shape of the first dynode,
which varies between different PMTs. To answer the question if this affects the efficiency, the SPE
measurement distributions were fitted with Gaussians. Since the same low intensities were used in all
measurements, it was possible to use the above described two Gaussian fitting method. The integral of
the Gaussians fitted to the SPE-peaks were also plotted in fig. 5.14 (right), showing no significant effect
on the photon number. However since the model-independent method relies on the gain being constant,
this effect has a large influence on this method. This limits the use of this method to accordingly
calibrated or very small PMTs.
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Figure 5.13: Exemplary measurement for a difference in SPE position relative to the pedestal between reference
and sample measurement.
Figure 5.14: (left) The locations on the PMT (R11265U-200 by Hamamatsu [107]) the light source was pointed
at during the cathode scan. Each step is about 3.5 mm. Since the placement had to be done manually the error can
be approximated to be ±1 mm. (right) Results of the cathode scan in SPE-peak position and integral.
5.2.4 Results
For efficiency measurement with PMTs a test stand has been set up. 30 cm long and 2 cm diameter
PMMA tubes, with a wall thickness of 2 mm, coated with a velocity of 8.1 ± 0.1 cmmin
17 have been
produced. With the paint applied to the inside and outside. The light source had a distance to the PMT
of 27 cm. The measurements were performed in the SPE range as well as in the dynamic range. A range
of evaluation techniques has been investigated for the SPE measurements. For its stability in comparison
to the other methods, the cut method has been selected for the evaluation of SPE measurements. The
cuts were applied to the lowest value between pedestal and SPE, of each measurement. This method is
not ideal but for measurements with the ADC it produced the most reproducible results in comparison
17 Coater velocity.
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to the other methods. This indicates unresolved problems with the device.
In the end, four measurements at 370 nm wavelength have been performed in the dynamic range.
The combined result for ϵWt is 49.6 ± 12.4 % with an estimated systematic error of ±5 %. Also, six
SPE measurements have been performed four at 310 nm and two at 370 nm wavelength. The averaged
results are ϵWt = 52 ± 2 % for 310 nm and ϵWt = 50 ± 3 % for 370 nm. While the used cut method
includes some systematic errors and the dynamic range measurements have already a large statistical
error, the results indicate that the obtainable efficiencies are larger than the ones measured with PDs.
However, systematics from the equipment remains a source for not quantified errors.
5.3 Efficiency at Low Temperatures
At the proposed deployment site for IceCube-Gen2 at the South Pole, the temperature conditions are
very different from the test conditions in the laboratory. To test how the performance changes under
these conditions, a comparison measurement for different temperatures was done. For this, a small
air and light-tight box (freezer box), is equipped with a setup similar to the one in the black box as
described in section 5.2.1. A picture is shown in fig. 5.15.
Figure 5.15: Freezer box setup to compare the paint performance at low temperature to room temperature.
The light source is now set up in another light-tight box outside the freezer since it can not be frozen.
The light is feed from the box through an optical fiber into the freezer box (orange cable). The PMT
used is a Hamamatsu R12199-02, that is coupled with optical gel to the sample. Larger quantities of gel
are used to bridge small gaps between the curved PMT surface and the flat end of the tube. The PMT
was chosen because it is also considered to be used in the WOM. This creates a better representation
of the conditions in the deployed sensor. The HV (red cable) and the signal (black cable) cables are
feed in the box through light-tight connectors. A 2 cm diameter PMMA tube coated on the inside and
outside as in the previous sections was used. For a measurement, the freezer box is sealed and placed
in a commercial freezer unit. First, a room temperature measurement at ≈ 25 ◦C is taken. Then the
freezer is switched on and once it cooled down to ≈ −50 ◦C another measurement is taken. The same
procedure is repeated for the reference measurement. This resulted in an efficiency ϵWt = 51.0 ± 0.1 %
for the measurement in warm conditions and ϵWt = 47.3 ± 1.2 % in cold conditions, using the cut
method. The absolute systematic errors are estimated again to be about 5 %. Since two almost identical
measurements are compared the systematic error for the comparison with the cut measurement is
minimal. It can not be excluded that humidity condensed on the tube during the cold measurement,
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producing more light scattering in that measurement. However, since the box is cooled outside in any
humidity would likely freeze on the box walls. Usually, these measurements are done right after one
another, but in this case, it took a day for the freezer to cool down. Therefore an additional systematic
error for the comparison is estimated with 5 %. In conclusion, it can be said that both measurements are
consistent with each another, while the systematic uncertainties from the previous measurement apply
as well.
5.4 Full-Sized Light-guiding PMMA Tubes
After successfully using the 30 cm long and 2 cm diameter tubes for paint and concept tests, the next
step is the application of the same techniques to full-sized 9 cm diameter and 90 cm long tubes.
5.4.1 The New Coating Setup
For the final sensor, the entire length of the tube needs to be coated. In the old setup, a flask clamp from
the chemistry department has been used to hold the tube during coating. This coats the tube from the
inside and outside and leaves a non coated area on one side. Therefore a new coating procedure needs
to be designed. To obtain the efficiency calculated in section 4.3.4, the paint can only be on the outside.
For this purpose, a new holding structure was devised as shown in fig. 5.16. With this structure, the
tube is squeezed in between a top and a bottom piece. The contact points are sealed with PTFE O-rings
so that no paint can enter the tube. During the coating, this setup allows a complete immersion and thus
coating of the outer surface of the tube. This way also the tube ends are protected from being coated
with paint. To accommodate the larger tube a stainless steel vessel for the paint was build as shown in
fig. 5.17.
Figure 5.16: (left) The pieces that hold and seal the large diameter tube for coating. (right) The same holders
holding a short piece of tube for illustration.
Due to the now larger displacement and changed diameter of the paint vessel, the coating velocity
needs to be adjusted. For that eq. 5.26 is used, where the real coating velocity vreal is calculated from
the coater velocity vcoater, the inner cross-section area Avessel of the paint vessel and the Atube. The
optimal coater velocity determined in [86] is 8.1 ± 0.1 cmmin . There 2 cm diameter tubes with 2 mm wall
thickness have been used in a 3 cm diameter paint vessel. Now a 12.75 cm diameter vessel is used with
a 9 cm diameter tube, where paint can not enter the center of the tube. This results in the optimum
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Figure 5.17: (left) Stainless steel coating vessel with PTFE lid for permanent paint storage. (right) The coater
with the paint vessel inside. A metal skeleton is attached to the coater to hold transparent PVC sheets creating a
makeshift fume hood.
coater velocity vcoater for the big tube of 4.8
cm
min . Since the coater only allows a fixed set of velocities
the nearest one with 5.64 cmmin is chosen. Previous measurements in [86] indicated, that an increase in
velocity only increases the paint thickness and thus the efficiency. A more detail description of the





5.4.2 Cast vs. Extruded Tubes
For tubes with 9 cm diameter, two different types of manufacturing processes are available that might
influence the optical properties. There are extruded and cast tubes. The extruded tubes are squeezed
through a tube sized nozzle and then cooled down quickly. The extrusion process is well suited for
large scale productions. The fast cooling process causes more thermal tension than slower methods.
This might be compensated for by tempering the tube afterwards. In the tubes used, it was found that
the surface always showed small streaks, probably caused by the nozzle. For the cast tube, a mould is
used. For the production, the monomer (methyl methacrylate) is mixed with initiators and placed in
the mould. To form the tube, the mould is rotated with high velocities during the hardening process.
Afterwards, the cast is cooled down slowly. This produces a smoother surface and generally produces
better optical properties. However, tolerances in the wall thickness are much larger. In our case, the
tolerances for a 3 mm wall thickness are ±1 mm.
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The tubes used until this point have all been extruded since cast tubes are not available in small
diameters. To directly compare them one 9 cm diameter and 90 cm long tube of each type has been
coated with WLS paint. Since small local impurities might influence the result it was decided that
a measurement involving many points along the length of the tubes is most reliable. Since PMT
measurements take a significant amount of time and were not automated at the time of the measurement
a PD measurement with a portal robot that was available for that setup, seemed the best option. The
discrepancy in the PD acceptance will only be a minor systematic effect since both tubes only need to
be compared in relative not absolute efficiency.
This updated setup is based on the one described in section 5.1.1 and shown in fig. 5.1. Several
devices have been added to the setup and a multifunctional DAQ system has been developed for this. A
more detailed description of the extensions, the software and the usage can be found in section A.4.5.
For the measurement here it is only important, that a portal robot was added as shown in fig. 5.18
(right). Here it automatically moves the light source to predefined locations along the tube to measure
the relative efficiency as a function of both, position and wavelength. The PD is shifted by π2 along
the curvature of the tube, relative to the light source as illustrated in fig. 5.18 (left). This reduced
contributions from direct light on the PD.
Figure 5.18: (left) The orientation of PD, Light source and tube during a measurement.(right) Picture of the portal
robot with two rotational stages on the head.
The results of the measurement for an extruded tube (XT) and a cast tube (GS) are shown in fig. 5.19.
The cast tube was measured from both ends, therefore the mean value of both measurements is used.
The plots are for a wavelength of 360 nm. The measurements for the other wavelengths are more or less
identical with different overall amplitudes. The results are scaled according to the approximate area of
the tube end that is covered by the PD according to eq. 5.27. Here r is the radius, w the wall thickness








The extruded tube does not just have a lower efficiency, but it also falls off faster with distance. The
lower efficiency might be caused by the quality of the optical coupling or other systematics. The fast
decrease in efficiency however shows that the light-guiding properties of the cast tube are superior to
the extruded. This may be caused by the streaks from the manufacturing process on the surface of the
extruded tube or by a generally worse optical quality of extruded tubes [111].
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Figure 5.19: Position dependent relative efficiency comparison between an extruded (XT) and a cast (GS) tube, as
a function of light source position along the tube, relative to the PD.
The measuring of both tube ends for the cast tube was originally intended as a cross-check, yet it
revealed a discrepancy in the results measured on the same tube. The individual measurements are
shown in figure 5.20. As it can be seen, the rotated tube also differs in transport loss. Since the effect is
smaller than with the extruded tube, it appears still the better option to use the cast tubes. The reason
for this could be the variation in thickness along the length of the tube, from the manufacturing process.
Alternatively, the different time the bottom and the top of the tube are exposed to the solvent in the
paint during the coating process might have an effect as well. This was not further investigated, but it is
recommended to follow up on this once an automated PMT measurement setup is available. For the
following measurements, only cast tubes are used. The difference seen here should be considered a
systematic in future measurement. Additional investigation is recommended.
Figure 5.20: Position dependent relative efficiency comparison of a GS tube readout on the left and the right, as a
function of light source position along the tube, relative to the PD.
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5.4.3 Optical Prototype Efficiency
A few initial measurements with different PMTs that cover only part of the tube ends have been done.
Large fluctuations and large uncertainties have been observed, with generally much lower efficiencies.
A PMT large enough to measure the whole area of a tube end was not available at this point. Therefore
and to test the adiabatic light guide a full optical prototype with adiabatic light-guides was assembled
and measured.
Figure 5.21: CAD-image for a fully assembled WOM without (top) and with (bottom) pressure vessel. These
images were created by the technical workshop at DESY Zeuthen.
The full optical prototype consists of a coated 9 cm diameter PMMA tube, glued to an adiabatic
light-guide on each side. This structure is connected to a PMT holding-device including the 80 mm dia-
meter hemispheric PMT18 and a spacer made from O-rings. The combined setup is placed in a pressure
vessel. Schematic views of this are shown in fig 5.21 and the final prototype in fig. 5.22. A UV-curing
glue19 has been used to attach the adiabatic light guides to the WLS-tubes. The optical properties of
this connection seemed insufficient, as can be seen (in fig. 5.23) there is a significant amount of light
scattered at the connection between adiabatic light-guide and tube. The light guides used were made by
the local workshop. They were milled and polished, however, faint streaks remain visible that likely
impact the light-guiding efficiency. Another set made by Kümpel Kunststoff-Verarbeitungswerk GmbH,
that showed on visual inspection a much higher quality, were not tested due to their higher price.
The efficiency was measured with both PMTs simultaneously while the pressure vessel and the PMT
holding structures are not in place yet. For that the PMT was held by external structures as shown in
fig. 5.22 (top) and the 370 nm light source pointed at the center between both PMTs. The result is a
combined efficiency of 13.0 ± 5.5 %. This is based on 6.8 ± 3.3 % for the left and 6.2 ± 2.2 % for the
right PMT. For this only, the one-sided efficiency ϵWt2 is used and the scaling factor of 2 is removed. For
both values, the cut method has been used. Observing the PMT signal on the Oscilloscope before and
after the measurement showed an unusually large amount of noise. It was assumed that this is caused
by cross-talk between both PMTs. Therefore the measurement was repeated measuring only the right
side. Once again in the SPE range with the cut method resulting in an efficiency of 7.7± 1.6 % and once
in the dynamic range with an efficiency of 6.3 ± 0.1 %. In both cases, the noise rate (observed on the
18 Hamamatsu R12199-02
19 UV-härtender Klebstoff BEST-PL 5373 from BEST-Klebstoffe GmbH & Co. KG
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Figure 5.22: Assembled WOM without (top) and with (bottom) pressure vessel and PMT holding structure. In
both images, the electronics board, except the voltage divider is still missing.
oscilloscope) appeared lower than before, yet the results remain consistent. The measurement was also
repeated with the pressure vessel and PMT holding structures in place. Since the PMTs are difficult
to remove from the holding structures a third identical PMT was used for the reference measurement.
Unavoidable manufacturing differences between the different PMTs increase the systematic for this
measurement. All PMTs were run with the same supply voltage of a 1000 V. Besides the sample and
reference measurement, a dark measurement was recorded for each PMT. For each measurement ⟨n⟩
was calculated based on the second model-independent evaluation approach (described by eq. 5.25)
to account for differences between the PMTs and ADC channels. Using eq. 5.14 the results for the
one-sided efficiency ϵWt2 are 9.3 ± 1.1 for the left and 3.8 ± 1.8 for the right PMT. Based on [112] the
difference in quantum efficiency for the Hamamatsu R12199-02 at 370 nm, can be as much as 17 %
between different PMTs of the same type. Also, the PMT holding structures are glued to the WLS
tube, creating a way for photons to scatter. In total, the number of systematics from the equipment, the
newly introduced components and the evaluation techniques comes close to the measured value. It has
become clear that the efficiencies on large tubes with adiabatic light guides are much lower than on the
small tubes. To investigate this further, a more detailed look into the performance of the constituents is
necessary.
5.4.4 Improved Measurement Setup for Efficiency Measurements
When new smaller PMTs with 25 mm diameter (type R1924A from Hamamatsu [113]) and the new
data acquisition system (ADQ14)20 became available, more accurate and extensive measurements were
possible. With the small PMTs several could be used simultaneous and changes in gain as a function of
photocathode position became negligible. The ADQ14 allowed higher data taking rates and storage of
whole waveforms, instead of their integrals, as it is done by the ADC that was used before. Additionally,
many previously described problems with the data acquisition disappeared. The measurements and
their iterative improvement, as well as their results, will be described in the following. Due to a lack of
an optically sufficient glueing technique and the additional uncertainty from its usage, the adiabatic
light guides were not included for the time being.
20 4 channel 14-bit digitizer, ADQ14 with 1 GSPS sampling rate and USB3.0 [110].
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Figure 5.23: Adiabatic light guides glued to both ends of a tube and readout with a PMT. The small blueish
reflection in the middle of both light guides is a small hole for cables to be feed through.
Experimental Setup
With the new equipment, a slightly modified measurement setup, as described in the following, has
been assembled to evaluate the large WLS tubes. With it a measurement was performed on a 9 cm
diameter PMMA tube with a wall thickness of 3 ± 1 mm. On the tube, an outside paint layer had been
applied with a coating velocity of 9.24 ± 0.06 cmmin . It was placed in the PMT measurement setup as
shown in fig. 5.24. On one side a black absorber was coupled to the tube with optical gel (left). On the
other side, three round PMTs with 22 mm diameter sensitive area were attached with optical gel. The
positioning of the PMTs is illustrated in fig. 5.25. To obtain the data, the light from a 370 nm pulsed
LED is guided via optical fiber to the setup. After a reference and dark measurement for each PMT, the
fiber is moved along the length of the tube with measurements taken every 2 cm, as illustrated in fig.
5.24 with perpendicular illumination. The trigger for the LED also triggers the simultaneous readout of
all three PMTs in form of a 512 ns long waveform.
Figure 5.24: Schematic view on the measurement.
For the efficiency measurement, the individual waveforms are integrated over the relevant 60 ns
window and histogrammed to a charge distribution. This charge distribution is then evaluated with the
model-independent method to determine the efficiency. This method was chosen for several reasons.
Due to the large tube diameter and small PMT diameter, the reference measurements are in the dynamic
range while the sample measurements are in the SPE range. The model-independent method is the
only method that supports this configuration without modifications. Also, the smaller diameter of
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Figure 5.25: (left) Schematic view on the tube edge with the PMT arrangement and their corresponding numbers.
(right) A picture of the actual setup.
the PMTs is assumed to reduce the position-dependent changes in gain, thus reducing the previously
larger systematics for this method. Lastly, the data quality improved significantly with the new devices.
This is mostly due to the possibility of screening the individual waveforms for irregularities and better
adjustment of the relevant time frame. Previously seen, strong fluctuations in the obtained results
were not observed any more. Nevertheless, this comprehensive dataset allows for a comparison of the
different evaluation techniques, which was done as well with slight modifications to account for the
reference measurement being in the dynamic range.
Since the new ADQ stores the whole waveform instead of just the integrated charge, it is not just
possible to reduce the noise by more precisely selecting the relevant time frame, but also extract the
timing information from the same measurement. To obtain the timing information from that data, each
waveform is scanned, front to back, with a ≈ 0.5 SPE threshold. If a peak is larger than the threshold,
the time of the threshold crossing is recorded in a histogram. An example of such a histogram is shown
in fig. 5.26. The histogram represents the time resolution of the WLS tube for photon detections at a
specific point on the tube.
Figure 5.26: An exemplary photon arrival time histogram with ns resolution and binning. The line representation
is chosen to improve readability in cases where multiple histograms are combined.
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Efficiency and Distance Dependence
The efficiency measured at each PMT is shown in fig. 5.27 as a function of light source position along
the tube. For the calculation of the efficiency, the model-independent method has been used. Using
the new ADQ and small PMTs the results are more stable than before. For small distances between
light source and the end of the tube, where the PMTs are attached, the efficiency behaves as expected.
For the PMT with a line of sight to the light source, the efficiency exceeds unity due to the geometric
scaling factor σcor. The efficiency of the other two PMTs decreases as the radial distance on the tube to
the light source increases. For distances of the light source that are larger than 30 cm the light is equally
distributed in the tube and all PMTs see similar amounts of light. The behaviour between 10 and 30 cm
distance is not clear. Especially the reason for the peak from PMT 2 is unclear. It is suspected that this
is caused by direct illumination of the PMT from the light source or reflection of the light in the tube.
It further becomes clear that the efficiency on the large tubes is much lower than assumed from the
measurement on the small tubes.
For small tubes the efficiency for 370 nm at 27 cm distance to the light source was measured to be
50 ± 3 %. At the same wavelength and distance to the light source it is only 26.4 ± 4.2 % for the larger
tubes. A clear reason for the differences was not determined. The different geometry might explain part
of the difference. Since the small tube is shorter (30 cm) the probability that light from the end of the
tube that faces away from the PMT is reflected and detected is much higher. While it was verified that
the use of the black absorber at that end reduces the measured light intensity, it was not verified that no
light is reflected. Further more the wall thickness to tube diameter ratio is larger for the small tube. This
reduces the number of reflections for a photon that circulates around the tube. The small tubes were
also coated with WLS paint from the inside, which is not yet possible for the large tubes. Beyond that,
the tubes are also purchased from different manufacturers. These are physical difference between the
tubes that might explain the difference. There are also differences in the equipment used to make these
measurements. Especially the measurements with the ADC setup, that was used for the measurements
with the small tubes, always had a tendency to produce errors, as for example the unstable base value
(described in section 5.2.3) or the insufficiently shielded cables, might have played a role.
Figure 5.27: Position dependent efficiency with 3 PMTS on WLS-tube coated with a 9.24 ± 0.06 cmmin withdraw
speed. The value at 54.5 cm distance was not measured.
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Comparison of Different Evaluation Techniques
To approximate the efficiency for the whole tube based on the small PMT measurements an average can
be used according to eq. 5.28. PMT 2 is weighted with a factor of two due to the symmetry of the tube.
ϵWt =
ϵPMT1 + 2 · ϵPMT2 + ϵPMT3
4
(5.28)
This average is shown in fig. 5.28 with the label "Model-Indep.". To qualitatively compare the
different evaluation techniques described earlier with a single measurement, the most relevant ones
have been selected and calculated as well. Considered most relevant are the cut and improved fitting
(NGauss) method as well as the partial fitting method (2Gauss+Exp) for legacy reasons. Since none
of these methods is can natively account for the reference measurement in the dynamic range, a few
adaptations have been made. For the cut and improved fitting method, the following has been done. To
obtain ⟨nreference⟩ for the reference measurement, the gain G is obtained from each available sample/SPE
measurement with the method suggested in [109]. From the mean of the reference measurement data






This specifically means, that both versions of the model-independent method, as well as the SPE
measurements, are used to obtain a reference. Therefore the comparison of these methods is not
completely independent from one another. To determine ⟨nsample⟩ the previously described calculations
for the cut and improved fitting method are used. For the partial fitting method (2Gauss+Exp) the gain
G is obtained from the distance of the left most SPE-Gauss (eq. 5.19 and 5.30) to the mean of the dark






G = µSPE − µdark (5.31)
The results as seen in fig. 5.28 and table 5.1 illustrate the different properties of the evaluation
techniques. The model-independent, the cut and the improved fitting (NGauss) method are compatible
with one another. The model-independent method evaluates the results on a purely statistical basis
and assuming no systematics like fluctuating gain or non-linear noise contributions, should be most
accurate. This is especially the case because also under amplified photo-electrons are taken into account.
The cut method is least discriminating concerning pedestal, under amplified photoelectrons and SPEs.
This is reflected in the larger error that is based in the empirically determined cutting accuracy.21 The
improved fitting method describes the SPE histograms well, which is reflected lower statistical error
calculated from error propagation. Yet the underlying model does not account for under amplified
photo-electrons, which are more likely to contribute to the pedestal with this model. For this reason, a
higher systematic is to be assumed, which is consistent with the other results. The partial fitting method
(2Gauss+Exp) excludes under amplified photo-electrons since they are described with the exponential
function, that does not contribute to the SPE-integral. Based on this the efficiency determined with this
method should be smaller than the other methods, however, due to the gain being determined based on
the position of the first Gauss this is not the case. Due to MPE contributions as well as the exclusion of
21 Here and for all ADQ14 measurements the value is set to 3 bins.
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Figure 5.28: The position-dependent efficiency for the weighted mean of 3 PMTS on the same tube used for the
values in fig. 5.27. Compared are different evaluation techniques to determine the efficiency.





Table 5.1: Mean efficiencies over all distances and their error for different evaluation methods.
under amplified photo-electrons, the distance between pedestal and SPE is overestimated, increasing
the determined efficiency. The partial fitting was a first attempt to describe the data obtained from this
kind of measurement and should not be used due to the inaccurate determination of the gain. It is shown
here because these values have been used for the simulation in chapter 7. Appropriate corrections for
this will be applied there. It is therefore recommended to use the model-independent method whenever
possible. On large photocathodes, possible gain changes as a function of light detection position on the
photocathode need to be corrected for. While the cut method produced more consistent results on data
with not well-described noise, the additional systematic uncertainties negate any gains from the cut
method. The NGauss method can be used as a fallback solution for PMTs with few under amplified
photons.
Comparing this to the measurement with the adiabatic light-guide, it can be assumed that about half
the light is lost when using the adiabatic light-guide.
Comparison of Different Coating Speeds
A determination of the optimum coating speed for small tubes and microscope slides has been performed
in [86]. To validate these results for large tubes, measurements for selected coating speeds on large
tubes have been performed as well (shown in fig. 5.2). To be able to measure all data points after
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Coating speed 44.5 cm 87 cm
cm
min ϵWt [%] ∆ϵWt [%] ϵWt [%] ∆ϵWt [%]
5.6 23.8 2.5 18.5 2.4
8.0 22.2 2.4 16.0 2.2
18.5 23.0 2.5 17.3 2.4
53.0 27.5 2.6 18.9 2.4
Table 5.2: Efficiencies measured for different coating speeds and distances to the light source.
one another with little to no change in the setup, only measurements at 44.5 cm and 87 cm, along the
90 cm tube, were taken. The results are shown in table 5.2. At 44.5 cm and coating speeds between
5.6 and 18.5 cmmin no significant difference can be observed. The same is true for the measurements at
87 cm distance. Only the measurement at 44.5 cm for 53.0 cmmin shows an increase in efficiency. This
value is much higher than the previously, for small tubes and microscope slides, determined 8 cmmin . For
small tubes, there are four paint layers22 the light can potentially be absorbed in. For the large tubes
that are only coated on the outside, there are just 2 layers.23 However, the absorption measurements,
with the microscope slides that also only have two layers, indicated this would suffice. To exclude
systematic errors caused for example by the tube orientation or statistical fluctuations, the measurement
was repeated. The results were for an unknown reason generally up to 3 % lower but the efficiency for
the 53.0 cmmin tube remained higher in comparison. Both times the same tubes were measured, therefore
systematics concerning the individual tubes can not be excluded as a reason for the differences. Since
no negative effects, such as a visibly degraded paint surface,24 due to the faster coating speed were
observed, the larger coating speed will be used for future measurements.
Timing
The timing histograms for PMT 1 at representative distances are shown in fig. 5.29. Depending on the
position the width of the distributions is between 3 to 5 ns with a long tail. For short distances, the
distribution is dominated by the decay time of the WLS. At larger distances, an additional component
for different possible photon paths widens the distribution. The cumulated full width half maximum
(FWHM) over the whole tube is ≈ 8 ns. The measurements from the other PMTs are comparable with
slight position and cable-related time offsets.
5.4.5 Revision of the Improved Measurement Setup
Based on the experience made with the previous measurement several improvements have been made.
On the tube, an outside paint layer has been applied with a faster coating speed of 53.0 ± 0.6 cmmin , since
a better absorption might be achieved this way. The paint surface showed a few impurities of 1 − 2 cm
extent but was generally considered usable. The tube was placed in the measurement setup with four
PMTs instead of three as shown in fig. 5.30 and fig. 5.32, this allows a better estimate of systematic
effects, since with the given configuration two of the PMTs should see identical results. The inside of
the tube in front of the PMTs is blocked with a piece of cardboard and the outside is covered with a
piece of cloth, to avoid direct light that is not transported in the tube to reach the PMTs. On the other
22 Considering an outside and inside coating on both sides of the tube.
23 An outside layer on each side of the tube.
24 This was previously observed on smaller tubes.
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Figure 5.29: Timing distribution as measured for PMT 1 at different distances with ns binning and resolution.
side, a black absorber was coupled to the tube with optical gel as shown in fig. 5.31 (left). A picture and
a schematic of that can be seen in fig. 5.31 (right). To obtain the data the light from the 370 nm pulsed
LED is guided via optical fiber to the setup (fig. 5.30). After a reference and dark measurement for
each PMT, the fiber is pointed again at different positions along the tube as illustrated in the figure. The
trigger for the LED also triggers the simultaneous readout of all four PMTs as a waveform of 512 ns
duration, including a pre-trigger time of 64 ns.
Figure 5.30: (upper) Schematic view on the measurement. (lower) Picture of the actual setup.
For the efficiency measurement, the individual waveforms are integrated over the relevant 60 ns
window and histogrammed. This histogram is then evaluated with the model-independent method to
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Figure 5.31: (left) Cardboard absorber covered with black tape and optical gel for better light absorption. (right)
Readout end of the tube without PMTs, showing a cloth around the tube for stray light absorption and a piece of
cardboard in the center for the same purpose. The other side of the cardboard is also covered with black tape.
Figure 5.32: (left) Schematic view on the tube edge with the PMT arrangement and their corresponding numbers.
(right) A picture from the same perspective as the left schematic.
determine the mean number of photoelectrons, its error and the corresponding efficiency. The result is
shown in fig. 5.33. This is consistent with the previous measurements with slightly higher efficiency
that can be attributed to the faster coating speed. The average efficiency overall PMTs and the entire
length is 28.1 ± 0.5 %. PMT two and three are in symmetric position relative to the light source and
should therefore see identical readings. Yet the values are not compatible with respect to the statistical
uncertainties. This is again an indicator that there are underlying systematic uncertainties that are not
accounted for. Since the effect is seen overall distances, the systematic is likely related to either the
reference measurement from one of the PMTs or some physical difference at or near the interface of
tube and PMT. There were no irregularities found in the reference measurement. Differences near
the interface of tube and PMT might be an imperfection in the tube near the PMT or with the optical
coupling of PMT and tube. In previous measurements, it was seen that reattaching a PMT at a different
position on the tube while keeping the relative geometric position of PMT and light source the same,
similar fluctuations occurred. Therefore the source of this difference is likely the optical coupling or
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some unknown properties of the tube near its end.
Figure 5.33: Efficiency distribution simultaneously measured with four small PMTs on one tube.
5.4.6 Timing Behaviour
To obtain the timing information from that data, each waveform is scanned within a relevant 70 ns
window with a ≈ 0.5 SPE threshold. If a peak larger than the threshold is found the maximum of that
peak is determined and the time where the peak reaches 13 of the maximum is recorded in a histogram.
25
The first 10 ns are in an unphysical regime and are used to determine the noise rate that is then added
to the statistical error. The additional error is typically between 1 to 2 counts per bin on average,
depending on the PMT. The results for PMT 4 are shown in fig. 5.34. On the left side, the histogram of
the individual timing distributions is shown as before. The difference in amplitudes in comparison to
fig. 5.29 correspond to the different location of the PMT. Beyond that, there is no significant difference
to the previous measurements. On the right side, the timing distributions are summed as a function
of light source distance. This means the distribution for 8 cm distance is the same in both plots. The
distribution for 13 cm distance in the right plot is the sum of the 8 and 13 cm distribution in the left plot.
The resulting distributions approximate of the timing behaviour for a WLS-tube with the corresponding
length.
Relative to the light source, PMT 2 and 3 are positioned symmetrically to each other, therefore
they show the same timing behaviour. This assumption is tested in fig. 5.35. To account for the
difference in efficiency measured all distributions are normalized to 1. Overall the distributions match
with one another. Due to the large statistics and the corresponding low statistical error, the peaks of the
distributions at 8 cm distance are not consistent within the given error. However, the ADQ14 only has a
ns resolution, that corresponds to the binning used here. Any offset in timing due to the electrical setup
can only be corrected up to 1 ns. Therefore a sub ns offset could explain the difference.
25 Effectively making this a constant fraction discriminator.
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Figure 5.34: Timing distribution as measured for PMT 4 for different distances with ns resolution and binning.
(left) Individual distributions. (right) Distributions cumulated over distance.
Figure 5.35: Comparison of normalized timing distributions for PMT 2 and 3, for three representative distances
with ns resolution and binning.
5.5 Systematic Errors
With the work presented in this chapter, it became evident that the efficiency measurements of the
WLS tubes contain many systematic effects. This section will describe them mostly qualitatively. A
quantitative description would be preferable but is not always feasible in the context of this thesis. The
reasons for that are hardware and time constraints. For example, a thorough scan of a photocathode
requires at least O(100) measurements and precise positioning of the light source. With the original
equipment a single measurement takes between 20 and 120 minutes and light source positioning is
done by hand. It becomes evident that even a single photocathode scan requires a significant amount of
time. Several of those would be necessary just for the different PMTs used in this thesis. A similar if
not larger efforts would have to be undertaken to scan an entire WLS tube. This was not considered an
efficient use of time and manpower. This has been changed with a new setup including the ADQ14
as well as a portal scanner. However, the latter has not become available while the measurements in
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this thesis were performed. First steps with this equipment towards understanding the systematics have
been done in [114].
5.5.1 Systematic Errors from the PMT and the Evaluation
In section 5.2.3 sources of systematic errors during the PMT-data evaluation were already described,
among them: unstable base value, additional peaks, spacial uniformity of PMT gains, and evaluation
techniques for the PMT measurements. Where the first two apply only to the old setup. Further
systematics will be discussed in this section.
Acceptance Angle of PMTs
In a WOM like setup, light can reach the photocathode under uncommonly large angles. Without
coupling to a higher refractive index material photons can not reach the cathode under these angles.
Without optical coupling and assuming isotropic distribution only ≈ 25 %26 of the light captured in the
tube would leave the tube at both ends. The optical coupling extends this to ≈ 75 %. The additional
50 % hit the cathodes under very steep angles at which the acceptance of the PMT is not well known.
The distribution of light in the WLS-tube was already determined in [115] and is briefly described in
section A.2.3. Based on this it can be said that the light is not uniformly distributed and at least in
the orientation measured, a significant fraction is distributed within an angular range that PMTs are
not exposed to without the optical coupling. The angular sensitivity of the PMTs was not measured
and only the combination of the light distribution at the end of the WLS-tube and the PMT angular
sensitivity would allow for a correction of potential losses here. The size of this potential effect is
unknown and is therefore not corrected for, in the measurements shown.
Optical Coupling of the PMTs
Perfect optical coupling with the optical gel used in this experiment is difficult to achieve. Significant
amounts of pressure can change this but this is not advised due to the fragile nature of the PMTs. The
reason for those imperfections is inhomogeneity in the gel distribution and optical surfaces. The result
is small air gaps. Estimated from visual inspection, they cover from 5 to 30 % of the optical surface
coupling by default and thus increase reflectivity and reduce the light transmission. Actively trying
to reduce this effect, by better spreading the optical gel, twisting and moving the tube relative to the
PMT before the measurement, has reduced this value to about 10 % or less, by visual estimation for the
measurements performed.
Additional Position Effects for PMTs
In the measurements taken in this thesis, the calibration measurement for the PMT is always taken in
the center of each PMT. The WLS-tubes, however, are sometimes measured with a certain distance to
the center of the PMTs due to geometric constraints. As observed in fig. 5.14, the gain of a PMT is not
equal at all positions. While in that particular case the sensitivity was mostly homogeneous over the
scanned surface, this is not the case for all PMTs. A more detailed sensitivity scan of a Hamamatsu
R12199-02 is shown in 4.10 (right). This shows that for this particular PMT a discrepancy of the
order of 10 % can be expected. Larger fluctuations of individual measurements in this plot are likely
26 This is based on the same calculations made in 4.3.4.
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of statistical nature. A more detailed description and calculation for a particular case can be found in
[114]. In a similar manner distribution of light in the tube might have an effect as well.
Linearity
The linearity of the photoelectron response was not individually measured for each measurement and
PMT. The linearity depends mainly on the used gain and PMT type. A representative measurement with
one Hamamatsu R12199-02 was done. The light intensity for two individual LEDs and the combination
of both LEDs was measured with various amplitude combinations and resulted in a deviation of
1, 2 ± 0, 3 % for a change of intensity by a factor of two.
5.5.2 Uncertainties from the WLS Tube
Geometric Tube Properties
While not strictly a systematic error, the tube geometry is likely not always homogeneous. This can be
seen in fig. 5.20, in this particular example it changes the outcome of the measurement by up to 25 %
for the largest light source distances. The same is probably true for the surface quality. Fig. 5.19 is a
good indicator for that.
Paint Quality
The surface quality of the paint has been shown to fluctuate. This can be due to small uneven structures
formed in the coating process or insufficient paint thickness. Once it is possible to scan the surface of a
tube with high resolution in a reasonable amount of time those structures will be easier to identify and
quantify their effect. Since this is not the case yet, a few percent error should be kept in mind for this.
Additionally, the paint layer thickness appears to behave differently on various materials. On smaller
tubes (4 layers) and microscope slides (2 layers) 100 % absorption was reproducibly measured. For the
bigger tubes (2 layers), the same coating speed does not produce the same results. Further investigation
is required.
Light Distribution
As previously shown the light distribution in large tubes is not isotropic, thus scaling errors may occur
if not the whole surface at the end of the tube is readout.
5.5.3 Minor Systematics
Light Source
The PicoQuant LED and driver that was used has shown good stability over several hours if it was
switched on at least 30 minutes before use. In the first 30 minutes sometimes fluctuations were observed.
In general, any fluctuations observed were much smaller than the other systematics and were thus
neglected. For custom made LEDs driven with the pulse generator much larger fluctuations in the order
of several percent were observed. Therefore these LEDs were not used. An analysis of their stability
can be found in [114].
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The Back End Absorber
The optical coupling to the black plate used at the back end of the tube showed similar problems as the
optical coupling to the PMT. The same measures were performed to improve coupling and reduce light
reflection. Since a large fraction of the light that is reflected would undergo strong propagation loses
this effect can be neglected in most cases.
5.6 Summary
In this chapter, efficiency measurements, from a previous work [86], with photodiodes and small tubes
(2 cm diameter) were introduced. They resulted in efficiencies (ϵWt) of about 24 %. Furthermore, a
limitation in the angular acceptance of photodiodes was shown that reduces these measurements to a
lower limit, leaving the actual efficiency unclear. In response to that, a PMT measurement setup was
designed and build. Several methods to evaluate these measurements were introduced and evaluated.
Under ideal conditions, the model-independent method adapted from [109] has shown to be the most
accurate evaluation method. Since ideal conditions in this context were often difficult to obtain, it
was shown that no individual technique can always be applied, but it rather depends on the quality of
the data as well as the information available about the equipment. The first efficiency measurements
with small tubes and PMTs showed an efficiency of 51 ± 3 %. While this is a promising result many
unresolved systematic uncertainties remain.
To verify the operational capability of the WLS-paint under cold condition, a comparison measure-
ment was performed. The measurement in cold condition (ϵWt = 47.3 ± 1.2 %) showed slightly lower
efficiencies than the comparison measurement (ϵWt = 51.0 ± 0.1 %) in warm conditions. However, due
to the systematic uncertainties, they are considered consistent.
A coating setup was designed and built for large (9 cm diameter) tubes. The first comparison of cast
and extruded tubes showed extruded tubes performed significantly worse than casted tubes. Casted
tubes were therefore used to perform subsequent measurements. It was also shown that the particular
cast tube showed differences in performance depending on which side was used for the measurement.
At a maximum distance between photodiode and light source this systematic reached 25 %.
At this point, it was clear that many systematics were present when determining ϵWt. Focussing
on them as they arise might be time ineffective since evaluating one systematic might be influenced
by other systematics. Also, larger systematics should be addressed first. Therefore the production
of a minimum viable product in form of an optical prototype was given priority. The first prototype
including adiabatic light guides was produced and its efficiency measured. The measured efficiency of
the optical prototype was 13.0 ± 5.5 %. Such a low measurement was not expected. It was assumed
that a large fraction of the losses were caused by the adiabatic light guide, the way it is glued to the
WLS-tube or the holding structures that are also glued to the WLS-tube. Therefore, it was decided to
exclude the adiabatic light guide for the time being and further evaluate the WLS-tube.27
With an ADQ1428 becoming available, for measurements, it was possible to make more elaborate and
accurate measurements. The measurement setup was modified to measure with three smaller PMTs at
27 The evaluation of the adiabatic light guide was continued at the Mainz laboratory by local collaborators. Apparently, the
losses are at least partially caused by the shape of the adiabatic light guide, reflecting light back into the tube. [116][117]
28 4 channel 14-bit digitizer, ADQ14 with 1 GSPS sampling rate and USB3.0 [110].
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one large tube end simultaneously while recording all individual waveforms. The resulting efficiencies
were between 21.5±3.2 % and 28.6±1.4 % depending on the evaluation technique used. The reason for
the discrepancy to the measurements with smaller tubes remains unresolved. The most probable reasons
are the large systematics, especially with the old setup as well as the different total thickness of the
paint. However, an increase in coating velocity and thus paint thickness resulted in a slight increase in
efficiency and is, therefore, recommended for the future. The timing distribution for different distances
was also measured resulting in an approximate FWHM of 8 ns.
An improved version of the measurement with the ADQ14 introduced a fourth PMT to estimate the
size of some systematics, used a higher coating velocity as well as measures to suppress stray light.
An average efficiency of 28.1 ± 5.4 % was measured. While many systematics remain, this is the most
reliable efficiency measured in this thesis. With the fourth PMT, two of the PMTs are in the same
relative position to the light source and should measure the same result. Relative efficiency and timing
behaviour matched within the given uncertainties. The absolute efficiency was lower for one of the
PMTs. The reason for that is suspected to come from the optical coupling of the PMT to the tube.
Yet the central result of the measurements performed in this chapter is the identification of a large
number of systematic uncertainties persistent in the measurements. Resolving these systematics is
extremely difficult as many can not be clearly separated from one another and are likely of similar size.
It was only possible to qualitatively describe them at this point. To quantify them additional equipment
is necessary to take many more measurements in a shorter amount of time as well as to increase the
precision of the measurements. A brief recommendation on measurements that should be performed in
the future to gain a better understanding of the systematics can be found in chapter A.1.
In conclusion, many improvements in terms of measurement setups, evaluation techniques and
general understanding have been made. Yet the complexity of the systematic uncertainties prohibited
a reliable and conclusive result. The availability of a portal scanner and a subsequent increase in
automation will be the next necessary step in investigating the systematics. First steps in quantitatively
describing or eliminating systematics have been made in [114]. However, in [114] a WLS-paint with
lower WLS concentration has been used and therefore the measurements shown there do not translate




Model of Efficiency and Timing
This chapter focuses on the modelling of the physical processes involved in light capture and propagation
within the WLS tube. In the first section, the model will be introduced. In the second and third section, a
measurement for a model to data comparison is described and the model is adapted to the measurement.
Subsequent sections describe the fitting procedure, the systematics and a conclusion.
6.1 Model
The model presented has the intention of describing the photon detection time and probability for a
photon that was captured by a WLS molecule in the tube. Since the wall thickness of the tube is small
in comparison to the tube radius, the tube can be approximated as flat, neglecting the curvature of the
tube. This concept is illustrated in fig. 6.1, where light is emitted at a given distance to the light source
Figure 6.1: Unfolded tube with diameter ⌀ and light source to detector distance d on the left and side/cross-section
view on the right with wall thickness h.
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along the tube and its direction is described by two angles, one for the horizontal and vertical plane
each. Light captured by the WLS has a probability of ϵcγ , that is theoretically 74.5 %,
1 to be emitted and
captured in the tube by total internal reflection. With γ ≤ 1 the emission probability of a photon by
an excited WLS molecule. In turn, the probability for a photon to be emitted and not captured is ϵsγ
(theoretically 25.5 %). The correlation of these values is described by eq. 6.1.
γ = ϵs + ϵc (6.1)
For each, the light captured and not captured, there is a probability that the light is afterwards
measured by the light detector. This is described by C(d) and S (d), respectively, with d the distance of
the WLS molecule to the light detector. Combining these, the probability that a photon from an excited




(ϵs · S (d) + ϵc ·C(d)) (6.2)
with the factor 12 accounting for the light detector only being on one side of the tube. S (d) depends




Ω(d) the solid angle under which the detector can be seen at distance d, when isotropic light is assumed.
C(d) is at the core of the model and requires some additional explanation. For a full physics
description of C(d), that includes scattering and absorption, the propagation of many photons need to
be individually simulated. This is because scattering changes the direction of the photon but it might
still be detected or is detected even though it would not have been detected on its previous path. This
can not be calculated analytically and requires extensive computing resources, which is not intended
for this model. Instead, scattering and absorption is approximated by a common exponential decay
constant (λloss). Then the probability to detect a photon
2 emitted at distance d under the angles α and β
is described by eq. 6.3. L(d, α, β) is the path length to the detector as described by eq. 6.4. α describes
the angle in the plane as illustrated in fig. 6.1. β describes the angle of up and down propagation within
the wall of the tube and is limited by the total reflection angle ΘTOT from eq. 6.5.
c(d, α, γ) = exp
−L(d,α,β)
λloss (6.3)










This assumes that scattering causes a photon not to be detected. Photons that are detected after
scattering are assumed to behave similar to photons that were lost, virtually replacing them. For
comparison to a measurement, this has no consequences in the efficiency domain but might cause
changes in the time domain. To obtain C(d), the average of c(d, α, γ) over all possible emission angles












c(d, α, γ) · cos(β) (6.6)
1 As previously described in section 4.3.4
2 Always assuming an ideal detector.
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Figure 6.2: (left) Model based efficiency distribution. (right) Model based timing distribution. Parameters used:
absorption length λloss = 3 m, WLS decay time τ = 0, γ = 1, S (d) = 0 and ϵc = 0.75
Exemplary efficiency and timing distribution are shown in fig. 6.2, with an absorption length of 3 m
with no decay time, γ = 1, S (d) = 0 and ϵc = 0.75. To obtain the timing distribution in fig. 6.2 (right),
the propagation time was calculated according to eq. 6.7 for all possible propagation angles. These
values were histogrammed, with each entry being weighted with their detection probability (c(d, α, γ).
The bin size was set to 0.1 ns. 0.1 ns seemed the smallest time scale that could still be of value since
the resolution in the measurement setup is restricted to 1 ns. The distributions are normalized to their
integral.
t(d, α, β) =
L(d, α, β) · nPMMA
c
(6.7)
To include the decay time τ, the timing distribution has to be convoluted with an exponential decay
function (eq. 6.9). To also include instrumental timing resolution a Gauss-distribution (eq. 6.8) with
width ω is convoluted into the distribution as well. The Gaussian has the additional advantage of, at
least partially, compensating for the time smearing that is expected due to the incomplete modelling
of photon scattering. Using a Gaussian here does theoretically violate causality since in the model
small detection contributions of the photon would be possible before the photon is absorbed. These
contributions are minor and are compatible with the desired accuracy of the model. The convolution
is described in eq. 6.10, where A(t) is an interpolated function resulting from the previous timing













τ , t > 0
0, otherwise.
(6.9)




A(t − t′ − t′′) ·G(t′, ω) · T(t′′, τ) dt′ dt′′ (6.10)
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Figure 6.3: Timing histogram including decay time and Gauss broadening. Parameters used: loss length
λloss = 3 m, WLS decay time τ = 1.5 ns, Gauss-width ω = 0.2 ns, S (d) = 0 and ϵc = 0.75
6.2 Measurement - Model Comparison
To determine the free parameters of the model and its description strength a real measurement is needed.
For this the measurement described in section 5.4.5 was selected. It has the most comprehensive dataset,
including efficiency and timing with light source position dependency. Furthermore, it has a superior
resolution in comparison to older measurements. Due to stray light being blocked, S (d) can be assumed
to be 0. The use of four individual PMTs gives an additional opportunity to test the consistency of the
model while requiring some modifications. In this section, the model is adapted to account for the four
PMTs and thus allows a parameter fit of the data.
6.2.1 Adaption of the Model to the Measurement
To incorporate the 4 PMTs into the model, some parameters are adjusted individually for each PMT.
The integration over α in eq. 6.6 is done numerically and only angles under which a specific PMT
is hit are included. The values are stored individually for each PMT. This way 4 different efficiency
and timing distributions are obtained. The fit parameters are used in the following way. The efficiency
scaling in form of ϵc and an additional time offset ∆t, that is introduced to correct for cable length
variations in the measurement, is determined for each individual PMT. The loss length λloss from eq.
6.6 and additionally for the timing histograms the Gauss width ω and the decay time τ from eq. 6.10
are used globally for all PMTs.
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6.2.2 Fitting the Model to the Data








Here mi is the model value at a certain position, xi and ∆xi are the measured value and it’s statistic error
respectively. i runs over all available measurements and thus the fit includes timing and efficiency data.
The timing has a larger weight due to the higher number of values and smaller errors. The best fit values
for these parameters are:
λloss = 3060.99 mm
ω = 0.6023 ns





∆t(PMT1) = 323.68 ns
∆t(PMT2) = 313.15 ns
∆t(PMT3) = 313.08 ns
∆t(PMT4) = 315.60 ns
The resulting statistical errors determined from the Hessian matrix are in the order of the least
significant digit or smaller. Considering that the systematics are not taken into account, the errors from
the Hessian matrix are unrealistic and thus not shown. An alternative approximation of the errors will
follow in section 6.2.3. To obtain the fit values a combined number of 5112 data points have been used.
72 of those were efficiency values and the remainder timing values. The fitting range encompasses fiber
positions from 8 to 83 cm in 5 cm steps and a 70 ns window for each timing histogram. With 11 fit
parameters the d.o.f. are 5101. Looking at the exemplary timing distributions corresponding to this
fit for PMT 3 in fig. 6.4, it can be seen that the normalized measured timings fit visually well to the
modelled distributions. However the combined χ2/d.o.f. is 6.4, showing a bad match. This is either
because the models descriptive properties are insufficient or because the systematic errors are not taken
into account yet.
For the efficiency values, the visual match as shown in fig. 6.5 appears reasonable considering the
errors. For PMT two and three the measured values at close distances are much larger than anticipated
by the model. This might be a 1
d2
contribution due to imperfect blockage of the stray light. The
combined χ2 /d.o.f. for all efficiencies is 3.9. The reason for the rather high value here is also that
systematics has not been taken into account yet. Also, the number of values included in the fit is
lower than the ones from the timing, while the relative error is larger. This causes these values to not
contribute as much to the fit result as the timing does.
To estimate the errors, obtain a better understanding of the systematics and the match of model to
data, further studies and comparison to literature values are performed in the next section.
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Figure 6.4: Normalized timing distributions for PMT 3. Error bars indicate data, lines indicate the model fit.
Figure 6.5: Efficiency as function of the light source position along the tube for all four PMTs. PMT 1 (upper
left), PMT 2 (upper right), PMT 3 (lower left) and PMT 4 (lower right).
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6.2.3 Further Studies and Evaluation of the Fit Results
In order to understand the accuracy of this method better, the fit has been performed on individual parts
of the measurement. For this purpose, all timing measurements have been fitted while ignoring the
efficiency and vice versa. Furthermore, the measurements including timing and efficiency for individual
PMTs have been fitted. This also includes a combined fit of PMT 2 + 3 since they are symmetrically
positioned towards the light source and thus should produce the same results.
The first set of results is shown in tab. 6.1. Here one can see that the loss length λloss fluctuates
most while the Gauss width ω and the decay time τ are more stable. The loss length λloss with
3060.99 mm and a standard deviation between the subset fits of 430.53 mm is compatible with the
rather broad literature values for absorption. Several of those literature values are given in [118], at
440 nm wavelength, which is closest to the WLS emission spectrum, they range from 1530 ± 40 mm to
7300 ± 930 mm for different PMMA samples and manufacturers. It is not surprising that the value for
λloss agrees with the rather broad literature values, yet it should be considered that λloss also partially
accounts for scattering. Therefore, a dedicated absorption measurement, from a sample that was used
for the measurement, would be better comparison and even allow for a separation of absorption and
scattering properties. A comparable model also based on λloss [116], that uses a different calculation
method on a different tube, obtains a value of 2955.2 ± 153.4 mm, which agrees well with the value
measured here. The Gauss width ω of 0.6023 ns with a standard deviation between the subsets of
0.0078 ns is small in comparison to the ADQ resolution of 1 ns but with a large number of statistics, a
resolution of 0.6 ns is realistic. A contribution in time smearing from the scattering of photons can not
be observed. Considering the small size of the PMTs the transit time spread should be comparatively
low too. The decay time τ of 1.3701 ns and a standard deviation between the subsets of 0.0608 ns
matches within 2σ with the 1.2 ns given in [119] for Bis-MSB without a specific substrate material.
1.5 to 1.7 ns were measured in [120] dissolved in various solvents. Given that the decay time varies
depending on substrate material the value measured appears reasonable. PT is not taken into account
here since the excitation wavelength in this measurement is above the absorption wavelength of PT.
loss length λloss [mm] Gauss width ω [ns] decay time τ [ns]
Normal 3060.99 0.6023 1.3701
Timing only 3073.99 0.6025 1.3687
Efficiency only 2483.78 - -
PMT 1 only 2597.24 0.6125 1.3079
PMT 2 only 3496.73 0.5896 1.4049
PMT 3 only 3520.56 0.6092 1.3877
PMT 4 only 2478.12 0.6144 1.2202
PMT 2 and 3 only 3510.95 0.6010 1.3951
Standard deviation 430.53 0.0078 0.0608
Table 6.1: Fit results for absorption length, Gauss width and decay time of a selected set of the measurement
results.
In tab. 6.2 the efficiency scaling factors are shown. They are consistent with one another if a small
fluctuation for the goodness of the optical coupling for each PMT is assumed. Averaging all four
values and the standard deviations of their subsets we obtain a light absorption and capture efficiency
of 73 ± 3 %. This is well compatible with the theoretical maximum of 75 %. It should be pointed out
though that the systematic errors might well be larger than 3 % since values as much as 6 % higher
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than the theoretical maximum have been determined in some subsets. Non suppressed stray light from
equipment in the black-box or photons that back-scatter within the tube, might be a reason for this. A
value as high as 73 % also indicates about 98 % QE of the paint. Literature values for the QY vary but
are generally larger than 90 %[88][89][90]. For the paint used here, a rudimentary measurement in [86]
showed values close to a 100 % which would be consistent with the results here.
Efficiency scaling factor ϵc PMT 1 PMT 2 PMT 3 PMT 4
Normal 0.6949 0.6937 0.7698 0.7703
Timing only - - - -
Efficiency only 0.7412 0.7373 0.8187 0.8132
PMT 1 only 0.7305 - - -
PMT 2 only - 0.6699 - -
PMT 3 only - - 0.7417 -
PMT 4 only - - - 0.8137
PMT 2 and 3 only - 0.6693 0.7422 -
Standard deviation 0.0198 0.0277 0.0313 0.0203
Table 6.2: Fit results for the efficiency scaling factor ϵc of all four PMTs
In tab. 6.3 the timing offset values for all four PMTs are shown. They are consistent with each
other and their standard variation is only about 0.02 ns which is much smaller than the 1 ns hardware
resolution and the 0.6 ns Gaussian spread. For this reason, those values are considered measurement
dependent constants from this point on but have no further relevance for the underlying physics.
Time offset [ns] PMT 1 PMT 2 PMT 3 PMT 4
Normal 323.68 313.15 313.08 315.60
Timing only 323.68 313.15 313.08 315.60
Efficiency only - - - -
PMT 1 only 323.73 - - -
PMT 2 only - 313.12 - -
PMT 3 only - - 313.06 -
PMT 4 only - - - 315.69
PMT 2 and 3 only - 313.13 313.05 -
Standard deviation 0.02 0.01 0.01 0.04
Table 6.3: Fit results for the time offset of all four PMTs
All the off-diagonal parameters of the Hessian matrix or covariance values are smaller than the
corresponding diagonal parameters, which indicates uncorrelated fitting parameters. Since the χ2/d.o.f.
is rather high these parameters are not necessarily reliable and phase space plots showing the χ2/d.o.f.
value for two fit parameters around the best fit have been created. In all 50 resulting plots, no significant
interdependence between two fit parameters could be found. A representative example of those plots
can be seen in fig. 6.6.3
3 There is no change in fit-quality for the efficiency scaling factor in the top-left plot visible. This is due to the strong change
for the time offset. For reference, the same efficiency scaling factor is used in the top-left plot.
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Figure 6.6: Plots showing χ2/d.o.f behaviour as a dependence of two of the used fit parameters. Circles are points
where the χ2/d.o.f was evaluated. The colours are interpolations based on these values.
6.2.4 Systematic Uncertainties
All fit parameters with the standard deviation taken from the subsets have a reasonable agreement
with literature values. To put their reliability in the context of the measurement, the most important
systematic uncertainties are discussed in the following.
Acceptance Angle of PMTs
As previously discussed ins section 5.5.1, the optical coupling allows light from odd angles to reach
the PMT. The light gained by optical coupling hits the cathode under very steep angles where the
acceptance is not well known. Since steep angles also have long photon paths, the model is not very
sensitive to losses at these angles. Therefore no conclusion on the angular acceptance of the PMTs can
be drawn.
Optical Coupling of the PMTs
As previously described, perfect optical coupling with the optical gel used in this experiment is difficult
to achieve. The effect to the model results should be small since again only steep angles are effected.
Those angles represent a longer photon path and thus a larger probability of absorption or scattering.
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Optical Coupling of the Light-Absorbing Backplate
Here the same problem as with the optical coupling of the PMTs arises, however, the effect is signi-
ficantly smaller. Light at the surface of imperfect coupling might just be reflected and thus has the
possibility of being absorbed while propagating to the PMTs. This effect might increase the efficiency
slightly but should at least be cancelled out by the previous systematic if the quality of the optical
coupling is comparable.
Positioning of the PMTs
The PMTs are positioned 90◦ from each other as shown in fig. 5.32. This positioning is done by hand
and might have a few degrees of error thus influencing the quality of the fits. This effect can be seen
best in the variations in efficiency due to the PMT positions as shown in fig. 6.5. This systematic might
be partially responsible for capture efficiencies higher than the theoretical maximum of 75 %.
Paint Quality
As previously discussed, the surface quality has been shown to fluctuate for various reasons. A few
percent error should be kept in mind for that. However, as long as these losses are rather uniformly
distributed they are at least partially included in the fit of λloss.
Negligence of Light Scattering in the Model
Since the model does not directly include scattering, which is an effect that certainly takes place, a
deviation from the measured results is expected. No deviation in the efficiency could be observed that
can be attributed to light scattering. Therefore it can be assumed, that the scattering that does take place
is well described by a simple exponential loss function and has otherwise no detectable contribution.
In the timing distribution, a correction for the limited timing resolution was supposed to also account
for additional smearing in timing, yet a χ2/d.o.f. of 6.4 is observed. It is unclear if scattering or other
underlying systematics are the cause of this.
Stray Light
Stray light in the measurement chamber is strongly suppressed by the black walls and their distance
to the setup. Stray light as described by S (d) is supposed to be eliminated by a cloth around the tube
and an absorber in its center. As it can be seen in fig. 5.31 the absorber in the center does not cover
100 % of the center of the tube, since a perfect match would mean to much optical contact to the tube.
This way a non zero suppressed S (d) ∝ 1
d2
component might contribute to the measurement. This can
explain the excess in the efficiency for PMT 2 and 3 at close distances, as it can be seen in fig. 6.5.
6.2.5 Results
In this chapter, a model for the light capture and propagation in the WOMs PMMA tube was suggested
and fitted to measured data. It was possible to show, that the model can describe the data qualitatively
well. The timing distributions have a high χ2/d.o.f. of 6.4. The reason for this cannot be clearly
determined. Considering the in comparison to the absolute value relatively small systematic errors of
the timing histograms, the agreement with the model is good for the intended purposes of the model.
Relative deviations are larger for the efficiencies but only have a χ2/d.o.f. of 3.9. The still large deviation
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is assumed to come from systematic uncertainties that could not be quantitatively described. The current
best fit results for the main parameters (and the range of corresponding literature values) are as follows:
λloss = 3.1 ± 0.4 m
(︁
Absorption:1.5 to 7.3 m / λloss:3.0 ± 0.2 m
)︁
ω = 0.602 ± 0.008 ns
τ = 1.37 ± 0.06 ns (1.2 to 1.7 ns)
ϵc(Mean over all PMTs) = 0.73 ± 0.03 (0.75 · (0.9 to 1.0))
The standard deviation was determined from the variance of fits done on subsets of the available
data and thus contain part of the systematic error. These values compare well to literature values where
they are available. A further improvement could be achieved by including scattering during the light
propagation. However, this would increase the necessary computation time drastically. For the same
reason, the much more accurate method of likelihood profiling to determine the error was not feasible.
Currently, a model fit takes, depending on the desired accuracy, between a few hours to several days.
Based on these results most of the photon losses occur during light propagation. To increase the





This chapter describes how a simplified model of the WOM was built into the IceCube simulation
framework. Furthermore, basic tests are conducted with those modifications in place to evaluate the
performance of the WOM in different IceCube-Gen2 configurations. The results are compared to the
pDOM (introduced in section 3.2.3). The pDOM is the upgraded version of the IceCube DOM and is
used as a baseline comparison with identical datasets.
7.1 The IceCube Simulation Framework
The IceCube collaboration has developed a complex simulation framework, to test and train analyses as
well as to improve the understanding of the processes in the ice. The framework is highly modular to
make all the different kinds of applications possible. Every step from primary particle simulation, over
the type or model of the ice to the OM readout is designed as an individual module. For many of these
modules, alternatives exist with slightly different abilities. Overall the complete process from a particle
entering the detector to the readout and analysis of events can be reproduced in a way that closely
resembles the real detector. It becomes clear there are many possibilities to assemble a simulation chain.
The simulation chain used for the WOM simulation will be outlined in the following four steps in this
section.
• Step 1 As illustrated in fig. 7.1 (left) an empty event file in a custom format is created. To specify
the space in which the simulation can be performed, the detector geometry is attached to the
file. After that, the empty event is filled with a muon event. This is done with a module called
"muongun". It can create muon events with specifications as direction and energy. In this case,
the direction is random to create an isotropic distribution in a specified energy range and energy
distribution. The next module called "proposal" [121], propagates charged leptons and calculates
how many photons are produced along the track, by the use of light distribution templates. To
reduce the computation time, the simulation volume is limited to a cylinder that is sized to contain
all relevant interactions. The resulting event is then stored in an event file along with many other
events. This is done because this part of the simulation is identical independent of the OMs used,
while the following steps differ. Which makes it possible to simulate the same events in the same
geometry for different OMs. To generate in the order of a thousand events usually takes a few
minutes.
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Figure 7.1: Illustration of Step 1 (left) and 2 (right) of the simulation chain used in this thesis.
• Step 2 As illustrated in fig. 7.1 (right) the previously created file is loaded again. The individual
OM geometries and the ice model "SPICE-Lea" [122] are added to simulate the photon propaga-
tion from the muon track to the surface of the OMs. This is the most computationally expensive
task and takes several days to weeks on a medium-sized computing cluster, for a few thousand
events, depending on their energy range. This includes already performance improvements
such as layering of the ice or checking for photon interactions with OMs only when they are in
reasonable proximity. The module performing these calculations is called "clsim", runs on GPUs
and is written in C++ as well as OpenCL. It is one of two modules in the IceCube simulation
framework to do this, the other one is "PPC". It has been chosen since it is the newest and most
modular one of the two modules. The simulated photons that are propagated to the surface of the
OMs are stored again in an event file for further processing.
• Step 3 As illustrated in fig. 7.2 (left) the file with the individual photons propagated to the OM
surfaces is loaded again. The detection of the photons by the modules is then simulated. The
information used for that depends very much on the individual OM type, how well the module is
understood and how much detail is desired. All modules have in common a wavelength-dependent
acceptance function1, a photon direction-dependent acceptance function and some kind of time
modelling. To more accurately describe the behaviour of the WOM, it additionally features a
position-dependent component that varies time and acceptance parameters. The details on that
will be described in this chapter. The results of the simulated and detected photoelectrons are
then stored in an event file for further analysis.
• Step 4 As illustrated in fig. 7.2 (right) there are two options to proceed after loading the file
produced in step 3. In a full simulation, at this point, it would be simulated if the virtual
IceCube trigger would detect the event as such. A reconstruction would follow a positive trigger.
However, for a realistic reconstruction, a large set of simulations is needed as a reference for the
1 This function is also used previously in the photon generation from the muon track to optimize performance. This feature is
optional but decreases the time needed for step 2 significantly. Yet it requires re-simulation of step 2 when a change to the
OM acceptance are applied.
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Figure 7.2: Illustration of Step 3 (left) and 4 (right) of the simulation chain used in this thesis.
reconstruction algorithm2. To produce those an extensive amount of computation time and effort
is needed. Especially for new OMs where the necessary modification in the production algorithm
need individual tweaking. For this reason, it was decided to only analyze the detected photons,
which can be found in this chapter.
7.2 Photon Propagation
The photon propagation in ice, as described in step 2, is an integral part of the IceCube simulation
framework. To incorporate non-spherical OMs, like the WOM, into the software, the algorithm detecting
collisions between photons and OMs, in clsim, had to be changed. To save computation time the WOM
is split into three independent geometric bodies. For the upper and lower end a sphere is used and a
cylinder in between. For a full description of this shape, only the radius and the height of the cylinder are
required. A schematic view of this separation can be seen in fig. 7.3. Interaction points are calculated
for all three bodies. If more than one body is hit by a photon, the earliest interaction point in the
photon path is taken as the final interaction point. Final interaction points are written into data files
and are processed further later. To ensure the functioning of this detection algorithm, the distance of
the photons to the OM is later recalculated with an independent program using double precision. The
resulting maximum discrepancy between photon position and OM surface is 3 cm. This seems a rather
large number, however discrepancies larger than 0.5 cm occur only about once in 100, 000 events. The
discrepancy comes from an accumulation of rounding errors of 16 bit floating-point numbers and is
the same for all other modules simulated in IceCube. The 16 bit limit is used for performance and
compatibility reasons with some GPUs. A histogram of absolute photon distances is shown in fig. 7.4.
7.3 OM Modeling
To convert the incident photons into a signal comparable to the real experiment, as described in step 3,
the detection of photons by the OM needs to be replicated. To do this, a combination of established
theoretical knowledge and modelling of the measured data were used to simulate the photon-detection.
The properties that need to be modelled are the angular acceptance, the wavelength acceptance, the
2 To be specific for the generation of spline tables.
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Figure 7.3: Sketch of the geometrical separation of the WOM for photon collision detection.
Figure 7.4: Histogram of the absolute photon distance3 to the WOM surface.
position-dependent acceptance and the timing behaviour. To determine whether a photon is detected or
not, the different acceptances are calculated on an individual photon basis and thereafter combined to a
single detection probability. A pseudo-random number generator is then used to determine if the photon
is detected or not. Afterwards, a detection time is determined from a probability density function (PDF)
by the use of a second random number. In the following, the details on obtaining these values are
described.
7.3.1 Angular Acceptance
Since the actual refraction ice→ quartz glass→ air as shown in fig. 7.5 (left) is difficult to accurately
measure in our laboratory, Snell’s law and the Fresnel equations [123] are used to model the angular
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acceptance. The result of these calculations is the transmission coefficient as shown in fig. 7.5. The
critical angle between ice and air of ≈ 0.825 rad is well pronounced. In reality, small additional
smearing will likely occur due to scattering on impurities such as air bubbles in the pressure vessel
glass. For better comparison to the pDOM, the angular acceptance normalized to the maximum angular
acceptance is calculated and shown in fig. 7.6 (right). A homogeneous parallel light beam incident to
the WOM at angle β is assumed as described by fig. 7.6 (left). Thus including the geometric aspects
such as the projected area of the WOM that is reduced by cos(β) and the reduced acceptance due to
the curvature of the WOM. For simplification, it is assumed that the end caps do not contribute to the
photon detection. Alternative fillings for nair are not considered.
Figure 7.5: (left) Sketch of the light paths through the different materials. (right) Calculated angular transmission
coefficient for nice = 1.33, nglass = 1.5 and nair = 1.
Figure 7.6: (left) Illustration of the projected angular acceptance (right) Projected angular acceptances for the
WOM and the DOM for comparison. For both functions the maximum is set to 1.
97
Chapter 7 Simulation Studies
7.3.2 Measurement-Based Modelling
To model the data, we have to start with a set of WOM parameters that are based on measurements.
The measurement is taken with the improved measurement setup in section 5.4.4 and the evaluation
with the partial fitting method (2Gauss+Exp) has been selected for this.4 To emulate the results for a
single PMT the weighted average of the three PMT, according to eq. 5.28, has been used.
Position Dependent Acceptance
For the position-dependent acceptance, the efficiency measurements at 370 nm wavelength for different
positions along the tube are used. To cover the full range between 0 and 90 cm the values between
measurements were interpolated linearly and for the edges, a constant extrapolation was used. A
visualisation can be seen by the black line in fig. 7.7. To get an acceptance for the whole module
the resulting function was first mirrored according to eq. 7.1 (fig. 7.7 red line), with PL(x) being the
detection probability for the left PMT at position x = 0, as a function of position x along the module.
This is followed by stacking both equations according to eq. 7.2 (fig. 7.7 yellow line), thus accounting
for upper and lower PMT of the WOM.
PR(x) = PL(90 cm − x) (7.1)
Phit(x) = PL(x) + PR(x) (7.2)
Figure 7.7: Position dependent efficiency scaled with the ratio of PMT area covering the tube to the area of the
tube end. The same function mirrored and stacked according to eq. 7.2.
If it is determined by the method above that the module did detect a photon, an independent calculation
determines which PMT detected the photon. For that eq. 7.3 determines the likelihood for each PMT to
be hit depending on the position x of the photon. Here PL(x) is normalized by itself plus the mirrored
4 This was the best measurement and evaluation at the time this simulation was designed. From today’s view, this is not the
case any more. Appropriate corrections will be discussed at the end of this chapter.
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function PR(x), which gives the likelihood for one PMT to detect the photon opposed to the other. For
the actual calculation, a random number [0, 1] is created. If this number is larger than PDFPMT(x) the
right PMT at x = 90 cm detects the photon and otherwise, the left PMT at x = 0 detects the photon.





Figure 7.8: One-sided position-dependent efficiency and the resulting probability for a left sided PMT detection if
a photon is sure to be detected.
Modelling of the Photon-Detection Time
For the time modelling a simple approximation of the photon propagation time within the WOM is
sufficient since no reconstruction is performed based on this data. For this, log-normal distributions
are fitted to the timing histograms from the measurement. For each of the resulting fit parameters, a
parametrisation is found. The parametrisation allows a description of the timing distributions at any
position along the tube with eight parameters. The corresponding procedure and the intermediate results
are detailed in section A.3. The result can be seen in fig. 7.9. Position and width are sufficiently well
described for a first performance estimate. The tail of the distribution is mostly ignored, this can be
significantly improved when 2D spline interpolations based on the model in chapter 6 are used in the
future.
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Figure 7.9: Comparison between real timing data and model.
7.3.3 Wavelength Acceptance
To account for the wavelength-dependent sensitivity a wavelength-dependent efficiency measurement
as described in [86] is used as a template. Since the actual efficiency at 370 nm is already contained in
the position-dependent acceptance from section 7.3.2 the relative wavelength acceptance is scaled to 1
at 370 nm. The resulting acceptance is shown in fig. 7.10.
Figure 7.10: Wavelength acceptance with f (λ = 370 nm) = 1
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7.4 Gen2 performance comparison for WOM and pDOM
To estimate the performance of the WOM in an IceCube-Gen2 detector, different simulations are
performed and some basic quality parameters are determined and checked. For that five different
IceCube-Gen2 geometries with 80 OMs/string have been chosen to compare the WOM to the pDOM.
The geometries can be seen in fig. 7.11. The banana geometry represents an asymmetric detector
for a direction and time-dependent increase in muon track resolution, due to the earth’s rotation. The
edge-weighted geometry tries to veto events better that start outside the detector. The sunflower
geometries reduce the chance of a muon passing through the center of a row of strings without being
detected. There are three different sunflower geometries which only differ in their inter string space
from 200, 240 and 300 m. The spacing increases the detection volume but also the energy threshold. If
the geometry does not affect the parameters displayed the values for the sunflower geometry with 240 m
string spacing is used. The sunflower 240 geometry is currently the preferred one since simulations
based on the pDOM showed it to have a good combination of performance parameters. The WOM
simulated has a height of 1.014 m. This includes a cylindrical midsection with a length of 0.9 m and
11.4 cm diameter plus a half-sphere, with the same diameter, at each end. Readout electronics are not
physically modelled. The WLS tube in the WOM also has a length of 90 cm, with a diameter of 9 cm.
The data used, to model the WLS tube, has a mean efficiency, over the length of the tube, of 28.6 %.
Figure 7.11: Different proposed string placement geometries for IceCube-Gen2. (left) Sunflower geometry
considered with 200, 240 and 300 m mean string spacing. (center) Edge weighted geometry for better vetoing.
(right) Banana shaped geometry. Figure taken from [45]
For the simulation, 5 × 105 muon events have been generated for each detector geometry. The same
events have been used for both the WOM and the pDOM as described in step 1. The energy of the
events ranges from 3 TeV to 1 PeV with a power-law index of −1.4. Only events with more than eight
modules with photon detections are used. An exemplary event in the sunflower 200 geometry with an
energy of 4 · 104 GeV is shown in fig. 7.12. It’s a good example for the detection of photons at different
times at different PMTs as represented by modules of differently coloured half spheres. The direction of
all muon events is random. The corresponding angular distribution is shown in fig. 7.13. The non-flat
shape of the distribution is caused by the detector geometry.
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Figure 7.12: Visualisation of a simulated event in the sunflower 200 geometry.
Figure 7.13: Angular distribution of simulated muons.
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The first parameter of interest is the number of OMs that detected at least a single photon. The
corresponding plot is displayed in fig. 7.14. As expected the number of OMs that are hit on average
per event rises with energy since more photons are produced. The number rises faster for the pDOM
than for the WOM. Since the WOM is more sensitive to UV-light which is absorbed faster in ice than
visible light,5 the visible photons that are detected by pDOMs travel further and consequently more
pDOMs are hit. It must be taken into account, that there are more UV-photons that might produce more
detections per module for the fewer WOMs that are hit.
Figure 7.14: The number of OMs hit per event on average as a function of energy for the sunflower 240 geometry.
This measure is not scaled with the correction factor since it does not scale linearly.
5 According to current measurements and the ice model used. See also fig. 2.5.
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To investigate this, the number of photons detected per event on average is shown in fig. 7.15 as a
function of muon energy. It can be concluded that the number of OMs that detect a photon does not
influence the total number of photons that are detected. The WOMs detect therefore more photons than
the pDOMs in total. The number of photons rises linearly with energy. The slope is identical for pDOM
and WOM, allowing the conclusion that the WOM in this scenario is 1.05± 0.07 times more efficient in
detecting Cherenkov photons. This includes a statistical error based on the simulation. Uncertainties on






































Figure 7.15: The number of detected photons as a function of muon energy for the sunflower 240 geometry.
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In the following the detection behaviour as a function of distance as shown in fig. 7.16 is investigated.
In this context, the distance is the shortest distance of the muon track to the OM in question. Counted
are the number of photons per OM and per event on average. Since the events have different energies
and thus different photon counts independent of distance, the counts are normalized by the energy of
the individual events. This correction is possible since the number of photon counts scales linearly with
the energy as seen before. For the WOM and the pDOM, the expected decrease with distance can be
seen. For the ratio, it can be seen that the WOM decreases in relative efficiency with larger distances
due to the higher UV absorption of ice. Nevertheless, the WOM outperforms the DOM within one
string distance for most of the geometries investigated. The larger statistical error of the ratios towards
larger distances is caused by the lower statistics in comparison to the other data points. The smaller
value at 10 m and the larger statistical error, however, cannot be explained by smaller statistics and
needs further investigation.













































Figure 7.16: The number of photons detected as a function of distance per OM and event for the sunflower 240
geometry. Corrected with the event energy. Below the ratio between both modules.
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It is suspected that the larger error is related to a larger variance between different directions caused
by the differences in directional acceptances of the WOM and the pDOM. To test this hypothesis the
same data is separated into three different polar angle regions of the incoming muon as shown in fig.
7.17. The functions deviate a lot from each other for short distances and different muon directions. This
shows that the decrease in the ratio and the increase in error at 10 m is indeed caused by the different
directional sensitivity of the OMs.
Figure 7.17: The ratio between pDOM and WOM of the number of photons detected as a function of distance per
OM and event for the sunflower 240 geometry for 3 different muon direction ranges.
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In fig. 7.18 (left) the photon arrival time is shown. The time is relative to the minimally possible
arrival time at that OM position based on the particle track. A small overlap to negative times is caused
by the finite size of the OMs and secondary particles produced by the muon. It can be seen that the
distribution for the WOM is broader than for the pDOM. This is expected since the WOM produces
a broader time spread due to the WLS decay time and the photon transport in the PMMA tube. The
time offset of the distribution is an arbitrary parameter and depends on the function definition in the
modelling as shown in fig. 7.9. It should be kept in mind that with a more realistic time modelling
the timing distributions will be a bit wider since currently the tail of the timing distribution is mostly
ignored. For the directional reconstruction, especially the arrival time of the first photon in an OM is
important. Those are displayed in fig. 7.18 (right) with the limit to OMs within 240 m of the muon track.
For the final reconstruction this arrival time distribution for different possible OM to track distances is
used for all OMs, the measured times are then fitted to the distributions to determine the track position.
Figure 7.18: (left) Photon arrival time distribution relative to the minimum arrival time possible for the given
muon-track to OM distance. (right) Same as left but only for the first photon per OM. The time offset of the
distribution is an arbitrary side effect of the function definition.
7.5 Results
In this chapter, the IceCube simulation framework was introduced as well as a specific simulation
chain used to compare the WOM and the pDOM. Furthermore, it was illustrated how a simplified
model of the WOM was incorporated into the simulation framework. For the model, the angular
acceptance was derived from theory. Other components like the position-dependent efficiency, the
wavelength-dependent efficiency and the timing behaviour were derived from measurements.
With the adapted framework, simulations with the WOM and the pDOM were performed in different
IceCube-Gen2 geometries. While the detector geometry had no direct influence on the investigated
parameters, the individual properties of the two OMs showed a clear effect. The timing distributions
for the pDOM were much narrower than for the WOM, also more pDOMs at large distances from the
track detect photons than WOMs. The first effect is clearly caused by the better timing resolution of
the pDOM and the second by the larger absorption of UV-photons in the ice, those which the WOM is
more sensitive to. Yet the WOMs detects on average 1.05 ± 0.07 times more photons than the pDOMs
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in total.6 Furthermore, a clear difference in directional sensitivity between the modules was observed.
This is to be expected due to the DOM facing downwards and the WOM sideways.
With these results, it can not be said that either OM exceeds the other in all points. The superior
detector can only be determined on basis of a use case and its required parameters. A final evaluation of
those will also require the implementation of a full reconstruction of the events. Yet it is remarkable
that even though the WOM performed, in the measurements, much worse than expected, it is still
compatible in the total number of photons detected, leaving room for improvements. Not considered in
the simulation was the adiabatic light guide and the possibility of an additional increase in efficiency by
matching the refractive index between pressure-vessel and WLS-tube nfill.
6 The data used to model the position-dependent efficiency is based on the outdated 2Gauss+Exp method with an average
efficiency of 28.6 ± 1.4 %. The current best measurement (section 5.4.5) yields 28.1 ± 0.5 % efficiency. Considering linear





A basic proof of concept for the WOM and the development of a WLS-paint suiting the requirements
of the WOM preceded the work presented in this thesis [86]. The tasks scheduled to follow were:
up-scaling the proof of concept, measuring as well as understanding the performance parameters and
deployment of a prototype. New results and unexpected obstacles made it necessary to deviate from that
schedule. The previously used 2 cm diameter tubes were abandoned and a full-scale optical prototype
with a 9 cm tube diameter, adiabatic light guides, and exterior pressure vessel was successfully built.
While the scaling-up itself was unproblematic, the measured efficiencies were much lower than expected.
The lower efficiency values caused a stronger than intended focus on understanding and modelling
the performance parameters. In addition, delayed or unavailable measurement equipment complicated
these efforts. For this and several other reasons unrelated to the WOM, a prototype was not deployed
yet. To emulate the results from a possible deployment several full detector simulations were performed
with the WOM.
Early investigations showed that previous measurement results underestimated the total efficiency
of the WLS-tubes to an unknown degree. This was due to a matching problem with the refractive
indexes in the photodiodes used. In response, a PMT measurement setup was built and used from that
point onwards. Several methods to evaluate these measurements were introduced and evaluated. Early
measurements showed WLS-tube efficiencies of 51 ± 3 % on small tubes. However, even though these
results were reproducible, they should be noted with caution. They only apply to small 2 cm diameter
tubes at 30 cm length. Furthermore, a fair number of systematic uncertainties have been found to be
related to these measurements. Those uncertainties were mostly caused by or related to the equipment
used at that time.
The behaviour in cold conditions was evaluated and only a relative reduction of ≈ 6 % in efficiency
compared to room temperature measurements was found. This reduction falls well into the realm of
systematic uncertainties.
A coating setup was designed and built for large (9 cm diameter) tubes. An initial comparison of
cast and extruded tubes showed extruded tubes performed significantly worse than cast tubes. A first
prototype including adiabatic light guides was produced and its efficiency measured. The measured
efficiency of the optical prototype was 13.0 ± 5.5 %. The much lower efficiency is at least partially
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related to the adiabatic light guide. With a new data acquisition system (ADQ14) it was possible to
make more elaborate and accurate measurements. The current best WLS-tube efficiency,1 for large 9 cm
diameter tubes, was determined to be 28.1 ± 5.4 %. Some systematic uncertainties remain. Resolving
these uncertainties turned out to be difficult as many of them cannot be clearly separated from one
another and are likely of similar size. The timing distributions for large tubes were measured with an
approximate FWHM of 8 ns. Overall many improvements in terms of measurement setup, evaluation
techniques and general understanding have been made. Yet the complexity of the systematic uncertain-
ties precludes a reliable and conclusive result.
To improve the understanding of the physical processes in the WLS-tube, a model for the light
capture and propagation in the WLS-tube was suggested and compared to measured data. The model
describes the data well. The current best fit results are 3.1 ± 0.4 m loss length, 1.37 ± 0.06 ns decay
time, and 73 ± 3 % capture efficiency, results that agree with literature values. The results indicate that
most of the efficiency is lost due to propagation losses within the tube.
A simplified model of the WOM was incorporated into the IceCube simulation framework. With this
framework, the WOM and the pDOM were compared for different IceCube-Gen2 geometries. The de-
tector geometry had no direct influence on the investigated parameters, though the individual properties
of the two OMs had a clear effect in the results. Due to the WLS decay time, the timing distributions for
the pDOM were much narrower than for the WOM. Since ice absorbs UV light better than blue light, at
large distances from the track more pDOMs detect photons than WOMs do. Yet in total, the WOMs
detect on average 1.05 ± 0.07 times more photons than the pDOMs.2 Furthermore, a clear difference in
directional sensitivity between the modules was observed. This is to be expected due to the pDOM
facing downwards and the WOM sideways. Neither OM is clearly superior to the other, this can only
be determined based on a use case and its required parameters. Overall the results from the determ-
ined efficiencies were rather disappointing. However, the WOM is still competitive with the pDOM.
Including the lower price point and likely further improvements gives the WOM an edge over the pDOM.
At this point, the development of the WOM has not contributed to the field of astroparticle physics.
With additional development, a prototype can be deployed in ice in the near future and thus the
WOM has good potential to contribute to astroparticle physics in the future. At the same time, new
opportunities arise to contribute to the field of particle physics since the concept is being adapted and
evaluated to be used in SHiP [124].
1 Averaged over the entire length




Two things can and should happen with the WOM in the future. The first is the deployment of a
prototype in ice and the second is additional improvements. This last section focuses on the latter.
Improvements can happen in our understanding of the properties of the WOM as well as in terms
of increases in efficiency. Both of these things are strongly correlated with one another. To improve
efficiency, matching the refractive index of the material that fills the space between the pressure vessel
and WLS-tube is highly recommended. Good matching might increase module efficiency by more
than 50 %. Beyond that, the adiabatic light guide has been shown to be problematic, both in terms of
efficiency and combining it with the WLS-tube. This is further supported by the simulations performed
at the University of Mainz [117]. Therefore, it is recommended to avoid using the adiabatic light guide.
This could be done by increasing the PMT diameter or using multiple smaller rods or tubes and PMTs
to assemble a bigger tube-like structure in the WOM. If a sufficiently pressure-resistant material with a
high refractive index that can be doped with WLS is found, even a monolithic centerpiece without a
pressure vessel could be used.
To understand and evaluate the systematic uncertainties it is necessary to take more measurements
in a faster and more accurate manner. The availability of the ADQ14 enables higher data taking rates
and better accuracy. A portal scanner will further automate data taking and thus increase accuracy and
data taking rates further. The last step will be a more accurate light source. Both the portal scanner
and the light source should be available by now. Besides the evaluation of many more WLS-tubes,
controlling for various parameters, such as coating speed, orientation etc., the tube material needs to be
evaluated as well. The modelling indicated that most of the losses occur during the photon transport in
the WLS-tube. Reducing these losses must be a priority. Using the current solvent-based paint might
produce a microporous surface. A possibility to avoid this could be a glossy paint, that is usually made
from two components with no or less solvent. Though it might be challenging to dissolve the WLS
in a non-solvent-based paint. A re-evaluation of the necessary paint viscosity and layer thickness on
the tube is recommendable as well. Since the latest results with large tubes did show discrepancies to
earlier results on microscope slides and small tubes. Using a substrate (tube or rod material) with better
optical properties might further increase efficiency.
The current modelling approach can be useful to generate data to interpolate from in an improved
simulation. Beyond that, its ability to further the understanding of the physical properties of the
WLS-tubes seems exhausted. To obtain additional insights, photon scattering should be accounted for.
Computationally this is beyond the current implementation. A professional ray tracing software or GPU
implementation might be able to facilitate multiple computing cores to achieve this within a reasonable
amount of time. A promising approach of this has meanwhile become available, with results similar to
those presented in this thesis [116].
Currently, the possibility exists to fully simulate any IceCube like detector using the WOM as the
main optical module. The underlying data used to model the WOM in this is partially outdated. It
is recommended to create a new description based on the output of the model described in chapter
six. This will remove the need to extrapolate for boundary values and allow for a better description
of the timing behaviour. Currently, no reconstruction based on the WOM has been implemented. The
reconstruction currently used in IceCube is based on spline tables. Generating these spline tables
requires a large number of simulation datasets. With spherical modules like the DOM and the pDOM
oversizing is used to reduce the necessary simulation time. Oversizing is currently not available for
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the WOM. To avoid large computation times and costs it is recommended to implement this first or
implement an alternative reconstruction. This could be based on convolutional neural networks (as in
[125]), possibly improved by the use of Bayesian Neural Networks. Neural networks could potentially
reduce the required data set but will ultimately benefit from oversizing as well. Only the possibility to
reconstruct events will allow for a final evaluation of the data quality that can be achieved with the WOM.
It is the firm belief of the author of this thesis that it should be possible to further increase the
efficiency of the WOM in the future. The WOM should be able to compete with the best alternative
optical modules such as the IceCube mDOM and the D-Egg. To accomplish this a large and systematic
effort from the institutions involved in the WOM is needed. Further, it is a great joy to the author of
this thesis to see a first WOM prototype being deployed at the Cascadia Basin (in the ocean of the
North-American west-coast) as shown in fig. 8.1. Further descriptions on that can be found at [126].
Figure 8.1: Underwater image of the first deployed WOM prototype. The image was supplied by Prof. Dr. Lutz
Koepke, the creator of the video that is the source of the image is unknown.
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Since the devices available did not allow for a full characterization of the WOM, the following will
provide a shortlist of recommendations on future measurements. The focus in these measurements is
areas that need further investigation, especially in the context of systematic uncertainties.
1. Scan the PMT efficiency and gain as a function of position while noting the PMT orientation.
Use these values to correct the following measurements with respect to tube and light source
position during measurement and calibration measurement.
2. Measure WLS-paint coated PMMA tube(s) with the PMT:
a) Find a small spot on the tube (≈ 5 cm x 5 cm) and scan it with a thin optical fiber to see if
small substructures are present.
b) Mark a spot on the tube with a small piece of light-absorbing material and scan the entire
tube surface with a reasonable resolution.
c) Remove the tube, rotate it a few degrees and reattach it. Then repeat the scan. This will
result in an estimate on the losses due to changes in the optical gel coupling. Repeat this a
few times to get a good estimate. The light-absorbing spot will serve as a reference point to
compare the scans and find any further anomalies.
d) Repeat the same process again without optical gel e.g. no contact between tube and PMT,
to estimate the influence of the coupling.
e) Now attach the other end of the tube to the PMT and scan the tube again. You can use the
light-absorbing spot again as a reference and see if previously seen structures stay intact
or if there is a directional dependence, as indicated with measurements in this thesis. This
should be repeated for several tubes to see different dependencies. Dependencies could be
different manufacturing batches or orientation during coating.
f) Coat a large tube on the inside and see if higher efficiencies can be produced. This might be
the reason for the difference in efficiency in comparison to the small tubes since this is still
undetermined.
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A.2 Supplementary Figures and Descriptions
This section contains figures, images and other elements that would otherwise disrupt the reading flow
of this thesis but are essential to the integrity of the argumentation or may help to underline certain
points.
A.2.1 Model-Based Error Estimation for the Cut Based PMT-Data Evaluation Method
The error of the cut method1 has been chosen empirically. To estimate the accuracy of this choice the
real error, based on the model of the NGauss method, is evaluated in this section. To obtain realistic SPE
distributions, representative measurements from the old (ADC [106]) and new (ADQ14 [110]) setup are
chosen. To obtain modifiable distributions, the fit described for the NGauss method is applied on both
distributions. The fitted functions, denoted "Base", for the old- and new setup shown in fig. A.1 and A.2
respectively. In each case, the fit parameters were modified to obtain functions for low and high SPE
detection rates, as well as a lower gain. To increase/lower the SPE rates, the pedestal size (Apedestal) is
decreased/increased. To emulate a lower gain the distance between pedestal and SPE peak is reduced by
reducing the value for the SPE peak position (µSPE). This approach supplies several SPE distributions,
for the setups used in this thesis, that are representative for the most common measurements.
Figure A.1: Representation of different SPE distributions for the old setup, based on the NGauss method. "Base"
is the resulting function of a multi Gauss fit, as described for the NGauss method, to an SPE distribution measured
with the old setup [106] using the R1924A PMT from Hamamatsu [113] without pre-amplification. Low- and
high SPE are the same distribution with modified parameters ( larger or smaller pedestal Apedestal) to represent
lower or higher SPE detection rates. The low gain curve is also based on the same distribution with a reduced
SPE peak to pedestal distance µSPE to imitate a lower gain.
Based on the produced distributions it is easy to calculate the real ⟨n⟩ with the methods described
in chapter 5. It should be noted that neither noise nor under-amplified photons or other systematic
effects are considered in this model. To determine the accuracy of the used error estimation with the cut
method, the functions are transformed into binned representation and the cut method is applied and ⟨n⟩
1 For the context and understanding of this section it is recommended to read chapter 5 first.
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Figure A.2: Representation of different SPE distributions for the new setup, based on the NGauss method. "Base"
is the resulting function of a multi Gauss fit, as described for the NGauss method, to an SPE distribution measured
with the new setup [110] using the Hamamatsu R12199-02 without pre-amplification. Low- and high SPE are the
same distribution with modified parameters (larger or smaller pedestal Apedestal) to represent lower or higher SPE
detection rates. The low gain curve is also based on the same distribution with a reduced SPE peak to pedestal
distance µSPE to imitate a lower gain.
calculated for all possible cuts. The result is plotted in fig. A.3 for the old setup and fig. A.4 for the
new setup. The solid vertical lines indicate the cut location for the lowest point between pedestal and
SPE peak. The horizontal dashed lines indicate the theoretical real value for ⟨n⟩. As it can be seen in
the plot the distance, used to estimate the error of 10 bins for the old setup, is in all cases too small.
The Value of 3 bins used for the new setup matches in all cases. The effect on higher or lower SPE rate
on the resulting error is small. For the old setup, it can be seen that low gains increase the difference
between obtained value and real value, significantly.
In conclusion, the errors for the cut method with the old setup were likely underestimated since
noise and under-amplified photons have to be taken into account as well. However, the fact that for the
determination of efficiency the pair of ⟨n⟩ from calibration and sample measurement with the largest
difference has been used to estimate the error, might compensate this to an unknown degree. Also since
both measurements are affected in a similar way, given the gain stays constant, might compensate for
this in the final efficiency. This has not been investigated any further. The error estimation for the new
setup which in general recorded less noise and had a better separation between both peaks has been
estimated correctly, while the clear systematics of this method becomes evident as well. The real value
for a cut always appears closer to the pedestal than to the SPE peak, viewed from the lowest point
between both.
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Figure A.3: The resulting ⟨n⟩ for different cut positions (crosses) based on the distributions shown in fig. A.1 for
the old setup. The horizontal dashed lines indicate the correct value based on direct calculation. The solid vertical
lines indicate the cut position based on the minimum value between pedestal and SPE peak. The horizontal lines
for red and blue overlap due to the way their parameters were chosen.
Figure A.4: The resulting ⟨n⟩ for different cut positions (crosses) based on the distributions shown in fig. A.2
for the new setup. The horizontal dashed lines indicate the correct value based on direct calculation. The solid
vertical lines indicate the cut position based on the minimum value between pedestal and SPE peak. The vertical
black, blue and yellow lines overlap. The horizontal lines for red and blue overlap due to the way their parameters
were chosen.
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A.2.2 Modelling
This section contains additional figures for chapter 6.
Figure A.5: Normalized timing distributions for PMT 1. Error bars indicate data, lines indicate the model fit.
Figure A.6: Normalized timing distributions for PMT 2. Error bars indicate data, lines indicate the model fit.
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Figure A.7: Normalized timing distributions for PMT 4. Error bars indicate data, lines indicate the model fit.
Figure A.8: p-Terphenyl efficiency and emission spectrum.
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A.2.3 Light Distribution in the WOM
Measuring the light distribution at the end of a thin-walled tube is rather difficult with the equipment at
hand. To obtain a general impression a position-dependent measurement was done with a mask and a
PD on a PMMA rod. As displayed in fig. A.9 the intensity tends to rise with distance to the center but
is rather homogeneous otherwise. The angular distribution of the light in the tube was measured as well.
For that the setup is shown in fig. A.10 (left) was used. The resulting angular distribution was only
obtained for angles perpendicular to the wall surface as shown in fig. A.10 (right). In the figure, the
total internal reflection cutoff at ≈ 34◦ can be seen as well as a double peak structure. For measurement
of angles parallel to the wall, the angles are expected to be wider since the cut-off should have a smaller
effect.
Figure A.9: Intensity distribution at one side of a 2 cm diameter WLS paint coated PMMA rod. The black line
represents the edge of the rod. Pixel size is 0.47 mm times 0.50 mm. Source [115].
Figure A.10: (left) Sketch of the setup used to determine the angular distribution of the light in the tube. A
cylinder-lens is used to get the whole distribution without cut-offs from total internal reflection. This figure was
taken from [115], a more detailed description of the measurement can be found there as well. (right) Angular
distribution of the light in the tube. Displayed is the relative intensity corrected by a reference PD with statistical
errors. Source [115].
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A.3 Details on the Modelling of the Photon-Detection Time
To roughly describe the histograms a log-normal distribution, as in eq. A.1 with the constant T = 1 ns,
is fitted to them. An example is shown in fig. A.11. It can bee seen that the tail of the distribution is not
well represented in the fitted function. However, as an approximation, this does suffice since detailed










⎛⎜⎜⎜⎜⎜⎝− (ln xT − µ)2
2σ2
⎞⎟⎟⎟⎟⎟⎠ (A.1)
Figure A.11: Photon arrival time distribution for two different positions along the tube. Points are the real data
and lines are the fitted log-normal distributions.
To derive an empirical model, the histograms for the different PMTs are merged and fitted for the
parameters A, σ and µ. The resulting fit parameters are plotted as a function of position as shown in
fig. A.12. In these plots fits that did not converge and large outliers have been removed. To reduce the
number of parameters needed to replicate the distribution, the resulting distributions have again been
approximated by appropriate functions. Functions have been chosen that resemble the distributions
empirically so that a fit could be performed. For the scaling factor A, an exponential function as in eq.
A.2 is used. For the width σ a linear function as in eq. A.3 and for the offset µ, a scaled square root as
in eq. A.4 is used. The now obtained function parameters from tab. A.1 are used in the simulation to
generate photon arrival times with a log-normal distribution based on the arrival position.
A(x) = A0 · exp
−x
l +b (A.2)
σ(x) = f + g · x (A.3)
µ(x) = c + d ·
√
x + e (A.4)
To show that the now continuously available timing distributions approximate the measured distri-
butions, a comparison is shown in fig. 7.9. It can still be seen that the tail is not well matched as to
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A0 = 27.41 · 10
4 l = 47.52 b = 1.32
c = 2.31 d = 0.0636 e = 14.76
f = 0.0941 g = 1.5035 · 10−4
Table A.1: Results of the fits from eq. A.2-A.4 as shown in fig. A.12.
Figure A.12: Fit to previous fit parameters from log-normal distributions. (left) A the scaling factor. (right) σ the
width. (bottom) µ the offset.
be expected, however, the rest of the distribution is well described considering a hight offset from the
missing tail in the normalized distributions.
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A.4 Documentation
This section contains useful information for someone willing to pick up and continue this work.
A.4.1 How to make WLS Paint
The paint composition was determined by trial and error. Therefore the paint recipe is based on the
ingredients, not the final composition. The approximate composition has been determined in [114].2
The ingredients are 25.0 g Paraloid B72, 0.15 g Bis-MSB and 0.3 g PT per 100 ml Toluene, scalable to
the required quantities.
• Step 1: Fill the toluene in an appropriately sized beaker, add a magnet mixing fish and place on a
hotplate stirrer.
• Step 2: Set the temperature to ≈ 150 ◦C and the stirrer to ≈ 300 rpm. The temperature should
not be reached since the boiling point of toluene is 110.6 ◦C. In case the liquid does start to boil,
immediately reduce the temperature.
• Step 3: Start adding the Paraloid in 2 − 3 batches. To avoid clogging wait each time until the
previous batch is dissolved. The refractive index of the solution will approach the one of the
plastic, therefore a spade or similar is needed to determine whether or not the previous batch is
dissolved. Increase the rotation speed as the viscosity increases. A small vortex should always be
on the surface of the mixture.
• Step 4: Add the PT and Bis-MSB to the mixture.
• Step 5: Switch off the heating and leave the solution to cool. Continue stirring for about 5 minutes.
Appropriated safety measures need to be observed. When using a scale under the fume hood be
aware of the Bernoulli effect. According to [114] ≈ 5 − 9 % of the toluene evaporates during this
process. Generally, this can be used to produce paint with higher or lower viscosity and thus optical
density. Decreasing the solvent content too far my cause crystallisation of the WLS within hours or
days. Especially PT is prone to crystallisation.
A.4.2 Dip-Coater Manual
The dip-coater is currently based at DESY (Zeuthen) and belongs to the Humboldt University of
Berlin. The Hardware used is an Arduino Uno with a Motor Shield, connected to a stepper motor.
The stepper motor drives a threaded rod that allows a carriage to move along the rod. The carriage
can travel within a range of a little more than a meter. For exact specifications please refer to the
actual device. To operate the device firmware is needed. The firmware can be found at https:
//github.com/hebecked/DipCoater_Firmware. The Version "Curent_Microstepping" is the one
described in the following. After uploading the firmware,3 the primary mode of operation is via serial
interface4 using the USB connector. The following instructions are possible:
2 Do not use the paint production method described in this source, it contains faulty instructions.




• Send any value (e.g. "h"), except the ones defined below, to receive a short manual.
• Send "S#####" to initialise the number of steps to #####. This will be the number of steps the
carriage performs for any command that involves movement. The recommended value is 30000
to cover just about 3/4 of the height of the devices.
• Send "D#" to initialise the delay between micro-steps to # in milliseconds. Useful values are
between 2 and 5.
• Send "t" to return the current settings.
• Send "u" to move the carriage up. The button on the device labelled "Up" performs the same
command. Before initialisation of a step number, the button operates as a dead man switch.
• Send "d" to move the carriage down. The button on the device labelled "Down" performs the
same command. Before initialisation of a step number, the button operates as a dead man switch.
• Send "r" to move the carriage slowly up with a well-defined speed using micro-stepping. The
button on the device labelled "Run" performs the same command.
• Send "s" to overwrite and previous movement commands and halt the device. The button on the
device labelled "Stop" performs the same command.
This version of the firmware supports speed control, micro-stepping and limits the range of move-
ments. Further improvements are possible. The current version calculates the values for the micro-
stepping on the fly. Any future user might want to create a look-up table for this to increase performance
and the range of coating speeds. The type of "steps" should be changed from unsigned integer to
unsigned long to avoid overflows. The delay should call delayMicroseconds(us) not delay(ms) to allow
for more accurate speed control. Reasonable safety precautions should be taken. Do not leave the step
number initialized at values > 1 when the device is unattended. Make sure the end switches are installed
properly and are functional. Overall it is recommended to upgrade to a newer coater since the current
one is built from spare parts including a damaged threaded rod. A device to spray the paint onto the
tubes might be an option as well.
A.4.3 How to Coat and Clean a Sample
Before a paint coating is applied to any substrate it is to be cleaned. For glass substrates, a range
of different cleaning methods and materials was investigated in [86]. For PMMA a combination of
different cleaners was recommended. Further testing has shown that only the use of commercially
available anti-static plastic cleaner [127] is sufficient. For cleaning the cleaner is applied to a lint-free
paper cloth is then used to gently wipe the surface of the substrate. After a short drying period, the
substrate can be coated.
To coat the substrate it needs to be attached to the dip-coater. Depending on the shape of the substrate
a holding structure needs to be fabricated. For tubes, a vice-like device as shown in fig. 5.16 can be
used. An appropriate paint container needs to be used. When using a paint container and measuring
the amount of paint needed, always account for displacement. The dip-coater needs to be used to
immerse the sample in the paint. After immersion, it can be helpful to let the substrate sit in the paint
for some time before drawing it out. For most samples in this thesis, a waiting time of 1 minute was
used. However, in some cases, this caused tension cracks in the PMMA. A shorter time reduces the
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probability for cracks but increases the probability for uneven surface structures in the paint. The exact
mechanism behind the latter effect is unknown but suspected to be due to residue on the substrate
surface. Paint thickness increases with coating speed. While the paint surface is usually dry within
1 − 2 hours, for the fastest coating speed the paint only becomes resistant to touch after about 24 hours.
A.4.4 How to Glue PMMA Suitable for Light Transmission
In order to attach the adiabatic light guide to the WLS-tube, three different type of glue have been
evaluated: A solvent-based glue ACRIFIX 1R 0192 produced by Evonik Performance Materials GmbH,
a UV-curing glue BEST-PL 5373 from BEST-Klebstoffe GmbH & Co. KG and dichloromethane a
solvent with good creeping properties. When a thin layer is applied, ACRIFIX hardens very quickly.
Therefore it is very difficult to distribute it evenly and produce good optical contact between the
surfaces. The UV-curing glue showed the best optical connection with little to no gaps between the
surfaces. Though the tubes usually showed micro-fractures around the connection a day after curing.
Dichloromethane produced good connections but required extremely even surfaces that were not always
available. Spills could corrupt the surface of the tubes and larger cracks appeared most of the time
within hours. None of the glues produced the desired results, yet the best results were obtained by the
UV-curing glue. Optical measurements were also performed at Mainz University. Yet the results were
unusable due to technical difficulties with the setup.
Remark: To determine the fraction of losses caused by the glue connections, glue test measurements
were performed in the laboratory of Prof. Dr. S. Böser in Mainz. This laboratory provides PMTs large
enough to measure both tube ends without an adiabatic light-guide. After taking several measurements
with the setup there, it was discovered that there is a significant noise contribution from parts of the
setup that could not be resolved in time to finish the measurements. The efforts were followed up by the
local collaborators independent from this thesis.
A.4.5 How to use the Measurement Setup at Adlershof
During the work on this thesis, a multi-purpose measurement setup was built up at the Humboldt
University of Berlin. The setup contains among others the following devices:
• 2x Lock-in amplifier. Stanford Research Systems SR830.
• 1x Portal scanner with x-,y- and z-axis.
• 2x Rotational stage. With up to 3 possible if needed.
• 1x Optical chopper.
• 1x CornerStone260 monochromator.
• 1x High-pressure Xenon lamp.
• 1x Picoampere meter.
In order to facilitate fast and easy measurements for future users a multi-purpose DAQ and control soft-
ware was written. The source code can be found at https://github.com/hebecked/PyDAQ. The
code contains modules to control each of the devices via CLI and API. Furthermore a comprehensive
module was written. Based on an instruction file, that is executed in steps, all devices can be controlled
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and output can be written to a .csv file. When the program is started the instruction file is read and
all necessary devices are initialised. The process is then forged into two sub-processes. One process
executes the instruction file, step by step, with a strong focus on reproducible execution time,5 while the
other process handles asynchronous file writes from the data acquisition. It is also possible to allow the
second process to dynamically plot the acquired data on the screen. The ordinary user now only needs
to create an instruction file. In order to write the instruction file, the module "mkinst.py" can be used.
"mkinst.py" supplies an API, so instruction files can be created easily. After initialisation, the function
"add_instruction()" allows adding a single instruction set to a given instruction file. An instruction set
allows a single change for each connected device. If a device does not get a specific instruction the
default value is used. In all cases, the default value does not change the state of the device. In case
the setup of the computer changes, the config file needs to be modified to account for the ports of the
different devices. In many cases, the ports can be detected automatically, while some devices can not
be detected reliably yet. Therefore it is recommended to write the config file by hand. For the exact
execution please consult the codebase. It should be sufficiently easy to read.
Some improvements can be recommended for the future. The instruction files currently need to
contain the default value for each device if it is not supposed to operate since the instruction set structure
is fixed. It is recommended to create a second version of the instruction file format that resembles
the pickle file format. This way default values do not need to be written to file and the readability for
humans improves. The versioning of instruction files is already foreseen in the codebase and should
be easy to implement. This will also facilitate the generalisation of the code to arbitrary devices and
instructions. For even easier usage it might be of interest to write GUIs for the DAQ and different device
controls. The portal scanner currently just moves to the position it is given. Mistakes in the creation of
instruction sets might move the device to or through undesired locations that could break other setups.
Therefore it might be desirable to implement safety zones that can not be touched independent of the
given instructions. The would either cause a halt or make the device move around it.
A.4.6 How to use the Setup at Zeuthen
At DESY (Zeuthen) a secondary smaller setup was build up with a monochromator and a HF2LI lock-in
amplifier from Zurich Instruments. For data taking a LabVIEW DAQ was written that can be found at
https://github.com/hebecked/LabVIEW_DAQ. A screenshot can be seen in fig. A.13. Modules
to control the devices individually can be found in the source code as well. Most devices are also
compatible with the Python-based DAQ described above. Since it is more modular, the Python-based
DAQ is recommended to be used going forward.
5 As good as possible with a non-real-time OS. It is therefore recommended to not run any other computationally expensive
tasks on the machine.
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• ADC - Analog-to-digital converter, a device or chip that converts analog signals to a digital
representation.
• API - Application programming interface. An interface that allows computer programs to be
included/controlled by other programs.
• ARM - Advanced RISC Machines are a type of CPU/processor based on the RISC (reduced
instruction set computer) architecture.
• Bis-MSB - 1,4-Bis(2-methylstyryl)benzol a wavelength shifter that absorbs UV-light and re-emits
it at ≈ 420 nm.
• BSM - Physics beyond the Standard Model.
• CC - Charged current (interaction) or core-collapse (SN) depending on the context.
• CLI - Command-line interface. An interface that allows a program to be controlled from the
command line.
• CMB - Cosmic microwave background.
• CNB - Cosmic neutrino background. Like the CMB but earlier. Based on the freeze-out of
neutrinos instead of photons.
• CPU - Central processing unit, the logic circuitry within a computer that executes binary instruc-
tions.
• D-Egg - Dual Optical Sensors in an Ellipsoid Glass for Gen2. Another optical module designed
for IceCube-Gen2.
• DAQ - Data acquisition or data acquisition system. Generally the process of data acquisition or a
device that acquires data electronically.
• DC - Direct current. One directional electric current.
• DOM - Digital optical module. The detection units used in IceCube.
• EM - Electro-magnetic
• FOM - Fiber optical module. Another optical module designed for IceCube-Gen2.
• FPGA - Field Programmable Gate Arrays. Chips that can be electronically configured after
production and deployment.
• FWHM - Full width at half maximum.
• GPU - Graphics processing unit. Like a CPU but dedicated and optimized for the processing of
tasks needed to calculate graphical representations.
• GR - Glasshow resonance [128].
• GUI - Graphical user interface.
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• GZK - Greisen–Zatsepin–Kuzmin limit is the theoretical upper limit for the energy of cosmic ray
protons due to interaction with the CMB.
• HV - High Voltage.
• LHC - Large Hadron Collider.
• LOM - Long optical module. Yet another optical module designed for IceCube-Gen2. Also
known as a Brussel sprouts optical module. The actual name of this has been changed several
times in the past.
• IR - Infrared.
• mDOM - Multi-PMT digital optical module. Yet another optical module designed for IceCube-
Gen2.
• NC - Neutral current (interaction).
• ND - Neutral density or neutral density filter. An optical attenuator with consistent absorption or
reflection over a broad wavelength range.
• OS - Operating system. The core system/program that manages all other programs and their
execution on a computer.
• PD - Photodiode.
• pDOM - PINGU digital optical module. Another optical module designed for IceCube-Gen2.
• PMT - Photomultiplier tube. A very sensitive light detection device.
• PT - p-Terphenyl. A wavelength-shifter that absorbs deep UV-light and re-emits it at ≈ 275 nm.
• PTFE - Polytetrafluoroethylene. Also known as Teflon, a plastic with a very low friction
coefficient.
• PVC - Polyvinyl chloride.
• QE - Quantum efficiency.
• RPM - Rotations per minute.
• SHiP - Search for hidden particles. A new general-purpose experiment to be installed at the LHC.
• SN - Supernova.
• TIR - Total internal reflection.
• UV - Ultraviolet. A range in the EM-spectrum with higher energies than visible light.
• WLS - Wavelength-shifter.
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