INTRODUCTION
In this paper we study the stability of spectral polynomial methods for the approximation of initlal-boundary value hyperbolic systems with constant coefficients and dissipative boundary conditions (Assumption I). We show that any particular spectral method is stable when applied to a system, if it satisfies certain conditions (Assumptions II and III) for the corresponding scalar problem.
Our treatment follows closely the approach of Kreiss [4] , leading to an algebraic condition. However, in the spectral method the requirement that the approximate solution be a polynomial produces a different algebraic problem from the standard finite difference discretlzatlons.
We should also review briefly the stability results for spectral methods and hyperbolic systems.
The stability of Chebyshev approximation of the scalar problem ut = u / x u(x=l,t) = 0 was proved in [2] for the Galerkln and tau methods, and in [7] for the collocation method. The first results about hyperbolic systems with general dissipative boundary conditionswere reported in [5] , where it is shown that the numerical solutionsdecay in time, thus mimicking the differentialsolutions.
In the present paper we combinethe above results into a general stability theory for the stabilityof spectralmethods. A future paper will discuss the convergenceof the spectral approximationsto the exact solution.
Definitions Consider the first order hyperbolic system of partial differential equations _ _u (1.1a)2 --{ = A_x ,
Here, = _(x,t) = (u(1)(x,t),...,u(n)(x,t))"
is the vector of unknowns and A is a fixed nxn coefficient matrix. Since by hyperbolicity A is similar to a real diagonal matrix, we may assume without loss of generality that it is diagonal:
a% an
The solution of this system is uniquely determined if we prescribe initial conditions (l.lc) _(x,0) = 0, -i < x _ 1 and boundary conditions _l(-l,t) = L _ll(-l,t) + _l(t) (l.ld) _II(l,t)= R BI(1,t)+ _II(t), t > 0.
In these formulas, = _(t)= (_I(t), _II(t))" is a given n-vector, and i.e., n 0 in formula (1.2b) may be taken as zero in this dissipative case.
We study polynomial spectral and pseudospectral discretlzatlons of (i.I).
In any such approximation, one seeks a vector of N-degree polynomials
Here, Q(x) is a diagonal matrix of the form
where ql(x), qll(x) are the N-degree polynomials which characterize the specific (pseudo)spectral method employed, and is an n-vector to be determined by the set of boundary conditions (l.ld):
We shall call ql(x), qll(x) the forcing polynomials, since they appear as inhomogeneous terms in the discretization of the originally homogeneous system
Some examples are in order.
In the spectral Galerkin Chebyshev method, one has:
Tk(X) denoting the k-th Chebyshev polynomial.
In the pseudospectral Chebyshev method, one may collocate only at the interior extrema of TN+I(X), yielding: with Pk(X) denoting the k-th Legendre polynomial. These and other examples are outlined in [2, 3] .
In this paper we provide a stability study for the (pseudo)spectral method (1.5). We define stability in terms of an a priori energy estimate analogous to the differential one: 
THE SCALARPROBLEM
The system (l.13a) decouples into n scalar equations of the form
_N(X ' Here v _ s) and a, stand for any of the corresponding components of _N(X,S) and the diagonal of A, q(x) equals either ql(x) for a < 0, or qll(x) for a > 0, and T = T(s) is to be determined by boundary conditions.
In the scalar case, these boundary conditions amount to prescribing the upstream values:
If formula (1.14) is valid, there must be a similar stability estimate holds for (2.1). We make the necessary Assumption II. (Scalar stability). There exist a weighting pair ml(x), mll(x) and constants = and q0 _ 0, such that for all s with Re s = n > n o , we have
3.
THE EIGENVALUE PROBLEM
Connected with (1.13) is the following eigenvalue problem:
Let _ be the space of all polynomials of degree < N. We say that E _ is an eigenfunction of (1.13) corresponding to an eigenvalue s, if
is a nontrivial solution of 
Then the polynomial solution of (2.2a) is given by 
THE STABILITY ESTIMATE
Here we present a stability theorem for hyperbolic systems with initial and boundary value conditions.
In the previous two sections we exhibited two necessary conditions for the stability of (1.5).
The first of these, The more delicate estimates of (5.7c) are relegated to Appendix B. The proof of (5.7b) follows along similar lines.
We now show that the collocation methods we have described satisfy We conclude by noting that in the dissipative case Once we obtain an integral involving PN+I' we can use Lobatto quadrature to exploit the fact that PN+I vanishes at the interior nodes. Then use the explicit estimates d m C_xm PN )(1) = 0(N 2m) and _0 = 0(N-2) to deduce that A(N) = 0(N2).
In the second case we proceed by first estimating 
