Recent advances in single cell sequencing (SCS) offer an unprecedented insight into tumor emergence and evolution. Principled approaches to tumor phylogeny reconstruction via SCS data are typically based on general computational methods for solving an integer linear program (ILP), or a constraint satisfaction program (CSP), which, although guaranteeing convergence to the most likely solution, are very slow. Others based on Monte Carlo Markov Chain (MCMC) or alternative heuristics not only offer no such guarantee, but also are not faster in practice. As a result, novel methods that can scale up to handle the size and noise characteristics of emerging SCS data are highly desirable to fully utilize this technology.
PhISCS, when employing state of the art CSP (more specifically weighted max-SAT) solvers such as RC2 46 46 (Ignatiev et al., 2019) and Open-WBO (Martins et al., 2014) turn out to be the fastest among all available 47 47 techniques even when only SCS data is available. Nevertheless, none of the available techniques can scale Given input matrix I, we call a binary matrix X a descendant of I if all entries of X are identical to 76 76 those of I except some that have been flipped from 0 to 1. For a matrix X, F 0→1 (I, X) is defined as the 77 77
number of entries that are 0 in I and 1 in X. We sometimes refer to this value as the number of flips to get 78 78
to X from I. 79 79 Our Problem. Given a genotype matrix I, we would like to obtain a minimum-cardinality set of bit flips 80 80
(from 0 to 1) 4 that removes all three-gametes rule violations in I and thus transforms I into a matrix Y 81 81
that provides a PP.
82
3 Branch and Bound Method 83 83 In order to discover the smallest number of 0 to 1 flips that will remove all violations in input matrix I, we 84 84 use a branch and bound (BnB) technique. In what follows, we give an overview of the building blocks of 85 85 our branch and bound approach. Then we put all of them together in Algorithm PhISCS-BnB.
86
Our Branch and Bound algorithm forms a search tree where each node contains a matrix, with input 87 87 matrix I at the root -for simplicity we might refer to a node with its label as well as its matrix. In this 88 88 tree, a matrix X at node v is a descendant (as described in the preliminaries) of the matrix Y at v's parent 89 89 node; all matrices in the tree are thus descendants of I. The tree terminates in leaf nodes that are PP; 90 90 non-PP nodes will have two child nodes as the tree grows unless they have been pruned due to detected 91 91 nonoptimality.
92
When a node v with matrix X is formed, v is assigned a priority score equal to the number of bit flips 93 93 needed to get from I to X plus a lower bound on the number of flips necessary to remove all the violations 94 94 in X. All nodes are kept in a priority queue and are explored in ascending order of their priority scores, 95 95 unless they have been removed from consideration (pruned) by the bounding mechanism. When the whole 96 96 4 In general both false negative and false positives (respectively, 1 read as 0 and 0 read as 1) happen with distinct probabilities. The qualitative difference in these probabilities is due to the sequencing technology in use and thresholding rules employed in establishing I. As is well known, the false positive rate is typically much lower than the false negative rate. In fact, in emerging data, e.g. from SClS experiments, the false positive rate approaches zero and thus can be ignored. As a result we focus only on false negatives and our proposed algorithm and its sub-routines make use of this assumption. tree has been explored or pruned, one of the PP nodes with the smallest number of flips away from I yields 97 97 the answer.
98
For matrix X, we let R X a,b (p, q) denote the set of rows with a in column p and b in column q, i.e., 99 99 R X a,b (p, q) = {i | X i,p = a ∧ X i,q = b}. We drop the superscript, when the matrix X is clear from the context, 100 100
and only write R a,b (p, q) . C ← pop next node from Q with the lowest priority score 6:
New node 1 ← C 7:
for r ∈ R 0,1 (p, q) do See Lemma 3.1
8:
New node 1 (r, p) ← 1 F 0→1 (I, New node 1 ) is also updated here 9:
New node 2 ← C 10:
for r ∈ R 1,0 (p, q) do
11:
New node 2 (r, q) ← 1 12: Push New node i in Q with priority score set to lb + F 0→1 (I, New node i ) 20: Return Best Node
Branching

102
Let X be the matrix at the node being explored. If X has no violation, it is considered a leaf. Otherwise, 103 103 let (p, q) be the pair of columns for one particular violation that was found, 5 i.e., |R a,b (p, q)| > 0 for all 104 104
(a, b) ∈ {(0, 1), (1, 0), (1, 1)}. We have two options for fixing the violation. As a violation involving columns 105 105 p, q contains both a (1, 0) and a (0, 1) in different rows, we have the option of converting either one to a 106 106
(1, 1) to remove the violation. To reflect this, we construct two child nodes from the current node, one for 107 107 each option. As an added optimization, once we decide to fix a (0, 1) (resp. (1, 0)) on columns p, q, we fix 108 108 all (0, 1) (resp. (1, 0)) on these two columns, by changing them to (1, 1). In particular, in the left child, all
• ∀r 1 ∈ R 0,1 (p, q), X (r 1 , p) = 1, or 119 119
• ∀r 2 ∈ R 1,0 (p, q), X (r 2 , q) = 1.
120
Proof. Assume that the lemma is false; i.e., there is an X such that ∃r 1 ∈ R 0,1 (p, q), X (r 1 , p) = 0 ∧ ∃r 2 ∈ 121 121 R 1,0 (p, q), X (r 2 , q) = 0.
122
Since (p, q) corresponds to a violation and all the 1 entries in X have to remain 1 in X , there should be 123 123 a row r 3 such that X (r 3 , p) = X (r 3 , q) = 1. This implies that the pair of columns (p, q) and the triplet of 124 124 rows (r 1 , r 2 , r 3 ) corresponds to a violation. This contradicts the assumption that X is PP.
125 125
Bounding Mechanisms
126
A bounding algorithm is a method that computes a lower bound for the number of flips needed to transform 127 127 matrix X at a node v to a PP matrix. It thus helps the branch and bound algorithm to prune the nodes 128 128
that are provably worse than the currently maintained best node, i.e., the variable Best Node in Algorithm
In the above, one would expect the choice of the partition to have an impact on the quality of the lower As our first bounding method, we partition the columns of the matrix into pairs uniformly at random. The 150 150
technique is simple, but more sophisticated techniques might give tighter bounds.
151
As our second method, we describe a method based on Maximum Weighted Matching (MWM). Construct to make I a PP matrix. Formally, for each edge e = {c i , c j } ∈ E, w(e) = min(|R 0,1 (c i , c j )|, |R 1,0 (c i , c j )|).
157
The process of constructing G takes Θ(nm 2 ) time. In this graph theoretic formulation, each partitioning 158 158
corresponds to a matching G. Thus, we take advantage of the algorithm described in (Galil, 1986) For this approach we present a novel constraint satisfaction formulation that describes a set, containing (p, q) with |R 1,1 (p, q)| > 0. For any row r 1 ∈ R 0,1 (p, q) and any row r 2 ∈ R 1,0 (p, q) add z r 1 ,p ∨ z r 2 ,q . The 168 168
intuition is that for any violation sextuplet, either one of zeros should be flipped. Satisfying these constraints 169 169
is necessary to achieve a PP matrix, but not sufficient.
170
Let MWS (short for Minimum Weighted SAT) denote an arbitrary off-the-shelf tool that, given a satis-171 171
fiable Boolean formula, outputs a satisfying assignment with the minimum number of variables assigned to 172 172 true. Then the number of variables with true value in an optimal assignment, satisfying all these constraints, 173 173
is a lower bound for the optimal number of flips resulting in a PP matrix. Formally, the lower bound is p,q∈[m] : p<q r 1 ,r 2 : r 1 ∈R 0,1 (p,q) ∧ r 2 ∈R 1,0 (p,q) 
MWS
(2) 185 185
The number of constraints corresponding to the column pair (p, q) will decrease from |R 0,1 (p, q)| · 186 186 inputs, heuristic sat-solvers run more efficiently on the formulation given in Equation 2 than on Equation 189 189 1, even though they are logically equivalent. In each experiment, we use only one of these formulations and 190 190 it is specified in the corresponding description of the experiment.
191
Extra constraints. As another version of our lower bound, we add a set of new constraints. These 192 192
constraints improve the lower bound to be a closer estimate of the optimal number of flips for some inputs.
193
The tighter bound helps the branch and bound framework explore fewer nodes, even though the time to calculation within each node.
196
The idea for the new set of constraints is to preclude some solutions that satisfy all constraints in Equation 
(3)
207
The number of constraints corresponding to columns (p, q)
. This is higher than the number of constraints in both Equations 1 and 2. However, for some 209 209 matrices (e.g., the one processed in Section 4.1) the resulting tighter bound improves the running time of 210 210 overall branch and bound algorithm tremendously.
211
Initial Solution
212
For the above bounding mechanism to start pruning, a feasible solution is required to initialize the variable 213 213
Best Node at pseudocode Line 1. When using Random Partition or Maximum Weighted Matching as a 214 214
bounding algorithm, find an initial value as follows. We first find a pair of columns corresponding to a 215 215
violation and flip one of the zero entries involved in the violation. We repeat this until no violation is left.
216
On the other hand, when 2-SAT bounding is used, we solve the corresponding formulation from Equations 217 217 1, 2, or 3. We then apply the chosen entries to flip and repeat this process until we obtain a PP matrix. In 218 218 each iteration, at least one flip will be performed and there are finitely many zero entries to flip. Therefore, 219 219
this process always terminates and results in a PP matrix.
220 220
Analysis
221
Correctness. In the search tree explored by the branch and bound algorithm, we are guaranteed to find 222 222 the optimum path from I to a PP matrix. This is because throughout the execution (a lower bound on) we consider a partitioning of columns to pairs and calculate the minimum number of flips within each pair.
230
Since the absence of violations within these pairs is necessary (but possibly not sufficient) for the removal 231 231 of all violations, this estimate is a lower bound for the whole matrix.
232
In the 2-SAT approach, we form a set of constraints that must be satisfied in order to reach any PP de- these conditions requires the same number of or fewer flips than any PP matrix. algorithm. A naive bounding algorithm, as in (Chen et al., 2006; Cai, 1996) , incurs a running time of In this section we discuss our experimental results on real data and simulations. File Section B). The clonal phylogeny depicted in Figure 1 was algorithmic tool (to the best of our knowledge), the CSP implementation of PhISCS (Malikic et al., 2019b) 265 265
(namely PhISCS-B) on this data set, which required about 20 hours to obtain the same tree using the same not report a result within approximately 24 hours of running.
269
We note that in an earlier study, the parental B2905 cell line was implanted to syngeneic mice to 270 270 grow tumors. The mutations of these in vivo tumors were then identified via whole exome sequencing.
271
Interestingly, only mutations associated with nodes 45, 44, 43, 42, and 41 in the Figure 1 were expanded in 272 272
vivo when the parental line was implanted into syngeneic immunocompetent mice, suggesting that subclones 273 273 associated with node 41 (C1, C14, C22, C16, C8, C7 and C20) survived better while others declined.
274
Although the interpretation is limited by the small number (24) PhISCS-I is based on ILP. Both were compared to our tool on simulated SCS data with 100 to 300 cells 283 283
and 100 to 300 mutations, with false negative error rates ranging from 5% to 20%. In each case, 10 distinct 284 284
trees of tumor evolution were simulated, each with 10 subclones. We allowed all three programs to run Figure 1 : The clonal tree obtained by PhISCS-BnB from 24 clonal sub-lineages of B2905 cell line that are derived from the "M4" mouse model for melanoma. For each node, the number inside the brackets denotes its node id and the number inside the parentheses shows the total number of mutations occurring on the path from the germline (root) to the node (i.e., the total number of mutations harbored by the node). The edge labels represent the number of mutations occurring between a parent and its child node. The complete list of mutations occurring at each edge can be found at https://github.com/algo-cancer/PhISCS-BnB/ blob/master/real/real.mutsAtEdges. The leaf nodes (colored blue) also include their sub-lineage labels.
Supplementary File Section C.1). Figure 2 clearly shows that PhISCS-BnB is faster than the best available 287 287 alternative (i.e. PhISCS-B) by a factor of 10 to 100. 6 288 288
Comparison of PhISCS-BnB against SCITE on simulated data 289 289
In a final experiment, we compared PhISCS-BnB against one of the best-known tools for tumor phylogeny 290 290 reconstruction, SCITE (Jahn et al., 2016) , this time with respect to accuracy. As mentioned earlier, SCITE 291 291
is based on MCMC and as such requires the user to specify the number of iterations, thus indirectly its 292 292 running time. 7 As input data, we simulated tumor phylogenies, each with 100 to 300 cells and 100 to 300 293 293 mutations, with false negative error rates ranging from 5% to 20%. In each case, 10 distinct trees of tumor 294 294 evolution were generated, each with 10 subclones. We allowed SCITE to run with 3 restarts, each with a platform we used can be found in Supplementary File Section C.1) giving a significant advantage to SCITE 298 298
over PhISCS-BnB.
299
For computing the accuracy of the inferred tumor phylogenies in comparison to the ground truth, we first 300 300
used the multi-labeled tree similarity measure (MLTSM) (Karpov et al., 2019) introduced recently. Since
301
MLTSM is a normalized similarity measure, the closer its value to 1.0 implies a higher level of similarity 302 302
between the inferred tree and the ground truth. The MTLSM between the ground truth trees and the 303 303 inferred trees is presented in Figure 3 . As can be expected, since PhISCS-BnB constructs the optimal tree, 304 304
the similarity of its output to the ground truth is ∼ 1.0 for all data sets. On the other hand, even though 305 305 SCITE was given significantly more running time than required by PhISCS-BnB, its output has a relatively 306 306
6 Note that we used the compact formulation that is mentioned in Section 3.2.2 to run PhISCS-BnB on the simulated data but not on real data. 7 The approximation of the time that SCITE takes per iteration for a given input matrix was calculated by running it 10 times, each with 20000 iterations with 1 restart and then taking the average running time per iteration in this set of runs. In each case, 10 distinct trees of tumor evolution were generated, each with 10 subclones. A timelimit of 8 hours was used for running each tool (those cases that exceed the time-limit are not represented here). In the plot, n, m and fn, respectively, denote the number of cells, the number of mutations and the false negative error rate. low similarity to the ground truth (in the range of [0.2, 0.6]).
307
We have additionally compared the trees obtained by both SCITE and PhISCS-BnB with respect to and real data from mouse melanoma cell lines, we showed that PhISCS-BnB is one to two orders of magnitude 316 316 faster than the best available methods, and can solve large instances of practical importance to optimality.
317
PhISCS-BnB is a branch and bound method, employing a variety of bounding techniques that use either paradigm is widely applicable in bioinformatics in which domain-specific NP-complete problems abound 329 329 (Gusfield, 2019) .
330
Better understanding of SCS data may lead to better treatments or better strategies for drug develop-331 331 ment. In current treatment strategies, mutation sequencing data are presented to tumor boards to decide 332 332 the course of treatment (Mueller et al., 2019) . In that clinical context, the rapid availability of phylogenetic decisions.
336
Supplemental Material
PhISCS-BnB: A Fast Branch and Bound Algorithm for the Perfect Tumor Phylogeny Reconstruction Problem
Sadeqi Azer et al.
A Implementation
We have implemented the algorithm proposed in this paper with pybnb (Hackebeil, 2018) framework. This is a parallel branch-and-bound engine written in Python. It is designed to run on distributed computing architectures, using mpi4py (Dalcin et al., 2011) for fast inter-process communication.
B Real data analysis
The parental line (P10) and 24 clonal sub-lines (C1-C24) were submitted for exome sequencing to reach 100x coverage. Fastq sequence reads were mapped to the mouse reference genome mm10 with BWA or Bowtie (Langmead and Salzberg, 2012) . Single nucleotide variants (SNV) were identified using samtools mpileup ) or GATK HaplotypeCaller (DePristo et al., 2011 . Mouse germline single nucleotide polymorphisms (SNPs) were filtered out the Sanger database for variants identified from whole genome sequencing of 36 mouse strains 8 . Variants with a Phred-scaled quality score of <30 were removed. Variants that are present in normal spleen samples (in-house collection) were also removed. Variants were annotated with Annovar (Wang et al., 2010) software to identify non-synonymous mutations.
C Benchmarking SCITE, PhISCS-I, PhISCS-B and PhISCS-BnB
C.1 First platform
Some of the experiments in this work were performed using the Carbonate 9 system, a computer cluster at Indiana University. We used compute nodes from this cluster that are a Lenovo NeXtScale nx360 M5 server equipped with two 12-core Intel Xeon E5-2680 v3 CPUs and four 480 GB solid-state drives. All nodes run Red Hat Enterprise 7.x. We allowed our experiments to use up to 40GB of RAM.
C.2 Second platform
Some of the experiments in this work were performed using the Biowulf 10 system, a computer cluster at National Institutes of Health (NIH). We used compute nodes from this cluster that have Intel E5-2650v2 CPUs.
C.3 Running SCITE other options
For SCITE, setting -fd parameter to 0 lead to the segmentation fault. Therefore we set the value of this parameter to 0.0000001. Parameter -e related to the probability of learning noise rates in a given MCMC step was set to 0.2. The full command used to run SCITE is given below: For each panel, 10 distinct trees of tumor evolution were generated, each with 10 subclones. In the plot, n, m and fn, respectively, denote the number of cells, the number of mutations and the false negative error rate. SCITE was allowed to run with 3 restarts, each with a running time, 10 times that of PhISCS-BnB on the same input. For each panel, 10 distinct trees of tumor evolution were generated, each with 10 subclones. In the plot, n, m and fn, respectively, denote the number of cells, the number of mutations and the false negative error rate. SCITE was allowed to run with 3 restarts, each with a running time, 10 times that of PhISCS-BnB on the same input. Figure 6 : Comparison of PhISCS-BnB with SCITE with respect to the different-lineage accuracy measure. For each panel, 10 distinct trees of tumor evolution were generated, each with 10 subclones. In the plot, n, m and fn, respectively, denote the number of cells, the number of mutations and the false negative error rate. SCITE was allowed to run approximately for 24 hours. n=300, m=300 n=200, m=300 n=100, m=300 n=300, m=200 n=200, m=200 n=200, m=100
Ancestor-Descendant Accuracy 7 : Comparison of PhISCS-BnB with SCITE with respect to the ancestor-descendant accuracy measure. For each panel, 10 distinct trees of tumor evolution were generated, each with 10 subclones. In the plot, n, m and fn, respectively, denote the number of cells, the number of mutations and the false negative error rate. SCITE was allowed to run approximately for 24 hours.
D Packages used in this work
• SciPy (Virtanen et al., 2019) • NumPy (Oliphant, 2006) • pandas (McKinney, 2010) • Matplotlib (Hunter, 2007) • OR-Tools (Perron and Furnon, 2019) • tqdm (da Costa-Luis, 2019) • NetworkX (Hagberg et al., 2008) 
