In this work, we study the finite difference approximation for a class of nonlocal fracture models. The nonlocal model is initially elastic but beyond a critical strain the material softens with increasing strain. This model is formulated as a state-based perydynamic model using two potentials: one associated with hydrostatic strain and the other associated with tensile strain. We show that the dynamic evolution is well-posed in the space of Hölder continuous functions C 0,γ with Hölder exponent γ ∈ (0, 1]. Here the length scale of nonlocality is , the size of time step is ∆t and the mesh size is h. The finite difference approximations are seen to converge to the Hölder solution at the rate Ct∆t + Csh γ / 2 where the constants Ct and Cs are independent of the discretization. The semi-discrete approximations are found to be stable with time.
Introduction
In [29] and [32] a self consistent non-local continuum mechanics is proposed. This formulation known as peridynamics has been employed in the computational reproduction of dynamic fracture as well as offering dynamically based explanations for features observed in fracture, see e.g., [1, 5, 14-16, 24, 28, 31] . These references are by no means complete and a recent review of this approach together with further references to the literature can be found in [13] .
The peridynamic formulation expresses internal forces as functions of displacement differences as opposed to displacement gradients. This generalization allows for an extended kinematics and provides a unified treatment of differentiable and non-differentiable displacements. The motion of a point x is influenced by its neighbors through non-local forces. In its simplest formulation forces act within a horizon and only neighbors confined to a ball of radius surrounding x can influence the motion of x. The radius is autoreferred to as the peridynamic horizon. When the forces are linear in the strain and when length scale of nonlocality tends to zero the peridynamic models converge to the linear elastic model [4, 12, 26, 33] . On the otherhand if one considers non-linear forces associated with two point interactions that are initially elastic and then soften after a critical strain, then the dynamic evolutions are found to converge to an = 0 dynamics. This "limiting" dynamics is associated with a crack set and a displacement that satisfies the balance of linear momentum away from the crack set and has bounded elastic energy and Griffith surface energy, see [20, 21] and [18] . A numerical analysis of this two-point interaction or bond based peridynamic model is carried out in [17, 18] . In these works the a-priori convergence rates for finite difference and finite element methods together with different time stepping schemes are reported.
This article focuses on the numerical analysis of a state based peridynamic fracture model governed by forces that are initially elastic and then soften for sufficiently large tensile and hydrostatic strains. Attention is given to the prototypical state-based peridynamic model proposed in [23] . The analysis performed here provides a-priori upper bounds on the convergence rate for a numerical scheme that applies the finite difference approximation in space and the forward Euler discretization scheme in time. The state based peridynamic model treated here has two components of non-local force acting on a point. The first force is due to tensile strains acting on x by its neighbors y, while the second force is due to the net hydrostatic strain on x associated with the change in volume about x. In this article we analyze the convergence of the numerical scheme for two different cases of constitutive law relating non-local force to strain. For the first case we take both tensile and hydrostatic forces to be initially linear and increasing with the strain and then after reaching critical values of tensile and hydrostatic strain respectively the forces decrease to zero with strain, ) while the tensile force is initially linear and then decreases to zero after a critical tensile strain is reached, see Figure 1 (b). The choice of the two constitutive models studied here is motivated by the prospect of simulating materials that exhibit failure due to extreme local tensile stress or strain or materials that fail due to extreme local hydrostatic stress or strain. Here the quadratic potential function for the dilatational strain can be associated with materials that fail under extreme local tensile loads while the convex-concave dilatational potential function can be associated with materials in which fail under extreme local hydrostatic loads.
We consider the class of Hölder continuous displacement fields and show the existence of a unique Hölder continuous evolution for a prescribed Hölder continuous initial condition and body force, see Theorem 1 . To obtain a-priori bounds on the error, we develop an L 2 approximation theory for the finite difference approximation in the spatial variables and the forward Euler approximation in time, see section 4. We show that discrete approximations converge to the exact Hölder continuous solution uniformly over finite time intervals with respect to the L 2 norm. The a-priori rate of convergence in the L 2 norm is given by (C t ∆t + C s h γ / 2 ), where ∆t is the size of the time step, h is the size of spatial mesh discretization, γ ∈ (0, 1] is the Hölder exponent, and is the length scale of nonlocal interaction relative to the size of the domain, see Theorem 3 The constant C t depends on the L 2 norm of the time derivatives of the solution, C s depends on the Hölder norm of the solution and the Lipschitz constant of peridynamic force. We point out that the convergence results derived here can be extended to general single step time discretizations using arguments provided in [18] . Although the constitutive law relating force to strain is nonlinear we are still able to establish stability for the semi-discrete approximation and it is shown that the energy at any given time t is bounded above by the energy of the initial conditions and the total work done by the body force up to time t, see Theorem 2.
The primary new contribution of this paper is that a-priori convergence rates are established for numerical schemes used for simulation of a prototypical state based peridynamic model. In this model the constitutive behavior is non-linear, non-convex and material properties can degrade during the course of the evolution. It is pointed out that there is now a significant number of investigations examining the numerical approximation of singular kernels for non-local problems with applications to nonlocal diffusion, advection, and continuum mechanics. Numerical formulations and convergence theory for nonlocal p-Laplacian formulations are developed in [9] , [27] . Numerical analysis of nonlocal steady state diffusion is presented in [34] and [25] , and [7] . The use of fractional Sobolev spaces for nonlocal problems is investigated and developed in [11] . Quadrature approximations and stability conditions for linear peridynamics are analyzed in [36] and [30] . The interplay between nonlocal interaction length and grid autorefinement for linear peridynamic models is presented in [6] . Analysis of adaptive autorefinement and domain decomposition for the linearized peridynamics are provided in [3] , [19] , and [2] . This list is by no means complete and the literature continues to grow rapidly.
The paper is organized as follows. In section 2, we describe the nonlocal model and state the peridynamic equation of motion. The Lipschitz continuity of the peridynamic force and global existence of unique solutions are presented in section 3. The finite difference discretization is introduced in section 4. We demonstrate the energy stability of the semi-discrete approximation in subsection 4.1. In subsection 4.2 we give the a-priori bound on the error for the fully discrete approximation, see Theorem 3. The Lipschitz continuity of the peridynamic force and stability of the semi-discrete approximation are proved in section 5 and section 6. In section 7 we summarize our results.
Nonlocal Dynamics
We now formulate the nonlocal dynamics. Let D ⊂ R d denote the material domain of dimension d = 2, 3 and let the horizon be given by > 0. We make the assumption of small (infinitesimal) deformations so that the displacement field u :
is small compared to the size of D and the deformed configuration is the same as the reference configuration. We have u = u(t, x) as a function of space and time but will suppress the x dependence when convenient and write u(t). The tensile strain S between two points x, y ∈ D along the direction e y−x is defined as
where e y−x = y−x |y−x| is a unit vector and "·" is the dot product. The influence function J (|y − x|) is a measure of the influence that the point y has on x. Only points inside the horizon can influence x so J (|y − x|) nonzero for |y − x| < and zero otherwise. We take J to be of the form: J (|y − x|) = J( |y−x| ) with J(r) = 0 for r ≥ 1 and 0 ≤ J(r) ≤ M < ∞ for r < 1. We also introduce the boundary function ω(x) providing the influence of the boundary on the non-local force. Here ω(x) takes the value 1, for all x ∈ D, an distance away from ∂D. As x approaches ∂D from the interior, ω(x) smoothly decays from 1 to 0 on ∂D and is extended by zero outside D.
The spherical or hydrostatic strain at x is a measure of the shape change about x and is given by
where ω d is the volume of the unit ball in dimension d = 2, 3, and H (x) denotes the ball of radius centered at x.
The class of nonlocal potentials
Motivated by potentials of Lennard-Jones type, the force potential for tensile strain is defined by
and the potential for hydrostatic strain is defined as
where W (S(y, x, u(t))) is the pairwise force potential per unit length between two points x and y and V (θ(x, u(t))) is the hydrostatic force potential density at x. They are described in terms of their potential functions f and g, see Figure 1 and Figure 2 . The potential function f represents a convex-concave potential such that the associated force acting between material points x and y are initially elastic and then soften and decay to zero as the strain between points increases, see Figure 1 . The first well for W (S(y, x, u(t))) is at zero tensile strain and the potential function satisfies
The behavior for infinite tensile strain is characterized by the horizontal asymptotes lim S→∞ f (S) = C + and lim S→−∞ f (S) = C − respectively, see Figure 1 . The critical tensile strain S + c > 0 for which the force begins to soften is given by the inflection point r + > 0 of f and is
The critical negative tensile strain is chosen much larger in magnitude than S + c and is
with r − < 0 and r + << |r − |. We assume here that the all the potential functions are bounded and have bounded derivatives up to order 3, We denote the i th derivative of the function f by f (i) , i = 1, 2, 3. Let C f i for i = 0, 1, 2, 3 denote the bounds on the functions and derivatives given by
and C f i < ∞ for i = 0, 1, 2, 3. We will consider two types of potentials associated with hydrostatic strain. The first potential we consider is a quadratic potential characterized by a quadratic potential function g with a minimum at zero strain. The second potential we consider is characterized by a convex-concave potential function g, see Figure 2 . If g is assumed to be quadratic then the force due to spherical strain is linear and there is no softening of the material. However, if g is convex-concave the force internal to the material is initially linear and increasing but then becomes decreasing with strain as the hydrostatic strain exceeds a critical value. For the convex-concave g, the critical values 0 < θ + c and θ − c < 0 beyond which the force begins to soften is related to the inflection point r + * and r − * of g as follows θ
The critical compressive hydrostatic strain where the force begins to soften for negative hydrostatic strain is chosen much larger in magnitude than θ
When g is convex-concave we assume it is bounded and has bounded derivatives up to order three. These bounds are denoted by C g i < ∞ for i = 0, 1, 2, 3 and,
Peridynamic equation of motion
The potential energy of the motion is given by In this treatment the material is assumed homogeneous and the density ρ is constant. We denote the body force by b(x, t) and define the Lagrangian 
where
Here L T (u) is the peridynamic force due to the tensile strain and is given by
and L D (u) is the peridynamic force due to the hydrostatic strain and is given by
The dynamics is complemented with the initial data
and we prescribe zero Dirichlet boundary condition on the boundary ∂D
The zero boundary value is extended outside D by zero to R d . Last we note that since the material is homogeneous we will divide both sides of the equation of motion by ρ and assume, without loss of generality, that ρ = 1.
Existence of solutions
is the closure of continuous functions with compact support on D in the supremum norm. Functions in C 0 (D) are uniquely extended to D and take zero values on ∂D, see [8] . In this paper we extend all functions in C We consider the first order system of equations equivalent to Equation 12. Let y 1 (t) = u(t), y 2 (t) = v(t) with v(t) =u(t). We form the vector y = (y 1 , y 2 )
T where
T with
The initial boundary value associated with the evolution Equation 12 is equivalent to the initial boundary value problem for the first order system given by
with initial condition given by
We next show that F (y, t) is Lipschitz continuous.
Proposition 1 Lipschitz continuity and bound
We suppose that the boundary function ω belongs to C T , as defined in Equation 18 and Equation 19 , is Lipschitz continuous in any bounded subset of X. We have, for any y, z ∈ X and t > 0,
where L 1 is independent of u, v and , and depends on f , J, and g. The exponent α(γ) is 0 if γ ≥ 1/2 and is 1/2 − γ if γ ≤ 1/2. Furthermore, for any y ∈ X and any t ∈ [0, T ], we have the bound
We easily see that on choosing
. Moreover since L (u) takes the value 0 on ∂D we can conclude that L (u) also belongs to C 
, and right hand side b(t) continuous in time for t ∈ I 0 such that b(t) satisfies sup t∈I0 ||b(t)|| C 0,γ < ∞, there is a unique solution y(t) ∈ C 1 (I 0 ; X) of
or equivalently
where y(t) and y (t) are Lipschitz continuous in time for t ∈ I 0 .
The proof of this theorem follows directly from Proposition 1 and is established along the same lines as the existence proof for Hölder continuous solutions of bond based peridynamics given in [Theorem 2, [18] ]. We conclude this section by stating following result which shows the Lipschitz bound of peridynamic force in
Proposition 2 Lipschitz continuity of peridynamic force in L
2
Let f and g satisfy the hypothesis of Proposition 1, then for any
where the constants L 3 and L 4 are independent of , u and v. Here
The proofs of Proposition 1 and Proposition 2 are provided in section 5. We now describe the finite difference scheme and analyze the rate of convergence to Hölder continuous solutions of the peridynamic equation of motion.
Finite difference approximation
In this section we consider the discrete approximation to the dynamics given by finite differences in space and the forward Euler discretization in time. Let h denote the mesh size and be the associated discretization of the material domain D. In this paper we will keep the horizon length scale fixed and assume that the spatial discritization length satisfies h < < 1. Let i ∈ Z d be the index such that x i = hi ∈ D, see Figure 3 . Let U i be a the cell of volume h d corresponding to the grid point x i . The exact solution evaluated at grid points is denoted by (u i (t), v i (t)). Given any discrete set {û i } i,xi∈D , where i is index representing grid point of mesh, we define its piecewise constant extension asû
In this way we have representation of the discrete set as a piecewise constant function.
We now describe the L 2 -projection of the function u : D → R d onto the space of piecewise constant functions defined over the cells U i . We denote is the average of u over the unit cell U i as u i andũ (27) and the L 2 projection of u onto piecewise constant functions isũ given bỹ
, then we have
This lemma can be demonstraited easily by substituting Equation 28 forũ and using the fact that
We also note that first line of Equation 29 remains valid of x in a layer of thickness 2 surrounding D.
Stability of the semi-discrete approximation
We first introduce the semi-discrete boundary condition by settingû i (t) = 0 for all t and for all x i / ∈ D. Let {û i (t)} i,xi∈D denote the semi-discrete approximate solution which satisfies the following, for all t ∈ [0, T ] and i such that x i ∈ D,
whereû(t) is the piecewise constant extension of discrete set {û i (t)} i and is defined aŝ
The scheme is complemented with the discretized initial conditionsû
The total kinetic and potential energy is given by
and we introduce the augmented energy given bȳ
We have the stability of the semi-discrete evolution.
Theorem 2 Energy stability of the semi-discrete approximation Let {û i (t)} i,xi∈D be the solution to the semidiscrete initial boundary value problem Equation 30 andû(t) denote its piecewise constant extension. Similarly letb(t, x) denote the piecewise constant extension of {b(t, x i )} i,xi∈D . If f and g are convex-concave type functions satisfying Equation 8 and Equation 10, then the total energy E (û)(t) satisfies,
and the constant C is independent of and h. If f is a convex-concave type function satisfying Equation 8 and g is quadratic then the augmented energyĒ (û)(t) satisfies,
where the constants C 1 and C 2 are independent of and h.
We provide proof of Theorem 2 in section 6. We now discuss the fully discrete scheme.
Time discretization
Let ∆t be the size of the time step and [0, T ] ∩ (∆tZ) be the discretization of the time domain. We denote the fully discrete solution at (t k = k∆t, 
The initial condition is enforced by settingû
We note that the forward difference scheme for the system reduces to the central difference scheme for the second order differential equation Equation 12 on substitution of Equation 35 into Equation 36.
Convergence of approximation
In this section we provide an upper bound on the convergence rate of the fully discrete approximation to the Hölder continuous solution as measured by the L 2 norm. The L 2 approximation error E k at time t k , for 0 < t k ≤ T , given by
The following theorem gives an explicit a-priori upper bound on the convergence rate.
Theorem 3 Convergence of finite difference approximation (forward Euler time discretization)
Let > 0 be fixed. Let (u, v) be the solution of peridynamic equation Equation 20 . We assume
. Then the finite difference scheme given by Equation 35 and Equation 36 is consistent in both time and spatial discretization and converges to the exact solution uniformly in time with respect to the L 2 (D; R d ) norm. If we assume the error at the initial step is zero then the error E k at time t k is bounded and satisfies
where constant C s and C t are independent of h and ∆t and C s depends on the Hölder norm of the solution and C t depends on the L 2 norms of time derivatives of the solution.
Here we have assumed the initial error is zero for ease of exposition only. We remark that the explicit constants leading to Equation 37 can be large. The inequality that delivers Equation 37 is given by
where the constants L 3 , C t and C s are given by Equation 61, Equation 64, and Equation 65. The explicit constant C t depends on the spatial L 2 norm of the time derivatives of the solution and C s depends on the spatial Hölder continuity of the solution and the constant L 3 . The constant L 3 is bounded independently of horizon . Although the constants are necessarily pessimistic they deliver a-priori error estimates.
Error analysis
We split the error between (û
T in two parts as follows
In section subsubsection 4.2.3 we will show that the error between the L 2 projections of the actual solution and the discrete approximation for both forward Euler and implicit one step methods decay according to
And using ??lem:proj error we have
We now study the differenceû
Error analysis for approximation of L 2 projection of the exact solution
Let the differences be denoted by e k (u) :=û k −ũ k and e k (v) :=v k −ṽ k and their evaluation at grid points are e 
and
Here
are consistency error terms and are defined as
To prove this we start by subtracting (ũ
Taking the average over unit cell U i of the exact peridynamic equation Equation 20 at time t k , we will getṽ 
where from Equation 43
Note that from the exact peridynamic equation, we have 
and the lemma follows on applying the definitions given in Equation 43.
Consistency
In this section we provide upper bounds on the consistency errors. This error is measured in the L 2 norm. Here the upper bound on the consistency error with respect to time follows using Taylor's series expansion. The upper bound on the spatial consistency error is established using the Hölder continuity of nonlocal forces. Time discretization: We apply a Taylor series expansion in time to estimate τ k i (u) as follows
We form the L 2 norm of τ k i (u) and apply Jensen's inequality to get
A similar argument gives
Spatial discretization: From Equation 43 one can write
Applying Lemma 1 gives
Taking the L 2 norm and using the estimates given above yields the inequality
To expedite the calculations we employ the following notation for ξ ∈ H 1 (0),
We also write hydrostatic strain (see Equation 2 ) as follows
In our calculations we will also encounter various moments of influence function J theautorefore we define following termJ
Recall that J(|ξ|) = 0 for ξ / ∈ H 1 (0) and 0
On choosing u = u k and u =ũ k in L T given by Equation 51 we get
where we have applied Equation 8 and used the fact that |f (
From this we get
whereJ α for α ∈ R is defined in Equation 50. Clearly, i,xi∈D
We now estimate I 2 in Equation 47. We will consider g of convex-concave type satisfying C g i < ∞ for i = 0, 1, 2, 3 where C g 0 = sup |g(r)| and C g i = sup |g (i) (r)| for i = 1, 2, 3. It is noted that the upper bound for the choice of quadratic g is also found using the steps presented here. We can write L D (u)(x) (see Equation 15 ) as follows
Using this expression we have the upper bound
We proceed further as follows using expression of θ in Equation 49
|θ(
where we used Lemma 1 in last step. We combine above estimate in Equation 57 to get
Applying
gives
Here we define the constant
this is also the Lipschitz constant related to Lipschitz continuity of peridynamic force in L 2 , see Proposition 2. Thus, we have shown for g convex-concave that
The same arguments show that an identical inequality holds for quadratic g using the other definition of L 3 and this completes the estimation of the consistency errors.
Stability
In this subsection we establish estimates that ensure stability of the evolution and apply the consistency estimates of the previous subsection to establish Theorem 3. Let e k be the total error at the k th time step. It is defined as
To simplify the calculations, we collect all the consistency errors and write them as
and from our consistency analysis, we know that to leading order in ∆t and h that
where,
We take the L 2 norm of Equation 41 and Equation 42 and add them. Using the definition of τ we get
It now remains to estimate the last term in the above equation. We illustrate the calculations for convex-concave g noting the identical steps apply to quadratic g as well. Let
Choosing u =û k and u =ũ k with L T given by Equation 51 we get
. We will make use of the following inequality in the sequel. Let p(ξ) be a scalar valued function of ξ and α ∈ R then
On applying Equation 69 in Equation 68 with
where we substituted definition ofū k ξ andū k ξ and used inequality (a + b) 2 ≤ 2a 2 + 2b 2 in third step, and identified terms as e k (u) in last step. Since e k (u)(x) = i,xi∈D e k i (u)χ Ui (x), we have
We now estimate H 2 . Note that for 
We use inequality Equation 69 with C = C g 2 / 2 , α = 0, and p(ξ) = |θ(x i + ξ; e k (u))| + |θ(x i ; e k (u))| to get
where we used inequality (a + b) 2 ≤ 2a 2 + 2b 2 in the second step. We now proceed to estimate the first sum in the last line of Equation 73,
where we used expression of θ from Equation 49 in first step, and used 0 ≤ ω(x) ≤ 1 in the second step. The second summation on the last line of Equation 73 is also bounded above the same way. We apply inequality Equation 69 with C = 1, α = 0, and p(η) = |e k (u)(
where as before we have used the Cauchy inequality. We next apply the estimate Equation 75 to Equation 73 to see that
Finally, we apply the inequalities given by Equation 71 and Equation 76 to Equation 67 and obtain
) for convex-concave g. For the case of quadratic g we have the same inequality but with )e k + ∆te k+1 + ∆tτ
Applying the inequality given by Equation 77 to Equation 66 gives
We now recursively substitute e j as follows
Since 1/(1 − ∆t) = 1 + ∆t + ∆t 2 + O(∆t 3 ), we have
Now, for any k ≤ T /∆t and using the identity (1 + a) k ≤ exp[ka] for a ≤ 0, we have
We write above equation in more compact form as follows
We use above estimate in Equation 78 and get following inequality for e
where we used the fact that 1/(1 − ∆t) = 1 + ∆t + O(∆t 2 ). Assuming the error in initial data is zero, i.e. e 0 = 0, and noting the estimate of τ in Equation 63, we have
and we conclude to leading order that
Here the constants C t and 
Proof of Lipschitz continuity for the non-local force
In this section, we prove Propositions 1 and 2.
Proof of Proposition 1
where b = sup t ||b(t)|| C 0,γ . Thus, to prove Equation 21 and Equation 22 of Proposition 1 we need to study the terms associated with L in the equations listed above. The peridynamic force L is sum of two forces, the tensile force L T and the dilatational force
We conclude listing estimates that will be used in the sequil. For u ∈ C 
for x, y ∈ D and ξ ∈ H 1 (0). Since u and ω are extended by zero outside D these estimates also hold for all points outside D.
Lipschitz continuity in Hölder space
In this subsection, we provide upper bounds on Equation 82.
Non-local tensile force For any
Applying Equation 51 and proceeding as in section subsubsection 4.2.4 we see that
A straightforward calculation gives the estimate
and on applying this Equation 86 we get
whereJ 1 is given by Equation 50. Next we derive a bound on
To analyze H we consider the function r :
and ∂r(l, x)/∂l =ū ξ (x) −v ξ (x). We write
and similarly we have
Substituting Equation 91 and Equation 92 into Equation 88
We now add and subtract ω ξ (x)f (r(l, x) · e ξ / √ s ξ )(ū ξ (y) −v ξ (y)), and note 0 ≤ ω ξ ≤ 1, to get
where we denoted first and second term on right hand side as H 1 and H 2 . Using the estimate
and |f (r)| ≤ C f 2 we see that
To bound H 2 , we add and subtract ω ξ (x)f (r(l, y) · e ξ / √ s ξ ) and further split the terms
where we used the fact that 0 ≤ ω ξ ≤ 1 in first term. We consider H 3 first. With |f (r)| ≤ C
Following estimates
We use the inequality above together with the estimate
We now consider
, and the following estimate
we have
Applying the inequalities Equation 97 and Equation 99 to Equation 95
Applying the upper bounds on H 1 and H 2 shows that
We substitute the upper bound on H in Equation 89 to find that 
and we have established the Lipschitz continuity of the non-local force due to tensile strain. Now we establish the Lipschitz continuity for the non-local dilatational force. For any u, v ∈ C 0,γ
The potential function g can either be a quadratic function, e.g., g(r) = βr 2 /2 or it can be a convex-concave function, see Figure 2a . Here we present the derivation of Lipschitz continuity for the convex-concave type g. The proof for the quadratic potential functions g is identical.
Let g be a bounded convex-concave potential function with bounded derivatives expressed by Equation 10 . As in previous sections we use the notation Equation 48 and Equation 50 and begin by estimating |θ(x; u) − θ(x; v)| where θ(x; u) is given by Equation 49. Application of the inequality |ū ξ (x) −v ξ (x)| ≤ 2||u − v|| C 0,γ , and a straightforward calculation shows that
We now bound |θ(x; u) − θ(y; u)| as follows
where we used |e ξ | = 1 and Cauchy's inequality in the first equation, added and subtracted ω(x + ξ)ū ξ (y) in the second equation and used the triangle inequality. Applying
We note that estimate Equation 105 and Equation 107 holds for all x, y ∈ D as well as for x and y in the layer of thickness 2 surrounding D.
Using Equation 56 we have
Since 
and we arrive at the estimate
Now we estimate
We write
to find
where we have rearranged the terms in last step. Application of the triangle inequality gives
Now write h ξ :
We now estimate h ξ (x, y) for any x, y in D and in the layer of thickness surrounding D.
Proceeding as before we define r :
Similarly,
Substitution of Equation 115 and Equation 116
in h ξ (x, y) gives
Adding and subtracting ω ξ (x)g (r(l, x))(θ(y; u) − θ(y; v)) gives
For I 1 , we note that 0 ≤ ω(x) ≤ 1 and |g (r)| ≤ C g 2 and proceed further to find that
Using the estimate given in Equation 107 we see that
Now we apply the inequality given in Equation 105 to I 2 to find that , y) )|dl.
Adding and subtracting ω ξ (x)g (r(l, y)) gives
The quantity |r(l, x) − r(l, y)| (see Equation 114) can be estimated as follows
where we used the fact that l ∈ [0, 1] and Equation 107. Using the inequality above and |ω ξ (x) − ω ξ (y)| ≤ 2|x − y| γ ||ω|| C 0,γ we get
Substituting Equation 119 and Equation 121 into Equation 117
We now apply Equation 122 to Equation 113 and divide both sides by |x − y| γ to see that
Collecting results inequalities Equation 109 and Equation 123 deliver the upper bound given by
Lipschitz continuity for L (u) Using Equation 103 and Equation 124 we get
Let α(γ) defined as follows: α(γ) = 0 if γ ≥ 1/2 and α(γ) = 1/2 − γ if γ ≤ 1/2. It is easy to verify that, for all γ ∈ (0, 1] and 0 < ≤ 1 max 1
Using α(γ) and renaming the constants we have
To complete the proof of Equation 21, we substitute the inequality above into Equation 81 to obtain
and Equation 21 is proved.
Bound on the non-local force in the Hölder norm
In this subsection, we bound ||L (u)|| C 0,γ from above. It follows from Equation 51 and a straightforward calculation similar to the previous sections that
Next we consider the non-local dilatational force L D . We show how to calculate the bounds for the case of a convex-concave potential function g. When g is quadratic we can still proceed along identical lines. We use the formula for L D (u)(x) given by Equation 56 and perform a straightforward calculation to obtain the upper bound given by
We have the estimate
Using
, and the estimate on |θ(x; u) − θ(y; u)| given by Equation 107, we obtain
Last we combine results and rename the constants to get
This completes the proof of Equation 22.
Proof of Proposition 2
Given u, v ∈ L 2 0 (D; R d ) we find upper bounds on the Lipschitz continuity of the nonlocal force with respect to the L 2 norm. Motivated by the inequality
we bound the Lipschitz continuity of the nonlocal forces due to tensile strain and dilatational strain separately. We study L T first. It is evident from Equation 51 and using the estimate |f (r 1 ) − f (r 2 )| ≤ C f 2 |r 1 − r 2 |, and arguments similar to previous sections that we have
where we also substituted s ξ = |ξ|.
We apply Equation 69 to Equation 135 with
where we interchanged integration in last step. Using
we conclude that
In estimating
we will consider convex-concave g noting that the case of quadratic g is dealt in a similar fashion. From Equation 56 and using estimate |g (r 1 ) − g (r 2 )| ≤ C g 2 |r 1 − r 2 |, and proceeding as before we have 
where we used Cauchy's inequality and exchanged integration in the last step. It is easy to verify that
holds for all ξ ∈ H 1 (0). Combining this estimate and Equation 140 we see that
Estimates Equation 138 and Equation 141 together delivers (after renaming the constants)
where L 3 is given by Equation 61. This completes the proof of Proposition 2.
6 Energy stability of the semi-discrete scheme
In this section, we establish Theorem 2 for convex-concave potential functions g as well as for quadratic potential functions. We recall the semi-discrete problem introduced in subsection 4.1.
We first introduce the semi-discrete boundary condition by settingû i (t) = 0 for all t and for all x i / ∈ D. Let {û i (t)} i,xi∈D denote the semi-discrete approximate solution which satisfies the following evolution, for all t ∈ [0, T ] and i such that x i ∈ D,
whereû(t) is the piecewise constant extension of {û(t)} i,xi∈D , given bŷ
LetL (û(t))(x) be defined asL
and defineb(t) similarly. From Equation 143 noting the definition of piecewise constant extension
where the error term σ(x, t) is given by
We split σ into two parts
Multiplying both sides of Equation 144 byu(t) and integrating over D gives
where (·, ·) denotes the L 2 -inner product.
Estimating σ
We proceed by estimating L 2 -norm of σ(t). It follows easily from Equation 51 that
We now deal with two cases of g separately. 
2. Quadratic type g: In this case we have g (r) = g (0)r. Let x ∈ U i , i.e. in the unit cell of the i th mesh node. To simplify the calculations let u =û(t) (and later we will use the fact thatû is piecewise constant function). From Equation 56, we have − ω ξ (x)(θ(x + ξ; u) + θ(x; u)) e ξ dξ .
Now consider the function a(x, ξ) defined as a(x, ξ) = θ(x + ξ; u).
We then have 
Thus on an interchange of integration we have 
where we used the fact that 0 ≤ ω(x) ≤ 1 and definition ofū η (x + ξ). We now apply inequality 
where we have also used the inequality (a + b) 2 ≤ 2a 2 + 2b 2 . This inequality holds for all x and ξ which includes x = x i and ξ = 0.
With estimate on |a(x, ξ)| 2 and the fact that u is a piecewise constant function defined over unit cells U i , we immediately have 
where we substitutedû(t) for u. Combining above estimate with Equation 156 we get
Finally, we use e the bound on I and substitute it into Equation 155 to show
On renaming the constants the bound on σ(t) can be summarized as
for convex-concave g, 
Energy inequality
From Equation 147 and noting the identity d dt E (û)(t) = (ü(t),u(t)) − (L (û(t)),u(t))
we have dE (û)(t) dt = (b(t),u(t)) + (σ(t),u(t))
When g is convex-concave we can apply identical steps as in the proof of Theorem 5 of [18] together with the estimate Equation 162 to obtain E (û)(t) ≤ E (û)(0) + tC
for all t ∈ [0, T ]. This completes the proof of energy satbility for convex-concave potential functions g. We now address the case of quadratic potential functions g. We introduce the energyĒ (û)(t) given byĒ (u)(t) := E (u)(t) + 1 2 ||u(t)|| 
This completes the proof of Theorem 2.
Conclusions
In this article, we present an a-priori convergence analysis for a class of nonlinear nonlocal peridynamic models. We have shown that the convergence rate applies, even when the fields do not have well-defined spatial derivatives. The results are valid for two different classes of state-based peridynamic models depending on the potential functions associated with the dilatational energy. For both models the potential function characterizing the energy due to tensile strain is of convexconcave type while the potential function for the dilatational strain can be either convex-concave or quadratic. The convergence rate of the discrete approximation to the true solution in the mean square norm is given by C(∆t + h γ / 2 ). Here the constant depends on the Hölder and L 2 norm of the true solution and its time derivatives. The Lipschitz property of the nonlocal, nonlinear force together with boundedness of the nonlocal kernel plays an important role. It ensures that the error in the nonlocal force remains bounded when replacing the exact solution with its approximation. This, in turn, implies that even in the presence of mechanical instabilities the global approximation error remains controlled by the local truncation error in space and time. The analysis shows that the method is stable and one can control the error by choosing the time step and spatial discretization sufficiently small.
