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It is established that a vector variable (X, ,..., XJ has a multivariate normal 
distribution if for each Xi the regression on the rest is linear and the conditional 
distribution about the regression does not depend on the rest of the variables, 
provided the regression coefficients satisfy some mild conditions. The result is 
extended to the case where Xi themselves are vector variables. 
1. IN-TR~DUCTI~N 
In a previous paper (Khatri and Rao [4]), the authors considered some 
characterizations of the multivariate normal distribution based on properties 
of linear functions of independent vector variables. In the present paper, we 
study similar problems considering linear functions of dependent vector variables. 
The problem arose out of recent work by one of the authors (Rao [6, 71) on 
characterizations of prior distributions. More specifically, Rao considered the 
problem of characterizing the distribution of vector variables X, , X, such that 
X, + A1,X, and X, are i.d. (independently distributed) and X, + A,,X, 
and X1 are i.d. 
We consider problems of the above type but involving more than two vector 
variables. We note that some of these problems have been partially investigated 
by Fisk [I], but unfortunately the statements of his theorems seem to be 
incorrect due to an error in the solution of the functional equation that arises 
in the problem. The correct statements are given in Theorems l-5 of Section 3 
of our paper. 
One important result established is that a vector variable (X1 ,..., X,) has an 
m.n.d. (multivariate normal distribution) if the regression of Xi on the rest of 
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the variables is linear and the conditional distribution of Xi about the regression 
does not depend on the rest of the variables, provided the regression coefficients 
satisfy some mild conditions. Other results relate to cases where Xi themselves 
are vector variables. 
2. PRELIMINARY LEMMAS 
We consider some lemmas that are used in the proofs of the Main Theorems 
of Section 3 of the paper. 
LEMMA 1. Let X and Y be a pair of r.v.‘s (random variables) such that the 
marginal distribution of Y is degenerate. Then, X and Y are i.d. (independently 
distributed). 
LEMMA 2. Let X and Y be independent r.v.‘s such that X + Y and Y are i.d. 
or E(X + Y 1 Y) = constant or E(Y j X + Y) = constant. Then, Y is degenerate. 
LEMMA 3. Let X and (Y, Z) be i.d. If X + Y and Z are i.d., and the c.f. of 
X does not vanish anywhere, then Y and Z are i.d. 
(Note that the notation (Y, Z) is used when we want to consider the r.v.‘s 
Y and Z jointly). 
In Lemmas 1, 2, and 3, the r.v.‘s can take values in any vector space. The 
results are easy to prove and the proofs are omitted. 
LEMMA 4. Let A = (aij) be an n x n matrix such that the first (n - 1) 
principal subdeterminants are not zero. Then, A admits the decomposition A = TS, 
where T = (tii) is lower triangular with tii # 0 except possibly for i = n(t,, = 0 
isf 1 A / = 0), and S = (sij) is upper triangular with sii = 1 for all i. Further, 
(al, , a2T ,..., arAlsr) is a nonnull vector $f (s,, ,..., s,-~,~) is a nonnull vector, and 
(air ,..-, a7-l.r, a7+1.r ,.-, a,,) is a nonnull vector i# (s17 ,..., s,-I,r , tr+l.r ,..., tnr) is 
a nonnull vector for r = I,..., n. 
LEMMA 5. Let A = (A,) be a matrix with k partitions of rows and columns 
such that the determinant 
f a Y  = 1, 2 ,..., k - 1. (2.1) 
Then, A admits the decomposition A = TS, where T = (Tii) is lower triangular 
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in partitions with Tii as nonsingular except possibly for i = k(T,, is singular if A 
is singular), and S = (&) is upper triangular with Sii = I for all i (of appropriate 
orders). Further, 
IT (2.2) 
for j < Y - 1, and 
i T,, . T,, 0 . ... . . 0 . 
Tj, Tj2 ... T, 
(2.3) 
The proofs of Lemmas 4 and 5 follow on standard lines (see Khatri [3]). 
We quote an important lemma from Khatri and Rao [4] (also given by Kagan, 
Linnik, and Rao [2, p. 472, Theorem A. 4.2.]), which plays an important role 
in the proofs of Main Theorems of the present paper. 
LEMMA 6. Let & be a complex valued and continuous function defined on a real 
Euclidean space of dimension pi , and let Ci be an m x pi matrix, i = I,..., s 
such that 
vw,‘t) + ... + +s(c;t) = Pdf), 
R(Ci : Cj) = R(C,) + R(Cj), i = I, 2,..., Y and j = Y + I,..., s, 
where P, is a polynomial of degree k and R(A) denotes rank of A. Then 
4l(Clv + ... + #G’t) and ~,+l(C~+lt) + “. + #&‘t), 
are polynomials in t of degree utmost max(k, s - 2). 
3. THE MAIN THEOREMS 
THEOREM 1. Let XI , X, , VI , U, be Y.V.‘S de$ned on R’ such that with respect 
to suitable constants aI and azl the following conditions (a) and (b) hold: 
(a) 2, = X, + al,X, + U, and (X, , U, , U,) are i.d. 
(b) 2, = a,,XI + X, + U, and (XI , U, , U,) are i.d. 
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Then: 
(i) 2, is degenerate and Z, is arbitrary if aI, = 0 and azl # 0, while Z, is 
degenerate and Z, is arbitrary ;f azl = 0 and a,, # 0. 
(ii) (Z, , Z,) has a b.n.d. (biwariate normal distribution) if a,, # 0, azl # 0. 
(iii) In any case, (Z, , Z,) and (U, , U,) are i.d. 
Proof. The proof follows on the same lines as in Rao [6, 71. Note that under 
the conditions of the theorem, Z, = a,,Z, + (1 - a,,a,,) X, + U, - a,,U, 
and (Z, - alzX, , U, , U,) are i.d. Also, Z, and (Xa , U, , U,) are i.d. 
If aai # 0 and ui2 = 0, applying Lemma 2, Z, degenerate and Z, is arbitrary. 
A similar result holds when aI # 0 and azl = 0, which proves (i). 
If (1 - a12az1) = 0, aI, # 0, azl # 0, repeated applications of Lemma 2 show 
that U, - azl U, and Z, , and hence, Z, are all degenerate, which is a special 
case of a b.n.d. If 1 - a12az1 # 0, aI2 # 0, aSI # 0, 
a21 Zl + W (3-l) 
1 - a12a21 zl _ w 
al2 (3.2) 
are i.d., where W = (1 - a12a2J X2 + U, - azlU, . Since Zr and W are i.d., 
the Darmois-Skitovic theorem shows that Z, and W are normal variables. 
Hence, (Z, , Z, = a,,Z, + W) has a b.n.d. 
The results (i) and (ii) imply (iii) by using Lemma 3. Theorem 1 is established. 
Note 1. Since (3.1) and (3.2) are id., we must have 
a,,(1 - al24211 
“1 
2 _ 2 _ o 0’2 - 7 
aI2 
(3.3) 
where ui2 and u22 are variances of Z, and W, respectively. The Eq. (3.3) shows 
that (Z, , Z,) is necessarily degenerate if a12az1 < 0, or a,,a,, 3 1. 
THEOREM 2. Let Z, X, and U be k-vector variables such that Z = AX + U, 
where the diagonal elements of A are all unities and Zi is distributed independently 
of (X, ,..., X,-I , Xi+1 ,..., X, , U) for i = 1, 2 ,..., k, where Zi and Xi are the 
ith components of Z and X, respectively. Then, (a) Z has an m.n.d., and (b) Z and U 
are i.d. ;f e-very column of A has at least two nonnull elements. 
Proof. Applying Theorem 1 for Zi = xi + aijxj + Q , and Zj = 
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a-, + aiixi + Q (Q and qi being linear functions of the elements of X and U 
except Xi and Xj), we get for each i # j = 1, 2 ,..., k, 
(i) ajjZi is normally distributed, and (3.4) 
(ii) (&, Zi) and (X, ,..., X;.-, , Xi+l,..., Xj-1, X,+l ,..., X,, U), are i.d. (3.5) 
Hence, (3.4) along with every column of A having two nonnull elements implies 
that Zj , J’ = 1, 2 ,..., k, are normally distributed. For their joint normality, we 
can proceed step by step as follows: 
Z2 = h-G + wl) is normal, and 2, and w1 are i.d. 
S- zu, is normally distributed by Cramer’s theorem. 
This proves that 
is jointly normal. This shows that any two Zi’s are jointly normal. Now, note that 
(2) = (za) Zr + (zi) and Z, and (::I, are i.d. (3.6) 
* (we) is normally distributed by Cramer’s theorem. 
WZ 
This proves that 
(2) =(;jzl+Qj (3.7) 
is normally distributed. 
This shows that any three Zi’s are jointly normal. Extending this procedure, 
result (a) of Theorem 2 is established. 
To prove independence of Z and U, we note by Theorem 1, (2, , Zs) and 
(Xs ,..., X, , U) are i.d. Observe that Zs and (wa , X, ,..., X, , U) are i.d., and 
(2) = (zt) -G + Q and (X4 ,.-., -& , U) 
are i.d., where va depends on (XI, X, , X, ,..., X, , U). Then, noting that the 
c.f. of (aI3 , a,,)‘Za is nonvanishing anywhere, we conclude from Lemma 3 that 
~a and (X, ,..., X, , U) are i.d., and therefore, (~a , Za) and (X, ,..., X, , U) are 
i.d. This shows the independence of (Z, , Za , Zs) and (X, ,..., X, , U). 
Continuing the process, we establish result (b). This proves Theorem 2. 
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Note 2. The conditions on independence of variables given in Theorem 2 
imply that 
cov(Z, , Zj) = czjd V(.q = qj V(Z,), (3.8) 
so that the dispersion matrix of Z is AK, where K is a diagonal matrix with 
V(ZJ as the ith diagonal element. 
Note 3. If (X1 ,..., X, , U) has a nonsingular distribution or any (k - 1) 
of Z-i , i = 1, 2 ,..., k, are nondegenerate, then, all the principal minors of order 
i from A are nonzero for i = 1, 2 ,..., k. (A random variable X is said to have a 
nonsingular distribution if no linear function of X has a degenerate distribution.) 
Proof. Let us suppose that the principal subdeterminants do not vanish 
up to r - 1 and the rth vanishes. Applying Theorem 2 for 2, ,..., 2,-i , we have 
and (X, ,..., Xfi , U), are i.d. 
Further, there exist constants di ,..., d,-, such that 
Z, = 44 + ... + 4--J,-, + V, (3.9) 
where V depends on X,,, ,..., X, , U through linear functions. Also, there 
exist constants b, ,..., b,-, such that 
Z, and (Z, - b,X,. ,..., Zr-, - b,-,X,. , X,,, ,..., X, , U), are i.d. 
This implies that 
(3.10) 
z,=x+v and (X - cX,. , V), are i.d., (3.11) 
where X = d,Z, + ... + d,-,Z,-, and c = d,b, + ..* + d,-,b,-, . Then, using 
Lemmas 1 and 2, Z, is degenerate, which is contrary to assumption. The 
assertion made in the note is established. 
Note 4. The result of Theorem 2 that Z has an m.n.d. implies that the 
conditional distribution of X given U is m.n. if A is nonsingular. 
Note 5. Suppose that only the first s principal subdeterminants are nonzero, 
and the (s + l)th is zero for any ordering of the variables Xi ,..., X, . Then, the 
r.v.‘s Z,,, ,..., Z, are necessarily degenerate, while Z, ,..., Z, has an s-variate 
singular normal distribution. 
Note 6. Let (X, ,..., X,) be a k-vector variable with a nonsingular distribu- 
tion such that the regression of Xi on the rest of the variables is linear and the 
conditional distribution of Xi depends on the rest of the variables only through 
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the mean value. If the coefficient of Xi in at least one regression function is 
nonzero for i = 1, 2 ,..., K, then (X1 ,.,., X,) has an m.n.d. 
Note 7. If in Theorem 2, uji = 0 for i = l,..., i - 1, i + l,..., n, then Zi 
will have an arbitrary distribution and a,Jj , j = 1, 2 ,..., i - 1, i + l,..., n, 
are all degenerate. 
THEOREM 3. Let Xl , X, , U, , U, be vector variables and define 
Z, = X, + A,,& + U, t (3.12) 
Z, = &,X, + X, + Uz . (3.13) 
If Z, and (X, , U, , II,) are i.d., and Z, and (X, , U, , U,) are i.d., then 
(i) (A,,Z, , A,,Z,) has an m.n.d., and 
(ii) (Z, , Z,) and (U, , Ua) are i.d. 
Proof. From (3.12) and (3.13), 
Z, = A& + T,,X, + U and G - A,& 9 U> (3.14) 
are i.d., where T,, = I - AsIAI and U = U, - Aa,& . Representing the 
s.c.f.‘s of Zr and (X, , U) by f and g ( w h ere s.c.f. stands for the second charac- 
teristic function or the logarithm of the cf. defined in the neighborhood of the 
origin), we obtain from the condition (3.14), the functional equation 
f (B,‘t) + AB,‘t) + d%‘t) + M%‘t) = 0, (3.15) 
where gr and g, are suitably defined functions. The matrices B( are as follows: 
B, = if,, B, = (-;Aw 3, B, = [), B, = (8 8). (3.16) 
where the identity matrices are of suitable orders. It may be verified that 
R(B, : Bi) = R(B,) + R(B,), j = 2, 3, 4, (3.17) 
where R stands for the rank of a matrix. Using Lemma 6, we find that, under 
the condition (3.17), f is a polynomial, i.e., A,,& has an m.n.d. Similarly, 
A,,Za has an m.n.d. The joint normality of Aa,Z, and A,,Za follows from the 
relation 
A&z = MA&) + A,dT,& + U (3.18) 
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and the condition that Z, and T,,X, + U are i.d., which implies that A,, 
(T,,X, + U) has also an m.n.d. The result (i) is established. 
To prove (ii), let us observe that 
(a) Zz = A,,Z, + W and (U, , U,) are i.d., 
(b) Z, and (W, U, , U,) are i.d., and 
(c) the c.f. of A,,Z, does not vanish anywhere, 
where W = T,,X, + U as in (3.14). Applying Lemma 3, W and (U, , U,) 
are i.d. Then, (Z, , W) and (U, , U,) are i.d. => (Z, , Z,) and (Vi, U,) are i.d. 
Theorem 3 is proved. 
Note 8. If  C, and Z, are dispersion matrices of A12Z2 and A,,Zr , respectively, 
then it is easily seen that the covariance of A,,Z, and A,,Z, is Al,& = Z,AL, . 
From this, it follows that the characteristic roots of A,,A,, are all real and lie 
in [0, I]. The joint distribution of A,,Z, and A,,Z, is necessarily singular when 
a characteristic root is > 1 or < 0. 
Note 9. In Theorem 3, while (A,,Zr , A,,Z,) has an m.n.d., (I - A&A,,)‘Z, 
and (I - A;lA,,)‘Z, may have arbitrary distributions, where A- denotes a 
generalized inverse of A. 
Note 10. In Theorem 3, suppose that (3.13) is replaced by 
Z, = A,&, + &,X, + U, , (3.19) 
other conditions remaining the same. If  A,, is nonsingular, then we have the 
same results as in Theorem 3. Let A,, be singular, but T,, = A,, - A,,A,, is 
nonsingular. Then, following the arguments of Theorem 3, the following can 
be established: 
(a) (A,,Z, , A,,T;lZ,) has an m.n.d., and 
(b) (Z, , Z,) and (U, , U,) are id. 
Note 11. Suppose in Theorem 3, that Z, or Z, is a nondegenerate random 
variable. Then, I - A,,A,, and I - AlzAz, are nonsingular matrices. 
Note 12. Suppose that in Theorem 3, T,, = I - A,,A,, is nonsingular. 
Then, it is easy to establish from the independence of Z, = A,,Zr + W and 
Z, - A,,T;iW, where Z and W are i.d., that 
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are polynomials of the second degree in tl and t, , where fi and fi are s.c.f’s 
of Z, and Z, , respectively. 
THEOREM 4. Let X, , X, , and X, be vector variables such that 
Zi = Xi + AijXi + AikX, and (Xi, X,), are i.d. 
for (i,j, h) = (1, 2, 3), (2, 3, l), and (3,2, I). Then, 
(Ml 3 At& 9 A,&), has an m.n.d., 
where Ai’ = (A:, : Ahi), if 
(a) at least one of the matrices (I - A,,A,,), (I - A13A3J and (I 
is nonsingular, or 






Proof. Using Theorem 3, we find the condition (3.21) alone implies that 
(a) each of A,,Z1 , A& , A,,Z, , A3,Z2 , A,,Z, , A,,Z, , has an m.n.d. 
(3.24) 
(b) (Z, , Z,) and X, are Cd., (Z, , Z,) and X, are i.d., and (Z, , Z,) 
and X, are i.d. (3.25) 
Now, suppose that I - A,,A12 is nonsingular. Then, an application of Note 12 
together with (3.24) gives that A,Z, and A,Z, have m.n.d.‘s .Further, on account 
of (3.25), 
(“1 ( 
I _ I An X1 
Z, - A,, I X, + A3X3 I( 1 
and X3, are Ld., 
23 = @31X1 + A32&) + X3 and (Xl, X,), are i.d. 
Then, applying Theorem 3 and Note 10, A,Z, has an m.n.d. The joint normality 
of A,Z, , A,Z, and A,Z, is established as in Theorem 3. 
Now, suppose that A as defined in (3.23) is nonsingular. Then, using (3.25) 
and Note 10, it is easily shown that A,Z, , A,Z, and A,Z, have m.n.d.‘s. Then, 
as in Theorem 3, their joint normality can be established. Theorem 4 is proved. 
Note 13. It is seen that to establish (3.22) from (3.24) and (3.25), conditions 
90 KHATRI AND RAO 
such as (a) or (b) of Theorem 4 on the matrices Aij are assumed. Thus, the 
result (3.22) may not hold only if the matrices 
A, I- AnA,, 3 I- AsA, 7 and I - A,,A,, (3.26) 
are all singular. It is worth examining whether (3.22) can be established without 
any conditions on the matrices Aii . 
Note 14. If  in Theorem 4, it is assumed that any two of Z, , Z, , and Z, have 
nonsingular distributions, then, it immediately follows that the matrices (3.26) 
are all nonsingular. In such a case, (A,Z1, A,Z, , A,ZJ and (A,X, , A,X, , A3X3) 
have m.n.d.‘s. Further, if R(A,) is equal to the number of elements in Xi, 
i = 1, 2, 3, then (X, , X, , X,) has an m.n.d. 
Note 15. In Theorem 4, if it is assumed that A and any one of I - A,,A,, , 
I- A,As 9 and I - A,,A,, is nonsingular and fi(t) is the s.c.f. of Zi , 
i = 1, 2, 3, then 
f4A:. t) -fib) (3.27) 
is a second degree polynomial in t, where t’ = (fl’, tZ’, f3’) and Ai. is the ith 
column partition of A. 
THEOREM 5. Let X, ,..., X, and U, ,..., U, be vector variables and define 
Zi =AilX,+ . ..+AikXk+Ui. (3.28) 
with Aii = I (of suitable order), A = (Aij ; i, j = l,..., k), Aj is the jth column 
partition of A with A, omitted, j = l,..., k, and Ati, is the principal submatrix 
formed by first j row partitions and Frst j column partitions of A. Furtehr, let 
Zi and (X, ,..., XiMl , X,+1 ,..., X, , U), be i.d., i = l,..., k, 
where U represents all Ui . Then: 
(3.29) 
(9 (AA ,..., AkZk), has an m.n.d., and (3.30) 
(ii) (Z, ,..., Z,) and (U, ,..., U,), are i.d. (3.31) 
if (a) the matrices At11 ,..., A(*) are nonsingular, or (b) the matrices I - &jAji for 
all i # j are nonsingular. 
Proof. First, we shall prove the result under the sufficient condition (a). 
By Lemma 5, there exists a decomposition A = TS where S = (&) is 
upper triangular in partitions with Sii = I, and T = (T,,) is lower triangular 
in partitions with Tii nonsingular. Let X’ = (X1’,..., Xk’), U’ = (&‘,..., Uk’), 
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and w’ = (WI’,..., W,‘) = U’(T’-r + X’S’. Then, under the conditions of 
Theorem 5, Zi = TilWl + ... + TiiWi and (WI - SliWi ,..., Wipl - 
S,-,,iW,, W,+l ,..., Wk , U) are i-d. for i = l,..., k. Letfi(t) be the s.c.f. of Wi, 
i = l,..., k. Then, considering i = 1 and 2 and applying Theorem 3 and Note 12, 
fKltz + ‘G,td - fKG,td and fd%A + ‘G&J - fd’G.td, (3.32) 
are polynomials of the second degree in (tl , ts). Further, by applying Lemma 3, 
Wl , w, 3 ws I..., w, , U), are i.d. (3.33) 
Similarly, taking i = 3, and applying Theorem 3 and Note 12 and the results 
(3.32) and (3.33), we find that 
(4 fdTht3 + Tilt2 + TlltJ - fl(Wl>, fJG& + T& + %t,) 
--f,V;,tJ and f3K3f3 + Sat2 + WI) -f3K3t,), 
are polynomials of the second degree in t, , t, , t, , and (3.34) 
(b) W, , W, , W, , (W, ,..., W, , U), are i.d. (3.35) 
Proceeding in the same manner, we establish that 
(i) fj(Tijt, + ... -t T;+r.&+r + T& + S&t-r + *.* + S;,tr) 
-fj(T&), is a polynomial of second degree in t, ,..., tl, , and (3.36) 
(ii) WI ,..., WI, and U are i.d. (3.37) 
Since Zr ,..., Zk are functions of WI ,..., WI,, (3.37) proves the result (3.31) 
of Theorem 5. Taking 
Bi = (S;j ,.--, Si-l,j 9 Ti+,,j T.v.7 T;,), (3.38) 
(3.36) shows that 
B,W, ,..., BlcWt , have independent m.n.d.‘s. 
Noting that A = TS, it is easy to see that 
(3.39) 
A,T,,W ,..., &TwcWk, have independent m.n.d.‘s. (3.40) 
Observing that Zi = T,,W, + ... + TiiWi , i = l,..., k, the result (3.40) 
implies (3.30) of Theorem 5. 
Now, we shall prove Theorem 5 under the sufficient condition (b), viz, 
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that I - AijAii is nonsingular for every i #j. Let, as before, fi be the s.c.f. 
of zi , i = I,..., k. Considering (3.29) for two values i and j and applying 
Theorem 3 and Note 12, 
fi(A;itj + t<> -fi(ti) (3.41) 
is a polynomial of the second degree in ti , tj for every i # j. This shows that 
fi(A;it, + ... + &-d-l + ti + A;+&+, + ... + A&) -f&i>, (3.42) 
is a polynomial of the second degree in t, ,..., tk . Thus, 
AiZi has an m.n.d. for each i. (3.43) 
To prove the joint normality of AiZi , it is obvious from Theorem 3 that any 
two of (3.43), say A,-,Z,-, and AkZk are jointly normal. Then 
(A&1) = (Ax;$:+‘z-z) Zke2 + G, (3.44) 
where G is a linear function of all Ui , and all Xi except for i = k - 2, and 
hence, Z,-, and G are i.d. Then, by Cramer’s theorem, both the components on 
the right-hand side of (3.44) have m.n.d.‘s. This shows that (Ak-aZk-a , 
AkPIZkml , AkZk) has an m.n.d. We proceed in the same way, step by step, to 
establish the result (3.30) of Theorem 5. 
To prove the result (3.31), we note that by Theorem 3, (Z, , Z,) and 
w, ,..*, X, , U) are i.d. Observe that 
(2:) = (t:) Z, + Kz and (X, ,..., XI,, U), are i.d., (3.45) 
where Kz depends on (X, , X, , X, ,..., X, , U). ThenZ, and (K, , X, ,..., X, , U) 
are i.d. Noting that the c.f. of (A,,Z,, A2sZ3) is nonvanishing anywhere, we 
conclude from Lemma 3 that K, and (X, ,..., Xk , U) are i.d. Therefore, 
(Z,, KJ and (X4 ,..., XL7 U> are i.d. This shows the independence of (Z,, Za, Z,) 
and (X, ,..., Xk , U). Continuing the process, we establish the desired result. 
Note 16. Let R(A,) = pi, the dimension of the vector variable Xi , 
i = I,..., k, in Theorem 5. Then, (Z, ,..., Z,) has an m.n.d., and 
cov(Zi , Zj) = A& = c,A$ , (3.46) 
where Ci = D(Z,), the variance covariance matrix of Zi . Hence, the dis- 
persion matrix of (Z, ,..., Z,) is of the form AK, where A = (Aij) and 
K = diag(C, , C, ,..., C,). 
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Note 17. In addition to the conditions R(A,) in Note 16, let A = (Aij) be 
nonsingular. Then, the conditional distribution of (X, ,..., X,) given (U, ,..., U,) 
is mn. and depends on U, ,..., U, only through the conditional expectation. 
Note 18. If  in Note 16, Ci is nonsingular for each i, then AK is positive 
definite and 
R(AijAii) = R(AjiAii) = R(A,) = R(A,,). 
Note 19. In Theorem 5, we have stated one of the sufficient conditions as 
nonsingularity of the principal minors Atl) ,..., Atk) . An alternative condition 
to this is the nonsingularity of the individual distributions of Z, ,..., Z,-, . 
Actually, Theorem 5 can be proved under the condition that AC,) ,..., Ackpl) are 
nonsingular, which is also implied by the nonsingularity of the individual 
distributions of Z, ,..., Zlcpl . The proof is a little involved in this case. 
Note 20. In Theorem 5, we assumed in the second alternative sufficient 
condition that all the matrices I - AijAji for i fj are nonsingular. In Theorem 
4, for the case k = 3, we needed only one such matrix to be nonsingular. To 
establish the result of Theorem 5 for a general k, we need nonsingularity of a 
much smaller number of appropriately chosen matrices of the form I - AijAji . 
For example, when k = 4, it is sufficient to have two nonsingular matrices, 
I - A,,A,, and I - A,,A,, . Again, the proof will be involveed. 
Note 21. Let Xi be a pi-vector variable, i = l,..., k, and (Xi ,..., X,) have 
a nonsingular distribution. If  (i) the regression of Xi on the rest is linear (i.e., of 
the form A,,X, + ... + Ai,ielXipl + Ai,i+rXi+, + ... + A,kX,), and (ii) the 
conditional distribution depends on the rest of the variables only through the 
mean value, and R(A,‘) = pi, where 
then (X, ,..., X,) has an m.n.d. 
Note 22. Theorems 3-5 can be extended to random variables Xi defined on a 
more general vector space like Hilbert space Hi , i = l,..., k. In such a case, the 
matrices Aij are replaced by linear bounded operators Aij and the rank conditions 
are replaced by range conditions similar to those given by Kumar and Pathak [5]. 
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