INTRODUCTION
The term``copula,'' coined by Sklar (1959) , is now common in the statistical literature, where it refers to a distribution function whose marginals are uniform on the interval [0, 1] . The importance of copulas as Article ID jmva.1998 .1809 , available online at http:ÂÂwww.idealibrary.com on a tool for statistical analysis and modelling stems largely from the observation that the joint distribution H of a set of n 2 random variables X i with marginals F i can be expressed in the form H(x 1 , ..., x n )=C[F 1 (x 1 ), ..., F n (x n )] in terms of a copula C that is uniquely determined on the set Ran F 1 _ } } } _Ran F n . When the F i 's are continuous, the dependence structure of the vector is thus totally characterized by C, on which rests the definition of most multivariate concepts and nonparametric measures of dependence (e.g., Joe, 1997) .
This paper is concerned with the more recent notion of``quasi-copula,'' introduced by Alsina et al. (1993) in order to show that a certain class of operations on univariate distribution functions is not derivable from corresponding operations on random variables defined on the same probability space. The same concept was also used by Nelsen et al. (1996) to characterize, in a given class of operations on distribution functions, those that do derive from corresponding operations on random variables.
Although the notion of quasi-copula is indeed useful, its definition is somewhat impractical. Following Alsina et al. (1993) , who investigated the concept in the bivariate case only, let a track refer to any subset B of the unit square that can be written in the form B= [(F (t) , G(t)) : 0 t 1]
for some continuous distribution functions F and G such that F (0)= G(0)=0 and F (1)=G(1)=1. A quasi-copula is then any function Q: [0, 1] 2 Ä [0, 1] such that for every track B, there exists a copula C B that coincides with Q on B, namely
The main purpose of this paper is to show that quasi-copulas can be characterized in operationally simpler terms as those functions Q: [0, 1] 2 Ä [0, 1] that meet the three following requirements:
(i) Q(0, x)=Q(x, 0)=0 and Q(x, 1)=Q(1, x)=x for all 0 x 1; (ii) Q(x, y) is non-decreasing in each of its arguments; (iii) Q satisfies Lipschitz's condition, that is, |Q(x$, y$)&Q(x, y)| |x$&x| + | y$& y| for all 0 x, x$, y, y$ 1.
The necessity of these conditions is established in Section 2 and their sufficiency is proved in Section 3. An alternative characterization is then briefly discussed in Section 4, where the distinction between copulas and proper quasi-copulas is highlighted. Finally, an example given in Section 5 shows that absolutely continuous quasi-copulas are not necessarily copulas. This answers in the negative an open question of Alsina et al. (1993) . The appendix contains the proof and a small numerical illustration of a technical lemma needed to establish the main result.
Many of the arguments presented herein extend almost immediately to the multivariate case; Proposition 1 provides an example. At the time of publication, however, it was not clear to the authors how the proof given in the appendix could be generalized to characterize quasi-copulas in higher dimensions. This will be the object of future research.
PROPERTIES OF QUASI-COPULAS
Let Q be a quasi-copula, in the sense given to that term by Alsina et al. (1993) . This section presents arguments which imply that Q then satisfies conditions (i), (ii), and (iii) listed above, and that Q(x, y) is comprised between the Fre chet bounds, viz.,
These observations may be conveniently summarized as follows.
Proposition 1. Every quasi-copula Q satisfies conditions (i), (ii), (iii), and (2). Turning to (ii), fix y # [0, 1] and let 0<x<x$<1. If B 3 is a track passing through the points (x, y) and (x$, y), and if copula C B 3 coincides with Q on this track, then clearly
which shows that Q(x, y) is non-decreasing in x for fixed y. The proof that Q(x, y) is also non-decreasing in y for arbitrary x # [0, 1] is similar.
To verify condition (iii), fix x, x$, y, y$ # [0, 1] and assume without loss of generality that x x$. Let B 4 be a track passing through the points (x, y) and (x$, y), and let B 5 be a track passing through the points (x$, y) and (x$, y$). Then there must exist copulas C B 4 and C B 5 such that
where the last inequality follows from the fact that copulas are known to satisfy Lipschitz's condition (cf., e.g., Lemma 6.1.9 in Schweizer and Sklar, 1983) . Finally, it may be seen that condition (2) is a consequence of (i), (ii) and (iii) combined. On one hand, one has Q(x, y) min[Q(x, 1), Q(1, y)]= min(x, y) in view of (i) and the fact that Q is non-decreasing in each of its arguments. On the other hand, it is immediate from conditions (ii) and (iii) that Q(1, 1)&Q(x, y) (1&x)+(1& y). Since Q(1, 1)=1, this yields Q(x, y) max(0, x+ y&1), as required.
Remark. It may be worth noting that the first inequality in (2) does not follow from conditions (i) and (ii) alone. To illustrate this point, consider the function
While it is clear that this function verifies both (i) and (ii), Q(3Â4, 3Â4)=27Â64<1Â2=max(0, 3Â4+3Â4&1).
A CHARACTERIZATION OF QUASI-COPULAS
This section contains a proof of the following result, which represents this paper's main contribution.
] is a quasi-copula if, and only if, it satisfies conditions (i), (ii), and (iii).
In view of the earlier proposition, one need only prove that if B is an arbitrary track and Q satisfies conditions (i), (ii), and (iii), then there must exist a copula C that coincides with Q on the set B.
When B=[(t, t) : 0 t 1], for example, the problem amounts to finding a copula C such that
In this case, an explicit solution exists, namely
As shown by Fredricks and Nelsen (1997) , this equation defines a copula satisfying (3) whenever Q :
Observe that property (a) is an immediate consequence of (i), and that (c) follows from (ii) and (iii). As for (b), it is a special case of (2), which was shown in Section 2 to derive from (i), (ii) and (iii) together.
When B differs from the main diagonal, however, it does not seem possible to exhibit a copula C that matches Q on that entire track. What can be done instead is obtain C as the limit of a sequence (C k ) of copulas coinciding with Q on nested subsets of B that become dense in it as k Ä .
The following lemma is the key to this argument. In order to maintain the flow of thought, its proof is deferred to the appendix.
Lemma. Let (x 1 , y 1 ), ..., (x n , y n ) be distinct points in [0, 1] 2 with 0 x 1 } } } x n 1 and 0 y 1 } } } y n 1. Let also q 1 , ..., q n be reals with 0 q 1 , ..., q n 1 and suppose that
Then there exists a copula C such that C(x i , y i )=q i , 1 i n.
In particular, let n=2 m for integer m 1 and consider the choice
where F and G are related to B by (1). Letting q i =Q(x i , y i ) for 1 i n, one can immediately see that the hypotheses of the lemma are verified. As a result, there must exist a copula C m that coincides with Q at each of these points.
The sequence (C m ) obtained in this fashion is tight, because each of its members concentrates its probability mass on the unit square. As a consequence of Helly's selection theorem (cf., e.g., Theorem 29.3 of Billingsley, 1995) , it must thus contain a converging subsequence (C m k ) whose limit is itself a copula.
This limiting copula, C, coincides with Q everywhere on B. To see this, fix t # [0, 1] and for each k 1, let i=i(m k ) be the largest integer 1 i 2 m k &1 for which
Because of the continuity of F and G, it is then possible to take m k sufficiently large to ensure that
simultaneously for a given =>0. Since C m k converges to C everywhere on [0, 1] 2 , one has also
for k sufficiently large. Keeping in mind that C m k (x i , y i )=Q(x i , y i ) for all 1 i 2 m k and that both Q and C m k satisfy the Lipschitz condition, one then has
As the choice of =>0 is arbitrary, the proof of Proposition 2 is complete.
Remark 2. In view of the above characterization, the class of quasicopulas coincides with the set { C of Definition 7.1.5 in the book of Schweizer and Sklar (1983) .
AN ALTERNATIVE CHARACTERIZATION OF QUASI-COPULAS
Since copulas are quasi-copulas, they clearly satisfy conditions (i), (ii), (iii), and hence (2). In fact, condition (i) is part of the definition of a copula, and the others are almost immediate consequences of the fact that a bivariate copula Q assigns non-negative mass to every set of the form
if 0 x x$ 1, 0 y y$ 1. Obviously, this condition could not possibly hold for proper quasi-copulas. However, one has the following result.
] is a quasi-copula if, and only if, it satisfies condition (i) and inequality (4) holds true whenever at least one of x, x$, y or y$ is either equal to 0 or to 1.
Proof. First suppose that Q is a quasi-copula. It is enough to consider what happens when one of the following holds: x=0, x$=1, y=0 or y$=1. If x=0, say, then (4) reduces to Q(x$, y$) Q(x$, y), which follows from (ii) since y y$ by assumption. Next, suppose x$=1. It must then be shown that Q(x, y)+ y$ Q(x, y$)+ y, which is an immediate consequence of Lipschitz's condition (iii). As similar arguments may be invoked mutatis mutandis for the cases y=0 and y$=1, Q assigns non-negative mass to all rectangles [x, x$]_[ y, y$] at least one of whose borders intersects with that of the unit square.
To show that the latter property, together with condition (i), is characteristic of quasi-copulas, it must be shown that (ii) and (iii) may be deduced from them. To prove that Q(x, y) is non-decreasing in its first argument for fixed y # [0, 1], say, observe that for arbitrary 0 x x$ 1, the mass associated with the set [x, x$]_[0, y] is non-negative, whence by (i), one has Q(x$, y) Q(x, y). The proof that Q is also monotone in y for fixed x is similar. 
AN ABSOLUTELY CONTINUOUS PROPER QUASI-COPULA
In their seminal work on this topic, Alsina et al. (1993) asked whether every absolutely continuous quasi-copula is necessarily a copula. In this section, Proposition 2 is used to answer this open question in the negative.
To be specific, consider the function Q : [0, 1] 2 Ä [0, 1] defined for all 0 x, y 1 by
where
It is clear that Q is absolutely continuous and satisfies condition (i). Using the elementary fact that &6x sin(2?x) 12x for all 0 x 1, it is easily seen that Q 1 (x, y)= Q(x, y)Â x and Q(x, y)Â y are both nonnegative on their domain, which implies that condition (ii) is also verified. Furthermore, it follows from the simple trigonometric inequality 12(x&1) sin(2?x) 6(1&x) that these two partial derivatives are bounded above by one on their domain. Thus, for fixed 0< y<1 and arbitrary 0 x, x$ 1, one has In other words, condition (iii) holds true.
In view of Proposition 2, therefore, Eqs. (5) and (6) jointly define an absolutely continuous quasi-copula. However, this function cannot be a copula, because 2 Q(x, y)Â x y is strictly negative when 1Â4< y<1Â2 and cos(2?x) is close enough to &1. The desired counter-example thus obtains.
Remark. It was shown by Rodr@ guez Lallena (1993, Theorem 2.43 and Corollary 2.44) that in order for a two-place function Q of the form (5) to be a copula, f must satisfy
for all 0 y 1. Such is not the case here, as the second property fails on the interval [1Â4, 1Â2].
APPENDIX: PROOF OF THE LEMMA
The result is first established in the cases n=1 and 2; induction is then used to complete the argument. At each stage, the objective is to show that there exists an absolutely continuous copula C such that C(x i , y i )=q i for all 1 i n. Its associated density can actually be made constant on sets of the form
with the conventions x 0 = y 0 =0 and x n+1 = y n+1 =1. In this manner, C is then characterized by the probability mass p i, j 0 assigned to R i, j for all 1 i, j n+1.
Observe that cast in such terms, the problem of defining a copula is actually equivalent to that of choosing the entries of an (n+1)_(n+1) contingency table with fixed marginals, represented by column and row sums
and
Assuming that 1 k n of the x i 's are distinct, and that 1 l n of the y i 's are distinct, there are (k+1)_(l+1) parameters, and (k+1)+(l+1) constraints, one of which is redundant. As is well known, this leaves (k+1)(l+1)&(k+l+1)=kl``degrees of freedom,'' before the additional constraints imposed by C(x i , y i )=q i , 1 i n, are taken into account. The essence of the proof rests in showing that under conditions (a) and (b), the latter constraints can also be accomodated. That this might be possible is not unreasonable a priori, given that kl n always, on account of the fact that the pairs (x i , y i ) are all distinct, by assumption.
Case n=1. The result is obvious unless it is assumed that 0<x 1 , y 1 <1. In the latter case, one must show that there exist non-negative reals p 1, 1 , p 1, 2 , p 2, 1 , and p 2, 2 verifying (8), (9) and C(x 1 , y 1 )=q 1 . With the latter condition, there is no degree of freedom left, so the only possible solution to this problem, if it exists, is given by
In order for this to be a valid choice for the p i, j 's, one must have
which is precisely condition (b). The statement of the lemma is thus true when n=1.
Case n=2. Although this situation could simply be covered by the induction step, it is worth treating separately to highlight the role of condition (a), which was vacuous in the previous case.
First assume that 0<x 1 <x 2 <1 and 0< y 1 < y 2 <1. There are then nine non-negative p i, j 's to select, given constraints (8), (9), C(x 1 , y 1 )=q 1 and C(x 2 , y 2 )=q 2 . The latter two requirements reduce the number of degrees of freedom from n 2 =4 to 2. The solution, if it exists, may thus be expressed as follows in terms of p 1, 2 and p 2, 1 , say
In particular, consider the choices
which guarantee that p 1, 2 , p 2, 1 , p 2, 3 , and p 3, 2 are all non-negative. To see that this is true also of the remaining p i, j 's, one may first use condition (b) to check that q 1 0 and q 2 x 2 + y 2 &1, and p 1, 2 x 1 &q 1 , p 2, 1 y 1 &q 1 .
These inequalities imply that p 1, 1 , p 3, 3 , p 1, 3 and p 3, 1 are non-negative, respectively. The final requirement, p 2, 2 0, is equivalent to p 1, 2 + p 2, 1 q 2 &q 1 , and it is a simple matter to verify (through a case by case analysis) that this holds true whenever condition (a) holds. The statement of the lemma is thus valid in this case.
Next assume that x 1 =x 2 and y 1 < y 2 . It is easy to see that the same p i, j 's as defined above still constitute a solution. In particular, p 2, 1 = p 2, 2 = p 2, 3 =0 as they should be, since those are the probabilities associated with the sets (x 1 , x 2 )_( y i&1 , y i )=< for i=1, 2, 3. As the case where x 1 <x 2 and y 1 = y 2 can be handled in a similar fashion, the statement of the lemma is valid in general for n=2.
Induction step. Now suppose that the result holds true for some integer n 1 and let 0 x 1 } } } x n+1 1 and 0 y 1 } } } y n+1 1 be such that either x i <x i+1 or y i < y i+1 for every 1 i n. Let also 0 q 1 , ..., q n+1 1 be such that 0 q i+1 &q i (x i+1 &x i )+( y i+1 & y i ) for all 1 i n and max(0, x i + y i &1) q i min(x i , y i ) for all 1 i n+1.
Ignoring the presence of the pair (x 1 , y 1 ) for a moment, invoke the induction hypothesis to claim the existence of an absolutely continuous copula C which verifies C(x i , y i )=q i for all 2 i n+1, and whose density is constant and equal to p i, j on the set R i, j as defined by (7) for 1 i, j n+2. Note that for this particular distribution, the value taken by the density is the same on R 1, i as on R 2, i for all 1 i n+2, with the understanding that x n+2 = y n+2 =1. By construction, the density is also constant and equal on R i, 1 and on R i, 2 for all 1 i n+2. It remains to see how C needs to be modified in order to accomodate the new constraint C(u, v)=q 1 . This involves redefining C on the sets R i, j with either i=1, 2, j=1, 2, or both.
Specifically, redefine C's density in such a way that p 1, 2 and p 2, 1 are as in Eqs. (10) and (11), respectively. This way, one can have both p 1, 1 =q 1 and p 2, 2 =(q 2 &q 1 )&( p 1, 2 + p 2, 1 ). Next, for every 3 i n+2, let s i and t i stand for the probabilities associated with R 1, i _ R 2, i and R i, 1 _ R i, 2 , respectively. For each such i, modify C's density so that
respectively, with the understanding that these quantities equal zero if the denominator vanishes. Finally, let
for 3 i n+2. Arguing exactly as in the case n=2, one can convince oneself easily that the resulting function is a copula satisfying C(x i , y i )=q i for all 1 i n+1. This completes the proof of the lemma.
A Numerical Example. To illustrate the constructive algorithm underlying the induction step of the above proof, suppose that one wishes to exhibit an absolutely continuous copula C such that C( 
ignoring the fact that these are the values taken at those points by the Farlie Gumbel Morgenstern distribution C(x, y)=xy+:xy(1&x)(1& y) with parameter :=1.
Starting from the largest pair (x 3 , y 3 )=(3Â4, 4Â5), one may argue as in the step n=1 of the proof to assign masses to the four sets obtained by crossing the intervals (0, x 3 ) and (x 3 , 1) with (0, y 3 ) and ( y 3 , 1). This yields the following frequency table, \ 12 63 8 17+ , whose row and column sums add up to 100. Next, introduce the pair (x 2 , y 2 )=(1Â2, 2Â5) and proceed as in step n=2 of the proof to assign masses to the nine rectangles obtained by crossing the intervals (0, x 2 ), (x 2 , x 3 ), (x 3 , 1) with their y counterparts, namely (0, y 2 ), ( y 2 , y 3 ), ( y 3 , 1). Letting q 1 =26Â100 and q 2 =63Â100 in Eqs. (10) and (11) Finally, apply the recipe described in the induction step of the proof to take into account the constraint introduced by the third point, (x 1 , y 1 )= (1Â4, 1Â5 If C is an absolutely continuous copula whose density is constant and assigns its mass proportionally to the entries of the above table for each of the 16 rectangles R i, j with 1 i, j 4, it is then a simple matter to check that condition (12) holds.
