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Résumé
La logique temporelle et le model-checking ont fait
leurs preuves pour formaliser des propriétés biologiques
de systèmes biochimiques complexes et vérifier auto-
matiquement leur satisfaction sur des modèles quan-
titatifs ou qualitatifs. Dans cet article, nous allons au
delà du model-checking en présentant un algorithme de
résolution de contraintes pour les formules de logique
temporelle du premier ordre sans quantificateur avec
contraintes sur les réels. Cet algorithme calcule le do-
maine des variables réelles apparaissant dans une for-
mule pour lequel la formule est satisfaite pour un modèle
donné. Nous illustrons cette approche pour la généra-
tion automatique de spécification en logique temporelle
à partir de données biologiques. Nous fournissons un en-
semble de motifs de formules biologiquement pertinentes
et les appliquons sur des données simulées d’un mo-
dèle du cycle cellulaire. Nous montrons sur ces exemples
que cette approche permet d’inférer automatiquement,
des propriétés semi-qualitatives, semi-quantitatives sur
les seuils de concentration, l’amplitude d’oscillations, les
propriétés de stabilité, de point de passage et d’influence
entre molécules.
1 Introduction
La logique temporelle et les algorithmes de model-
checking [11] ont fait leurs preuves pour formaliser
des propriétés biologiques de systèmes biochimiques
complexes et vérifier automatiquement leur satisfac-
tion sur des modèles quantitatifs ou qualitatifs, c’est
à dire booléens [13, 8, 9], discrets [3, 2], stochastiques
[4, 18], ou continus [5, 1, 8].
Cette approche repose sur un paradigme logique
pour la biologie des sytèmes qui consiste à faire les
identifications suivantes [14] :
modèle biologique = système de transition
propriété biologique = formule de logique temporelle
validation biologique = model-checking
Dans cette approche, les connaissances biologiques
expérimentales sont formalisées dans un langage basé
sur la logique temporelle. Le système biologique est
représenté par un système de transition qui peut être
défini par des règles [13, 16, 6], des réseaux de Petri
[22, 17], ou des algèbres de processus, [24, 7, 23, 12, 21],
etc....
Décrire de manière formelle un modèle biologique
mais aussi ses propriétés biologiques ouvre de grandes
possibilités de conception d’outils automatisés, inspi-
rés de la vérification de programmes, aidant le modé-
lisateur à concevoir, maintenir et valider ses modèles
[15].
Cependant, la formalisation des propriétés biolo-
giques en une spécification en logique temporelle est
une étape délicate et freine l’utilisation de cette ap-
proche.
Dans ce travail, nous explorons l’utilisation de ce
paradigme logique pour l’analyse de séries temporelles,
et l’inférence automatique de spécifications en logique
temporelle.
Des travaux précédents abordent l’inférence de cor-
rélations et d’influences, positives ou négatives, entre
molécules à partir de séries temporelles, particulière-
ment à partir de données d’expression génique [25, 19].
Cependant, à notre connaissance, l’inférence de for-
mules de logique temporelle à variables réelles à partir
de séries temporelles est nouveau.
Du point de vue de la logique temporelle, notre
travail revient à généraliser les algorithmes de
model-checking à des algorithmes de résolution de
contraintes, pour vérifier la satisfiabilité (au lieu de
la validité) de formules de logique temporelle sur une
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structure de Kripke linéaire, comme une trace de si-
mulation.
A notre connaissance, cette généralisation est nou-
velle.
Des travaux précédents dans cette direction ap-
pliquent les méthodes de model-checking aux traces de
simulation [20, 5, 1] mais pas les méthodes de résolu-
tion de contraintes permettant de calculer le domaine
des solutions des variables.
Dans cet article, nous généralisons l’algorithme de
model-checking de traces décrit dans [5] et rappelé
dans la section suivante à un algorithme de résolution
de contraintes pour le fragment des formules LTL sans
quantificateurs avec variables réelles.
Cette approche premier-ordre permet de calculer les
instanciations des formules qui sont satisfaites pour
une trace donnée, en donnant le domaine des variables
apparaissant dans la formule pour lequel elle est satis-
faite. Un résultat de complétude forte montrant que le
domaine calculé correspond exactement à l’ensemble
des solutions ainsi que la complexité en temps de l’al-
gorithme sont présentés Sec. 3.
Puis, nous illustrons la pertinence de cette ap-
proche à l’analyse de séries temporelles de données
biologiques. Nous fournissons un ensemble de for-
mules biologiquement judicieuses Sec. 4, et les éva-
luons sur des traces de simulation du cycle cellu-
laire Sec. 5. Nous montrons sur ces exemples que
cette approche permet d’inférer automatiquement, des
propriétés semi-qualitatives, semi-quantitatives sur les
seuils de concentration, l’amplitude d’oscillations, les
propriétés de stabilité, de point de passage et d’in-
fluence entre molécules.
Nous concluons sur la pertinence de cette géneralisa-
tion du model-checking à la résolution de contraintes
temporelles pour la modélisation de systèmes biolo-
giques, les résultats obtenus, et les perspectives pour
les travaux futurs.
2 Préliminaires sur le Model-checking de
Formules LTL avec Contraintes sur les
Réels
2.1 LTL avec Contraintes sur les Réels
La logique LTL Linear Time Logic [11] étend la lo-
gique propositionnelle par des opérateurs déterminant
à quels instants une formule est vérifiée dans un arbre
d’états, appelée une structure de Kripke.
Ces opérateurs temporels sont X (“next”, pour l’ins-
tant suivant), F (“finally”, pour un instant dans le fu-
tur), G (“globally”, pour tous les instants dans le fu-
tur), et U (“until”, jusqu’à ce que).
Ces opérateurs vérifient les propriétés de dualité sui-
vantes : ¬Xφ = X¬φ, ¬Fφ = G¬φ, ¬Gφ = F¬φ,
¬(ψ U φ) = (¬φ W ¬ψ), ¬(ψ W φ) = (¬ψ U ¬φ), et
Fφ = true U φ, Gφ = φ W false.
Une structure de Kripke (cf par exemple [11]) est un
couple K = (S,R) où S est un ensemble d’états sur
lesquels les propositions atomiques sont évaluées et où
R ⊆ S × S est la relation de transition entre états,
supposée totale (∀s ∈ S,∃s′ ∈ S s.t. (s, s′) ∈ R) Un
chemin de K, ayant pour origine s0 est une séquence
d’états infinie π = s0, s1, · · · tel que (si, si+1) ∈ R
pour tout i ≥ 0. Dans la suite, on utilisera la notation
πk pour représenter le chemin sk, sk+1, · · · .
La sémantique d’une formule LTL en un état s ou
un chemin π sur une structure de Kripke K est indiqée
dans le tableau 2.1.
s |= α ssi α est une formule propositionnelle
vraie en l’état s,
s |= ψ ssi pour tous les chemins π
commençant en s, π |= ψ,
π |= φ ssi s |= φ où s est le premier état de π,
π |= Xψ ssi π1 |= ψ,
π |= ψ U ψ′ ssi il existe k ≥ 0 tel que πk |= ψ′
and πj |= ψ pour tout 0 ≤ j < k.
π |= ψ W ψ′ ssi soit pour tout k ≥ 0, πk |= ψ.
soit il existe k ≥ 0 tel que πk |= ψ&ψ′
et pour tout 0 ≤ j < k, πj |= ψ.
π |=!ψ ssi π 6|= ψ,
π |= ψ & ψ′ ssi π |= ψ et π |= ψ′,
π |= ψ | ψ′ ssi π |= ψ ou π |= ψ′,
π |= ψ ⇒ ψ′ ssi π |= ψ′ ou π 6|= ψ,
Tab. 1 – Définition inductive de la valeur de vérité
d’une formule propositionnelle LTL sur un état s ou
sur un chemin π, pour une structure de Kripke donnée
K.
Une version de LTL avec contraintes sur les réels,
appelée Constraint-LTL, est utilisée dans Biocham
[5] pour exprimer des propriétés temporelles sur des
concentrations de molécules. Une approche similaire
est utilisée dans le projet Darpa BioSpice [1].
La logique LTL avec contraintes considère des for-
mules atomiques du premier ordre avec égalités, inéga-
lités et opérateurs arithmétiques sur les valeurs réelles
des concentrations et de leurs dérivées.
Par exemple F([A]>10) exprime le fait que la
concentration de A dépasse la valeur 10 à au moins un
moment dans le futur. G([A]+[B]<[C]) signifie que la
concentration de C est toujours supérieure à la somme
des concentrations de A et B. Les propriétés d’oscill-
lation, abrégées par oscil(M,K) sont définies comme
une succession de changements de signes de la dérivée
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de M au moins K fois :
F((d[M]/dt > 0) & F((d[M]/dt < 0)
& F((d[M]/dt > 0)...)))
La formule oscil(M,K,V) ajoute la contrainte que la
concentration maximum de M doit être supérieure au
seuil V au moins K fois.
Dans ce contexte, les structures de Kripke dans les-
quelles les formules LTL sont interprétées sont des
structures de Kripke linéaires qui représentent une
série temporelle, expérimentale ou simulée, complé-
tée par une boucle sur le dernier état. Ainsi, dans
un modèle décrit par un système d’équations différen-
tielles ordinaires (ODE), et en supposant que l’état
initial est complètement défini, des méthodes d’inté-
gration numérique (comme les méthodes de Runge-
Kutta ou Rosenbrock) permettent d’obtenir une simu-
lation discrète de la trace. La trace forme une struc-
ture de Kripke linéaire sur laquelle les formules LTL
avec contraintes peuvent être interprétées. Comme les
contraintes portent sur les concentrations mais aussi
sur leurs dérivées nous considérons des traces de la
forme
(< t0, ~x0, d~x0/dt, d2~x0/dt2 >,
< t1, ~x1, d~x1/dt, d
2~x1/dt
2 >, ...)
A chaque instant ti la trace associe les valeurs de
concentrations xi des variables ainsi que les valeurs
des dérivées premières et secondes dxi/dt et d2xi/dt2.
Ce choix de dérivées est justifié dans la section 4 pour
permettre de représenter les influences positives et né-
gatives entre les molécules. Il est intéressant de re-
marquer que dans les méthodes d’intégration à pas de
temps adaptatif, le pas de temps ti+1 − ti n’est pas
constant et est déterminé par une estimation de l’er-
reur causée par la discrétisation.
2.2 Algorithme de Model-Checking de Formules
LTL avec Contraintes
Supposons une structure de Kripke linéaire finie,
c’est à dire une châıne d’états contenant une boucle
sur le dernier état. Pour de telles structures, les algo-
rithmes standards de model-checking [11] peuvent être
aisément adaptés aux formules LTL avec contraintes
de la manière suivante :
Algorithme 1 (Model-checking de formules
LTL avec contraintes)[5, 1]
1. assigner à chaque instant de la trace les sous for-
mules atomiques de φ qui sont satisfaites à cet
instant ;
2. assigner les sous formules de la forme resp. Xφ au
prédécesseur immédiat d’un instant étiqueté par
φ ;
3. assigner les sous formules de la forme φ1 U φ2
aux instants précédant ceux étiquetés par φ2 et
cela tant que φ1 est vrai.
4. assigner les sous formules de la forme φ1 W φ2
au dernier instant de la trace s’il est étiqueté par
φ1, et aux prédécesseurs des instants étiquetés par
φ1 W φ2 tant que φ1 est vrai et assigner les sous
formules de la forme φ1 W φ2 aux instants pré-
cédant un instant étiqueté par φ1∧φ2 tant que φ1
est vrai ;
5. retourner les instants étiquetés par φ.
En particulier, étant donné un système d’ODEs et
une propriété temporelle φ à vérifier sur un horizon de
temps fini, le calcul d’une trace de simulation finie par
intégration numérique fournit une structure de Kripke
linéaire dans laquelle le dernier état est complété par
une boucle.
La notion d’état suivant (opérateur X) se réfère à
l’instant suivant dans la trace discrétisée, et n’implique
donc pas forcément un voisinage réel dans le temps.
Le raisonnement justifiant cet algorithme est que la
trace discrétisée comporte suffisamment de points, en
particulier aux endroits où la dérivée évolue rapide-
ment, pour évaluer correctement les formules de lo-
gique temporelle. Ceci a été vérifié en pratique pour
plusieurs exemples de modèles mathématiques publiés
[5].
3 Résolution de Contraintes de Logique
Temporelle pour les Formules LTL du
Premier Ordre sur les Réels sans Quan-
tificateur
3.1 Formules LTL du Premier Ordre sur les Réels
sans Quantificateur
Nous considérons ici le fragment sans quantifica-
teur des formules LTL du premier ordre sur les réels,
nommé QFLTL(R), c’est à dire les formules LTL avec
contraintes avec la possibilité d’avoir des variables
réelles dans les contraintes. Plus précisément, le lan-
gage des formules QFLTL(R) considéré dans cet article
est défini par la grammaire donnée dans le tableau 3.1.
Les négations et les implications peuvent être élimi-
nées en propageant les négations vers les contraintes
atomiques d’une formule.
A partir de maintenant, nous supposerons que
toutes les formules QFLTL(R) sont sous forme nor-
male sans négation.
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Qfltl =
Atom
| X(Qfltl)
| (Qfltl) U (Qfltl)
| (Qfltl) W (Qfltl)
| (Qfltl) ∧ (Qfltl)
| (Qfltl) ∨ (Qfltl)
| (Qfltl)⇒ (Qfltl)
| ¬(Qfltl)
Atom =
V aleur Op V ariable | V aleur Op V aleur
Op =
< | > | ≤ | ≥
V aleur =
float | [molecule] | d[molecule]/dt
| d2[molecule]/dt2 | Time
| V aleur + V aleur | V aleur − V aleur
| − V aleur | V aleur × V aleur
| V aleur/V aleur | V aleurV aleur
Tab. 2 – Grammaire des formules QFLTL(R).
3.2 Algorithme de Résolution de Contraintes
QFLTL(R)
Etant donné une structure de Kripke K avec des
états à valeurs réelles, et une formule QFLTL(R) φ(~x)
contenant n variables réelles, le problème de satisfac-
tion de contraintes, ∃~x ∈ Rn (φ(~x)), est le problème
consistant à déterminer une assignation ~v des variables
pour laquelle la formule φ est vraie. Autrement dit,
on recherche le domaine de validité Dφ ⊂ Rn tel que
K |=LTL ∀~v ∈ Dφ (φ(~v)).
Le domaine de validité Dφ de φ peut être calculé
par un algorithme similaire à l’algorithme de model-
checking de la section 2.2 :
Algorithme 2 (Résolution de contraintes
QFLTL(R))
1. étiqueter chaque instant de la trace par les sous
formules atomiques de φ et par leur domaine de
validité de la manière suivante :
– pour une formule atomique ψ sans variables,
étiqueter chaque instant ti par : (ψ,Dψ(ti) =
Rn) si ψ est vrai à l’instant ti et par
(ψ,Dψ(ti) = ∅) sinon ;
– pour une formule atomique de la forme [A] ≥ p
(c’est à dire de la forme value ≥ variable) éti-
queter chaque point ti par ([A] ≥ p,D[A]≥p(ti))
où D[A]≥p(ti) est le demi espace de Rn défini
par p ≤ [A](ti) ;
– procéder de la même façon pour les autres for-
mules atomiques contenant des variables ;
2. étiqueter chaque instant ti par la sous formule
ψ1 ∨ ψ2 et par son domaine de validité
Dψ1 ∨ ψ2(ti) = Dψ1(ti) ∪ Dψ2(ti) ;
3. étiqueter chaque instant ti par la sous formule
ψ1 ∧ ψ2 et par son domaine de validité
Dψ1 ∧ ψ2(ti) = Dψ1(ti) ∩ Dψ2(ti) ;
4. étiqueter chaque instant ti par la sous formule
Xψ et par son domaine de validité DXψ(ti) =
Dψ(ti+1) ;
5. étiqueter le dernier instant de la trace tn par la
sous formule ψ1 U ψ2 et par son domaine de va-
lidité Dψ1 U ψ2(tn) = Dψ2(tn). En commençant
par l’instant tn−1, étiqueter chaque instant ti par
la sous formule ψ1Uψ2 et par son domaine de va-
lidité :
Dψ1 U ψ2(ti) = Dψ2(ti) ∪ (Dψ1Uψ2(ti+1) ∩
Dψ1(ti)) ;
6. étiqueter le dernier instant de la trace tn par la
sous formule ψ1 W ψ2 et par son domaine de va-
lidité Dψ1 W ψ2(tn) = Dψ1(tn). En commençant
par l’instant tn−1, étiqueter chaque instant ti par
la sous formule ψ1Wψ2 et par son domaine de
validité :
Dψ1 W ψ2(ti) = (Dψ1(ti) ∩ Dψ2(ti)) ∪
(Dψ1Wψ2(ti+1) ∩ Dψ1(ti)) ;
7. retourner le domaine Dφ(ti) pour tous les points
ti où il n’est pas vide.
En particulier, étant donné un système d’ODEs et
une propriété temporelle φ avec variables, à vérifier
sur un horizon de temps fini, le calcul d’une trace de
simulation finie par intégration numérique fournit une
structure de Kripke linéaire à laquelle peut être ap-
pliqué l’algorithme de résolution de contraintes pour
déterminer le domaine de validité des variables rendant
φ vraie.
Rappelons qu’un orthotope de Rn est le produit car-
tésien de n intervalles de R. Les propositions suivantes
montrent que le domaine de validité calculé par l’algo-
rithme est une union finie d’orthotopes, et décrit exac-
tement l’espace des solutions pour le fragment choisi
des contraintes sur les réels.
Proposition 1 Le domaine calculé par l’algorithme
de résolution de contraintes QFLTL(R) est une union
finie d’orthotopes.
Preuve. Dans le cas de base des formules atomiques,
l’algorithme calcule des orthotopes, et dans les autres
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cas, applique des opérations d’intersection et d’union
finie sur les domaines calculés. Comme une intersec-
tion finie d’orthotope est une union finie d’orthotopes,
le domaine calculé est toujours une union finie d’or-
thotopes. 
Théorème 1 (Complétude forte) L’algorithme de
résolution de contraintes est correct et complet : une
valuation ~v rend une formule QFLTL(R) φ vraie à
l’instant ti, T, ti |=LTL (φ(~v)), si et seulement si ~v
est dans le domaine calculé pour φ à ti, ~v ∈ Dφ(ti).
Preuve. Montrons inductivement sur la structure
d’une formule QFLTL(R) que pour tout instant t,
toute formule QFLTL φ et tout instanciation ~v des
variables,
si φ(~v, ti) est vrai alors ~v ∈ Dφ(ti) et si ~v ∈
Dφ(ti)alors φ(~v, ti) est vrai :
– Les formules atomiques QFLTL considé-
rées sont de la forme V alue Op V ariable
ouV alue Op V alue où V alue et une expression
arithmetique évaluable et Op un opérateur
d’inégalité. Pour toutes ces formules atomiques
l’algorithme retourne le domaine de validité
exact. Par exemple, la formule ([A] ≤ p)(ti) est
vraie si et seulement si p est supérieur ou égal
à [A](ti) et le domaine de validité retourné est
défini par p ≥ [A](ti) ;
– φ1 ∧ φ2 . Par construction dans l’algorithme
Dφ1∧φ2(ti) = Dφ1(ti) ∩ Dφ2(ti) d’où : ~v ∈
Dφ1∧φ2(ti) ⇔ ~v ∈ Dφ1(ti) et ~v ∈ Dφ2(ti) ⇔
φ1(~v, ti) ∧
φ2(~v, ti)⇔ (φ1 ∧ φ2)(~v, ti) ;
– φ1 ∨φ2 . Par construction Dφ1∨φ2(ti) = Dφ1(ti)∪
Dφ2(ti) d’où : ~v ∈ Dφ1∨φ2(ti) ⇔ ~v ∈
Dφ1(ti) ou ~v ∈ Dφ2(ti)⇔ φ1(~v, ti) ∨ φ2(~v, ti)⇔
(φ1 ∨ φ2)(~v, ti) ;
– X(φ). Par construction DX(φ)(ti) = Dφ(ti+1)
d’où :
~v ∈ DX(φ)(ti)⇔ ~v ∈ Dφ(ti+1)⇔ X(φ)(~v, ti) ;
– φ1 U φ2. Par construction :
Dφ1Uφ2(ti) = Dφ2(ti) ∪ (Dφ1Uφ2(ti+1) ∩ Dφ1(ti))
d’où : ~v ∈ D(φ1Uφ2)(ti) ⇔ φ2 ∨ (φ1 ∧
X(φ1Uφ2))(~v, ti). Or la formule (φ1Uφ2) peut
être écrite sous la forme (φ1Uφ2) = φ2 ∨ (φ1 ∧
X(φ1Uφ2)) ;
– φ1 W φ2. Par construction :
Dφ1 W φ2(ti) = (Dφ1(ti) ∩ Dφ2(ti)) ∪
(Dφ1 W φ2(ti+1) ∩ Dφ1(ti)) d’pù : ~v ∈
D(φ1Wφ2)(ti) ⇔ (φ1 ∧ φ2) ∨ (φ2 ∧
X(φ1Wφ2))(~v, ti). Or la formule(φ1 W φ2)
peut être écrite sous la forme (φ1 W φ2) =
(φ1 ∧ φ2) ∨ (φ1 ∧X(φ1 W φ2)).

La taille d’une formule QFLTL est le nombre de
symboles contenus dans la formule. Définissons la taille
d’une union fine d’orthotopes D, comme le plus petit
entier k tel que D =
⋃k
i=1Ri où les Ri sont des ortho-
topes.
Théorème 2 (complexité du domaine des solutions)
Le domaine de validité d’une formule QFLTL de taille
f contenant v variable sur une trace de longeur n est
une union d’orthotopes de taille inférieure à (nf)2v.
Preuve.
Considérons le nombre possible de bornes apparais-
sant dans le domaine de validité de Dφ d’une formule
φ pour une seule variable x.
Nous considérons le nombre possible de bornes gé-
nérées par les formules atomiques. Chaque occurrence
de la variable x dans φ est dans une contrainte de
la forme V alue(ti) Op V ariable. Une telle contrainte
peut éventuellement être évaluée sur chaque instant
de la trace et ainsi créer au plus n bornes pur x. Le
nombre maximum de bornes pour la variable x est
donc n fois le nombre d’occurence de x dans φ qui est
inférieur à n× f . Ce nombre maximum de bornes est
atteint par exemple dans la formule
F ([A] = u ∨ [A] + 1 = u ∨ · · · ∨ [A] + f = u).
En réécrivant les opérateurs U et W sous la forme :
φ1 U φ2(ti) =
∨
j≥i(φ2(tj) ∧
∧
i≤k<j φ1(tk)) et
φ1 W φ2(ti) =
∧
j≥i(φ1(tj) ∨
∨
i≤k<j φ2(tk)) nous re-
marquons que les formules QFLTL peuvent être ré-
écrites sous une forme ne contenant que des ∨ et des
∧ sans changer leur ensemble de solutions.
Si Bv(φ) est l’ensemble des bornes possibles pour la
variable x dans φ et si φ1 et φ2 sont des sous formules
de φ, nous avons : Bv(φ1∨φ2) ⊂ Bv(φ) et Bv(φ1∧φ2) ⊂
Bv(φ). Les intersections et les unions d’orthotopes ne
génèrent pas de nouvelles bornes.
Comme un orthotope est un produit cartésien d’in-
tervalles, il est défini par deux bornes pour chaque
variable. Avec moins de n× f bornes par variable, on
peut donc former au plus (nf)2v orthotopes. Ainsi, le
domaine calculé par l’algorithme est une union finie
d’orthotopes (Prop. 1) de taille inférieure à (nf)2v.

La formule F ([A1] = X1∨ [A1]+1 = X1∨ ...∨ [A1]+
f = X1) ∧ ...
∧ F ([Av] = Xv ∨ [Av] + 1 = Xv ∨ ... ∨ [Av] + f = Xv)
a par exemple un domaine solution de taille (nf)v sur
une trace de n valeurs pour les [Ai]s telle que les va-
leurs des [Ai] +k son toutes différentes pour 1 ≤ i ≤ v
et 0 ≤ k ≤ f .
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4 Motifs de Formules QFLTL(R) Forma-
lisant des Propriétés Biologiques
La logique temporelle est suffisamment expressive
pour formaliser un large panel de propriétés biolo-
giques connues à partir d’expériences menées sous di-
verses conditions.
L’algorithme de résolution de contraintes donné
pour les formules QFLTL(R) rend possible l’analyse
de traces de concentration et l’obtention de propriétés
semi-quantitatives formalisées en formules QFLTL(R).
En particulier, le pendant quantitatif des propriétés
CTL purement qualitatives étudiées dans [8] peuvent
être exprimées de la manière suivante, les variables
étant écrites en caractères minuscules :
Atteignabilité : F([A]>=p), quel seuil p la molécule A
atteint dans la trace ?
Point de passage : not (([A]<p1)U([B]>p2)), pour
quels seuils p1 et p2 est-il faux que [A] est inférieur
à p1 avant que [B] ne soit supérieur à p2, c’est à
dire pour quels p1 et p2 [A] >= p1 est obligatoire
pour avoir de [B]>p2 ?
Stabilité : G([A]=<p1 & [A]>=p2), pour formaliser
l’intervalles de valeurs prises par [A] . Cet in-
tervalle de valeurs peut être recherché dans un
contexte défini par une condition comme par
exemple G(Time>10 -> ([A]<p1 & [A]>p2)).
Oscillation : F((d([A])/dt>0 & [A]>v1) &
(F((d([A])/dt<0 & [A]<v2)))), quelle ampli-
tude (v1 − v2) est atteinte par au moins une os-
cillation ? Une oscillation est définie comme un
changement de signe de la dérivée. Cette formule
peut être étendue à un plus grand nombre d’os-
cillations et est notée oscil(M,K,v1,v2). Cette
abréviation signifie que M doit avoir une ampli-
tude d’au moins v1− v2 dans au moins K oscilla-
tions. En utilisant cette formule pour différentes
valeurs de K, en commençant par K = 1, on peut
déterminer le nombre maximal d’oscillations dans
la trace et l’amplitude minimale atteinte par K
oscillations pour tout K.
Influence : G(d[A]/dt>p1 -> d2[B]/dt2>=0), à
partir de quels seuil la dérivée de A a-t-elle une
influence sur la dérivée de B ? L’influence est posi-
tive si une valeur élevée de d[A]/dt a pour consé-
quence une dérivée seconde positive de [B]. Etant
donné que plusieurs molécules peuvent influencer
B, cette formule indique seulement une corréla-
tion entre les valeurs de la dérivée de A et de la
dérivée seconde de B et ne donne pas de preuve
de l’influence directe de A sur B.
5 Application à l’Inférence de Propriétés
Temporelles à Partir de Séries Tempo-
relles Biologiques
Nous présentons dans cette section l’application de
l’algorithme de résolution de contraintes aux données
du cycle cellulaire de la levure. Pour évaluer la mé-
thode, nous n’utilisons pas de données expérimentales
mais des données simulées obtenues à partir du modèle
de [10]. Les traces de concentrations sont obtenues en
simulant le modèle du cycle cellulaire dans Biocham.
Nous essayons ensuite de retrouver les principales pro-
priétés du modèle en analysant automatiquement les
traces.
Les règles de réaction du modèle sont les suivantes :
(1) _=>Cyclin.
(2) Cyclin+Cdc2~{p1} => Cdc2-Cyclin~{p1,p2}
(3) Cdc2-Cyclin~{p1,p2} => Cdc2-Cyclin~{p1}
(4) Cdc2-Cyclin~{p1,p2} =[Cdc2-Cyclin~{p1}]=>
Cdc2-Cyclin~{p1}
(5) Cdc2-Cyclin~{p1} => Cyclin~{p1}+Cdc2
(6) Cyclin~{p1} =>_
(7) Cdc2 => Cdc2~{p1}
(8) Cdc2~{p1} => Cdc2
Les notations ~{p1} et {p1,p2} représentent les
formes phosphorylées des molécules. La figure 1 donne
les traces simulées obtenues pour quatre molécules de
ce modèle.
0
0.1
0.2
0.3
0.4
0.5
 0  20  40  60  80  100
Cdc2-Cyclin~{p1}
Cdc2-Cyclin~{p1,p2}
Cdc2
Cyclin~{p1}
Fig. 1 – Trace de simulation du cycle cellulaire de la
levure sur 100 unités de temps. La trace est constituée
de 94 points.
Ces traces sont très informatives en elles mêmes,
mais pour y automatiser le raisonnement, nous propo-
sons d’utiliser des requêtes QFLTL(R).
Atteignabilité
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Molécule Atteignabilité Stabilité
Cdc2 0.500 (0.338,0.500)
Cdc2-Cyclin~{p1,p2} 0.311 (0.000,0.311)
Cdc2-Cyclin~{p1} 0.194 (0.000,0.194)
Cyclin~{p1} 0.159 (0.000,0.159)
Tab. 3 – Résultats d’atteignabilité (valeur maximale
atteinte) et de stabilité (valeurs minimales et maxi-
males atteintes)
Amplitude d’au moins
n oscillations
Molécules n = 1 n = 2
Cdc2 0.141 0.138
Cdc2-Cyclin~{p1,p2} 0.306 0.306
Cdc2-Cyclin~{p1} 0.192 0.192
Cyclin~{p1} 0.155 0.154
Tab. 4 – Résultats des requêtes d’amplitude d’au
moins n oscillations.
Une requête d’atteignabilité indique la concentra-
tion maximale atteinte par une molécule :
biocham: trace_analyze(F([Cdc2-Cyclin~{p1}]>=v)).
[[v=<0.194]]
Le résultat retourné est une liste de domaines repré-
sentés par une liste de contraintes sur les variables. Ici
un domaine unique est retourné avec une contrainte
unique sur v. Plusieurs types d’informations peuvent
être obtenues à partir des domaines retournées en ré-
sultat. Dans cet exemple, la plus grande valeur de v
dans le domaine, est la concentration maximale de
Cdc2-Cyclin~{p1} dans la trace. Sa valeur est ici
0.194. La table 3 donne les résultats des requêtes d’at-
teignabilité pour les quatre espèces dont la trace est
donnée dans la Figure 1.
Stabilité
Pour déterminer la stabilité, calculons l’intervalle de
valeurs prises par [Cdc2] :
biocham: trace_analyze(G([Cdc2]=<v1 & [Cdc2]>=v2)).
[[v1>=0.500, v2=<0.338]]
Le domaine est défini par la conjonction des deux
contraintes v1 >= 0.500 et v2 =< 0.338. Ces valeurs
sont les valeurs maximales et minimales atteintes par
[Cdc2]. Les résultats pour les autres molécules sont
données dans le tableau 3.
Oscillation
Une requête d’oscillation peut retourner un domaine
composé de plusieurs orthotopes :
biocham: trace_analyze(oscil(Cdc2,1)).
[[v2>=0.338, v1=<0.479], [v2>=0.341, v1=<0.479]]
Le résultat est l’union de deux orthotopes.
Ici nous pouvons extraire l’amplitude maximale v1−
v2. Le maximum de v1−v2 est atteint dans le domaine
pour v1− v2 = 0.479− 0.338 = 0.141. Ce résultat in-
dique qu’au moins une oscillation de Cdc2 a une ampli-
tude supérieure ou égale à 0.141. Le nombre d’oscilla-
tions demandé est ensuite incrémenté jusqu’à obtenir
un domaine de validité vide. Il est obtenu pour Cdc2
avec la requête oscil(Cdc2,3,v1,v2), indiquant qu’il
n’y a que deux oscillations de Cdc2 dans la trace.
Les résultats pour les autres molécules sont donnés
dans le tableau 4. Obtenir l’amplitude des oscillations
est utile pour distinguer des oscillations d’amplitudes
diverses dans la trace. Par exemple, dans des données
bruitées l’amplitude peut être utilisée pour compter
le nombre d’oscillations sans tenir compte des petites
oscillations dues au bruit.
Point de passage
Pour savoir si Cdc2-Cyclin~{p1,p2} est un point
de passage pour Cdc2-Cyclin~{p1} on peut utiliser
la requête suivante :
not([Cdc2-Cyclin~{p1,p2}]<v1 U
[Cdc2-Cyclin~{p1}] >v2
)
Le domaine retourné est une union de dix ortho-
topes. Il est nécessaire d’examiner chacun des or-
thotopes pour interpréter ce domaine. Les requêtes
de point de passage sont donc plus délicates et
moins adpatées à une approche d’analyse automa-
tique. Dans cet exemple, les valeurs v1 = 0.311 et
v2 = 0.014 sont dans le domaine, indiquant que
Cdc2-Cyclin~{p1,p2} n’est pas toujours inférieur à
0.311 avant que Cdc2-Cyclin~{p1} dépasse 0.014. En
d’autres termes Cdc2-Cyclin~{p1,p2} dépasse 0.311
avant que Cdc2-Cyclin~{p1} dépasse 0.014 montrant
que Cdc2-Cyclin~{p1,p2} est en effet un point de
passage.
Influence
L’influence d’une molécule A sur une molécule
B est recherchée avec la formule G(d[A]/dt>p1 -
> d2[B]/dt2>0). L’idée justifiant cette formule est
que si une molécule B est présente dans une seule réac-
tion de la forme A→ B avec une loi d’action de masse,
les formules suivantes sont vérifiées : G(d[A]/dt > 0⇒
d2[B]/dt2 > 0) et G(d[A]/dt < 0⇒ d2[B]/dt2 < 0).
Dans un système biologique usuel la concentration
de chaque molécule est le résultat de l’action com-
binée de plusieurs autres molécules. La résolution de
contrainte sur les formules QFLTL(R) détermine pour
quels seuils ces formules sont vérifiées, c’est à dire les
domaines de validité des variables v1 et v2.
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Molécules Cdc2 Cdc2-Cyclin~{p1,p2}
Cdc2 0.00 0.11
Cdc2~{p1} 0.01 0.12
Cyclin 0.00 0.34
Cdc2-Cyclin~{p1,p2} 0.00 0.02
Cdc2-Cyclin~{p1} 0.90 0.00
Cyclin~{p1} 0.50 0.09
Tab. 5 – Scores d’influence positives de toutes le
s molécules sur Cdc2 et Cdc2-Cyclin~{p1,p2}. Les
molécules apparaissant sur les lignes (resp. les co-
lonnes) jouent le rôle de la molécule A (resp. B) dans
les formules G(d[A]/dt > v1 ⇒ d2[B]/dt2 > 0) et
G(d[A]/dt < v2⇒ d2[B]/dt2 < 0).
En comparant les domaines de validité trouvés aux
valeurs prises par d[A]/dt, un score s ∈ [0, 1] est ob-
tenu indiquant l’influence de la dérivée de [A] sur la
dérivée seconde de [B]. Plus précisément, si le domaine
de validité est v1 ≥ 0 cela signifie que la formule est
satisfaite pour toute valeur positive de la dérivée de
d[A]/dt induisant un score maximal d’influence de 1.
Si le domaine de validité est v1 >= max(d[A]/dt)2 cela
signifie que la formule est satisfaite pour la moitié des
valeurs positives de la dérivée de d[A]/dt, le score d’in-
fluence est dans ce cas de 0.5. Le tableau 5 fournit
les scores d’influence sur les molécules Cdc2 et Cdc2-
Cyclin~{p1,p2} calculés selon cette méthode.
Selon les règles de réaction, la seule espèce
ayant une influence positive sur [Cdc2] est [Cdc2-
Cyclin~{p1}] (réaction (5)). Les scores d’influence
calculés reflètent cela correctement. Le score proche
obtenu par Cyclin~{p1} est du à son comporte-
ment très similaire à celui de [Cdc2-Cyclin~{p1,p2}]
comme on peut le voir dans la trace. Ces deux mo-
lécules ont une augmentation de concentration cöın-
cidant avec l’augmentation de la concentration de
[Cdc2]. Les scores d’influence retournés permettent
néanmoins de distinguer les deux molécules et de voir
que c’est [Cdc2-Cyclin~{p1}] qui a une influence po-
sitive sur Cdc2.
Selon les règles de réaction, les deux molécules
[Cyclin] et [Cdc2~{p1}] sont les seules à avoir une
influence positive sur Cdc2-Cyclin~{p1,p2}(réaction
(2)). On peut remarquer que, comme plus de molé-
cules influencent Cdc2-Cyclin~{p1,p2} que Cdc2, il
est plus difficile de trouver des corrélations entre une
molécule unique et Cdc2-Cyclin~{p1,p2}. Les scores
d’influence sont donc globalement plus faibles dans ce
cas. En dépit de cela, les deux scores les plus élevés
sont bien obtenus pour [Cyclin] et [Cdc2~{p1}].
6 Conclusion
Etant donné la difficulté de spécifier en logique tem-
porelle les propriétés biologiques d’un système à par-
tir de données expérimentales, nous avons proposé
un algorithme pour inférer des formules LTL avec
contraintes à partir de séries temporelles. Pour cela,
l’algorithme de model-checking des formules LTL avec
contraintes décrit dans [5] a été généralisé en un algo-
rithme de résolution de contraintes dans le fragment
sans quantificateur des formules LTL du premier ordre
avec contraintes numériques sur les réels. La complé-
tude forte de l’algorithme, indiquant que le domaine de
validité des variables calculé représente l’espace exact
des solutions a été démontré. Une borne supérieure de
la complexité en temps de l’algorithme a également
été montrée. La complexité est O((nf)2v) où n est le
nombre de points de la série temporelle, f la taille de
la formule et v le nombre de variables.
Afin d’évaluer la méthode nous avons utilisé des sé-
ries temporelles issues de simulations de modèles. Nous
prévoyons d’appliquer la méthode à l’analyse de don-
nées expérimentales temporelles de protéines de la voie
de signalisation FSH et à des données d’expression
génique du cycle circadien issues du projet européen
Tempo sur les chronothérapies du cancer dans le cadre
du projet européen Tempo1.
Une généralisation possible de ce travail serait de
considérer un fragment plus important des contraintes
sur les réels, en obtenant ainsi un résultat de complé-
tude faible indiquant que le domaine calculé est une
surapproximation de l’ensemble des solutions au lieu
de lui être égal. Une autre généralisation serait de lever
la restriction de la linéarité des structures de Kripke.
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