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ABSTRACT. - The Cauchy principal value C of the local times of a recurrent LCvy process 
with no negative jumps is car strutted under minimal hypotheses. We establish the continuity 
of the sample paths of C ard specify the real numbers p > 1 for which C has bounded 
p-variation a.s. 0 Elsevier, Paris 
1. Introduction 
Roughly, the Cauchy principal value of the local times of a real-valued 
L&y process X = (X6, t 2 0) is given by 
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where the notation p.v. refers to principal value. More precisely, the 
integral Ji ]X,s I-Id s always diverges for every t > 0, a.s. Nonetheless, 
if the Levy process has local times (L: : a E R, t 2 0) in the sense that 




. 0 / 
x f(a)l$h 
* --x 
holds for every nonnegative measurable function f, and if moreover these 
local times are Holder-continuous in the space variable, then the integral 
Jo” ILI’ - L,“la-hi! a converges, and this enables us to set 
The pioneer article [4] by BIANE and YOR in the Brownian case has 
motivated numerous works on the Cauchy principal value of local times 
over the last ten years. We refer to [9], [lo] and the references therein 
for a number of interesting properties. In particular, FITZSIMMONS and 
GETOOR [6] (see also [ 11) have established the following striking identity 
in distribution. Suppose that the Levy process is recurrent (and has Holder 
continuous local times), and let u denote the inverse of the local time of 
X at level 0. Then (C0(t) : t > 0) is a Cauchy process. In another work 
[7], FITZSIMMONS and GETOOR have obtained information on the regularity 
of the paths of C in the special case when the Levy process is stable with 
index Q: E (1: 21. Specifically, the p-variation of C is then finite for every 
p > 1 and infinite for ?, = 1, a.s. 
The purpose of the present work is to investigate the regularity of the 
Cauchy principal value of the local times of certain Levy processes with 
no negative jumps. More precisely, we will define C under the weakest 
possible conditions, show that this process always has continuous sample 
paths, and finally specify the real numbers p > 1 for which it has finite 
p-variation. In particular, we will exhibit an example of a Levy process for 
which C has infinite p-variation for every p > 1. This is a rather surprising 
phenomenon, because on the one hand, C has bounded variation on every 
interval where X makes an excursion away from 0, and on the other hand, 
as the time-changed process CVc.) (which can be thought of as the trace 
of C on the zero set of X) is a Cauchy process, it has finite p-variation 
for every p > 1. 
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The rest of this paper is organized as follows. The next section introduces 
the notation and hypotheses and gives the construction of the Cauchy 
principal value of the local times under the weakest possible conditions. 
The regularity of the sample paths of C is studied in Section 3. We first 
establish the continuity, then we consider the p-variation, and finally we 
discuss some examples. 
2. Construction of the Cauchy principal value of the local times 
To start with, we pa:sent an alternative construction of C for a L&y 
process having smooth local times, which is based on the identity of 
Fitzsimmons and Getoor. We will then check that this construction still 
makes sense even if we drop the smoothness assumption on the local times. 
We first observe from (2) that given two times t < t’ that belong to 
the same interval of excursion of X away from 0 (i.e. X, # 0 for 
t -c s < t’), one has 
where the integral is absolutely convergent. More precisely, this identity 
follows from the HGlder regularity of the local times, the fact that 
LF, - LF = 0, and the occupation density formula. This incites us to 
consider the increments of C on the excursion intervals of X. To this 
end, recall that g denotes the right continuous inverse of the local time 
at level 0, that is 
a(t) == inf{s 2 0 : Lt > t}, t 2 0. 
Following 1~6 [8], we introduce the excursion process (e,s : s > 0), which 
is defined for every s 2 0 by 
where S,s = a(s) - ~(s-) is the duration of the excursion at time s. We 
denote by n the It8 measure, that is the characteristic measure of the 
Poisson point process (e,s : s > 0). 
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We have seen above that the increment of C on 
[a(~-1, ds>l is 
an excursion interval 
/” dt 
./o(.*-) “f .I0 e,(t)’ 
Informally, this suggests the identity 
However (3) cannot be rigorous as the series in the right hand side is not 
absolutely convergent; more precisely &<t,s IA, 1 = 00 for every s > 0 - -’ 
a.s. and afortiori C has infinite variation on [0, CT(S)]. 
We can circumvent this difficulty by using the identity of Fitzsimmons 
and Getoor, namely that CUc.) is a Cauchy process. Indeed, we know that 
a Cauchy process (and more generally any symmetric Levy process) can 
be recovered from its jump process: 
and also 
(5) 
which can be thought of as the rigorous version of (3). (One should note 
that (4) and (5) agree when g(s) = (T(s-).) In other words, one can 
reconstruct C on the zero set of the Levy process from its increments on 
the excursion intervals. 
It is an easy matter to extend the reconstruction to the set of times 
when X # 0. Specifically, introduce the left and right end points of the 
(possible) excursion interval straddling t > 0 
gt = sup{s < t : x.9 = 0) = Qt-), 
d+ = inf{s > t : X,, = 0) = a(&). 
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We have for every t :> 0 
= Co(L) - 
We are now able to define the Cauchy principal value of the local 
time for a class of Levy processes considered in [3]. More precisely, we 
will work henceforth with a recurrent Levy process (Xt : t 2 0) with 
no negative jumps and zero Gaussian coefficient; its Laplace exponent is 
denoted by $, viz. 
(7) E”(exp --XXt) = exp (t+(A)), A, t 2 0. 
We assume that 
(8) 
3c dt J- !a> < Ool 
which is the necessary and sufficient condition for the (absolute) 
convergence of 
for all s > 0 as.; see Section 2.3 in [3]. It is plain that (8) entails 
limx+oo $(X)/X = 00 and thus ensures the continuity in the time variable 
of the local times (cf. Corollary VII.5 in [2]). 
The process (A, : :i 1 0) is a Poisson point process on R with 
characteristic measure xe2dx (Sect.0 1 n 4.1 in [3]). This enables us to 
construct the (compound) process CO(.) by (4) and (5), which is then a 
Cauchy process with parameter 7r. Finally, we define Ct by (6). 
3. Regularity properties 
Throughout this section, X is a recurrent Levy process with no negative 
jumps and zero Gaussian coefficient; we assume that its Laplace exponent 
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II, fulfills (8). The notation C = (C,, : s 2 0) refers to the process that has 
been constructed in the preceding section. Our arguments for investigating 
the sample path regularity of C rely on the peculiar structure of the 
excursions of X and some results in [3] that we now recall. 
The assumptions of recurrence, absence of negative jumps and zero 
Gaussian coefficient ensure that a typical excursion of X, say (e(t) : t E 
[0, S]), first stays negative, then jumps across 0 and then stays positive 
until it returns to 0. We denote by y = inf{t > 0 : e(t) > 0) the instant 
of the unique jump across zero and introduce the following quantities 
and 
A- = - 
We write A$ and A; when the generic excursion e is replaced by e,+. 
As (8) holds, we know from Section 3 in [3] that A$ and A; are 
positive and finite for all s 1 0 a.s. Of course A,, = A$ - A;. We 
have already used the fact that (A,9 : s 2 0) is a Poisson point process 
with characteristic measure Z- “dz. It is plain from 1~6’s excursion theory 
that (A$ : s > 0) and (A; : s > 0) are two Poisson point processes with 
respective characteristic measures ,LL+ and p-, where 
p+(dz) = n(A+ E dx) and ,uL-(dx) = n(A- E dz), II: > 0. 
A by-product of Theorem 4 in [3] is that these measures are given by 
the following: 
LEMMA 1. - Let cp : (0, KI) ----f (0, w) denote the inverse mapping of the 
decreasing function f(t) = sp” (-1X/$(X). For every t > 0, we have 
pf([t, co)) = p-([t, cm)) = 9 
We are now able to establish the continuity of the sample path of C. 
PROPOSITION 2. - The process C = (C,s : s 2 0) is continuous a.s. 
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Proof. - We first focus on the right-continuity. We will have to 
distinguish two cases depending on the behavior of the Levy process 
immediately after time t. 
First, suppose either that Xt # 0, or that Xt = 0 and t is the beginning 
of an excursion interval. Then C,, - Ct = J;” dr/X, is an absolutely 
convergent integral provided that s belongs to the same excursion interval 
as t, and clearly tends to 0 when s decreases to t. 
We then consider the more delicate case when Xt = 0 and t is not the 
beginning of an excursion interval. We then know that t = Q(S) for some 
s 2 0. Suppose that C is not right-continuous at t = c(s), so there exist 
E > 0 and a decreasing sequence of real numbers (tk)kEN that converge 
to t, such that IC,, - Ct 1 > E for k = 1, . . . . 
We will repeatedly use the fact that the Cauchy process Ccc ,) is 
right-continuous at s, which entails that 
This observation allows us to focus on the case when Xt, # 0, i.e. tk 
belongs to the open excursion interval (gt, , d,, ). We write jfk for the 
unique instant in (gt,, c!t,) when X jumps across zero, 
j,., = inf{s > gjk : X,s > O}. 
Recall that X is negative on (gt,, jtk) and positive on ($, , dt,) , so C 
decreases on (gt, , jt,) and increases on (&, dt,). If we had Ct, - C+ > E, 
then we would have either Cgtk - Ct > E or Ccl,, - C+ > E, and we already 
know that this cannot happen for infinitely many It’s. 
Thus we are left to treat the case when C+ - Ct, > E. Again by 
monotonicity, we must have Ct - Cjtl: > E and hence Cgtk - Cj,, > e/2 
provided that k is large enough. This means that there is a decreasing 
sequence (sk)kEN which converges to s, such that A, > E for every k. 
This is absurd as we know from Lemma 1 that the characteristic measure 
of the Poisson point process (A; : s 2 0) assigns a finite mass to (E, co). 
The proof of the right-continuity is now complete. That of the left- 
continuity follows the very same line, using now the left-continuity of the 
process s -3 Cfl(,,-). m 
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We next turn our attention to the p-variation of C. To start with, we 
introduce some related notation. Let h : [0, oc) -+ R be a function and 
p > 1. Given a partition r : 0 = ta < tl < . . . < t,, = 1: of [O! t] we write 
T/;“(h. 7)= c Ih@,) - h(t;-l)l”. 
i=l 
The p-variation of h on [O? t] is defined as 
l$/;“(h) = sup y”(h, Y-) 
T 
where T runs over all the partitions of [O! t]. 
The next lemma is the basic tool for estimating the p-variation of C. 
LEMMA 3. - For every T > 0, we have a.s. 
q)(c) 5 5” V;(G(.,) + c (A:)” + c KY 
., <T .L, <T - - 
Proof. - Let r : 0 = tu < tl < . . < t,, = c(T) be some partition 
of [O, a(T)]. We will first bound l$iTl (C) in two simple cases, and then 
reduce the general case to a simple case. 
First, suppose that Xtz = 0 for i = 1,2,. . ,71. Then sj = Lt, 
(i Ix 0;. . >n) forms a partition of [O,T] such that t; = cr(s;) or 
t; = g(s;--) and thus V~~~l(C:r) 5 V;(Cuc.~). 
Second, suppose that the partition r fulfills the following. For every 
i = 1,2, .“) n, t; is either a zero of X or an instant at which X jumps 
across 0, and in the latter case, the excursion interval straddling t, is 
(ti-1, &+I). An immediate variation of the preceding argument shows that 
We now treat the general case. Consider the excursion intervals (g, d) 
such that 
and let (1~. = (gk, &) : k = 1,2;. . . ?e} be the family of all such 
intervals. We denote, as usual, by Jo,. the only time in Ix- when X 
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jumps across zero. We construct a new partition r’ of [0, o(T)] by 
adding { gk, j, . dk : k: = 1,2, . . , e} to r and by renumerating it, 
7’ : 0 = it;) < t’l < . . . < t:,, = a(T). We stress that between t, and 
t;+r, we added at most 4 points in order to get the new partition. It is 
then plain that 
5-qct,+, - ct, 11’ I c ICt;,, - cty. 
t;.ET’.t,It;<t,+l 
and thus 
Finally, we consider tb: partition r” obtained by deleting from r’ all the 
points which are not instants when either X = 0 or X jumps across 0. 
Thanks to the monotonicity of C on the excursion intervals, it is plain that 
vqc, r’) 5 vqc, r”). The subdivision r” is of the type considered in 
the second special case, and the inequality of the lemma is proven. W 
We can now prove our main result on the p-variation of C. 
THEOREM 4. - Recall that f(t) = hm $(A)-ldX and let p > 1 and 
T > 0. Ij” 
then C has finite p-variation on [0, T] a.s. Otherwise C has injinite 
p-variation on [0, T] U.S. 
Proof. - Plainly, we may replace T by a(T) in the statement. It is 
known that the Cauchy process C,,(., has finite p-variation for all p > 1 
a.s.; see e.g. BRETAGNOLLE [5]. Lemma 3 then shows that C has finite 
p-variation on [0, a(T)] provided that 
Conversely, it is obvious that C has infinite p-variation on [0, a(T)] 
whenever ( 10) fails. 
Recall from Lemma 1 that (A: : s > 0) and (A; : s 2 0) are two 
Poisson point processes with values in (0, DC)), with the same law. More 
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precisely, if p denotes their characteristic measure, then the tail function 
jIi is given by 
m = Pm, (4) = ~ef4mlP(t)> t > 0, 
where cp is the inverse function of f. It follows that (10) holds with 
probability one if the integral 




ptl’-lTi;( tpt = 
I 
,,pl ~l+fG)~ & ~ I 
0+ . o+ . o+ CPM 
converges, and zero otherwise. By the change of variables t = .f(n:), we 
see that we may replace the preceding integral test by 
and the proof is complete. n 
To conclude, we discuss a couple of examples. 
Example 1. - Suppose that the Blumenthal-Getoor lower index of X 
is greater than 1, i.e. 
u($) = liminf bMw > 1 
X-+X 1ogx . 
Then for some o > 1, we have f(x) 5 2~‘~” provided that :L being 
large enough, and the integral s” f(z)“-‘:c-‘dz thus converges for every 
p > 1. So, the process C has finite p-variation for all p > 1. This feature 
has been noted first by FITZSIMMONS and GETOOR [7] in the special case 
when X is stable. 
Example 2. - We now exhibit an example where C has infinite p- 
variation for every y > 1. To this end, recall that the Laplace exponent 
1// can be expressed in the form 
(12) $(A)/X = AX (1 - e-X.“)h(z)dz, x 2 0, 
where ii(~) = A(( z, m)) is the tail function of the Levy measure. The 
latter means that n is a non-increasing function such that 
J 
zA(x)dz = J x'A(dz) < cc 0+ o+ 
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Equation (12) is a special case of the Levy-Khintchine formula, see (11) 
in [3]. We choose 
(13) l (log log +)” liCx) = Ir I 
for 0 < II: < (2e)-r, 
0 for z 2 (2e)-*. 
Observe that A is indeed the tail of a Levy measure. Equation (12) shows 
that $(X)/A and li can be thought of respectively as the Laplace exponent 
and the density of the Levy measure of some subordinator. Together with 
the estimate of Proposition III.1 in [2], this yields 
It is easily checked from (13) that .t 
J J dt 3c h(s)ds “, z(log l/z)(log log l/X)” as 2 -+ O+, 0 t 
so that 
ti(x) X x(logx)(loglogx)~ as x--toe 
and in particular (8) holds. The corresponding function f then satisfies 
f(x) x (loglogx)-l as x-ioo, 
and the integral J’” f(z)“-lx -‘dx diverges for every p > 1. We can 
thus assert that C is a continuous process with infinite p-variation on the 
interval [0, T] for any T > 0. 
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