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PERIODIC SOLUTIONS OF A GALACTIC POTENTIAL
JAUME LLIBRE1, DANIEL PAS¸CA2 AND CLAUDIA` VALLS3
Abstract. We study analytically the periodic solutions of a Hamil-
tonian in R6 given by the kinetic energy plus a galactic potential,
using averaging theory of first order. The model perturbs a har-
monic oscillator, and has been extensively used in order to describe
local motion in galaxies near an equilibrium point.
1. Introduction and statement of the main results
We consider the Hamiltonian
H = H(x, y, z, px, py, pz) =
1
2
(p2x + p
2
y + p
2
z) + V (x, y, z),
where the potential V = V (x, y, z) is given by
V =
ω2
2
(x2 + y2 + z2)− ε(a(x4 + y4 + z4) + 2b(x2y2 + x2z2 + y2z2)),
where ε is a small parameter (the perturbation strength), and a and
b are parameters. Here ω is the common unperturbed frequency of
the oscillations along the x, y and z axis. The potential V is a 3–
dimensional perturbed harmonic oscillator and describes local motion
in the central parts of a galaxy. It is called galactic potential. Such local
3–dimensional potentials appear after the expansion of global galactic
potentials in a Taylor series near a stable equilibrium point and have
been used by many authors in order to describe local motion in galaxies,
see for instance Deprit and Elipe [3], Caranicolas [2], Elipe and Deprit
[4], Elipe [5], Arribas et al. [1], Zotos [7, 8, 9], ...
It is not restrictive, rescaling the variables (x, y, z) if necessary, to
take ω = 1. In short we shall study the periodic solutions of the
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Hamiltonian system
(1)
x˙ = px,
p˙x = x+ ε(4ax
3 + 2b(2xy2 + 2xz2)),
y˙ = py,
p˙y = −y + ε(4ay3 + 2b(2x2y + 2yz2)),
z˙ = pz,
p˙z = −z + ε(4az3 + 2b(2x2z + 2y2z)),
with Hamiltonian
(2)
H =
1
2
(p2x + p
2
y + p
2
z) +
1
2
(x2 + y2 + z2)
−ε(a(x4 + y4 + z4) + 2b(x2y2 + x2z2 + y2z2)).
As far as we know there are no rigorous analytic studies of the ex-
istence of periodic solutions for the Hamiltonian system (1). The only
studies in this direction are numerical or pseudo-numerical, (see [2]
and the references therein). Here we shall study the periodic solutions
of system (1) analytically by using the averaging theory, see for more
details section 2. In short, the averaging method, is the procedure of
replacing a vector ﬁeld by its average (over time or an angular vari-
able) with the goal to obtain asymptotic approximations to the original
system and to obtain periodic solutions.
We shall provide suﬃcient conditions on the two parameters a and b
of the Hamiltonian system (1) to guarantee the existence of continuous
families of periodic solutions parameterized by the energy, and these
families are given explicitly up to ﬁrst order in the small parameter ε.
After equilibrium points which can be considered as being trivial,
periodic solutions are the most simple non–trivial solutions of a diﬀer-
ential system. Their study is of special interest because the motion in
their neighborhood can be determined by their kind of stability. We
shall use the averaging theory of ﬁrst order as it is stated in section
2 for studying the periodic solutions of the Hamiltonian system (1) in
every energy level H = h > 0.
The following table which provides 15 periodic solutions of the un-
perturbed Hamiltonian system (1), i.e. system (1) with ε = 0, will be
used in the statement of our main result, Theorem 1.
(i)
√
2h
(
0, cos t, 0, 0,− sin t, 0).
(ii)
√
2h
(
0, 0, cos t, 0, 0,− sin t).
(iii)
√
2h
(
0, cos t, cos t, 0,− sin t,− sin t).
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(iv)
√
2h
(
0, cos t, cos(t+σ), 0,− sin t,− sin(t+σ)) where σ = arccos ((3a−b)/(2b)).
(v)
√
2h
(
cos t, 0, 0,− sin t, 0, 0).
(vi)
√
2h
3
(
cos t, sin
(pi
6
− t
)
,− sin
(pi
6
+ t
)
,− sin t,− cos
(pi
6
− t
)
,− cos
(pi
6
+ t
))
;
(vii)
√
2h
3
(
cos t,− sin
(pi
6
− t
)
,− sin
(pi
6
+ t
)
,− sin t, cos
(pi
6
− t
)
,− cos
(pi
6
+ t
))
;
(viii)
√
2h
3
(
cos t,− sin
(pi
6
− t
)
, sin
(pi
6
− t
)
,− sin t,− cos
(pi
6
+ t
)
,− cos
(pi
6
− t
))
;
(ix)
√
2h
3
(
cos t, sin
(pi
6
− t
)
, sin
(pi
6
− t
)
,− sin t, cos
(pi
6
+ t
)
,− cos
(pi
6
− t
))
;
(x)
√
2h
3
(
cos t, sin
(pi
6
− t
)
, sin
(pi
6
+ t
)
,− sin t,− cos
(pi
6
− t
)
, cos
(pi
6
+ t
))
;
(xi)
√
2h
3
(
cos t,− sin
(pi
6
− t
)
, sin
(pi
6
+ t
)
,− sin t, cos
(pi
6
− t
)
, cos
(pi
6
+ t
))
;
(xii)
√
2h
3
(
cos t,− sin
(pi
6
+ t
)
,− sin
(pi
6
− t
)
,− sin t,− cos
(pi
6
+ t
)
, cos
(pi
6
− t
))
;
(xiii)
√
2h
3
(
cos t, sin
(pi
6
+ t
)
,− sin
(pi
6
− t
)
,− sin t, cos
(pi
6
+ t
)
, cos
(pi
6
− t
))
;
(xiv)
√
h
(
cos t, 0, cos t,− sin t, 0,− sin t).
(xv)
√
h
(
cos t, 0,− cos t,− sin t, 0, sin t).
Table 1. Fifteen periodic solutions of the unperturbed Hamiltonian system (1).
Our main result on the periodic solutions of the Hamiltonian system
associated to the Hamiltonian system 1 is the following.
Theorem 1. Using averaging theory of ﬁrst order for ε ̸= 0 suﬃciently
small at every energy level H = h > 0 of the Hamiltonian H given in
(2), we ﬁnd for its associated Hamiltonian system (1) periodic solutions
bifurcating from the periodic solutions of Table 1. The number of these
periodic solutions depends on the parameters (a, b) of the system. If
the parameters (a, b) ̸= (0, 0) belong to the straight lines b = µa
(a) with µ ∈ {0, 1} we do not ﬁnd periodic solutions;
(b) with µ ∈ [−3, 0) ∪ (0, 1) we ﬁnd 8 periodic solutions bifurcating
from the periodic solutions (vi), ..., (xiii) of Table 1;
(c) with µ ∈ (1, 3) we ﬁnd 15 periodic solutions bifurcating from the
15 periodic solutions of Table 1.
(d) with µ ∈ [3,∞) ∪ (−∞,−3) and for the points (0, b) ̸= (0, 0)
we ﬁnd 12 periodic solutions bifurcating from all the periodic
solutions of Table 1 except from the periodic solutions (i), (ii)
and (v).
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Theorems 1 is proved in section 3.
Using statement (b) of Theorem 2 it would be possible to compute
the linear stability or instability of the periodic solutions of Theorem
1. This stability or instability depends of the eigenvalues of a 4 × 4
matrix, but the expressions of these eigenvalues are huge in function of
the parameters a and b, and it is not easy to control the sign of their
real parts in function of the parameters a and b. Since they are easy
to compute with the help of an algebraic manipulator as mathematica
or mapple we do not provide them here.
2. The averaging theory of first order
Now we shall provide the basic results from averaging theory that
we need for proving the results of this paper.
The following theorem provides a ﬁrst order approximation for the
periodic solutions of a periodic diﬀerential system, for the proof see
Theorems 11.5 and 11.6 of Verhulst [6].
Consider the diﬀerential equation
(3) x˙ = εF1(t,x) + ε
2F2(t,x, ε), x(0) = x0
with x ∈ D, where D is an open subset of Rn, t ≥ 0. Moreover we
assume that both F1(t,x) and F2(t,x, ε) are T−periodic in t. We also
consider in D the averaged diﬀerential equation
(4) y˙ = εf1(y), y(0) = x0,
where
f1(y) =
1
T
∫ T
0
F1(t,y)dt.
Under certain conditions, equilibrium solutions of the averaged equa-
tion turn out to correspond with T−periodic solutions of equation (3).
Theorem 2. Consider the two initial value problems (3) and (4). Sup-
pose:
(i) F1, its Jacobian ∂F1/∂x, its Hessian ∂
2F1/∂x
2, F2 and its Jaco-
bian ∂F2/∂x are deﬁned, continuous and bounded by a constant
independent of ε in [0,∞)×D and ε ∈ (0, ε0].
(ii) F1 and F2 are T−periodic in t (T independent of ε).
Then the following statements hold.
(a) If p is an equilibrium point of the averaged equation (4) and
det
(
∂f1
∂y
)∣∣∣∣
y=p
̸= 0,
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then there exists a T−periodic solution φ(t, ε) of equation (3)
such that φ(0, ε)→ p as ε→ 0.
(b) The stability or instability of the limit cycle φ(t, ε) is given by
the stability or instability of the equilibrium point p of the av-
eraged system (4). In fact the singular point p has the stabil-
ity behavior of the Poincare´ map associated to the limit cycle
φ(t, ε).
For more details on Theorem 2 see Section 6.3 and 11.8 in [6].
3. Proof of Theorem 1
Let R+ = [0,∞) and S1 the circle. We do the change of variables
(x, y, z, px, py, pz) → (r, θ, ρ, α,R, β) ∈ R+ × S1 × R+ × S1 × R+ × S1
deﬁned by
(5)
x = r cos θ, y = ρ cos(θ + α), z = R cos(θ + β),
px = r sin θ, py = ρ sin(θ + α), pz = R sin(θ + β).
This change of variables are well deﬁned when r > 0, ρ > 0 and R > 0.
The diﬀerential system in the new variables become
(6)
r˙ = ε2r sin(2θ)
(
ar2 cos2 θ + bρ2 cos2(α+ θ) + bR2 cos2(β + θ)
)
,
θ˙ = −1 + ε4 cos2 θ(ar2 cos2 θ + bρ2 cos2(α + θ)
+bR2 cos2(β + θ)
)
,
ρ˙ = ε4ρ sin(α + θ) cos(α + θ)
(
br2 cos2 θ + aρ2 cos2(α + θ)
+bR2 cos2(β + θ)
)
,
α˙ = ε4
(
aρ2 cos4(α+ θ) + bR2 cos2(α + θ) cos2(β + θ)
−ar2 cos4 θ + b cos2 θ((r2 − ρ2) cos2(α+ θ)
−R2 cos2(β + θ))),
R˙ = ε4R sin(β + θ) cos(β + θ)
(
br2 cos2 θ + bρ2 cos2(α + θ)
+aR2 cos2(β + θ)
)
,
β˙ = ε4
(
bρ2 cos2(α + θ) cos2(β + θ) + aR2 cos4(β + θ)
−ar2 cos4 θ − b cos2 θ(ρ2 cos2(α + θ)
+(R2 − r2) cos2(β + θ))),
6 J. LLIBRE, D. PAS¸CA AND C. VALLS
with Hamiltonian
H =
1
2
(r2 +R2 + ρ2) + ε
(
− 2b(r2ρ2 cos2 θ cos2(α + θ)
+R2(r2 cos2 θ + ρ2 cos2(α + θ)) cos2(β + θ)
)
−a(r4 cos4 θ + ρ4 cos4(α + θ) +R4 cos4(β + θ))).
In order that the right–hand side of the diﬀerential system (6) be
periodic with respect to the independent variable, we change the old
independent variable t by the new independent variable θ, for obtaining
the periodicity necessary for applying the averaging theory. Dividing
system (6) by θ˙ and omitting the θ˙ equation, system (6) goes over to
r′ =− ε2r sin(2θ)(ar2 cos2 θ + bρ2 cos2(α + θ)
+ bR2 cos2(β + θ)
)
+O(ε2),
ρ′ =− ε4ρ sin(α + θ) cos(α + θ)(br2 cos2 θ + aρ2 cos2(α + θ)
+ bR2 cos2(β + θ)
)
+O(ε2),
α′ =ε4
(
b cos2 θ
(
(ρ2 − r2) cos2(α + θ) +R2 cos2(β + θ))
− cos2(α+ θ)(aρ2 cos2(α + θ) + bR2 cos2(β + θ))
+ ar2 cos4 θ
)
+O(ε2),
R′ =− ε4R sin(β + θ) cos(β + θ)(br2 cos2 θ + bρ2 cos2(α + θ)
+ aR2 cos2(β + θ)
)
+O(ε2),
β′ =ε4
(
− cos2(β + θ)(bρ2 cos2(α + θ) + aR2 cos2(β + θ))
+ b cos2 θ
(
ρ2 cos2(α + θ) + (R2 − r2) cos2(β + θ))
+ ar2 cos4 θ
)
+O(ε2),
(7)
where the prime denotes the derivative with respect to the new inde-
pendent variable θ. System (7) is 2π–periodic in the variable θ.
In order that the application of the Averaging Theorem provides
information we must ﬁx the value of the ﬁrst integral at H = h > 0,
otherwise the periodic solutions are not isolated (because they leave on
cylinders of periodic solutions parameterized by the energy h) and the
Jacobian of Theorem 2 would be zero.
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Solving the equation H = h > 0 with respect to the variable ρ we
obtain
ρ =
√
2h− r2 −R2 + ε√
2h− r2 −R2
(
a
(− 2h+ r2 +R2)2 cos4(α + θ)
+ ar4 cos4 θ − 2bR2(− 2h+ r2 +R2) cos2(α + θ) cos2(β + θ)
+ aR4 cos4(β + θ) + 2br2 cos2 θ
(
(2h− r2 −R2) cos2(α + θ)
+R2 cos2(β + θ)
))
+O(ε2).
Then substituting ρ into equations (7) we obtain the following system
r′ =− ε2r sin(2θ)(ar2 cos2 θ + b(2h− r2 −R2) cos2(α + θ)
+ bR2 cos2(β + θ)
)
+O(ε2) = F1r +O(ε
2),
α′ =ε4
(
ar2 cos4 θ + a
(− 2h+ r2 +R2) cos4(α+ θ)
− bR2 cos2(α + θ) cos2(β + θ) + b cos2 θ((2h− 2r2 −R2) cos2(α + θ)
+R2 cos2(β + θ)
))
+O(ε2) = F1α +O(ε
2),
R′ =− ε2R sin(2(β + θ))
(
br2 cos2 θ + b
(
2h− r2 −R2) cos2(α + θ)
+ aR2 cos2(β + θ)
)
+O(ε2) = F1R +O(ε
2),
β′ =ε4
(
ar2 cos4 θ + cos2(β + θ)
(
b(−2h+ r2 +R2) cos2(α + θ)
− aR2 cos2(β + θ))+ b cos2 θ((2h− r2 −R2) cos2(α + θ)
+ (R2 − r2) cos2(β + θ)))+O(ε2) = F1β +O(ε2).
We see that this diﬀerential system has the canonical form (3) for ap-
plying the averaging theory and satisﬁes the assumptions of Theorem 2
for |ε| > 0 suﬃciently small, with T = 2π and F1 = (F1r, F1α, F1R, F1β)
which are analytical functions.
Averaging the function F1 with respect to the variable θ we obtain
after easy integrations but tedious ones the following averaged function
f1(r, α,R, β) =
= (f1r(r, α,R, β), f1α(r, α,R, β), f1R(r, α,R, β), f1β(r, α,R, β))
=
∫ 2pi
0
(F1r, F1α, F1R, F1β)dθ,
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where
f1r =
1
2
br
((
2h− r2 −R2) sin(2α) +R2 sin(2β)),
f1α =
1
2
((
2h− 2r2 −R2)(− 3a+ 2b+ b cos(2α))
+ 2bR2 cos(2β) sin2 α− bR2 sin(2α) sin(2β)
)
,
f1R =
1
2
bR(2h− r2 −R2) sin(2(α− β))− r2 sin(2β),
f1β =
1
2
((
r2 −R2)(3a− 2b− b cos(2β))
− 2b(2h− r2 −R2) sin(2α− β) sin β).
(8)
We have to ﬁnd the zeros (r∗, α∗, R∗, β∗) of f1(r, α,R, β) and to check
that the Jacobian determinant at these points is not zero, i.e.,
(9) det
(
∂(f1r, f1α, f1R, f1β)
∂(r, α,R, β)
∣∣∣
(r,α,R,β)=(r∗,α∗,R∗,β∗)
)
̸= 0.
Note that if b = 0 then f1r ≡ 0, and consequently the Jacobian (9)
will be zero, and Theorem 2 does not provide any information on the
existence of periodic solutions. Hence in what follows we assume that
b ̸= 0.
From f1r = 0 we obtain that either r = 0, or r =
√
K if K =
2h − R2 + R2 sin(2β)
sin(2α)
> 0. Now we shall study the solutions of f1α =
f1R = f1β = 0 given in (8) distinguishing these two cases.
Case 1: r = 0. In this case f1R =
1
2
bR(2h − R2) sin(2(α − β)). From
f1R = 0 we get the following subcases:
Subcase 1.1: R = 0. Then after tedious but easy computations we
obtain that the solutions of the system f1α = f1β = 0 in the variables
α and β are α = ± arccos ((3a− 2b)/b)/2 if (3a− 2b)/b ∈ [−1, 1], and
for each of these two values of α we have that β can take values in the
set
S =
{
0, π,± arccos
(
3a− 2b
b
)
,± arccos
(
2b− 3a
b
)}
.
For all these solutions (α, β) the determinant (9) takes the value 36(3a2−
4ab + b2)2h4, which is diﬀerent from zero if and only if b /∈ {0, a, 3a}
because h > 0. Now going back through the change of variables
(5) and taking into account that θ˙ = −1 when ε = 0, it follows
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that all these solutions correspond to diﬀerent initial conditions of
the same periodic solution. In short, by Theorem 2 in this subcase
for ε ̸= 0 suﬃciently small there is one periodic solution γε(t) =
(x(t, ε), y(t, ε), z(t, ε), px(t, ε), py(t, ε), pz(t, ε)) in each Hamiltonian level
H = h > 0 if b /∈ {0, a, 3a} and (3a − 2b)/b ∈ [−1, 1], such that when
ε→ 0 the solution γε(t) tends to the periodic solution (i) of Table 1.
We note that the set of points (a, b) of the plane R2 satisfying that
b /∈ {0, a, 3a} and (3a − 2b)/b ∈ [−1, 1] are the points (a, b) ̸= (0, 0)
which are on the straight lines b = µa with µ ∈ (1, 3).
Subcase 1.2: R =
√
2h. Then the solutions of the system f1α = f1β = 0
in the variables α and β are β = ± arccos ((3a−2b)/b)/2 if (3a−2b)/b ∈
[−1, 1], and for each of these two values of β we have that α can take
values of the set S. For all these solutions (α, β) the determinant (9)
takes the value 72(3a2 − 4ab + b2)2h4, which is diﬀerent from zero if
and only if b /∈ {0, a, 3a} because h > 0. Now going back through
the change of variables, it follows that all these solutions correspond
to diﬀerent initial conditions of the same periodic solution. Again by
Theorem 2 in this subcase for ε ̸= 0 suﬃciently small there is one
periodic solution γε(t) in each Hamiltonian level H = h > 0 if b /∈
{0, a, 3a} and (3a− 2b)/b ∈ [−1, 1], such that when ε→ 0 the solution
γε(t) tends to the periodic solution (ii) of Table 1.
Subcase 1.3: If α = β then solving the system f1α = 0, f1β = 0 with
respect to the variables R and β we get the two solutions R =
√
h and
β = ± arccos ((3a−b)/(2b))/2. In both cases the Jacobian determinant
is equal with 9(b − a)b(3a2 − 2ab − b2)h4. Again going back through
the change of variables, it follows that these two solutions correspond
to two diﬀerent periodic solutions if (3a− b)/(2b) ∈ (−1, 1). Therefore
by Theorem 2 in this subcase for ε ̸= 0 suﬃciently small there are
two periodic solutions γkε (t) for k = 1, 2 in each Hamiltonian level
H = h > 0 if b /∈ {0, a,−3a} and (3a − b)/(2b) ∈ [−1, 1], such that
when ε→ 0 the solutions γ1ε (t) and γ2ε (t) tend to the periodic solutions
(iii) and (iv) of Table 1, respectively.
We note that the set of points (a, b) of the plane R2 satisfying that
b /∈ {0, a,−3a} and (3a− b)/(2b) ∈ [−1, 1] are the points (a, b) ̸= (0, 0)
which are on the straight lines b = µa with µ ∈ (1,∞) ∪ (−∞,−3),
and the points (0, b) for all b ∈ R \ {0}.
Subcase 1.4: α = β+
π
2
. In these subcase we can compute the solutions
of the system f1α = 0, f1β = 0 with respect to the variables R and β,
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but when we compute the determinant (9) for these solutions we always
obtain that it is zero, which means that in this subcase the averaging
theory given by Theorem 2 does not provide information about the
periodic solutions of the diﬀerential system.
Case 2: r =
√
K. Then we have
f1R =
1
2
bR
(
(−2h+R2) cosα−R2 cos(α− 2β)) secα sin(2β).
From f1R = 0 we get the following subcases.
Subcase 2.1: R = 0. Then the solutions of the system f1α = f1β = 0
in the variables α and β are α = β = ± arccos ((3a − 2b)/b)/2 if
(3a−2b)/b ∈ [−1, 1]. For all these four solutions (α, β) the determinant
(9) takes the value 72(3a2 − 4ab + b2)2h4, which is diﬀerent from zero
if and only if b /∈ {0, a, 3a} because h ̸= 0. Now going back through
the change of variables, it follows that all these solutions correspond
to diﬀerent initial conditions of the same periodic solution. Hence
by Theorem 2 in this subcase for ε ̸= 0 suﬃciently small there is
one periodic solution γε(t) in each Hamiltonian level H = h > 0 if
b /∈ {0, a, 3a} and (3a − 2b)/b ∈ [−1, 1], such that when ε → 0 the
solution γε(t) tends to the periodic solution (v) of Table 1.
Subcase 2.2: R =
√
2h cosα/
√
cosα− cos(α− 2β) if this expression is
real. Now solving the system f1α = 0, f1β = 0 we get eight solutions
for (α, β), namely(
− π
3
,−2π
3
)
,
(2π
3
,−2π
3
)
,
(
− 2π
3
,−π
3
)
,
(π
3
,−π
3
)
,(
− π
3
,
π
3
)
,
(2π
3
,
π
3
)
,
(
− 2π
3
,
2π
3
)
,
(π
3
,
2π
3
)
.
For all these solutions we get r = ρ = R =
√
2h
3
, and the Jacobian
determinants are all equal to 4(a− b)2b2h4, which is diﬀerent from zero
if and only if b /∈ {0, a} because h > 0. Now going back through
the change of variables, it follows that all these eight solutions provide
diﬀerent periodic solutions. So by Theorem 2 in this subcase for ε ̸= 0
suﬃciently small there are eight periodic solution γkε (t) for k = 1, . . . , 8
in each Hamiltonian level H = h > 0 if b /∈ {0, a}, such that when
ε → 0 the solutions γkε (t) for k = 1, . . . , 8 tend to the eight periodic
solutions (vi), ... , (xiii) of Table 1.
Subcase 2.3: sin(2β) = 0. We separate this subcase in three subsub-
cases.
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Subsubcase 2.3.1: β = 0. Then the solutions of the system f1α =
f1β = 0 in the variables α and R are α = ± arccos
(√±(3a+ b)/b/2) if√±(3a+ b)/b/2 ∈ [0, 1], and R = √h. Clearly, the square root in α is
real only for two of these four values of (α,R) if b ̸= −3a. The determi-
nant (9) takes in these two real solutions the value −18(a− b)2b(3a+
b)h4, which is diﬀerent from zero if and only if b /∈ {0, a,−3a} because
h > 0. Now going back through the change of variables, it follows that
all these two solutions correspond to diﬀerent initial conditions of the
same periodic solution. Hence by Theorem 2 in this subcase for ε ̸= 0
suﬃciently small there is one periodic solution γε(t) in each Hamilton-
ian level H = h > 0 if b /∈ {0, a,−3a} and √±(3a+ b)/(4b) ∈ [0, 1],
such that when ε→ 0 the solution γε(t) tends to the periodic solution
(xiv) of Table 1.
We note that the set of points (a, b) of the plane R2 satisfying that b /∈
{0, a,−3a} and (3a+ b)/(4b) ∈ [0, 1] are again the points (a, b) ̸= (0, 0)
which are on the straight lines b = µa with µ ∈ (1,∞) ∪ (−∞,−3),
and the points (0, b) for all b ∈ R \ {0}.
Subsubcase 2.3.2: β = π. The computations are exactly as the ones
of the subsubcase 2.3.1. The unique diﬀerence is that in this subcase
for ε ̸= 0 suﬃciently small there is one periodic solution γε(t) in each
Hamiltonian level H = h > 0 if b /∈ {0, a,−3a} and√±(3a+ b)/(4b) ∈
[0, 1], such that when ε → 0 the solution γε(t) tends to the periodic
solution (xv) of Table 1.
Subsubcase 2.3.3: β = ±π/2. In this subsubcase we can compute the
solutions (α,R) of the system f1α = 0, f1β = 0, but when we compute
the determinant (9) for these solutions we always obtain that it is zero,
so in this subsubcase Theorem 2 does not provide information about
the periodic solutions of the diﬀerential system.
Finally putting together the results of theses cases and subcases it
follows the statement of Theorem 1.
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