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30. Aufgabenstellung
Leistungsbewertung von Workstations mit SPEC-SFS-Benchmarks für den
Einsatz als Fileserver
Aufgabenstellung für die Projektarbeit
Die Standard Performance Evaluation Corporation (SPEC) ist ein herstellerunabhängiges
Gremium zur Schaffung plattformübergreifender Benchmark-Suites, in dem die TU-Chemnitz
assoziiertes Mitglied ist.
Das Ziel dieser Projektarbeit ist die Erschließung (Installation, nutzbare Aufbereitung, kurze
Dokumentation) der SFS-Benchmarksuite (SFS -- system-level file server) für drei aktuelle
Plattformen:
Sun-SPARC (2 CPU: samson.hrz, Solaris2.3 und
 1 CPU: herkules.hrz, SunOS4.1.3),
DEC-Alpha (decency.hrz),
SGI-R4000 (silly.hrz).
Die Aufgabe gliedert sich in sechs Teile:
• Installation der Benchmarksuite für die drei genannten Plattformen. Dafür notwendige
Anpassungen sind zu notieren und in der schriftlichen Arbeit zusammenzufassen.
Die Software-Pakete sind zur allgemeinen Nutzung an der Universität zu installieren
(/uni/global) und so aufzubereiten, daß sie leicht von anderen benutzt werden können.
• Es sind die inneren Funktionsprinzipien der Tests und Anforderungen an eine
Testumgebung herauszuarbeiten.
• Herstellung der Testumgebung zur Durchführung der Tests (zusammen mit dem URZ).
• Durchführung und Protokollierung der Benchmark-Testläufe in dieser Umgebung.
Falls es Referenz-Messungen in der Literatur für gleiche oder ähnliche Plattformen gibt,
sind die gemessenen Ergebnisse mit diesen zu vergleichen. Die gemessenen Werte sind auf
einer WWW-Seite im URZ bereitzustellen. Die Auswertung der Ergebnisse sollte als
Grundlage für die Konfiguration zu beschaffender Hardware im URZ nutzbar sein.
• Die von den Tests ermittelten Größen sind zu interpretieren und bzgl. ihrer Aussagekraft zu
bewerten. Eine wichtige Rolle spielen Randbedingungen, die in die Größen eingehen.
• Für eine Auswahl an Tests sind die Abhängigkeiten von äußeren Randbedingungen
experimentell in der Testumgebung zu untersuchen. Eine interessante Frage ist bspw., ob
es sinnvoller ist, für einen Fileserver in CPU's oder RAM zu investieren. Weiterhin spielt
eine Rolle, bis in welche Grenzsituation der Fileserver der Testumgebung noch sinnvoll
betreibbar ist, bzw. wann das System ''kippt''. Fragen dieser Art sollen in diesem
abschließenden Punkt in der Testumgebung untersucht werden.
41. Einführung
Da sich Computersysteme ständig weiterentwickeln mußte eine Methode zur Leistungs-
bewertung dieser Computersysteme entwickelt werden.
Der SFS-Benchmark basiert auf dem Nhfsstone Benchmark der Firma Legato Systems.
Er wurde zur Leistungsbewertung verschiedener Implementationen des NFS1-Dateisystems
auf unterschiedlichen Hardwarearchitekturen entwickelt.
1991 wurde als Ergebnis dieser Entwicklung der 097.LADDIS2 Benchmark veröffentlicht.
Danach wurde der Benchmark der SPEC zur Weiterentwicklung und Portierung übergeben.
Das Ziel dieser Projektarbeit war es, die SFS-Benchmarksuite auf mehreren Rechner-
architekturen der TU zu installieren und dann eine Leistungsbewertung dieser Architekturen
vorzunehmen. Weiterhin sollten bestimmte Randbedingungen experimentell untersucht werden.
Dabei war zum Beispiel von Interesse, welche Hardwareausstattung und Rechnerkonfiguration
für NFS-Server sinnvoll ist.
Die gewonnenen Ergebnisse sollten mit SPEC-Referenzrechnern verglichen werden. Dies war
leider nicht möglich, da alle von der SPEC veröffentlichten Daten [3],[4] von besonders
leistungsfähigen Rechnern stammen, die nicht zur Verfügung standen.
Für diese Projektarbeit wurde die SFS Release 1.1 verwendet, welche am 28. November 1994
veröffentlicht wurde. Die Benchmarksuite wird über ein mitgeliefertes Menüsystem bedient.
Fast alle Schritte von der Installation bis zur Testdurchführung lassen sich über dieses Menü-
system vornehmen. Der eigentliche Benchmark besteht aus einem einzelnen Prozeß, welcher
die Lasterzeugung durchführt und im Anschluß die Auswertung der gemessenen Ergebnisse
übernimmt. Damit unterscheidet sich der SFS-Benchmark grundlegend von allen anderen
SPEC-Benchmarks. Dort werden die einzelnen Tests von separaten Programmen durchgeführt
und auch die Auswertung wird nicht innerhalb der eigentlichen Benchmark-
Programme durchgeführt.
Die Ergebnisse des Benchmarks sind die Anzahl von NFS-Operationen pro Sekunde
(SPECnfs_A93 Ops/s) und die mittlere Antwortzeit in Millisekunden (ms).
Laut SPEC-Runrules [1] wird bei der Leistungsmeßung der NFS-Durchsatz nur dann
gewertet, wenn die mittlere Antwortzeit unter 50 ms liegt. Dieser Schwellwert war bei unseren
Messungen nicht vertretbar, da die verwendeten Rechner keine optimale Ausstattung als NFS-
Server hatten. Die Messungen wurden solange fortgesetzt bis die Antwortzeit exponentiell
gewachsen ist.
                                               
1 NFS: Network File System ist eine registrierte Handelsmarke von Sun Microsystems, Inc.
2 L für Legato, A für Auspex, D für Digital, D für Data General, I für Interphase und S für Sun
52. Arbeitsweise und Installation
2.1. Arbeitsweise des SFS-Benchmarks
Aus dem Design der SFS-Suite ergab sich eine Änderung der Aufgabenstellung. Die SFS-Suite
muß nicht für die zu testenden Architekturen angepaßt werden, sondern für die Architekturen,
welche zur Lastsimulation verwendet werden.
Dieses Design hat mehrere Vorteile. Da eine Optimierung des Benchmarks durch unsichere
Compilerflags keinerlei Vorteile, kann man auf Optimierungen komplett verzichten.
Wenn die Benchmarksuite auf einer Rechnerarchitektur installiert ist, kann sie zum Test
beliebiger NFS-Server verwendet werden. Es sind keine weiteren Anpassungen notwendig.
Vom 097.LADDIS Benchmark wird eine künstliche NFS-Last basierend auf einem NFS-
Operationsmix und einer bestimmten NFS-Requestrate erzeugt. Der Operationsmix setzt sich
aus folgenden Anteilen zusammen:
lookup 34% z.B. Suche nach Verzeichnisseinträgen
read 22% z.B. Schreiben von Daten
write 15% z.B. Lesen von Daten
getattr 13% z.B. überprüfen von Rechten
readlink 8% z.B. Verfolgen eines Links im Filesystem
readdir 3% z.B. Lesen des Verzeichnissinhaltes
create 2% z.B. Erzeugen einer Datei
setattr 1% z.B. setzen von Rechten
remove 1% z.B. Löschen einer Datei
fsstat 1% z.B. Anzeige des freien Platzes im Filesystem
Der prozentuale Anteil einer bestimmten NFS-Operation am Operationsmix läßt sich durch den
Anwender nicht einstellen. Daher ist z.B. eine praxisnahe Messung von ReadOnly-Fileservern
nicht möglich.
Für die Erzeugung der NFS-Last wird ein eigener NFS Protokoll-Stack verwendet. Es wird
nicht die Filesystem-Schnittstelle des Betriebssystems verwendet.
Um beliebig hohe Lasten zu erzeugen, kann der Benchmark auf mehreren Rechnern gleich-
zeitig gestartet werden. Ein Prozeß auf einem bestimmten Rechner übernimmt dabei die Rolle
des primären Lastgenerators und koordiniert alle Lastgeneratoren.
Jeder Lastgenerator erzeugt den gleichen Anteil an der zu erzeugenden Gesamtlast. Die Anzahl
der Lastgeneratoren ist auf allen Rechnern gleich. Daher sollten alle Rechner, auf denen die
Lastgeneratoren laufen, ungefähr die gleiche Leistungsfähigkeit haben.
Um eine Verfälschung der Meßergebnisse durch die Transportmedien zu vermeiden, sollten die
Lastgenerator-Rechner möglichst kurze Wege bis zum Server haben. Es ist ungünstig, wenn
dabei mehrere Router beteiligt sind, da dies zu weiteren Verzögerungen führt.
Die besten Ergebnisse werden erreicht, wenn alle Lastgenerator-Rechner im gleichen Segment
wie der zu testende Server sind. Da ein Ethernet-Segment nur eine bestimmte Bandbreite ohne
Kollisionen transportieren kann, muß der zu testende Server eventuell mit mehreren Netzwerk-
karten ausgestattet werden, um die Last auf mehrere direkt erreichbare Segmente zu verteilen.
6S 1 Server 1 (phoenix.hrz.tu-chemnitz.de)
S 2 Server 2 (pontius.hrz.tu-chemnitz.de)
R Router
LG 1 Lastgenerator 1 (earl.hrz.tu-chemnitz.de)
LG 2 Lastgenerator 2 (happy.hrz.tu-chemnitz.de)
LG 3 Lastgenerator 3 (tantalus.hrz.tu-chemnitz.de)
E 1/E 2 Ethernet-Segmente
FDDI FDDI-Backbone
Dieses Schema zeigt den Testaufbau, wie er für diese Projektarbeit verwendet wurde. Der
Rechner Tantalus war der einzige Rechner, welcher die erzeugte Last direkt über den
leistungsfähigen FDDI-Backbone zu den Servern transportieren konnte. Die beiden anderen
Lastgenerator-Rechner mußten über mindestens einen Router transportieren.
7Die Arbeitsweise des Benchmarks läßt sich mit folgenden Punkten charakterisieren:
• Starten des primären Lastgenerators auf einem ausgewählten Rechner
• Der primäre Lastgenerator startet den Benchmark automatisch auf allen
Lastgenerator-Rechnern, die für den Testlauf verwendet werden sollen.
• Mounten aller Filesysteme an jedem Lastgenerator-Rechner. Zu diesem Zweck
muß der Benchmark mit Root-Rechten gestartet werden. Um dies zu
umgehen, können die Filesysteme auch vor dem Start des primären Last-
generators von Hand gemountet werden.
• Von jedem Lastgenerator wird ein Test-Filesystem angelegt.
Die Größe des erzeugten Filesystems ist proportional zur angeforderten Last.
Tritt hierbei ein Fehler auf, bricht der primäre Lastgenerator den Benchmark
nach ca. 1 Stunde mit einem Fehler ab.
• Wenn alle Lastgeneratoren das Filesystem erzeugt haben, wird eine sogenannte
„WarmUp-Phase“ gestartet. Dabei erzeugt jeder Lastgenerator eine für den Benchmark
typische NFS-Last. Im Logfile werden dann eventuell auftretende Probleme dokumentiert.
Bei schwerwiegenden Fehlern wird der gesamte Benchmark beendet.
• Im Anschluß an die WarmUp-Phase wird der eigentliche Benchmark gestartet.
Jeder Lastgenerator erzeugt die von Ihm geforderte Last über einen einstellbaren Zeitraum.
Um die Ergebnisse zu veröffentlichen, wird in den SPEC-Runrules [1] eine Testzeit von
600 Sekunden vorgeben. Eine Erhöhung dieser Zeit bringt keine genaueren Testergebnisse.
• Nach Beendigung des Benchmarks sammelt der primäre Lastgenerator die Ergebnis-
Dateien ein, und erstellt daraus einen Gesamtergebnis-Report.
82.2. Installation des SFS-Benchmarks
Für diese Projektarbeit wurde die Version SFS1.1.4 verwendet. Die Installation wird mit
folgenden Schritten durchgeführt:
• Entpacken des Archivs SFS1.1.4.tar in ein leeres Verzeichnis $HOME/SPECHOME
Dabei wird das Verzeichnis spec-sfs1.1.4 erzeugt.
• Setzen der Umgebungsvariable $SPEC auf das Verzeichnis spec-sfs1.1.4
• cd $SPEC
• source cshrc
• make IDENT=hp bindir  zum Erzeugen der SPEC Hilfstools
• In vielen Verzeichnissen der SFS-Installation befinden sich M.<Hersteller> Dateien.
Diese enthalten herstellerspezifische Informationen zur Abarbeitung des Makefiles.
Weiterhin existiert für jeden Hersteller eine Datei C.<Hersteller>. In Ihr werden
bestimmte Systemkommandos mit ihrer Pfadangabe gespeichert.
Um den SFS-Benchmark erfolgreich zu compilieren müssen die Angaben der C.* und M.*
Dateien überprüft und angepaßt werden. Zu dieser Anpassung sollte eigentlich das
SPEC-Tool runsfs benutzt werden. Dieses Tool speichert allerdings fehlerhafte
Dateien ab und die Dateien C.* und M.* mit einem normalen ASCII-Editor (z.B. vi)
bearbeiten.
• Compilieren des eigentlichen Benchmarks (laddis.097) unter Verwendung von runsfs.
Damit ist die Installation beendet. Notwendige Änderungen sind im Anhang A.1. zu finden.
Die Installation wurde nur für HP-Maschinen vorgenommen. Auf den Architekturen SunOS4
und Solaris2 ließ sich der Benchmark laddis.097 nicht compilieren. Es wurden dabei sowohl
Versuche mit dem standardmäßig vorgeschlagenen C-Compiler cc als auch mit dem GNU-
Compiler gcc unternommen. Dabei trat ständig der Fehler „XDR declared as parameter non
function“ auf. Die Bedeutung und Ursache des Fehlers blieben unklar. Um keine weitere Zeit
zu verlieren, wurden daher alle weiteren Tests ausschließlich mit der HP-Installation
durchgeführt.
93. Einflußgrößen auf das Ergebnis des SFS-Benchmarks
3.1. NFS-Server
Den größten Einfluß auf die Testergebnisse hat der verwendete NFS-Server.
Im Test wurden 2 verschiedene Rechner getestet.
Beim ersten Rechner handelt es sich um den URZ-Fileserver phoenix.hrz.tu-chemnitz.de mit
folgender Ausstattung:
Prozessor : SuperSPARC 10 / 60 Mhz
Prozessorcache : 1 MB Supercache
Hauptspeicher : 64 MB
SCSI-Variante : SCSI mit 10MB/s Transferrate
Festplatten : 2 Seagate Hawk Festplatten mit 4GB Kapazität
Lesezugriffe: 8ms mittlere Zugriffszeit
Schreibzugriffe: 9ms mittlere Zugriffszeit
Betriebssystem : Solaris 2.3
Anzahl der NFS-Threads : 16
Buffer-Cache : Writethrough-Cache
Besonderheiten : Dieser Rechner ist mit 1 MB Prestoserve-Cache
ausgestattet. Dieser Cache arbeitet als Writeback-Cache
und puffert alle write()-Systemrufe welche über den
SBUS3 transportiert werden. Zu diesem Zweck fängt
ein spezieller Treiber diese Systemrufe ab und speichert
sie in einem batteriegepufferten nichtflüchtigem Speicher.
Da Prestoserve direkt auf den SBUS aufsetzt, profitieren
von diesem Cache auch andere Filesystemtypen wie lokale
Filesysteme oder AFS4.
Der zweite Rechner ist der Compute-Server pontius.hrz.tu-chemnitz.de, welcher nur
testweise als NFS-Fileserver verwendet wurde. Er hat folgende Ausstattung:
Prozessor : 2 HP-PA 7200
Prozessorcache : 256 KB
Hauptspeicher : 1 GB
SCSI-Variante : SCSI mit 10MB/s Transferrate
Festplatten : 4 mit 2GB Kapazität
Lesezugriffe: 8ms mittlere Zugriffszeit
Schreibzugriffe: 9ms mittlere Zugriffszeit
Betriebssystem : HP-UX 10.01
Anzahl der NFS-Threads : 16
Buffer-Cache : Writethrough-Cache
Besonderheiten : jeweils 2 Festplatten werden vom Controller wie eine
Einzige angesprochen. Die Daten werden gleichmäßig auf
beide Festplatten verteilt. Dadurch wird beim Lesen und
Schreiben die doppelte Bandbreite einer Festplatte erreicht.
Die Daten werden dabei nicht dupliziert.
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Bei beiden Rechnern konnte die endgültige Leistungsgrenze nicht ermittelt werden.
Laut SPEC-Referenzen [3],[4] hätte beide Rechner eine NFS-Last von mehr als 750
Requests/s verarbeiten müssen.
Während der Tests hat sich die Anzahl der Festplatten als ein entscheidendes Kriterium heraus-
gestellt. Pro Festplatte kann ungefähr eine NFS-Last von 100 Ops/s verarbeitet
werden. Dies entspricht auch ungefähr dem theoretischen Maximum von 110-125 Zugriffen/s.
Dieses Maximum ergibt sich aus der mittleren Zugriffszeit der Festplatten von 8ms.
Für NFS-Server die sowohl Lese- als auch Schreibzugriffe verarbeiten müssen ist unbedingt ein
PrestoServe-Cache zu verwenden. Die Antwortzeiten bei Schreibzugriffen konnten damit
von 400ms auf 30-40ms gesenkt werden.
Alle anderen Größen, wie Anzahl der Prozessoren, Größe des Hauptspeichers oder Anzahl der
NFS-Threads waren bei den Tests kaum von Bedeutung. Deren Bedeutung steigt aber
sicherlich, wenn die NFS-Last weiter gesteigert wird. Dazu müssen dann aber die vorhandenen
Flaschenhälse beseitigt werden.
Folgende Flaschenhälse sind während der Tests aufgetreten:
• Anzahl der Festplatten im Server
• Anzahl der verfügbaren Rechner zur Lastgeneration
3.2. Kommunikationssystem
Bei besonders leistungsfähigen NFS-Servern muß das Kommunikationssystem ausreichend
dimensioniert werden. Laut SPEC-Informationen [2] kann ein 10MBit-Ethernet-Segment eine
NFS-Last von 300 Requests/s übertragen. Ein FDDI-Segment bewältigt eine NFS-Last von
3000 Requests/s.
Während unserer Tests konnte keine NFS-Last erzeugt werden, die 200 Requests/s übersteigt.
Weiteren Einflußgrößen sind die Netz-Topologie. Für besonders hohe Leistungen sollten die
Lastgeneratoren auf möglichst viele SUB-Netze aufgeteilt werden. Die einzelnen SUB-Netze
müssen dafür direkt mit dem NFS-Server verbunden werden. Der NFS-Server benötigt daher
mehrere Netzwerk-Karten.
Die Kollisionsrate auf Ethernet-Segmenten sollte so niedrig wie möglich sein.
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3.3. Lastgeneratoren
Während der Tests hat sich gezeigt, das die Lastgeneratoren eine entscheidende Rolle spielen.
Ein geeigneter Lastgenerator sollte folgende Punkte erfüllen:
• Gute Prozessor-Performance
• Guter Hauptspeicherausbau (mindestens 32MB)
• keine fremden Nutzer auf den Lastgenerator-Rechnern
Sollte der Rechner diese Kriterien nicht erfüllen, so kommt es zu häufigen Abbrüchen der
Benchmark-Läufe. Die öffentlichen Rechner des URZ waren solo nicht in der Lage,
NFS-Lasten > 150 Requests/s zu generieren. Erst unter Verwendung von 2 bzw. 3 Rechnern
konnten Lasten von 200-250 Requests/s erzeugt werden.
Von besonderer Bedeutung ist dabei die Anzahl der freien Ports. Besonders leistungsfähige
Rechner, an denen sehr viele Nutzer arbeiten, bereiten dabei große Probleme. Die gestarteten
Benchmark-Prozeße fordern während der Laufzeit nochmals neue Ports an. Dabei kam es zum
Beispiel auf dem Rechner tantalus ständig zu Abbrüchen, da dieser keine freien Ports hatte.
In der URZ-Umgebung sind daher leistungsschwächere Rechner mit wenig Nutzern besser
geeignet, als leistungsfähige Rechner mit besonders vielen Nutzern.
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4. Meßergebnisse für 3 NFS-Server Installationen
4.1. Ergebnisse von Pontius mit 2 Festplatten
SPECnfs_A93
in Ops/s
getattr
in ms
lookup
in ms
read
in ms
write
in ms
Ø Antwortzeit
in ms
96    4.49    4.61   20.44  128.49 27.80
107    5.05    6.61   23.10  203.48 41.90
112   12.93   13.32   54.99  329.48 73.60
118    5.61    7.10   25.92  235.30 48.10
129   34.06   34.94   79.76  748.41 157.50
135   24.28   24.52   79.76  631.27 131.30
In der Tabelle findet man eine Auswahl von Operationen, welche die gemessenen Ergebnisse
am besten verdeutlichen. Es sind die Operationen mit dem größten Anteil am Operationsmix
und dem größten Einfluß auf die durchschnittliche Antwortzeit. In die durchschnittliche
Antwortzeit gehen die gemessenen Zeiten gewichtet nach der Häufigkeit der Operation ein.
Die kompletten Meßprotokolle befinden sich in Anhang B.
Compute-Server Pontius mit 2 Festplatten ohne
Prestoserve
NFS-Durchsatz in SPECnfs_A93 Ops/s
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Aus den Meßergebnissen des Rechners Pontius kann man sehr gut erkennen, daß für einen
NFS-Server die eigentliche Prozessorleistung und der verfügbare Hauptspeicher eine eher
untergeordnete Rolle spielen. Die Leistungsgrenze des Rechners wurde bei den Tests eindeutig
durch die Anzahl der vorhandenen Festplatten beschränkt.
Vergleichbare Rechner, welche im SPEC-Newsletter [3] veröffentlicht wurden, waren mit 32
Festplatten zu je 1GB ausgestattet. Erst bei Erreichen dieser Festplattenanzahl wirkt sich der
Prozessor und Hauptspeicherausbau auf die Ergebnisse aus. Bei einer angeforderten Last von
200 Ops/s wurden vom Plattensubsystem nur noch 135 Ops/s bewältigt. Die Prozessor-
auslastung lag dabei bei nur 0,05%. Von den vorhandenen 1GB Hauptspeicher waren durch
den Benchmark und andere Prozesse nur 123MB belegt.
Wenn man den Rechner Pontius vergleichbaren SPEC-Referenzrechnern gegenüberstellt, liegt
die maximale Leistung des Rechners Pontius bei zirka 1200-1500 SPECnfs_A93 Ops/s.
Vergleich der Antwortzeiten
NFS-Durchsatz in SPECnfs_A93
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Da der Rechner Pontius nicht als NFS-Server vorgesehen ist, verfügt er auch nicht über den
NFS-Beschleuniger Prestoserve. Daraus ergeben sich die hohen Antwortzeiten bei
Schreiboperationen. Obwohl der Anteil der Schreiboperationen nur 15% am gesamten
Benchmark ist haben sie ein Gewicht von 75% bei der mittleren Antwortzeit.
Das Gegenteil davon sind die Leseoperationen mit einem Anteil von 22% und einem Gewicht
von 10%. Es wäre daher gut, wenn in künftigen Versionen des SFS-Benchmarks, der Anteil
der einzelnen Operationen am Operationsmix einstellbar ist.
Sollte für einen NFS-Server Schreiboperationen von mehr als 5% anfallen, ist es sinnvoll,
diesen Server mit Prestoserve auszustatten.
Einige Fileserver des URZ exportieren unter praktischen Bedingungen nur ReadOnly-
Filesysteme. Daher sind keine Schreibzugriffe möglich. Eine praxisgerechte Bewertung dieser
Fileserver ist mit der derzeitigen Version der SFS-Suite problematisch.
Die starken Schwankungen bei den letzten Messungen sind statistische Schwankungen. Aus
Zeitgründen konnte nur jeweils eine Messung durchgeführt werden. Diese Schwankungen
treten auch bei allen weiteren Diagrammen auf.
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4.2. Ergebnisse von Phönix mit 1 Festplatte
SPECnfs_A93
in Ops/s
getattr
in ms
lookup
in ms
read
in ms
write
in ms
Ø Antwortzeit
in ms
60    5.72    5.74   26.58   52.87 17.70
107   13.17   13.61   44.53   97.32 34.40
121   11.09   11.85   56.09  155.73 46.10
122   22.82   27.48  152.28  447.68 125.30
127   16.99   18.55   87.10  255.65 72.70
130   11.30   12.83   69.76  199.86 56.50
133   24.35   26.95  152.89  442.58 123.50
NFS-Server Phönix mit 1 Festplatte und
Prestoserve
NFS-Durchsatz in SPECnfs_A93 Ops/s
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An den Meßergebnissen erkennt man sehr gut, daß die Leistungsfähigkeit auch in diesem Fall
nur durch die Anzahl der Festplatten begrenzt wurde. Der exponentielle Anstieg tritt ungefähr
beim theoretischen Maximum von 125 Ops/s ein. Dieses Maximum ergibt sich aus einer
mittleren Zugriffszeit der Festplatte von 8ms.
Für den Test wurden zwischen 500-1000MB Testdaten erzeugt. Der vorhandene Cache konnte
die angeforderten Operationen optimieren, es war aber nicht möglich, daß der gesamte
Benchmark „innerhalb“ des Cache ablaufen konnte.
Die Prozessorauslastung des Phönix lag während der Tests bei 10-12% und auch der
Hauptspeicher wurde durch die vorhandenen Prozesse mit zirka 30MB von 128MB kaum
ausgelastet.
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Vergleich der Antwortzeiten
NFS-Durchsatz in SPECnfs_A93
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Der Einfluß der Schreiboperationen auf die durchschnittliche Antwortzeit beträgt durch den
Einsatz von Prestoserve nur noch 55% statt 75% ohne Prestoserve. Die Antwortzeit bei
Schreiboperationen hat sich durch den Einsatz von Prestoserve halbiert.
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4.3. Ergebnisse von Phönix mit 2 Festplatten
SPECnfs_A93
in Ops/s
getattr
in ms
lookup
in ms
read
in ms
write
in ms
Ø Antwortzeit
in ms
52    5.61    5.70   22.86   39.05 14.60
90    8.26    8.42   24.31   44.90 17.80
106   10.21   10.25   30.27   56.10 22.30
109   10.03   10.55   33.19   60.57 23.70
150   14.72   15.89   52.96  111.59 40.20
151   13.03   14.30   49.95   95.62 35.50
160   13.59   14.31   42.48   88.87 32.80
167   14.98   15.57   46.63  101.19 36.60
167   19.99   22.61   72.29  166.11 56.90
170   16.65   18.31   56.74  124.93 43.90
176   23.85   25.94   87.79  201.99 68.80
193   21.83   23.63   73.35  170.01 58.90
195   21.86   23.81   80.16  203.36 66.30
198   22.15   24.55   76.60  187.75 62.90
NFS-Server Phönix mit 2 Festplatten und
Prestoserve
NFS-Durchsatz in SPECnfs_A93 Ops/s
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Diese Meßreihe wird durch 2 Probleme begrenzt. Das erste Problem ist wie in den zwei
anderen Tests die Anzahl der Festplatten. Das zweite Problem ist die Auslastung der zur
Lastgenerierung verwendeten Rechner. Mit den verwendeten 3 Rechnern war es nicht möglich
Lasten oberhalb 250 Ops/s zu erzeugen. Ab 150 Ops/s traten verschiedene Probleme mit den
Lastgeneratoren auf.
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Daraus ergibt sich auch der schwankende Verlauf der Meßreihe oberhalb von 150 Ops/s.
Durch Auslastung der Rechner durch fremde Prozesse kam es zu größeren Verzögerungen bei
der Generierung der NFS-Operationen. Das Problem konnte nicht gelöst werden , da kurz-
fristig keine weiteren Rechner zur Verfügung standen und die Projektarbeit beendet werden
sollte. Die Lasten oberhalb von 200 Ops/s wurden nicht mit in die Auswertung einbezogen, da
bei diesen Tests zirka 30% fehlerhafte RPC’s5 auftraten.
Eine Interpretation dieser fehlerhaften RPC’s war aber leider nicht möglich, da aus den SPEC-
Informationen [2] nicht hervorgeht, was als „fehlerhaft“ bewertet wird.
Die Prozessorauslastung des Phönix lag auch bei diesen Tests mit 2 Festplatten nur bei
10-12%. Dies ist exakt der gleiche Wert wie bei 1 Festplatte.
Vergleich der Antwortzeiten
NFS-Durchsatz in SPECnfs_A93 Ops/s
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Der Einfluß der Schreiboperationen konnte durch den Einsatz der zweiten Festplatte nochmals
von 55% auf 45% gesenkt werden.
                                               
5
  Remote Procedure Call (Das gesamte NFS-Protokoll basiert auf RPC)
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5. Gesamtauswertung der Messungen
Vergleich des Rechners Phönix mit 1 bzw. 2 Festplatten
NFS-Durchsatz in SPECnfs_A93 Ops/s
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Bei Verwendung einer Festplatte beginnt der exponentielle Anstieg der Antwortzeit bei zirka
120 Ops/s. Bei Verwendung von 2 Festplatten steigen die Antwortzeiten dagegen weiterhin
nur gering an. Zur Generierung von 120 Ops/s werden durch den SFS-Benchmark Testdaten
mit dem Umfang von 720MB erzeugt. Daher ist zur Erreichung eines optimalen SFS-Ergebnis
eine Festplattengröße von 1GB ausreichend. Diese Größe wird auch fast ausschließlich für
Herstellermeßungen verwendet. Für den praktischen Einsatz sind aber sicherlich 2GB bzw.
4GB besser geeignet. Ein Großteil der Kapazität wird im praktischen Betrieb zum „Lagern“
von Daten verwendet und wird daher nur selten benutzt.
Die ermittelten 120 Ops/s entsprechen laut SPEC-Erkenntnissen [2] ungefähr der Last von 12
Nutzern. Daraus kann man recht einfach die Anzahl der Festplatten ermitteln, die nötig ist, um
eine bestimmte Anzahl von Nutzern optimal zu versorgen.
Eine untergeordnete Rolle spielt dieses Betrachtung bei reinen ReadOnly-Filesystemen.
Bei der Gegenüberstellung kann man sehr gut erkennen, daß die Antwortzeiten bei Lese-
operationen nicht so extrem ansteigen wie die Antwortzeiten bei Schreiboperationen.
Man kommt daher bei Applikationsservern mit weniger und größeren Festplatten aus, als wenn
die Filesysteme für Schreib- und Leseoperationen (z.B. Home-Bereich) verwendet werden.
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Vergleich des Rechners Phönix mit Prestoserve und ohne
Prestoserve bei einer angeforderten Last von 100 Ops/s
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Mit dieser Gegenüberstellung ist die dringende Notwendigkeit für Prestoserve bewiesen, wenn
auf den Filesystemen häufige Schreibzugriffen stattfinden. Dieses Verhältnis der Antwortzeiten
von 1:5 konnte über den gesamten Verlauf nachgewiesen werden.
Folgende Dinge konnten nicht ermittelt werden, da die vorhandenen Ressourcen nicht
ausreichten um den Rechner Phönix bis zu seiner Leistungsgrenze zu belasten:
• Optimale Anzahl der NFS-Prozesse auf Serverseite
• Optimale Cache-Größe auf Serverseite
Es kann keine Empfehlung ausgesprochen werden, da keinerlei Kenntnisse über den
praktischen Einfluß dieser Größen vorliegen.
Zu folgenden Größen kann eine Schätzung vorgenommen werden:
• Maximale Festplattenanzahl
Anhand der Prozessor- und Hauptspeicherauslastung kann man von einer maximal
möglichen Anzahl von zirka 6-10 Festplatten ausgehen.
• Optimale Anzahl von Netzsegmenten, um die Nutzer zu versorgen
Anhand der maximalen Festplattenanzahl sollte von 2-3 Ethernet-Segmenten bzw. einem
FDDI-Segment ausgegangen werden. Laut SPEC-Informationen [2] kann ein Ethernet-
Segment eine Last von ca. 300 Ops/s transportieren. Um optimale Ergebnisse zu erreichen,
sollten die Netzsegmente direkt mit einzelnen Netzwerkkarten des zu testenden Servers
verbunden werden.
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Anlagen
A.1. Notwendige Änderungen zur Installation des SFS-Benchmarks
Folgende Änderungen wurden am maschinenspezifischen Makefile M.hp durchgeführt:
#
# @(#)M.hp 1.7 95/03/05
#
# hp specific Makefile Wrapper
#
MACHID= hp
CC=gcc
# Originalzeile: CC= /bin/cc
OPT=-O
CFLAGS=
LDFLAGS=
EXTRA_CFLAGS=-DSAR -DUSE_UNISTD -DJ_HOFBAUER_HP
# Originalzeile: EXTRA_CFLAGS= -DSAR -DUSE_UNISTD
EXTRA_LDFLAGS=
LIBS=-lm
EXTRA_LIBS=
OSTYPE=-DHPUX
#
# If the server requires the client to be bound to a reserved port add this
#RESVPORT_MOUNT=-DRESVPORT
RESVPORT_MOUNT=
#
STD_TGTS = all install clean clobber lint
$(STD_TGTS):
@make MACHID="${MACHID}"\
CC="${CC}"\
CFLAGS="${CFLAGS}"\
LDFLAGS="${LDFLAGS}"\
EXTRA_CFLAGS="${EXTRA_CFLAGS}"\
EXTRA_LDFLAGS="${EXTRA_LDFLAGS}"\
EXTRA_LIBS="${EXTRA_LIBS}"\
LIBS="${LIBS}"\
OSTYPE="${OSTYPE}"\
OPT="${OPT}"\
RESVPORT_MOUNT="${RESVPORT_MOUNT}" \
$@
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Folgende Files müssen in $SPEC/benchspec/097.laddis/src geändert werden:
laddis_2_ops.c und laddis_3_ops.c:
Einfügen:
#define RPC_INTR 18
Diese Definition steht normalerweise in rpc/clnt.h. In der Installation der TU Chemnitz war
dies leider nicht der Fall, und es mußte daher ergänzt werden.
laddis_2_vld.c:
Auskommentieren von:
extern int gethostname(char *, int);
in
#ifndef J_HOFBAUER_HP
extern int gethostname(char *, int);
#endif
laddis_c_clk.c:
Auskommentieren von:
extern int select()
in
#ifndef J_HOFBAUER_HP
extern int select()
#endif
laddis_c_pnt.c:
Auskommentieren von:
extern int gethostname(char *, int);
in
#ifndef J_HOFBAUER_HP
extern int gethostname(char *, int);
#endif
Auskommentieren von:
extern int gethostbyname();
in
#ifndef J_HOFBAUER_HP
extern int gethostbyname();
#endif
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laddis_c_mnt.c:
Auskommentieren von:
extern int gethostbyname();
in
#ifndef J_HOFBAUER_HP
extern int gethostbyname();
#endif
Auskommentieren von:
extern int setmntent();
in
#ifndef J_HOFBAUER_HP
extern int setmntent();
#endif
laddis_m_prm:
Auskommentieren von:
extern int gethostbyname();
in
#ifndef J_HOFBAUER_HP
extern int gethostbyname();
#endif
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B.1. Meßprotokolle für die Leistungsbewertung des Rechners „phoenix“
unter Verwendung einer Festplatte und PrestoServe
Angeforderte Last: 100 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 8
    Requested Load (NFS operations/second) = 100
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   4008 Files created for I/O operations
                  800 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Thu Oct 26 14:50:14 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.4%      4796     1     5.72     9.22      0.09      4.3%
setattr       1%    0.9%       321     0    10.50    22.38      0.52      0.4%
lookup       34%   34.3%     12287     4     5.74     9.25      0.05     11.4%
readlink      8%    8.4%      2960     1     6.40    22.02      0.17      3.1%
read         22%   21.2%      7916    20    26.58    31.82      0.12     31.7%
write        15%   14.6%      5299     2    52.87    78.38      0.24     43.2%
create        2%    2.1%       742     0    15.07    38.18      0.44      1.8%
remove        1%    1.0%       365     0    12.08    17.56      0.43      0.6%
readdir       3%    2.7%      1010     3    16.95    12.90      0.22      2.7%
fsstat        1%    1.0%       369     0     5.84     9.41      0.31      0.4%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:      60 Ops/Sec   AVG. RESPONSE TIME:    17.7 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 100 Ops/Sec
TOTAL NFS OPERATIONS:  36065      TEST TIME: 599 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 545088 KB
TOTAL FILE SET SIZE ACCESSED: 109888 - 120416 KB  (101% to 110% of Base)
------------------------------------------------------------------------
25
Angeforderte Last: 120 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 16
    Requested Load (NFS operations/second) = 120
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   4816 Files created for I/O operations
                  960 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Thu Nov  2 13:33:41 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.1%      8446    15    13.17    24.71      0.11      5.0%
setattr       1%    0.9%       610     1    23.17    50.74      0.57      0.6%
lookup       34%   34.0%     21775    59    13.61    25.37      0.07     13.4%
readlink      8%    8.1%      5161    17    13.57    29.79      0.15      3.2%
read         22%   21.4%     13812   259    44.53    64.82      0.13     27.8%
write        15%   15.4%      9890    48    97.32   142.48      0.24     43.7%
create        2%    1.9%      1255     5    46.94    93.96      0.54      2.7%
remove        1%    0.9%       644     3    35.83    78.68      0.68      1.0%
readdir       3%    2.8%      1859    24    24.90    26.22      0.23      2.0%
fsstat        1%    0.9%       635     1    12.78    23.43      0.38      0.3%
------------------------------------------------------------------------------
INVALID RUN reported for Client 2 (happy).
INVALID RUN, Failed RPC calls
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     107 Ops/Sec   AVG. RESPONSE TIME:    34.4 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 120 Ops/Sec
TOTAL NFS OPERATIONS:  64087      TEST TIME: 600 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 654976 KB
TOTAL FILE SET SIZE ACCESSED: 132736 - 145848 KB  (101% to 111% of Base)
------------------------------------------------------------------------
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Angeforderte Last: 130 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 16
    Requested Load (NFS operations/second) = 130
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   5216 Files created for I/O operations
                 1040 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Tue Nov  7 14:45:55 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.1%      9582    18    11.09    22.78      0.10      3.1%
setattr       1%    0.9%       693     2    40.25    93.12      0.72      0.8%
lookup       34%   33.8%     24576    41    11.85    26.45      0.06      8.6%
readlink      8%    7.9%      5757     6    13.73    44.05      0.17      2.3%
read         22%   21.6%     15735   146    56.09   102.93      0.16     26.3%
write        15%   15.5%     11334    33   155.73   248.52      0.29     52.7%
create        2%    2.0%      1458     4    70.63   162.22      0.65      3.0%
remove        1%    0.9%       696     0    61.03   124.66      0.83      1.2%
readdir       3%    2.8%      2092    19    21.81    25.28      0.22      1.3%
fsstat        1%    0.9%       722     1    11.55    22.84      0.35      0.2%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     121 Ops/Sec   AVG. RESPONSE TIME:    46.1 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 130 Ops/Sec
TOTAL NFS OPERATIONS:  72645      TEST TIME: 600 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 709376 KB
TOTAL FILE SET SIZE ACCESSED: 143616 - 158426 KB  (101% to 112% of Base)
------------------------------------------------------------------------
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Angeforderte Last: 140 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 16
    Requested Load (NFS operations/second) = 140
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   5616 Files created for I/O operations
                 1120 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Thu Nov  2 16:00:06 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.1%     10331    10    11.30    23.12      0.09      2.6%
setattr       1%    0.9%       751     2    57.51   157.68      0.90      0.9%
lookup       34%   33.8%     26561    26    12.83    29.32      0.07      7.6%
readlink      8%    8.1%      6330     4    14.10    40.45      0.16      2.0%
read         22%   21.7%     17075   203    69.76   128.02      0.17     26.8%
write        15%   15.2%     11969    21   199.86   298.56      0.31     54.0%
create        2%    2.0%      1584     1    91.85   208.30      0.71      3.2%
remove        1%    0.9%       774     3    64.82   150.08      0.86      1.1%
readdir       3%    2.8%      2273    21    21.99    23.26      0.20      1.0%
fsstat        1%    0.9%       746     0    11.49    20.89      0.33      0.2%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     130 Ops/Sec   AVG. RESPONSE TIME:    56.5 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 140 Ops/Sec
TOTAL NFS OPERATIONS:  78394      TEST TIME: 601 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 763776 KB
TOTAL FILE SET SIZE ACCESSED: 154496 - 169795 KB  (101% to 111% of Base)
------------------------------------------------------------------------
28
Angeforderte Last: 150 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 16
    Requested Load (NFS operations/second) = 150
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   6016 Files created for I/O operations
                 1200 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Tue Nov  7 15:43:59 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.3%     10188    13    16.99    39.26      0.12      3.0%
setattr       1%    0.9%       701     0    73.32   171.18      0.97      0.9%
lookup       34%   34.3%     26276    40    18.55    45.96      0.08      8.7%
readlink      8%    8.1%      6235     8    22.72    63.92      0.20      2.5%
read         22%   21.2%     16261   244    87.10   175.60      0.20     25.5%
write        15%   15.1%     11578    42   255.65   392.07      0.36     53.2%
create        2%    2.0%      1524     2   124.15   278.51      0.84      3.4%
remove        1%    0.9%       780     1    93.62   202.34      1.00      1.3%
readdir       3%    2.8%      2218    14    25.54    30.07      0.23      0.9%
fsstat        1%    0.9%       742     0    18.03    46.47      0.49      0.2%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     127 Ops/Sec   AVG. RESPONSE TIME:    72.7 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 150 Ops/Sec
TOTAL NFS OPERATIONS:  76503      TEST TIME: 605 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 818176 KB
TOTAL FILE SET SIZE ACCESSED: 165376 - 182085 KB  (101% to 111% of Base)
------------------------------------------------------------------------
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Angeforderte Last: 170 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 16
    Requested Load (NFS operations/second) = 170
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   6816 Files created for I/O operations
                 1360 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Tue Nov  7 16:32:06 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.1%     10520    11    24.35    56.94      0.14      2.5%
setattr       1%    0.9%       745     3   121.51   250.96      1.14      0.9%
lookup       34%   34.1%     27290    40    26.95    64.03      0.09      7.4%
readlink      8%    7.9%      6402     5    26.59    66.76      0.20      1.7%
read         22%   21.5%     17222   264   152.89   258.88      0.24     26.6%
write        15%   15.2%     12200    66   442.58   576.08      0.43     54.7%
create        2%    2.0%      1619     2   218.86   435.09      1.02      3.5%
remove        1%    1.0%       833     0   160.19   318.26      1.21      1.3%
readdir       3%    2.9%      2353    28    33.13    43.18      0.27      0.8%
fsstat        1%    0.9%       737     0    24.02    50.16      0.51      0.1%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     133 Ops/Sec   AVG. RESPONSE TIME:   123.5 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 170 Ops/Sec
TOTAL NFS OPERATIONS:  79921      TEST TIME: 600 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 926976 KB
TOTAL FILE SET SIZE ACCESSED: 187136 - 205077 KB  (101% to 110% of Base)
------------------------------------------------------------------------
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Angeforderte Last: 200 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 16
    Requested Load (NFS operations/second) = 200
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   8016 Files created for I/O operations
                 1600 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Thu Nov  9 15:17:20 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.2%      9715    23    22.82    54.43      0.15      2.3%
setattr       1%    0.9%       695     1   144.05   285.58      1.26      1.0%
lookup       34%   34.2%     25148    46    27.48    71.45      0.10      7.4%
readlink      8%    7.9%      5822    15    25.82    70.47      0.22      1.6%
read         22%   21.3%     15683   318   152.28   252.83      0.25     25.8%
write        15%   15.4%     11297    81   447.68   580.79      0.44     54.9%
create        2%    2.0%      1501     8   227.26   429.38      1.05      3.7%
remove        1%    1.0%       767     5   225.07   387.14      1.39      1.8%
readdir       3%    2.9%      2176    23    32.58    45.08      0.28      0.7%
fsstat        1%    0.9%       659     1    24.35    62.44      0.60      0.1%
------------------------------------------------------------------------------
INVALID RUN reported for Client 2 (happy).
INVALID RUN, Failed RPC calls
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     122 Ops/Sec   AVG. RESPONSE TIME:   125.3 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 200 Ops/Sec
TOTAL NFS OPERATIONS:  73463      TEST TIME: 601 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 1090176 KB
TOTAL FILE SET SIZE ACCESSED: 219776 - 241330 KB  (101% to 110% of Base)
------------------------------------------------------------------------
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B.2. Meßprotokolle für die Leistungsbewertung des Rechners „phoenix“
unter Verwendung von zwei Festplatten und PrestoServe
Angeforderte Last: 100 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 8
    Requested Load (NFS operations/second) = 100
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   4008 Files created for I/O operations
                  800 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Thu Nov  9 15:54:57 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.3%      7220     3     8.26    15.63      0.09      6.1%
setattr       1%    0.9%       499     0    10.40    17.66      0.37      0.5%
lookup       34%   33.9%     18394    17     8.42    15.47      0.06     16.0%
readlink      8%    8.1%      4401     4     8.39    17.68      0.12      3.8%
read         22%   22.1%     12017    81    24.31    27.52      0.09     30.1%
write        15%   14.6%      7923     5    44.90    50.00      0.16     36.7%
create        2%    2.0%      1092     0    19.02    31.60      0.33      2.1%
remove        1%    0.9%       545     1    13.98    19.49      0.37      0.7%
readdir       3%    2.7%      1503    15    20.11    20.98      0.23      3.1%
fsstat        1%    1.0%       551     0     7.08    11.75      0.29      0.4%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:      90 Ops/Sec   AVG. RESPONSE TIME:    17.8 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 100 Ops/Sec
TOTAL NFS OPERATIONS:  54145      TEST TIME: 600 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 545088 KB
TOTAL FILE SET SIZE ACCESSED: 109888 - 120806 KB  (101% to 111% of Base)
------------------------------------------------------------------------
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Angeforderte Last: 120 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 8
    Requested Load (NFS operations/second) = 120
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   4808 Files created for I/O operations
                  960 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Tue Nov 14 15:45:42 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   12.9%      4087     1     5.61    11.15      0.10      4.9%
setattr       1%    0.9%       293     0     7.32     7.40      0.31      0.4%
lookup       34%   34.7%     10570     2     5.70     9.98      0.06     13.5%
readlink      8%    8.2%      2466     0     5.73    11.03      0.13      3.2%
read         22%   22.0%      6882    31    22.86    20.25      0.11     34.3%
write        15%   13.9%      4474     1    39.05    31.49      0.16     37.1%
create        2%    1.9%       609     0    11.14    15.53      0.31      1.5%
remove        1%    1.1%       330     0    11.45    23.13      0.52      0.9%
readdir       3%    2.8%       886     1    16.86    10.72      0.22      3.2%
fsstat        1%    1.0%       341     0     5.80    12.11      0.37      0.4%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:      52 Ops/Sec   AVG. RESPONSE TIME:    14.6 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 120 Ops/Sec
TOTAL NFS OPERATIONS:  30938      TEST TIME: 599 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 653888 KB
TOTAL FILE SET SIZE ACCESSED: 131648 - 141718 KB  (100% to 108% of Base)
------------------------------------------------------------------------
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Angeforderte Last: 140 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 16
    Requested Load (NFS operations/second) = 140
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   5616 Files created for I/O operations
                 1120 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Tue Nov 14 16:26:25 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.1%      8383    12    10.21    19.63      0.09      5.9%
setattr       1%    0.9%       610     2    14.19    23.47      0.38      0.6%
lookup       34%   34.0%     21623    24    10.25    19.28      0.06     15.6%
readlink      8%    8.1%      5156    13    10.30    20.08      0.12      3.7%
read         22%   21.7%     13793   136    30.27    34.24      0.10     29.5%
write        15%   15.0%      9575    20    56.10 62076633275.81   4989.54
37.8%
create        2%    2.0%      1268     2    27.14    47.58      0.38      2.3%
remove        1%    1.0%       656     2    18.95    31.69      0.43      0.8%
readdir       3%    3.0%      1916    11    21.69    24.03      0.22      2.8%
fsstat        1%    0.9%       597     0     9.77    18.03      0.34      0.4%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     106 Ops/Sec   AVG. RESPONSE TIME:    22.3 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 140 Ops/Sec
TOTAL NFS OPERATIONS:  63577      TEST TIME: 599 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 763776 KB
TOTAL FILE SET SIZE ACCESSED: 154496 - 169413 KB  (101% to 111% of Base)
------------------------------------------------------------------------
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Angeforderte Last: 160 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 16
    Requested Load (NFS operations/second) = 160
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   6416 Files created for I/O operations
                 1280 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Mon Nov 20 13:32:33 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.1%     12723    17    13.59    22.97      0.08      5.4%
setattr       1%    0.9%       906     0    23.45    39.55      0.41      0.6%
lookup       34%   33.8%     32734    63    14.31    23.81      0.05     14.7%
readlink      8%    8.0%      7774    11    14.30    24.65      0.11      3.5%
read         22%   21.7%     21039   283    42.48    53.73      0.10     28.2%
write        15%   15.2%     14781    39    88.87   119.72      0.18     41.3%
create        2%    2.0%      1927     1    42.31    71.64      0.38      2.5%
remove        1%    0.9%       955     1    31.19    51.96      0.46      0.9%
readdir       3%    2.8%      2822    40    24.17    25.88      0.19      2.1%
fsstat        1%    0.9%       959     0    14.34    26.49      0.33      0.4%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     160 Ops/Sec   AVG. RESPONSE TIME:    32.8 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 160 Ops/Sec
TOTAL NFS OPERATIONS:  96620      TEST TIME: 602 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 872576 KB
TOTAL FILE SET SIZE ACCESSED: 176256 - 193995 KB  (101% to 111% of Base)
------------------------------------------------------------------------
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Angeforderte Last: 180 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 16
    Requested Load (NFS operations/second) = 180
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   7216 Files created for I/O operations
                 1440 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Tue Nov 21 14:02:51 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.0%      8538     9    10.03    18.11      0.09      5.5%
setattr       1%    0.9%       609     0    16.02    24.23      0.39      0.6%
lookup       34%   33.7%     22038    32    10.55    18.41      0.06     15.0%
readlink      8%    8.1%      5305     1     9.81    17.45      0.11      3.3%
read         22%   21.7%     14385   123    33.19    36.35      0.10     30.3%
write        15%   15.4%     10081    10    60.57    69.05      0.16     39.3%
create        2%    2.0%      1291     1    24.91    39.61      0.34      2.0%
remove        1%    1.0%       672     1    15.78    27.37      0.40      0.6%
readdir       3%    2.8%      1886    18    20.87    20.58      0.20      2.5%
fsstat        1%    1.0%       666     0     9.88    15.84      0.30      0.4%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     109 Ops/Sec   AVG. RESPONSE TIME:    23.7 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 180 Ops/Sec
TOTAL NFS OPERATIONS:  65471      TEST TIME: 600 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 981376 KB
TOTAL FILE SET SIZE ACCESSED: 198016 - 215501 KB  (101% to 110% of Base)
------------------------------------------------------------------------
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Angeforderte Last: 190 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 18
    Requested Load (NFS operations/second) = 190
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   7614 Files created for I/O operations
                 1512 Files accessed for I/O operations
(each prefilled to 136 KB)
                  216 Files for non-I/O operations
                   54 Symlinks
                   54 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Thu Dec  7 14:44:37 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.3%     12062    50    13.03    24.18      0.09      4.9%
setattr       1%    0.9%       828     7    23.69    51.44      0.49      0.6%
lookup       34%   33.8%     30645   114    14.30    26.90      0.06     13.6%
readlink      8%    7.9%      7229    15    13.92    26.69      0.12      3.1%
read         22%   21.4%     19382   388    49.95    67.03      0.12     30.2%
write        15%   15.5%     14031   118    95.62   127.80      0.19     41.8%
create        2%    2.0%      1833    12    42.86    87.92      0.43      2.4%
remove        1%    0.9%       899     5    33.40    58.00      0.50      0.9%
readdir       3%    2.9%      2669    41    23.03    26.39      0.19      1.8%
fsstat        1%    0.9%       837     3    12.80    23.99      0.33      0.2%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     151 Ops/Sec   AVG. RESPONSE TIME:    35.5 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 190 Ops/Sec
TOTAL NFS OPERATIONS:  90415      TEST TIME: 600 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 1035504 KB
TOTAL FILE SET SIZE ACCESSED: 208080 - 228542 KB  (101% to 111% of Base)
------------------------------------------------------------------------
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Angeforderte Last: 200 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 16
    Requested Load (NFS operations/second) = 200
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   8016 Files created for I/O operations
                 1600 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Tue Nov 21 15:11:33 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.2%     11999    21    14.72    25.88      0.09      4.8%
setattr       1%    1.0%       921     1    30.97    77.72      0.57      0.8%
lookup       34%   33.7%     30425    37    15.89    29.75      0.06     13.3%
readlink      8%    7.9%      7132     8    15.90    29.85      0.13      3.0%
read         22%   21.8%     19706   249    52.96    75.68      0.12     28.7%
write        15%   15.4%     13920    38   111.59   155.44      0.21     42.8%
create        2%    1.9%      1770     5    56.37   103.75      0.47      2.8%
remove        1%    0.9%       898     1    49.79    79.11      0.58      1.2%
readdir       3%    2.8%      2585    25    26.27    30.40      0.21      1.8%
fsstat        1%    1.0%       925     3    14.01    23.79      0.31      0.3%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     150 Ops/Sec   AVG. RESPONSE TIME:    40.2 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 200 Ops/Sec
TOTAL NFS OPERATIONS:  90281      TEST TIME: 602 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 1090176 KB
TOTAL FILE SET SIZE ACCESSED: 219776 - 241300 KB  (101% to 110% of Base)
------------------------------------------------------------------------
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Angeforderte Last: 210 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 18
    Requested Load (NFS operations/second) = 210
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   8406 Files created for I/O operations
                 1674 Files accessed for I/O operations
(each prefilled to 136 KB)
                  216 Files for non-I/O operations
                   54 Symlinks
                   54 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Thu Nov 30 13:28:29 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.1%     15264    50    21.83    35.62      0.09      4.8%
setattr       1%    0.9%      1100     6    49.28    84.13      0.54      0.7%
lookup       34%   33.6%     39140   132    23.63    39.27      0.06     13.4%
readlink      8%    7.9%      9326    22    23.47    42.67      0.13      3.2%
read         22%   21.7%     25231   466    73.35    97.75      0.12     27.0%
write        15%   15.5%     18095   136   170.01   225.46      0.22     44.9%
create        2%    1.9%      2281     7    81.41   144.29      0.49      2.7%
remove        1%    1.0%      1213     5    60.01   101.35      0.57      1.0%
readdir       3%    2.9%      3424    34    30.66    37.34      0.20      1.5%
fsstat        1%    0.9%      1110     7    22.22    38.07      0.36      0.3%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     193 Ops/Sec   AVG. RESPONSE TIME:    58.9 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 210 Ops/Sec
TOTAL NFS OPERATIONS: 116184      TEST TIME: 603 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 1143216 KB
TOTAL FILE SET SIZE ACCESSED: 230112 - 253669 KB  (101% to 111% of Base)
------------------------------------------------------------------------
39
Angeforderte Last: 220 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 16
    Requested Load (NFS operations/second) = 220
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   8816 Files created for I/O operations
                 1760 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Thu Nov 23 13:53:46 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.1%     13128    18    14.98    26.24      0.09      5.3%
setattr       1%    0.9%       962     0    30.08    52.92      0.46      0.8%
lookup       34%   34.0%     34129    41    15.57    26.83      0.05     14.4%
readlink      8%    7.8%      7848    14    15.62    30.16      0.12      3.3%
read         22%   21.8%     21878   298    46.63    62.93      0.11     27.9%
write        15%   15.4%     15445    50   101.19   137.99      0.19     42.5%
create        2%    2.0%      1985     6    41.44    78.11      0.39      2.2%
remove        1%    0.9%       992     4    32.31    58.57      0.48      0.9%
readdir       3%    2.8%      2914    32    25.53    28.52      0.19      2.0%
fsstat        1%    0.9%       991     0    13.86    23.08      0.30      0.3%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     167 Ops/Sec   AVG. RESPONSE TIME:    36.6 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 220 Ops/Sec
TOTAL NFS OPERATIONS: 100272      TEST TIME: 601 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 1198976 KB
TOTAL FILE SET SIZE ACCESSED: 241536 - 264508 KB  (100% to 110% of Base)
------------------------------------------------------------------------
40
Angeforderte Last: 230 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 18
    Requested Load (NFS operations/second) = 230
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   9216 Files created for I/O operations
                 1836 Files accessed for I/O operations
(each prefilled to 136 KB)
                  216 Files for non-I/O operations
                   54 Symlinks
                   54 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Thu Nov 23 15:51:34 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.1%     15424    43    21.86    36.90      0.10      4.3%
setattr       1%    0.9%      1127     1    60.69   102.67      0.59      0.8%
lookup       34%   33.9%     39861   110    23.81    40.95      0.06     12.1%
readlink      8%    7.9%      9332    24    23.49    42.17      0.13      2.8%
read         22%   21.4%     25158   560    80.16   106.93      0.13     25.8%
write        15%   15.7%     18502   117   203.36   266.17      0.24     48.2%
create        2%    2.0%      2344     8    98.76   181.07      0.54      2.9%
remove        1%    0.9%      1197     3    68.09   112.64      0.60      1.0%
readdir       3%    2.9%      3444    67    29.92    33.77      0.19      1.2%
fsstat        1%    0.9%      1084     1    21.97    38.71      0.37      0.2%
------------------------------------------------------------------------------
INVALID RUN reported for Client 1 (happy).
INVALID RUN, Failed RPC calls
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     195 Ops/Sec   AVG. RESPONSE TIME:    66.3 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 230 Ops/Sec
TOTAL NFS OPERATIONS: 117473      TEST TIME: 603 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 1253376 KB
TOTAL FILE SET SIZE ACCESSED: 252144 - 277695 KB  (100% to 111% of Base)
------------------------------------------------------------------------
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Angeforderte Last: 240 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 18
    Requested Load (NFS operations/second) = 240
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   9612 Files created for I/O operations
                 1908 Files accessed for I/O operations
(each prefilled to 136 KB)
                  216 Files for non-I/O operations
                   54 Symlinks
                   54 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Thu Nov 23 14:45:38 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.1%     15643    43    22.15    37.13      0.10      4.6%
setattr       1%    0.9%      1168     2    57.42   105.61      0.59      0.9%
lookup       34%   33.8%     40303    77    24.55    41.90      0.06     13.2%
readlink      8%    8.0%      9495    28    24.28    43.48      0.13      3.0%
read         22%   21.5%     25560   525    76.60   110.18      0.13     26.1%
write        15%   15.4%     18423   122   187.75   247.99      0.23     46.2%
create        2%    2.0%      2407     6    85.31   161.56      0.51      2.7%
remove        1%    0.9%      1178     1    68.54   124.62      0.64      1.0%
readdir       3%    2.9%      3493    42    31.73    37.14      0.20      1.4%
fsstat        1%    0.9%      1133     2    22.42    38.24      0.36      0.3%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     198 Ops/Sec   AVG. RESPONSE TIME:    62.9 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 240 Ops/Sec
TOTAL NFS OPERATIONS: 118803      TEST TIME: 601 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 1307232 KB
TOTAL FILE SET SIZE ACCESSED: 261936 - 288140 KB  (100% to 111% of Base)
------------------------------------------------------------------------
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Angeforderte Last: 250 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 20
    Requested Load (NFS operations/second) = 250
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =  10020 Files created for I/O operations
                 2000 Files accessed for I/O operations
(each prefilled to 136 KB)
                  220 Files for non-I/O operations
                   60 Symlinks
                   60 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Thu Dec  7 15:36:14 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.1%     14006    88    23.85    43.00      0.11      4.5%
setattr       1%    0.9%      1009     7    61.64   115.82      0.66      0.8%
lookup       34%   34.0%     36190   197    25.94    46.16      0.07     12.8%
readlink      8%    7.9%      8422    52    25.07    45.29      0.14      2.8%
read         22%   21.4%     22749   607    87.79   118.07      0.14     27.2%
write        15%   15.5%     16526   190   201.99   264.59      0.25     45.7%
create        2%    2.0%      2151    15   101.17   173.77      0.56      3.0%
remove        1%    1.0%      1078     9    80.51   118.59      0.65      1.2%
readdir       3%    2.9%      3128    53    32.01    38.40      0.22      1.3%
fsstat        1%    0.9%      1001     5    23.56    41.76      0.40      0.3%
------------------------------------------------------------------------------
INVALID RUN reported for Client 1 (happy).
INVALID RUN, Failed RPC calls
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     176 Ops/Sec   AVG. RESPONSE TIME:    68.8 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 250 Ops/Sec
TOTAL NFS OPERATIONS: 106260      TEST TIME: 603 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 1362720 KB
TOTAL FILE SET SIZE ACCESSED: 274720 - 302177 KB  (101% to 111% of Base)
------------------------------------------------------------------------
43
Angeforderte Last: 280 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 20
    Requested Load (NFS operations/second) = 280
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =  11220 Files created for I/O operations
                 2240 Files accessed for I/O operations
(each prefilled to 136 KB)
                  220 Files for non-I/O operations
                   60 Symlinks
                   60 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Mon Dec 11 13:36:45 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.2%     13620    73    16.65    29.29      0.09      5.0%
setattr       1%    0.9%       974     3    31.45    54.30      0.46      0.6%
lookup       34%   34.0%     35032   191    18.31    33.01      0.06     14.2%
readlink      8%    7.9%      8205    49    16.98    30.01      0.12      3.0%
read         22%   21.3%     21962   622    56.74    73.54      0.11     27.5%
write        15%   15.4%     15860   186   124.93   169.70      0.20     43.8%
create        2%    2.0%      2047    13    52.26    91.50      0.41      2.3%
remove        1%    1.0%      1037     6    44.60    72.84      0.52      0.9%
readdir       3%    2.8%      2985    53    26.27    29.45      0.19      1.7%
fsstat        1%    0.9%      1014     5    16.57    30.95      0.34      0.4%
------------------------------------------------------------------------------
INVALID RUN reported for Client 1 (happy).
INVALID RUN, Failed RPC calls
INVALID RUN reported for Client 2 (earl).
INVALID RUN, Failed RPC calls
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     170 Ops/Sec   AVG. RESPONSE TIME:    43.9 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 280 Ops/Sec
TOTAL NFS OPERATIONS: 102736      TEST TIME: 604 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 1525920 KB
TOTAL FILE SET SIZE ACCESSED: 307360 - 336681 KB  (100% to 110% of Base)
------------------------------------------------------------------------
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Angeforderte Last: 300 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 20
    Requested Load (NFS operations/second) = 300
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =  12020 Files created for I/O operations
                 2400 Files accessed for I/O operations
(each prefilled to 136 KB)
                  220 Files for non-I/O operations
                   60 Symlinks
                   60 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Mon Dec 11 15:02:20 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.2%     13442    73    19.99    36.65      0.10      4.6%
setattr       1%    0.9%       959     5    53.92   109.77      0.66      0.8%
lookup       34%   34.0%     34525   237    22.61    40.98      0.07     13.5%
readlink      8%    7.9%      8059    56    21.70    39.47      0.14      3.0%
read         22%   21.5%     21883   730    72.29    93.13      0.13     27.4%
write        15%   15.4%     15666   257   166.11   223.85      0.23     45.0%
create        2%    2.0%      2039    16    75.41   142.62      0.52      2.6%
remove        1%    1.0%      1035     6    58.29   104.84      0.62      0.9%
readdir       3%    2.8%      2937    58    28.68    33.21      0.21      1.4%
fsstat        1%    0.9%       961    10    19.62    35.46      0.38      0.3%
------------------------------------------------------------------------------
INVALID RUN reported for Client 1 (happy).
INVALID RUN, Failed RPC calls
INVALID RUN reported for Client 2 (earl).
INVALID RUN, Failed RPC calls
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     167 Ops/Sec   AVG. RESPONSE TIME:    56.9 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 300 Ops/Sec
TOTAL NFS OPERATIONS: 101506      TEST TIME: 606 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 1634720 KB
TOTAL FILE SET SIZE ACCESSED: 329120 - 361136 KB  (100% to 110% of Base)
------------------------------------------------------------------------
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B.3. Meßprotokolle für die Leistungsbewertung des Rechners „pontius“
Angeforderte Last: 100 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 8
    Requested Load (NFS operations/second) = 100
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   4008 Files created for I/O operations
                  800 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Wed Oct 18 15:19:07 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.2%      7645     3     4.49    14.54      0.09      2.0%
setattr       1%    0.9%       514     0    32.65    35.07      0.51      1.0%
lookup       34%   33.7%     19510    10     4.61    12.72      0.05      5.3%
readlink      8%    8.1%      4701     4     4.28     7.43      0.08      1.1%
read         22%   22.2%     12912    48    20.44    35.04      0.10     15.4%
write        15%   14.8%      8582     9   128.49   146.93      0.26     70.1%
create        2%    2.0%      1153     1    26.17    44.12      0.38      1.9%
remove        1%    1.0%       585     1    33.82    55.96      0.61      1.2%
readdir       3%    2.8%      1627     8    15.22    17.12      0.20      1.4%
fsstat        1%    0.9%       583     0     4.09     5.42      0.19      0.1%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:      96 Ops/Sec   AVG. RESPONSE TIME:    27.8 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 100 Ops/Sec
TOTAL NFS OPERATIONS:  57812      TEST TIME: 600 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 545088 KB
TOTAL FILE SET SIZE ACCESSED: 109888 - 120870 KB  (101% to 111% of Base)
------------------------------------------------------------------------
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Angeforderte Last: 110 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 16
    Requested Load (NFS operations/second) = 110
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   4416 Files created for I/O operations
                  880 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Thu Oct 26 14:21:38 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.0%      8389     9     5.05    19.96      0.10      1.5%
setattr       1%    0.9%       614     1    39.46    36.49      0.48      0.9%
lookup       34%   33.8%     21712    14     6.61    49.12      0.09      5.2%
readlink      8%    7.9%      5105     2     4.65    14.88      0.11      0.8%
read         22%   22.0%     14192    65    23.10    46.15      0.11     11.6%
write        15%   15.4%      9949    21   203.48   272.07      0.32     75.7%
create        2%    1.9%      1251     2    39.72   132.45      0.64      1.8%
remove        1%    0.9%       604     2    42.63    76.78      0.70      1.0%
readdir       3%    2.8%      1840     7    16.39    21.17      0.21      1.0%
fsstat        1%    0.9%       615     0     4.95    14.28      0.30      0.1%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     107 Ops/Sec   AVG. RESPONSE TIME:    41.9 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 110 Ops/Sec
TOTAL NFS OPERATIONS:  64271      TEST TIME: 600 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 600576 KB
TOTAL FILE SET SIZE ACCESSED: 121856 - 134204 KB  (101% to 112% of Base)
------------------------------------------------------------------------
47
Angeforderte Last: 120 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 16
    Requested Load (NFS operations/second) = 120
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   4816 Files created for I/O operations
                  960 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Thu Oct 26 15:39:04 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.1%      9301     9     5.61    24.30      0.10      1.4%
setattr       1%    0.9%       667     2    49.44   108.45      0.79      0.9%
lookup       34%   33.8%     24043    19     7.10    40.43      0.08      4.9%
readlink      8%    7.9%      5649     6     5.33    17.53      0.11      0.8%
read         22%   22.0%     15625    62    25.92    51.35      0.11     11.4%
write        15%   15.2%     10849    15   235.30   309.92      0.33     75.4%
create        2%    2.0%      1413     2    56.33   185.61      0.71      2.3%
remove        1%    0.9%       701     0    60.53   152.89      0.92      1.2%
readdir       3%    2.8%      2028     4    18.49    39.01      0.27      1.0%
fsstat        1%    0.9%       678     0     9.52    88.83      0.71      0.1%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     118 Ops/Sec   AVG. RESPONSE TIME:    48.1 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 120 Ops/Sec
TOTAL NFS OPERATIONS:  70954      TEST TIME: 600 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 654976 KB
TOTAL FILE SET SIZE ACCESSED: 132736 - 146317 KB  (101% to 112% of Base)
------------------------------------------------------------------------
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Angeforderte Last: 140 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 16
    Requested Load (NFS operations/second) = 140
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   5616 Files created for I/O operations
                 1120 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Mon Nov  6 13:59:17 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.2%      8937    16    12.93    32.64      0.12      2.2%
setattr       1%    0.9%       616     2    52.52    67.62      0.65      0.6%
lookup       34%   33.7%     22703    30    13.32    33.02      0.07      6.1%
readlink      8%    7.9%      5355    10    12.78    25.19      0.13      1.3%
read         22%   21.7%     14606   127    54.99    72.50      0.14     16.2%
write        15%   15.4%     10393    63   329.48   403.35      0.39     69.1%
create        2%    2.0%      1360     3    58.38   143.92      0.64      1.5%
remove        1%    0.9%       669     2    62.31   113.33      0.81      0.8%
readdir       3%    2.9%      1957     9    38.15    40.08      0.28      1.5%
fsstat        1%    0.9%       643     3    13.85    41.03      0.50      0.1%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     112 Ops/Sec   AVG. RESPONSE TIME:    73.6 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 140 Ops/Sec
TOTAL NFS OPERATIONS:  67239      TEST TIME: 602 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 763776 KB
TOTAL FILE SET SIZE ACCESSED: 154496 - 169946 KB  (101% to 111% of Base)
------------------------------------------------------------------------
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Angeforderte Last: 174 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 16
    Requested Load (NFS operations/second) = 174
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   6976 Files created for I/O operations
                 1392 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Mon Nov  6 17:01:59 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.2%     10762    14    24.28    60.64      0.15      2.4%
setattr       1%    0.9%       796     3    77.87   110.48      0.73      0.5%
lookup       34%   34.3%     27857    28    24.52    54.01      0.09      6.3%
readlink      8%    7.9%      6446    10    22.90    42.47      0.16      1.3%
read         22%   21.4%     17419   131    79.76    99.91      0.15     13.0%
write        15%   15.1%     12312   151   631.27   596.80      0.43     72.8%
create        2%    2.0%      1651     7    81.11   224.79      0.72      1.2%
remove        1%    1.0%       843     2    81.78   138.51      0.79      0.6%
readdir       3%    2.9%      2412    16    56.12    66.56      0.33      1.2%
fsstat        1%    0.8%       726     2    23.81    46.04      0.49      0.1%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     135 Ops/Sec   AVG. RESPONSE TIME:   131.3 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 174 Ops/Sec
TOTAL NFS OPERATIONS:  81224      TEST TIME: 603 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 948736 KB
TOTAL FILE SET SIZE ACCESSED: 191488 - 209703 KB  (101% to 110% of Base)
------------------------------------------------------------------------
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Angeforderte Last: 200 SPECnfs_A93 Ops/s
************************************************************************
Aggregate Test Parameters:
    Number of processes = 16
    Requested Load (NFS operations/second) = 200
    Maximum number of outstanding biod writes = 2
    Maximum number of outstanding biod reads = 2
    Warm-up time (seconds) = 60
    Run time (seconds) = 600
    File Set =   8016 Files created for I/O operations
                 1600 Files accessed for I/O operations
(each prefilled to 136 KB)
                  208 Files for non-I/O operations
                   48 Symlinks
                   48 Directories
                      Additional non-I/O files created as necessary
LADDIS Aggregate Results for 2 Client(s), Wed Oct 18 16:48:30 1995
LADDIS NFS Benchmark Version 1.1.4, Creation - 23 March 1995
------------------------------------------------------------------------------
NFS         Target Actual     NFS    NFS    Mean    Std Dev  Std Error   Pcnt
Op           NFS    NFS       Op     Op    Response Response of Mean,95%  of
Type         Mix    Mix     Success Error   Time     Time    Confidence  Total
             Pcnt   Pcnt     Count  Count  Msec/Op  Msec/Op  +- Msec/Op  Time
------------------------------------------------------------------------------
getattr      13%   13.1%     10220     6    34.06    73.97      0.17      2.8%
setattr       1%    0.9%       743     1    95.68   152.22      0.89      0.5%
lookup       34%   34.0%     26393    25    34.94    83.14      0.11      7.4%
readlink      8%    7.9%      6169     7    36.04    80.69      0.22      1.8%
read         22%   21.5%     16665    95    79.76   132.45      0.17     10.6%
write        15%   15.4%     11941   176   748.41   682.99      0.47     73.8%
create        2%    2.0%      1582     2    96.27   233.47      0.75      1.2%
remove        1%    1.0%       801     1   100.18   173.22      0.91      0.6%
readdir       3%    2.9%      2290     5    44.42    62.73      0.32      0.8%
fsstat        1%    0.8%       674     0    37.23    69.96      0.63      0.2%
------------------------------------------------------------------------------
        --------------------------------------------------------
        | LADDIS VERSION 1.1.4 AGGREGATE RESULTS SUMMARY       |
        --------------------------------------------------------
NFS THROUGHPUT:     129 Ops/Sec   AVG. RESPONSE TIME:   157.5 Msec/Op
NFS MIXFILE: [ LADDIS default ]
AGGREGATE REQUESTED LOAD: 200 Ops/Sec
TOTAL NFS OPERATIONS:  77478      TEST TIME: 600 Sec
NUMBER OF LADDIS CLIENTS: 2
TOTAL FILE SET SIZE CREATED: 1090176 KB
TOTAL FILE SET SIZE ACCESSED: 219776 - 241734 KB  (101% to 111% of Base)
------------------------------------------------------------------------
