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Abstract 
Maurer, H.A., A. Salomaa and D. Wood, Bounded delay L codes (Note), Theoretical Computer 
Science 84 (1991) 265-279. 
Three natural notions of bounded delay for L codes are investigated. All interrelations, many of 
them rather surprising, between ordinary codes of bounded delay and L codes of bounded delay 
of various types are established. 
1. Introduction 
A code is an injective morphism 
h:E*+A*, 
where E and A are alphabets. Words over 2 can be viewed as plaintexts, whereas 
their images under h are cryptotexts. In fact, in classical cryptography, [lo], many 
cryptosystems are codes in this sense. Codes have been thoroughly investigated 
from many points of view (see [l]). 
In [S] a generalization of codes was introduced by applying a morphism 
h:I;*+I* 
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(not necessarily injective) in the “L way”. The idea is simply to apply h to the first 
letter of the plaintext, h’ to the second letter, h3 to the third letter and so on. This 
gives rise to a mapping 
referred to as the L associate of the morphism h. The morphism h is called an L 
code iff K is injective. Every code is also an L code, [8]. On the other hand, many 
morphisms that are not codes are, in fact, L codes. Most typical examples of such 
morphisms are the unary ones: all values of h are of the form urn, where a is a 
fixed letter of the alphabet. 
The theory of L codes has led to intricate decision problems (for instance, see 
[7]), important also for the general theory of morphisms. L codes fit naturally into 
the framework of the many generalizations of codes introduced recently (for instance, 
see [3]). L codes also have interesting cryptographic properties [ 111. The connection 
between L codes and number systems has already been observed in [8]; this line 
of research is continued in [2,4,5,6]. 
In the present paper we explore bounded delay L codes. A code being of bounded 
delay means the existence of a constant k such that the first k letters of the cryptotext 
uniquely determine the first letter of the plaintext. In context-free grammatical 
parsing this phenomenon is usually known as “bounded lookahead”. Because the 
morphism h is applied differently to different parts of the plaintext in connection 
with L codes, it is not obvious how bounded delay should be defined in this case. 
In fact, there are three natural ways for doing this. The different definitions give 
rise to weakly, strongly and medium bounded delay. The resulting classes of morph- 
isms will be denoted by W, S and M, respectively. Other classes of morphisms 
investigated in this paper are the classes C and L of codes and L codes, as well as 
the classes B and P of bounded delay codes and prejix codes. This paper studies 
the classes W, S and M. Some rather unexpected results, due to the special properties 
of L codes, will be found. All mutual interrelations between the seven classes of 
morphisms will also be established. Sections 2 and 3 contain definitions and pre- 
liminary considerations, after which the actual investigation is begun. 
A further remark is in order. When we speak of bounded delay, we always mean 
bounded delay from left to right. Similarly, we consider prefix rather than suffix 
codes. This orientation reflects the definition of the L associate h A dual theory 
arises if the L associate is defined from right to left, and the corresponding bounded 
delay as well as suffix codes are considered. 
2. Codes and L codes 
Consider morphisms 
h:TZ*+E*, 
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where _Z is a (finite) alphabet. Such a morphism is termed a code if there are no 
distinct words w, and w2 such that h(w,) = h(wJ. 
Thus, a code is an injective morphism. Often also the sets {h(a)]a in 2} are 
referred to as codes for an injective h. For our purposes it is convenient to consider 
endomorphisms, that is, the range alphabet is contained in the domain alphabet. 
Plaintexts can be encrypted using a morphism. Decryption will then be unique 
if the morphism is injective. (In fact, the cryptosystem “code book” can be viewed 
in this way, [lo]. Caesar’s cipher is a more direct example.) With cryptographic 
connotations in mind, we often use the words plaintext and cryptotext in connection 
with codes and L codes. 
Given a morphism h, its L associate h is defined to be the mapping 6 of 2” into 
2;‘” such that always 
K(a,az.. . a,) = h(a,)h2(aJ.. . h”(a,), 
where the a’s are (not necessarily distinct) letters of 2. (For the empty word A, we 
define h(X) = X.) The morphism h is termed an L code if its L associate is injective, 
that is, there are no distinct words w, and w2 such that 
K( w,) = f?( w2). 
Observe that, contrary to codes, it is not natural to define an L code as a set of 
words. We view here both codes and L codes as morphisms and denote the resulting 
classes of morphisms by C and L, respectively. 
Clearly, an erasing morphism is neither a code nor an L code. Therefore, we 
assume without further mention that all morphisms considered in this paper are non- 
erasing. 
It is easy to see [S] that every code is an L code. The converse does not hold. 
Most typical counterexamples are unary morphisms: all values of h are of the form 
am, where a is a fixed letter of the alphabet. For instance, the morphism h defined 
by 
h(u) = a’, h(b) = a 
is an L code but not a code. In fact, for every positive integer i, there is exactly one 
word w such that h(w) = a’. 
Many of the arguments customarily used for codes are not valid for L codes. This 
is mainly due to the fact that, in general, neither is i a morphism nor does the 
equation hh= hh hold. More specifically, this can be expressed as follows. 
Theorem 2.1. For a morphism h, also h is a morphism exactly in case h is idempotent, 
that is, h (h (a)) = h(a) holds for all letters a. The equation hh = hh holds if h is either 
idempotent or letter-to-letter. 
Proof. Consider the first sentence. If i is a morphism, 
h(a)h2(a) = h(a2) = h(a)h(a)= h(a)h(a) 
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holds for an arbitrary a and, consequently, h(a) = h2(a). If h is idempotent, then 
@a, . . . u,b, . . . b,) = h(q). . . hm(u,)h”+‘(b,) . . . h”+“(b,) 
= h(q). . . h”(u,)h(b,) . . . h”(b,) 
= h(u, . . . u,)L(b, . . . b,), 
which shows that K is a morphism. 
Consider the second sentence. If h is letter-to-letter, 
!&(a,. . . a,) = h2(u,). . . hm+‘(um) = h(h(u,) . . . h(u,)) = al(u, . . . a,). 
If h is idempotent, 
hii(u,. . . a,) = h(q). . . h(u,) = ih(u, . . . a,). Cl 
The converse of the second sentence in Theorem 2.1 is not valid: also a mixture 
of the two conditions is possible. For instance, the morphism defined by 
h:u+b,b+u,c+ddd,d+d 
is neither idempotent nor letter-to-letter but satisfies hh= ih. The exact statement 
of the converse, based on analyzing letters mapped into letters, is omitted. Consider- 
ing only c and d in the example above, it is seen that idempotent morphisms need 
not be letter-to-letter. 
We now come to the notion of bounded delay. Recall the remark made at the 
end of the Introduction concerning the direction of the delay. For a positive integer 
k and a word w, we denote by pref,(w) the prefix (initial subword) of w of length 
k. If w is shorter than k, then prefk( w) = w. The notation first(w) stands for the first 
letter of a nonempty word w. 
A morphism h is of bounded delay k if, for all words u and w, the equation 
pref,(h(u)) = pref,(h(w)) 
implies the equation first(u) = first(w). The morphism h is of bounded delay if it is 
of bounded delay k, for some k. The notation B will be used for the class of all 
bounded delay morphisms. 
Bounded delay k can be defined in a slightly different way [ 1,9], without affecting 
the class B. However, the same morphism h may have a different minimal value of 
k under different definitions. 
In cryptographic terms, a morphism being of bounded delay means that the first 
k letters of the cryptotext determine uniquely the first letter of plaintext. In the 
terminology of parsing, bounded delay means bounded lookahead. 
Bounded delay is defined as a property of morphisms rather than a property of 
codes. However, the following result holds true [l, p. 1281. 
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Theorem 2.2. Every morphism of bounded delay is a code. 
We shall see below that a direct analogy of Theorem 2.2 does not hold true for 
L codes. 
A morphism h is called pre$x if there are no distinct letters a and b such that 
h(a) is a prefix of h(b). Clearly, a prefix morphism h is of bounded delay k with 
k=max{lh(a)lla in-X}. 
Hence, by Theorem 2.2, every prefix morphism is a code. Prefix morphisms are also 
called prejx codes. Their class is denoted by P. The morphism defined by 
h:a+a,b+ab 
is a bounded delay 2 but not prefix, and the morphism defined by 
h:a+aa,b+ba,c+b 
a code but not of bounded delay. Consequently, we have the strict inclusions 
PsBsC. 
It is obvious that both codes and prefix codes are closed under composition. Also 
the following result is well known [9, p. 671. 
Theorem 2.3. The composition of two bounded delay morphisms is of bounded delay. 
On the other hand, closure under composition cannot be extended to concern L 
codes. 
Theorem 2.4. The composition of two L codes is not necessarily an L code. 
Proof. Consider the morphisms g and h defined by 
g:a+ab, b+ba and h:a+a2, b+a. 
Clearly g is a code and, hence, an L code. We have already observed that h is an 
L code. However, the composition 
hg:a+a3,b+a3 
is clearly not an L code. q 
The proof also shows that the operations of composition and taking an L associate 
do not commute, that is, G# &. 
The difficult problem of deciding whether or not a given morphism h is an L 
code was solved in [7] for morphisms h with the property that there is no subset 
E1 of 2 such that h permutes the letters of E‘,. Some difficulties caused by such 
partially permuting morphisms will also be met in the sequel. They are present in 
a simple form, for instance, in the morphism defined by 
h:a+c,b+cdd,c+d,d+a 
which, in fact, is not an L code. 
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3. Bounded delay: different L types 
The definitions in this section concern the L associate of a morphism. For simplicity 
we do not include the attribute “L associate” in the resulting terminology. The 
attributes “weakly”, “strongly” and “medium” guarantee that no confusion will 
arise. 
Our first definition is in direct analogy with the definition of bounded delay k. 
For a positive integer k, a morphism h is of weakly bounded delay k if, for all 
words u and w, the equation 
prefk(h(u))=pref,(~(w)) 
implies the equation first(u) = first(w). A morphism h is of weakly bounded delay if 
it is of weakly bounded delay k, for some k. The class of weakly bounded delay 
morphisms is denoted by W. 
The idea is the same as before: the prefix of length k of the cryptotext determines 
uniquely the first letter of the plaintext. The difference is that now the L associate 
is used in the encryption. 
Observe that if the first letter of the plaintext is uniquely determined, it can be 
effectively found out. 
When the first letter of the plaintext has been found, the corresponding part of 
the cryptotext is erased. If the encryption was carried out using h, that is, we are 
dealing with a code of bounded delay k, the same procedure can be repeated until 
the cryptotext is exhausted. The situation is entirely different if the encryption was 
carried out using h; that is, h is a morphism of weakly bounded delay k. If the 
cryptotext was originally 
i(u) with u = a,a2.. a,, 
then after finding a, and removing the corresponding prefix of the cryptotext, we 
have to deal with the word 
x = h2(a,). . . h”(a,) = ht?(a,. . a,). 
It is important to notice that we do not know the word h(az . . . a,,), but only its 
morphic image under h. If we could write x in the form 
x=~h(a,...a,)=h(b,...b,), 
we could find b, by using the property of h being of weakly bounded delay k. But 
it was observed in Theorem 2.1 that h and !? commute very seldom, which means 
that this procedure does not work. Hence, to guarantee that decryption can be 
carried out beyond the first step, we modify the definition of bounded delay. 
For a morphism h :X*-+ 2* and a nonnegative integer i, the ith cut of the L 
associate is a mapping EC”: Z* + 2” defined by 
h”)(a, . . . a,,) = h’+’ (a,). . . h”+‘(a,) = h’h(a, . . . a,,). 
Thus, the L associate itself is the 0th cut. 
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For a positive integer k, a morphism h is of strongly bounded delay k if, for all 
integers i and words u and w, the equation 
pref,( P”( 24)) = pref,( Q”( w)) 
implies the equation first(u) = first(w). 
If a morphism is of strongly bounded delay k, then at all stages the first k letters 
of the remaining cryptotext determine uniquely the next plaintext letter. 
A morphism is of strongly bounded delay if it is of strongly bounded delay k, for 
some k. The class of strongly bounded delay morphisms is denoted by S. 
It will be shown in Section 6 that the class S is very restricted. To obtain something 
less restricted and still guarantee successful decryption of bounded delay at all 
stages, we introduce a third class. 
Let f(i) be a recursive function of the set of nonnegative integers into itself. A 
morphism h is of medium bounded delay f if, for all integers i and words u and w, 
the equation 
preffci,( h”‘( U)) = preffcij( P”( w)) 
implies the equation first(u) = first(w). A morphism is of medium bounded delay if 
it is of medium bounded delay J; for some J: The class of medium bounded delay 
morphisms is denoted by M. 
Thus, a morphism being of medium bounded delay means that the amount of 
lookahead needed for decryption does not remain constant but may increase accord- 
ing to the stage of the process. The following result is easily obtained. 
Theorem 3.1. SE ME W. 
Proof. Every morphism of strongly bounded delay k is of medium bounded delay 
f, where f is the constant function f(i) = k. A morphism of medium bounded delay 
f is of weakly bounded delay f(0). 0 
It will be shown that both of the inclusions in Theorem 3.1 are strict. In fact, the 
gap is big in both cases. Both of the classes P and B lie strictly between the classes 
S and M. The class M is contained in the class L, whereas the class W is not. 
4. The class W 
We now begin the investigation of the three classes of bounded delay introduced 
in Section 3. Theorem 2.2 does not carry over to L codes. In fact, the following 
stronger result can be established. 
Theorem 4.1. The classes L and W are incomparable, and so are the classes C and W. 
Proof. Clearly, it suffices to prove that both of the differences C-W and W-L are 
nonempty. (Recall that C is contained in L.) The proofs are based on the idea that 
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a property of h might not be present any more in h2. The same idea will be used 
many times in the sequel. It can be realized, for instance, by using decreasing 
alphabets: some letters do not appear any more in the minimal range alphabet of 
h or of hi, for some suitable i. 
An example of a morphism in the difference C-W is 
h:a+aa,b+baa,c+ba. 
That h is in C is seen by observing that h is of bounded delay 3 from right to left. 
(This notion is defined analogously as the notion in Section 2. Theorem 2.2 extends 
to this case.) To see that h is not in W, compute its second power: 
h2:a+a4,b+ba6,c+ba4. 
No matter how large k is, 
p’efk( j?( ba’)) = prefk( h( ca’)) = ba k-‘, 
provided j is chosen sufficiently large. If the cryptotext is of the form ba’, the first 
letter of the plaintext is b iff i is even. 
An example of a morphism in the difference W-L is 
g:a+edb,b+b2,c+deb,d+a,e+a3. 
We compute first the square of g. 
g2 : a + a4b2, b + b4, c + a4b2, d --, edb, e + ( edb)3. 
We claim that g is of weakly bounded delay 6. Indeed, a cryptotext always begins 
with one of the letters a, 6, d or e. In the last three cases already the first six cryptotext 
letter determines uniquely the first plaintext letter. Assume that the cryptotext begins 
with a. Looking at all possible values of g2, we see that the cryptotext begins with 
1,3,5 or 7 occurrences of a. If it begins with 1 or 5 occurrences, the first plaintext 
letter is d. Otherwise, it is e. Hence, it suffices to know the first six cryptotext letters 
in order to know the first plaintext letter, and our claim follows. 
That g is not an L code follows because 
g(ba) = g(bc) = b2a4b2. 
It follows that g is also not a code, which of course can be observed also directly. 0 
Natural examples of morphisms in the difference L-W are the unary L codes. 
In fact, a unary morphism is in W only in the trivial case that the whole alphabet 
consists of one letter. 
Although stronger results will be established in the next section, it is easy to 
observe already at this stage that B is strictly included in W. That it is included 
follows because 
K(a,a,. . _ a,) = h(a,)h(h(a,) . . . h”-‘(a,)) 
and, consequently, the condition defining bounded delay k is stronger than the 
condition defining weakly bounded delay k. Because B is contained in C, Theorem 
4.1 implies that the inclusion of B in W is strict. 
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5. The class M 
We begin with a result showing that Theorem 2.2 can be extended to concern L 
codes if bounded delay is understood in the medium sense. 
Theorem 5.1. The class M is strictly included in the class L. 
Proof. Let h be of medium bounded delay J: It follows immediately from the 
definition that the plaintext can be found letter by letter from a sufficiently long 
prefix of the remaining part of the cryptotext. Hence, E is injective, showing that h 
is in L. The inclusion of M in L is strict by Theorems 3.1 and 4.1. 0 
The following argument, [12], would seem to prove that the classes M and W 
coincide. Given a morphism h of weakly bounded delay k,, , one can make recursive 
calls of the procedure to determine the first plaintext letter and, thus, obtain numbers 
ki, i = 1,2, . . . , to show that h is in M. However, this does not work because it is a 
direct consequence of Theorems 3.1, 4.1, 5.1 that M is strictly included in W. 
It could be natural (for instance, in view of the title of this paper!) to define the 
three notions of bounded delay for L codes rather than for morphisms. However, 
the difference between M and W is not due to this aspect of the definition because 
the following stronger result holds true. 
Theorem 5.2. The intersection M n L is strictly included in the intersection W n L. 
Proof. The inclusion follows by Theorem 3.1. That the inclusion is strict is seen by 
considering the following slight modification of the morphism g discussed in the 
proof of Theorem 4.1. 
h:a+edb,b+b2,c+deb2,d+a,e+a’. 
Compute first some powers of h. 
h2: a + a4b2, b + b4, c + a4b4, d + edb, e + (edb)3, 
h3 : a + ( edb)4b4, b + b’, c + (edb)4b8, d + a4b2, e + (u4b2)3, 
h4: a + (a4b2)4bR, b + b”, c+ (a4b2)4b16, d -+ (edb)4b4, e+ ((edb)4b4)3. 
Exactly the same argument we used previously for g shows now that h is of 
weakly bounded delay 6. Clearly, for any i, 
and 
j$(l(‘)(ab’) = a4b2b8b’6 . . . b*‘+’ 
~“‘(cb’) = .4b4bXb’6. . . b2’+*. 
Hence, h cannot be in M because no number is large enough to qualify forf(1). 
We still have to show that h is in L. This is seen by the following argument. We 
are given a cryptotext and decrypt by constructing the plaintext letter by letter from 
274 H.A. Maurer et al. 
the beginning. We want to prove that the result is always unique. We already know 
that the first plaintext letter is unique. Always when a plaintext letter has been 
found, the corresponding portion of the cryptotext is removed from the beginning. 
Assume that the prefix a, . . . ai of the plaintext has already been found. Then we 
are left with the cryptotext 
x = h’+‘(a,+,) . . . h”(a,) = P’(u,+, . . . a,). 
Look at the powers of h. What is ai+, ? The beginning of x tells it except that we 
have to make a choice between a and c, or between d and e. The latter choice can 
be made exactly as before. Also now the magic number is 6 but now we have to 
deal with 6 . Ih’+‘(d)( first letters of x in order to make the choice. For a choice 
between a and c, we compute h ‘+‘(a) and determine the exact number of b’s 
following it in the beginning of x. This number determines whether a,+, is a or c. 
(Similarly as above we notice that there is no fixed upper bound for this number 
of b’s.) Hence, the result of the decryption is uniquely determined at all stages. 0 
We shall obtain below a result of a different nature: some naturally defined subsets 
of M and W coincide. First we establish some other relationships. 
Theorem 5.3. The classes M and C are incomparable. 
Proof. By Theorem 4.1 it suffices to prove that there is a morphism in the difference 
M-C. Such a morphism is again a modification of the previously considered ones, 
defined now as follows. 
h:a+edb,b+b2,c+deu,d+u,e-+u3. 
To get a better understanding of the situation, we compute some powers of h (see 
Table 1). 
We claim that h is medium bounded delay J; where f(0) = 6 and f( i + 1) = 3 . f(i). 
(Equivalently, f(i) = 2 . 3j”.) That 6 suffices at the beginning is seen exactly as 
before. Also at the later stages the only difficulty is to distinguish between d and 
e. (This is because h’(d) is a prefix of h’(e); no other prefix situations occur.) d 
and e can be distinguished similarly as before by looking at the possibilities for 
hit’(cy),where~isaletter.Thelookaheadneededis6~~h’(d)~.(Infact,5~~h’(d)~+1 
would suffice.) Since h at most triples the word length, our claim follows. 
This shows that h is in M. It is obvious that it is not in C. 0 
Table 1 
a b c d e 
h2 a4b’ b4 a4edb edb (edb)> 
h3 (edb)4b4 b” ( edb)4a4bz a4b2 (&b’)’ 
;z 
(a4b2)4b* b” (a4b2)4(edb)4b4 ( edb)4b4 (( edb)4b4)3 
((edb)4b4)4b”’ b’Z ((edb)4b4)4(a4b’)4bX (a4b2)“bx ((a4b’)4bx)’ 
hh ((a4b2)4b8)4b32 bb4 ((a4b2)4b8)4((edb)4b”)4b’6 ((edb)4b4)4b’6 (((edb)4b4)4b’6)2 
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Theorem 5.4. The class B is strictly included in the class M. 
Proof. Let h be a morphism of bounded delay k. By Theorem 2.3, all powers hi 
are codes of bounded delay. Moreover, there are easily computable integers k, such 
that hi is of bounded delay k,, i = 1,2,. . . (see [9]). It follows that h is of medium 
bounded delay J; where f(0) = k and f(i) = k,,, for i 2 1. Indeed, since hit’ is of 
bounded delay k,+, 
prefk 1+1 (E”‘( a , . . . a,))=prefkc+,(hi”(a,h(a,)... h”-‘(a,))) 
determines a, uniquely. 
This shows that B is contained in M. The containment is strict by Theorem 5.3 
because B is included in C. 0 
Theorem 5.4 shows, for instance, that the bounded delay morphisms in W coincide 
with those in M and that the prefix codes in W coincide with the prefix codes in M. 
6. The class S 
We have already pointed out that the class of morphisms of strongly bounded 
delay is a rather small one. It still contains morphisms of various kinds. No exact 
characterization is known for this class. The same holds true for the classes M and W. 
Theorem 6.1. The class S is strictly included in the class P. 
Proof. It is obvious that not every prefix code is in S. For instance, the morphism 
g:a+ba,b-+b’ 
is a prefix code but because we have 
g’:a-+b “-‘a, b + b2’, 
g cannot be of strongly bounded delay k for any k. 
Let h be an arbitrary morphism of strongly bounded delay k. By Theorems 3.1 
and 5.1, h is an L code. To prove that h is in P, we assume the contrary: there are 
letters a and b and nonempty words x and y such that 
h(a)=x and h(b)=xy. 
(Recall that all morphisms considered are nonerasing.) Consequently, for all p, 
h”(a) = hpP’(x) and h”(b) = hP-‘(x)hP-‘( y). 
Case 1. There is an i such that lh’(x)I 2 k. 
Then 
pref,(~“‘(a))=prefk(~“‘(b))=prefk(h’+’(a))=prefk(hit’(b)) 
=pref,(h’(x)). 
This means that h is not of strongly bounded delay k, a contradiction. 
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Case 2. For all i, lh’(x)I< k. 
Denote max{) hi (x)1 ) i 2 l} = t < k. The maximum is reached for some value i = i. 2 
1 and, since h is nonerasing, 
(h’(x)l=t foralli2ii,. 
Subcase 2a. For all i, 1 h’( y)l < k - t. 
Denote max{lh’(y)lli>l}= u < k - t. Again the maximum is reached for some 
value i = i, 2 1 and 
Ih’(y)l=u foralliai,. 
Choose p > max( i,, il). Then 
hP(b) = hp+(x)hp-‘(y) = a,. . . u,bl . . . b,, 
where the a’s and b’s are letters. The following observation is very important in the 
sequel. If we increase the value of p, then the individual letters may change in the 
expression for h”(b) but their number t + u will remain unchanged. 
Let us now analyze how an individual letter, say b, , develops when the value of 
p is increased. There is a sequence of letters ei such that 
e, = b, and e,+, = h(e,) for i 2 1. 
The sequence has to be periodic. Moreover, the period must begin from e,, the 
following “initial mess” is not possible: 
In such a situation we would obtain 
h(e,-l) = h(e,) = e,, 
contradicting the fact that h is an L code. Going backwards in the period it is 
possible to find, for any i, a letter ei such that h’(e,) = e, = b, . We now determine 
letters 
bj,l<icu suchthathP”(bj)=b,. 
Denote i( a p-i) = w. Then 
&a;-lb;. . . 6;) = K(uf-‘b) = wu, . . . a,b, . . . b,, 
showing that h is not an L code, a contradiction. 
Subcuse 2b. For sufficiently large i, Ih’( y)I 2 k - t. 
The idea in this subcase is to show that, for a suitable cut of the L associate, 
there is a word x with first(x) = a such that 
pref,(K”‘(x)) = pref,(h”‘(b)), 
contradicting the fact that h is of strongly bounded delay k. 
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Analyze the letters occurring in y. We say that a letter d is bounded if Ih’(d)[ < a 
holds for some LY and all i. Otherwise, d is growing. Observe that a bounded letter 
does not necessarily stabilize at once but we may have, for instance, the situation 
In each stable branch the cyclic behavior of the letters must start at once. 
If y consists entirely of bounded letters, we obtain, as in Subcase 2a, the rep- 
resentation 
hP(b) = a,. . . a,&. . . b,, 
for all sufficiently large p, where now t-t u 2 k. It is now possible to reach a 
contradiction even in two different ways. We may argue as in Subcase 2a and 
conclude that h is not an L code. Another possibility is to use the idea presented 
at the beginning of Subcase 2b. 
Thus, we may assume that y contains a growing letter. Let c be the first growing 
letter, that is, y can be written as y = y,cy,, where y, consists of bounded letters. 
For all sufficiently large p, we obtain now 
hP(b) = a,. . . orb,. . . b,hpp’(c)hp-‘(y,). (*) 
Recall that this representation remains valid if p is replaced by a larger value: t 
and u remain invariant, whereas an individual letter, say a,, may have to be replaced 
by a different letter from the cycle of ai. 
If t + u 2 k, we may use our previous argument. Therefore, we assume that 
k, = k - t - u > 0. It is somewhat more difficult to deal with the letter c, as we have 
to do now, because the cyclic situation is more complicated. 
The letters ci = first( h’(c)), i = 0, 1,2, . _ . , form an almost periodic sequence. The 
sequence is not, in general, periodic. (Our previous argument for excluding an initial 
mess is not valid here because branching may occur.) Call a letter recurring if it is 
in the periodic part. Let p be large enough such that both (*) holds and a fixed 
recurring letter occurs among the first p letters of the sequence more than k, times. 
We may assume that Ih “-‘(c)l 2 k, . Choose q > p + u + 1 such that 
prefk,(h4(c))=prefk,(hpP’(c)). 
Clearly, the choice is possible because of the periodicity of the prefixes. Denote 
d = first(hyPpPUP’(c)). 
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Assume first that 1/1’+~+‘(d)1> k, . Then 
pref,,(hY(c)) = pref,,(h”+“+‘(d)) = z, 
and we obtain 
pref,(iCP-l’(b)) =pref,(h’P-“(ab;. . . b:d)) = a,. . . a,b, . . . b,z, 
contradicting the fact that h is of strongly bounded delay k. 
Finally, if Ih pi-u+‘(d)( < k, , then the recurring letters in the sequence ci generate 
only a single letter. (Otherwise, by the choice of p, at least k, new letters would be 
created.) This means that we get another cyclic sequence of letters, and may increase 
u by 1, as well as decrease k, by 1. We now go back to the tree generated by c, and 
treat similarly the letter e producing the next part of the prefix. For instance, we 
might have the situation 
J 
J 
Now we have to consider the exponent p + u + 2 of h. The procedure terminates 
after at most k, repetitions. Since we arrive at a contradiction in each case, we 
conclude that h is in P. 0 
7. The hierarchy: conclusion 
Summarizing our inclusion results, we obtain the following diagram. Arrow stands 
for strict inclusion. Two families are incomparable if they are not connected by a path. 
C-L 
S-P-B 
</ 
M-W 
We believe that the theory of bounded delay L codes throws light also on the 
theory of bounded delay codes, as well as on the general theory of bounded 
lookahead. Many open problems remain, for instance, the decidability of member- 
ship in the families S, M and W, as well as a more detailed characterization of these 
families. 
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