Xu, P.. Growth of the positive braid semigroups.
Introduction
Growth functions of groups were introduced by Milnor in 1968 [S] . Let G be a finitely generated group. Let Z: be a finite generating set for G, and let 2 -' be the set of inverses of elements of 2:. Then .Z determines a norm on G, called the word norm, defined by letting 1) gJJ be the minimal length of g E G as a word in C and 2 -I. Let c, be the number of elements of G of word norm exactly 1. We define the growth series as f,(x) = 1 + c,x' + . . . + c,x' + . . .
Examples of growth functions have been given by many people using different methods, and it has been shown that certain properties of a growth function are related to the underlying geometric or group-theoretic objects, see e.g. [l, 7, 91 . Computations by Solomon [lo], Bourbaki [2] and Cannon [3, 41 have shown that fz(x) often can be expressed as a rational function of X. Cannon [4] studied growth functions for cocompact hyperbolic groups. If G is a cocompact hyperbolic group and ,I5 is any finite generating set for G, he showed that the coefficients c, of the growth series &(x) satisfy a linear recursion, and hence f'(x) is the power series of a rational function.
He also computed some examples when G is a closed surface group or a compact hyperbolic Coxeter group.
Inspired by these works, we became interested in the growth function of braid groups. To the best of our knowledge, there are no known results at this time. In this paper, we investigate the combinatorial structure of Thurston's canonical form, described in [ll] , for elements of a braid group B,,. Let P,, be the positive braid semigroup. For any element in P,,, his right-greedy canonical form g = g, . . . g,,, is defined so that each subword g, is the maximal element E D,,, satisfying g, * . . g, > g, in the sense of the partial ordering of the lattice structure of P,r. Here D,, = {g 1 g E P,, , g 4 A,,}, where A,, is the well-known minimal element in PI1 which achieves the complete reversal of the order of braid strings.
We use the canonical forms to define a spanning tree for the semigroup graph, and then use it to give linear recursion relations which are used to calculate the growth of P,,. A linear system of parametric equations, whose solution gives rise to the growth of P,,, is identified.
We show that the coefficient matrix is invertible in the field of fractions over Z[X, ~~'1, and therefore the growth is rational. Since the size of the linear system is n! for P,,, the explicit solution seems difficult. We further identify a method to reduce the size of systems. For n = 3 and n = 4, we then are able to solve the systems explicitly. The growth functions of P3 and P4 turn out to be beautiful.
These growth functions in conjunction with their power series obviously suggest some interesting properties of those of P,, for general n. Some of them are still mysteries to us at this writing. Also, the attempt to obtain the growth function of B,, for general n has met an obstacle, namely, there is no existing solution to the problem of finding shortest representatives, which is 'canonical' in some way, for the elements of B,,. For the special case of PI = 3, we have achieved the above goal in [ 121 by using a presentation of B, with three cyclically symmetric generators. We believe that a deeper investigation of the structure of B,, would lead to the solution to the word length for an element of B, and then to the growth function of B,,.
The paper is organized as follows. In Section 2 we introduce notation and preliminaries which are necessary for understanding Thurston's canonical forms. In Section 3, the linear recursion relations among the growths of subsets of P,, are found by using a criterion for a positive word being in the right greedy canonical form. Then a system of parametric linear equations whose solution gives rise to the growth function f""(x) of P,, is established and the rationality of f'"'(x) is proved. In Section 4, the explicit growth functions of Pi and P4 are calculated, and some of their interesting properties are observed. We conclude the discussion with the conjecture that these properties hold for the growth of P,, for general n. There is a canonical homomorphism from P,, to the symmetric group S,,, sending each generator U, to an adjacent transposition s;. There is also a canonical homomorphism from B,, to L, sending each a, to 1. As a consequence, word length is an invariant of P,,.
Notation and preliminaries

Recently
The element A in B,, is a particularly important positive braid, which is used as the fundamental element in Garside's algorithm. It is described physically by rotating the n-strings together 180 degrees counter-clockwise.
Each string crosses each other string exactly once in A, so it can be represented as a product of n(n -1)/2 positive generators.
One such expression is It follows from the above argument that there is a one-to-one correspondence between elements in D and those in the symmetric group S,,. Therefore the order of D is n!. We observe that the canonical form for elements in S,, , described by Bourbaki in [2] , is the same as (2.3) but replacing a, by the adjacent transposition s,. We will abuse the language slightly so that when we say g E D, we also mean g E s,, If g E D, then g is determined by the set of order reversals the induced permutation imposes. That is, g is determined Proof. First assume R = R, for some g E D. We need to prove (i) and (ii). If We will show that p is a permutation whose set of order reversals is R. It suffices to show that Jo satisfies the following two conditions: 
Lemma 1 (Thurston
by R, = {(i, j) 1 i < j, g(i) > g(j)}. Lemma 2. Suppose R C {(i, j) 1 i < j, i, j E { 1, . . .
, n}} is a set of pairs of integers. Then R is the set of order reversals of some g E D if and only if it satisfies:
Moreover, for each k with 15
Similarly, we have so p(i) -p(j) 5 -(I, + I, + 1) + I, + I, = -1 ,
The proof of the lemma is completed. 0
Lemma 3. If g E D and R, 3 {(i
Proof. By induction.
When
for all j such that i <j < k. By the induction hypothesis we have (i, j) E R, and (j, k) E R,. It now follows from Lemma 2(i) that (i, k) E R,. We have thus proved that any two strings cross in g, therefore g = A. 0 Proof. We prove only the first statement. The sufficiency is trivial. The necessity can be seen clearly from the way we construct g from j+, where if (i, i + 1) E R,, we can always 'push' the crossing of the ith and the (i + l)th strings to the beginning of the word. 0
Lemma4.
D={g(g<A}.
Proof. Let
Proof. 'C+' is trivial. To prove '+', we need to prove that if R, C R,, then a = bc for some c E D.
We regard a and b as permutations, then a-' and b-' are inverse permutations of a and b. Suppose j is the smallest number such that a-'(j) # b-'(j),
i.e. we have b-'(f) = a-'(l) f or all I with I < j. Then we claim (1) a-'(j) > b-'(j), and
Proof of (1). Suppose on the contrary, we have a-'(j) < b-'(j).
Since j is the smallest number such that a-'(j) # b-'(j), there exists a k with k > j such that a-'(k) = b-'(j).
It follows that a(a-'( j)) = j, a(a-'(k)) = a(b-'( j)) = k > j, hence The partial ordering < imposes a lattice structure on D. That is, for any pair of elements g and h, there is a unique 'largest' element g A h, which is smaller than g and h, and a unique 'smallest' element s v h which is greater than g and h. There is also a complementation operator 1, defined by R,, = R, -R,. The following Lemma 7 shows how to obtain g A h.
Lemma 7. We muy obtain g A h by constructing a set of order reversals R by recursion, namely, if i <j, then (i, j) E R if and only if
Proof. Since R C R,q n R,z and (b) is a necessary condition for R being a set of order reversals for some element E D, by Lemmas 2 and 6, it would suffice to show that R satisfies (i) in Lemma 2, i.e., if i < k <j and (i, k) E R, (k, j) E R,
We prove it by induction. Suppose for all (i, j) with i < j and j -i < r, this condition is satisfied. We prove that when j -i = r, this condition is also satisfied.
For any k with i < k < j, (i, k) E R and (k, j) E R imply (i, k) E R, n R,I
and (k, j) E R,s f7 R,, according to (a). By (i) in Lemma 2, (i, j) E R, fl R,,. According to (b), it now suffices to prove that for any k' such that i < k' <j, we have either This section contains our main result of this paper (see Theorem 11). We use the right greedy canonical form for a positive braid to develop a procedure for computing the growth function of P,,. We prove that the growth function is rational, and that it can be derived from a system of linear parametric equations.
Definition.
A 
where each g, E D -{l} and g, is the maximal element of D such that g, . . . g, >-g,. 0
We note that the identity element g = 1 or g, = 1 is excluded in Theorem 9 in order to rule out padding the string with trivial elements at the beginning. Obviously, the factorization of g = 1 is trivial. The following lemma provides a geometric characterization of RGF, which is the key to the discovery of our procedure for computing the growth function of p,, .
Lemma 10. A factorization g = g, ' . . g,,, for a nontrivial element g in P,, is a RGF if and only if it satisfies the following conditions: (i) Each g, E D -(1). (ii) Any p ir f t a o s rmgs which are adjacent at the end of g, _ ,
and which cross in g,_ , must also cross in g, .
To describe our proof of the lemma we first review briefly Thurston Recall that if G is a finitely generated group and Z is a finite generating set, then the Cayley graph T(G; X) of the group G with respect to ,I? is a graph whose vertices are elements of G and whose edges are ordered pairs (u, w) of elements of G, where w = ur for some r E C or C -'. The Cayley graph I'+(G'; C) of the associated positive semigroup G + is a graph whose vertices are the elements of G' and edges are pairs (u, w) such that w = ur for some YE 2. Notice that the Cayley graph of a group or an associated positive semigroup depends upon the generating set C. For our purpose of calculating the growth function of P,, with respect to the generating set H, we consider a spanning tree of the Cayley graph r'(P,,; 0). Notice that the semigroup generated by D is the same as the semigroup generated by H, and r'(P,,; 0) can be obtained from T+(P, Notice that Ri,,, = Rf;,,,, = {1,2, . , n -l}, so Pred(g,,!) = { g2, . . . , g,,!}; therefore E,,!, = 1 for j=2,.
. . , n!. It is also easy to see that E;,,! = 0 for i=2 ,..., n!-1 since R':,,j8{1,2 . . . . . n -l} for i f n! by Lemma 3. Now (3.4) can be written as
Those equations for i = 2, . . , n! -1 form a system of n! -2 parametric linear equations in n! -2 unknowns f2, . . , f,,!_, . We can write them in the matrix notation:
wheref '   = (f2,. . . , f,,_,)T, e' = (1,. . . , I)', A = (a,,),,,I~Z)x(,,!-2) , and By using (3.8), we obtain the growth function
Now it is clear that the coefficient matrix
For P4, the set of A,-words is P4 = {g; 1 i = 1, . . . ,24}, where g, = 1, g,, = A,. For g,, i = 2, . . . ,23, we have Table 2 . Let 9(i,, . . , i,) be the predecessor set of elements of D whose starting crossing pattern is (i,, . , i,,). In the column 'Pred( g,)' in Table 2 , we filled only six entries, namely, the predecessor sets of g,, g,, g,, g,, g,,,, g,,, which (ii) For any siarting adjacent crossing pattern (i,, . . . , i,,,), the representative g, for this pattern is chosen such that 1, is the smallest among all elements which have the same starting pattern. For yach gj E D -S, there is an i, such that g,, E S and Ri = Rh,, , then we have f,,(x) 1.X ' = f,(x) /xc. We therefore can reduce the size of the 'linear 'system to 2" '. Furthermore, if g, E S and g, = ref( g,) E S, by the symmetry we have f,(x) = f,(x), hence f, can be replaced by f,. Denote by p,, the number of self-symmetric patterns; then the size of the linear system can be reduced to (2"_' + p,,) 12 .
Excluding two trivial patterns {p)} and { 1, . , n -l}, the size can be reduced to (2"_' + p,,)/2 -2
For even ~1, it is easy to verify that p,, = 2. y/7--1 = 24' , (4.5)
where 2"'2m' describes the number of different starting adjacent crossing patterns for lst, 2nd,. , (ni2)th strings, and number 2 reflexes the two choices of whether (n/2, n/2 + 1) E R, or $! R,. For odd n, similarly, we have When y1 = 3 (respectively 4), we have m = 1 (respectively 4). This is in agreement with our calculations of the growth functions of P, and P4. We conclude our discussion with some conjectures on the properties of the growth function.
In computing the growth function f'"'(x) = P(x) /Q(X) for rz = 3 and 4 (given by (4.3) and (4.4)), we have also obtained, with the help of MACSYMA, their power series and the roots of their denominators. From the pattern observed in the solutions for rz = 3,4, we conjecture the following interesting properties of f'"'(x) for any ~1: (i) The numerator P(X) = 1. The denominator Q(X) is a polynomial with leading coefficient -Al and degree n(n -1) /2, which is the same as the word length of A,,.
(ii) x = 1 is the unique rational root of Q(X). (iii) In the power expansion f'"'(~) = c ;=,, a,~', the growth ratio lim,,, a,, , /a, exists and equals l/r, where r is the smallest positive real root of Q(X). It is well known by the theory of complex analysis that r is the radius of convergence of the power expansions for P(x) /Q(x) and equals the distance from x = 0 to the nearest root of Q(x) on the complex plane. This leads to the conjecture that the root of Q(x) that is the nearest to the origin is a positive real root.
Research on proving these conjectures is in progress.
