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Abstract
We consider the Schro¨dinger operator with a periodic potential on quasi-1D mod-
els of armchair single-wall nanotubes. The spectrum of this operator consists of an
absolutely continuous part (intervals separated by gaps) plus an infinite number of
eigenvalues with infinite multiplicity. We describe the absolutely continuous spectrum
of the Schro¨dinger operator: 1) the multiplicity, 2) endpoints of the gaps, they are given
by periodic or antiperiodic eigenvalues or resonances (branch points of the Lyapunov
function), 3) resonance gaps, where the Lyapunov function is non-real. We determine
the asymptotics of the gaps at high energy.
1 Introduction and main results
Consider the Schro¨dinger operator H = −∆+ Vq with a periodic potential Vq on so called
armchair graph ΓN , N > 1. In order to describe the graph ΓN , we introduce the fundamental
cell Γ˜ = ∪61Γ˜j ⊂ R2, where Γ˜j = {x = r˜j + tej , t ∈ [0, 1]}, j ∈ N6 is the edge of length 1, and
Nm = {1, 2, .., m}, e1 = e6 = 1
2
(1,
√
3), e2 = e4 = (1, 0), e3 = −e5 = 1
2
(1,−
√
3),
r˜1 = (0, 0), r˜2 = r˜5 = r˜1 + e1, r˜3 = r˜6 = r˜2 + e2, r˜4 = r˜3 + e3. (1.1)
We define the strip graph Γ˜N by
Γ˜N = ∪(n,k)∈Z×NN (Γ˜ + keh + nev) ⊂ R2, eh = (3, 0), ev = (0,
√
3).
Vertices of Γ˜N are r˜j+keh+nev, (n, j, k) ∈ Z×N6×NN . If we identify the vertices r˜1+nev
and r˜1 +Neh + nev of Γ˜
N for each n ∈ Z, then we obtain the graph ΓN , given by
ΓN = ∪ω∈ZΓω, ω = (n, j, k) ∈ Z = Z× N6 × ZN , ZN = Z/(NZ),
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Figure 1: Armchair graph for N = 10 and for N = 1.
where Γω = Γ˜j + keh + nev, see Fig. 1, 2. Let rω = r˜j + keh + nev be a starting point of
the edge Γω. We have the coordinate x = rω + tej and the local coordinate t ∈ [0, 1] on Γω.
Thus we give an orientation on the edge. For each function y on ΓN we define a function
yω = y|Γω , ω ∈ Z. We identify each function yω on Γω with a function on [0, 1] by using the
local coordinate t ∈ [0, 1]. Define the Hilbert space L2(ΓN) = ⊕ω∈ZL2(Γω). Let C(ΓN ) be
the space of continuous functions on ΓN . We define the Sobolev space W 2(ΓN) that consists
of all functions y = (yω)ω∈Z ∈ L2(ΓN), (y′′ω)ω∈Z ∈ L2(ΓN) and satisfy
Kirchhoff Boundary Conditions: y ∈ C(ΓN) satisfies for each vertex A of ΓN∑
ω∈EA
(−1)by′ω(b) = 0, where EA = {ω ∈ Z : A ∈ Γω}, b = b(ω,A), (1.2)
where if A = rω is a starting point of Γω (i.e. t = 0 at A), then b(ω,A) = 0,
if A = rω + ej is an endpoint of Γω (i.e. t = 1 at A), then b(ω,A) = 1.
The Kirchhoff Conditions (1.2) mean that the sum of derivatives of y at each vertex of
ΓN equals 0 and the orientation of edges gives the sign ±. Our operator H on ΓN acts in the
Hilbert space L2(ΓN) and is given by (H y)ω = −y′′ω + qyω, where y = (yω)ω∈Z ∈ D(H ) =
W 2(ΓN) and (Vqy)ω = qyω, q ∈ L2(0, 1). If the potential q is even, i.e., q ∈ L2even(0, 1) =
{q ∈ L2(0, 1) : q(t) = q(1− t), t ∈ [0, 1]}, then the orientation of edges is not important. The
standard arguments (see [KL]) yield that H is self-adjoint.
The considered model was introduced by Pauling [Pa] and was systematically developed
in the series of articles by Ruedenberg and Scherr [RS]. Further progress is discussed in
[KL],[KL1],[BBKL], [Ha], [SDD] and see references therein.
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Figure 2: A piece of a nanotube ΓN . The fundamental domain is marked by a bold line.
For the convenience of the reader we briefly describe the structure of carbon nanotubes,
see [Ha], [SDD]. Graphene is a single 2D layer of graphite forming a honeycomb lattice, see
Fig. 3. A carbon nanotube is a honeycomb lattice ”rolled up” into a cylinder, see Fig. 1. In
carbon nanotubes, the graphene sheet is ”rolled up” in such a way that the so-called chiral
vector Ω = N1Ω1+N2Ω2 becomes the circumference of the tube, where Ω1,Ω2 are defined in
Fig 3. The chiral vector Ω, which is usually denoted by the pair of integers (N1, N2), uniquely
defines a particular tube. Tubes of type (N, 0) are called zigzag tubes. (N,N)-tubes are
called armchair tubes.
Recall the needed properties of the Hill operator H˜y = −y′′ + q(t)y on the real line
with a periodic potential q(t + 1) = q(t), t ∈ R. The spectrum of H˜ is purely absolutely
continuous and consists of intervals σ˜n = [λ˜
+
n−1, λ˜
−
n ], n > 1. These intervals are separated by
the gaps γ˜n = (λ˜
−
n , λ˜
+
n ) of length |γ˜n| > 0. If a gap γ˜n is degenerate, i.e. |γ˜n| = 0, then the
corresponding segments σ˜n, σ˜n+1 merge. For the equation −y′′ + q(t)y = λy on the real line
we define the fundamental solutions ϑ(t, λ) and ϕ(t, λ), t ∈ R satisfying ϑ(0, λ) = ϕ′(0, λ) =
1, ϑ′(0, λ) = ϕ(0, λ) = 0. We define the monodromy matrix M˜, the Lyapunov function F ,
and the function F− by
M˜ =
(
ϑ1 ϕ1
ϑ′1 ϕ
′
1
)
, F =
ϕ′1 + ϑ1
2
, F− =
ϕ′1 − ϑ1
2
, (1.3)
where ϕ1 = ϕ(1, ·), ϑ1 = ϑ(1, ·), ϕ′1 = ϕ′(1, ·), ϑ′1 = ϑ′(1, ·). The function F has only simple
zeros ηn, n > 1, which satisfy η1 < η2 < ... The sequence λ˜
+
0 < λ˜
−
1 6 λ˜
+
1 < ... is the spectrum
of the equation −y′′ + qy = λy with 2-periodic boundary conditions, that is y(t + 2) =
y(t), t ∈ R. Here equality λ˜−n = λ˜+n means that λ˜±n is an eigenvalue of multiplicity 2. Note
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Figure 3: The honeycomb lattice of nanotube. The unit cell is spanned by the vectors Ω1
and Ω2. The type of the nanotube is defined by the pair (N1, N2) ∈ N2, N1 > N2, and
corresponding chiral vector Ω = N1Ω1 +N2Ω2.
that F (λ˜±n ) = (−1)n, n > 1. The lowest eigenvalue λ˜+0 is simple, F (λ˜+0 ) = 1, and the
corresponding eigenfunction has period 1. The eigenfunctions corresponding to λ˜±n have
period 1 if n is even, and they are anti-periodic, that is y(t + 1) = −y(t), t ∈ R, if n is
odd. The derivative of the Lyapunov function has a zero λ˜n in each interval [λ
−
n , λ
+
n ], that is
F ′(λ˜n) = 0. Let µn, n > 1, be the spectrum of the problem −y′′ + qy = λy, y(0) = y(1) = 0
(the Dirichlet spectrum). Define the set σD = {µn, n > 1} and note that σD = {λ ∈ C :
ϕ(1, λ) = 0}. It is well-known that µn ∈ [λ˜−n , λ˜+n ], n > 1.
For simplicity we shall denote Γα,1 ⊂ Γ1 by Γα, for α = (n, j) ∈ Z1 = Z × N6. Thus
Γ1 = ∪α∈Z1Γα, see Fig 1. We introduce the self adjoint operator Hk acting in the Hilbert
space L2(Γ1) and given by (Hkf)α = −f ′′α + qfα, (fα)α∈Z1, (f ′′α)α∈Z1 ∈ L2(Γ1), where the
components fα, α ∈ Z1 satisfy the Kirchhoff conditions:
fn,1(1) = fn,2(0) = fn,5(0), fn,2(1) = fn,3(0) = fn,6(0),
fn,3(1) = fn,4(0) = fn−1,6(1), skfn,4(1) = fn,1(0) = fn−1,5(1), s = ei
2pi
N , (1.4)
f ′n,1(1)− f ′n,2(0)− f ′n,5(0) = 0, f ′n,2(1)− f ′n,3(0)− f ′n,6(0) = 0,
f ′n,3(1)− f ′n,4(0) + f ′n−1,6(1) = 0, skf ′n,4(1)− f ′n,1(0) + f ′n−1,5(1) = 0. (1.5)
The operator Hk has four Floquet solutions ψ
ν,±
k = (ψ
ν,±
k,α )α∈Z1, ν = 1, 2 satisfying the
condition
(
ψν,±k,1,5(1)
ψν,±k,1,6(1)
)
= τ±1k,ν
(
ψν,±k,0,5(1)
ψν,±k,0,6(1)
)
. For each k ∈ ZN we introduce two Lyapunov
functions Fk,ν =
1
2
(τk,ν + τ
−1
k,ν ), ν ∈ N2. Recall the results from [BBKL]:
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The operator H is unitarily equivalent to H = ⊕N1 Hk. The following identities hold true:
σ(Hk) = σ∞(Hk) ∪ σac(Hk), σ∞(Hk) = σD,
σac(Hk) = {λ ∈ R : Fk,ν(λ) ∈ [−1, 1] for some ν ∈ N2}, (1.6)
Fk,ν = ξk−(−1)ν√ρk, ν = 1, 2, ξk = 9F
2 − F 2− − 1
2
−s2k, ρk = (9F 2−s2k)c2k+s2kF 2− (1.7)
for each k ∈ ZN , where sk = sin πkN , ck = cos πkN . Here the functions Fk,1, Fk,2 are branches
of the Lyapunov functions Fk = ξk +
√
ρk, analytic on the two sheeted Riemann surface Rk
defined by
√
ρk.
Remark. We take the branch of
√
ρk such that
√
ρk(λ) > 0, where ρk(λ) > 0, λ ∈ R. Then
Fk,1 = ξk +
√
ρk > Fk,2 = ξk − √ρk for such λ. Note that Fk,ν, k 6∈ {0, N2 } have branch
points on the real line. The functions F ′0,ν , ν = 1, 2 have steps at the points ηn, n > 1. The
functions F ′m,ν , m =
N
2
∈ Z have steps at the zeros of F−. Note that using other branches
of
√
ρk we could obtain a new smooth functions Fk,ν on real axis for k ∈ {0, N2 }, but this
choice is not convenient for our proof.
We define the entire functions
D±k = 4(Fk,1 ∓ 1)(Fk,2 ∓ 1). (1.8)
The zeros λk,±ν,2n, n > 0, ν = 1, 2, of the function D
+
k are the periodic eigenvalues. The zeros
λk,±ν,2n−1, n > 1, ν = 1, 2, of D
−
k are the antiperiodic eigenvalues. Let λ
k,+
2,0 6 λ
k,+
1,0 6 λ
k,−
1,2 6
λk,−2,2 6 λ
k,+
2,2 6 λ
k,+
1,2 6 ... and λ
k,−
2,1 6 λ
k,−
1,1 6 λ
k,+
1,1 6 λ
k,+
2,1 6 λ
k,−
2,3 6 λ
k,−
1,3 6 ... counted with
multiplicities. This labeling is convenient for us and associated with the Lyapunov functions
Fk,1, Fk,2 (see Fig.4).
A zero of ρk, k ∈ ZN is called a resonance of Hk. Roughly speaking the simple real
resonances create gaps. There exist real and non-real resonances for k 6∈ {0, N
2
} (see [BBKL]).
Note that in the case of zigzag nanotube all resonances are real [KL], [KL1].
We define the functions
uk = |F−| − s2k, vk = |F−| − c2k, k ∈ ZN . (1.9)
Theorem 1.1. Let k ∈ ZN . Then the identity σac(Hk) = ∪ν∈N2,n>1Skν,n holds, where the
spectral bands Skν,n = [E
k,+
ν,n−1, E
k,−
ν,n ], n > 1, ν = 1, 2 satisfy:
Ek,±ν,p−1 = λ
k,±
ν,p−1, E
k,±
2,p = λ
0,±
2,p , E
k,±
1,p =
{
λ0,±1,p if vk(λ
0,±
1,p ) > 0
r±k,n if vk(λ
0,±
1,p ) < 0
, p = 2n− 1, (1.10)
Ek,±1,p = r
±
k,n for k 6∈ {0, N2 } and for large n > 1, where r±k,n are given by
r−k,n = min{λ ∈ κn : ρk(λ) = 0}, r+k,n = max{λ ∈ κn : ρk(λ) = 0}, κn = (λ0,−1,p , λ0,+1,p ).
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Figure 4: Graph of the function Fk(λ) and the spectrum of Hk
Moreover, the following estimates hold true:
Ek,+2,p−1 6 min{Ek,−2,p , Ek,+1,p−1} 6 max{Ek,−2,p , Ek,+1,p−1} 6 Ek,−1,p
6 Ek,+1,p 6 min{Ek,−1,p+1, Ek,+2,p } 6 max{Ek,−1,p+1, Ek,+2,p } 6 Ek,−2,p+1, (1.11)
Ek,−2,p > E
k,+
1,p−1 iff uk(E
k,−
2,p ) < 0 ; E
k,−
1,p+1 > E
k,+
2,p iff uk(E
k,+
2,p ) < 0. (1.12)
Remark. (i) The second identity in (1.10) shows that Ek,±2,p = E
0,±
2,p for all (k, n) ∈ ZN × N.
Here and below p = 2n− 1.
(ii) The last identity in (1.7) gives ρ0 = 9F
2 and then r±0,n = ηn are zeros of F .
(iii) Let k 6= N
2
. If vk(λ
0,σ
1,p ) < 0 for some σ = ±, then ρk has at least two zeros r±k,n in κn,
(see Lemma 3.2(iii)). In Lemma 3.4 we prove that the last identity in (1.10) for k 6= N
2
is
equivalent to
Ek,±1,p =
{
λ0,±1,p if Fk,1(r
±
k,n) = Fk,2(r
±
k,n) 6 −1 or ρk > 0 on κn
r±k,n if Fk,1(r
±
k,n) = Fk,2(r
±
k,n) ∈ (−1,−12 ]
, k 6= N
2
.
(iv) Let k = m = N
2
∈ Z. Then cm = 0 and (1.7) gives ρm = F 2−. Thus, vm = |F−| and
vm(λ
0,±
1,p ) > 0 for all n > 1, where p = 2n− 1. The last identity in (1.10) gives Em,±1,p = λ0,±1,p .
Theorem 1.2. Let k ∈ ZN , n > 1, p = 2n− 1.
(i) Let κ−k,n = (λ
0,−
1,p , r
−
k,n) ⊂ Sk1,2n−1, κ+k,n = (r+k,n, λ0,+1,p ) ⊂ Sk1,2n (i.e., Ek,±1,p = r±k,n). Then the
spectrum of Hk in κ
±
k,n 6= ∅ has multiplicity 4.
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(ii) If Ek,−2,p > E
k,+
1,p−1 (or E
k,−
1,p+1 > E
k,+
2,p ), then the spectrum of Hk in the interval (E
k,+
1,p−1, E
k,−
2,p )
= Sk1,p ∩ Sk2,p (or (Ek,+2,p , Ek,−1,p+1) = Sk1,p+1 ∩ Sk2,p+1) has multiplicity 4.
(iii) The spectrum σac(Hk) in all intervals, with the exception the intervals of the statements
(i), (ii), has multiplicity 2.
Remark (i) Let q ∈ L2even(0, 1). In this case F− = 0 (see p.8, [MW]). If k 6= N2 , then
vk(λ
0,±
1,p ) = −c2k < 0 and the last identity in (1.10) gives Ek,±1,p = r±k,n for all n > 1. If
k 6= 0, then uk = −s2k < 0. Relations (1.12) show that the spectrum in each interval
Sk1,n ∩ Sk2,n 6= ∅, n > 1 has multiplicity 4.
(ii) In Proposition 3.5 we prove that uk(E
0,±
2,p ) > 0 and vk(λ
0,±
1,p ) > 0 for some k, n and for
some specific non-even potentials. Then relations (1.12) give Sk1,n ∩ Sk2,n = ∅, and the last
identity in (1.10) yields Ek,±1,p = λ
0,±
1,p .
In order to describe gaps in the spectrum of Hk, H we need
Definition 1. Let g = (λ1, λ2) be a gap in the spectrum of Hk or H.
(i) If λ1, λ2 are zeros of D
+
k (or D
−
k ), then g is a periodic (or antiperiodic) gap.
(ii) If λ1, λ2 are zeros of ρk, then g is a resonance gap.
(iii) If one of the numbers λ1, λ2 is a zero of D
−
k and other is a zero of D
+
k (or ρk), then g
is a p-mix gap (or r-mix gap).
In our armchair model there is no a gap (λ1, λ2), where one of the numbers λ1, λ2 is a zero
of D+k and other is a zero of ρk.
Theorem 1.3. Let k ∈ ZN . Then σac(Hk) = R \ ∪n>0Gk,n, where the gaps Gk,n satisfy:
γ˜0 ⊂ Gk,0 = (−∞, Ek,+2,0 ), γ˜n ⊂ Gk,4n = (Ek,−2,2n, Ek,+2,2n), Gk,4n−2 = (Ek,−1,2n−1, Ek,+1,2n−1) ⊂ κn,
Gk,4n−3 = (E
k,−
2,2n−1, E
k,+
1,2n−2), Gk,4n−1 = (E
k,−
1,2n, E
k,+
2,2n−1), ηn ∈ [Ek,−1,2n−1, Ek,+1,2n−1], (1.13)
Gk,n = GN−k,n all k ∈ ZN , Gk,4n ⊂ Gℓ,4n, Gℓ,2n−1 ⊂ Gk,2n−1 all 0 6 k < ℓ 6 N
2
. (1.14)
Furthermore, for some n0 > 1 the gaps satisfy:
Gk,4n are periodic gaps,
Gk,2n−1 are p-mix gaps and each Gk,2n−1 = ∅ for k 6= 0, n > n0
G0,4n−2 are antiperiodic gaps and G0,4n−2 = ∅ for n > n0,
Gk,4n−2, k 6∈ {0, N2 } are antiperiodic, or resonance, or r-mix gaps, and Gk,4n−2 are resonance
gaps for n > n0,
GN
2
,4n−2,
N
2
∈ Z are antiperiodic gaps.
If q ∈ L2even(0, 1), then each Gk,4n−2, k 6∈ {0, N2 }, n > 1 is a resonance gap.
Remark. In Theorem 1.3 and below we let the gap Gk,4n−2 = ∅, if Ek,−1,2n−1 > Ek,+1,2n−1, and
the similar relations for other gaps hold true.
Below we write an = bn + ℓ
2(n) for two sequences (an)
∞
1 , (bn)
∞
1 iff (an − bn)∞1 ∈ ℓ2. We
describe the spectrum of H .
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Theorem 1.4. σac(H) = R \ ∪n>0Gn, where the gaps Gn = ∩k∈ZNGk,n and Gn satisfy:
G0 = (−∞, E+2,0) = G0,0, G4n = (E−2,2n, E+2,2n) = G0,4n, G4n−2 = (E−1,2n−1, E+1,2n−1) ⊂ κn,
G4n−3 = (E−2,2n−1, E
+
1,2n−2) = Gm,4n−3, G4n−1 = (E
−
1,2n, E
+
2,2n−1) = Gm,4n−1, (1.15)
γ˜n−1 ⊂ G4n−4, ηn ∈ [E−1,2n−1, E+1,2n−1] all n > 1. (1.16)
The gaps G4n−2 = G2n−1 = ∅ for all large n > 1 and the following asymptotics hold true:
E±2,2n = E
0,±
2,2n = (πn)
2 + q0 ±
√
2
3
q2sn + q
2
cn +
ℓ2(n)
n
as n→∞, (1.17)
where q0 =
∫ 1
0
q(t)dt, qsn =
∫ 1
0
q(s) sin 2πnsds, qcn =
∫ 1
0
q(s) cos 2πnsds.
There are papers about the spectral analysis of the Schro¨dinger operator on periodic
graphs and periodic nanotubes. Molchanov and Vainberg [MV] consider Schro¨dinger opera-
tors with q = 0 on so-called necklace periodic graphs. Korotyaev and Lobanov [KL], [KL1]
consider the Schro¨dinger operator on the zigzag nanotube. The spectrum of this operator
consists of an absolutely continuous part (intervals separated by gaps) plus an infinite num-
ber of eigenvalues with infinite multiplicity. They describe all eigenfunctions with the same
eigenvalue. They define a Lyapunov function, which is analytic on some Riemann surface.
On each sheet, the Lyapunov function has the same properties as in the scalar case, but it
has branch points (resonances). They prove that all resonances are real and they determine
the asymptotics of the periodic and anti-periodic spectrum and of the resonances at high
energy. They show that there exist two types of gaps: i) stable gaps, where the endpoints are
periodic and anti-periodic eigenvalues, ii) unstable (resonance) gaps, where the endpoints
are resonances (i.e., real branch points of the Lyapunov function). They describe all finite
gap potentials. They show that the mapping: potential → all eigenvalues is a real analytic
isomorphism for some class of potentials.
Moreover, Korotyaev and Lobanov [KL1] consider magnetic Schro¨dinger operators on
zigzag nanotubes. They describe how the spectrum depends on the magnetic field. Ko-
rotyaev [K2] considers integrated density of states and effective masses for zigzag nanotubes
in magnetic fields. He obtains a priori estimates of gap lengths in terms of effective masses.
Kuchment and Post [KuP] consider the case of the zigzag, armchair and achiral nanotubes
with even potential q ∈ L2even(0, 1). They show that the spectrum of the Schro¨dinger operator
(on these nanotubes), as a set, coincides with the spectrum of the Hill operator.
In [BBKL] authors describe all eigenfunctions of H with the same eigenvalue. They
define a Lyapunov function, which is analytic on some Riemann surface. On each sheet, the
Lyapunov function has the same properties as in the scalar case, but it has branch points
(resonances). They prove that there exist non-real and real resonances.
In the present paper we describe the absolutely continuous spectrum of H , multiplicity
of the spectrum and endpoints of the spectral bands. These results are absent in [KuP]. We
show that there exist two types of gaps: i) stable gaps, where the endpoints are periodic and
anti-periodic eigenvalues, ii) unstable (resonance) gaps, where the endpoints are resonances
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(i.e., real branch points of the Lyapunov function). Moreover, we determine the asymptotics
of the gaps at high energy.
We present the plan of the paper. In Sect. 2 we describe the periodic and antiperiodic
eigenvalues. In Sect. 3 we prove the main results about the spectrum of Hk, H.
2 Preliminaries
Lemma 2.1. There exists an integer n0 > 1 such that
(i) The function D−0 given by (1.8) has exactly 4n0 zeros, counted with multiplicities, in the
domain {λ : |√λ| < πn0} and for each n > n0, exactly two zeros, counted with multiplicities,
in each domain {λ : |√λ− πn− π
2
± arcsin 1
3
| < 1
3
}. There are no other zeros.
(ii) Each function D+k , k ∈ ZN has exactly 4n0 + 2 zeros, counted with multiplicities, in the
domain {λ : |√λ| < πn0 + π2} and for each n > n0, exactly one simple zero in each domain
{λ : |√λ− πn− π
2
± arcsin
√
5±4ck
3
| < 1
3
}. There are no other zeros.
(iii) Each function ρk : k 6∈ {0, N2 }, has exactly 2n0 zeros, counted with multiplicities, in the
domain {λ : |√λ| < πn0}, and for each n > n0 exactly one simple real zero in each domain
{λ : |√λ− (πn− π
2
± arcsin sk
3
)| < sk
3
}. There are no other zeros.
Proof repeats the case of the zigzag nanotube [KL].
Substituting (1.7) into (1.8) we obtain for k ∈ ZN
D+k =
(
(3F − 1)2 − 4− F 2−
)(
(3F + 1)2 − 4− F 2−
)
+ 16s2k = (9F
2 − gk,1)(9F 2 − gk,2),
D−k = D
−
0 =
(
(3F − 1)2 − F 2−
)(
(3F + 1)2 − F 2−
)
= (9F 2 − h1)(9F 2 − h2) (2.1)
on R, where
gk,ν = 5 + F
2
− + (−1)ν2
√
F 2− + 4c
2
k, hν = (1 + (−1)ν |F−|)2. (2.2)
Lemma 2.2. (i) For all (ν, k, n) ∈ N2 × ZN × N the periodic and antiperiodic eigenvalues
satisfy
λk,±ν,n−1 = λ
N−k,±
ν,n−1 , λ
k,±
ν,2n−1 = λ
0,±
ν,2n−1, γ
k
ν,2n−1 = γ
0
ν,2n−1, γ
0
1,2n−1 = κn, (2.3)
λ˜+n−1 6 λ
k,+
2,p−1 6 min{λ0,−2,p , λk,+1,p−1} 6 max{λ0,−2,p , λk,+1,p−1} 6 λ0,−1,p
6 ηn 6 λ
0,+
1,p 6 min{λk,−1,p+1, λ0,+2,p } 6 max{λk,−1,p+1, λ0,+2,p } 6 λk,−2,p+1 6 λ˜−n , p = 2n− 1, (2.4)
λ0,−2,p < λ
k,+
1,p−1 ⇔ uk(λ0,−2,p ) > 0 ; λ0,+2,p > λk,−1,p+1 ⇔ uk(λ0,+2,p ) > 0, (2.5)
∪n>1 γ0ν,2n−1 = {λ ∈ R : 9F 2(λ) < hν(λ)}, ∪n>0γkν,2n = {λ ∈ R : 9F 2(λ) > gk,ν(λ)}, (2.6)
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λ9F 2(λ)
gk,2
gk,1
h2
h1
fk fk
λ
k,+
2,0
λ
k,+
1,0
λ
0,−
2,1
λ
0,−
1,1
r
−
k,1
r
+
k,1
λ
0,+
1,1
λ
0,+
2,1
λ
k,−
1,2
λ
k,−
2,2
λ
k,+
2,2
λ
k,+
1,2
λ
0,−
2,3
λ
0,−
1,3
r
−
k,2
r
+
k,2
λ
0,+
1,3
Figure 5: Functions 9F 2, g±k , h
± and fk
where
γkν,0 = (−∞, λk,+ν,0 ), γkν,n = (λk,−ν,n , λk,+ν,n ), (ν, n, k) ∈ N2 × N× ZN .
(ii) If 0 6 k < ℓ 6 N
2
and n > 1, then
λk,+2,2n−2 < λ
ℓ,+
2,2n−2, λ
ℓ,+
1,2n−2 < λ
k,+
1,2n−2, λ
k,−
1,2n < λ
ℓ,−
1,2n, λ
ℓ,−
2,2n < λ
k,−
2,2n. (2.7)
Proof. (i) The periodic eigenvalues are zeros D+k . Using (2.1) and the identities sN−k = sk
we obtain the first identity in (2.3) for the periodic eigenvalues. The antiperiodic eigenvalues
are zeros D−k . Using (2.1) and the definitions of γ
k
ν,n,κn we obtain the other identities in
(2.3).
Identities (2.2) give gk,1 − h1 = 2(|F−|+ 2−
√
F 2− + 4c2k) > 0 on R. Then we obtain
h1 6 min{h2, gk,1} 6 max{h2, gk,1} 6 gk,2. (2.8)
Identities (1.3) give F 2 − F 2− = ϑ1ϕ′1 = 1 + ϑ′1ϕ1. Then F 2−(µn) = F 2(µn) − 1. The last
identity and F 2(µn) > 1 imply
9F 2(µn)− gk,2(µn) = 2
((
2
√
F 2(µn)− 1 + 4c2k −
1
4
)2
+
31
16
− 16c2k
)
> 0,
which yields gk,2(µn) 6 9F
2(µn). Estimates (2.8) and the properties of the function F
provide that each of the functions 9F 2− gk,ν, 9F 2−hν , ν = 1, 2 has at least one zero in each
of the intervals (−∞, η1], [ηn, µn], [µn, ηn+1], n > 1. Moreover, Lemma 2.1 shows that each
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of these functions has exactly one zero in each of these intervals. Then the properties of the
function F and estimates (2.8) yield (2.4).
Identities (2.2) give gk,1 − h2 = 2(s2k − |F−| +
√
s4k + 4c
2
k −
√
F 2− + 4c2k). For fixed λ
we obtain gk,1(λ) > h2(λ) iff |F−(λ)| < s2k. Let λ = λ0,−2,2n−1. Estimates (2.4) show that
λ˜+n−1 6 min{λk,−2,2n−2, λ0,−2,2n−1} 6 max{λk,−2,2n−2, λ0,−2,2n−1} 6 ηn. Since (F 2)′ < 0 on (λ˜+n−1, ηn),
we deduce that λ0,−2,2n−1 > λ
k,−
2,2n−2 iff |F−(λ0,−2,2n−1)| < s2k, which yields the first equivalence in
(2.5). The proof of the second equivalence is similar.
Estimates (2.4), (2.8) and the properties of F yield (2.6).
(ii) Identities (2.2) give gk,2 < gℓ,2, gℓ,1 < gk,1. The properties of F yield (2.7).
3 Proof of Theorems 1.1–1.4
Let Rk = {λ ∈ R : ρk(λ) > 0}, k 6= N2 . In Lemmas 3.1-3.3 we describe the set σk,ν = {λ ∈
R : Fk,ν(λ) ∈ [−1, 1]} in terms of F .
Lemma 3.1. For all k ∈ ZN and λ ∈ Rk the following identities hold true:
Fk,ν(λ) < 1 iff 9F
2(λ) < gk,ν(λ), ν = 1, 2, (3.1)
Fk,1(λ) > −1 iff {9F 2(λ) > h1(λ) or |F−(λ)| < c2k}, (3.2)
Fk,2(λ) > −1 iff
{
9F 2(λ) > h2(λ) or {9F 2(λ) < h1(λ) and |F−(λ)| < c2k}
}
. (3.3)
Proof. If k = m = N
2
∈ Z, identities (1.7), (2.2) give Fm,ν − 1 = 12(9F 2 − gm,ν), Fm,ν + 1 =
1
2
(9F 2 − hν), which yields (3.1)-(3.3) for k = m.
Let k 6= N
2
. We rewrite the functions ρk, Fk,ν − 1 in the form
ρk = (9F
2 − gk,ν)c2k + (
√
F 2− + 4c2k + (−1)νc2k)2,
Fk,ν − 1 = 1
2c2k
(√
ρk − (−1)νc2k −
√
F 2− + 4c2k
)(√
ρk − (−1)νc2k +
√
F 2− + 4c2k
)
.
These identities yields (3.1). We rewrite the functions ρk, Fk,1 + 1 in the form
ρk = (9F
2−h1)c2k+(|F−|−c2k)2, Fk,1+1 =
1
2c2k
(√
ρk+c
2
k−|F−|
)(√
ρk+c
2
k+ |F−|
)
. (3.4)
These identities imply (3.2). We rewrite the functions ρk, Fk,2 + 1 in the form
ρk = (9F
2 − h2)c2k + (|F−|+ c2k)2, Fk,2 + 1 =
1
2c2k
(√
ρk − c2k − |F−|
)(√
ρk − c2k + |F−|
)
.
These identities and the first identity in (3.4) give (3.3).
Now we describe the zeros of ρk and the functions Fk,ν on the interval κn. Recall the
intervals κ−n,k = (λ
0,−
1,2n−1, r
−
k,n), κ
+
n,k = (r
+
k,n, λ
0,+
1,2n−1), n > 1 (see Theorem 1.2).
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Lemma 3.2. Let k 6= N
2
. Then
(i) The following relation holds true:
R \Rk ⊂ ∪n>1κn, where κn = (λ0,−1,2n−1, λ0,+1,2n−1). (3.5)
All real zeros of ρk belong to the set ∪n>1κn. Each interval κn, n > 1 contains even number
> 0 of zeros of ρk, counted with multiplicities.
(ii) Let κn 6⊂ Rk for some n > 1. Then for each σ = ± the following relations hold true:
sign vk = const on each κ
σ
k,n ⊂ Rk, (3.6)
if vk(λ) > 0 for some λ ∈ κσk,n, then Fk,2 < Fk,1 < −1 on κσk,n, (3.7)
if vk(λ) < 0 for some λ ∈ κσk,n, then − 1 < Fk,2 < Fk,1 on κσk,n. (3.8)
If κn ⊂ Rk for some n > 1, then
vk > 0 and Fk,2 < Fk,1 < −1 on κn. (3.9)
(iii) If vk(λ) < 0 for some λ ∈ κn, n > 1, then ρk has even number > 2 of zeros on κn.
Proof. (i) The last identity in (1.7) gives
ρk = c
2
k(9F
2 − fk), k 6= N
2
, where fk = s
2
k
(
1− F
2
−
c2k
)
. (3.10)
Identities (3.10) show that zeros of ρk (resonances) are zeros of 9F
2 − fk. Identities (2.2),
(3.10) give h1 − fk = (ck − F
2
−
ck
)2 > 0. Identities (2.4) and the properties of the function F
imply that real zeros of ρk belong to the set ∪n>1κn and (3.5) holds. The function ρk has
even number of zeros in κn, since ρk > 0 at the points λ
0,−
1,2n−1, λ
0,+
1,2n−1.
(ii) Identity (2.6) show that 9F 2 < h1 on κn. Using the first identity in (3.4) we conclude
that if |F−(λ)| = c2k for λ ∈ κn, then ρk(λ) < 0. We obtain (3.6), since ρk > 0 on κ±k,n.
If |F−(λ)| > c2k for some λ ∈ κ±k,n, then (3.6) show |F−(λ)| > c2k for all λ ∈ κ±k,n. Recall
that 9F 2 < h1 on κ
±
n . Then (3.2) gives Fk,1 < −1 on κ±k,n, which yields (3.7).
If |F−(λ)| < c2k for some λ ∈ κ±k,n, then (3.6) provide |F−(λ)| < c2k for all λ ∈ κ±k,n. Using
9F 2 < h1 on κ
±
n again (3.3) gives −1 < Fk,2 on κ±k,n. We obtain (3.8).
Suppose that κn ∈ Rk, i.e. ρk > 0 on κn. Estimates (2.4) yield ηn ∈ κn, hence ρk(ηn) > 0.
Note that ρ0(ηn) = 0, hence the condition κn ∈ R0 is not fulfilled for all n. In this reason
we assume below k 6= 0.
The last identity in (1.7) gives F 2−(ηn) = s
−2
k ρk(ηn) + c
2
k > c
2
k, which yield |F−(ηn)| > c2k.
Using 9F 2 < h1 on κn and the first identity in (3.4) again we conclude that if |F−(λ)| = c2k
for λ ∈ κn, then ρk(λ) < 0, which yields sign(|F−| − c2k) = const on κn. Thus |F−(λ)| > c2k
for all λ ∈ κn and we have the first estimate in (3.9). Relation (3.2) gives Fk,1 < −1 on κn,
which yields the second estimate in (3.9).
(iii) Using relation (3.9) we deduce that if vk(λ) < 0 for some λ ∈ κn = [λ0,−1,2n−1, λ0,+1,2n−1], then
κn 6⊂ Rk. Hence there exists λ ∈ κn such that ρk(λ) < 0. On the other hand ρk(λ0,±1,2n−1) > 0,
which yields the needed statement.
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For each (k, ν) ∈ ZN × N2 we introduce the sets
Sk,ν =
⋃
n>1
(
[λk,+ν,2n−2, λ
0,−
ν,2n−1] ∪ [λ0,+ν,2n−1, λk,−ν,2n]
)
, SRk =
⋃
σ=±,n∈Nσ
k
κσk,n, (3.11)
where N±k = {n ∈ N : vk(λ0,±1,2n−1) < 0}. The set Sk,ν is a part of σk,ν , where the periodic and
antiperiodic eigenvalues are endpoints of bands. The set SRk is an ”unstable” part of σk,ν.
Lemma 3.3. For each (ν, k) ∈ N2 × ZN the following identities hold true:
Sk,ν = {λ ∈ R : hν(λ) 6 9F 2(λ) 6 gk,ν(λ)}, (3.12)
S
R
k = {λ ∈ Rk : 9F 2(λ) 6 h1(λ) and vk(λ) 6 0}, k 6=
N
2
, and SRN
2
= ∅, (3.13)
σk,ν = Sk,ν ∪SRk . (3.14)
Proof. Identities (2.6) give (3.12). If m = N
2
∈ Z, then cm = 0, vm(λ) = |F−(λ)| > 0 and
N±k = ∅, which yields SRm = ∅. The first identity in (2.6) gives ∪n>1κn = {λ ∈ R : 9F 2(λ) <
h1(λ)}. Then (3.7)-(3.9) provide (3.13) for k 6= N2 . Identities (3.1)-(3.3) yield (3.14).
We prove our main results.
Proof of Theorem 1.1. Identities (3.11)-(3.14) give
σk,1 = ∪n>1(Sk1,2n−1 ∪ Sk1,2n), σk,2 = (∪σ=±,n∈Nσk κσk,n) ∪ (∪n>1(Sk2,2n−1 ∪ Sk2,2n)),
where Sk1,2n−1 = [λ
k,+
1,2n−2, λ
0,−
1,2n−1] ∪ κ−k,n and Sk1,2n = κ+k,n ∪ [λ0,+ν,2n−1, λk,−ν,2n]. Then (1.10) holds
true. Using (1.6) and κ−k,n ⊂ Sk1,2n−1,κ+k,n ⊂ Sk1,2n, we obtain σac(Hk) = σk,1 ∪ σk,2 =
∪ν∈N2,n>1Skn,ν . Estimates (2.4) give (1.11). Relations (2.5) provide (1.12).
Proof of Theorem 1.2. The last identity in (1.10) together with (3.8) imply Ek,±1,p = r
±
k,n
iff −1 < Fk,2 < Fk,1 on κ±k,n. Identity (3.11) shows that κ±k,n ⊂ SRk . Identity (3.13) yields
9F 2 6 h1 on κ
±
k,n. Relations (3.2) give Fk,2 < Fk,1 < 1 on κ
±
k,n. Then the spectrum in
κ
±
k,n has multiplicity 4. Suppose that E
k,±
1,p 6= r±k,n. Then the last identity in (1.10) show
vk(λ
0,±
1,2n−1) > 0. Relation (3.7) yields Fk,2 < Fk,1 < −1 on κ±k,n. Hence the interval κ±k,n lies
in a gap of Hk.
Using (1.10) we rewrite Sk,ν (see (3.11)) in the form Sk,ν =
⋃
n>1([E
k,+
ν,2n−2, E
0,−
ν,2n−1] ∪
[E0,+ν,2n−1, E
k,−
ν,2n]). Estimates (1.11) show that
S˜k = Sk,1 ∩Sk,2 =
(
∪
n:Ek,−2,p <E
k,+
1,p−1
[Ek,−2,p , E
k,+
1,p−1]
)⋃(
∪
n:Ek,+2,p <E
k,−
1,p+1
[Ek,+2,p , E
k,−
1,p+1]
)
.
Identity (3.14) give Fk,ν ∈ [−1, 1] on Sk,ν. Then Fk,ν ∈ [−1, 1] for ν = 1, 2 on S˜k. Hence the
spectrum on this set has multiplicity 4. The spectrum on (Sk,1∪Sk,2) \ S˜k has multiplicity
2.
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We need the following well known asymptotics (see, for example, [K])
F (λ) = cos
√
λ+
q0 sin
√
λ
2
√
λ
+
O(e| Im
√
λ|)
|λ| ,
F−(λ) = − 1
2
√
λ
∫ 1
0
sin
√
λ(1− 2t)q(t)dt+ O(e
| Im
√
λ|)
|λ| , |λ| → ∞. (3.15)
Proof of Theorem 1.3. Estimates (2.4) show that the intervals Gkν,n = (E
k,−
ν,n , E
k,+
ν,n ),
(ν, n) ∈ N2 × N, satisfy:
Gk1,0 ∩Gk2,m = ∅ for m 6∈ {0, 1}, Gk1,2n−1 ∩Gk2,m = ∅ for m 6= 2n− 1,
Gk1,2n ∩Gk2,m = ∅ for m 6∈ {2n− 1, 2n, 2n+ 1}.
Then the gaps Gk,n, n > 0 in the spectrum Hk are given by
Gk,0 = G
k
1,0∩Gk2,0, Gk,2n = Gk1,n∩Gk2,n, Gk,4n−3 = Gk1,2n−2∩Gk2,2n−1, Gk,4n−1 = Gk1,2n∩Gk2,2n−1,
n > 1, which yields all identities in (1.13). Estimates (2.4) give all inclusions in (1.13).
Lemma 2.2 and relations (3.5), (2.7) give (1.14). Identities (1.10) show that Gk,4n are periodic
gaps, Gk,2n−1 are p-mix gaps and Gk,4n−2 are antiperiodic, or resonance, or r-mix gaps.
Asymptotics (3.15) and estimates (1.12) give that E−k,4n−3 > E
+
k,4n−3 and E
−
k,4n−1 > E
+
k,4n−1
for k 6= 0 and large n > 1. Hence Gk,2n−1 = ∅ for such k, n.
Recall that r−0,n = r
+
0,n = ηn. Identities (1.10) give E
0,±
1,p =
{
λ0,±1,p if v0(λ
0,±
1,p ) > 0
ηn if v0(λ
0,±
1,p ) < 0
.
Hence G0,4n−2 are antiperiodic gaps or G0,4n−2 = ∅. Moreover, E0,−1,p = E0,+1,p = ηn for all large
n > 1. Hence G0,4n−2 = ∅ for large n > 1.
Since cm = 0, m =
N
2
∈ Z, identities (1.10) provide Em,±1,p = λm,±1,p . Hence Gm,4n−2 are
antiperiodic gaps.
For k 6= {0, N
2
} identities (1.10) give Gk,4n−2 are antiperiodic, or resonance, or r-mix gaps,
and asymptotics (3.15) show that Gk,4n−2 are resonance gaps.
If q ∈ L2even(0, 1), then F− = 0 and vk < 0, k 6= N2 . Identities (1.10) show that Ek,±1,p = r±k,n
in this case. The last identity in (1.7) yield ρk = (9F
2 − s2k)c2k. Properties on the function
F show that r−k,n < r
+
k,n for k 6∈ 0, N2 and all n > 1. Then Gk,4n−2 = (r−k,n, r+k,n), n > 1 are
resonance gaps.
Proof of Theorem 1.4. Recall that the operator H is unitarily equivalent to H =
⊕N1 Hk. Relations (1.14) provide σac(H) = R \ ∪n>0Gn, where gap Gn = ∩k∈ZNGk,n. The
second relations in (1.14) show G4n = G0,4n, n > 0. The third relations in (1.14) imply
G2n−1 = Gm,2n−1, n > 1. the relations Gk,4n−2 ⊂ κn give G4n−2 ⊂ κn. Thus, we have
proved all relations in (1.15). The relations γ˜n−1 ⊂ Gk,4n, ηn ∈ [Ek,−1,2n−1, Ek,+1,2n−1] give the
corresponding relations γ˜n ⊂ G4n, ηn ∈ [E−1,2n−1, E+1,2n−1], which yields (1.16). By Theorem
1.3, Gm,2n−1 = G0,4n−2 = ∅ for large n > 1, which implies G4n−2 = G2n−1 = ∅ for large
n > 1.
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In order to prove asymptotics (1.17) we assume that
∫ 1
0
q(t)dt = 0. Identities (2.1) and
Lemma 2.1 (ii) show that λ0,±2,2n are zeros of the equation
3F (λ) = (−1)n(1 +
√
F 2−(λ) + 4), (3.16)
and λ0,±2,2n = (πn+ ε
±
n )
2, where |ε±n | 6 13 for large n. Let λ = λ0,±2,2n and ε = ε±n . Asymptotics
(3.15) give
F (λ) = (−1)n +O(ε2) +O(n−2), F−(λ) = O(n−1).
Substituting these asymptotics into (3.16) we get ε = O(n−1). Using the standard calcula-
tions (see [K]) we obtain
F (λ) = (−1)n
(
1 +
q2sn + q
2
cn
2(2πn)2
− ε
2
2
)
+
ℓ2(n)
n3
, F−(λ) =
(−1)nqsn
2πn
+
ℓ2(n)
n2
.
Substituting the last asymptotics into (3.16) we obtain ε2 =
2
3
q2sn+q
2
cn
2(2πn)2
+ ℓ
2(n)
n3
, which yields
λ0,±2,2n = (πn)
2 ±
√
2
3
q2sn + q
2
cn +
ℓ2(n)
n
. Identity (1.15) yield λ0,±2,2n = E
0,±
2,2n. Asymptotics (1.17)
follow.
Now we prove Remark to Theorem 1.1, 1.2.
Lemma 3.4. Let k 6= N
2
. Then for each n : κn 6∈ Rk the following relations hold true:
vk(λ
0,±
1,2n−1) > 0 ⇔ Fk,1(r±k,n) = Fk,2(r±k,n) 6 −1, (3.17)
vk(λ
0,±
1,2n−1) < 0 ⇔ Fk,1(r±k,n) = Fk,2(r±k,n) ∈ (−1,−
1
2
]. (3.18)
Moreover, if q is even, i.e. q(1− t) = q(t), then Fk,1(r±k,n) = Fk,2(r±k,n) ∈ (−1,−12 ].
Proof. Let r = r±k,n. Recall ρk(r) = 0. Identities (1.7) yield (9F
2(r)−s2k)c2k = −s2kF 2−(r) 6 0,
then 9F 2(r) 6 s2k. Moreover,
Fk,1(r) = Fk,2(r) = ξk(r) =
9F 2(r)− F 2−(r)− 1
2
− s2k 6 −
1
2
.
Relations (3.7), (3.8) give that if vk(λ
0,±
1,p ) > 0, then Fk,ν(r) < −1, and if vk(λ0,±1,p ) < 0, then
Fk,ν(r) > −1, ν = 1, 2.
Conversely, let Fk,ν(r) < −1. Then (3.2) yield vk(r) > 0. Identities (3.6) give vk(r) > 0
on κ±k,n, then vk(λ
0,±
1,p ) > 0. Let Fk,ν(r) > −1. Identity (2.6) show that 9F 2(r) < h1(r). Then
(3.2) yield vk(r) < 0. Identities (3.6) give vk(r) < 0 on κ
±
k,n, then vk(λ
0,±
1,p ) < 0. Relations
(3.17), (3.18) are proved.
If q ∈ L2even(0, 1), then F− = 0 (see [MW]) and vk < 0, k 6= N2 . Then (3.18) gives
Fk,1(r) = Fk,2(r) = −s
2
k
+1
2
∈ (−1,−1
2
].
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Proposition 3.5. Let k 6∈ {0, N
2
}, q = qε = 1εδ(t− 12 − ckε− ε2), ε 6= 0 and let n0 > 1. Then
there exists ε1 > 0 such that for all ε ∈ (−ε1, ε1) \ {0}, 1 6 n 6 n0 the following relations
hold true:
vk(λ
0,±
1,2n−1, qε) > 0, E
k,±
1,2n−1(qε) = λ
0,±
1,2n−1(qε), (3.19)
uℓ(E
0,±
2,2n−1, qε) > 0, S
ℓ
1,n(qε) ∩ Sℓ2,n(qε) 6= ∅, all 0 6 ℓ <
N
2
− k. (3.20)
Proof. If qv =
1
v
δ(t − a), v 6= 0, a ∈ (0, 1), then we have (see, for example [BBKL])
F−(λ, qε) =
sin z(2a−1)
2zε
, z =
√
λ. Let a = 1
2
+ ckε+ ε
2, k 6∈ {0, N
2
}. Then
F−(λ, qε) =
sin 2z(ckε+ ε
2)
2zε
= ck + ε+O(ε
2) as |ε| → 0, (3.21)
uniformly on |z| 6 πn0. Using this asymptotics we deduce that there exists ε1 > 0 such that
if |ε| < ε1, then |F−(λ)| > c2k and vk(λ) > 0 for all 0 6 λ < (πn0)2. Using (1.10) we obtain
(3.19). Moreover, |F−(λ)| > s2ℓ for all ℓ < N2 − k and 0 6 λ < (πn0)2. Thus, we obtain
uℓ(λ) > 0 for such ℓ, λ. Then (1.12) gives (3.20).
Acknowledgments. Evgeny Korotyaev was partly supported by DFG project BR691/23-
1. The various parts of this paper were written at ESI, Vienna , E. Korotyaev is grateful
to the Institute for the hospitality. A. Badanin is grateful to the Mathematical Institute of
Humboldt Univ. for the hospitality.
References
[BBK] Badanin, A.; Bru¨ning, J.; Korotyaev, E. The Lyapunov function for Schro¨dinger operators
with a periodic 2× 2 matrix potential. J. Funct. Anal. 234 (2006), no. 1, 106–126.
[BBKL] Badanin, A.; Bru¨ning, J.; Korotyaev, E.; Lobanov, I. Schro¨dinger operators on armchair
nanotubes. Preprint, 2007.
[CK] Chelkak, D.; Korotyaev, E. Spectral estimates for Schro¨dinger operators with periodic matrix
potentials on the real line. Int. Math. Res. Not. 2006, Art. ID 60314, 41 pp.
[Ha] Harris P. Carbon Nanotubes and Related Structures, Cambridge Univ. Press., Cambridge,
1999.
[K] Korotyaev, E. Inverse problem and the trace formula for the Hill operator. II, Math. Z., 231
(1999), 345-368.
[K1] Korotyaev, E. Conformal spectral theory for the monodromy matrix. Preprint, 2006.
[K2] Korotyaev, E. Effective masses for zigzag nanotubes in magnetic fields, preprint 2007.
[KL] Korotyaev, E.; Lobanov, I. Schro¨dinger operators on zigzag periodic graphs, To be published
in Ann. Inst. H.Poincare.
[KL1] Korotyaev, E.; Lobanov, I. Zigzag periodic nanotube in magnetic field, preprint 2006.
16
[Ku] Kuchment, P. Graph models for waves in thin structures, Waves in Random Media, 12(2002),
R1-R24.
[KuP] Kuchment, P.; Post, O. On the spectra of carbon nano-structures, preprint 2006.
[MW] Magnus, W.; Winkler, S. Hill’s equation. Dover Publications, Inc., New York, 1979.
[MV] Molchanov, S.; Vainberg, B. Slowing down of the wave packets in quantum graphs. Waves
Random Complex Media 15(2005), 101–112.
[Pa] Pauling, L. The diamagnetic anisotropy of aromatic molecules, Journal of Chemical Physics,
4, 1936, 673-677.
[RS] Ruedenberg, K.; Scherr, C.W. Free-electron network model for conjugated systems. I. Theory,
The Journal of Chemical Physics, 21, 1953, 1565-1581.
[SDD] Saito, R.; Dresselhaus, G.; Dresselhaus, M. Physical properties of carbon nanotubes, Impe-
rial College Press, 1998.
17
