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RESUMO 
Foi feito a revisão, sumário e discussão da análi 
se da estrutura e modelos matemáticos usados para avaliação e 
r 
remoção da periodicidade e dependencia nas séries de tempo ge~ 
físicas, 
Para aplicação das técnicas descritas foram usa-
dos registros diários de radiação solar global e temperaturam~ 
dia diária do ar da Estação Centro Experimental de Campinas,s. 
Paulo (periodo 1965 a 1974) e da Estação Ecologia Agrícola, R, 
de Janeiro (periodo 1963 a 1973), 
Na análise da periodicidade das séries foi empre-
gada a série de Fourier e na análise da dependencia foram apl! 
cados modelos autoregressivos lineares até 6a, ordem. Periodi 
cidades nos coeficientes de correlação rk da componente est~ 
,T 
cástica foram também analisadas, As componentes estocásticas 
independentes foram obtidas após terem sido removidas a perio-
dicidade e dependencia das séries, 
As funções de distribuição de probabilidades normal, 
lognormal 3-parâmetros, gama 3-parâmetros e gama "double 
branch" foram aplicadas na tentativa de ajustar a distribuição 
de frequencias da componente estocástica independente, 
vi 
.1'.BSTRACT 
The structural analysis and mathematical models 
used for evaluation and removal of the periodicity and 
dependence from the geophysical time series are reviewed, 
summarized and discussed, 
Records of daily global solar radiation and 
mean air temperature in Campinas - são Paulo, Estação Centro 
Experimental de Campinas (period 1965 to 1974) and KM 47 - Rio 
de Janeiro, Estação Ecologia Agrícola (period 1963 to 1973) 
are used as the basic research data. 
Fourier series are used to analyse the peri-
odicity of the data. The linear autoregressive models are 
applied from the first to sixth order to describe the depen-
dence of these series, Periodicities in serial correlation 
coefficients, rk , of the stochastic components are also an-
,T 
alyzed, Independent stochastic components are obtained by re 
moving the periodicity and dependence from fhe series. 
The probability distribution function normal, 
lognormal 3-parameters, gamma 3-parameters and double branch 
gamma are applied to fit the frequency distributions of the 
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I - INTRODUÇÃO 
1.1 - Importancia da Meteorologia Estocástica 
A maioria dos processos de tempo que ocorrem na 
natureza, observados em intervalos inferior a um ano, podem ser 
considerados processos periódicos-estocásticos, podendo a peri~ 
dicidade ser atribuída aos ciclos astronômicos e a estocastici-
dade às várias fontes de aleatoriedade dentro do sistema Terra-
Atmosfera. A atmosfera é a maior fonte de estocasticidade nos 
processos geofísicos correlatados com a incidencia de radiação 
solar, embora os oceanos, a superfície da terra, e a crosta ter 
restre também produzam estocasticidade. 
Algumas das fontes primárias de estocasticidade an 
processos geofísicos são: a turbulencia e vorticidade em gran-
de escala associada com o movimento de fluidos, a aleatoriedade 
na transferencia de calor, ou geralmente, na transferencia de~ 
nergia, os efeitos aleatórios nos processos de transporte de m~ 
teria! em suspensão; flutuantes, ou de outra forma; a aleatorie 
dade associada a passagem da água através os pontos críticos de 
congelamento, evaporação, condensação e sublimação, e os efei-
tos de fatores aleatórios em estados permanente do meio,inclui~ 
do mudanças biológicas. 
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Assim sendo, observa-se que sem a meteorologia e~ 
tocástica, torna-se difícil um bom entendimento dos processos 
estocásticos geofísicos e surge então a necessidade premente de 
se desenvolverem pesquisas na área de meteorologia estocástica, 
principalmente no Brasil, onde quase nada existe a respeito, 
Face a essa necessidade e tendo em vista a impor-
tancia do conhecimento do comportamento da parte aleatória da 
radiação solar nos processos geofísicos, além da ênfase dada nos 
Últimos anos ao aproveitamento da radiação solar devido a crise 
mundial do petróleo e os crescentes problemas ecológicos prove-
niente da poluição produz.ida pelas fontes convencionais de eneE_ 
gia, é de grande valia contribuir-se tanto para o desenvolvime~ 
to da meteorologia estocástica como para os estudos sobre radia 
ção solar, que vem a ser a realização de um processo periódico-
estocãstico, 
Por outro lado, para possível aproveitamento da 
radiação solar, torna-se necessário o conhecimento de sua dis-
tribuição espacial, Em presença da deficiencia de registrosces 
te parametro, tem sido desenvolvidos vários estudos práticos-t~ 
óricos objetivando a estimação da radiação solar a partir de ou 
tros parametros meteorológicos, quase sempre através de retas 
de regressão linear, Nesse sentido, o estudo de outros parame-
tros meteorológicos como base para estimação da radiação solar 
incidente, a luz dos processos estocásticos, constitui uma gra~ 
de contribuição para o enriquecimento da meteorologia estocãsti 
ca e fortalece os esforços que o Pais vem empenhando para acele 
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raros estudos e pesquisas sobre radiação solar. Objetivando 
seguir esta linha, escolheu-se a temperatura média do ar como 
a variável a ser relacionada com a radiação solar. Esta esco 
lha foi baseada no fato de que a radiação solar tem influencia 
significante no regime da temperatura média do ar e na dispo-
nibilidade e confiabilidade dos dados de temperatura. Entre-
tanto, se tem em mente, que melhores resultados poderiam ser 
encontrados para estimação da radiação solar com o emprego de 
horas de brilho solar ou mesmo de temperaturas m~ximas. 
1. 2 - ·Radiação· Solar Global 
A radiação solar que incide em um plano horizo~ 




onde I é a constante solar (igual a 1.94 cal/cm2.min confor-o 
me Paltridge e Platt, 1976) e Z
0 
é a distancia zenital do sol. 
Ao atravessar a atmosfera, os raios solares po-
dem ser refletidos, absorvidos e dispersados pelas nuvens, g~ 
ses e aerossóis. A parte da radiação solar que é dispersada 
e alcança a superfície da Terra é conhecida como radiação di-
fusa. A radiação difusa mais a radiação direta (radiação so-
lar que não sofre alterações ao atravessar a atmosfera) cons-
tituem a radiação solar global que é o total de energia inci-
dente na superfície da Terra em onda curta. 
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A medida da radiação solar global é feita por pi 
ranometros. tstes são instrumentos basicamente constituidos ée 
três partes compreendendo um corpo maciço, uma cúpula de quart 
zoe um sensor. Os dois tipos de sensores empregados sao os 
constituidos de termopilhas e o fotovoltaico, sendo este últi-
mo de emprego mais recente, 
No primeiro caso o sensor é constituido de um nú 
mero determinado de termopilhas (de acôrdo com o fabricante) e, 
geralmente, de constant-manganina. O sensor fotovoltaico é u-
ma plaqueta de material semi-condutor, silicio por exemplo, re 
vestida com uma camada de cobre na parte superior e inferior e 
são conhecidas como células solares. Em ambos os casos a ra-
diação solar global é função da diferença de potencial nos sen 
sores. 
As unidades usuais empregadas para medida dara-
diação solar sao a caloria por centlmetro quadrado por minuto, 
(cal/cm2 min) e o Watt por metro quadrado (W/m2). 
1.3 - Objetivos do trabalho 
O objetivo principal deste trabalho é contribuir 
para o desenvolvimento da meteorologia estocástica no Brasil. 
Para atingi-lo, propõe-se a: 
(1) Obter um modelo autoregressivo linear para as componentes 
estocásticas das séries diárias de radiação solar global 
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e temperatura média do ar, empregando a metodologia pro-
posta por Yevjevich, 1972a. 
(2) Condensar as informações contidas na componente estocás-
tica independente obtida com o emprêgo de modelos autore 
gressivos pelo ajuste apropriado de uma função de distri 
buição de probabilidade à sua distribuição de frequencia. 
(3). Obter um modelo para estimação da radiação solar global 
em função da temperatura média do ar, empregando os mode 
los autoregressivos lineares encontrados. 
1. 4 - Organização do trabalho 
O Capitulo II deste tra~alho apresenta, de forma 
sucinta, a revisão da literatura apropriada. No Capitulo III 
estã descrita uma metodologia de trabalho para análise da es-
trutura das séries meteorológicas de tempo e as funções de dis 
tribuição de probabilidade mais empregadas para o ajuste da 
componente estocástica independente. O Capitulo IV versa so-
bre a aplicação da metodologia apresentada no Capitulo II às 
séries de radiação solar global e temperatura média diárias p~ 
as Estações meteorológicas Centro Experimental de Campinas lo 
calizada em Campinas, Estado de são Paulo e Ecologia Agrícola 
localizada no km 47 da Rodovia Presidente nutra, Estado do Rio 
de Janeiro. O Capitulo V, e Último, apresenta as conclusões e 
recomendações do trabalho. 
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II - REVISÃO DA LITERATURA 
2.1 - Análise da estrutura das séries geoflsicas 
Grenander e Rosenblat (1957), Hannam (1970), An-
dersen (1971) e Yevjevich (1972b) entre outros, são os princi-
pais estudiosos da teoria dos processos estocásticos, tendo e~ 
te Último se dedicado à investigação de processos estocásticos 
hidrológicos e meteorológicos. 
Em Yevjevich (1972a) foi apresentada uma metodo-
logia para análise da estrutura das séries temporais geofísicas 
que são realizações de processos estoéasticos geof{sicos. A-
pós terem sido removidas as tendências e os saltos que se iden 
tificarem, estes processos podem ser considerados estacionários 
no caso de séries anuais. Entretanto, no caso de séries men-
sais, semanais ou diárias, não se pode desprezar a periodicid~ 
de presente em alguns. 
A investigação da periodicidade em séries temp~ 
rais foi iniciada por Schuster (1898) através do uso de peri~ 
dogramas. Mais tarde, Tuckey (1950) e Bartlett (1950) deram 
grande impulso à análise espectral. A transformada rápida de 
Fourier (FFT) na análise do espectro de séries temporais perm~ 
tiu estimar de forma mais rápida o espectro. Machado (1970) E!:! 
pregou a FFT na análise de espectro de séries de vazões diá-
7 
rias, o que abriu novas perspectivas na análise da estrutura de 
séries geofísicas no Brasil. 
Rodriguez-Iturbe (1971) também contribui para a in 
vestigação da periodicidade nas séries temporais utilizando um 
conjunto de espectros variáveis ao longo do tempo. Nessa abor-
dagem êle emprega as técnicas de modulação sugeridas por Tuckey 
(1961). Yevjevich (1972a) usou a análise harmônica para ases-
tatísticas das séries e apresentou um procedimento para o teste 
de harmônicos significantes usando a·soma da variancia explica-
da por todos os harmônicos e,dois valores crlticos pré-defin.!, 
dos. Sales (1977) desenvolveu um novo teste para a deterrnina-
çao do número de harmôni-cos significantes em parâmetros periód.!, 
cos baseado na teoria dos intervalos de confiança. 
A metodologia apresentada por Yevjevich (1972a) p~ 
ra análise da estrutura das séries observadas dos processos es-
tocásticos geofísicos estacionários pode ser sumarizada em qua-
tro etapa·s principais: 
1. determinação da componente periódica, após ter sido pesquis~ 
da a presença de tendencias e saltos na série, e eliminação 
dos mesmos caso existam; 
2. remoçao da periodicidade nas estatlsticas da série e obtençã:, 
da componente estocástica dependente ou independente; 
3. ajuste do modelo de dependencia autoregressivo à componen-
te estocástica dependente e obtenção da componente indepe~ 
dente; 
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4. ajuste de uma distribuição de probabilidade à componente in 
dependente; 
Essa metodologia vem sendo bastante empregada por 
vários pesquisadores, e dos resultados encontrados pode ser in 
dicado que: 
A - Séries de precipitação e vazão: 
As séries de precipitação anual, precipitação a-
nual efetiva (precipitação menos evaporação) e vazão anual sao 
aproximadamente séries de tempo estacionárias, As séries de 
precipitação anual são aproximadamente séries independentes e 
as séries anuais de precipitação efetiva e vazão podem ser tan 
to dependente como independente. Quando são dependentes, a d~ 
pendencia pode ser aproximada por um modelo linear autoregre~ 
vo de la. ou 2a. ordem (Yevjevich, 1963 e 1964). 
As séries mensais de precipitação, precipitação~ 
fetiva e vazão tem periodicidade de doze meses na média e des-
vio padrão. Após essas periodicidades terem sido removidas, a 
parte restante pode ser considerada aproximadamente como ump~ 
cesso estocástico estacionário independente para precipitação 
mensal e no caso de vazões mensais, um processo estocástico e~ 
tacionário linearmente dependente (Roesner e Yevjevich, 1966). 
No Brasil, as pesquisas com séries de·precipitação e vazãô men 
sais, tem sido realizadas por Lattari e Guerrero (1975), Eid 
(1976), Sales (1977), e outros. 
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As séries diárias se enquadram entre os mais com· 
plexos processos geofísicos de tempo, embora modelos similares 
aos anteriores possam ser obtidos. o problema nos estudos com 
séries diárias está na dificuldade de ajustamento de uma fun-
ção de distribuição de probabilidade à componente aleatória. 
Pesquisas com séries de vazão diárias feitas por Quimpo (1967) 
mostraram que a variancia explicada obtida pela aplicação dos 
modelos autoregressivos de la.· a 3a. ordem não diferem apreci~ 
velmente da variancia explicada quando do uso do modelo de 3a, 
ordem. Machado (1970) usou o modelo autoregressivo de 6a. or-
dem para séries de vazões diárias e Kottegoda (1972) um modelo 
de 4a. ordem para descrever a dependencia de vazões para um p~ 
riodo de 5 dias. Kelman (1976) desenvolveu um modelo geral p~ 
descrição e geração de séries de precipitações e vazoes diâ-
rias que apresentou resultado satisfatório quando testado pelo 
emprego de registros de várias localidades dos Estados Unidos. 
B - séries de Radiação Solar 
SÓ foi possivel encontrar uma referencia na lite 
ratura disponível sobre análise da estrutura de séries de ra-
diação solar diária (Yevjevich, 1971). Neste trabalho foi ana 
lisada a estrutura das séries de radiação solar diária de 14 
estações situadas no Oeste dos Estados Unidos, objetivando de-
monstrar o grau e tipos de estocasticidade criada pela atmosfe 
.. -
ra neste processo. Os valores encontrados para os coeficientes 
de autocorrelação com defasamento de um dia da componente est2 
cãstica dependente para as 14 estações foram da mesma ordem de 
grandeza que os encontrados para séries de precipitação diária, 
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e com base nos correlogramas obtidos, Yevjevich assumiu que o 
modelo autoregressivo linear de la. ordem era suficiente, em 
primeira aproximação, para representar o modelo de dependencia 
físico. A distribuição empírica da densidade de frequencia da 
componente independente para as 14 séries mostraram-se negati-
vamente assimétricas. 
e - Séries de Temperatura do Ar 
Utilizando a análise harmônica e espectral Pa-
nosfsky (1955), Griffth et al (1956), Julian (1967), Kothanda-
raman (1971), apontaram o ciclo anual em séries de temperatura 
do ar como o Único verdadeiramente significativo. Ainda nesta 
linha, Velz e Gannon (1960) colocaram em evidencia o ciclo a-
nual de temperatura do ar e de outros elementos meteorológicos 
afim de chegar ao ciclo da temperatura da água. Cluis (1972) 
utilizou a temperatura residual do ar após ter sido definida a 
caracterÍsÉica climática senoidal em um modelo que gera a tem-
peratura residual da água. 
Song e outros (1973) em seu trabalho pesquisou a 
persistencia sobre dois dias consecutivos da componente esto-
cástica residual de séries de temperatura diária do ar e a mo-
delou por um processo autoregressivo de la. ordem. Llamas e 
Triboulet (1976), analisando a estrutura de séries de tempera-
tura diária do ar empregou 3 harmônicas para determinar o com-
portamento periódico e utilizou o modelo autoregressivo linear 
de 2a. ordem para descrever a componente estocástica. Furman 
(1978) trabalhando com séries de temperatura máxima diária tam 
11 
bérn empregou o modelo autoregressivo linear de 2a, ordem na 
descrição da dependencia da componente estocástica, 
2, 2 - Funções de distribuição de probabilidade para ajuste da 
distribuição de frequencia da componente estocástica in-
dependente 
A função densidade de probabilidade normal tem 
sido usada por muitos pesquisadores como a distribuição de pr2 
habilidade teórica da componente aleatória de processos estocas 
ticos. No campo dos processos estocásticos geofrsicos é fre-
quente o uso de funções de densidade de probabilidade lognor-
mal e gama, Markovic (1965) verificou que as funções densida-
de de probabilidade normal, lognormal e gama oferecem bom aju~ 
te para a componente estocástica independente de séries anuais 
de precipitação e vazao. Eid (1976) conseguiu bom ajuste em-
pregando a função densidade de probabilidade lognormal (3 par! 
metros) com séries de precipitação mensal. Bonne (1971) empr~ 
gou as funções de distribuição lognormal, gama e Pearson Tipo 
III logaritmica para o ajuste da distribuição de frequencia de 
vazões mensais. Tao (1973) trabalhou com as séries de vazoes 
diárias utilizadas anteriormente por Quimpo (1967) e concluiu 
que as "caudas" das distribuições da componente independente 
sao geralmente longas podendo serem aproximadas por funções e~ 
ponenciais simples. Das várias funções de distribuição de pr2 
habilidade nenhuma passou no teste de qui-quadrado sendo porém 
a distribuição gama "double-branch" a que apresenta menor va-
lor para o mesmo, 
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Em outro trabalho posterior, Tao e outros (1976) 
usaram séries de vazões diárias e séries formadas pelas médias 
de 3 dias, 7 dias, 13 dias e um mês. Foram testados ,os ajus-
tes das distribuições das componentes estocãsticas independen-
tes n, ç,, i;; obtidas respectivamente com o emprego das · ,.·vazoes 
históricas, logarítimos das vazões históricas e logarítimos da 
componente estocástica dependente. Os resultados podem ser su 
marizados em: - as funções gama e lognormal são as que melhor 
se ajustam a séries mensais, sendo que a função normal modifi-
cada por 3 ou 4 termos dos polinômios de Hermite também dã um 
bom ajuste: - para as séries de 13 dias, a distribuição de fre 
quencia de n e i;; são bem ajustadas pelas funções de densidade 
de probabilidade lognormal, gama e normal modificada por 3 ou 
4 termos do polinômio de Hermite. Para as sé:bi.es i;, as funções 
que melhores se ajustaram foram a gama "double-branch" e a com 
binação de Pearson Tipo VII e gama: - para as séries de 7 dias 
a distribuição de frequencia das séries ç, e i;; somente se ajus-
tam à função gama "double-branch" e à combinação da função Iei3E. 
son tipo VII e gama, sendo que no Último caso apenas 9 das 17 
séries empregadas deram bom resultado: no caso da distribu.içã:, 
de frequencia da série n, a função lognormal, normal modifica-
da por 3 ou 4 termos do polinômio de Hermite e a gama modifica 
da pelos 3 termos do polinômio de Laguerre ajustam-se em um 
terço dos 17 casos, enquanto a função gama "double-branch" a-
justam bem 10 séries, e a combinação das funções normais e ga-
ma aplicaram-se a 8 casos: - para as séries de 3 dias, a fun-
ção gama "double-branch" ajustou bem em 8 das séries de n: en-
tretanto, nenhuma das funções estudadas ajustaram-se bem à dis 
tribuição de frequencia da ç, e n; - para séries diárias, tam 
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bém nao é encontrado nenhum ajuste com as distribuições estud~ 
das, sendo que a função gama "double-branch" é a que apresenta 
o menor valor no teste de qui-quadrado. 
Llamas e outros (1976) considerou a componente 
estocástica independente de séries de temperatura média diária 
normalmente distribuida para geração de uma nova série com as 
mesmas caracteristicas estatisticas e sequenciais e Furman 
(1978) usou a função de distribuição Beta-P-3 parâmetros para~ 
juste da componente independente de série de temperaturas máx! 
mas diárias que passam no teste de qui-quadrado para altos nI-
veis de probabilidade. 
Dos trabalhos realizados neste sentido pode ser 
destacada a grande dificuldade de ajuste da distribuição da 
componente estocástica independente quando o intervalo de tem-
' 
po entre as observações vai diminuindo. Está demonstrado que 
nenhum problema de ajuste existe com séries anuais, poucos com 
séries mensais e a partir dai um aumento de dificuldade consi-
derável,chegando a uma maior dificuldade no caso de séries diá 
rias. 
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III - METODOLOGIA 
3, l - Conce·itos e Definições 
3,1,1 - Processos Estocásticos 
Designemos por S um sistema físico. O estudo da 
evolução deste sistema, no tempo, pressupõe dois principies 
fundamentais, Costa, 1971: 
19 Princípio: Dado um sistema físicos devemos sempre consid~ 
raras influências exteriores sobres. Quaisquer que 
sejam os efeitos gerados, em intervalos de tempos consi 
derados, por influ~ncia de corpos exteriores, estes e-
feitos se acumulam e constituem as càusas das variações 
de configurações de S, 
29 Princípio: Dadas duas configurações assumidas por s, exis-
te sempre uma probabilidade associada à mudança da pri-
meira configuração à segunda em dado tempo. Estas pro-
babilidades constituem base para cálculos. 
Estas noçoes introdutórias permitem apresentar a 
seguinte conclusão: 
15 
Chama-se processo estocástico ou àleatório, aquele 
para o qual, a intervalos aleatórios ou determina-
dos de tempo, correspondem mudanças de estado de S 
associadas à leis de probabilidade. 
Uma série discreta de tamanho N ou uma série con 
tinua de comprimento T, é consi·derada a realização de um prooe.ê_ 
so estocástico. 
3.1.2 - Estacionaridade 
Para definir estacionaridade é usado um conjunto 
de p séries, tal como mostrado na figura (III.1), Yevjevich, 
(1972b). 
O processo X(t) onde t representa o tempo, é es-
sencialmente caracterizado pela família de funções de distri-
... , F x(t )} das variáveis aleató-p 
o conceito de estacionaridade é então o seguinte: 
Se as funções de distribuição são idênticas para qualquer t,ou 
seja, sao independentes de t, o processo é estritamente esta-
cionário. Em caso contrário é evolutivo. 
Como a realização de um processo que se enquadre 
totalmente na definição acima é praticamente impossível, reco:: 
re-se a uma definição menos rígida de estacionaridade. Essa d~ 
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los momentos da função de distribuição e nao pelas funções de 
distribuição propriamente ditas. 
A estacionarldade implica em que os momentos da 
função de distribuição sejam independentes de t. De uma manei 
ra geral, se µ(pi) é o p-iésimo momento da população a qual 
X(ti) pertence e m(pi) o momento da amostra observada de tama 
nho N, o processo é estacionário de ordem p se ocorrer conver 
genciana probabilidade de m(pi) para µ(pi) qualquer que seja 
i, quando n tende a infinito: 
P{m(p.) - µ(p.) < E}= 1 
l. l. 
V E> O quando N + oo 
Na p~ática, no caso de séries meteorológicas, a 
análise da estacionaridade é limitada à ordem dois. Se diz en 
tão que o processo é estacionário de segunda ordem ou fracame~ 
te estacionário, ou ainda estacionário no sentido amplo, se os 
dois primeiros momentos, média e covariancia, são independentes 
do tempo. Qualquer que seja t, a média e covariancia são tais 
que: 
E {X(t)} =µ=constante 
cov {X(t) ,X(t+T)} = E{ (X(t)-µ) (X(t+T)-µ ) } = f(T) 
com T sendo o defasamento. 
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3. 2 - Hipóte·ses básicas da a-rrálise ·da estrutura das ·sé·ries tem 
porais geofísicas 
O desenvolvimento de modelos matemáticos para a 
descrição das séries de tempo geofísicas e a estimação dos pa-
rametros do modelo representam uma forma avançada de extração, 
condensação e descrição das informações contidas nos dados ob-
servados. Entretanto, para aperfeiçoamento desses modelos sao 
necessários métodos e esses métodos não podem ser desenvolvidos 
sem hipóteses postuladas. Essas hipóteses são frequentemente 
desenvolvidas ao longo da experiencia com um grande número de 
séries, das propriedades físicas do processo e do entendimento 
geral do fenômeno. As hipóteses fundamentais que acompanham a 
análise da estrutura das séries temporais geofísicas são: 
(1) as séries temporais geofísicas podem ser separadas em.com-
ponente periódica e componente estocástica sem prejuízo p~ 
ra o entendimento final e descrição da estrutura da série 
de tempo e extrações de informação: 
(2) toda variação aleatória da série está praticamente contida 
na componente estocástica, enquanto os erros de amostragem 
inevitáveis são deixados dentro dos parametros estimados 
dos parametros periódicos: 
(3) a componente estocástica da série é aproximadamente uma va 
riável aleatória estacionária de uma certa ordem de esta-
cionaridade: 
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(4) a nao homogeneidade e inconsistencia nas séries sao detec-
tadas, descritas e removidas, se necessário, a priori, na 
análise da estrutura das séries; 
(5) a análise da estrutura das séries e sua descrição matemáti 
ca não perpetuam erros amostrais; 
(6) a análise de um.conjunto de séries em uma região pode me-
lhorar significantemente os modelos e coeficientes e/ou p~ 
rametros estimados; 
(7) a seleção do intervalo de tempo (1 dia, 3 dias, 1 mês,etc) 
não afeta a aplicabilidade dos métodos desenvolvidosi e 
(8) o número de parametros estimados a partir da amostra deve 
ser minimo, afim de que o mínimo de graus de liberdade res 
tante não seja muito diminuído. 
3.3 - Modelo Geral de uma série de tempo 
Aproximadamente toda série meteorológica const! 
tuída por valores mensais ou por intervalos de tempo menores é 
uma série composta de elementos determinísticos (periódicos-s~ 
noidais) e estocásticos (estacionãrios-ergódicos) com superpo-
sição, algumas vezes, de componentes transientes. 
Se X(t) é uma série meteorológica tomada em in-
tervalos de tempo iguais, o modelo heurístico geral para des-
crever esta sequencia pode ser dado por: 
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(III. l) 
onde, Tt é a componente transiente, 
pt - componente periódica ou c!clica, e e a 
Et é a componente estocástica ou aleatória 
Caso nao hajam tendencias e/ou saltos a equaçao 
(III.l) pode ser escrita como a soma de uma componente periód! 
ca e uma componente estocástica: 
(III; 2) 
3.3.1 - Tendencias e saltos 
A tendencia é definida como uma mudança sistemá-
tica e continua sobre uma série longa em qualquer param~ 
tro da série. A inconsistencia (erros sistemáticos) e a 
não· homogeneidade, saltos (mudanças na natureza, bruscas, 
causadas tanto pelo homem como por processos naturais)são 
os fatores principais no aparecimento de tendencias a lon 
go prazo. 
Se a partir dos valores da série a ser analizada 
fazemos um gráfico, podemos identificar qualitativamente 
se existe tendencia e qual o tipo de tendencia apresent~ 
da ou seja: se crescente, decrescente ou também identi-
ficar qualitativamente a possivel existencia de saltos. 
Para fortalecer as conclusões do exame gráfico quanto a 
presença de uma tendencia~ pode-se empregar o teste de 
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Spearman (Mitchell et al,, 1966). O teste consiste em de 
finir uma estatistica para testar a hipótese do caráter a 
leatório de uma série contra a hipótese de tendencia. 
Seja uma série de N valores tendo cada valor uma 
ordem sequencial i e um número de ordem crescente ki' Pa-
ra N > 8 a estatistica 
st = r /N - 2 
s 1 - r2 
s 
(III. 3) 
segue uma distribuição de Student com (N-2) graus de li-
berdade. A estatistica rs é definida por: 
= 1 -
N 
6 E cr~ 
i=l 1 
O valor de st calculado é comparado com o 
(III. 4) 
valor 
teórico correspondente à um nivel de significancia a. Se 
st ~ st(l-!) a hipótese da série aleatória é aceita e en-
tão não há presença de tendencias na série. 
Outro teste bastante utilizado para detectar ten-
dencias ou saltos é o teste de constancia de parâmetros. 
Nesse teste a série é dividida normalmente em duas sub-sé 
ries e a seguir sao aplicados os testes correspondentes. 
Para o caso das médias, o teste a ser empregado é o teste 
de Student. O teste de Student consiste em determinar a 
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n n nl+n2 
ú;l (Xl.-Xl) + 2 - } I: (X2 .-X2) • 
i=l l. i=l l. nln2 
sao os tamanhos das subamostras, 
sao as médias das subamostras obtidas a-
través do 19 momento em torno da origem~ 
x1 i e x2 i sao os valores que compõem as subamostras 
A estatística t segue a distribuição de Student 
com N-2 graus de liberdade, sendo N=n
1
+n2 • Para que a 
hipótese de constancia da média seja aceita, a estatísti 
ca t calculada deve ser menor do que um valor crítico te 
obtido das tabelas de distribuição de Student, para um 
determinado nível de significancia a, Usualmente, o ní-
vel de significancia a especificado para rejeitar a hip2 
tese de constancia das médias é 5% e 1%. Devido a hipÓ-
tese básica do teste de Student ou seja, que as duas a-
mostras pertençam a mesma população, as duas variancias 
estimadas devem ser consistente com esta hipótese, isto 
é, as duas variancias não devem ser significantemente di 
ferentes, Isto pode ser verificado por meio do teste de 
Fisher, que consiste na definição da estatística F dada 
por: 
F = (III.6) 
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onde z1 é a variancia da amostra de tamanho n 1 e z 2 a v~ 
riancia da amostra de tamanho n 2 • A estatística F segue 
a distribuição de Fisher com a 1=n1-l e a 2=n 2-l graus de 
liberdade. Da mesma forma que o teste de Student, se o 
valor de F calculado pela equação (III,6) não exceder o 
valor crítico F obtido das tabelas de distribuição de Fi c . -
sher para um determinado nível de significancia (5% (!)U 1%) 
a hipótese de constancia da variancia é aceita, 
Comprovada a tendencia, a mesma pode ser avalia-
da por uma série de N valores, com a ajuda de um polino-
mio de grau p, da forma: 
T (t) (III. 7) 
onde, 1 < p < N-1. 
Quando pé relativamente pequeno em relação a 
(N-1), os coeficientes À
0
, ••• , Àp 
pelo método dos mínimos quadrados. 
podem ser determinados 
Frequentemente, as 
tendencias encontradas são lineares e então estimadas por 
polinômios do 19 grau. Caso contrário, a aproximação por 
uma parábola ou uma curva do 39 grau dá bons resultados, 
(Chakravarti e outros, 1967). Se a tendencia apresenta-
se mais complexa, o uso de polinômios de grau elevados 
nem sempre é justificado, e então a avaliação da tenden-




3.3.2 - Componente periódica 
A investigação da existencia de periodicidade nos 
parametros de uma série de tempo pode ser realizada em 
duas partes: 
a) por meio da inspeção visual do gráfico do parametro 
investigado contra o tempo; e 
b.) através dos testes cl,e constancia aplicados às séries 
formadas pelo defasamento da série de parametros (mé 
dia, variancia); nesse caso para um parametro ser 
considerado periódico é suficiente que uma das sé-
ries defasadas não passe no teste. 
Dois métodos (não-paramétrico e paramétrico) ,.po-
dem ser usados na tentativa de representar e remover a p~ 
riodicidade em parametros e de se obter uma componente es 
tocãstica, estacionária de segunda ordem. Em ambos os mé 
todos, a remoção da periodicidade na média e no desvio p~ 
drão consiste na transformção do tipo; 
X - m 
e: p,T = 
P,T T (III.8) 
ST 
onde mT é a média e sT é o desvio padrão. 
A diferença entre os dois métodos está na 
de obtenção da componente periódica na média e no 
padrão: no método não paramétrico elas são obtidas 



















onde n é o número total de anos, p é o p-ésimo ano e ,=l, 
2, 3, . . . , w é a ,-ésima posição discreta do perlodo ba-
se w; e no método paramétrico são ajustadas por funções 
periódicas (Anáslise de Fourier) com um número limitado 
de harmónicos, conforme descrito mais adiante. 
A decisão quanto ao uso do método nao paramétri-
co ou paramétrico está principalmente na economia do nú-
mero de estatlsticas necessárias para descrição da série. 
No primeiro caso requer o uso de 2w estat{sticas, w, de 
m, e w de s,, o que implicaria para séries diárias num 
total de 2w = 730 estatlsticas, enquanto que no segundo 
caso apenas alguns harmonicos são necessários para des-
crever a periodicidade, geralmente menos de 20. No caso 
de 20 harmonicos, o total de estatlsticas seria 82 que 
representa uma diminuição bastante significativa. Neste 
contexto, foi decidido utilizar o método paramétrico. 
Os modélos que podem ser identificados quarido se 
depara com a existencia de periodicidade nos parametros 
de séries temporais geoflsicas são do tipo: 
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TIPO Mf'.:DIA VARIÂNCIA COEFICIENTE .DE. VARIAÇÃO 
1 periódica constante 
2 constante periódica 
3A periódica periódica constante 
.3.B periódica periódica periódico 
sendo, geralmente, o modelo 3B o mais adequado para sé-
ries meteorológicas. 
Caso se empregue o modelo 3B e o método paramé-
trico, a componente estocástica ficaria determinada pelo 
uso da expressão (III.8) onde m, e s, sao as funções pe-
riódicas ajustadas pela série de Fourier. 
A componente estocástica obtida pelo método pa-
ramétrico requer, geralmente, uma padronização do tipo, 
e: = p, T 
e: - µ p 1T E (III .11) 
em que µe: é a média de e: , estimada por e:' e ªe: _.é o p,T p,T 
desvio padrão estimado por se:' tendo em vista que ames-
ma nao possui exatamente média zero e variancia um. 
3.3.2.1 - Análise de Fourier 
A análise de Fourier é o método simples que per 
mite colocar em evidencia as periodicidades presentes nas 
séries de tempo, e é o tipo de análise mais comumente a-
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plicada à variações periódicas de séries meteorológicas, 
Este método, às vezes, vem a ser simplesmente o ajuste de 
uma.função as séries analisadas, 
As técnicas da análise por autocor,relação e da a-
nálise espectral também podem ser empregadas. Porém, no 
caso de séries meteorológicas, onde o período base de um 
ano é conhecido, estas técnicas fornecem informações de 
menor interesse do que a técnica da análise harmônica, 
A periodicidade de uma série meteorológica pode 
apresentar-se na média, na variancia, no desvio padrão, 
nos coeficientes de correlação, nos momentos de ordens su 
periores ou nos parametros que são funções desses momen-
tos. Então, pela análise de Fourier, os parametros peri~ 
dices das séries podem ser descritos por uma série de se-




CJ. cos (2TrjT + 8.) 
w J 
(III.12) 
com v representando o paramétrico periódico, v a média 
T 
do parametro v, j indica o número sequencial dos harmôn! 
cos no intervalo j = 1, 2, ••• , w/2, m é o número de har 
mônicos significantes, Cj é a amplitude do j-th harmôni-
co e ej a fase do j-th harmônico, w é o período, 
A equaçao (III,12) pode ser escrita da forma: 
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m 
21TjT 211j T) \) = V + l: (A. cos + B. sen (III.13) T j=l J w J w 
onde os coeficientes Aj e B. sao J 
estimados por: 
2 w 211j T A. = - i: V cos (III.14) J w T=~ T w 
2 w 21Tj T B. = i: V sen (III.15) 
J w T=l T w 
e 
1 w 
V = - i: V (III.16) w T=l T 
A amplitude do harmônico j é igual a 
e a fase 
(III.18) 
A variancia do harmônico j é dada por: 
C~ A~ + B~ 
J J J 
= ----- (III.19) 
2 2 
2 Um plote de Cj/2 versus a frequencia ordinária fj 
ou a frequencia angular Àj' representa o periodograrna 
espectro de variancia. 
ou 
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3.3.2.2 - Harmônicos significantes 
O número máximo de harmônicos de uma função peri2 
dia v, ajustadas a um parâmetro estatístico v é w/2 para 
períodos pares e (w-1) /2· para períodos impares, entretan-
to, comumente, poucos harmônicos são suficientes para des 
creverem a variação da função periódica. 
A determinação do número de harmônicos significa~ 
-tes constitui, ainda, um problema no modelamento dos par~ 
metros periódicos. Os métodos analíticos para determina-
ção dos harmônicos significantes sugeridos por Schuster 
(1898), Walker (1923) e Fisher (1929) apresentam limita-
çoes que os tornam inconvenientes para o tipo de fenômeros 
estudados. 
Devido às dificuldades na aplicação destes testes 
tem sido desenvolvidos os seguintes métodos de investiga-
çao de harmônicos significantes: 
19) Método empírico de Yevjevich (1972a) 
Este teste cons:ls::e na definição do parâmetro 
C~/2 
J 
(A~ + B~) /2 
J J 
(III. 20) 
que representa a parte da variancia de v explicada_µ! 
T -




r t.pj , para j 
i=l 
= 1, 2, ••• , m* (III.21) 
onde m* é o número de harmônicos investigados, dá a parte 
da v.ariação de v T que é explicada pelos m* harmonicos in-
vestigados. 
Este método consiste em estabelecer uma faixa· de 
aceitação da significancia dos harmônicos limitada por 
dois valores criticos, 
P.=a /I 
min / nc e ' Pmax = 1 - Pmin (III.22) 
onde e é a ordem do momento usado para estimar o paramet:J:o 
v, w e n são o periodo base e o número de anos de regis-T . 
tro, e a é uma constante (usualmente a=0.033). 
Os critérios usados para determinar os harmônicos 
significantes sao: 
a) Se P .< P min nao há harmônicos significantes na seque!! 
eia dos valores v 
b) Se Pmin < P < Pmax todos os harmônicos sao considera:bs 
significantes 
e) Se P > Pmax os primeiros j harmônicos, cujos Pj pri-
meiros valores excedem Pmax são considerados signifi-
cantes 
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29) Periodograma acumulado (Yevjevich, 1972a) 
A razao entre a variancia acumulada dos primeiros 
m harmônicos e a variancia do estimado vTde um parametro, 
dâ o espectro linha acumulado 
m 
'i: var hJ. 
j=l 
Pm = (III.23) 
var vT 
Este método é um processo gráfico baseado no con-
ceito de que a variação de Pm como uma função de m, é com 
posta por duas partes distintas: 
l. parte periódica (rápido crescimento de Pm com m) 
2. parte amostral (lento crescimento de Pm com m) 
Dois caminhos podem ser tomados para veficicação 
dos harmônicos significantes: 
a) As-duas partes (periódica e amostral) sao aproximadas 
por curvas suavizadas que se interceptam em um ponto. 
A frequencia critica desse ponto dâ o número de harmô 
nicos significantes, que sao todos os harmônicos abai 
xo dessa frequencia critica. 
b) Assumir o modelo matemático aproximado das duas par-
tes, estimar os parametros desse modelo, e achar a in 
terseção das duas curvas. A frequencia mais perto do 
ponto de interseção é a frequencia critica. 
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39) Método baseado na teoria dos intervalos de confiança, 
Sales (1977) 
Este método consiste na determinação de interva-
los, que, com uma probabilidade especifica, contenham os 
valores do parametro periódico vT, e determinam, também,~ 
ma faixa de confiança para esse parametro no periodo fun-
damental w. 
O parametro vTé estimado com o número máximo de 
harmônicos e, com os harmônicos classificados em ordem de 
crescente de variancia, computa-se o parametro sucessiva-
mente, pela subtração de um harmônico de cada vez, no sen 
tido do menos para o mais significante, até uma certa or-
dem, a partir da qual a função harmônica ajustada não es-
teja integralmente contida na faixa de confiança determi-
nada. Em consequencia, para a ordem anterior a esta as-
sim determinada, a função periódica ajustada estará con-
tida na faixa de confiança. Esta ordem será considerada 
como limítrofe, sendo então o número de harmônicos para o 
parametro dado pela ordem anterior. 
Os intervalos de confiança sao dados por: 
Para as médias: 
Seja XT (T=l, ••• ,w) uma variável aleatória com 
N(µT,o~). 
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No caso mais geral; se a,é desconhecido, o inter-






onde, tÀ/Z é um valor da distribuição t de Student com 
y = n-1 graus de liberdade, s, uma estimativa de a, e À o 
nível de significancia. 
O intervalo de confiança de (1-À)% pode ser repr~ 
sentado por, 
{e <li~< e }, 
1T , 2T 
,=1,2, ••• ,w (III.25) 
Para as variancias: 
O intervalo de confiança de (1-À)% para a varianc:la 
-e: 
~~~~~~~ < ª2 < 
T 
(III.26) 
onde c1, e c2, sao os limites tais que a probabilidade de 
que um valor observado exceda c1, seja igual a (l-À/2) e 
de que não exceda c2, seja também igual a (1-,/2), isto é: 
P {cl, < X6Bs} = 1 - À/2 
e (III.27) 
P {x~85 _ c 2,} = 1 - À/2 
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com c1T e c2T obtidos das tabelas de distribuição de x
2
, 
com y= n graus de liberdade. 
Para a média µT desconhecida, o intervalo de con 
fiança de (!-À)% torna-se: 
l: (X. - XT)2 l: (X - x >2 
.i l. i i T < 02 < 
T (III. 28) 
C2T C' 
lT 
com os valores C' e C' obtidos das tabelas de distr:ihrl. 
lT 2T 
çao de x2 , com y =n-1 graus de liberdade. 
3.3.3 - Componente estocástica 
O conhecimento das caracteristicas sequencias da 
componente estocástica é um passo fundamental na identi-
ficação do processo gerador. A identificação deste pro-
cesso pode ser feita através do estudo da autocovariancia 
e do coeficiente de autocorrelação. 
3.3.3.1 - Função de autocorrelação 
O método de autocorrelação usa uma função parti-
cular chamada coeficiente de autocorrelação versus o de-
fasamento entre os valores correlatados da sequencia, o 
que representado graficamente se •'chama corre.lograma. O 
comportamento do correlograma dá uma indicação sobre as 
propriedades de dependencia ou independencia entre os va 
!ores da série. 
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Os coeficientes de autocorrelação populacional sao 
estimados pelos coeficientes de correlação serial rk, atr~ 
vês de duas aproximações: séries circulares e séries aber-
tas, Yevjevich,(1972b), Em meteorologia, na aplicação prá 
tica, os valores de rk podem ser estimados das amostras u-
tilizando-se a aproximação de séries abertas, ou seja: 
(III,29) 
( e: ) 1/2 var e:i. var i+k 
que é equivalente a 
N-k N-k 
l l: 











B = (N-k ~ 
i=l 
onde, 
A • B 
l 
e:~ -














e: valores individuais da componente estocástica, 
N tamanho da amostra, e 
k defasamento em unidades de tempo. 
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3.3.3.2 - Modelo de dependencia da componente estocástica 
A variável estocástica E . obtida p ,,: 
da periodicidade na média e no desvio padrão 
pela remoçao 
da série X p,,: 
(equação III.8 ou III.11) é aproximadamente uma série de 
tempo estacionária de 2a. ordem, se os coeficientes de au 
toregressão não são periódicos •. O modelo de dependencia 
para E pode ser autoregressivo, do tipo médias móveis, p,,: 
uma combinação dos dois, ou de outros esquemas, mesmo de 
uma regressão não linear, Segundo Yevjevich (1972a), os 
modelos autoregressivos lineares são os que se aplicam me 
lhor aos fenômenos geofísicos. Neste trabalho serão in-
vestigados modelos autoregressivos lineares até sexta or-
dem. 
onde, 
O modelo autoregressivo geral de ordem m é: 
m 
E =i: cikE k+o .e P,,: k=l p,,:- C,, p,,: (III. 33) 
cik coeficientes autoregressivos como uma função 
do coeficiente de correlação serial Pk (pe-
,,: 
riódico ou não) , 
o C desvio padrão de CP, ,: que é periódico se cik, ,: 
for periódico, e 




Se a~ 't for, de fato independente, será aceita p, 
a hipótese de processo estocástico independente estacio-
nário de 2a. ordem. 
Para estacionar idade do processo é necessário qtE 
.as raizes da equação caracteristica do processo 
m 
- a B = O m 
caiam fora do circulo unitário. 
(III.34) 
3.3.3.3 - Investigação da periodicidade nos coeficientes 
de autocorrelação e estimação dos coeficientes 
autoregressivos do modelo 
O primeiro passo para a determinação do modelo de 
dependencia da componente estocástica consiste na pesqu! 
sa de existencia de periodicidade nos coeficientes de au 
tocorrelação Pk,T da série E • p, '( 
Para verificar a existencia· de periodicidade, 
Yevjevich (1972) propos a técnica de repartição da sé-
rie (split sample) formado pelos coeficientes de autocor 
relação da série E p, '( Esta série é estimada pelos coe-
ficientes de correlação serial rk,T da seguinte forma: 
r k,T = 
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N 
i: (e: - E l (e: - E l 




E ( e: 
p=l p,T+k 
(III. 35) 
para T=l, 2, ••• ,w e k=l,2, ••• ,N sendo No número de a-
nos de registro e k o defasamento. Quando o índice é i 
gual a (w-k+ll, N deverá ser substituido por (N-1) e 
A técnica de repartição da série r visa elimi k,T 
nar o aparecimento de correlação espúria proveniente da 
dependencia entre os sucessivos valores de rk,T, introd~ 
zida pela maneira de computá-los. Nesta técnica, a for-
maçao das subséries se faz do seguinte modo: Para um da 
do k, formam-se duas subséries, sendo que a primeira sub 
série consiste dos primeiros k valores da sequencia, en-
quanto os próximos valores de k são parte da segunda sub 
série, alternando até abranger todos os valores de r k,T 
ou seja: 
Para k=l teríamos duas subséries, uma formada p~ 
los indices impares e outra formada por todos os Índices 
pares. 
Para k=2 a primeira subsérie seria, r 2 , 1 , r 2 , 2 , 
r2,5' r2,6' r2,9' r2,lO' • • ••, e, a segunda subsérie se-
ria r 213 ,r214 ,r 217 ,r218 ,r2111
,r
2112 





Para k=3 a primeira subsérie seria r 3 , 1 , r 3,2, 
r 3, 7' r3 8' r3,9' r3,13' •••• e, a segunda subserie , 
r3,4' r3,5' r3,6' r3,10' r 3 ,11' r3,12' r3,16' ••• ,e 
por diante. 
As subséries assim constituídas podem ser testa-
das quanto a periodicidade através dos testes de constan-
cia de parametros usando o teste de Student e Fisher ou 
pelo uso da análise harmônica, investigando os harmônicos 
em ambas subséries. Neste Último caso, a periodicidade é 
aceita somente nos casos em que existam o mesmo número de 
harmônicos significantes em ambas as subséries. 
Não existindo periodicidade nos coeficientes de 
autocorrelação, os coeficientes autoregressivos do modelo 
(ak para k=l,2, ••• , m, onde m é a ordem do modelo) podem 
ser estimados através das equações de Yule-Walker, (Boxe 
Jenkim, 1970); 
P1 = ª1 + ª2 pl + • • • + ªm Pm-1 
P2 = ª1 P1 + ª2 + • • • + ªm Pm-2 
• (III. 36) 
• • 
• • 
Pm = ª1 Pm-1 + ª2 Pm-2 + • • .+am 
que tem a seguinte forma matricial: 
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l P1 Pm-1 º1 P1 
P1 l Pm-2 Ct . 2 P2 
= (III. 37) 
• 
• .. 
pm-1 Pm-2 l Ct Ct m m 
Esta matriz é resolvida substituindo-se o coefi-
ciente de autocorrelação pm pelo seu estimado rm. 
Os valores dos coeficientes de correlação serial 
rm para estimação de ºm' podem ser empregados da seguinte 
forma: 
1- Usando as médias dos valores r 1 ,,, r 2 ,,, ••• , rk,, da 
série Ep,, designadas por r 1 , r 2 , ••• , rk, (equação 
III.35). 
2- Usando os valores r 1 ,,, r 2 ,,, ••• , rk,, do correlogr~ 
mo sobre toda a série E ou seja, sobre todos os N p,, 
valores da série E (equação III.30). p,, 
Os valores computados para os dois casos diferem 
frequentemente muito pouco. 
Quando pk é periódico, ºk também é periódico.Ne~ 
te caso pk é estimado por rk,, utilizando-se a equação 
(III.13) com v, substituido por rk,, para k=l,2, ••• e os 
coeficientes de autoregressão ºk , sao obtidos através ,, 
das equações de Yule-Walker devidamente modificadas. 
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3.3.3.4 - Desvio padrão de 1; p,T 
O desvio padrão da componente estocástica indepe~ 















3.3.3.S - Seleção da ordem do modelo autoregressivo 
Vários métodos sao encontrados na literatura P!!. 
ra determinação da ordem apropriada dos modelos autore-
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gressivos, entre êles: 
1. Uso do espectro de densidade de variancia. Um exame 
visual da forma do espectro pode indicar a ordem do 
processo autoregressivo. 
2. Obtenção da componente estocástica E,, presumidamen-
te independente de um modelo autoregressivo de ordem 
me testar sua independencia. Se a série t, é uma 
série aleatória independente, o modelo é considerado 
como um modelo de dependencia da série E,. 
3. Teste de Quenoille (1949) para grandes amostras. Es 
ta técnica é um modelo laborioso que inclui computa-
ção de dois conjuntos de constantes e um teste para-
métrico. 
4. Método simplificado apresentado por Yevjevich (1972a) 
A medida do bom ajuste do modelo usado neste método é 
expressa pela determinação dos coeficientes Di' i=l, 
2, 3, •••• que dão a percentagem da variancia total 
de E explicada pelo i-ésimo termo da equação auto-p, T ~ 
regressiva, enquanto a parte restante da variancia de 
EP,• é explicada pelo termo (crp,ÇEp,ç>• 
Os coeficientes de determinação dos modelos aut2 




2 2 2 
rl + r2 - 2r1r 2 
º2 = (III.45) 
2 
1 - rl 
2 2 2 2 2 2 2 2 
rl + r2 + r3 + 2r1r 3 + 2r1r 2 +_ 2r1r 2r 3 - 2r1r 2 º3 = 
1 -
2 2 2 2r1 - r2 + 2r1r 2 
4r1r 2r 3 -. 
4 4 2 2 
rl - r - rlr3 2 
1 -
2 2 2r1 - r2 + 
2 2r1r 2 
em que r 1 , r 2 e r 3 podem ser os valores rk,, 
res rl,E' r 2 ,E, r 3 ,E conforme item 3.3.3.3. 
(III.46) 
ou os valo-
O critério de seleção do modelo é baseado na com 





0.01, o modelo de la. ordem é aceito. Se o 2-o1 
> 0.01, 
mas o 3-o1 ~ 0.01, o 3-o2 > 0.01 o modelo de 3a. ordem se 
rã aceito. 
Qualquer valor ~D1 pequeno,ou seja, 0.01, 0.02 
ou similar não causa diferença significante nos resulta-
dos. Para ordens superiores a três os coeficientes de 






é a variancia da componente estocástica 
independente, que dá a variancia explicada pelos termos 
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autoregressivos, O critério para determinar a ordem do 
modelo poderia ser o1-D1_ 1 ~ e com e= 0,01 ou um número 
similar. 
3,3,3,6 - Teste de adequacidade dos modelos autoregress! 
vos 
A adequacidade dos modelos autoregressivos pode 
ser pesquisada através de testes que verificam a indepe~ 
dencia da componente estocástica l; ,, presumidamente in 
p, -
dependente, obtida pelo uso de esquemas autoregressivos, 
Andersen (1941) propôs um teste que fixa dois l! 
mites para testar diferenças significantes do valor esp~ 
rado do coeficiente de correlação para um dado nível de 
significancia, Este teste foi desenvolvido para séries 
circulares, mas pode ser usado para séries abertas se a 
amostra é suficientemente grande como é o caso de séries 
diárias, Tao e outros (1976), Usualmente, o primeiro c~ 
ficiente de correlação é de maior importancia. Os limi-
tes de tolerancia para o nível de significancia de 95% 
sao: 
-1 + 1,96 ;:; e -1 - 1. 96 ~ (III,47) 
N-2 N-2 
com N sendo o - de observações. numero 
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Siddiqui (1957) aplicando uma aproximação para o 
caso de séries abertas, apresentou a distribuição de r 1 
para variáveis normais independentes: 
N-1 · N-3 
_< 1_-_r..;;1;..l_-r __ < 1_+_r.;;;1_l _2 - + o c-!:.i 
N2 . 
(III.48) 
sendo No tamanho da amostra, B(~' ~) a função Beta 
e o termo O(l/N2 ) uma quantidade pequena que decrescera 
pidamente quanto N aumenta. 









N3 - 3N 2 + 4 = 
N2 (N2 - 1) 
(III.50) 
Para N ~ 30, a distribuição de r
1 
aproxima-se de 
uma distribuição normal. Quando N é muito grande e k é 
muito pequeno, a equaçao (III.45) pode ser aplicada -a 
distribuição de rk. Os limites de tolerancia para rk 
para o nível de significancia de 95%, são: 
- .J:_ + 1 96 N • (III.51) 
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3.3.4 - Funções de distribuição de probabilidade para a-
juste da componente estocástica independente 
Obtida a componente estocástica independente ou 
aleatória de um fenómeno, torna-se de grande valia forrou 
lar um modelo matemático que ajudará a investigar, de ma 
neira precisa, êsse fenômeno. A formulação do modelo é 
feita através do ajuste da componente independente à uma 
distribuição de probabilidade teórica. 
A seguir serao apresentadas algumas distribuições 
de probabilidade teóricas que comumente ajustam-se à di~ 
tribuição de frequencias observadas da componente esto°'::! 
tica independente, de acôrdo com Tao e outros, 1976. 
3.3.4.1 - Função de distribuição de probabilidade normal 
sao: 
Esta distribuição simétrica tem a seguinte expre~ 






com x a variável,µ a média da população, e o o desvio 
padrão da população. µ e o sao estimados pelo método de 




µ = -V- í: xi 
i.=l 
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3,3,4,2 - Função de distribuição de probabilidade lognoE 
, mal - 3· parâmetros 
A equaçao que define esta função é: 
(ln(x-S) - ln µ) 2 
l 
f(x) = e ,S<x<"' 
(x-S)o/!i 
(III,53) 
comµ a média geométrica da população de (x-S), o o de~ 
vio padrão da população de ln(x-Sl, e S o limite infe-
rior do intervalo de definição. S é estimado por B pe-
lo método de máxima verossimilhança através da resolu-
çao, por um processo iterativo, da seguinte equaçao: 
l N 
N r ln (x-i!l }+ 
i=l 
N ln (xi-Sl 




Os parametros estimados desta distribuição por má 
xima verossimilhança sao: 
e 
/'-._ 





Ô = {-1- E 
N i=l 
- 2 1/2 (ln(x.-B) - ln~) } 
l. 
(III. 55) 
3.3.4.3 - Função de distribuição de probabilidade gama-3 
parametros ou Pearson Tipo III 
A expressao que define esta função é 
1 f (x) = ----'~ 
sr(a) 
a-1 (x-y) . . 
B e B < (III. 56) 
sendo a o parametro de forma, B o parametro de escala, y 
o parametro de locação do limite inferior, e f(a) a fun--
ção gama de a. y é estimado por máxima verossimilhança 
pela resolução por procedimento iterativo da seguinte e-
quaçao: 
1 .+ (1 + jl<ll/2 1 N ·1 - <x-r> N E - = o 
(l+~)l/2-4A i=l 
x.-y 
1 + l. 3 
(III.57) 
em que 
A = ln (x-y) 
. 1 N 
- N ~=Í ln(xi-y) (III.58) 
com x a média dos N valores de x. Uma vez que y seja de 
terminado, o parametro a é estimado por 
(1 + ~,112 




com A dado pela equaçao (III.58) e t;a aprOximado por 
t;a = 0.04475 (0,26)ª (III.60) 
o parametro B é então estimado por 
B = 1 ex - r> (III.61) 
â 
3.3.4.4 - Função densidade de probabilidade "Double-
branch gamma" 





(xo -x) 1 
com P definido como P = P(x 
e 






+ (-oo,x ) o 
(III.62) 




a moda, a 1 e B1 parametros do ramo esquerdo, e a 2 e 
B2 parametros do ramo direito. A moda x 0 
é melhor esti 
mada pela seleção do intervalo de classe t;x, da ordem 
de 0.001 ou menor, e é computada por x
0
=xL + t;x/2, em 
que xL é o limite inferior do intervalo t;x com o maior 
número de frequencia. o parametro Pé determinado por 
P = n 1/N, com n1 o número de valores de x satisfazendo 
a condição xi .::. x
0
• eis parametros a 1 e s1 do ramo es-














> X • o 
Os parametros a 1 e s1 são estimados por: 
1 + 
= ln {x 
1 = . 
ª1 
a 





-- I: X, } - I: ln (x -x. l o nl i=l 1 nl i=l o 1 
1 
nl 




Similarmente, os parâmetros a2 e e2 sao estimadas 
pelo uso das equações (III.63 a III,65) com o termo x0~i 





para os dois ramos serao iguais ou menores que 1. 
Se a equaçao (III.63) dá valores maiores que a unidade,a 
função gama de um pico será substitu{da pela função exp~ 
nencial-J. 
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3,3,4,5 - Teste para verificação de ajuste da distribui-
ção de frequencia 
vários métodos podem ser usados para testar o 
bom ajuste de uma função de distribuição de probabilida-
de à distribuição de frequencias observadas. 
Esses métodos sao o teste de qui-quadrado, o tes 
te de razão de máxima verossimilhança, e o teste de 
Smirnov-Kolmogorov. O teste de qui-quadrado foi selecio 
nado neste trabalho por ser bastante conhecido e aplica-
do em estatística e meteor~logia. 
As etapas básicas do teste de qui-quadrado sao 
sumarizadas como segue, Markovic (1965), O total de ob-
servações é dividido em k mutuamente exclusivos e exaus-
tivos intervalos de classe, de igual probabilidade ou i-
gual amplitude, tendo cada intervalo a probabilidade de 
classe observada Oj e a probabilidade de classe corres-
pondente esperada Ej (j=l,2, ... ,k). O valor 




é a medida do afastamento do padrão. A medida da discre 
pancia total, x2 , entre as frequencias observadas e a es 






A distribuição amostral de / segue, com muita a 
proximação, a distribuição de qui-quadrado com y graus de 
liberdade quando as frequencias esperadas forem, pelo m~ 
nos, iguais a S, melhorando as aproximações para valores 
maiores. O número de graus de liberdade y é dado por: 
a) y = k - 1, quando as frequencias esperadas puderem 
ser calculadas, sem que se faça estimati-
vas dos parametros populacionais, a par-
tir de estatísticas amostrais. 
b) y = k-1-m, quando as frequencias esperadas somente 
puderem ser calculadas mediante a estima-
tiva de m parametros populacionais, a par . -
tir de estatísticas amostrais. 
A seleção do número de intervalos de classe, k, 
para a aplicação do teste de qui-quadrado foi proposta 
por Sturges - (1926) através da expressão empírica: 
k = 1 + 3, 3 ln N (III.67) 
com N sendo o tamanho da amostra. 
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IV - APLICAÇÕES 
4.1 - Séries empregadas e análise preliminar 
4.1.1. - Introdução 
Fazendo o levantamento dos registros de radiação 
solar global e temperatura do ar constatou-se a pouquissima di~ 
ponibilidade dos registros de radiação solar global no Brasil, 
o que impediu a concretização da terceira meta do trabalho, ou 
seja: obter um modelo estocástico para estimar a radiação so 
lar em função da temperatura média do ar. Em presença dessa im 
possibilidade, serão somente cumpridas as duas primeiras etapas 
do objetivo deste trabalho. 
O material utilizado neste trabalho sao as séries 
diárias de radiação solar global e de temperatura média diária 
referente as estações meteorológicas Ecologia Agrícola situada 
na Universidade Rural - Km 47 - Latitude 229 46' Se longitude 
439 41' W (período 1963 a 1973) e Estação Centro Experimental de 
Campinas situada no Instituto Agronómico de Campinas - Latitude 
229 05' Se longitude 479 OS' W (período 1965 a 1974). 
O aparelho registrador da radiação solar global 
para ambas as localidades é um actinógrafo bimetálico de fabri 
cação Fuess. As temperaturas médias diárias foram obtidas das 
observações dos termômetros de máxima, mínima e ordinário, de 
fabricação Fuess. 
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4.1.2 - Avaliação dos dados disponíveis 
A. Radiação Solar Global 
Os dados de radiação solar global da Estação Centro 
Experimental de Campinas foram processados pelo Instituto AgrQ 
nômico de Campinas. o processo usado para cotação dos 
mas do actinôgrafo conforme informação do referido 
diagr~ 
Instituto 
foi o processo de cotação horária. Este processo consiste em 
dividir o diagrama no eixo do tempo em intervalos de uma hora. 
A partir dessa divisão encontra-se a altura do ponto médio do 
intervalo e em seguida obtem-se a área abaixo da curva registr~ 
da, conforme a equaçao. • 
A= L (altura x ~t) ( IV .1) 
onde, altura é a altura do ponto médio e ~t é o intervalo de 
tempo (uma hora). 
A area encontrada, deverá ser convertida em unid~ 
des do gráfico e posteriormente multiplicada pela constante de 
calibração do· instrumento. 
Os dados de radiação solar global diária da Esta 
çao Ecologia Agrícola foram levantado~ a partir dos ,:'.diagramas 
do actinôgrafo utilizando-se um planímetro de compensação marca 
KOIZUMI - Tipo KP-27. Este processo de leitura dos ill,diagramas 
fornece bastante precisão desde que sejam obedecidas as regras 
de uso do planímetro. Foram realizadas três lei tur.as de cada 
diagrama e em seguida obtida a média aritmética. Essa média a 
pôs multiplicada pela constante do planímetro fornecerá a area 
55 
sob a curva registrada, Usando o mesmo processo anterior, ou 
seja, a constante do gráfico e constante de calibração do ins 
trumento, obteremos a radiação solar global diária. 
Como nao foi possivel encontrar a constante da 
calibração do instrumento para este posto foi assumido para a 
mesma o valor 1 (um). Este fato deve ser tomado em conta qua~ 
do se tentar a aplicação dos resultados encontrados. 
B - Temperatura média diária 
As temperatura médias diárias para ambas as est~ 
çoes foram obtidas a partir da leituras dos termômetros de má 
xima, de mlnima e ordinário empregando-se a seguinte fôrmula , 
Serra (1963): 
T + T. + T12 + 2 X T 24 max min 
TMD = (IV.2) 
5 
onde os indices 12 e 24 representam. a temperatura do ar às 12 
e 24 horas de Greenwich, respectivamente. 
4.1.3 - Preenchimento das falhas 
As falhas existentes nos dados de radiação solar 
global estão apresentados na tabela (IV.l). Desta tabela pode 
ser observado que a porcentagem de dias sem dados é 3.2% para 
a Estação Campo Experimental de Campinas e 7% para a Estação; 
cologia Agrícola. 
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A série de temperatura média diária da Estação Ex 
perimental de Campinas nao apresentou nenhuma falha e a Estação 
Ecologia Agrícola as seguintes: 
1964 - Novembro e dezembro, totalizando 61 dias 
1965 - 15 dias em maio e 13 em junho, totalizando 23 dias 
O número de falhas total desta série é portanto 
89 dias para um período de 11 anos que representa 2.2% da série 
toda. 
Para a análise a ser efetuada nestas séries, 
~ 
e 
necessário que as séries estejam completas. Para preenchimento 
das falhas foi empregada a Subrotina GAUSS do SSP (Subroutine 
Scientifc Package, IBM) implantada no sistema Burroughs-6700~ 
talado no Núcleo de Computação Eletrônica da Universidade Fede 
ral do Rio de Janeiro. Esta subrotina computa números aleató 
rios normalmente distribuídos com uma dada média e desvio p~ 
drão, Cada falha foi preenchida empregando-se as médias e des 
vios padrões diários, obtidos com os N (n9 de anos) valores diá 
rios da amostra, Aqui.cabe assinalar a incompatibilidade entre 
o método escolhido para o preenchimento das falhas e a hipótese 
de dependência entre os valores das séries na análise estrutu 
ral. Entretanto, como o número de falhas representa uma porce~ 
tagem pequena da amostra, e os métodos alternativos de preench! 
mento de falhas (por exemplo usando a média diária de longo p~ 
ríodo) não oferecem vantagens sob o método selecionado, 
~ 
e 
considerado o preenchimento feito como adequado para os objet! 
vos do estudo, A alternativa de se utilizar um posto vizinho 
para correlações foi impossível tendo em vista a carência de 
postos. 
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4. 2 - Empre·go da Metodologia 
4.2.1 - Verificação da homogeneidade nas séries 
Para verificação da homogeneidade nas séries fo-
ram aplicados os testes t de Student e F de Fisher conforme a-
presentado no item 3.3.1 utilizando-se as equações III.5 e 
III.6 respectivamente. O nivel de significancia selecionado 
foi de 5% e os testes foram aplicados às séries formadas pelos 
valores anuais obtidos por média aritmética dos valores diá-
rios que estão plotados na figura (IV.2 a IV.9). Os resulta-
dos encontram-se na tabela (IV.2), e desta pode ser verificado 
que somente a série de radiação solar global da Estação Centro 
Experimental de Campinas não passou no teste de constancia das 
médias. Pela inspeção visual desta série anual, figura (IV. 1 
(a)), pode ser observado uma mudança em seu comportamento a PªE. 
tir de 1969. Como o número de anos observados é muito peque-
no (10 anos) e nao se tem a certeza de uma causa para esta mu-
dança, não seria recomendável considerar a remoção desta poss! 
vel tendencia, porém deve ser examinado mais exaustivamente o 
processo de coleta e processamento inicial dos dados. 
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ESTAÇÃO VARIÃVEL Nl N2 TESTE DE IGUAIDADE TESTE DE IGUAIDADE DE Mt'DIAS (S'IUDENT) DE VARIÃOCIAS (arx:is) (arx:is) 
(FISHER) 
t critico ·tcala1la F critico tcalcula - (5%) do -.. (5%) do 
RADIAÇÃO. . . 5 . . 5 . .... 2.306 . 3.820 . 6.39 .2.64 
CAMPINl\.5 
' TEMPERA'IU 5 . .5 . 2.306 0.764 6.39 3.66 . RA -
RADIAÇÃO 5 6 .2.262 0.020 6.26 2.04 




5 6 2.262 0.656 6.26 5.10 -
'lURA 
TABELA IV.2 - Verificação da homogeneidade das séries anuais de 
radiação solar global e temperatura média do ar 





manho das sub-amostras). 
4.2.2 - Parâmetros estatisticos das amostras 
Os parâmetros estatisticos das amostras foram deter 
minados conforme as expressões apresentadas no anexo I. As me 
dias diârias de radiação solar global e de temperatura do ar es 
tão plotadas nas figuras (IV.2 a 5). Os desvios padrões diá 
rios da radiação solar global e temperatura do ar nas 
(IV.6 a 9). A tabela (IV.3) apresenta os parâmetros 




PARÂMETROS ESTAÇÃO DE. CAMPINAS ESTAÇÃO ECOLOGIA AGR!COLA 
RADIAÇÃO TEMPERATURA RADIAÇÃO .TEMPERATURA 
Media 370.1 20 .. 6 402.7 23.1 
Variância 13310. 2 9 .1. 24.434. 2 9.7 
Desvio Padrão 11.5.4 3 ... 0 1.56 .. 3 3.2 
Coef. de Assi -rnet. .. - 0.16 - 0.4 - 0.04 - 0.03 
Coef.de Curtcse 2. 9. 3 .. 1 2 .• 6 2 .. 4 
Coef. de. Vari -~-. 0.31 0 .• 15 .O. 38 0.13 
Média das Mê 370.1 20.6 402.7 23.1 dias D.i.árias 
Media das Va 
riâncias Diã 9615.1 - 4.8 19204.3 4.9 .rias 
TABELA IV.3 - PARÂMETROS ESTAT!STICOS DAS AMOSTRAS 
4.2.3 - Componente periódica 
A pesquisa sobre a existência da periodicidade na 
média, desvio padrão e coeficiente de variação das amostras fo 
ram realizadas conforme i'tem (3.3.2). O caráter periódico dos 
mesmos pode ser visualizado nas Figuras (IV.2 a Iv.9) e observa 
do quantitativamente através dos~resultados obtidos com a apl_!. 
cação dos Testes de Student e Fisher (item 3.3.1) ao nível de 
significância de 5% de acordo com o seguinte procedimento: Cons 
trui-se doze subsêries de seis meses cada, e em seguida foram 
aplicados os testes mencionados para cada par de subsêries, a 
saber: 
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19 Par: Jan a Jun e Jul a Dez 
29 Par: Fev a Jul e Ago a Jan 
39 Par: Mar a Ago e Set a Fev 
49 Par: Abr a Set e Out a Mar 
59 Par: Mai a Out e Nov a Abr 
69 Par: Jun a Nov e Dez.a Mai 
Os resultados estão a presentados na tabela (IV. 4) . 
Nesta tabela observa-se que a estatística te F calculada para 
I 
todas as subséries apresentam valores maiores que os valorescrf 
ticos de te F, o que sugere a existência de periodicidade. 
O método paramétrico foi utilizado para remover 
a componente periódica na média e variância. A componente p~ 
riódica na mêdia e variância foram ajustadas utilizando-se a 
equaçao (III.13). Para determinação do número de harmónicas si~ 
nificantes, foram computadas as 182 harmônicas possíveis de ca 
da sêrie e aplicados os 3 testes descritos no item (3.3.2). 
A seguir serão apresentados os resultados dos três 
testes aplicados: 
a) Teste Empírico de Yevjevich 
Os resultados desse teste estão apresentados na 
tabela (IV.5). 
Pela aplicação dos limites P - e P ~ nos resul 
max min 
tados apresentados na tabela (IV.5) fica difícil determinar o 
número de harmônicos significativos, com excessão do parâmetro 
mêdia das séries de temperatura. 
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:"" .. {.;, 
PARES DE CAMPINAS ECOLOGIA AGRÍCOLA 
PARÃME:l'RCS 
SUB-smm; 
.. RADIAÇÃO TEMPERATURA RADIAÇÃO .TEMPERATURA 
s 1 F s F s F ·s F 
1 0.39 1.29 3.62 1.49 3.75 1.07 7.09 1.40 
.2. 7.75 .1.43 .4.94 .2.20 . 4.34 1.16 2.15 .1.51 
M~DIA 3. 15.89 1.08. 14:51 .2.21 .. 10.76 .1.01 11.43 1.11 
4 . 23.25 1.06 24.93 .1.91 . 17.84 1.30 23. 72 1.42 
5 16.93 1.70 24.52 1.89 19.13 1.22 31.13 1.38 
6 7.'04 1.53 12.74 1.01 13.11 1.01 17.15 1.48 
1 4.20 1.53 8.47 1.59 4.94 1.12 6.33 1.82 
2 10.38 1.49 6.22 1.27 7.78 1.38 .6.60 1.89 
3 13.79 1.27 1.67 1.13 8.99 1.35 5.75 1.58 
VARIÂNCIA 
4 12.88 1.31 4.50 1.60 7.46 1.38 0.49 1.33 
5 7.32 1.08 9.61 1.81 4.15 1.35 2.76 1.29 
6 1.71 1.37 10.29 1.90 0.03 1.15 3.08 1.28 
1 3 •. 97 1.58 7. 74 1. 33 7 .33 i-.19 8.36 1.52 
2 6.08 .1.35 .3.211 1.05 .4.38 .1.13 5.01 1.56 
COEFICIEN . . . . . 3 .. 5.76 .1..04 . 2.24 1 .. 47 2.33 1.10 1.48 1.30. -
TE DE VA 4 3.66 .1.12 .8 .. 91 2.05 1.03 1.06 . 4.98. 1.15 -
RIAÇÃO ... 5. . . 0 . .50 .1.59 14.20 2. 22 . . 4 .. 36. 1.23. . 9.28. 1.04 . 
6 1.61 1.66 12.49 1.91 7.12 1.34 7.98 1.04 
1 
S.TUDEN.T. CRÍTICO = 1. 9.6. FISHER CRÍ.TICO = 1. O 
TABELA (IV.4) - Pesquisa sobre a existência de Periodicidade nos 
parâmetros das amostras - Teste de STUDENT e 
FISHER 
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Observando-se a variação do'valor de P, ainda na 
tabela (IV.5), nota-se um crescimento relativamente pequenocan 
o acréscimo de harmônicos, porém, esse fato não é suficiente 
para se desprezar a significância desses harmônicos tendo em 
vista que o somatório da variância explicada pelos mesmos pod~ 
rá representar uma porcentagem grande da variação dos param~ 
tros. Surge, então, o problema da sub ou super estimação de 
harmónicos que poderá afetar o prosseguimento da análise d.-,_das 
séries. 
b) Método do Periodogramo Acumulado 
Analisando a figura (IV.10) podemos chegar aos 
resultados apresentados na tabela (IV.6), de acordo com o des 
crito em 3.3.2. 
PARÂMETRO ESTATfSTICA CAMPINAS ECOLOGIA AGRÍCOLA 
Mr!:DIA 1 1 
TEMPERATURA 
VARIÂNCIA 1 1 
Mr!:DIA 1 1 
RADIAÇÃO 
VARIÂNCIA 1 1 
TABELA IV.6 - HARMÔNICOS SIGNIFICANTES - Mf!:TODO PERIODOGRAMO 
ACUMULADO 
Esses resultados também se mostraram insuficientes 
para a decisão a tomar quanto ao número de harmônios significa~ 
tes, apenas servindo como um teste de apoio para a decisão fi 
nal. 
. c A M P I N A S E C O L O G I A A G R I C O L A 
RADIAÇÃO TEMPERATURA RADIAÇÃO TEMPERATURA Nc;> DE 
HARMÕNI 
cos Média Variância Média Variância Média Variância Média Variância 
H p H p H p H p H p H p H p H p 
1 1 0.6941 1 0.4187 1 0.8340 1 0.2860 1 0.6498 1 0.2180 1 0.890. 25 0.1226 
2 2 0.7286 13 0.4623 2 0.8972 3 0.3200 3 0.6637 23 0.2496 2 O. 90 9· 6 0.1707 
3 4 0.7497 98 0.4814 20 0.9002 6 0.3500 7 0.6768 12 0.2759 19 O. 916' 17 0.2150 
4 19 0.7640 67 0.4969 8 0.9046 26 0.3737 8 0.6874 46 0.3013 10 O. 922! 39 0.2527 
5 23 0.7761 2 0.5117 19 0.9086 2 0.3918 44 0.6975 4 0.3262 8 0.9280 26 0.2858 
6 10 0.7852 10 0.5260 42 0.4097 14 0.7060 14 0.3497 13 0.3080 
7 3 0.7929 23 0.5367 35 0.4266 36 0.7137 34 0.3721 19 0.3287 
8 18 0.8005 14 0.5468 54 0.4434 40 0.7214 19 0.3919 5 0.3485 
g 55 0.8076 163 0.5561 94 0.4592 11 0.7286 18 0.4107 62 0.3678 
10 117 0.5650 33 0.4729 2 0.7352 36 0.4273 126 0.3860 
11 30 0.5746 16 0.4864 63 0.7417 7 0.4438 1 0.4039 
12 119 0.5832 69 0.4996 16 0.7481 35 0.4588 20 0.4210 
13 24 0.5915 53 0.5112 50 0.7541 16 0.4738 95 0.4367 
14 25 0.5998 77 0.5226 17 0.7600 27 0.4874 89 0.4522 
15 70 0.6073 38 0.5336 55 0.7651 87 0.5003 102 0.4655 
16 106 0.6145 20 0.5447 60 0.7702 73 0.5112 37 0.4786 . . . . . . . . . . . . . . . 
pi =0.1994 m n Pmin=0.1410 P min =O .1994 P min =0.1410 Pmin=OJ901 Pmin =0.1344 Pmin=Ol50l p .= mm 0.1344 
Pmax=0.806 Pmax=0.8590 Pmax=0.8CB6 P max =O. 8590 P max =O. 80 99 p =0.8656 p =08(9) p = o. 86 56 max max · max 
TABELA IV.5 - TESTE DE HARMÔNICOS SIGNIFICANTES - YEVJWICH -
H - ordem sequência! da harmônica P - Somatório do parâmetro óPi (item 3.3.2) 
"' w
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c) Método dos intervalos de confiança 
Pelo fato das séries diárias exigirem a computação 
de 182 harmônicas, implicando em muito tempo de máquina, não foi 
possível empregar fielmente o método dos intervalos de confian 
ça. Então, procedeu-se de maneira inversa, ou seja: a componeg 
te periódica foi calculada, agregando-se sucessivamente, os har 
mônicos do mais significante para o menos significante. Os har 
mônicos significantes, ficariam determinados quando somente 5% 
ou menos dos 365 valores da componente periódica estivessem fora 
dos limites estabelecidos. 
A tabela (IV.7) apresenta os harmónicos significag 
tes inferidos pelo método dos intervalos de confiança, para o ni 
vel de 95%. 
PARÂMETRO ESTAT!STICA CAMPINAS ECOLOGIA AGR!COLA 
HS VFL HS VFL 
Média 6 18 5 21 
TEMPERATURA Variância 4 17 5 17 
RADIAÇÃO Média 2 17 7 19 
Variância 10 26 9 30 
TABELA IV.7 - Harmônicas significantes - Método dos intervalos 
de confiança (HS - harmônicas significantes, VFL 
número de valores fora dos limites) 
O intervalo de confiança fixado em 95% permite que 
18 valores caiam fora dos limites. Examinando a tabela, (IV. 7) 
verifica-se que somente em quatro casos se obtemo resultado es 
perado. Nos outros casos, esses resultados foram os que se apr~ 
66 
sentaram menos inconvenientes, tendo em vista que agregando-se 
mais harmônicos o número de valores fora dos limites diminuía 
muito pouco, não justificando o acréscimo de harmônicos. 
Nenhum dos 3 testes aplicados forneceu resultado 
preciso e então em presença da incerteza dos mesmos foi neces 
sário lançar mão de um critério subjetivo, tomando os resulta 
dos apresentados pelos três testes como apoio e também valendo 
se do ajuste gráfico entre a componente periódica computada can 
números de harmônicos significantes diferentes, e as médias e 
desvios padrões amostrais. 
Foi decidido usar as seguintes harmônicas sign~ 
ficantes com base nos resultados obtidos: 
Radiação Solar Global: 
Temperatura: 
Estação Centro Experimental de Campinas: 
- 5 harmônicas na média, e 
7 harmônicas na variância 
Estação Ecologia Agrícola: 
- 2 harmônicas na média, e 
7 harmônicas na variância 
Estação Centro Experimental de Campinas: 
- 6 harmônicas na média, e 
4 harmônicas na variância 
Estação Ecologia Agrícola: 
- 5 harmônicas na média, 
5 harmônicas na variância 
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Nas figuras (IV.2 a IV.9) estão plotadas as comp~ 
nentes periódicas na média e desvio padrão para as quatro séri 
es. Na tabela (IV.8) são apresentados os coeficientes de Fourier 
calculados conforme as equações (III.14 e III.15) que entraram 
no cálculo das componentes periódicas. 
4.2.4 - Análise da componente estocástica dependente e seleção 
do modelo autoregressivo 
Determinada a componente periódica na média e des 
vio padrão, esta Última por meio da variância, obteve-se a com 
ponente estocástica com o uso do modelo descrito pela equaçao 
(III.8) para todas as séries em estudo. 
A média e a variância da componente estocástica 
nas quatro séries foram analisadas quanto a estacionaridade p~ 
lo método da análise de harmónicas não sendo detectada frequê~ 
eia dominante. 
Para determinação da ordem do modelo de dependê~ 
eia foi necessário, primeiramente, investigar a possivel exis 
tência de periodicidade nos coeficientes de autocorrelação das 
séries estimados através da equação (III.30). A investigação da 
periodicidade nos 19 e 29 coeficientes de correlação serial foi 
efetuada dividindo a amostra em duas subamostras de acordo com 
o item (3.3.3.3) aplicando-se em seguida os testes de igualdade 
de parâmetros de Student e Fisher (item 3.3.1) às mesmas. A ta 
bela (IV.10) apresenta os resultados desses testes para as qu~ 
tro séries. Conforme observado nesta tabela somente a série de 


























N0MERO COEFICIENTES DE FOURIER 
DE CAMPINAS 1 ECOLOGIA AGRfCOLA 
HARMÕ- ~DIA VARIÂNCIA Mlé:DIA VARIÂNCIA 
NICOS 
OH A B OH A B OH A B OH A B 
1 1 71.60 -1.81 1 5024.64 -2259.86 1 79.55 21.66 1 6057.95 -3633.26 
2 2 -14.45 6.81 13 -373.82 -1738.48 3 11.71 -2.90 23 -1055.29 -2475.73 
1 
3 4 -8.43 9.22 98 75.66 1173.48 12 -1058.91 -2216.40 
4 19 10.05 2.56 67 544.07 911. 38 46 -2329.84 -615.84 
-1364.56 5 23 -9.47 -0.10 2 -312.27 -988.44 4 1960.72 
1 
6 10 1 -698.67 -741.39 14 -315.35 -2297.49 
! 
7 23 838.30 279.99 34 -2150.62 712.59 
1 1 -2.72 1.14 1 0.31 -1.15 1 2.63 0.58 1 -1.01 -1.94 
2 2 -0.16 0.40 17 -0.73 -0.13 2 ,-0.59 0.44 3 0.51 0.56 
: 1 
3 19 -0.16 0.21 3 0.69 0.17 20 
1 
0.15 0.13 6 0.66 -0.27 
4 10 -0.14 0.20 23 -0.66 0.06 8 -0.04 -0.19 26 -0.62 -0.11 
5 8 0.06 -0.21 19 -0.09 0.16 2 -0.55 0.04 
' 
6 5 -0.13 I 0.15 
1 1 




nas nao passou no teste. Porém, como nao foi possível remover 
a não homogeneidade desta série, a periodicidade nos coeficien 
tes rk desta série será atribuida a este fato, e para fins , ç 
deste trabalho, esses coeficientes serão considerados não p~ 
riódicos. As figuras (IV.11 a IV.16) mostram a variação desses 
coeficientes. O passo seguinte consistiu em determinar a or 
dern do modelo autoregressivo e estimar os coeficientes de auto 
correlação adotados para a computação dos coeficientes autore 
gressivos do modelo. 
POSTO PARÂMETRO 19 Coefic. de Correl. 29 Coef. de Cor 
t F t F 
CAMPINAS TEMPERATURA 1.57 0.73 1.54 1.15 
RADIAÇÃO 0.001 l. 58 1.10 1.30 
ECOLOGIA TEMPERATURA l. 49 0.36 1.00 1.12 
AGR!COLA RADIAÇÃO 0.074 1.10 0.16 l. 20 
t crítico= 1.96 F crítico= 1.20 
TABELA (IV.10) - TESTE DE STUDENT E FISHER NO 19 e 29 COEFICI 
ENTE DE CORRELAÇÃO 
A primeira tentativa para selecionar a ordem do 
modelo foi feita empregando o teste simplificado de Yevjevich 
(equações III.44 a 46). Os valores de D. até 3a. ordem assim 
1 
corno a ordem do modelo selecionado são mostrados na tabela (IV. 
11). Os resíduos obtidos com a aplicação dos modelos selecio 
nados por este teste foram analisados quanto a independéncia~ 
lo teste de Siddiqui (equação III.51). Nenhuma das séries re 
siduais passou no teste de imependência, com aproximadamente, 
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40% dos pontos do correlograma caindo 
Siddiqui, nas quatro séries. 
fora dos limites de 
A inspeção visual dos correlogramas da componente 
estocástica dependente (Figura IV.15) sugere as mesmas ordens 
para os modelos autoregressivos encontradas com o teste de 
.Yevjevich. 
Visando obter uma componente estocástica indepe~ 
dente a seleção dos modelos foi então realizada com o seguinte 
procedimento: foram computadas as componentes presumidamente i~ 
dependentes através dos modelos autoregressivos (equação III.33) 
até 6a. ordem para as quatro séries considerando-se as duas al 
ternativas de uso dos coeficientes de autocorrelação serial (item 
3.3.3.3). Em seguida foram obtidos os correlogramas das séries 
residuais e aplicado o teste de Siddiqui, que fornece os limites 
de tolerância para os valores do correlograma. Com esse proc~ 
dimento, melhores resultados eram obtidos quando se utilizava os 
coeficientes autoregressivos rl,ç' r
2
,ç embora a correspondente 
diferença entre estes e os r 1 , r 2
, fosse pequena. 
POSTO PARÃMEI'RO Dl D2 D3 M:OEW AUIDREGRESSIVO 
RADIAÇÃO 
0.1989 0.2033 0.2102 1~ ordem SOIAA 
CAMPINAS 
TEMPERA 0.4585 0.4604 - 0.4607 1~ ordem TORA 




RA'IURA 0.5034 0.5134 0.5163 1~ ordem 
TABELA IV.11 - DETERMINAÇÃO DA ORDEM DO MODELO AUTOREGRESSIVO 
. ' CRITtRIO YEVJEVICH 
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A figura (IV.16) mostra os correlogramas das com-
ponentes estocásticas independentes para as quatro séries, obti 
dos de acordo com a equação (III.30), com um defasamento de 100 
dias e os limites obtidos para os mesmos pelo teste de Siddiqui. 
A tabela (IV.13) apresenta os coeficientes autoregressivos em-
pregados no modelo, obtidos conforme equação (III.37), e os des 
vios padrões obtidos com as expressões (III,41 a III.43). 
As estatisticas da componente estocástica indepe~ 



















CI 1 ª2 CI 3 
1 
CI 4 
1 ª5 ª6 
1 
1 RADIAÇÃO 
O. 0625! SOLAR 0.3898 0.0339 0.0633 0.0384 0.0249 0.78 




1 ' ; 
0.4430 0,0792 0.019010.0120 0.0730 0.0871, 0.62 SOLAR 
TEMPERA- 0.8186 -0.1984 0.0543 0.0282 0.48 TURA 
1 1 1 
TABELA IV.13 - COEFICIENTES AUTOREGRESSIVOS DOSMODELOS SE-
LECIONADOS 
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, que são os três primeiros coeficientes de au 
tocorrelação da série E integral e r1 , r 2 e r 3 que p,T ,T 1 T 1 T 
sao médias dos coeficientes de autocorrelação serial na posição 
T' 
COEFICIENI'E DE 
CAMPINAS EIX)l.(x;IA AGR!COIA 
AIJl'OCORREU\ÇÃO RADIAÇÃO SOIAR TEMPERATURA RADIAÇÃO SOIAR TEMPERATURA 
-r l,T 0.445 0.677 0.581 0.709 
rl 0.430 0.677 0.567 0.701 
-r 
2, T 0.263 0.427 0.437 0.433 
r2 0.234 0.411 0.409 0.408 
- 0.218 0.280 0.364 0.288 r 3,T 
r3 0.186 0.261 0.339 0.265 
TABELA IV.12 - COEFICIENTES DE AUTOCORRELAÇÃO DA S~RIE E p,T 
Os modelos autoregressivos selecionados empreg§!_ 
ram então os coeficientes autoregressivos rl,ç' r 2,ç •.. e a 
ordem dos mesmos foi determinada quando o maior número de pog 
tos do correlograma do resíduo permaneceu dentro dos limites ob 
tidos pela expressão (III.51). Os modelos autoregressivos se 
lecionados foram de 6ª ordem para as duas séries de radiação so 
lar e 4ê ordem para as duas séries de temperatura. A seleção 
de ordem foi feita utilizando o critério do teste de independég 
eia de Siddiqui, como foi explicado anteriormente. 
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POS'ID PARilMErro MfilIA VARIÃN2IA COEFICIENI'E DE COEFICIENI'E DE ASSIMEl'RIA CUR'IOSE 
CJ\MPI RADIAÇÃO - 0.0010 1.0233 - o. 7554 0.4950 -
NAS TEMPERA 0.0001 0.9937 - 0.6927 4.3280 -TURA 
EO'.)U) RADIAÇÃO 0.0005 1.0342 - 0.3248 3.7181 -
GIA 
AGR!co TEMPERA - 0.0005 1.0143 - 0.3934 4.2283 -
IA - TORA 
TABELA IV.14 - ESTAT!STICAS DA COMPONENTE INDEPENDENTE 
Para verificação da estacionaridade dos modelos 
autoregressivos selecionados foram construidas as equaçoes c~ 
racteristicas (equações IV.3 a IV.6) e para suas resoluçõese~ 
pregou-se a subrotina POLTR do Statistical Scientif Package-
IBM implantada na biblioteca do Núcleo de Computação Eletrôni 
cada UFRJ. Para que o modelo seja estacionário é necessário 
que o môdulo das raizes seja maior que 1 (um), e isso se veri 
fica conforme pode ser observado na tabela (IV.16). 
As equaçoes caracteristicas de radiação solar 
global e de temperatura para o posto Estação Centro Experime~ 
tal de Campinas, são respectivamente: 
1 - 0.3898 B - 0.0339 B2 - 0.0633 B3 - 0.0384 B4 - 0.0249 B5-
- 0.0625 B6 = O (IV. 3) 
1 - 0.7173 B + 0.0743 B
2 
+ 0.0058 B3 - 0.0449 B4 = O (IV. 4) 
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As equaçoes características de radiação solar gl~ 
bale de temperatura para o posto Ecologia Agricola, são respe~ 
tivamente: 








- 0.0871 B6 = O 
1 - 0.08186 B + 0.1984 B2 - 0.0543 B3 - 0.0282 B4 = O 
(IV. 5) 
(IV. 6) 
4,2,5 - Ajuste de urna distribuição de probabilidade a compone~ 
te estocástica independente 
As quatro distribuições descritas no item (3.3.4) 
foram usadas no ajuste da distribuições de frequências da com 
ponente estocástica independente. 
Para a realização do teste de qui-quadrado (item 
3,3.5) foram usados os intervalos de classe de igual probabil! 






, com j = 1, 2, •.. , k 
igual 
(IV. 7) 
onde k é o intervalo de classe selecionado. O intervalo declas 
se foi selecionado empregando-se a equação (III.67) que resul 
tou em 28 classes. Esse número de intervalos de classe foi usa 
do no teste de qui-quadrado para todas as distribuições descri 
tas. Nenhuma passou no teste de aderência. Os valores encon 
trados para a estatistica 
2 
X com 28 classes ficaram no interva 
lo de 100 a 500 e os valores crlticos para o nivel de signif! 
cáncia de 95% estão entre 20 e 30, de acôrdo com tabelas apr~ 
























RAfZES DO POLINÔMIO 
Bl B2 B3 B4 B5 B6 
PARTE REAL 1. 220 -1. 783 0,843 0.843 -0,759 -0,759 
PARTE IMA-
GINÃRIA º· º· -1. 359 1. 359 -1. 518 1. 518 
MÕDULO 1.220 1. 783 1. 598 1. 598 1. 697 1. 697 
PARTE REAL 1. 384 0,876 0.876 -3.007 
PARTE IMA-
GINÃRIA º· -2.141 2,141 º· 
MÕDULO 1. 384 2.313 2.313 3.007 
PARTE REAL 1.106 -1. 691 0.728 -0,728 -0,855 -0,855 
PARTE IMA-
GINÃRIA º· º· -1.239 1. 239 -1. 497 1. 497 
MÕDULO 1.106 1.106 1. 437 1. 437 1. 724 1. 724 
PARTE REAL 1. 376 0,786 0,786 -4.872 
PARTE IMA-
GINÃRIA o. -2.162 2,162 º· 
MÕDULO 1. 376 2,299 2,299 4.872 
TABELA IV.15 - RAfZES DA EQUAÇÃO CARACTERfSTICA DOS 
MODELOS AUTOREGRESRIVOS SELECIONADOS 
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2 
20 intervalos de classe e igualmente as estatísticas x super~ 
ram em muito os valores tabelados. Persistindo na tentativa, e 
empregando somente a função densidade de probabilidade g~ma 
"double branch", foram usados 32 e 40 intervalos de classe. Os 
2 
valores encontrados pra x ficaram entre 100 e 300 o que está 
muito além dos x2 críticos. Portanto,não foi possível ajustar 
uma distribuição de frequência a componente estocástica indepeg 
dente. As figuras (IV.21 e IV.22) mostram a distribuição de 
frequência da componente estocástica independente para as qu~ 
tro séries, onde pode ser visto que as mesmas possuem picos al-
tos e pontiagudos no centro, e caudas longas. Nas figuras (IV. 
17 a IV.20) estão as distribuições de frequencias acumuladas e 
as funções de distribuição normal e "gamma double-branch" acumu 
!adas ajustadas. 
4.2.6 - Discussão dos resultados 
Quando se formula um modelo matemático para inve~ 
tigar um fenômeno, pretende-se que este ajude a descrever, da 
melhor maneira possivel o fenômeno em estudo. Entretanto, a es 
colha do modelo adequado está condicionada a julgamento críti-
cos que naturalmente sao variáveis. Esses julgamentos criticos 
geralmente podem ser apoiados em testes estatísticos ou em exp~ 
riências anteriores. 
O bom resultado do modelo depende basicamente da 
qualidade e quantidade dos dados oois estes influem significan-
temente na seleção e estimação de seus parametros. Para se ob-
ter um modelo adequado é recomendável dispor de uma série longa 
77 
de observações, homogênea e sem falhas, Períodos curtos de ob-
servações podem levar, por exemplo, a uma possível falsa identi 
ficação de tendencias e saltos devido às variações aleatórias 
que está sujeito o fenÔI"eno. ~~sim, em nosso caso, como só se 
dispunha de curto pe·ríodo de dados (10 e 11 anos) não fn.1 oossi 
vel icl.er.tificar conclus.ivaI"Pnte uma DOssivel tendencia na série 
de radiação solar global de Campina~. Caso a mesma realmente e 
xista, os resultados da análise da estrutura desta série apr~ 
tados neste trabalho devem ser corriqidos, Por outro lado, a 
forma do preenchimento das falhas utilizada aoarentemente nao 
teve muita influencia nos resultados visto a similaridade des-
tes e o grau de dificuldade encontrado na determinação dos mode 
los e harmônicas significantes para a série de temperatura da 
Estação Centro Experimental de Campinas onde não houve nenhuma 
falha, 
Ficou evidenciada durante a apresentação dos rerul 
tados a dificuldade encontrada na determinação do número de har 
monicas significantes. Por outro lado, cabe ressaltar que em 
séries de radiação solar global e temperatura fica muito difícil 
se tentar justificar fisicamente mais de uma harmônica, tendo 
em vista que estas variáveis estão diretamente relacionadas ao 
período anual de translação da terra. 
Neste trabalho, como as experiências anteriores 
sao poucas, decidiu-se considerar o teste de Siddiqui comooins 
trumento adequado para medir o bom ajuste dos modelos autoregr~ 
sivos, embora suas premissas não sejam satisfeitas completamen-
te e apresente limites bastante estreitos, principalmente no ca 
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so das séries diárias de radiação solar global. 
Embora tenham sido selecionados modelos autoregre~ 
sivos de 6a. e 4a. ordem, os valores dos coeficientes desses mo-
delos indicam que o dia imediatamente anterior é o de maior in-
fluencia. A temperatura se mostrou mais dependente do dia ante-
rior do que a radiação solar global, com os valores de r 1 para 
temperatura nos dois postos sendo 0.68 e 0.70 e para radiação s2 
lar global nos dois postos sendo 0.43 e 0;57. Isto pode ser ex-
plicado pelo fato de que a temperatura tem um tempo de resposta 
maior do que a radiação solar global quando estão atuando fato-
res aperiódicos, como é o caso da ocorrencia de nebulosidade e o 
pacidade da atmosfera. 
Do exposto acima, admite-se que a ordem dos modelc6 
autoregressivos selecionados, principalmente para a radiação so-
lar global, podem não ser suficientemente adequadas para estas 
variáveis, porém a certeza só poderia vir com uma disponibilida-
de maior de dados e testes mais adequados. 
A ordem dos modelos autoregressivos e a determina-
çao do número de harmônicos significantes tem importancia funda-
mental na estimação da série residual. A forma das distribuições 
das frequencias das componentes estocásticas independentes apre-
sentaram, como já foi visto, picos altos e pontiagudos e caudas 
longas. Isto poderia ser produzido por um ajuste inadequado da 
componente periódica conforme conclusões do trabalho de Bullard, 
1976. Porém, nao se pode garantir que isto seja em decorrencia 
de harmônicas super ou sub estimadas, tendo em vista que (como 
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já foi mencionado no Capitulo II) foram encontradas as mesmas 
formas de distribuição de frequencia para componentes estocá~ 
ticas independentes de séries diárias homogeneas com longo p~ 
riodo de observação, 
Nenhuma das funções de distribuição de probabi-
lidades empregadas para ajuste da distribuição de frequencias 
passou no teste de qui-quadrado para os niveis de significan-
cia de 0,05 e 0.01, A ordem de grandeza dos qui-quadrados cal: 
culados é a mesma para todas as funções de distribuição de p~ 
habilidade usadas. 
Apesar das dificuldades indicadas nesta discus-
-sao, considera-se que os modelos apresentados com seus respe~ 

















1974 ano 1965 o 1974 ano 






1973 ano 1963 1968 1973oro 1963 1968 
(c) Rod. Solar - Est. Ecologia Agrícola (d) Temperatura - Est, Ecologia Agrícola 
FIGURA IV. 1- SÉRIES ANUAIS DE RADIACÁO SOLAR GLOBAL E TEMPERATURA MÉDIA DO AR. 
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FIGURA { IV.2 }- ESTAÇÃO CENTRO EXPERIMENTAL DE CAMPINAS. (i) MÊDIA 01A"fi1A E (2) t01.lP0llEifH: PERIÓDICA 











FIGURA ( IV. 3 )- ESTAÇÃO ECOLOGIA AGRÍCOLA. 11) MÉDIA DIÁRIA E (2) COMPONENTE PERIÓDICA 









f l GURA ( IV. 4 )- ESTAÇÃO CENTRO EXPERIMENTAL DE CAMPINAS. ( 1 J MÉDIA DIÁRIA E ( 2) COMPONENTE PERIÓDICA 
AJUSTADA COM 6 HARMÔNICAS DA TEMPERATURA MÉDIA DIA'RIA, PERÍODO 196~ a 1974. 




FIGURA ( IV. 5 )- ESTACÃO ECOLOGIA AGR{COLA. (1) MÉDIA DIÁRIA E 12) COMPONENTE PERIÓDICA AJUSTADA ... ,. , ~ 














JAN FEV MAR ABR MAi JUN JI/L AGO SET OUT NOV DE7 
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FIGURA (IV, 6 )- ESTAÇÃO CENTRO EXPERIMENTAL DE CAMPINAS. (.1.) DESVIO PADRÃO D1;'R1 O-E. ( 2 l COMPONENTE 
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FLGURA ( IV ._7 >~m1<çÃo E;OLOGIA AGRÍCOLA.< i l DES.YJQ Pl<DRÃO DIÁRIO E ta LC.Ql.lP..QNENTE PERIÓDICA -- _ --'---'-"'-=---=------'-- "" .. ' ' 
AJUSTADA COM 7 HARMONICAS DA RADIAÇAO SOLAR GLOBAL DIARIA, PERIODO 1963 a 1973. 
e, 
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JAN FEV MAR ABR MAi JUN JUL AGO SET OUT NOV DEZ DIAS 
FIGURA ( IV. 8 )- ESTAÇÃO CENTRO EXPERIMENTAL DE CAMPINAS. ( 1) DESVIO PADRÃO MÉDIO DIA'RIO E (2) COMPONENTE 
I A I I I 









JAN FEV li.AR ABR li.AI JUN JUL AGO SET OUT NOV DEZ DIAS 
FlITTJRA ( IV. 9 )- ESTAÇÃO ECOLOGIA AGRICOLA. ( i) DESVIO PADRÃO MÉDIO DIA'RIO E ( 2) COMPONENTE PERIÓDICA 
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TEMPERATURA - EST. ECOLOGIA AGRÍCOLA 
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TEMPERATURA - EST. CAMPINAS 
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FIGURA IV. 10- PERIODOGRAMA ACUMULADO DA MÉDIA E VARIANCIA DAS SÉRIES 
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FIGURA IV.1t. -1!! E 2S! COEFICIENTES DE AUTOCORRELAÇÃO DIÁRIOS DA RADIAÇ.AO SOLAR 
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FIGURA IV. J 2 - i!~ E 22 COEFICIENTES DE AUTOCDRRELAÇÃO DIÁRIOS DA RADIAÇÃO 
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FIGURA IV.13- i!! E 22 COEFICIENTES DE AUTOCORRELAÇÃO DIARIOS DA TEMPERATURA . . ~ 
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(o) Rad· Solar - Est. Campinas 
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(d) Temperatuto - Est. Eco!, Agricola 
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FIGURA IV. 16 -CORRELOGRAMA DA COMPETENTE ESTOCA'STICA INDEPENDENTE E 
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FI GLJRA IV.17 - FUNCÂO DE DISTRIBUIÇÃO NORMAL ACUMULADA II) AJUSTADA A DISTRIBUIÇÃO DE FREOUENCIAS ACUMULADAl2) 
DA COMPONENTE ESTOCÁSTICA INDEPENDENTE DAS SÉRIES DIÁRIAS DE RADIAÇÃO SOLAR GLOBAL DOS POSTOS 
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FIGURA fV.18 -FUNÇÂODE OISTRIBUIÇÃO NORMAL ACUMULADA (1) AJUSTADA A DISTRIBUIÇÃO DE FREOUENCIAS ACUMULADAS 12) DA 
COMPONENTE ESTOCÁSTICA INDEPENDENTE DAS SÉRIES DE TEMPERATURA MÉDIA DIÁRIA DO POSTOS II) CENTRO 
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f lGLJRA fV. 19- FUNÇÃO OE OISTRIBUICÃO "GAMA OOUBLE BRANCH" ACUMULADA (i) AJUSTADA À DISTRIBUIÇÃO OE FREOUENCIAS ACUMULADA (2) DA 
COMPONENTE ESTOCÁSTICA INDEPENDENTE DAS SÉRIES DIÁRIAS DE RADIAÇÃO SOLAR GLOBAL DOS PONTOS (l) CENTRO EXPERIMENTAL 
DE CAMPINAS· SP. E (U) ECOLOGIA AGRICOLA· R J. 
'·º ,, o 
0,5 
-3,5 -1,5 o 1,5 3,5 -3,5 -1,5 o 1,5 3,5 
1 I ) ( z:r ) 
• 
FIGURA IV. 20- FUNÇÃO DE DISTRIBUIÇÃO " GAMA DOUBLE BRANCH " ACUMULADA ( i ) AJUSTADA À DISTRIBUIÇÃO DE FREOUENCIAS 
' , . 
ACUMULADAS (2 l DA COMPONENTE ESTOCASTICA INDEPENDENTE DAS SERIES DE TEMPERATURA MEDIA DIARIA , 
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V. CONCLUSÕES E RECOMENDAÇÕES 
Os resultados obtidos pennite as seguintes conclu 
soes: 
- Dentro da pouca disponibilidade de dados e das limitações~ 
presentadas pelos testes estatísticos auxiliares na análise 
da estrutura das séries geofísicas temporais, considera -se 
-os modelos selecionados corno representativo das séries de 
radiação solar global e temperatura média do ar para as lo-
calidades de Campinas, são Paulo e Km 47, Rio de Janeiro. 
- Os resultados dos testes de constancia de parâmetros devem 
ser interpretados cuidadosamente tendo em vista que as pre-
missas em que sao fundamentados conflitarn com o caráter das 
séries geofísicas e nem sempre se tem uma justificativa fí-
sica para a não aceitação da hipótese. 
- Os métodos existentes para inferencia de harmônicos signif~ 
cantes, principalmente na variancia, se mostraram inadequa-
dos para as séries diárias de radiação solar global e tempe 
ratura média do ar analisadas, ficando a seleção sendo sub-
jetiva. 
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- A dependencia na componente estocástica das séries de radia 
çãá solar global e temperatura média do ar podem ser mode-
ladas por processos autoregressivos lineares, entretanto,nã::i 
se pode garantir, à priori, que estes sejam os mais adequa-
dos. 
- Na seleção da ordem dos modelos autoregressivos, o teste de 
Yevjevich não mostrou precisão suficiente. Neste caso, o 
teste de Siddiqui, mesmo apresentando limites muito estrei 
tos, parece ser mais conclusivo. 
- Não se conseguiu ajustar uma função de distribuição de pro-
babilidade as distribuições de frequencia da componente in-
dependente da radiação solar global e temperatura média do 
ar diárias. A distribuição de frequencia acumulada pode re 
presentar estas distribuições na carencia de uma expressão 
funcional, 
As seguintes recomendações podem ser indicadas em 
função da experiência adquirida: 
- Realização de um trabalho prévio, exaustivo, da qualidade 
dos dados afim de evitar dúvidas quando na averiguação da 
presença ou ausencia de tendencias e/ou saltos. 
- Desenvolvimento de critérios mais adequados para preenchi-
mento das falhas. 
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- Aplicação da transformada rápida de Fourier (FFT) à série 
observada na tentativa de detectar mais convenientemente 
os harmônicos significantes no processo, e/ou auxiliar na 
identificação dos harmônicos significantes nos parâmetros 
estatísticos das séries, e talvez detectar outros perío-
dos além do período anual. 
- Desenvolvimento de critérios mais adequados para seleção 
da ordem dos modelos autoregressivos lineares de séries·di 
árias de radiação solar global e temperatura média do ar. 
- Utilização de modelos autoregressivos lineares bem sele-
cionados para preenchimento de falhas existentes nos da-
dos observados. 
- Utilização de modelos autoregressivos nao lineares para 
a componente estocástica dependente das séries de radia-
ção solar global e temperatura média do ar na tentativa 
de melhores resultados. 
- Utilização de horas de brilho solar em futuras tentativas 
de estimação da radiação solar global, empregando a aná-
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ANEXO I 
ESTIMADORES DAS ESTAT'.l':STICAS DAS AMOSTRAS 
M:E:DIA: 
1 N 
m = - ,: X 
N p=l p 
VARIANCIA: 
2 1 N 2 
s = - ,: (X -m) 
N p=l p 
DESVIO PADRÃO: 
s = 
2 N 2 
e quando N<30, s = s N-1 
e quando N<30, s 
COEFICIENTE DE ASSIMETRIA: 
N2 
e quando N<30, g 1 =g 1 (N-l) (N- 2) 
COEFICIENTE DE CURTOSE: 
N3 
e quando N<30, g2 (N-l) (N- 2 ) (N- 3) 
