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Abstract
This thesis is concerned with mechanistic pore-scale models, which relate the in-
duced-polarization (IP) response of geologic materials to the underlying physical
and chemical processes. Although a sound understanding of these processes is
essential for the interpretation of measured IP responses, the development of
suitable mechanistic models is lagging far behind the fast growing amount of
experimental IP data. Therefore, the main objective of this thesis is to improve
theoretical models and advance the general understanding of the polarization
processes.
The first development is an analytic model to predict the influence of an immis-
cible liquid hydrocarbon phase on the membrane-polarization mechanism occur-
ring in electrolyte-filled pore constrictions. The hydrocarbon is modelled as an
electrically insulating phase with a negatively charged surface. Magnitude and
phase of the predicted electrical conductivity of hydrocarbon-contaminated ma-
terials decrease with increasing hydrocarbon saturation irrespective of whether
the hydrocarbon phase is wetting or non-wetting. Only non-wetting hydrocar-
bon droplets with highly charged surfaces yield an increase of the magnitude
with the hydrocarbon saturation and a slight increase of the phase at interme-
diate hydrocarbon concentrations. This prediction offers the first theoretical
explanation for a similar experimentally determined relation between complex
conductivity and hydrocarbon saturation.
The next two parts of this thesis examine the electrode-polarization mechanism
responsible for the IP response of metal-bearing materials. The polarization
of uncharged metallic particles is studied based on an electrochemical model,
which includes the effect of oxidation-reduction reactions at the particle sur-
face. The full solution of the underlying Poisson-Nernst-Planck (PNP) system
is presented, which allows to visualize the micro-scale manifestations of two si-
multaneously acting polarization mechanisms. The first mechanism is related to
the dynamic charging of field-induced diffuse layers and the second is a volume-
diffusion mechanism activated by reaction currents through the particle surface.
For the relaxation times of both processes analytic expressions are derived and
a critical particle radius is determined. While the response of particles smaller
than this radius is mainly determined by the diffuse-layer polarization, the effect
of the volume-diffusion mechanism becomes significant around larger particles.
The model is then extended to investigate the effect of surface charge on elec-
trode polarization. Besides the dynamic charging of field-induced diffuse layers
and the volume-diffusion processes related to the reaction currents, the numeric
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solution of the modified PNP system reveals the action of an additional volume-
diffusion process caused by the unequal transport rates of anions and cations
within the static diffuse covering the charged surface. This mechanism is found
to have a second-order effect on the macroscopic polarization response, which
is still dominated by the first two mechanisms. While the volume-diffusion pro-
cess due to the reaction currents remains practically unaffected by the surface
charge, a moderate increase of the low-frequency conductivity and the relaxation
time as well as a slight reduction of the polarization magnitude with the surface
charge are observed if the diffuse-layer relaxation dominates, i.e. in the case of
small particles.
In the last part of this thesis, the coupled polarization of Stern and diffuse lay-
ers covering dielectric surfaces is treated in a generalized numeric framework.
First, this framework is used to model the response of spherical particles and
guide the development of an improved analytic model for the coupled polar-
ization of Stern and diffuse layer. Subsequently, it is applied to a cylindrical
pore-constriction geometry. In the limiting case of a pure diffuse-layer polar-
ization, the corresponding numeric results can be matched by an improved an-
alytic membrane-polarization model. In both geometries, the response of the
Stern layer dominates as long as the charged surfaces are not interconnected
at the system scale. With increasing degree of interconnectivity, however, the
response of the diffuse layer becomes more important and in the case of fully
interconnected surfaces becomes as strong as the response of the Stern layer.
In summary, this thesis brings together significant improvements of analytic
models for all relevant induced-polarization mechanisms: Membrane polariza-
tion, electrode polarization, and Stern- and diffuse-layer polarization. The care-
fully validated numeric modelling framework furthermore lays the foundation
for the future investigation of more realistic geometrical configurations of the
various solid and liquid phases of real geologic materials.
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Zusammenfassung
Gegenstand dieser Dissertation sind mechanistische Porenskalenmodelle, die die
Induzierte Polarisation (IP) geologischer Materialien mit den ihr zugrunde lie-
genden physikalischen und chemischen Prozessen verknu¨pfen. Obwohl ein um-
fassendes Versta¨ndnis dieser Prozesse fu¨r die Interpretation immer neuer exper-
imenteller IP Daten wichtig wa¨re, ha¨ngt die Entwicklung mechanistischer Mod-
elle weit hinterher. Ziel dieser Dissertation ist es daher, theoretische Modelle
weiterzuentwickeln und damit das grundlegende Versta¨ndnis der Polarisation-
sprozesse zu verbessern.
Den ersten Beitrag dazu liefert ein analytisches Modell, das den Einfluss unver-
mischbarer flu¨ssiger Kohlenwasserstoffe (KW) auf die Membranpolarisation in
elektrolytgefu¨llten Porenengstellen vorhersagt. Der flu¨ssige KW wird hier als
nichtleitende Phase mit negativ geladener Oberfla¨che modelliert. Betrag und
Phase der resultierenden elektrischen Leitfa¨higkeit nehmen mit zunehmendem
KW-Anteil ab – unabha¨ngig davon, ob der KW die benetzende oder die nicht-
benetzende Phase ist. Nur im Falle stark negativ geladener nicht-benetzender
KW-Tropfen nimmt der Betrag mit dem KW-Anteil zu. Auch die Phase durch-
la¨uft hier zuna¨chst ein Maximum bevor sie bei hohen KW-Anteilen schließlich
abfa¨llt. Diese Vorhersage kann erstmals einen a¨hnlichen experimentell nach-
gewiesenen Zusammenhang zwischen komplexer elektrischer Leitfa¨higkeit und
KW-Anteil theoretisch erkla¨ren.
Die folgenden zwei Teile behandeln die fu¨r die starke IP Antwort metallhaltiger
Materialien verantwortliche Elektrodenpolarisation. Die Polarisierung unge-
ladener metallischer Partikel wird mithilfe eines elektrochemischen Modells un-
tersucht, das auch Redoxreaktionen an der Partikeloberfla¨che einschließt. Die
hier vorgestellte vollsta¨ndige Lo¨sung des zugrunde liegenden Poisson-Nernst-
Planck (PNP) Gleichungssystems ermo¨glicht es die mikroskopischen Auswirkun-
gen zweier gleichzeitig ablaufender Mechanismen grafisch darzustellen: Das dy-
namische Laden feldinduzierter diffuser Schichten und einen Volumendiffusion-
smechanismus, der von Reaktionsstro¨men durch die Partikeloberfla¨che aktiviert
wird. Fu¨r die Relaxationszeiten beider Prozesse werden analytische Ausdru¨cke
abgeleitet und ein kritischer Partikelradius bestimmt. Wa¨hrend das Verhalten
von Partikeln mit geringerem Radius hauptsa¨chlich mit der Polarisation der
diffusen Schicht zusammenha¨ngt, wird im Fall gro¨ßerer Partikel der Volumen-
diffusionsmechanismus bestimmend.
Im Folgenden wird dieses Modell erweitert, um die Auswirkung elektrischer
Ladungen an der Metalloberfla¨che auf die Elektrodenpolarisation zu untersu-
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chen. Neben der dynamischen Ladung der feldinduzierten diffusen Schichten
und dem durch die Reaktionsstro¨me bedingten Volumendiffusionsmechanismus
beschreibt die numerische Lo¨sung des erweiterten PNP Systems einen weiteren
Volumendiffusionsprozess. Dieser wird durch die unterschiedlichen Anionen-
und Kationenflu¨sse in der statischen diffusen Schicht an der geladenen Gren-
zfla¨che hervorgerufen, beeinflusst die makroskopische Antwort, allerdings nur
geringfu¨gig: Wa¨hrend der durch die Reaktionsstro¨me hervorgerufene Volumen-
diffusionsprozess praktisch unvera¨ndert bleibt, macht sich die geladene Par-
tikeloberfla¨che genau dann durch einen moderaten Anstieg von Gleichstrom-
leitfa¨higkeit und Relaxationszeit sowie durch eine leichte Abnahme der Polari-
sationssta¨rke bemerkbar, wenn die Relaxation der diffusen Schicht wichtig wird,
d.h. vor allem im Falle sehr kleiner Partikel.
Der letzte Teil widmet sich der gleichzeitigen Polarisierung von Stern-Schicht
und diffuser Schicht an der geladenen Oberfla¨che dielektrischer Materialien.
Ein entsprechender numerischer Modellierungsansatz wird zuna¨chst benutzt,
um die Polarisierung kugelfo¨rmiger Partikel zu simulieren und die analytische
Modellierung der gleichzeitigen Polarisierung von Stern- und diffuser Schicht zu
verbessern. Im Folgenden wird dieser Ansatz dann auf eine zylindrische Pore-
nengstelle angewandt. Ein zu diesem Zweck verbessertes analytisches Modell der
Membranpolarisation kann die Simulationsergebnisse allerdings nur im Grenzfall
einer reinen Polarisierung der diffusen Schicht erkla¨ren. Solange die geladenen
Oberfla¨chen auf der Systemskala nicht durchgehend verbunden sind dominiert
– wie im Falle kugelfo¨rmiger Partikel – die Polarisierung der Stern-Schicht. Mit
zunehmender Kontinuita¨t der Schichten nimmt der Beitrag der Polarisierung der
diffusen Schicht aber zu. Bilden die Oberfla¨chen durchgehende Verbindungen,
sind beide Beitra¨ge gleich groß.
Insgesamt vereint diese Dissertation wichtige Weiterentwicklungen analytischer
Modelle aller relevanten Mechanismen der induzierten Polarisation: Membran-
polarisation, Elektrodenpolarisation, sowie Polarisation von Stern- und diffuser
Schicht. Der sorgfa¨ltig validierte numerische Modellierungsansatz bildet außer-
dem die Grundlage fu¨r zuku¨nftige Untersuchungen komplexerer geometrischer
Anordnungen der verschiedenen festen und flu¨ssigen Phasen, die reale geologis-
che Materialien besser abbilden ko¨nnen.
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CHAPTER 1
Introduction
1.1 Background
Geologic materials are complex systems of solid, liquid, and gaseous phases.
The electrical bulk properties of such multi-component systems are determined
by the individual properties of the different phases and their microscopic geo-
metric configuration. Due to the high electrical resistivity of gaseous and most
solid phases, electrolytic conduction in the aqueous liquid phase is the prin-
ciple mechanism of charge transport. While the bulk aqueous phase usually
contributes a purely resistive component, polarizable interfacial regions at the
geometrical boundaries of the aqueous phase introduce a capacitive component
(energy storage) to the electrical bulk conductivity of geologic materials. In the
low-frequency range, i.e. for excitations at frequencies < 1 MHz, the complex
electrical conductivity readily describes both contributions, i.e. resistive and
capacitive components.
Induced polarization (IP) is the geophysical method used to assess the complex
electrical conductivity of geologic materials. In geophysical practice, where this
method is also known as complex conductivity or complex resistivity, frequency-
domain IP measurements are typically carried out in the range between 1 mHz
and 1 kHz. Because of the strong IP response observed around highly-conductive
particles, historically the method has been developed and employed for the ex-
ploration of metal ore deposits (e.g. Seigel et al., 2007). During the last two
to three decades, the fast improvement of measurement devices and imaging
algorithms laid the basis for a continued extension of the application range to
non-metallic materials with less pronounced IP responses (e.g. Kemna et al.,
2012).
In particular, there is a growing interest in using the IP method for environ-
mental investigations in the shallow subsurface. New applications make use of
the sensitivity of spectral IP data to textural properties (e.g. grain/pore size,
specific surface area) to improve the lithological characterization of sediments
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and sedimentary rocks and infer other texture-controlled properties such as hy-
draulic permeability (e.g. Slater and Glaser, 2003; Ho¨rdt et al., 2009). Also
the (partial) displacement of pore water by liquid hydrocarbon contaminants
has been shown to cause characteristic spectral IP responses (e.g. Flores Orozco
et al., 2012; Johansson et al., 2015). Yet, geometrical properties of the different
solid and liquid phases are not the only quantities controlling the IP response.
Several studies have examined the sensitivity of the method to chemical prop-
erties of the pore-filling electrolyte such as composition, salinity, and pH (e.g.
Weller and Slater, 2012; Lesmes and Frye, 2001), and to chemical changes in
the fluid or on the surface of the solid phase caused by biogeochemical processes
(e.g. Atekwana and Slater, 2009; Flores Orozco et al., 2011).
Also IP surveys for the characterization of metallic targets are experiencing a
renaissance. While for the classic use in the mining industry the determination
of size and volume content of metallic minerals played a key role, recent environ-
mental studies pay special attention to a possible sensitivity of the method to
the surface state of metallic particles (e.g. reactivity, surface potential). Among
the latter are IP applications for the monitoring of permeable reactive barriers
and metallic nano-particle injections (e.g. Slater and Binley, 2006; Flores Orozco
et al., 2015; Abdel Aal et al., 2017), the detection of iron sulphide accumulations
accompanying bioremediation experiments and naturally reduced zones related
to biogeochemical hot spots (Flores Orozco et al., 2011; Wainwright et al., 2015).
Empirical polarization models are often used to reduce the extensive (spectral)
IP data sets to a few meaningful parameters and facilitate the comparison of
different measurements. Historically, Cole-Cole relaxation models (Cole and
Cole, 1941; Pelton et al., 1978), which provide a practical means to adjust spectra
with one clearly distinguishable relaxation peak, have been used extensively for
this purpose. More recently, the decomposition of more complex spectra into a
series of suitable Debye relaxation models (e.g. Nordsiek and Weller, 2008) has
gained popularity. Although these empirical models are very useful to adjust
measured data, they are not suited to explain the microscopic causes of specific
signatures nor do they provide a link between the bulk electrical and petropysical
properties of a geologic material.
1.2 Polarization mechanisms and theoretical models
To exploit the complete wealth of information contained in the measured spectral
IP responses, a thorough understanding of the causative processes is essential.
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1.2 Polarization mechanisms and theoretical models
On the basis of physical principles, mechanistic models relate the observed IP
response to a limited set of physical and chemical parameters and give insight
into the working principles of polarization mechanisms. In this manner, the
IP response of different geologic materials has been attributed to five basic
processes: (1) electrode polarization, (2) polarization of the Stern layer of the
electric double layer (EDL), (3) polarization of the diffuse layer of the EDL, (4)
membrane polarization, and (5) Maxwell-Wagner polarization.
All mechanistic models describing these mechanisms are based on solutions to
the Poisson-Nernst-Planck (PNP) system of partial differential equations, which
is used to describe ion transport (and polarization) in the pore-filling electrolyte
and the boundary regions next to the solid-liquid interfaces. The model-specific
characteristics of the obtained polarization responses originate from the par-
ticular geometrical configurations of the different phases and the physical and
chemical properties of the phase boundaries accounted for by suitable boundary
conditions.
Electrode polarization is a collective concept describing the interplay of different
field-induced charge transport and storage mechanisms at metal-electrolyte in-
terfaces. For geophysical applications, ideally polarizable surfaces characterized
by an absence of charge-transfer reactions, and thus a zero faradaic current be-
tween the metal and the electrolyte, are of little relevance. Therefore, Angoran
and Madden (1977) and Klein and Shuey (1978) investigated the effect of re-
action currents through the solid-liquid interface, which render the polarization
of the particle surfaces imperfect and largely affect the polarization response.
Wong (1979) included these findings into a polarization model for suspensions
of highly conductive particles, which was based on the solution of the PNP sys-
tem for two inactive and one active ion species. Wong and Strangway (1981)
extended this model to the case of elongated particles.
More recent theoretical treatments of the electrode-polarization mechanism in
geophysical literature examined the role of the Stern layer at the metal sur-
face (Merriam, 2007) or attempted to interpret the response of the Wong model
in terms of a complex surface conductivity (e.g. Gurin et al., 2015; Placencia-
Go´mez and Slater, 2015). Because many relevant ore minerals are rather semi-
conductors than metallic conductors, Revil et al. (2015b) and Misra et al.
(2016a) developed models for the polarization of semiconducting particles.
The Stern layer is the inner layer of the EDL, which develops on charged sur-
faces in contact with an electrolyte solution. Schwarz (1962) developed a first
theoretical model of the diffusion-controlled polarization of this layer of firmly
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bound ions to describe the large low-frequency dielectric dispersion of suspen-
sions of dielectric (non-conductive) particles. His model was based on the PNP
system to describe the field-induced displacement of the Stern-layer ions along
the surface of spherical particles. Subsequently, Schurr (1964) included the con-
ductivity increment caused by the excess of less firmly bound ions in the outer
diffuse layer into Schwarz’s model. However, this increment described a purely
resistive contribution and did not account for an additional polarization of the
diffuse layer as discussed in the next paragraph. Lyklema et al. (1983) examined
the coupling of the field-induced charges in the Stern layer to the charges in the
electrolyte (and the diffuse layer). Their treatment results in a correction to
the relaxation time of the Schwarz model, which predicts a significant reduction
of this spectral parameter. More recently, Leroy et al. (2008) adopted Schurr’s
model and included a detailed electro-chemical description of Stern and diffuse
layer (e.g. Revil and Glover, 1997, 1998). This model has been successfully ap-
plied to predict the complex conductivity of granular media (Leroy et al., 2008)
and later extended to account for an additional electrically insulating liquid
phase to predict the response of sand-oil mixtures (Schmutz et al., 2010).
As mentioned above, the ions of the diffuse layer are much less firmly bound
to the charged surface, and thus mainly increment the low-frequency conduc-
tivity of the composite material. However, the unequal anion and cation con-
centrations in this layer additionally give rise to a volume- or concentration-
polarization mechanism. This phenomenon has been described theoretically by
Dukhin and Shilov (1974), who developed a theory for the fluxes through thin
diffuse layers. Also the models developed by Fixman (1980), Hinch et al. (1984),
and Chew and Sen (1982a) address the volume-diffusion mechanism of the dif-
fuse layer. To enable an analytic treatment, all these models are limited to
thin diffuse layers compared to the particle size, sufficiently small surface poten-
tials, and monovalent symmetric electrolytes. The numeric solution presented
by DeLacey and White (1981) removed many of the limitations. More recently,
Shilov et al. (2001) extend the classic Dukhin-Shilov theory by including the
effect of the Maxwell-Wagner polarization at high frequencies.
Although the Stern-layer polarization model by Schurr (1964) (and later devel-
opments) contained a simple consideration of the surface conductivity of the
diffuse layer and the model by Lyklema et al. (1983) included a coupling with
the charges beyond the Stern layer, non of the above model describes the si-
multaneous polarization of both parts of the EDL. The first approach to assess
the relative importance of the two processes was made by de Lima and Sharma
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(1992) who compared the polarization magnitudes of the Schwarz-Schurr model
and Fixman’s model. While de Lima and Sharma (1992) treated both models
separately, Lesmes and Morgan (2001) developed a first combined polarization
model based on simple superposition of the individual responses. Shilov et al.
(2001) describe a modification of the Dukhin-Shilov theory, which accounts for
the contribution of Stern-layer ions to the diffuse-layer polarization as proposed
by Kijlstra et al. (1992).
The occurrence of membrane polarization is generally being related to two sce-
narios, which cation transport is enhanced relative to anion transport: (1) In
clay-rich zones along the pore channel, the high negative charge on clay-mineral
surfaces significantly increases the concentration of cations and (2) in sufficiently
narrow pore constrictions, diffuse layers coating (even moderately) charged pore
surfaces have an important share of ion transport. Both clay-rich zones and pore
constrictions are ion selective and cause a concentration-polarization mechanism
similar to the one described as diffuse-layer polarization around spherical parti-
cles. A first one-dimensional model of this mechanism in geologic materials was
developed by Marshall and Madden (1959) in order to estimate its possible mag-
nitude. While Marshall and Madden just postulated different transport rates of
anions and cations, subsequent treatments attributed the latter to the proper-
ties of the EDL at the pore wall (Fridrikhsberg and Sidorova, 1961; Buchheim
and Irmer, 1979; Titov et al., 2002, 2004; Bu¨cker and Ho¨rdt, 2013b). Still based
on the simple assumption of unequal transport properties within pore constric-
tions, Blaschek and Ho¨rdt (2009) used numeric methods to study the response
of more complex one- and two-dimensional pore networks. Volkmann and Kl-
itzsch (2010) improved this numerical approach assuming unequal effective ion
mobilities within a thin surface layer only. Finally, Bu¨cker and Ho¨rdt (2013a)
proposed an analytic model, which explicitly included pore radii and surface
conductivity due to Stern and diffuse layer into the one-dimensional impedance
model by Marshall and Madden. Subsequent extensions of this model allowed
to predict the effect of temperature (Bairlein et al., 2016), fluid salinity, and pH
(Ho¨rdt et al., 2016) on the polarization response.
If considered, the Maxwell-Wagner polarization (Maxwell, 1892; Wagner, 1914)
usually dominates the high-frequency behaviour of the polarization models. It
consists in the accumulation of surface charge along the geometrical boundaries
between two (or more) phases with different electric conductivities and/or dielec-
tric constants, which balances the unequal conduction and displacement current
densities through the adjacent bulk media. O’Konski (1960) introduced the con-
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cept of surface conductivity, which allowed to account for the effect of bound
ions encountered at charged phase boundaries. Garcia et al. (1985) showed that
the interfacial polarization changes significantly, if instead of a homogeneous
conductivity local field-induced concentration variations are considered in the
electrolyte solution.
1.3 Objectives and structure
The fundamental theoretical descriptions of these five main polarization mech-
anisms are well established. However, the interplay and relative importance of
the different processes in real geologic materials as well as the control exerted
by the numerous physical and chemical properties of the involved phases and
phase boundaries is far from being fully understood (e.g. Kemna et al., 2012).
The main shortcomings of the theoretical description of IP can be summarized
in the following two issues: (1) Polarization models treat one or at most a few
mechanisms in an isolated manner and no approach allows to study the relative
importance of all mechanisms in a generalized theoretical framework. (2) Polar-
ization models are too simple to account for slightly more complex situations,
in which more than one solid (mineral) and one liquid (electrolyte) phase play
an important role.
Therefore, the principal objective of this thesis is to advance the theoretical
foundation of the IP method providing improved theoretical models for specific
situations and initiate the development of a generalized modelling framework.
These objectives are mainly addressed in chapters 3 through 6, which are based
on eponymous self-contained manuscripts published or intended for publication
in peer-reviewed journals.
• Chapter 3 describes a new analytic model to predict the characteristic
response of hydrocarbon-contaminated sediments and rocks. This devel-
opment is based on an earlier membrane-polarization model for clean ma-
terials (Bu¨cker and Ho¨rdt, 2013a) and can be understood as a complement
to the model proposed by Schmutz et al. (2010), which only examined the
effect of a liquid hydrocarbon phase on the Stern-layer polarization mech-
anism.
• Chapter 4 reviews the electrode-polarization model by Wong (1979) in
detail. Besides the derivation of explicit relaxation-time formulae and
the full solution to the PNP system, which improve the mathematical
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description of this polarization process, this chapter also aims at advancing
the general understanding of this electrode-polarization model.
• Chapter 5 extends Wong’s electrode-polarization model by including the
effect of a non-zero charge at the surface of the metallic particles. As
this problem cannot be solved analytically, a numeric solution of the PNP
system is proposed, which allows to examine the role of surface charge
in the electrode-polarization process and also lays the foundation for the
development of a generalized numeric modelling framework.
• Chapter 6 describes a generalized theoretical treatment of Stern- and
diffuse-layer polarization in dielectric porous media. The numeric solution
of this problem around dielectric particles and in a pore-constriction setup
allows to study the relative importance of both polarization processes de-
pending on the geometric configuration of solid and liquid phases. The
numeric solution is also used to guide the identification of improved ana-
lytic models for the combined Stern- and diffuse-layer polarization around
spherical particles and the membrane-polarization mechanisms due to the
diffuse layer.
These principal chapters are prefaced by an introductory chapter on the basic
mathematics, physical concepts, and geometrical models used for the pore-scale
modelling of IP signatures (chapter 2). A comprehensive conclusion including
a brief discussion of the future perspectives of this research topic completes the
thesis (chapter 7).
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CHAPTER 2
Basic aspects and preliminary considerations
The induced-polarization method assesses electrical conduction (charge trans-
port) and polarization (charge storage) properties of the subsurface. Although
geologic materials have a complex micro-structure, the characteristic length scale
of geophysical measurements is typically many orders of magnitude larger than
would be required to resolve such microscopic heterogeneity. Even though, the
bulk electrical properties are strongly correlated to relevant petrophysical pa-
rameters such as porosity, saturation, specific surface area, surface charge, metal
content, etc., from which derives the power of geoelectric measurements. A
sound physical understanding of these empirically established relations has the
potential to significantly improve the interpretation of geophysical data. There-
fore, the following chapters will use basic physical principles to examine some
particular micro-structures in order to arrive at mathematical models that un-
derpin and explain the experimentally observed relations.
The objective of the present chapter is to provide the physical, mathematical,
and conceptual foundation of the principles used to develop these models. The
first section (2.1) introduces the mathematical description of electric bulk prop-
erties and their relation to electric field and currents based on the macroscopic
Maxwell equations. The next two sections focus on two widely-used approaches
to model the micro-structure of heterogeneous media: The first (2.2) describes
the geological material based on solid grains distributed at random in the pore-
filling electrolyte solution, the second (2.3) breaks the medium down into a
network of electrolyte-filled cylindrical pores embedded in a matrix representing
the solid phase.
In order to get familiar with the concepts used to predict the particular responses
of these elementary geometries, we will go through the derivation of the respec-
tive models for the simplest polarization mechanism encountered in heteroge-
neous media: the Maxwell-Wagner polarization. In the case of the grain-based
model, this is essentially a summary of existing mathematical treatments; in the
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case of the pore-based approach, the analytical approximation of the Maxwell-
Wagner response due to the simple pore-constriction geometry presented here
is an original contribution. Both sections conclude with some considerations
about the approaches applied to estimate the macroscopic electrical properties
based on the solutions for the elementary geometries.
2.1 Basic aspects
2.1.1 Mathematical description of macroscopic electrical properties
The macroscopic Maxwell equations describe electromagnetic phenomena in ma-
terial media, and thus form the mathematical foundation of any geophysical
method based on the interaction between electromagnetic fields and matter. In
particular, Ampe`re’s and Gauss’s law relate electric and magnetic fields and
their spatio-temporal variations to electrical charges and currents. According to
Ampe`re’s law
∇×H = Jc + ∂D
∂t
, (2.1)
the total current density is composed of the conduction current density Jc and
the displacement current density ∂D/∂t. H denotes the magnetic field and D
the displacement field. Gauss’s law relates the divergence of the displacement
field to the electric charge density ρ:
∇D = ρ (2.2)
The macroscopic behaviour of matter upon excitation by an electric field E is
described by the constitutive equation
D = εE (2.3)
and Ohm’s law
Jc = σE, (2.4)
where ε denotes the macroscopic permittivity of the material and σ the elec-
trical conductivity. Usually, permittivity is used to summarize the macroscopic
polarization response of the material (e.g. due to dielectric polarization), while
σ generally accounts for the transport of free charges (e.g. electrolytic conduc-
tion). Yet, the following considerations will make clear that this assignation is
somewhat arbitrary and the boundaries between the two concepts are not as
clear as it might seem.
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The displacement field can be split into the displacement field in the vacuum
ε0E and the polarization density P:
D = ε0E+P. (2.5)
If the polarization response of the material is purely dielectric, we can write
D = ε0εrE, (2.6)
where the relative dielectric permittivity εr accounts for the microscopic dis-
placement of bound charges, e.g. due to the alignment of polar molecules with
the external field. The polarization density Pε = ε0(εr − 1)E describes this
response.
Combining Ohm’s law (2.4) and the constitutive equation (2.6), the total current
on the right hand side of Ampe`re’s law (2.1) can be expressed as
J = σE+ ε0εr
∂E
∂t
. (2.7)
Assuming a simple harmonic variation of all time-dependent quantities, for
example due to the external excitation by an electric field with amplitude
E = E0 exp(jωt), all derivatives ∂/∂t = jω and the total current writes
J = σ∗(ω)E, (2.8)
where we have defined the generalized complex conductivity
σ∗(ω) = σ + jωε0εr, (2.9)
which describes the contributions of both conduction and displacement current.
Note that σ∗ is frequency dependent due to the contribution of the displacement
current describing the dispersive nature of the dielectric polarization. Equally,
we could have expressed the total current as
J = ε∗(ω)
∂E
∂t
, where (2.10)
ε∗(ω) = ε0εr − jσ
ω
, (2.11)
denotes a generalized complex dielectric permittivity. Comparing the two ex-
pressions (2.9) and (2.11), we see that σ∗ = jωε∗. Consequently, both gen-
eralized electrical properties describe the contributions of conduction (charge
transport) and displacement current (charge displacement or storage) equiva-
lently.
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As we will discuss in more detail, the combination of constituents with dif-
ferent bulk and surface properties in a composite material produces additional
polarization mechanisms beside dielectric polarization. We can define the polar-
ization density PIP as the property, which summarizes the induced-polarization
response of geologic media typically observed at relatively low frequencies. The
total polarization density then writes P = Pε + PIP and results in the total
displacement field
D = ε0E+Pε +PIP = ε0εrE+PIP (2.12)
and the total current density
J = σE+ ε0εr
∂E
∂t
+
∂PIP
∂t
. (2.13)
If we encountered a suitable σIP to express the time derivative of the polarization
density as ∂PIP/∂t = σIPE, we could summarize conduction current, dielectric
and induced polarization in the effective conductivity σeff = σ + σIP + jωε0εr.
Again, we could just as well define the effective dielectric permittiviy εeff =
ε0εr + εIP − jσ/ω, where jωεIP = σIP which satisfies PIP = εIPE.
As the whole treatment shows, it is a matter of taste weather the IP response
is expressed in terms of a conductivity increment or a permittivity increment.
However, the polarization phenomena studied by means of the IP method are
often expressed in terms of a contribution to σ. In general, both ε and σ
are complex (due to polarization phenomena) and frequency-dependent (due
to relaxation processes).
2.1.2 A word about complex quantities
Current density J(t) and electric field E(t), as well as the measurable quantities
current and voltage, are always real-valued quantities. Microscopic charge stor-
age processes taking place in polarizable materials manifest themselves macro-
scopically by the fact that the current density (or current) leads the electric field
(or voltage) as shown in Figure 2.1. If the excitation is harmonic, the variation
of the amplitudes of electric field and current density can readily be described
by E0 cos(ωt) and J0 cos(ωt+ϕ), respectively, where the phase shift ϕ accounts
for the time lag ∆t = ϕ/ω between the two quantities.
In the understanding that only the real part describes the actual temporal vari-
ation, we could also represent the electric field as complex number E(t) =
E0 exp(jωt) = E0[cos(ωt) + j sin(ωt)]. The particular power of this complex
12
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Figure 2.1: Harmonic variation of electric field E and current J with time t. Left:
Representation on the complex plane. Right: Variation of real parts with time. In po-
larizable materials, the current runs ahead the electric field, the phase shift ϕ accounts
for the time lag ∆t = ϕ/ω.
notation becomes clear, if we want to relate the temporal variations of electric
field and current density via Ohm’s law (2.4). A simple multiplication of E(t)
with the complex conductivity σ∗ = |σ∗| exp(jϕ) yields
J(t) = σ∗E(t)
= |σ∗|E0 exp[j(ωt+ ϕ)]
= |σ∗|E0[cos(ωt+ ϕ) + j sin(ωt+ ϕ)].
(2.14)
Using the convention from above, i.e. only the real parts describe the actual tem-
poral variation, and if |σ∗|E0 = J0 this is exactly the desired result. The same
operation carried out using real number involves the addition of trigonometric
functions with differing phases, which is algebraically much more laborious.
The complex conductivity (like any other complex quantity) can either be ex-
pressed in terms of its real part σ′ and its imaginary part σ′′, which gives
σ∗ = σ′ + jσ′′, or in the polar representation σ∗ = |σ∗| exp(jϕ), where |σ∗| =√
(σ′2) + (σ′′)2 is the magnitude and ϕ = arctan(σ′′/σ′) the phase. The relation
σ∗ = |σ∗|(cosϕ+ j cosϕ) closes the circuit.
In the context of the mathematical treatment of induced polarization phenom-
ena, the complex notation is widely used to describe electrical conductivities
(complex conductivity) or its inverse the electrical resistivity (complex resistiv-
ity). It is worth mentioning that this formalism, with the same advantages,
works for the description of the time-harmonic variation of any physical quan-
tity (e.g. ion concentration, electric potential, surface charge density, etc.) of
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Figure 2.2: Standard geometry for the mathematical treatment of spherical particles:
The spherical particle of radius a is centered at the origin of the spherical coordinate
system r = (r, θ, φ)T . The bulk electrical properties of the sphere (solid phase) are
characterized by σi and εi, those of the medium (electrolyte) by σa and εa. If the
external electric field Eext is applied parallel to the polar axis (θ = 0), the problem
becomes independent of the azimuth φ, i.e. all ∂/∂φ = 0.
interest. Particularly, chapters 4 and 5 will make extensive use of the com-
plex notation to describe eventual phase shifts between an external electric field
E0 exp(jωt) and the time-harmonic variation of ion concentrations and electric
potential. Here, non-vanishing imaginary parts of the respective quantities will
always mean that this quantity is not completely ”in-phase” with the external
excitation.
2.2 Heterogeneous media: The grain-based approach
The solid phase of sediments and sedimentary rocks consists of fragments of
minerals and pre-existing rocks. If the individual grains are loosely packed and
the open fluid-filled pore spaces between them are relatively large, it appears
appropriate to describe these geologic materials as a (concentrated) suspension
of solid particles in an electrolyte solution. One approach to study the electrical
properties of such a composite medium mathematically is to first derive the
microscopic response around one single particle and then use the long-range
response of this particle to obtain the macroscopic response of a medium, which
consists of a larger number of such particles.
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2.2.1 Effective conductivity of a single grain
As it has the most convenient geometrical shape to be treated mathematically,
we start with a single spherical particle of radius a centered at the origin of
a spherical coordinate system with position vector r = (r, θ, φ)T (see Figure
2.2). The bulk electrical properties of the surrounding medium (the electrolyte)
are described by the complex conductivity σ∗a = σa + jωε0εa and those of the
inclusion (the particle) by the generalized complex conductivity σ∗i = σi+jωε0εi.
As this setup is completely symmetric so far, we are free to choose a suit-
able external excitation. The electric field described by the electric potential
Uext(r) = −E0r cos θ is parallel to the polar axis, i.e. the axis along θ = 0, and
has the advantage that the solution becomes independent of the azimuth φ.
Further more, we assume that both phases are homogeneous, such that electrical
conductivity and relative permittivity are constant throughout the two regions
r < a and r > a, respectively, and the application of the external field will
not produce any space charge within either region. Consequently, the spatial
variation of the electric potentials Ua(r, θ) in the medium and Ui(r, θ) in the
spherical inclusion must satisfy Laplace’s equations
∇2Ua(r, θ) = 0 for r > a and (2.15)
∇2Ui(r, θ) = 0 for r < a. (2.16)
For a complete description of the problem it remains to determine the boundary
conditions on the electric potentials Ua and Ui. At a distance far from the
inclusion and beyond the range of any perturbation of the electric potential
due to induced polarization dipoles, the Ua electric potential must approach the
potential Uext describing the external excitation, i.e.
lim
r→∞
Ua(r, θ) = −E0r cos θ. (2.17)
At the same time, the potential within the sphere Ui must remain finite, par-
ticularly for r → 0. At the geometrical boundary between the two phases, the
electric potential must be continuous, i.e.
lim
r→a
Ua(r > a, θ) = lim
r→a
Ui(r < a, θ). (2.18)
The continuity of the displacement current at this boundary relates the differ-
ence between the radial components inside and outside of the boundary to the
surface charge density Σ(θ) distributed along this boundary:
− ε0εa ∂Ua(r, θ)
∂r
⏐⏐⏐⏐
r=a
+ ε0εi
∂Ui(r, θ)
∂r
⏐⏐⏐⏐
r=a
= Σ(θ). (2.19)
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At the same time, the continuity of the conduction current requires the difference
between the two radial components to be equal to the temporal variation of Σ(θ):
− σa ∂Ua(r, θ)
∂r
⏐⏐⏐⏐
r=a
+ σi
∂Ui(r, θ)
∂r
⏐⏐⏐⏐
r=a
= −jωΣ(θ). (2.20)
Depending on the frequency of the exciting field ω, the surface charge density
Σ(θ) accumulates to balance the different conduction current densities in the
two adjacent media. Boundary condition (2.19) can be obtained by application
of Gauss’s theorem to Gauss’s law (2.2) and boundary condition (2.20) by ap-
plication of Gauss’s theorem on the continuity equation for the electric charge
∇Jc = −∂ρ/∂t.
Making use of the definition of the generalized complex conductivity (2.9), con-
ditions (2.19) and (2.20) can be combined, which gives the following boundary
condition on the total current:
− σ∗a ∂Ua(r, θ)
∂r
⏐⏐⏐⏐
r=a
+ σ∗i
∂Ui(r, θ)
∂r
⏐⏐⏐⏐
r=a
= 0. (2.21)
The solution of the boundary-value problem set up by equations (2.15) through
(2.18) and (2.21) can be carried out applying standard methods: Due to the
azimuthal symmetry of the setup, the solutions Ua(r, θ) and Ui(r, θ) can be
expressed in terms of Legendre polynomials and the boundary conditions are
used to find the unknown coefficients. The electric potential within the sphere,
i.e. for r ≤ a, is found to be
Ui(r, θ) =
−3σ∗a
2σ∗a + σ∗i
E0r cos θ (2.22)
and the electric potential outside the sphere, i.e. for r ≥ a, is given by
Ua(r, θ) = −E0r cos θ + σ
∗
i − σ∗a
2σ∗a + σ∗i
a3E0
r2
cos θ. (2.23)
From equation (2.22) we observe that the electric potential inside the sphere
describes a uniform electric field oriented parallel to the exciting field. Equa-
tion (2.22) describes the electric potential outside the spherical particle as a
superposition of the potential Uext (first term on the right-hand side) and the
potential fa3E0 cos θ/r
2 describing the long-range dipole potential related to
the field-induced surface charge Σ(θ, ω). The reflection coefficient f defined as
f =
σ∗i − σ∗a
2σ∗a + σ∗i
, (2.24)
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Figure 2.3: Electric potential (colour map and white equipotential lines) and elec-
tric field (black stream lines) around a highly conductive particle (left panel) and an
isolating particle (right panel) embedded in a conductive medium for ω → 0.
fully describes this long-range perturbation and will subsequently turn out to
be an effective means for the description of the macroscopic electric response of
the composite system.
Figure 2.3 shows the low-frequency limits (i.e. ω → 0) of electric potential and
electric field around a highly conductive particle, i.e. σi → ∞ and f → 1, and
an isolating particle, i.e. σi → 0 and f → −1/2, embedded in a conductive
medium. The electric field at the left and the right margins of the displayed
section increases for f → 1 resulting in an increase of the effective current flow
trough the volume around the sphere. For f → −1/2, the intensity of the electric
field, and thus the effective current flow decrease. Consequently, the addition
of conductive inclusion can be represented in terms of an increased effective
conductivity of the composite medium, while the addition of isolating inclusions
reduces the effective conductivity.
The concept of surface conductivity
So far, the surface of the spherical inclusion has only been taken into account as a
simple geometric boundary between the two adjacent phases. As we saw above,
this boundary can acquire a field-induced surface charge when an external field
is applied. However, in geological materials, the solid-liquid interface can also
be pre-charged, i.e. even without an external excitation the boundary carries
a surface-charge density. At mineral surfaces in contact with the pore water,
these charges are often due to cation-exchange reactions and arrange in electric
double layers (EDL).
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Different mathematical models exist to describe the behaviour of these addi-
tional charges. One of the simplest models considers an infinitely thin layer
characterized by the surface conductivity K. Under the influence of an exter-
nal electric field, the interface therefore transports additional charge along the
boundary. O’Konski (1960) included this process into the above treatment by
adjusting the boundary condition on the conduction current (2.20) as follows:
− K
a2 sin θ
∂
∂θ
[
sin θ
∂Ua(r, θ)
∂θ
⏐⏐⏐⏐
a
]
− σa ∂Ua(r, θ)
∂r
⏐⏐⏐⏐
a
+ σi
∂Ui(r, θ)
∂r
⏐⏐⏐⏐
r=a
= −jωΣ(θ),
(2.25)
The additional first term describes the tangential transport along the surface
caused the additional surface conductivity K and balances it with the charge
transport from and into the adjacent bulk media as well as the temporal vari-
ation of the surface charge Σ. Note that this boundary condition includes an
interchange of charges between the boundary layer and the adjacent media.
The solution to the resulting problem can be summarized in terms of the slightly
modified reflection coefficient (O’Konski, 1960)
fK =
σ∗i + 2K/a− σ∗a
2σ∗a + σ∗i + 2K/a
, (2.26)
which describes both the field-induced polarization of the interface due to the
different (generalized) bulk conductivities of the two media and the response of
the conductive surface layer. As this result shows, the effect of the surface layer
can be interpreted as increment of the conductivity of the sphere by 2K/a, i.e.
the coated spherical particle behaves like a particle of (homogeneous) conduc-
tivity σ∗i + 2K/a.
In general, the concept of surface conductivity can often be encountered in the
description of conduction and polarization phenomena due to charges located
in thin double layers around non-conducting particles. In this manner, even-
tual polarization effects in the interfacial layers themselves can easily be taken
into account by defining complex frequency-dependent surface conductivities,
i.e. K → K∗(ω). Especially the treatment presented in chapter 6 will make
extensive use of this concept, while chapters 4 and 5 will evidence its limited
applicability for the mathematical description of polarization phenomena around
highly conducting particles.
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2.2.2 Up-scaling based on effective medium theory
As we have seen in the previous previous discussion, even in the case of a sim-
ple spherical inclusion, the electric field and thus electrical conduction is highly
inhomogeneous at the microscopic scale. Quite apart from that, the exact math-
ematical treatment of a concentrated suspension of many spherical particles is
impossible. Luckily, for the understanding of measured geophysical signatures,
we are interested in the macroscopic response of composite media, i.e. we only
need a prediction of the effective total conductivity, which relates the volume
average of the electric field to the volume average of the electric current density:
⟨J⟩ = σeff⟨E⟩ (2.27)
Of course, we want σeff to account not only for the contribution of conduc-
tion currents but also the effect of dielectric polarization and other possible
polarization mechanisms. Therefore, σeff will generally be a complex frequency-
dependent quantity.
Such a homogenization of the properties of microscopically heterogeneous com-
posite media is the principle objective of any effective medium theory. For
dilute suspensions of spherical particles with complex conductivity σ∗i sparsely
distributed in a host medium with complex conductivity σ∗a, Wagner (1914) ob-
tained the following expression for the effective complex electrical conductivity
of the mixture:
σeff − σ∗a
σeff + 2σ∗a
= ν
σ∗i − σ∗a
σ∗i + 2σ∗a
, (2.28)
where ν is the volume fraction of the spherical inclusions. Comparison of the
right-hand side of this equation with the definition of f in equation (2.24) leads to
the following alternative formulation of the effective conductivity of the mixture:
σeff = σ
∗
a
1 + νf
1− νf . (2.29)
To be able to calculate the effective electrical response of a composite material,
besides the conductivity of the pore fluid we either need the reflection coefficient
f of one inclusion or the effective conductivity of one particle (including possible
contributions of a surface conductivity) to calculate f . As soon as we know
the long-range potential around one polarized particle described by f , equation
(2.29) allows to estimate the effective conductivity of an dispersion of a number
of such particles.
If we now use σi+jωε0εi to calculate f , equation (2.28) describes the response of
the composite medium caused by the pure interfacial charge polarization known
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Figure 2.4: Maxwell-Wagner polarization response of a dilute suspension of insulating
spherical particles in a conductive medium. Real and imaginary part of the effective
conductivity σeff computed from equations (2.24) and (2.29) using the parameters
specified in the figure. The characteristic angular frequency ωc indicates the spectral
position of the peak of the imaginary part. Note that σeff is normalized with the
complex conductivity σ∗a of the fluid, otherwise the imaginary part would diverge at
high frequencies.
as Maxwell-Wagner polarization (see Figure 2.4). If we use fK [equation (2.26)]
instead, we obtain the effective conductivity of the mixture containing spheres
with conductive coatings described by O’Konski (1960).
The main limitation of the up-scaling approach, which results in equations (2.28)
and (2.29), is the lack of a suitable incorporation of interactions between neigh-
bouring particles. At higher volume fractions of the inclusions, the omission of
such inter-particle effects makes the predictions of this model increasingly inac-
curate. For denser ensembles the less handy Hanai-Bruggeman effective medium
theory (Bruggeman, 1935; Hanai, 1960) is more adequate.
2.3 Heterogeneous media: The pore-based approach
In the previous section the composite geologic material was described as a rel-
atively loose arrangement of individual grains. With increasing degree of com-
paction and the development of new pore-filling minerals, however, this picture
must become increasingly inaccurate. In tight and highly cemented materials
characterized by reduced pore spaces and hardly recognizable boundaries be-
tween adjacent grains, the particular geometrical configuration of the remaining
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Figure 2.5: a) Standard pore-constriction geometry, b) longitudinal section through
this model and, c) reduction to one spatial dimension based on the averaging approach
described in the main text.
fluid-filled pore space can be expected to become more important. This section
introduces a second approach, which honors this different situation and rather
relates the macroscopic electric response of such materials to the morphology of
the pore space.
2.3.1 Effective conductivity of a single pore constriction
One geometrical configuration, which is often examined in studies dealing with
the membrane-polarization response is the pore-constriction geometry displayed
in Figure 2.5. Although it is not the objective of this section to deal with the
membrane polarization mechanism, the use of this particular pore-constriction
geometry in pore-scale IP modelling illustrates the general relevance of the fol-
lowing treatment.
The configuration consists of two cylindrical half-pores of radius R1 and length
L1/2, which are interconnected by a third cylindrical pore of radius R2 and
length L2. Analogously to the treatment in the previous section, the bulk elec-
trical properties of the volume enclosed by these pores (the electrolyte) are
described by the complex conductivity σ∗a = σa + jωε0εa. The entire pore se-
quence is embedded in a larger cylinder of radius R0 and length L = L1+L2. The
volume between pores and outer cylinder represents the solid matrix with the
complex conductivity σ∗i = σi+jωε0εi. For convenience, we choose a cylindrical
coordinate system with position vector r = (r, φ, z)T , such that the symmetry
axes of the three pores and outer cylinder coincide with the z-axis. Note that
if we arranged various of these large cylinders in series along the z-axis, the
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half-pores at the left and right boundaries would combine to one wide pore of
length L1.
The entire system is excited by the external electric field described by the electric
potential Uext(r) = −E0z. As this field is oriented parallel to the common
symmetry axis of the cylindrical pores, the problem becomes independent of the
azimuth φ. As before, both phases are assumed to be homogeneous such that the
electric field will not produce any space charge within either phase. Therefore,
the spatial variation of the electric potentials Ua(r, z) in the pore and Ui(r, z)
in the matrix must satisfy Laplace’s equations
∇2Ua(r, z) = 0 in the pores and (2.30)
∇2Ui(r, z) = 0 in the matrix. (2.31)
The problem description is completed by the definition of the following set of
boundary conditions: At the boundaries of the outer cylinder, i.e. at the left
boundary at z = −L/2, the right boundary at z = +L/2, and the radial bound-
ary at r = R0, we require the electric potentials to be equal to Uext:
Ua(r, z) = −E0r for z = ±(L/2) and (2.32)
Ui(r, z) = −E0r for z = ±(L/2) and r = R0. (2.33)
Along the geometrical boundaries between liquid and solid phase, the electric
potential must be continuous. Therefore, we demand
lim
r→Rk
Ua(r < Rk, z) = lim
r→Rk
Ui(r > Rk, z). (2.34)
on the radial boundaries of the k-th pore and
lim
z→±L2/2
Ua(r ≥ R2, |z| > L2/2) = lim
z→±L2/2
Ui(r ≥ R2, |z| < L2/2) (2.35)
on the axial boundaries, where the wide pores and the narrow pore are joint
together. On the same interphase boundaries, we also have to specify conditions
on the total current. Adapting the corresponding boundary condition (2.21)
formulated for the spherical geometry yields
− σ∗i∇nUi(r, z) + σ∗a∇nUa(r, z) = 0, (2.36)
where ∇n denotes the normal derivative on the respective boundary.
While we saw that an analytical solution of the spherical counterpart of this
boundary value problem exists, the exact analytical solution of the problem in
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this – still rather simple – cylindrical geometry is impossible. Complications
primarily arise from the description of the curved electric field in the transition
regions between wide pores and pore-constriction (at z = ±L2/2). However,
geometry and electrical properties within the regions of equal pore radius, i.e.
−L/2 ≤ z ≤ L2/2, −L2/2 ≤ z ≤ L2/2, and L2/2 ≤ z ≤ L/2, only vary in radial
direction and, consequently, the electric field will exhibit the same purely radial
variation to a first approximation.
From this approximation derives the idea to compute the volume averages (ac-
tually radial averages) of the one-dimensional total current densities for each
of the three regions separately. In a second step, these current densities are
then combined in series and matched with a suitable set of boundary conditions
to obtain the total current through the system. This approach is based on a
variation of the approach used by Bu¨cker and Ho¨rdt (2013a) to approximate the
membrane-polarization response of a similar pore-constriction geometry.
The average total current density through the k-th pore and the matrix adjacent
to it can be approximated by the scalar total current density
⟨J⟩k = 1
V
∫
V
σ∗(r)EkdV, (2.37)
where V = πR20Lk is the total volume considered by this average. Based on the
solution of the Laplace equation in one spatial dimension and the continuity of
the electrical potential at the boundary between the two phases, we can convince
ourselves that the electric field Ek must be approximately constant along the
z-axis and equal in both phases. Using the radial conductivity variation defined
by σ∗(r < Rk) = σ∗a and σ
∗(r ≥ Rk) = σ∗i , the integral can easily be evaluated
yielding
⟨J⟩k =
(
R2k
R20
σ∗a +
R20 −R2k
R20
σ∗i
)
Ek. (2.38)
The term between parentheses can be interpreted as the axial conductivity
σ∗k =
R2k
R20
σ∗a +
R20 −R2k
R20
σ∗i (2.39)
describing the average conduction and dielectric polarization of the cylindrical
pore and the surrounding annular matrix volume.
If evaluated in the appropriate limiting cases, the averaging approach used here
and the one proposed by Bu¨cker and Ho¨rdt (2013a) are equivalent: Under the
conditions that (i) the generalized complex conductivity only accounts for the
real-valued electrolytic conductivity of the pore water, i.e. σ∗a → σa, (ii) the
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matrix is isolating and non-polarizable, i.e. σ∗i → 0, and (iii) the radius of the
outer cylinder is equal to the radius of the wide pore, i.e. R0 → R1, the equation
(2.39) collapses to σ∗k → σaR2k/R21. This is exactly the same expression, which
results from the model by Bu¨cker and Ho¨rdt (2013a), if it is evaluated in the
limiting case of a vanishing surface potential, i.e. ζ → 0, and thus equal cation
and anions concentrations in the electrolyte. In particular, both conductivities
σ∗1 and σ
∗
2 are normalized by the cross-sectional area of the wide pore, the
motivation for which might not be clear at first sight.
Either of these averaging approaches represents the pore sequence as an equiva-
lent layered medium with the two complex conductivities σ1 and σ2 as depicted
in Figure 2.5, which makes the solution of the problem straight forward: The
Integration of the Laplace equation in one spatial dimension results in linearly
varying potentials (i.e. constant electric fields) within each of the layers of ho-
mogeneous conductivity. The magnitudes of the electric fields Ek are connected
by the continuity condition on the mean total currents at the inner boundaries
at z = ±− L2/2:
σ∗1E1 = σ
∗
2E2, (2.40)
Furthermore, the boundary condition on the potential at the left and right
boundary at z = ±− L/2 yields
E1L1 + E2L2 = E0L. (2.41)
Equations (2.40) and (2.41) are solved by the electric fields
E1 =
LE0
L1 + σ∗1/σ
∗
2L2
and E2 =
LE0
σ∗2/σ
∗
1L1 + L2
(2.42)
and the evaluation of the (constant) average total current in either of the pores
yields the total current density
⟨J⟩ = σ
∗
1σ
∗
2L
L1σ∗2 + L2σ
∗
1
E0 (2.43)
for all −L/2 ≤ z ≤ L/2. Consequently, the effective conductivity of the com-
plete volume embraced by the large cylinder of radius R0 and length L can be
approximated by
σeff =
σ∗1σ
∗
2L
L1σ∗2 + L2σ
∗
1
(2.44)
From the above derivation it is obvious that the conductivity of this represen-
tative volume is highly isotropic and σeff only describes the response for an
excitation along the z-axis.
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Figure 2.6: Maxwell-Wagner polarization response of the pore-constriction geometry.
Real and imaginary part of the effective conductivity σeff computed from equations
(2.39) and (2.44) using the parameters specified in the figure. The characteristic angular
frequency ωc indicates the spectral position of the peak of the imaginary part. As in
Figure 2.4, the normalization of σeff with the complex conductivity σ
∗
a of the fluid
prevents the the imaginary part from diverging at high frequencies.
Figure 2.6 shows the Maxwell-Wagner polarization of the pore-constriction ge-
ometry described by the effective conductivity defined by equations (2.39) and
(2.44). It is worth mentioning that the response is not sensible to variations of
the two pore radii Rk. It does vary with L1 and L2 as long as the ratio L1/L2
varies.
It is noted that equation (2.44) is equivalent to the expression obtained by
Maxwell for the complex conductivity of stratified heterogeneous systems (e.g.
Hanai, 1962, his equation 7). If we define the volume fraction of zones with
effective conductivity σ∗2 as ν = L2/L, we can rearrange equation (2.44) to
obtain exactly the same expression as Maxwell:
σeff = σ
∗
1
σ∗2
σ∗2 + ν(σ
∗
1 − σ∗2)
. (2.45)
This formulation is a generalization of equation (2.44) as it removes the lim-
itation to sequences with the two fixed layer thicknesses L1 and L2. Rather,
it describes the Maxwell-Wagner polarization response of any regularly or ir-
regularly layered media with the volume fractions ν of layers of conductivity
σ∗2 .
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2.3.2 Up-scaling based on pore networks
The encountered concordance of the effective conductivity of the pore-constriction
geometry with the one-dimensional Maxwell model (2.44) is a nice parallel to the
effective conductivity of a suspension of spherical particles described by Wag-
ner’s equations (2.28) and (2.29). However, the effective conductivity of the
Maxwell model also only describes the conductivity in one spatial direction (i.e
along the cylinder axis) and is no appropriate model for the electrical properties
of a representative porous medium. Particularly, the pores of real sedimentary
materials and rocks are interconnected in three spatial dimensions, which is not
included in the present model.
In order to match this complexity of real pore networks, Stebner and Ho¨rdt
(2017) proposed to connect different realizations of the elementary pore-constric-
tion cells to two- and three-dimensional networks. They simulate impedance
networks consisting of impedances obtained from the membrane-polarization
model developed by Bu¨cker and Ho¨rdt (2013a) (and extended by Ho¨rdt et al.,
2016) as elementary cells. As the resulting systems of equations are solved
numerically, this approach allows the incorporation of elementary cells repre-
senting pores of different size to model pore-size distributions observed on real
rock samples. In a similar manner, Maineult et al. (2017) combine elementary
Cole-Cole model responses to random tube networks. Despite of their promising
results, both studies show that the network-based upscaling approach is associ-
ated with a considerable additional effort compared to the relative simplicity of
the upscaling of the elementary response of spherical particles.
2.4 Conclusion
In this chapter we got acquainted with the basic concepts and geometries gen-
erally used to model the electric response of heterogeneous media at the pore
scale. In passing we discussed the physical foundation of the Maxwell-Wagner
polarization and obtained mathematical models for this mechanism in two ge-
ometries: the grain-based model and the pore-constriction model. The latter
has not been described before and is an important collateral product of this
chapter. Although Maxwell-Wagner polarization is contained in most (grain-
based) models, in IP literature it is rarely being addressed in such detail. This
is primarily due to the fact that its influence is limited to the high-frequency
limit of the typical IP frequency range from 1 mHz to 1 kHz. In summary,
the treatment of this omnipresent polarization mechanism is an important com-
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plement to the detailed discussion of the other polarization mechanisms in the
remaining chapters.
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CHAPTER 3
An analytical membrane-polarization model to predict the
complex conductivity signature of immiscible liquid
hydrocarbon contaminants
3.1 Introduction
Due to their low solubility in water, liquid hydrocarbon contaminants – also
referred to as non-aqueous phase liquids (NAPLs) – released into the subsur-
face environment often persist as residual or free phase (e.g. Soga et al., 2004).
Commonly, the detection of these separate hydrocarbon phases is an important
objective of site characterization because they constitute a main source for con-
tinuing contamination of ground water (e.g. Atekwana and Atekwana, 2010).
The characterization of these source zones usually relies on direct soil and/or
groundwater sampling, which results in a limited spatial resolution of the site
investigation due to the relatively high cost of drilling-based methods (e.g. Flo-
res Orozco et al., 2012). Furthermore, screened wells generally used to monitor
the progress of remediation measures are known to be unable to detect trapped
(and thus immobile) residual hydrocarbon. Even though, mobile free-phase
thicknesses measured in monitoring wells (i.e. the thickness of the immiscible
liquid hydrocarbon layer floating on top of the ground water) typically exceed
the real free-phase thicknesses in the formation, an effect that can be explained
be the effect of capillary forces (Newell et al., 1995, and references therein).
If combined with conventional site characterization and monitoring techniques,
geophysical exploration methods potentially help to overcome some of the above
mentioned limitations (Atekwana and Atekwana, 2010) as they provide spatially
quasi-continuous and highly resolved information on subsurface properties. In
This chapter is based on: Bu¨cker, M., Flores Orozco, A., Ho¨rdt, A., and Kemna, A.
(2017). An analytical membrane-polarization model to predict the complex conductivity
signature of immiscible liquid hydrocarbon contaminants. Near Surface Geophysics,
15(6):547–562.
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particular, direct current (DC) and induced polarization (IP) imaging techniques
have received much attention because of the distinct electrical properties of
liquid hydrocarbon contaminants. Due to the high electrical resistivity of most
liquid hydrocarbons, fresh spills usually stand out as resistive anomalies (e.g.
Bo¨rner et al., 1993; Chambers et al., 2004; Cassiani et al., 2009; Johansson
et al., 2015). However, over time, the presence of hydrocarbon often enhances
microbial activity and organic acids are released into the groundwater, which
promote mineral weathering and dissolution of ions (e.g. Sauck, 2000; Cassidy
et al., 2001). As a consequence, aged hydrocarbon spills are often associated
with high electrical conductivities (e.g. Atekwana et al., 2000; Flores Orozco
et al., 2012; Cassiani et al., 2014; Caterina et al., 2017). Although an indication
of contaminated subsurface volumes based on DC-resistivity anomalies alone
might be sufficient in some cases, several studies report circumstances under
which no significant resistivity anomaly could be detected (e.g. Bo¨rner et al.,
1993; Ustra et al., 2012; Kemna et al., 2004).
In order to explore the potential of the IP method – also known as complex
resistivity or complex conductivity – for the detection of hydrocarbon contam-
inants, laboratory and field experiments have been undertaken with promising
but seemingly contradictory results. While many studies report an increase of
the measured IP phases or chargeabilities with hydrocarbon saturation (e.g. Ol-
hoeft, 1985, 1992; Vanhala et al., 1992; Kemna et al., 1999, 2004; Abdel Aal
et al., 2006; Sogade et al., 2006; Cassiani et al., 2009; Schmutz et al., 2010;
Revil et al., 2011; Abdel Aal and Atekwana, 2013; Deceuster and Kaufmann,
2012; Flores Orozco et al., 2015), some results display the reverse effect (e.g.
Vanhala et al., 1992; Weller and Bo¨rner, 1996; Weller et al., 1997; Vanhala,
1997; Chambers et al., 2004; Martinho et al., 2006; Cassiani et al., 2009; Revil
et al., 2011), or even an increase of the polarization magnitude until a critical
saturation is reached followed by a decrease towards higher hydrocarbon con-
centrations (e.g. Titov et al., 2004; Martinho et al., 2006; Flores Orozco et al.,
2012; Johansson et al., 2015). As only a limited number of studies under certain
conditions report weak or insignificant variations of the polarization response re-
sulting from changes in hydrocarbon concentration (Olhoeft, 1985; Ustra et al.,
2012), the potential of the IP method for the characterization of hydrocarbon-
contaminated sites seems evident, but urges a more detailed knowledge of the
underlying polarization effect mechanisms.
In order to connect experimental observations to the pore-scale configuration of
immiscible liquid hydrocarbon, several conceptual models have been developed
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by various authors (e.g. Titov et al., 2004; Martinho et al., 2006; Schmutz et al.,
2010; Revil et al., 2011; Flores Orozco et al., 2012; Abdel Aal and Atekwana,
2013; Johansson et al., 2015). Most of these distinguish between two possible
scenarios: (1) the solid phase is covered by a water film and the hydrocarbon
forms discrete or interconnected droplets, a condition commonly referred to
as “water-wet”, while (2) under “hydrocarbon-wet” conditions the two liquids
interchange their roles and a hydrocarbon film separates the aqueous phase from
the solid phase. All authors then attribute the resulting polarization responses to
mainly three mechanisms; (a) polarization of the electrical double layer (EDL)
at the solid-water interface, (b) polarization of the EDL at the water-liquid
hydrocarbon interface, and/or (c) membrane polarization due to geometrical
constrictions in the electrolyte-filled pore space.
In order to verify the conceptual models and quantify individual contributions
of the polarization mechanisms to the overall response, mechanistic models are
needed. The polarization of the EDL at the solid-water interface has been
studied intensively (O’Konski, 1960; Schwarz, 1962; Schurr, 1964) and a robust
mechanistic model that links the IP effect in granular media to the polarization
of the Stern-layer is available (Leroy et al., 2008; Leroy and Revil, 2009). Re-
cently, this model has been extended to include the effect of non-wetting oil as
an electrically insulating but non-polarizable phase (Schmutz et al., 2010). The
extended model predicts a monotonous increase of the conductivity phase with
oil saturation and has been tested successfully against experimental data. It
also contains the only empirical model that had been developed earlier (Vinegar
and Waxman, 1984) as a limiting case. However, the model by Schmutz et al.
(2010) does not answer all open questions, because it cannot explain measured
IP responses that decrease with hydrocarbon saturation or show a maximum
behaviour at intermediate concentrations.
Although there are good reasons to assume that the EDL at the hydrocarbon-
water interface also contributes to the overall polarization (e.g. Abdel Aal and
Atekwana, 2013; Johansson et al., 2015), the model by Schmutz et al. (2010)
does not consider the polarization response around liquid hydrocarbon droplets
or hydrocarbon-covered mineral grains.
Membrane polarization – the third possible source mechanism – explains the
measured IP response with the presence of ion-selective zones along the current
pathway, which leads to the build-up of (salt) concentration gradients under
the effect of an external electric field (Marshall and Madden, 1959). Generally,
geometrical pore constrictions (pore throats, narrow passages) or clay minerals
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are assumed to cause the ion-selective behaviour because of the unequal cation
and anion concentrations in the EDL (e.g. Buchheim and Irmer, 1979; Vinegar
and Waxman, 1984). Titov et al. (2004) undertake the only published attempt
to adapt a mechanistic membrane-polarization model, i.e. the model by (Titov
et al., 2002), to explain the IP response of hydrocarbon-contaminated sedi-
ments. In their laboratory experiments they observed a chargeability increase
up to a critical hydrocarbon saturation followed by a decrease at higher satura-
tions. Although their discussion suggests that this maximum behaviour of the
chargeability is in agreement with the developed model, no rigorous quantitative
treatment is provided.
Because of the evident lack of a more detailed understanding of membrane-pola-
rization processes in hydrocarbon-contaminated sediments and rocks, the main
objective of the present study is to place an analytical model to the disposal of
the community. To this end, we first adapt the existing conceptual models and
extract those parameters relevant to membrane polarization. Then we adapt a
recently presented membrane polarization model, which allows to consider the
effect of the EDL at the pore wall and varying pore radii (Bu¨cker and Ho¨rdt,
2013a) to simulate the effect of both wetting and non-wetting liquid hydrocar-
bon in the pore space on the membrane-polarization mechanism. The discussion
focusses on the possible implications for the interpretation of measured IP re-
sponses.
3.2 Theory
3.2.1 Conceptual model
Hydrocarbon contaminants in granular subsurface materials partition into four
phases – vapor, aqueous (dissolved in water), separate (residual or free phase),
and sorbed to solid particles (e.g. Newell et al., 1995). The physio-chemical
properties of all involved materials (i.e. hydrocarbon, water, solid) and the
contamination history determine the degree to which the contaminant parti-
tions into each of the four phases. Separate liquid hydrocarbon trapped in the
pore space often acts as a source for continuing contamination of ground water
(e.g. Atekwana and Atekwana, 2010), which makes the delineation of the source
zone one of the main objectives of site characterization and management. The
present study therefore focusses on the effect of immiscible liquid hydrocarbon
contaminants on the expected IP response. For the sake of simplicity, we will
furthermore limit our treatment to the saturated zone, i.e. the pore space is
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Figure 3.1: a) Conceptual model of the geometrical distribution of immiscible hydro-
carbon (HC) droplets under water-wet conditions. Corresponding simplified capillary
models for the cases of b) interconnected and c) separate hydrocarbon droplets.
completely occupied by pore water and liquid (free-phase) hydrocarbon at dif-
ferent ratios and no gaseous phase is considered. Following the approach of
earlier studies, we will treat the cases of liquid hydrocarbon as non-wetting and
wetting phase separately (Martinho et al., 2006; Schmutz et al., 2010; Revil
et al., 2011; Abdel Aal and Atekwana, 2013; Johansson et al., 2015).
In most natural granular materials, water is the wetting fluid (e.g. Kanicky
et al., 2001) and the liquid hydrocarbon is trapped in the open pore space form-
ing discrete droplets or ganglia (Figure 3.1a). The geometrical configuration
of the non-wetting liquid hydrocarbon depends on pore geometry and capillary
pressure (e.g. Sahloul et al., 2002). In this study, we assume that the solid
surface is covered by a continuous water film, which separates the hydrocarbon
droplet from the solid phase. Low pore-throat diameter ratios (in the literature
often referred to as aspect ratio) and/or high hydrocarbon saturations favour
the formation of bridges between hydrocarbon droplets in adjacent pore spaces
(Chatzis et al., 1983), as depicted in Figure 3.1b. Incoming water leads to the
rupture of the bridge, if the hydrocarbon saturation decreases below a critical
value, referred to as ”snap-off” (e.g. Sahloul et al., 2002). Besides low hydrocar-
bon saturations, also high pore-throat diameter ratios promote the formation
of discrete hydrocarbon droplets (see Figure 3.1c). The corresponding capillary
models (Figures 3.1b and 3.1c) to be considered in this study represent these
two limiting cases.
Surface-active components in the pore water can change the interfacial tensions
and consequently the wettability of non-aqueous phase liquids (e.g. Zhao and
Ioannidis, 2007). In particular, organic acids and bio-surfactants released as
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Figure 3.2: a) Conceptual model of the geometrical distribution of immiscible hydro-
carbon (HC) droplets under hydrocarbon-wet conditions. Translation into the simpli-
fied capillary model for the cases of b) interconnected and c) separate water droplets.
metabolic by-products during biodegradation (e.g. Cassidy et al., 2001) pre-
sumably promote the change to the less usual hydrocarbon-wet situation. In
such case liquid hydrocarbon and water reverse roles as compared to the water-
wet situation (Figure 3.2a). Again, predominantly controlled by pore-throat
diameter ratio and hydrocarbon saturation, water either forms interconnected
droplets (Figure 3.2b) or is trapped as discrete droplets in the larger pore spaces
(Figure 3.2c). In both limiting cases a continuous hydrocarbon film is assumed
to coat the solid surface.
Besides the geometrical configuration of water and contaminant phases in the
pore space, electrical and electrochemical properties of the two phases and the
liquid-liquid interface need to be considered. The large resistivity contrast be-
tween the aqueous phase and most liquid hydrocarbons justifies the assumption
of electrically insulating hydrocarbon droplets and films (e.g. Schmutz et al.,
2010).
As proposed by Abdel Aal and Atekwana (2013) and Johansson et al. (2015),
besides the EDL at the solid-water interface, we include a second EDL at the
interface between liquid hydrocarbon and pore water into our model. We con-
sider this second EDL essential because the magnitude of the ζ-potential at
the hydrocarbon-water interface can be of the same order of magnitude or even
higher (e.g. Buckley et al., 1989; Busscher et al., 1995) than that at the surface
of common sediment minerals (e.g. Leroy et al., 2008). The corresponding sur-
face charge can be explained based on the presence of interfacially active polar
components in the liquid hydrocarbon; at normal pH the dissociation of acidic
interfacial groups is responsible for the build-up of a negative surface charge and
at very low pH the protonation of basic interfacial groups results in a positive
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surface charge (e.g. Farooq et al., 2013). Specific adsorption of hydroxide ions
(OH−) can act as an additional source of interfacial charges – even in absence
of polar components (Marinova et al., 1996). Usually, hydrocarbon mixtures
with a higher fraction of short-chained hydrocarbons will show lower absolute
ζ-potentials than mixtures of longer-chained hydrocarbons (e.g. Stachurski and
MichaLek, 1996). Beside this strong dependence on the composition of the liquid
hydrocarbon, water pH and electrolyte concentration influence the ζ-potential
(e.g. Farooq et al., 2013).
As the ζ-potential at the hydrocarbon-water interface strongly depends on the
presence of interfacially active components, the wetting conditions in contam-
inated media become dependent on the signs and relative magnitudes of the
ζ-potentials at both interfaces (i.e. hydrocarbon-water and solid-water). In
general, an increasing number of polar components, and thus an increasing ζ-
potential at the hydrocarbon-water interface, will favor the transition to hydro-
carbon-wet conditions (e.g. Revil et al., 2011). Because a detailed modelling of
the transition between the two regimes is beyond the scope of this study, we will
not a priori limit the parameter ranges to be studied.
3.2.2 Analytical model
Recently, Bu¨cker and Ho¨rdt (2013a) proposed a model that considers a sequence
of wide and narrow cylindrical pores with pore radii R1 and R2 and pore lengths
L1 and L2. The pores are saturated with an electrolyte solution with a bulk ion
concentration of c0 (in mol/m
3), and the pore wall or matrix is assumed to be
non-conducting. A generally negative surface charge at the pore wall attracts
an excess of cations, which accumulate in the Stern layer and the diffuse layer
of the EDL, and causes a deficit of anions in the diffuse layer. The ζ-potential
is used to approximate the electric potential at the interface between the Stern
layer and the diffuse layer. The Gouy-Chapman theory permits to quantify the
radial variation of electric potential U(r) and ion concentrations cp,n(r) in the
diffuse layer (subscript p denotes cation properties, subscript n anion properties).
For a cylindrical pore of radius Ri, the electric potential can be approximated
by solving the linearized Poisson-Boltzmann equation in cylindrical coordinates
(r = 0 on the axis of the cylinder) with the boundary condition U(Ri) = ζm
(e.g. Hunter, 1981):
Ui(r) = ζm
J0(jκr)
J0(jκRi)
. (3.1)
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Here, j is the imaginary unit with j2 = −1, J0 the Bessel function of the first
kind and order zero, and κ = λ−1D the inverse of the Debye length λD, which is
a measure of the thickness of the diffuse layer. The subscripts i = 1, 2 denote
properties of the wide and narrow pore, respectively. For symmetric monovalent
electrolytes, the Debye length can be expressed as
λD =
√
ε0εrkT
2c0eF
. (3.2)
Here, ε0 is the vacuum permittivity (8.854 · 10−12 C/(Vm)) and εr the rela-
tive permittivity of the pore fluid (≈ 80 for water), k Boltzmann’s constant
(1.3806482 · 10−23 J/K) (cf. Gaiser et al., 2017), T the absolute temperature,
e the elementary charge (1.6022 · 10−19 C) and F Faraday’s constant (96, 485.3
C/mol). The radial variation of the ion concentrations is connected to the elec-
tric potential via (e.g. Butt et al., 2003)
c(p,n)i(r) = c0 exp
[
∓eUi(r)
kT
]
. (3.3)
Note that at large distances from the pore wall (i.e. r ≫ λD), the potential
approaches the reference potential of 0 mV and both ion concentrations become
equal to the bulk ion concentration c0.
Bu¨cker and Ho¨rdt (2013a) argue that electric current through the system of wide
and narrow pores, in a first approximation, will be determined by the mean ion
concentrations. They average the ion concentrations over the pore cross sections
as follows:
b(p,n)i =
2π
c0A1
∫ Ri
0
c(p,n)i(r)rdr. (3.4)
Note that the integrated concentrations b are normalized by the bulk ion concen-
tration c0 and the area of the wide pore A1 = πR
2
1. The latter accounts for the
reduction of the total current through the narrow pore due to the smaller cross
section (see Bu¨cker and Ho¨rdt, 2013a). The dimensionless mean concentrations
are then used to define average transference numbers for both pores,
t(p,n)i =
µp,nb(p,n)i
µpbpi + µnbni
, (3.5)
where µp,n are the ion mobilities. By means of this approximation, the three-
dimensional cylindrical pore system can be collapsed to a sequence of one-dimen-
sional pores, the frequency-dependent impedance of which was studied in detail
by Marshall and Madden (1959). As proposed by Bu¨cker and Ho¨rdt (2013b),
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we express the Marshall-Madden impedance × area Z(ω) in terms of its low-
frequency limit ZDC = limω→0 Z(ω) a dimensionless polarizability η0, and two
time constants τi:
Z(ω) = ZDC
[
1−η0
(
1−
L1
τ1
+ L2
τ2
L1
τ1
√
jωτ1 coth
√
jωτ1 +
L2
τ2
√
jωτ2 coth
√
jωτ2
)]
, (3.6)
ZDC =
kT
ec0F
[
L1
Dp1 +Dn1
+
L2
Dp2 +Dn2
+
8 (tn2tp1 − tn1tp2)2
L1
τ1
+ L2
τ2
]
, (3.7)
η0 =
kT
ec0F
8 (tn2tp1 − tn1tp2)2
L1
τ1
+ L2
τ2
1
ZDC
, (3.8)
τi =
L2i
8Dpitni
, where (3.9)
D(p,n)i =
µp,nb(p,n)ikT
e
(3.10)
are corrected diffusion coefficients. Note that this correction for the diffusion co-
efficients and the modification of the transference numbers are the only changes
of the Marshall-Madden impedance × area introduced by Bu¨cker and Ho¨rdt
(2013a).
To facilitate the direct comparison with measured data, Bairlein et al. (2016)
propose a conversion of the impedance × area to an effective conductivity:
σeff(ω) =
A1
Z(ω)
L2Φ
A1L1 +A2L2
(3.11)
Here, Φ is the porosity of the material, L = L1 + L2 the sum of the two pore
lengths, and Ai = πR
2
i are the cross-sectional areas of the two pores.
Adaptation of the analytical model
The analytical model can readily be adapted to account for the effect of non-
wetting hydrocarbon droplets (water-wet model) as a second phase within the
pore space. As in the model by Bu¨cker and Ho¨rdt (2013a), we describe the
pore space as an alternating sequence of wide and narrow cylindrical pores. The
non-aqueous phase is modelled by placing a solid non-conducting cylinder at the
centre of the cylindrical pore (see Figure 3.3). As discussed above, the resulting
hydrocarbon-water interface can also be charged. Consequently, beside the fixed
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Figure 3.3: Three-dimensional sketch of the capillary model including hydrocarbon
droplets in the wide pores. Note that both surfaces enclosing the water volume, the
pore wall as well as the surface of the hydrocarbon droplet, can carry a surface charge
indicated by the ζ-potentials ζm and ζh, respectively.
potential ζm at the pore wall (r = Ri), we assume a second fixed potential ζh
at the hydrocarbon surface (r = ri).
The radial variation of the electric potential in equation (3.1) was obtained from
the linearized Poisson-Boltzmann equation in cylindrical coordinates:
1
r
∂
∂r
[
r
∂Ui(r)
∂r
]
= κ2Ui(r). (3.12)
This is a zeroth-order modified Bessel equation with the general solution (e.g.
Abramowitz and Stegun, 1965)
Ui(r) = AiJ0(jκr) +BiY0(−jκr), (3.13)
where Y0 is the Bessel function of the second kind. In order to estimate the radial
electric potential profiles within a tubular water film between two cylinders (as
needed for the water-wet model), we impose the boundary conditions Ui(ri) = ζh
and Ui(Ri) = ζm, which yields the two coefficients
Ai =
ζhY0(−jκRi)− ζmY0(−jκri)
Y0(−jκRi)J0(jκri)− Y0(−jκri)J0(jκRi) (3.14)
and
Bi =
ζmJ0(jκri)− ζhJ0(jκRi)
Y0(−jκRi)J0(jκri)− Y0(−jκri)J0(jκRi) . (3.15)
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Figure 3.4: Radial variation of a) the electric potential and b) the excess ion con-
centrations in a tubular water film confined by two cylinders with r ≈ 0.21 µm and
R = 0.25 µm and with surface potentials ζh = −25 mV and ζm = −75 mV, respectively.
The thickness of the water film is equal to four Debye lengths (here λD ≈ 0.01 µm).
Solid lines represent analytical solutions of the linearized Poisson-Boltzmann equation,
black dots the full numerical solution. Note the different scaling of cation and anion
concentrations (factor 15). Remaining parameter values: c0 = 1 mol/m3, εr = 80,
T = 293 K, and µp = µn = 5 · 10−8 m2/(Vs).
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Figure 3.4a illustrates the variation of the electric potential within a thin water
film of approximately four Debye lengths (λD ≈ 0.01 µm for the chosen pa-
rameter values). The corresponding ion concentration profiles (Figure 3.4b) can
be obtained by inserting the electric potential into the Boltzmann distribution,
equation (3.3). Strictly speaking, the linearized Poisson-Boltzmann equation
(3.12) is only valid for small surface potentials eζ/kT ≪ 1 (or |ζ| ≪ 25 mV at
room temperature) (e.g. Butt et al., 2003).
As typical ζ-potentials of silica minerals (e.g. Leroy et al., 2008) and liquid
hydrocarbons (e.g. Buckley et al., 1989; Busscher et al., 1995) are in the range
of −25 to −100 mV, we carry out numerical modelling to test how severe the
violation of the condition of small potentials is. For this purpose, we solve the
full Poisson-Boltzmann equation in cylindrical coordinates,
1
r
∂
∂r
[
r
∂Ui(r)
∂r
]
= κ2
kT
e
sinh
[ e
kT
Ui(r)
]
. (3.16)
using the boundary conditions U(r) = ζh = −25 mV and U(R) = ζm = −75
mV.
Figure 3.4 shows that analytical and numerical results agree fairly well for typical
ζ-potentials and a sufficiently thick water film between hydrocarbon droplet and
solid matrix. As long as the thickness of the water film is larger than four
Debye lengths (Figure 3.4), the small observable deviations can be considered
negligible compared to other limitations of our model. However, within thinner
water films, the two diffuse layers covering the hydrocarbon droplet and the solid
surface overlap significantly and the predictions of the analytical model become
increasingly inaccurate. In the present study, we will therefore clearly indicate
modelling results related to water-film thicknesses below four Debye lengths.
In the next step, we calculate the mean ion concentrations normalized by the
bulk concentration c0 and the cross-sectional area of the wide pore A1 as
b(p,n)i =
2π
c0A1
∫ Ri
ri
c(p,n)i(r)rdr. (3.17)
Figure 3.5 shows the variation of these dimensionless mean ion concentrations
with the droplet radius for different potentials at the droplet surface. For ζh = 0
mV the dimensionless mean cation concentration bp decays monotonously with
the droplet radius. This is an immediate consequence of the displacement of the
electrolyte by the insulating droplet. For ζh < 0 mV, bp initially increases with
increasing droplet radius. Here, the excess cation concentration of the EDL at
the growing droplet surface overcompensates the displacement of the electrolyte
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Figure 3.5: Variation of a) the dimensionless mean cation concentration and b) the
dimensionless mean anion concentration with the droplet radius r given by equation
(3.17). The radius of the pore R = 0.25 µm and the potential at the pore wall ζm = −75
mV are kept constant. The dimensionless mean concentration vs. droplet radius curves
are displayed for different potentials ζh between 0 and −125 mV (step width between
curves 25 mV. The vertical lines indicate the critical droplet radius, at which the water-
film thickness reaches the critical value of four Debye lengths. Remaining parameter
values as in Figure 3.4.
by the insulating droplet. At water-film thicknesses of approximately four Debye
lengths (here at r > 0.21 µm), this increase of bp becomes even steeper, before
bp decays to zero for r → R. As mentioned above, the results obtained for such
small water-film thicknesses must be treated with caution due to the limited
validity of the analytical solution in this case of significantly overlapping diffuse
layers. The dimensionless mean anion concentrations bn decay monotonously
with the droplet radius. The deficit anion concentration in the EDL at the
droplet surface makes the initial bn decay stronger the larger the magnitude of
ζh is.
Like in the original model by Bu¨cker and Ho¨rdt (2013a), we use the dimension-
less mean concentrations to calculate average transference numbers t(p,n)i via
equation (3.5) and correct the ion diffusion coefficients D(p,n)i using equation
(3.10). In this manner, we cast the effective transport properties of the capil-
lary model into the 1D Marshall-Madden impedance given by equations (3.6)
through (3.9). Note that unlike the original model, we do not consider a cor-
rection for the contribution of the Stern layer (i.e. the partition coefficient is
assumed to be zero). The reason is the lack of information on the partitioning
of cations into Stern and diffuse layer at the hydrocarbon-water interface.
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Our approach allows us to study the variation of the frequency-dependent im-
pedance of the pore sequence as a function of the radii of the hydrocarbon
droplets. We will assume that the water films in both pores are of the same
thickness, such that the radii of the two hydrocarbon droplets are coupled via
R1 − r1=R2 − r2. For the sake of simplicity, in our model, the hydrocarbon
bridge across the narrow pore ruptures (snaps off) as soon as the film thickness
is larger than the radius of the narrow pore (i.e. when R2 ≤ R1 − r1). This
simplification ignores that as a result of surface tensions droplets are expected
to snap off at much higher hydrocarbon saturations, which has to be taken into
account in the interpretation of the results.
In order to facilitate the comparison with measured data, we convert the ob-
tained droplet radii to equivalent residual water saturations. To this end, we
express the total pore volume Vp and the total volume of the two droplets Vh as
Vp = πR
2
1L1 + πR
2
2L2 and Vh = πr
2
1L1 + πr
2
2L2. (3.18)
Then the total hydrocarbon saturation and the residual water saturation are
given by
Sh =
Vh
Vp
and Sw = 1− Sh, (3.19)
respectively.
To model the case of the liquid hydrocarbon as wetting phase, we can simply use
the original model by Bu¨cker and Ho¨rdt (2013a), i.e. equations (3.1) through
(3.11). By substituting ζm by ζh in equation (3.1) and Ri by ri in equations (3.1)
and (3.4), we account for the fact that here the pore wall is completely covered
by the hydrocarbon film and the water droplet (of radius ri) is in contact with
the hydrocarbon surface only. Accordingly, the total volume of the hydrocarbon
film becomes
Vh = π(R
2
1 − r21)L1 + π(R22 − r22)L2 (3.20)
in the hydrocarbon-wet model. According to the precautions taken in the case
of subcritical water-film thicknesses (smaller than four Debye lengths), we will
clearly indicate all modelling results obtained for droplet radii smaller than two
Debye lengths, where the diffuse layers covering the opposite boundaries of the
water droplet. All other expressions remain unchanged.
3.3 Results
Unless otherwise stated, the following standard model parameter values are used
to obtain the complex conductivity responses presented in this section. The bulk
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ion concentration in the pore-filling electrolyte is set to c0 = 1 mol/m
3. Cation
and anion mobilities are µp = µn = 5 · 10−8 m2/(Vs), which is approximately
equal to the mobility of the sodium cation (e.g. Atkins and De Paula, 2013). In
the water-wet case, the ζ-potential at the pore wall is assumed to be ζm = −75
mV (with respect to reference potential of 0 mV at large distances from all
interfaces), which is a typical value for silica mineral surfaces (e.g. Leroy et al.,
2008). We use pore lengths of L1 = 50 µm and L2 = 5 µm and a porosity of
Φ = 30%, which are representative values for fine sand or fine-grained sandstone
(e.g. Morris and Johnson, 1967). In order to provide a significant polarization
response of the capillary model (see e.g. Bairlein et al., 2016), we use pore radii
R1 = 2.5 µm and R2 = 0.25 µm. The resulting (aspect) ratios between pore
lengths and pore diameters, i.e. Li/(2Ri), are equal to 10 for both pores. This
value is large compared to typical aspect ratios of 2− 2.5 in sedimentary rocks
(Chatzis et al., 1983; Schmitt et al., 2016) but corresponds to the highest realistic
aspect ratio proposed by Ho¨rdt et al. (2017).
3.3.1 Water-wet model
Figure 3.6 shows the spectral response of the water-wet model for varying resid-
ual water saturations and an absolute electric potential at the pore wall that
is higher than the one at the hydrocarbon surface (i.e. ζh/ζm < 1). In the
left panel (Figure 3.6a) we observe an increase of the conductivity magnitude
with water saturation. The conductivity increase is most pronounced at low
water saturations (Sw < 0.19), where the hydrocarbon droplet is continuous
across both pores. Minor frequency variations of the conductivity magnitude
only become visible at high water saturations.
Frequency variations of the conductivity phase are much more evident (Figure
3.6b). Maximum phase values (ca. 3.1 mrad) occur at high water saturations,
monotonously decrease with the water saturation and practically vanish as sat-
uration reaches the critical snap-off value. This phase decrease with decreasing
water saturation can be understood by analysing equation (3.8), which directly
relates variations of the polarization magnitude (here in terms of the polariz-
ability) to the squared difference between the transference numbers of the two
pores (tn2tp1−tn1tp2)2. Making use of the equality tni = 1−tpi, we can simplify
this term to (tp1 − tp2)2. At high water saturations, the EDL at the pore wall
makes the narrow pore more ion-selective than the wide pore (tp2 > tp1), which
results in relatively high maximum phases. As water saturation decreases and
the radius of the hydrocarbon droplet in the wide pore increases, the wide pore
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Figure 3.6: Frequency and saturation dependence of the effective conductivity of the
water-wet model with surface potential ζh = −25 mV. a) Magnitude and b) phase
spectra as a function of residual water saturations. Contour lines are every 0.025
mS/m in a) and every 0.25 mrad in b). The white horizontal lines mark the snap-
off saturation of Sw ≈ 0.19, the red lines the variation of the characteristic angular
frequency ωc (as defined further below in the main text). Both plots are truncated at a
saturation of Sw ≈ 0.03, where the water-film thickness falls below four Debye lengths.
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also becomes ion-selective (due to the EDL at the hydrocarbon surface) and the
difference between the transference numbers decreases, leading to a reduction
of the observed phases. At water saturations < 0.19, the hydrocarbon droplet
penetrates the narrow pore and the water films in both pores are of the same
thickness. As a result, the transference numbers in both pores are almost the
same and no significant phases can be observed.
The decrease of the phase is accompanied by a decrease of the characteristic
angular frequency ωc, which we define as the angular frequency at which the
phase peak is observed. For each water saturation, the phase spectrum comprises
the phase values computed at 500 discrete angular frequencies (logarithmically
equidistant between 0.01 and 1, 000 rad/s); ωc is then approximated by the
discrete angular frequency, at which the calculated phase shift is maximum. At
high water saturations (Sw = 1) the phase peak is centred on 5.3 rad/s, at the
snap-off saturation (Sw = 0.19) it is encountered at 1.4 rad/s and reduces to 0.2
rad/s at the lowest saturation (Sw = 0.03).
This behaviour can be understood as follows: The characteristic angular fre-
quency ωc – or its inverse, the characteristic time constant τc = 1/ωc – is
controlled by either of the two time constants τi as discussed in Bu¨cker and
Ho¨rdt (2013a). According to equations (3.9) and (3.10), both time constants
τi depend on the dimensionless mean concentrations and the modified transfer-
ence numbers as expressed by the proportionality τi ∝ 1/(bpitni) or equivalently
τi ∝ 1/(bnitpi). For negative surface potentials, the dimensionless mean concen-
tration bni shows a steep decrease from ≤ 0.9 at small droplet radii to 0 at large
droplet radii (see Figure 3.5), while the transference number bni only slightly
increases from ∼ 0.7 to 1 (as can also be inferred from Figure 3.5). Conse-
quently, with increasing droplet radii ri, i.e. with decreasing water saturation,
both time constants τi are expected to increase, which explains the decrease of
the characteristic angular frequency.
Although in practice high absolute values of ζh will most probably result in a
transition to hydrocarbon-wet conditions, in Figure 3.7 we show that the varia-
tion of the effective conductivity changes significantly, when the absolute electric
potential at the hydrocarbon surface becomes larger than the one at the pore
wall (i.e. ζh/ζm > 1). Instead of the increase observed for ζh/ζm < 1, here, the
conductivity magnitude varies only little with increasing water saturation. This
observation might seem counterintuitive, but can be explained by the high cation
excess concentration in the EDL at the hydrocarbon surface, which overcompen-
sates the displacement of the aqueous electrolyte by the insulating hydrocarbon
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Figure 3.7: Frequency and saturation dependence of the effective conductivity of the
water-wet model with surface potential ζh = −125 mV. a) Magnitude and b) phase
spectra as a function of residual water saturations. Contour lines are every 0.01 mS/m
in a) and every 0.5 mrad in b). The white horizontal lines mark the snap-off saturation
(Sw ≈ 0.19), the red lines the variation of the characteristic angular frequency ωc with
the water saturation. Both plots are truncated at a saturation of Sw ≈ 0.03 where the
water-film thickness falls below four Debye lengths.
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Figure 3.8: Variation of conductivity a) magnitude and b) phase of the water-wet
model with the water saturation at ω = 1 rad/s. While the surface potential at the
pore wall is fixed at ζm = −75 mV, the one at the hydrocarbon-water interface ζh is
varied from 0 to −150 mV in steps of 25 mV. The dotted lines indicate the curve for
the critical surface potential of ζh = −75 mV. The solid vertical lines mark the snap-off
saturation (Sw ≈ 0.19). All curves are truncated at the saturation of Sw ≈ 0.03, where
the water-film thickness falls below four Debye lengths.
droplet.
In comparison to the case ζh/ζm < 1, maximum phases decrease much faster
with decreasing water saturation. This is a direct consequence of the large excess
cation concentration in the EDL at the hydrocarbon-water interface, which ren-
ders the wide pore ion selective at much higher water saturations (compared to
the case ζh/ζm < 1). Interestingly, around the snap-off saturation (i.e. before
the hydrocarbon droplet penetrates the narrow pore) the wide pore becomes
more ion selective than the narrow pore. The reason is that the ion concen-
trations in the small pore are not yet affected by the large absolute ζ-potential
at the hydrocarbon surface. As a result, a second phase maximum is obtained.
However, once the snap-off (hydrocarbon-) saturation is exceeded, phase values
decrease rapidly with decreasing water saturation as the difference of the trans-
ference numbers of both zones decreases too. At the same time, the variation of
the characteristic angular frequency becomes more pronounced; from 5.3 rad/s
(Sw = 1) it reduces to 0.1 rad/s (Sw = 0.03).
Obviously, the ratio ζh/ζm has a strong influence on the effective conductivity
response of the capillary model. In order to study this dependence in more detail,
we extract the magnitude and phase vs. saturation curves for different ratios
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Figure 3.9: Frequency and saturation dependence of the effective conductivity of the
hydrocarbon-wet model with surface potential ζh = −125 mV. a) Magnitude and b)
phase spectra as a function of residual water saturation. Contour lines are every 0.05
mS/S in a) and every 2 mrad in b). The red lines mark the variation of the characteristic
angular frequency ωc with the water saturation. Both plots are truncated at the critical
saturation of Sw ≈ 0.82, where the radius of the water droplet in the narrow pore falls
below two Debye lengths; at a slightly lower water saturation (Sw ≈ 0.81), the residual
water becomes discontinuous in the narrow pore.
ζh/ζm at an angular frequency of ω = 1 rad/s, a typical value used for single-
frequency IP measurements. Figure 3.8 shows that (i) the transition between
the two limiting situations observed above is continuous while increasing the
ratio ζh/ζm; (ii) the critical value of this ratio seems to be ζh/ζm = 1; and (iii)
for larger ratios, the second phase maximum begins to occur around the snap-
off saturation. This behaviour of the phase response can also be reproduced for
other electric surface potentials at the pore wall (not shown here for brevity).
3.3.2 Hydrocarbon-wet model
In the hydrocarbon-wet model, the liquid hydrocarbon and the water inter-
change roles. In particular, there is no EDL at the water-pore wall interface
(characterized by ζm) because the pore wall is completely covered by a hydro-
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carbon film. Consequently, the conductivity of the pore sequence will be com-
pletely determined by the radii of the residual water droplets and the potential
ζh at the hydrocarbon surface.
Figure 3.9 shows the spectral response of this hydrocarbon-wet model. The con-
ductivity magnitude increases almost linearly with the water saturation, which
simply reflects the fact that the effective (water-filled) cross section increases
with the water saturation. Note that as soon as the water saturation falls be-
low the snap-off saturation (Sw ≈ 0.81), the entire cross-section of the narrow
pore throat is occupied by the insulating liquid hydrocarbon, which completely
blocks electric current.
In contrast to the behavior of the water-wet model, the maximum phases ob-
served in the hydrocarbon-wet model first increase slightly with increasing hy-
drocarbon saturation (decreasing water saturation) and then decrease rapidly to-
wards the critical saturation. Based on the simple analysis of the term (tp1−tp2)2
made above, one would expect a monotonous increase of the phase response with
hydrocarbon saturation as a result of the increasingly ion-selective behaviour of
the narrow pore. However, as discussed before by Bu¨cker and Ho¨rdt (2013a)
and recently substantiated by Ho¨rdt et al. (2017), the ratio of pore radii that
provides maximum phases also depends on the length ratio of the pores (more
specifically, phases are maximum if R21/R
2
2 = L1/L2). Decreasing the radius of
the narrow pore beyond this optimum ratio does not further increase the phase
response. In the present example this optimum ratio is reached approximately
midway between full water saturation and the critical saturation at Sw ≈ 0.81
(Figure 3.9b).
The characteristic angular frequency varies little over the narrow range of rele-
vant saturations (from 5.9 rad/s at Sw = 1 to 4.7 rad/s at Sw = 0.82). At the
same time the corrected ion diffusivity in the narrow pore must vary strongly
as a result of the reduction of the effective cross section, see equations (3.10)
and (3.4) (including the substitution Ri → ri). From the negligible effect of
the corrected ion diffusivity in the narrow pore on the characteristic angular
frequency, we can conclude that the relaxation process is largely controlled by
the time constant of the wide pore. This behavior corresponds to the long nar-
row pore or wide pore regime discussed in detail in Bu¨cker and Ho¨rdt (2013b)
and Ho¨rdt et al. (2017), in which the concentration gradients that cause the
membrane-polarization effect are largely generated and relaxed via the wide
pore.
To study possible effects due to the variation of ζh, we display magnitude and
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Figure 3.10: Variation of conductivity a) magnitude and b) phase of the hydrocarbon-
wet model with the water saturation at ω = 1 rad/s. The surface potential at the
hydrocarbon-water interface ζh is varied from 0 to −150 mV in steps of 25 mV. The
vertical lines mark the snap-off saturation. Note that as soon as the water droplet is
expelled from the narrow pore, no electric current can pass and the pore system becomes
insulating. Dotted lines indicate parts of the curve, which correspond to water-droplet
radii below two Debye lengths.
phase vs. water saturation curves at ω = 1 rad/s for seven different values of
ζh. Because of the increasingly large excess cation concentration in the EDL,
the conductivity magnitude increases monotonically with the absolute value of
the surface potential. The almost linear increase of the conductivity magnitude
with water saturation can be observed for all values of ζh.
As a result of the increasing difference between the transference numbers of
the two pores as the absolute surface potential increases, the phase response
increases too. At the same time, the water saturation, at which the phase
maximum is observed increases from approximately Sw ≈ 0.87 at ζh = −25 mV
to Sw ≈= 0.99 at ζh = −150 mV. We attribute the two last observations to the
above mentioned optimum ratio of pore radii. Furthermore, Ho¨rdt et al. (2017)
show that the optimum ratio also depends on the ζ-potential, an effect which is
expected to become important at large absolute ζ-potentials.
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3.4 Discussion
3.4.1 Comparison with experimental data - conductivity magnitude
The general trend of a decreasing conductivity magnitude with increasing hydro-
carbon saturation predicted by both the water-wet and and the hydrocarbon-wet
model is in agreement with most laboratory experiments on hydrocarbon-con-
taminated sediments that have not undergone biodegradation (Olhoeft, 1985,
1992; Vanhala et al., 1992; Bo¨rner et al., 1993; Daily et al., 1995; Chambers
et al., 2004; Titov et al., 2004; Ustra et al., 2012; Martinho et al., 2006; Cassiani
et al., 2009; Schmutz et al., 2010; Abdel Aal and Atekwana, 2013). Only for high
absolute ζ-potentials at the hydrocarbon surface (i.e. for mixtures containing a
larger fraction of long-chain components) in the case of a non-wetting hydrocar-
bon, we observe a reversal of this pattern. We explained the resulting increase
of conductivity with hydrocarbon saturation with the high cation concentration
in the EDL that outbalances the displacement of conducting electrolyte by the
insulating hydrocarbon droplet.
Revil et al. (2011) anticipated a similar relationship in their discussion of the
conductivity increase observed on sand samples that were contaminated with a
wetting oil characterized by a larger fraction of polar components (i.e. resins and
asphaltenes), and consequently with a higher absolute ζ-potential. Additional
experimental evidence for the conductivity magnitude increase with the satura-
tion of wetting oil can be found in Li et al. (2001). The predictions of our model,
which only indicate this increase if hydrocarbon is the non-wetting phase, do not
seem to fit the experimental findings. A possible explanation is the cylindrical
geometry of our model, which in the case of a wetting hydrocarbon results in a
decrease of the surface area of the hydrocarbon-water interface with increasing
hydrocarbon saturation. As the contribution of the EDL to the total electric
current scales with the surface area, our hydrocarbon-wet model predicts a con-
ductivity decrease with hydrocarbon saturation. However, in three-dimensional
media consisting of mineral grains, the surface area of the grain-coating hydro-
carbon will definitely increase with increasing hydrocarbon saturation – at least
for low to intermediate hydrocarbon saturations.
3.4.2 Comparison with experimental data - conductivity phase
To our best knowledge, the proposed models (i.e. the water-wet and the hydro-
carbon-wet model) represent the first mechanistic approach offering a possible
explanation for the decrease of IP phase shifts with increasing hydrocarbon
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saturation and, under certain conditions, for the occurrence of a phase maximum
at intermediate saturations. While the model by Schmutz et al. (2010) predicts a
monotonous increase of IP phase shifts with hydrocarbon contamination, various
authors (e.g. Martinho et al., 2006; Flores Orozco et al., 2012; Johansson et al.,
2015) mention the possibility of a different behaviour – often linked to the yet
unconsidered effect of membrane polarization but always in terms of conceptual
models. In our models, we can explain the variations of the phase response based
on the modification of the relation between the respective transport properties
of the large pore spaces (wide pore) and the pore throats (narrow pore).
In absence of hydrocarbon contamination, membrane polarization is a result of
the interplay of ion-selective pore throats and non-selective open pore spaces. In
the case of a non-wetting hydrocarbon, discontinuous droplets (and their EDL)
also render the wide pores ion-selective, which decreases the membrane polar-
ization effect with increasing hydrocarbon saturation. A high absolute value of
ζh enhances this effect to such an extent that the wide pore (together with the
trapped droplet) becomes more ion selective than the pore throat. As a result,
we observe a local phase maximum at intermediate hydrocarbon saturations, be-
fore the droplet penetrates the pore throat and becomes continuous over various
neighbouring pores. Part of this mechanism has been anticipated by Johansson
et al. (2015) in their model A.
In the case of the liquid hydrocarbon as wetting phase, we observe a slight
increase of the phase with hydrocarbon saturation, before it rapidly decreases
to zero as the saturation approaches the critical snap-off value. As the discussion
of Johansson et al. (2015) (their model D) illustrates, the initial increase of the
membrane-polarization phase seems intuitive as the pore throats are expected to
become increasingly ion-selective with increasing hydrocarbon saturation. Yet,
after the initial increase our quantitative modelling predicts an overall decrease
of the phase, consistent with the experimental results reported by Revil et al.
(2011) for measurements on sand samples contaminated with wetting oil.
Furthermore, we observe a good agreement of the predictions of our hydrocar-
bon-wet model with the experimentally determined phase vs. benzene concen-
tration curve reported by Flores Orozco et al. (2012). In their results, the sudden
decrease of IP phases appears at benzene concentrations just above the solubility
of benzene in water. Although these concentrations are just enough to indicate
the presence of free-phase benzene, actual concentrations of the separate hydro-
carbon in the formation are often considerably higher than those determined
from groundwater samples (e.g. Abdul et al., 1989). The comparison with our
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model predictions suggests (i) that the conditions at the site studied by Flo-
res Orozco et al. (2012) are predominantly hydrocarbon-wet and (ii) that the
separate benzene phase occupies those narrow pore throats with a significant
membrane polarization response.
The only spectral IP parameter considered in our modelling study is the char-
acteristic frequency. Its decrease with increasing hydrocarbon saturation, which
is predicted by the water-wet and the hydrocarbon-wet model, is in agreement
with most experimental studies that allow to assess this parameter (e.g. Olhoeft,
1992; Kemna et al., 1999; Cassiani et al., 2009; Schmutz et al., 2010; Revil et al.,
2011; Flores Orozco et al., 2012). Most authors attribute the corresponding in-
crease of the relaxation time to an increase of the characteristic length scale of
the system, such as mean grain diameters, pore lengths, or pore throat diame-
ters. This is straight forward, as the diffusion time τ ∝ L2/D (e.g. Bu¨cker and
Ho¨rdt, 2013b) is proportional to the square of the characteristic length scale L.
In our model, both pore lengths are kept constant. Instead, the variation of the
effective pore cross-sections and the mean concentrations determine transport
rates within the electrolyte, which affects the relaxation time via the diffusivity
D. As discussed in more detail above, with increasing hydrocarbon saturation,
the increasing constriction of the volume of the aqueous electrolyte reduces the
corrected (or effective) diffusivity and thereby delays the relaxation process.
3.4.3 Implications for the detectability of free-phase hydrocarbon
The detectability of free-phase hydrocarbon contamination is primarily deter-
mined by the contrast between the IP signatures (i.e. conductivity magnitude
and phase) of the contaminated and the clean host medium. Although in prac-
tice macroscopic IP signatures will comprise responses of various polarization
mechanisms at different amounts (e.g. membrane polarization, Stern-layer po-
larization), we can deduce some qualitative relationships between the physical
and electro-chemical properties of the hydrocarbon and the host medium on
the one hand and the magnitude of the membrane-polarization response due
to the contaminant phase on the other hand. In our model, the magnitude of
the ζ-potential at the hydrocarbon surface, the wettability conditions, and the
geometrical parameters of the two cylindrical pores significantly influence the
hydrocarbon-induced variation of the response.
Under water-wet conditions (cf. Figure 3.8), the relation between conductiv-
ity magnitude and hydrocarbon saturation is ambiguous: Depending on the
particular value of the ζ-potential at the hydrocarbon surface, the modelled
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conductivity magnitude can increase, keep almost constant, or decrease with
the hydrocarbon concentration. The phase response of the water-wet model, in
contrast, shows an unambiguous variation between the clean host medium (full
water saturation), where the phase response is large, and a highly contaminated
medium (water saturation close to zero), where the phase response reduces to
zero. The only exception from this tendency has been discussed before and con-
sists in the phase maximum observed around the snap-off-saturation in the case
of high magnitudes of the ζ-potential at the hydrocarbon surface. In summary,
these model predictions imply a strong detectability of source zones (i.e. zones
with high hydrocarbon and low water saturations close to zero) by variations of
the conductivity phase.
At the same time, our results suggest that the ζ-potential at the (non-wetting)
hydrocarbon surface does not affect the efficiency of the IP method for the char-
acterization of hydrocarbon-impacted sites. Instead, variations of this surface
property only influence the particular shape of the phase response vs. water sat-
uration curves of the water-wet model. The maximum contrast between clean
and highly contaminated media – and thus the source-zone detectability – is
completely independent of the ζ-potential at the hydrocarbon surface. Instead,
this contrast is controlled by the magnitude of the membrane-polarization re-
sponse of the clean medium: In general, narrow pores with relatively small cross-
sections favour the generation of high maximum phase shifts. Consequently, the
membrane-polarization response of the clean medium (and thus the maximum
contrast between clean and highly contaminated media) can be expected to in-
crease with decreasing pore size. For a more detailed discussion of the geometri-
cal constraints of the polarization response of the clean membrane-polarization
model, we refer to Ho¨rdt et al. (2017).
In our hydrocarbon-wet model, both parts of the complex conductivity show
similar variations with the hydrocarbon saturation and the ζ-potential at the
hydrocarbon surface: While an increasing hydrocarbon saturation results in a
clear decrease of conductivity magnitude and conductivity phase, the contrast
between slightly and highly contaminated sediments increases with the magni-
tude of the ζ-potential at the hydrocarbon surface. Consequently, our model
predicts a higher sensibility of both parts of the IP response, i.e. conductivity
magnitude and phase, to variations of hydrocarbon saturation. However, also
in the hydrocarbon-wet model, the complex conductivity contrasts between a
completely clean medium and a highly contaminated medium – and thus the
detectability of source zones – are limited by the maximum response of the clean
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medium.
3.4.4 Scope of the proposed model
The scope of the proposed model can be extended to partially saturated sed-
iments and rocks. As observed experimentally, quite similar effects on the IP
response are obtained when the pore-filling electrolyte is displaced either by a
(non-wetting) liquid hydrocarbon or air (e.g. Titov et al., 2004; Cassiani et al.,
2009). As far as modelling aspects are concerned, this observation is com-
pletely plausible because (1) non-wetting liquid hydrocarbon droplets and air
bubbles/ganglia are expected to take similar geometrical configurations within
the pore space (e.g. Titov et al., 2004; Johansson et al., 2015), (2) both liquid
hydrocarbon (high resistivities) and air (insulator) have much higher resistivities
than the pore water, and (3) the air-water interface is usually negatively charged
(e.g. Yang et al., 2001; Jia et al., 2013) as it is the case with the hydrocarbon-
water interface.
However, the predictive power of the proposed model is limited by a series of
severe simplifications. First of all, in order to treat the underlying physical prob-
lem analytically, the complex three-dimensional pore system of real subsurface
materials is cast into a simple (two-dimensional) capillary model and the com-
plex conductivities presented in this study reflect the response of a bundle of
such parallel 1D capillaries. While this restriction might already be significant in
the hydrocarbon-free case, it becomes considerably more important in presence
of the liquid hydrocarbon. Depending on the dynamic contamination history,
the latter can take highly complex three-dimensional geometrical configurations
on both the pore scale (e.g Gvirtzman and Roberts, 1991) and the pore-network
scale (e.g. Chatzis et al., 1983; Zhao and Ioannidis, 2003, 2007). In this sense,
the responses of the proposed model need to be understood either as the ba-
sic responses of elementary cells, which are part of a larger cell network, or as
the responses of bundles of pores of similar size and with similar geometrical
configurations of the liquid hydrocarbon.
Important aspects that have not been incorporated in our model are biodegrada-
tion and stimulated microbial activity. Notwithstanding, the metabolic degra-
dation and/or transformation of hydrocarbon compounds by indigenous soil
microorganisms and products released by redox reactions potentially affect all
relevant model parameters. The release of CO2 and organic acids changes the
pH in the pore water in contact with liquid (or dissolved) hydrocarbon (e.g.
Sauck, 2000). Such acids, ions directly released by reduction processes, as well
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as dissolved minerals of the aquifer sediments that become instable under the
changed pH conditions usually lead to an increase of water conductivity (e.g.
Sauck, 2000). Both, pH and ion concentration in the pore water are the most
important parameters controlling the ζ-potential at the mineral-water inter-
face (e.g. Leroy et al., 2008) and the hydrocarbon-water interface (e.g. Buckley
et al., 1989; Busscher et al., 1995). The effect of variable ion concentration and
pH on our membrane polarization model was studied in some detail by Ho¨rdt
et al. (2016). In summary, the polarization magnitude increases monotonically
with pH, whereas it increases with ion concentrations only at low to moderate
salinities and decreases at high salinities. These model predictions are in good
qualitative agreement with the experimental findings of Weller et al. (2013) and
Weller et al. (2015). Biodegradation also changes the composition of the resid-
ual hydrocarbon as it generally increases the fraction of polar and long-chained
components, which leads to an increase of the absolute surface potential and
might possibly alter wettability. Geometrical parameters can be affected too.
On the one hand, changes of the ζ-potential as well as the release of surface-
active compounds as by-products of the degradation reactions (e.g. Kanicky
et al., 2001) can alter interfacial tensions and wettability conditions, which can
result in the geometrical reconfiguration of the two liquid phases in the pore
space. On the other hand, mineral dissolution and the formation of new stable
minerals (e.g. Schumacher, 1996) can alter the solid phase and affect porosity,
pore radii and lengths, as well as the interconnectivity of the pore system. In
some cases, the precipitated solids might be electronically conducting (e.g. Coz-
zarelli et al., 1999), which would give rise to electrode polarization (e.g. Wong,
1979) as an additional source mechanism.
Dissolution of hydrocarbon into the pore water and sorption of dissolved com-
pounds to the solid surface are also not considered. There are good reasons to
believe that dissolved hydrocarbon compounds do neither change the conduc-
tivity magnitude of the pore water (e.g. Lee et al., 2003) nor the polarization
response of the composite system (e.g. Cassiani et al., 2009). Furthermore, these
experimental observations might indicate that the effect of sorption on the po-
larization response is negligible, too: Because of their low solubility in water,
dissolved hydrocarbon compounds can be expected to readily sorb onto the sur-
face of the solid phase. Although they might there occupy charged surface sites
and alter the ζ-potential (e.g. Forte´ and Bentley, 2013), in the experiments con-
ducted by Cassiani et al. (2009), no significant differences could be observed
between samples saturated with clean water and samples saturated with water
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containing dissolved hydrocarbons.
3.5 Conclusions
We developed a first mechanistic model which allows to predict how a liquid
hydrocarbon in the pore space affects membrane polarization in contaminated
sediments or sedimentary rocks. In our model the pore space is described as a
sequence of two types of cylindrical pores with different pore radii and lengths.
The separate hydrocarbon-contaminant phase is either considered as additional
cylinder in the pore space or as film covering the pore walls.
Our modelling results indicate that the EDL at the hydrocarbon-water interface
significantly influences the membrane-polarization response of the model system.
For low absolute ζ-potentials and a non-wetting hydrocarbon, the modelled con-
ductivity magnitudes and phases decrease with hydrocarbon saturation. If high
ζ-potentials are assumed increasing phases are observed for increasing hydrocar-
bon saturation, until the non-wetting hydrocarbon becomes continuous across
the narrow pore throats.
Regardless of the ζ-potential at the hydrocarbon-water interface, our model
for wetting hydrocarbon predicts a monotonous decrease of the conductivity
magnitude with increasing hydrocarbon saturation. At the same time, the con-
ductivity phase shows an initial increase with contaminant saturation, which is
followed by a steep decrease towards the critical water saturation at with the
aqueous phase becomes discontinuous within the narrow pore throat.
As can be seen from the above results, our model provides a framework for
the interpretation of phase responses that depart from the increasing phase vs.
hydrocarbon saturation behaviour predicted by an earlier pore-scale model that
attributes the IP response to the polarization of the Stern layer of the EDL at
the solid-water interface (Schmutz et al., 2010).
Although some of the derived IP responses show a good agreement with labora-
tory and field data, due to the strongly simplified geometry the proposed model
is definitely not meant as a sole basis for the interpretation of specific experi-
mental data. Further developments of the proposed approach should consider
more realistic pore geometries and geometric liquid hydrocarbon configurations.
Besides the use of numerical methods to approach more realistic pore geome-
tries, an interesting possibility is to connect several impedances in a network,
as suggested by Stebner and Ho¨rdt (2017).
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CHAPTER 4
Electrochemical polarization around metallic particles – Part
1: The role of diffuse-layer and volume-diffusion relaxation
4.1 Introduction
Due to the strong polarization response of metallic minerals, the Induced Polar-
ization (IP) method has been used for decades in the exploration of ore deposits
(e.g. Seigel et al., 2007). From the beginning, the observed frequency disper-
sion of the measured electrical conductivities was attributed to the polarization
of the solid-liquid interface between highly conductive mineral grains and the
surrounding electrolyte (e.g. Wait, 1958), often referred to as electrode polariza-
tion. Pelton et al. (1978) later adapted the empirical Cole-Cole relaxation model
(Cole and Cole, 1941) to describe the frequency-dependence of IP measurements,
which to date is a common practice. In order to improve the understanding of
the microscopic causes of the polarization effect taking place around metallic
particles, Angoran and Madden (1977) and Klein and Shuey (1978) studied the
effect of reaction currents, which arise from charge-transfer reactions of electro-
active cation species at the solid-liquid interface. Because reaction currents
short-circuit the charge accumulations at both sides of the interface, the polar-
ization of the particle surfaces becomes imperfect, which in turn largely affects
the polarization response. The two aforementioned studies laid the foundation
for the models by Wong (1979) and Wong and Strangway (1981), which directly
relate the observed IP response to geometrical and electrochemical properties of
highly conductive particles suspended in electrolyte solution.
During the last two decades, technical advances regarding measuring devices and
imaging algorithms led to a renewed interest in the IP method (e.g. Kemna et al.,
2012). Ongoing research provides detailed knowledge on complex-conductivity
This chapter is based on: Bu¨cker, M., Flores Orozco, A., and Kemna, A. (2018). Elec-
trochemical polarization around metallic particles – Part 1: The role of diffuse-layer
and volume-diffusion relaxation. Geophysics, 83(4):E203–E217.
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responses of composite geomaterials leading to a continued widening of the range
of near-surface applications of the method (Kemna et al., 2012). As a result,
today the polarization response of metallic particles is also taken advantage of
for environmental investigations, such as the detection and characterization of
metal-bearing contaminant plumes (e.g. Placencia-Go´mez et al., 2015; Gu¨nther
and Martin, 2016), the accumulation of iron sulphides accompanying bioreme-
diation (Flores Orozco et al., 2011, 2013), or naturally reduced zones related to
biogeochemical hot spots (e.g. Wainwright et al., 2015), the monitoring of per-
meable reactive barriers (e.g. Slater and Binley, 2006) or metallic nano-particle
injections (e.g. Flores Orozco et al., 2015; Abdel Aal et al., 2017), amongst
others.
As the classical models cannot explain the broad variety of measured IP re-
sponses (e.g. Flores Orozco et al., 2011, 2013), the rapid experimental advances
also stimulate a search for improved models and a deeper understanding of
the polarization of conducting particles. Merriam (2007) emphasized the im-
portance of charge storage in the Stern layer - the inner fixed layer of the
electrical double layer coating the solid-liquid interface, which had so far not
been taken into account explicitly. However, the limitation of his treatment to
one spatial dimension might overlook the more complex responses of two- or
three-dimensional media. Flekkøy (2013) developed a semi-empirical diffusion-
polarization model (also in one spatial dimension), which relates the well-known
Cole-Cole relaxation model to microscopic parameters. Placencia-Go´mez and
Slater (2014) used the model by Wong (1979) to reproduce most characteristics
of IP responses measured on artificial sulfide-sand mixtures, but also point out
important limitations of this highly parameterized model regarding the fitting
of real IP spectra. In an attempt to reduce the complexity of Wong’s model,
Gurin et al. (2015) and Placencia-Go´mez and Slater (2015) reinterpreted the
polarization of metallic particles in terms of the polarization of nonconducting
dielectric particles (e.g. O’Konski, 1960; Schwarz, 1962; Schurr, 1964). Possible
shortcomings of these recent studies will be addressed in the discussion section.
Because many important ore minerals are semiconductors (e.g. Pearce et al.,
2006), Revil et al. (2015b) and Misra et al. (2016a) disputed Wong’s assump-
tion of perfectly conducting particles as inappropriate for most ore minerals and
developed models for the polarization of semiconducting particles. These models
additionally include the contribution of the non-metallic background material
(e.g. of clay minerals) to the overall polarization response.
Considering the lack of a unified theory of the electrode polarization mecha-
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nisms as described above, this study further analyzes Wong’s electrochemical
model. Particular emphasis is placed on the control that particle size and chem-
ical composition of the electrolyte (i.e., electrolyte concentration and fraction
of electro-active ions) exert over the polarization response. In contrast to the
compact treatment provided by Wong (1979), we include the derivation of the
full solution of the underlying Poisson-Nernst-Planck system of differential equa-
tions. We also derive explicit expressions for the time constants of the two main
relaxation processes inherent to the model - the diffuse-layer and the volume-
diffusion relaxation. Our improvements of the mathematical description permits
us to illustrate the spatial variation of ion concentrations and electric potential
around the particle and set the basis for a better understanding of the electrode
polarization mechanism. Following our systematic analysis, it is then possible to
reveal and discuss some notable misinterpretations of Wong’s model that arose
in the more recent literature.
4.2 Theory
Wong (1979) bases his model of the polarization response of metal-bearing ge-
omaterials on the treatment of perfectly conducting particles suspended in an
electrolyte. The electrolyte is characterized by the concentrations of three ionic
species; anions c1, inactive cations c2, and active cations c3. Inactive cations are
those cations, which are not able to penetrate the solid-liquid interface, while ac-
tive cations engage in reduction-oxidation reactions at the metal surface, which
allow electric charges to be transferred between the two phases. Typical ex-
amples for inactive cations are Na+ or K+ and active cations will generally be
dissolved metal ions.
Under the influence of an external electric field Eext, the concentrations of the
three ionic species and the electric potential U are perturbed from their equi-
librium values. For a periodic excitation with Eext = E0e
iωt, where ω denotes
the angular frequency and t the time, the ion concentrations can be expressed
in terms of uniform equilibrium concentrations in the bulk electrolyte c∞j and
frequency-dependent perturbation concentrations δcj as follows.
cj(r, t) = c
∞
j + δcj(r, ω)e
iωt (4.1)
Unlike Wong, who defines the ion concentrations in ions/m3, here we use molar
concentrations in mol/m3. If no excitation is imposed, the electric potential U is
zero everywhere. Consequently, under the influence of a harmonic external field
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the total electric potential is equal to the corresponding perturbation potential
U(r, t) = δU(r, ω)eiωt. (4.2)
In the perturbed system, concentration gradients drive diffusion currents and
electric fields cause electro-migration currents. For sufficiently small amplitudes
E0 of the external field, the corresponding linearized ion flux densities read
Jj(r, t) = −Dj∇δcj(r, ω)eiωt − µjzjc∞j ∇δU(r, ω)eiωt, (4.3)
where Dj , µj , and zj denote the diffusion coefficient, the mobility, and the
valence of the j-th ionic species, respectively. With the conservation laws ∂tδcj =
−∇Jj and the Einstein relation Dj = µjkT/e (e.g. Atkins and De Paula, 2013),
equation (4.3) becomes
iω
Dj
δcj(r, ω) = ∇2δcj(r, ω) + e
kT
zjc
∞
j ∇2δU(r, ω), (4.4)
where k = 8.617 · 10−5 eV/K denotes Boltzmann’s constant, T the absolute
temperature and e = 1.602 · 10−19 C the elementary charge. While the bulk
electrolyte is electrically neutral, i.e. c∞1 = c
∞
2 + c
∞
3 , non-zero charge densi-
ties arising from unbalanced total cation and anion perturbation concentrations
generate electric fields as quantified by Poisson’s equation
∇2δU(r, ω) = − F
ε0εr
3∑
j=1
zjδcj(r, ω). (4.5)
Here, F = 96485 As/mol is Faraday’s constant, ε0 = 8.85 · 10−12 F/m the vac-
uum permittivity, and εr the relative permittivity of the solution. Equations
(4.4) and (4.5) constitute the Poisson-Nernst-Planck (PNP) system of partial
differential equations, which is used to describe ion transport through the elec-
trolyte solution around the conducting particle.
4.2.1 Full analytic solution
To model the complex frequency-dependent response of a suspension of metallic
particles, the PNP system is first solved for a single spherical particle of radius a
centered at the origin of a polar coordinate system r, θ, φ. Choosing θ = 0 in the
direction of the external field, the latter can be described by the electric potential
δUext = −E0r cos θ and the solution becomes independent of the azimuthal angle
φ. In order to simplify the algebraic expressions, ion mobilities and diffusion
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coefficients are assumed to be the same for all three ionic species, i.e. µj = µ
and Dj = D for all j, and the treatment is limited to a symmetric monovalent
electrolyte, i.e. z1 = −1 and z2 = z3 = 1. A general solution of the PNP system
can then be given in terms of the three perturbation concentrations (Wong,
1979)
δc1(r, ω) = −A(ω)k1(λ1r) cos θ +B(ω)k1(λ2r) cos θ, (4.6)
δc2(r, ω) =
c∞2
c∞1
A(ω)k1(λ1r) cos θ + [B(ω)−M(ω)] k1(λ2r) cos θ, (4.7)
δc3(r, ω) =
c∞3
c∞1
A(ω)k1(λ1r) cos θ +M(ω)k1(λ2r) cos θ, (4.8)
and the perturbation potential
δU(r, ω) =
[
− 2F
λ21ε0εr
A(ω)k1(λ1r)− E0r + E(ω)a
3
r2
]
cos θ. (4.9)
The radial variation of the perturbation concentrations is controlled by the mod-
ified spherical Bessel function of the second kind
k1(λr) =
π
2
e−λr
(
1
λr
+
1
λ2r2
)
. (4.10)
and the two reciprocal length scales
λ21 =
iω
D
+ κ2 and λ22 =
iω
D
, (4.11)
where κ = [2c∞1 eF/(ε0εrkT )]
1/2 is equal to the inverse of the Debye length λD.
The four unknown coefficients A(ω), B(ω), E(ω), and M(ω) are determined
from boundary conditions on the three ion flux densities and the perturbation
potential at the metal surface. For brevity, here we only present the final ex-
pressions for the coefficients. Intermediate steps of this derivation are given
in appendix A. The coefficient E(ω) is the only provided and discussed in the
treatment by Wong (1979).
E(ω) = E0
{
1+
3
(
1 + βa
D
f3
)
+
3c∞3
c∞3 −2c∞1
(
α
µ
− 1
)
c∞3
c∞3 −2c∞1
[
f1 +
α
µ
(f2 − 2) + βaλ
2
1
Dκ2
+ 2
]
− (2 + f1)
(
1 + βa
D
f3
)
}
, (4.12)
63
Chapter 4 Polarization around metallic particles – Part 1
where
f1 := f2
iω
Dκ2
, f2 :=
λ21a
2 + 2λ1a+ 2
λ1a+ 1
, and f3 :=
λ2a+ 1
λ22a
2 + 2λ2a+ 2
. (4.13)
With the coefficient E(ω) at hand, the remaining unknown coefficients, which
control the short-range perturbations around the polarized particle, can be ex-
pressed as
A(ω) =
E0a− E(ω)a
−2F/(λ21ε0εr)k1(λ1a)
, (4.14)
B(ω) =
E0 − E(ω)
k′1(λ2a)
{
λ21ε0εr
2F
f2 − µ
D
c∞1
[
f2 +
E0 + 2E(ω)
E0 − E(ω)
]}
, and (4.15)
M(ω) = −c
∞
3
c∞1
E0 − E(ω)
k′1(λ2a)
(
1 + βa
D
f3
){λ21ε0εr
2F
(
f2 +
βa
D
)
− c
∞
1
D
(µ− α)
[
f2 +
E0 + 2E(ω)
E0 − E(ω)
]}
, (4.16)
where k′1(λa) denotes the partial derivative of the modified spherical Bessel
function of the second kind evaluated at the metal surface. Differentiation of
equation (4.10) yields
k′1(λa) = ∂rk1(λr)
⏐⏐⏐
r=a
= −λk1(λa)− π
2
e−λa
a
(
1
λa
+
2
λ2a2
)
. (4.17)
The four coefficients, equations (4.12) through (4.16), substituted into the gen-
eral solution, equations (4.6) through (4.9), constitute the full solution of the
problem, which shall now be further analyzed.
The first terms on the right-hand sides of equations (4.6) through (4.8) describe
the space charge F [δc2(r, ω)+δc3(r, ω)−δc1(r, ω)], which accumulates in a field-
induced Gouy-Chapman diffuse layer. For sufficiently small frequencies, λ1 ≈ κ
and the term k1(λ1r) controlling the spatial extension of the space charge decays
roughly with e−κr. The characteristic length of this decay is the Debye length
λD = 1/κ, which may thus be used to approximate the thickness of the diffuse
layer. The second terms of equations (4.6) through (4.8), in contrast, describe
electro-neutral concentration perturbations, the spatial extension of which is
controlled by the ratio k1(λ2r)/k
′
1(λ2a). At low frequencies, i.e. for ω → 0,
this ratio approaches −a3/(2r2) and thus describes a 1/r2 decay, which allows
the concentration perturbation to extend much deeper into the electrolyte. As
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an estimator for the thickness of the layer affected by the concentration per-
turbation, we will use the distance of a
√
e − a from the surface, at which the
concentration perturbations reduce to 1/e of their (virtual) values at the particle
surface.
The total perturbation potential consists of three contributions. The first term
on the right-hand side of equation (4.9) corresponds to the field-induced space
charge that accumulates in the diffuse layer. Just like the space charge, the
related potential perturbation decays exponentially with the distance from the
surface. The second term describes the contribution of the uniform external
electric field. The last term corresponds to the effective or long-range induced
dipole moment of the polarized particle including the surrounding perturbation
layer. The dipole potential decays quadratically with the distance from the
centre of the particle.
For the quantification of the macroscopic polarization response of the suspended
particle it is sufficient to know the reflection coefficient f(ω) = E(ω)/E0, which
describes the long-range potential perturbation [third term in equation (4.9)]
produced by the polarized particle together with the space charges that accu-
mulate in its immediate vicinity. The effective conductivity σeff describes the
effect of the suspended spherical particles on the macroscopic electrical proper-
ties of the inhomogeneous medium in terms of the conductivity of an equivalent
homogeneous medium. To approximate the effective conductivity σeff of a two-
phase system consisting of a number of metallic particles randomly dispersed in
the electrolytic host medium, the dipole coefficient enters into the mixing rule
(Wong, 1979)
σeff(ω)
σ0
=
1 + 2νf(ω)
1− νf(ω) , (4.18)
where σ0 = 2µc
∞
1 F denotes the electrical conductivity of the bulk electrolyte
and ν the volumetric fraction of metallic particles.
4.3 Polarization mechanism
The treatment provided by Wong (1979) does not provide a comprehensive dis-
cussion of the contributions of the different micro-scale processes described by
his theory, neither does he detail the relation between these physical processes
and the model parameters, such as particle size and electrolyte composition.
This lack has resulted in fundamental misconceptions of the model. Based on
the full solution of the PNP system, we can provide visual insight into the polar-
ization phenomena and more thorough explanations of the underlying physical
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processes. This section therefore aims at realigning the understanding of the
Wong model in general and the parameters controlling amplitude and shape of
the frequency-dependence electric conductivity in particular.
Under the influence of an external electric field, mobile charges on the perfectly
conducting particle – the electrons in the case of a metallic conductor – in-
stantaneously redistribute along its surface. Within the particle, the electric
field of the resulting charge distribution exactly cancels out the external field.
This property of the perfect conductor is taken into account by a zero-potential
boundary condition on the particle surface, see equation (4.25). As we show in
appendix B, the surface charge density required to cancel out the mere external
field is given by
Σ∞(θ) = 3ε0εrE0 cos θ. (4.19)
On the electrolyte side, the induced surface charge Σ∞ attracts ions of the same
sign (counter-ions) and repels those of opposite sign (co-ions). This situation
corresponds to an excitation with high frequencies or to early times after switch-
ing on a constant external field.
In addition to this very fast polarization process, migration currents through
the bulk solution further charge the electrolyte around the poles of the particle
(see Figure 4.1). The charging continues until the effect of the electro-migration
currents is balanced by opposed diffusion currents around the particle. In this
manner, at sufficiently low excitation frequencies a new quasi-equilibrium sit-
uation is established, in which Gouy-Chapman diffuse layers build up at the
particle surface. Because the continued accumulation of charges in the diffuse
layers induces opposite image charges on the conducting sphere, this process
also blows up the surface charge on the particle. In appendix B, we show that
the total charge in the fully developed diffuse layer can be approximated by
Σ0(θ) = Σ∞(θ)
κa
2
. (4.20)
As for typical particle sizes and electrolyte concentrations the double layer is
much thinner than the particle radius and thus κa ≫ 1, the charge stored in
the diffuse layer and mirrored on the particle surface exceeds by far the one
necessary to cancel out the electric field within the sphere.
Figure 4.2 illustrates the field-induced perturbations around the conducting par-
ticle in terms of their real (upper half of each panel) and imaginary parts (lower
half). Where indicated, small magnitudes of the imaginary components are
magnified by the factors defined in the lower halves of the panels. The first line
of Figure 4.2 shows the four perturbation quantities at the low-frequency limit,
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Figure 4.1: Schematic representation of the double-layer charging mechanism. Over
the right side of the sphere, the migration current Jmig in the bulk electrolyte depletes
cations (+) from the diffuse layer and fills it with anions (−). The resulting space
charge in the diffuse layer induces positive image charges on the particle, which hold
the space charge next to the surface. Over the left side, the process is the same but with
opposite polarity, such that concentrations gradients arise between the two hemispheres.
As soon as the charging migration currents are balanced by (tangential and normal)
diffusion currents Jdiff driven by the concentration gradients, a quasi-equilibrium state
is reached with a fully charged diffuse layer.
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Figure 4.2: Perturbation concentrations and potentials around a perfectly conducting
sphere of radius a = 0.1 µm for three different angular frequencies. The upper part of
each panel shows the real part, the lower the imaginary part. Note that some imaginary
parts were scaled to make small variations visible. The inner dashed line indicates
the diffuse double layer, the outer the volume-diffusion layer. Parameter values are
εr = 80, µ = 5 · 10−8 m2/(Vs), c∞1 = 1 mol/m3, c∞3 = 0.12c∞1 , α = 1 · 10−10 m2/(Vs),
β = 1 · 10−2 m/s, T = 293 K, and E0 = 1 V/m.
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Figure 4.3: Schematic representation of the volume-diffusion mechanism. For the sake
of clarity, the diffuse layer is omitted although in reality it would be superimposed.
The reaction current Jreac depletes active cations (+∗) from the left and fills the right
volume-diffusion layer with active cations. The migration currents Jmig through the
bulk electrolyte transport active (+∗) and inactive cations (+) with the fixed proportion
c∞3 /c
∞
2 and can therefore not balance the resulting concentration surpluses and deficits.
Instead, these perturbation concentrations increase until the resulting concentration
gradients between the two opposite sides of the particle are sufficiently large to drive
diffusion currents Jdiff, which compensate the excess of active ion current caused by
Jreac.
the second line at an intermediate frequency, and the third line at the high-
frequency limit. For a justification of the selected frequencies, please refer to
the spectral responses included at the end of this section. At the low-frequency
limit, we recognize fully developed diffuse layers covering the two sides of a
sub-micron particle (a = 0.1 µm). We select a very small particle for the visu-
alization because it permits to distinguish the diffuse layer of thickness λD as
indicated by the inner dashed line. According to the orientation of the external
electric field (pointing right), the induced surface charge is negative on the left
side and positive on the right. Correspondingly, the polarities of the induced
diffuse layers are opposite left and right of the particle.
Still in the first line of Figure 4.2 and outside the diffuse layer, we identify
a second zone of non-zero perturbation concentrations indicated by the outer
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dashed line. This anomaly, which is most pronounced for the active cations but
balanced by corresponding perturbations of the concentrations of the two inac-
tive ionic species, corresponds to the electro-neutral parts of the perturbation
concentrations described by the second terms of equations (4.6) through (4.8).
The build-up of the concentration cloud is linked to reaction currents across
the solid-liquid interface and thus disappears in absence of active cations (not
shown here for brevity). The formation of the concentration cloud can be un-
derstood in terms of the volume- or bulk-diffusion process explained in Figure
4.3. In summary, perturbations of the active cation concentrations produced by
the reaction currents cannot be balanced by electro-migration currents through
the bulk electrolyte. Instead, a concentration gradient arises, which by means
of diffusion transports active cations from the anodic (cations are released into
the solution) to the cathodic side of the particle (cations adsorb to the particle).
Effectively, in Figure 4.2 we can convince ourselves that the accumulation of a
c3 surplus to the right and a deficit to the left of the particle corresponds to a
concentration gradient, which drives a left-pointing diffusion current, while the
electro-migration current points right (in the direction of the external field).
The volume-diffusion process introduced in Figure 4.3 and the previous para-
graph is similar to the the semi-finite diffusion problem over a planar electrode,
which leads to the more familiar Warburg impedance (e.g. Bazant et al., 2004).
Warburg-type impedances are generally encountered in electro-chemical sys-
tems, in which the transport of ions to the electrode (if ions are consumed) or
from the electrode away (if ions are produced) is primarily by diffusion and not
by electro-migration.
So far, we have only considered the polarization mechanism around a very small
particle (a = 0.1 µm), the relaxation responses of which occur far beyond the
maximum frequencies of typical field- and even laboratory-scale IP measure-
ments. Yet, the radial concentration profiles (i.e. for θ = 0) presented in Figure
4.4 show that both diffuse layer and volume-diffusion layer also build up and
have similar characteristics around much larger particles (here a = 10 mm) as-
sociated with relaxations at typical IP frequencies. For comparison, Figure 4.5
shows the radial concentration profiles around the small particle in the same
fashion. Besides obvious scaling effects, the most significant difference between
the radial profiles of differently sized particles concerns the perturbation con-
centrations of the active cations δc3 within the diffuse layer. While to the right
of the small particle (Figure 4.2 and Figure 4.5) the perturbation concentrations
are negative, i.e. active cations are depleted compared to the bulk electrolyte,
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Figure 4.4: Radial variation (r is the distance from the centre of the spherical particle)
of the cation perturbation concentrations δc2 (inactive) and δc3 (active) along the
symmetry axis (θ = 0) in the vicinity if a metallic sphere of radius a = 10 mm at three
different angular frequencies (ω = 10−4, 0.1, 10 rad/s). The left dashed line indicates
the extensions of the diffuse layer (DL, distance to surface λD), the right those of the
volume-diffusion layer (distance a
√
e− a). Besides the much larger particle radius, all
other parameters as in Figure 4.2.
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Figure 4.5: Radial variation (r is the distance from the centre of the spherical particle)
of the cation perturbation concentrations δc2 (inactive) and δc3 (active) along the
symmetry axis (θ = 0) in the vicinity if a metallic sphere of radius a = 0.1 µm at
three different angular frequencies (ω = 3 · 104, 3 · 106, 3 · 108 rad/s). The left dashed
line indicates the extensions of the diffuse layer (DL, distance to surface λD), the right
those of the volume-diffusion layer (distance a
√
e−a). All parameters as in Figure 4.2.
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they become positive in the case of a much larger particle (Figure 4.4, bottom)
representing an increase over the active cation bulk concentration.
We explain this observation by the different overlaps of diffuse (thickness λD)
and volume-diffusion layer (thickness ≈ 0.65a). Around the sub-micron particle,
the diffuse layer occupies a large fraction of λD/(0.65a) ≈ 0.15 of the volume-
diffusion layer, which seems to be large enough to inhibit a full development
of the volume-diffusion layer. Around the large particle, this fraction is much
smaller (10−6) and the volume-diffusion layer fully develops. Further below, the
strong control the ratio λD/a or its inverse κa exerts on the volume-diffusion
polarization will be reconfirmed.
When the frequency of the external excitation is increased until it approaches the
respective characteristic frequency (i.e. 3 · 106 rad/s and 0.1 rad/s around the
small and the large particle, respectively), large imaginary parts of the pertur-
bation concentrations appear within the electrical double layer indicating that
a relaxation is taking place. At the same time, the perturbation concentrations
in the volume-diffusion layer practically disappear around the small (second line
in Figure 4.2 and Figure 4.5) and reduce significantly around the large particle
(see ω = 0.1 rad/s in Figure 4.4). A reduced diffuse layer persists in both cases.
If the frequency is further increased, the temporal variation of the excitation
is too fast to permit the ions to rearrange and form the diffuse layer. As a
consequence, in the respective high-frequency limits, both real and imaginary
part of the perturbation concentrations approach zero.
As we can see from the perturbation potential (Figure 4.6), the development of
a quasi-equilibrium diffuse layer at low frequencies largely screens (counterbal-
ances) the field-induced surface charge Σ on the conducting particle. As a result,
outside the diffuse layer the potential distribution approaches the one of an in-
sulating particle, the reflection coefficient of which can be obtained as f = −1/2
from potential theory1. The remaining difference to the potential of an insulat-
ing sphere is due to the large non-zero exchange currents (a consequence of the
large active cation concentration c∞3 = 0.12 mol/m
3) but disappears, if c∞3 → 0
(not shown here for brevity). As mentioned above, with increasing frequency,
the diffuse layer cannot fully develop and the screening of the surface charge
becomes increasingly imperfect. At the high-frequency limit, the potential dis-
tribution therefore approaches the one of a perfect conductor1 with f = 1 (see
again Figure 4.6).
1The reflection coefficient f of a sphere with conductivity σs embedded in a medium with
homogeneous conductivity σm is (σs − σm)/(σs + 2σm) (e.g. Maxwell, 1891).
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Figure 4.6: Radial variation (r is the distance from the centre of the spherical particle)
of the electric perturbation potential δU along the symmetry axis (θ = 0) in the vicinity
of metallic spheres of (a) radius a = 0.1 µm at the angular frequencies ω = 3·104, 3·106,
and 3 · 108 rad/s and (b) radius a = 10 mm at ω = 10−4, 0.1, and 10 rad/s. The
left dashed lines indicate the extensions of the diffuse layer (DL, distance to surface
λD), the right those of the volume-diffusion layer (distance a
√
e−a). Besides the much
larger particle radius in (b), all other parameters as in Figure 4.2.
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Figure 4.7: Effective normalized conductivity spectra for particles with different radii
a between 0.1 µm and 10 mm. Responses in absence (dashed lines) and presence (solid
lines) of active cations responsible for the occurence reactions currents are included.
The complex-valued conductivities are expressed in terms of real σ′ (top) and imaginary
effective conductivity σ′′ (bottom). The arrow in the top panel marks the character-
istic frequency ωel = 1/τel discussed further below. Volumetric fraction of conducting
spheres ν = 0.12; all other model parameters as in Figure 4.2.
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The microscopic frequency dependencies around a single spherical particle di-
rectly relate to the macroscopic response of a suspension of a larger number of
equal particles. Figure 4.7 shows the spectral response of a suspension with a
volumetric particle content of ν = 0.12 in terms of real σ′ and imaginary part σ′′
of the effective electric conductivity defined in equation (4.18). The spectra of
the two particle sizes discussed in detail in this section (i.e. a = 0.1 µm and 10
mm) appear as limiting cases and are accompanied by additional spectra that
correspond to intermediate particle sizes. In order to start differentiating be-
tween the macroscopic effects of diffuse-layer polarization and volume-diffusion
relaxation, Figure 4.7 includes spectra for c∞3 = 0 (without reaction current,
dashed curves) and c∞3 = 0.12c
∞
1 (with large reaction currents, solid curves).
Regardless of particle size and the concentration of active cations, the low- and
high-frequency limits of all σ′ spectra are (almost) the same. At low frequencies,
they all approach a direct-current conductivity σDC well below σ0. In this
limit, the diffuse layer builds up, which fully screens the electric field of the
induced surface charges and gives the particle (not the suspension) a vanishing
effective conductivity. As a result, the particles – although perfect conductors
– decrease the effective conductivity of the suspension below the conductivity
of the electrolyte. Only the contribution of the reaction current through the
particle slightly increases σDC and, thus, explains the small deviations between
the values of σDC of the models with and without reaction currents.
At the high-frequency limit, the diffuse layer does not develop, induced charges
are not screened and the particle behaves like a perfect conductor. Consequently,
the suspended particles significantly increase the conductivity of the mixture.
Obviously, even the contribution of reaction currents cannot further increase
the (already infinite) effective conductivity of the sphere and no differences are
observed between the high-frequency limits with and without reaction currents.
Particle size and active cation concentrations, however, largely affect the transi-
tion between these limits. If no active cations are present, i.e. in the absence of
the volume-diffusion process, the relaxation of the diffuse layer controls the in-
crease of σ′ and causes a narrow peak of σ′′. The flanks of the σ′′ peak increase
and decrease with steep slopes ∝ ω and ∝ 1/ω, respectively. This frequency
dependence corresponds to the behaviour of a resistor-capacitor (RC) circuit,
which is a plausible parallelism for a charge-relaxation process as it is the case
with the diffuse-layer polarization. An increase of the particle size shifts the
characteristic angular frequency ωc, i.e. the frequency at which σ
′ transition
and σ′′ peak are observed, to lower angular frequencies, while it does practically
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not affect the maximum of σ′′ (except for very small particles).
The presence of active cations changes the spectral response significantly. As we
observe in Figure 4.7, the contribution of the associated volume-diffusion process
driven by the non-zero reaction currents broadens the σ′ transition region and
the σ′′ peak, reduces the maximum of σ′′, and notably shifts ωc towards lower
frequencies. These changes are almost imperceptible for small particles, while
they become most pronounced for large particles. As in this context metallic
minerals in the sub-millimeter range are considered large particles, it cannot
be stressed enough that besides geometry, also fluid chemistry exerts a large
control over the characteristic frequency. The slopes of the broadened peaks (e.g.
for a = 10 mm) increase and decrease with ∝ √ω and ∝ 1/√ω, respectively.
As previously mentioned by Wong (1979) and in accordance with our present
understanding of the volume-diffusion process, the occurrence of the quantity
1/
√
iω is typical for purely diffusion-controlled relaxations and can therefore also
be encountered in the Warburg impedance (e.g. Merriam, 2007). In comparison
to the case without reaction currents, the decrease of ωc with the particle size
is much more pronounced.
The comparison of the two cases also has an important practical implication.
Although the presence of active cations largely affects the spectral response of
the suspension, it is clearly no necessary condition for a polarization process to
occur. This conclusion is in agreement with the findings of other recent studies
into the polarization response of conducting particles with inert surfaces (J.
Quian and P.N. Sen, personal communication, 2016). However, the absence of
active cations can – especially in the case of relatively large particles – shift the
overall polarization response to much higher frequencies, where it can typically
not be observed with IP field or laboratory instruments.
4.4 Relaxation time scales
Due to the above observed dependence on the particle size, the characteristic
frequency – or its inverse, the relaxation time – can often be used to infer this
important geometrical parameter from spectral IP data. However, as we also
recognized in Figure 4.7, relaxations times for one particle size vary considerably
depending on the concentration of active cations. The analysis of this subject
provided by Wong (1979) is brief, only states that for smaller particles the
relaxation time varies with ∝ aλD/D and for larger particles with ∝ a2/D
and does not explicitly refer to the chemical composition of pore the water.
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Figure 4.8: Variation of relaxation times τ with the particle radius a for three different
concentrations of active anions c∞3 /c
∞
1 = 0, 0.03, and 0.12. Modelled relaxation times
τc correspond to the inverse of the characteristic angular frequency ωc, at which the
peak of the imaginary is observed. Dashed lines correspond to the relaxation time of
the diffuse layer τdl, equation (4.22), and dash-dotted lines to to the relaxation time of
the volume diffusion τvd, equation (4.23). All other parameter values as in Figure 4.2.
Because of its importance as proxy for the particle size and because it potentially
determines if a relaxation can be detected at all using band-limited measuring
devices (see discussion at the end of the previous section), in this section we will
investigate the relaxation times of the polarization model in more detail.
Figure 4.8 shows the variation of the relaxation times, determined from modelled
spectra as τc = 1/ωc, with the particle radius for three different concentrations of
active cations (solid lines). For non-zero active cation concentrations, the curves
reconfirm the transition from a linear increase of τc with a for small particles to
a quadratic increase for large particles as reported by Wong (1979). In the case
of vanishing active cation concentrations, the linear increase of τc continues even
for large particles. As without active cations no reaction currents are active, only
the diffuse-layer polarization develops and the linear increase must be related
to the charge-relaxation process of the diffuse layer. Consequently, the presence
of volume-diffusion processes in the opposite case must be responsible for the
quadratic increase. Although reaction currents are also active at the surface
of small particles, the overall polarization response seems to be dominated by
the relaxation of the diffuse layer. As Figure 4.8 further indicates, the critical
78
4.4 Relaxation time scales
particle radius, at which the transition between the two regimes is observed,
strongly varies with the fraction of active cations in the electrolyte solution.
Relaxation of the electrolyte solution
The fastest polarization process inherent to this model is related to the relax-
ation of the electrolyte solution. The corresponding relaxation time (e.g. Shilov
et al., 2001)
τel =
ε0εr
σ0
=
λ2D
D
(4.21)
is a measure of the time that it takes the ions of the solution to screen the
initial surface charge Σ∞ before the charging of the diffuse layer takes effect.
τel is also referred to as Debye time or the time scale of charge relaxation (e.g.
Bazant et al., 2004). Its inverse ωel marks the angular frequency, at which
the characteristic magnitudes of conduction and displacement current density
become equal. Therefore, in the treatment of the dielectric dispersion of sus-
pensions, ωel is used to define the limit between low- and high-frequency range
(e.g. Shilov et al., 2001). In the equations of the Wong model, ωel marks the
angular frequency, at which real and imaginary part of λ1, equation (4.11), are
equal.
In the spectra in Figure 4.7, the relaxation of the electrolyte solution can be
related to the small overshoot of over the high-frequency asymptote of the σ′
spectra for small particle sizes. This overshoot and its relaxation at ωel are
present in the spectra of larger particles, too, but can only be distinguished at
high zoom levels (not shown here for brevity). Also note that in the context of
induced-polarization studies with frequency ranges that hardly reach 1 kHz, the
relaxation of the electrolyte is of little relevance, as for typical aqueous solutions
in geomaterials it corresponds to characteristic frequencies ≥ 1 MHz.
Diffuse-layer relaxation
The first relevant time scale can be related to the relaxation of the space charge
stored in the field-induced diffuse layer covering the poles of the particle. Be-
cause this polarization persists even if reaction currents are absent, an approxi-
mate expression for the corresponding time scale can be obtained by evaluating
equation (4.12) in the limit c∞3 → 0. As we show in more detail in appendix C,
this yields the expression
τdl =
aλD
2D
(4.22)
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for the relaxation time of the diffuse-layer polarization. Generally, time scales
∝ λDL/D, where L denotes the characteristic system length, are often found in
the description of problems involving dynamic charging of electric double lay-
ers. Because these processes involve simultaneously acting diffusion and electro-
migration currents, both the bulk conductivity σ0 (via λD) and the geometric
scale a of the problem control this ”mixed” time scale (Bazant et al., 2004).
The same time scale as expressed in equation (4.22) was also found by Qian and
Sen (J. Quian and P.N. Sen, personal communication, 2016) for the diffuse-layer
relaxation of inert conducting particles.
In the context of the Wong model, excess and defect ion concentrations within
the diffuse layers covering the two poles of the particle are controlled by a com-
plex balance of tangential and normal electro-migration and diffusion currents
around the particle. Consequently, the time it takes the ions to move to their
new quasi-equilibrium positions τdl depends on both processes. The contribution
of the electro-migration process causes the dependence on λD, while the diffuse
transport introduces the dependence on the particle radius a. The induced dou-
ble layers (diffuse layers and their image charges on the particle surface) on the
two poles of the particle can be interpreted as capacitors connected in parallel
through the bulk electrolyte, which acts like an ohmic resistance. The relax-
ation time of such a RC circuit increases linearly with the resistance and the
capacitance (e.g. Pelton et al., 1978). In the context of the Wong mode, the de-
pendence on the resistance corresponds to the variation of τdl with the resistivity
of the bulk electrolyte ρ0 = 1/σ0. The capacitance is the charge stored in the
capacitor per applied voltage, which according to equation (4.20) in our model
scales with aκ and multiplied by 1/σ0 results in a relaxation time ∝ a/√σ0 as
predicted τdl.
Figure 4.8 shows that τdl describes the variation of the modelled relaxation
time τc with a quite well, as long as no active cations exist in the electrolyte,
i.e. c∞3 = 0, and the diffuse-layer polarization dominates. Therefore, even for
c∞3 > 0 the modelled curves coincide with τdl as long as the particle radius is
sufficiently small.
Volume-diffusion relaxation and critical particle size
The second relevant time scale is related to the relaxation of electro-neutral
perturbations of the electrolyte concentration caused by the volume-diffusion
process driven by non-zero reaction currents through the particle surface. In
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appendix C, we derive the characteristic time scale
τvd =
a2
4D (1− 2c∞1 /c∞3 )2
(4.23)
for this process, which only becomes evident if the particles are large enough.
Time scales ∝ L2/D, where L is the characteristic system length, are typical
for concentration-polarization processes also referred to as volume-diffusion or
bulk-diffusion processes (Bazant et al., 2004; Shilov et al., 2001). In contrast to
the relaxation of the diffuse layer, these relaxation processes are controlled by
diffusion only, which is reflected by the fact that τvd does not vary with 1/
√
σ0
as it was the case with τdl. This is plausible, as diffusion currents only depend
on concentration gradients and not on bulk ion concentrations [see e.g. equation
(4.3)].
While the bulk conductivity does not affect τvd, equation (4.23) predicts a clear
dependence on the fraction of active cations via c∞1 /c
∞
3 . From Figure 4.8 it is
obvious that for a fixed bulk conductivity σ0 ∝ c∞1 an increase of the fraction of
active cations shifts the critical radius ac, i.e. the radius at which the transition
between the two relaxation time regimes happens, towards smaller particle sizes.
By equating τdl and τvd we can approximate
ac ≈ 2λD(1− 2c∞1 /c∞3 )2 ≈ 8λD
(
c∞1
c∞3
)2
. (4.24)
Besides the ratio c∞1 /c
∞
3 , the critical particle radius also depends on the Debye
length λD. Around small particles with aκ < 8(c
∞
1 /c
∞
3 )
2, the relaxation of
the field-induced diffuse layer dominates the response, whereas around larger
particles with aκ > 8(c∞1 /c
∞
3 )
2 the volume-diffusion mechanism related to the
field-induced concentration gradients controls the effective conductivity.
Equation (4.24) also reconfirms the strong control the ratio aκ, i.e. the overlap
of diffuse and volume-diffusion layer, exerts over the development of the volume-
diffusion layer and thus its relaxation. For small particles, the relatively thick
diffuse layer inhibits the full development of a volume-diffusion layer. As a
consequence, the relaxation of the diffuse layer with τdl ∝ aλD dominates the
response. Around much larger particles, the volume-diffusion layer can fully
develop and its relaxation becomes dominant as can be seen from the variation
of the relaxation time with the particle radius τvd ∝ a2. It should be noted,
that in complete absence of the diffuse double layer, i.e. where ωvd ≫ ωdl, the
exchange current approaches zero (not shown here for brevity), which inhibits
the build-up of a concentration gradient even if ω < ωvd. In other words, for the
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volume-diffusion process to be activated the presence of a diffuse layer seems to
be a necessary condition.
Both the relaxation time of the volume-diffusion process as well as the critical
particle radius defined in equations (4.23) and (4.24), respectively, underscore
the important role of active cations in the electrolyte solution in the deter-
mination of the polarization response of the model. Although implicit in the
treatment by Wong, their effect on the overall relaxation time has not been
discussed in detail nor quantified as done here.
4.5 Discussion
An important achievement of the present study is the improved general under-
standing of the processes inherent to Wong’s polarization model. The detailed
mathematical analysis and the – to our best knowledge – first visualization of
the physical processes provide an appropriate basis to correct some misleading
reinterpretations of the model, which can be found in the more recent literature.
Based on the theory developed byWong (1979) andWong and Strangway (1981),
Gurin et al. (2015) and Placencia-Go´mez and Slater (2015) propose conceptual
models aiming at a description of the polarization response of metallic parti-
cles by means of a complex frequency-dependent surface conductivity. Their
approach is motivated by the difficulties to fit real IP spectra based on Wong’s
model (Placencia-Go´mez and Slater, 2014). In order to derive a simpler model,
which meets the requirements of interpreting real IP data, they resort to theories
describing the polarization response of suspensions of non-conducting particles
(e.g. O’Konski, 1960; Schwarz, 1962; Schurr, 1964; Leroy et al., 2008). These the-
ories consider dielectric particles with non-zero surface charge densities (e.g. due
to cation exchange reactions) surrounded by an electrical double layer. Complex
surface conductivities are then defined to describe the polarization of the fixed
Stern layer and the diffuse layer caused by an external electric field. Critical
analysis reveals two important discrepancies between the rigorous treatment by
Wong and these new conceptual models:
(1) In absence of active cations, Gurin et al. (2015) and Placencia-Go´mez and
Slater (2015) attribute the polarization response of metallic particles to a com-
plex surface conductivity related to the excess of ions in an electrical double
layer at the particle surface. Surface conductivity generally considers the con-
tribution of the equilibrium diffuse and Stern layer covering (e.g. Schurr, 1964;
Leroy et al., 2008) and does not consider the charging of the field-induced diffuse
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layer responsible for the large electrode-polarization response. Furthermore, the
Wong model, does not even consider fixed surface charges or equilibrium double
layers at the surface of the metallic particle. Rather, from Poisson’s equation
(4.5) it is clear that without external excitation the electrolyte solution is electro-
neutral – even at the very particle surface. The only double layers described
by the Wong model are field-induced. In conclusion, the conceptual models de-
veloped by Gurin et al. (2015) and Placencia-Go´mez and Slater (2015) are not
suited to reproduce the electrode polarization process described by the Wong
model. Rather, they suppose a different polarization mechanism around metal-
lic particles, which has not yet been studied in a mathematically rigorous way.
Although the existence of such a mechanism cannot be discarded beforehand,
the proposed conceptual models should be used with caution.
(2) A further difficulty arises from the conceptual model by Gurin et al. (2015),
which contains the argumentation that in absence of active cations, i.e. if no
reaction current through the interface is considered, ”the metallic particle be-
haves as an insulator”. This conclusion is a fundamental misconception because
the determination whether a particle behaves like a perfect conductor or an
insulator does not depend on the amount of charges that can be transferred
across its surface. Rather, the criterion must be the distribution of the electric
field within the particle. While the electric field is always zero within a perfect
conductor (this is warranted by an instantaneous redistribution of charges along
the surface), the electric field readily penetrates the non-conducting particle.
Mathematically, the first case requires a zero or constant potential boundary
condition at the particle surface as realized in the Wong model [see equation
(4.25)]. The second case, in contrast, implies a significant variation of the elec-
tric potential along the particle surface. This difference between the two cases
is not a mathematical subtlety but gives rise to fundamentally different polar-
ization processes (and magnitudes). Therefore, the polarization response of a
highly conducting particle can by no means be interpreted as a special case of
the polarization of the corresponding non-conducting sphere.
Of course, the assumption of an infinite conductivity of the particle represents
an important limitation of the Wong model. In their contributions, Revil et al.
(2015b) and Misra et al. (2016a) indicate a physically sensitive way to include
a finite particle conductivity into a mechanistic polarization model for semi-
conducting particles. Although pioneering, the models of these authors do not
yet include the effect of reaction currents through the solid-liquid interface. As
stressed repeatedly in the present paper, the effect of reaction currents through
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the particle in conjunction with the resulting volume-diffusion mechanism has a
huge impact on the relaxation response. Therefore, future improvements of the
polarization models for semi-conducting particles should definitely include the
effect of electro-active ions.
While they explicitly address the important role of active cations, the interpre-
tation provided by Flores Orozco et al. (2011) for the polarization response of
metallic precipitates deviates in an important point from the predictions made
by the Wong model. During a field-scale biostimulation experiment these re-
searchers observed a decrease of the polarization response (in terms of the imagi-
nary conductivity) during phases with low concentrations of active cations (here
Fe(II)) in the pore water. Furthermore, below a critical concentration of Fe(II),
no significant polarization response was observed at all. Flores Orozco et al.
(2011) attribute this behaviour to the strong control active ions exert over the
polarization magnitude and conclude that in absence of active ions electrode
polarization becomes negligible (at least in the investigated frequency band).
As far as the predictions of the Wong model are concerned, this perception is
erroneous because the presence of active cations is no necessary condition for
the occurrence of diffuse-layer polarization, which produces high polarization
magnitudes (in terms of the maximum imaginary conductivity). From Figure
4.7 it is evident that the maximum imaginary conductivity rather increases with
decreasing concentration of active cations, which in the present study could be
linked to the decreasing influence of the volume-diffusion mechanism. At the
same time, the characteristic frequency moves towards higher frequencies. Inter-
estingly, Flores Orozco et al. (2011) observed that the decrease of Fe(II) concen-
trations was accompanied by a decrease of the phase response at low frequencies
(0.25 Hz), while the phase increased at higher frequencies (4 Hz). Rather than
an overall reduction of the polarization magnitude, this experimental finding
indicates a shift of the polarization maximum to higher frequencies, when the
dissolved Fe(II) is depleted from the solution, which is in good agreement with
the predictions of the Wong model.
While the preceding discussion may suggest that the Wong model can still be
considered one of the most complete polarization models for metal-bearing ge-
omaterials, it also shows that there is room for further improvements:
(1) The eventual effect of surface charges at the metal surface and the associated
electrical double layer on the polarization response of conducting particles is not
included. For instances, on bare metal surfaces of synthetic iron and gold nano-
particles ζ-potentials can be up to −40 mV at neutral pH (Comba and Sethi,
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2009; Sonavane et al., 2008). Particularly in the context of applications of the
IP method for the monitoring of fate and transport of metallic nano-particles
injections (e.g. Flores Orozco et al., 2015), an improved discrimination between
the effects due to electrolyte composition (in particular the role of electro-active
ions), particle geometry, and the electro-chemical state of the surface (e.g. ζ-
potential and reactivity) seems necessary.
(2) Following the argumentation of Misra et al. (2016a), many metallic targets
– whether natural ore minerals or metal-oxide nano-particles – are rather semi-
conductors than metallic conductors. The polarization of such a semiconducting
particle including the effect of reaction currents through the solid-liquid inter-
face could be studied incorporating the corresponding boundary condition of
the Wong model into the approach of Misra et al. (2016a).
(3) For the one-dimensional system investigated in his treatment, Merriam
(2007) stresses the relative importance of the frequency-dependent impedance
of the Stern or Helmholtz layer in the electrode polarization process. The Wong
model does not consider effects related to the charging of the Stern layer at the
metal surface.
(4) The effective medium approach used by Wong (1979) to determine the re-
sponse of an ensemble of more than one particle [see equation (4.18)] does not
consider any interaction between neighbouring particles. In particular, the rela-
tively long-range perturbations related to the volume-diffusion process described
by his polarization model are likely to overlap if the average distance between
particles becomes equal to or smaller than the particle diameter. Furthermore,
may the volume-diffusion mechanism eventually couple to long-range polariza-
tion layers around the non-conducting grains of the background material, such
as the concentration polarization due to a static double layer (e.g. Shilov et al.,
2001). Both interactions between densely packed metallic particles and with the
non-metallic background material should be investigated in more detail.
(5) Although suited to develop a gross idea of the expected polarization response,
the simple geometrical models used in the analytic approaches (spheres and
ellipsoids in Wong, 1979; Wong and Strangway, 1981) are necessarily a poor
representation of the generally irregular shapes of natural mineral grains. From
studies on non-conducting particles, we already know that surface roughness can
produce an additional relaxation at higher frequencies (e.g. Leroy et al., 2008).
Indeed, IP measurements on slug grains carried out by Nordsiek and Weller
(2008) provide indications that surface roughness may contribute in a similar
manner to the polarization of metallic particles.
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(6) It has been shown that the application of Wong’s model to real data can be
tedious (Placencia-Go´mez and Slater, 2014) or result in a poor fitting of experi-
mental IP spectra (Placencia-Go´mez and Slater, 2015; Gurin et al., 2015). One
of the main drawbacks is the relatively large number of parameters, of which
particularly the electro-chemical parameters are poorly constrained. While fur-
ther improvements of the model addressing the first five issues of this list likely
result in an even larger number of model parameters, future research should not
sight of the need for simpler conceptualizations and mathematical descriptions
of the polarization of metallic particles - especially for the interpretation of real
laboratory or field data.
This list is certainly not complete, but shows that to date many possibly impor-
tant effects can still not be accounted for on the basis of existing mathematical
theories. At the same time, the constant delivery of new interesting experimen-
tal IP data therefore urges the development of improved theoretical models for
their interpretation.
4.6 Conclusion
We complete the solution of the Poisson-Nernst-Planck system of partial dif-
ferential equations around a perfectly conducting particle under consideration
of charge-exchange reactions at the particle surface. This model was initially
developed by Wong (1979) to describe the induced-polarization response of dis-
seminated sulphide ores. We extend his treatment and derive the full analytic
solution consisting of three unknown coefficients, which control short-range per-
turbations of ion concentrations and electric potential close to the particle sur-
face. Although not needed for the determination of the effective polarization
response of the suspended particle, the knowledge of such short-range perturba-
tions allows a much more comprehensive analysis of the underlying polarization
mechanisms.
We discuss the two relaxation processes inherent to the model and, as a fur-
ther extension of the classical theory, provide analytic approximations for the
characteristic time scales of both. Based on the full solution provided in the
present study, we are able to visualize the microscopic manifestations of the
two relaxation processes in terms of perturbations of the ion concentrations in
the electrolyte solution. Promoted by the deepened understanding of the un-
derlying mechanisms, we associate the two relaxation times with the relaxation
of (i) field-induced diffuse layers and (ii) field-induced concentration gradients.
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The first process corresponds to the build-up of diffuse double layers that screen
field-induced surface charges at the particle surface. Its relaxation time is pro-
portional to the Debye length of the electrolyte solution and the particle radius.
The second process only occurs if charge-exchange reactions are considered,
which are directly related to the build-up of concentration gradients in electro-
neutral electrolyte beyond the diffuse layer. Its relaxation time is proportional
to the particle radius squared, which is typical for volume or bulk-diffusion phe-
nomena.
Provided that active cations are present, both polarization mechanisms occur
simultaneously. However, around sufficiently small particles the diffuse-layer
relaxation dominates the overall polarization response, while volume-diffusion
relaxation becomes dominant around larger particles. The transition between
the two regimes is observed at a critical particle radius, which is approximately
proportional to the thickness of the diffuse layer (λD) and the inverse of the
normalized concentration of active anions squared [(c∞1 /c
∞
3 )
2]. Because under
typical conditions this critical radius is related to characteristic frequencies > 1
kHz, to our best knowledge, no experimental for the transition has been pub-
lished. Our findings can open the possibility to design laboratory measurements
– by increasing the Debye length and adjusting the active ion concentration
– that may be suited to detect the predicted transition and further test the
theoretical model.
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Appendices
4.A Derivation of the three remaining unknown coefficients
The potential on the surface of the perfectly conducting particle must have a
constant value and from the symmetry of the external excitation follows that
this constant value must be zero. Because this condition must hold for any θ,
we write [from equation (4.9)]
− 2F/(λ21ε0εr)A(ω)κ1(λ1a)− E0a+ E(ω)a = 0. (4.25)
The two inactive ionic species do not react at the particle surface, such that
the corresponding fluxes through the surface must also be zero. From equation
(4.3), we get
−D∂r [−A(ω)κ1(λ1r) +B(ω)κ1(λ2r)]
+ µc∞1 ∂r
[
−2F/(λ21ε0εr)A(ω)κ1(λ1r)− E0r + E(ω)a
3
r2
]
= 0 (4.26)
evaluated at r = a for the anion flux density and
−D∂r {c∞2 /c∞1 A(ω)κ1(λ1r) + [B(ω)−M(ω)]κ1(λ2r)}
− µc∞2 ∂r
[
−2F/(λ21ε0εr)A(ω)κ1(λ1r)− E0r + E(ω)a
3
r2
]
= 0 (4.27)
evaluated at r = a for the flux density of the passive cations. Only the normal
flux of the active cations through the metal surface does not vanish. It depends
on the perturbation concentration of the active cations δc3 and the radial electric
field −∂rδU at the particle surface. This boundary condition writes
−D∂r [c∞3 /c∞1 A(ω)κ1(λ1r) +M(ω)κ1(λ2r)]
− µc∞3 ∂r
[
−2F/(λ21ε0εr)A(ω)κ1(λ1r)− E0r + E(ω)a
3
r2
]
=
− β [c∞3 /c∞1 A(ω)κ1(λ1r) +M(ω)κ1(λ2r)]
− αc∞3 ∂r
[
−2F/(λ21ε0εr)A(ω)κ1(λ1r)− E0r + E(ω)a
3
r2
]
(4.28)
evaluated at r = a. The right-hand side of equation (4.28) is the exchange
current across the metal electrolyte interface as defined by Wong (1979) in terms
88
4.A Derivation of the three remaining unknown coefficients
of the electrochemical reaction-current parameters α (in Cs/kg) and β (in m/s).
In our treatment, the reaction current is given in mol/(m2s), which has to be
multiplied by Faraday’s constant F = eNA to obtain the corresponding electric
current density in A/m2 actually defined by Wong (his equation 28).
Note that boundary conditions far away from the particle surface, here zero
perturbation concentrations and a perturbation potential equal to the external
electric field, are implicit in the selection of the modified spherical Bessel function
of the second kind k1(λr).
Because the coefficient E(ω) given in equation (4.12) can be looked up in Wong
(1979), we do not include its lengthy derivation. To solve equations (4.25)
through (4.28) for the three remaining unknown coefficients, we first carry out
the partial derivatives ∂r, introduce the abbreviation k
′
1(λa) := ∂rk1(λr)|r=a
and do some minor manipulations, which yields
A(ω) =
E0a− E(ω)a
−2F/(λ21ε0εr)k1(λ1a)
, (4.29)
DA(ω)k′1(λ1a)−DB(ω)k′1(λ2a)
+ µc∞1
[−2F/(λ21ε0εr)A(ω)k′1(λ1a)− E0 − 2E(ω)] = 0, (4.30)
Dc∞2 /c
∞
1 A(ω)k
′
1(λ1a) +D (B(ω)−M(ω)) k′1(λ2a)
+ µc∞2
[−2F/(λ21ε0εr)A(ω)k′1(λ1a)− E0 − 2E(ω)] = 0, and (4.31)
−Dc∞3 /c∞1 A(ω)k′1(λ1a)−DM(ω)k′1(λ2a)
− µc∞3
[−2F/(λ21ε0εr)A(ω)k′1(λ1a)− E0 − 2E(ω)] =
− β [c∞3 /c∞1 A(ω)k1(λ1a) +M(ω)k1(λ2a)]
− αc∞3
[−2F/(λ21ε0εr)A(ω)k′1(λ1a)− E0 − 2E(ω)] . (4.32)
Equation (4.29) already expresses the coefficient A(ω) in terms of the known
coefficient E(ω) and no further manipulation is needed. Using the solution
for A(ω) from equation (4.29) and the definition of f2 in equation (4.13), the
coefficient B(ω) is readily obtained from equation (4.30) as
B(ω) =
E0 − E(ω)
k′1(λ2a)
{
λ21ε0εr
2F
f2 − µ
D
c∞1
[
f2 +
E0 + 2E(ω)
E0 − E(ω)
]}
. (4.33)
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For last unknown coefficient M(ω), we rearrange equation (4.32) using the def-
initions of f2 and f3 in equation (4.13) and substituting A(ω) from equation
(4.29), which yields
M(ω) =
−c∞3 /c∞1 (E0 − E(ω))
k′1(λ2a)
(
1 + βa
D
f3
) {λ21ε0εr
2F
(
f2 +
βa
D
)
− c
∞
1
D
(µ− α)
[
f2 +
E0 + 2E(ω)
E0 − E(ω)
]}
. (4.34)
4.B Derivation of induced surface charge density
The charge density Σ on the surface of the perfectly conducting sphere can be
related to the normal component of the electric field at its surface as
Σ(θ, ω) = −ε0εr∂rδU(r, ω)
⏐⏐⏐
r=a
. (4.35)
Inserting equations (4.9) and (4.14) and carrying out the partial derivative with
respect to r yields
Σ(θ, ω) = ε0εrE0
[
(1− f(ω)) λ
2
1a
2 + 2λ1a+ 2
λ1a+ 1
+ 1 + 2f(ω)
]
cos θ. (4.36)
At the high-frequency limit, i.e. for ω → ∞ the reflection coefficient f(ω) ap-
proaches 1 and the surface charge density reduces to Σ∞(θ) = 3ε0εrE0 cos θ.
In this limit, the excitation is too fast to permit the diffuse layer to build up
and Σ∞ is the minimal charge required to cancel out the electrical field within
the sphere. The same result can be obtained from standard electrostatic poten-
tial theory for a perfectly conducting sphere surrounded by a medium of finite
conductivity.
At the low-frequency limit, i.e. for ω → 0, the reflection coefficient approaches
−1/2 and λ1 becomes κ. For sufficiently large particles κa≫ 1 and the surface
can be approximated by Σ0(θ) = 3/2ε0εrE0κa cos θ. In this limit, the external
excitation is sufficiently slow as to permit the diffuse layer to fully develop.
The charge stored on the electrolyte side induces image charges on the particle
surface, which increases Σ by the large factor of κa/2.
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4.C Derivation of relaxation times
Diffuse-layer relaxation
In order to derive an expression for the relaxation time of the diffuse-layer po-
larization, we consider the limiting case of vanishing concentrations of active
cations in the electrolyte solution. Evaluating equation (4.12) for c∞3 → 0 yields
the frequency-dependent reflection coefficient
f(ω) = E(ω)/E0 ≈ 1− 3/2
1 + f1/2
, (4.37)
where f1 = f2iωλ
2
D/D. If we further limit our analysis to frequencies ω ≪ ωel ≈
1 MHz, which is appropriate for the particle sizes we are mainly interested
in, we can approximate λ1 by κ = 1/λD. For sufficiently thin diffuse double
layers compared to the particle radius, i.e. a/λD ≫ 1, the coefficient f2 defined
in equation (4.13) approaches a/λD. In this limit, the frequency-dependent
reflection coefficient becomes
f(ω) ≈ 1− 3/2
1 + iω aλD
2D
. (4.38)
From equation (4.38) we can extract the approximate relaxation time of the
double-layer polarization τdl = aλD/(2D).
Volume-diffusion relaxation
In order to identify the relaxation time of the volume-diffusion polarization, we
evaluate the appropriate limit of the reflection coefficient f . As argued before
for the relaxation of the diffuse-layer, the characteristic frequency of the volume-
diffusion relaxation will also be ω ≪ ωel, from which follows that λ1 ≈ λ−1D . For
sufficiently thin diffuse double layers compared to the particle radius, we still
have a/λD ≫ 1. Furthermore, we will assume that for angular frequencies ω
around the characteristic frequency of the volume-diffusion relaxation ωvd the
inequality λ2a≫ 1 holds. We leave it to the reader to verify this assumption by
evaluating λ2a at the angular frequency ωvd = τvd, were τvd refers to the final
result of this derivation. Under the above assumptions, the three coefficients fi
can be approximated by
f1 ≈ iω aλD
D
, f2 ≈ a
λD
≫ 1, and f3 ≈ 1
aλ2
. (4.39)
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From Figure 4.8 it is obvious that τvd > τdl for all particle sizes with domi-
nant volume-diffusion relaxation. Consequently, for sufficiently large particles
the characteristic frequency of this relaxation must be searched for at frequen-
cies ω ≪ ωdl. Substituting this inequality into the above expression for f1 yields
f1 ≪ 2i. Using the same inequality, we obtain βa/(Dλ2)≫ 1 for typical param-
eters values (i.e. β ≈ 10−2 m/s). In summary, under the above approximations
and assumptions the frequency-dependent reflection coefficient from equation
(4.12) becomes
f(ω) = E(ω)/E0 ≈ 1 +
3 β
Dλ2
+
3c∞3
c∞3 −2c∞1
(
α
µ
− 1
)
c∞3
c∞3 −2c∞1
[
αa
µλD
+ βa
D
+ 2
]
− 2 β
Dλ2
. (4.40)
This expression can be further simplified, if we take into account that α/µ≪ 1
and αD/(µλDβ) for typical parameter values [i.e. α = 10
−10 m2/(Vs)] as well
as βa/D ≫ 1 for all relevant particle size. Together with our last assumption
of sufficiently small concentrations of active cations c∞3 ≪ c∞1 and after some
manipulations, we obtain
f(ω) ≈ 1− 3/2
1−
√
iω
4D
a
1−2c∞1 /c∞3
. (4.41)
From equation (4.41) we can extract the approximate relaxation time of the
volume-diffusion polarization τvd = a
2/
[
4D (1− 2c∞1 /c∞3 )2
]
.
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CHAPTER 5
Electrochemical polarization around metallic particles — Part
2: The role of diffuse surface charge
5.1 Introduction
In a previous study (Bu¨cker et al., 2018a), we have presented the full ana-
lytical solution for the classical electrode-polarization model of the induced-
polarization (IP) response of uncharged metallic particles proposed by Wong
(1979). In the present paper, we extend this polarization model and develop
a numerical scheme to study the response of charged metallic particles. The
pre-charged surfaces of such particles immersed in an electrolyte solution are
covered by static diffuse clouds of counter charges known as the diffuse part
of the electric double layer (EDL), which must not be confused with the field-
induced diffuse layers caused by an external excitation. Neither the classical
model by Wong (1979) nor the more recent numerical modelling study carried
out by Abdulsamad et al. (2017) or the semiconductor-polarization models de-
veloped by Revil et al. (2015b) and Misra et al. (2016a) consider the effect of
such a static diffuse charge. Although it was claimed to be the actual cause of
the polarization response of highly conductive particles in the conceptual models
proposed by Gurin et al. (2015) and Placencia-Go´mez and Slater (2015), to date
no mechanistic polarization model has been developed to describe the effect of a
fixed surface charge – independently of whether it is located in the inner Stern
layer or the outer diffuse layer.
Depending on the chemical composition and the concentration of the electrolyte,
diffuse charges on the surfaces of pure metals and metal-bearing minerals vary
over a wide range of positive and negative values. The potential drop across the
diffuse layer, which can be approximated by the experimentally determinable ζ-
potential at the plane of shear, is often used to parameterize the charge stored in
This chapter is based on: Bu¨cker, M., Undorf, S., Flores Orozco, A., and Kemna, A.
(2019). Electrochemical polarization around metallic particles – Part 2: The role of
diffuse surface charge. Geophysics, 84(2):E57–E73.
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the diffuse layer. The ζ-potential of metallic and metal-bearing surfaces ranges
from values as low as −50 mV on stainless steel at 10 mM NaCl and pH 7
(Boulange´-Petermann et al., 1995) to +20 mV on pyrite at 1 mM KNO3 and
pH 6 (Reyes-Bozo et al., 2015). As these values differ significantly from zero,
a possible effect of the corresponding static EDL over the polarization response
of metallic particles should not simply be discarded a priori. Reversely, recent
laboratory and field studies with metallic nano-particles (e.g. Joyce et al., 2012;
Flores Orozco et al., 2015; Abdel Aal et al., 2017) indicate that it might be
possible to use IP measurements to retrieve information on the in-situ chemical
condition and reactivity of the surfaces of metallic particles (Shi et al., 2015),
which is strongly correlated with the ζ-potential.
It is the objective of the present study to develop a model, which describes the
polarization response due to a static diffuse layer covering the surface of the
metallic particles, and study the effect of varying charge densities in this layer.
Our theoretical treatment is based on a modification of the system of partial
differential equations proposed by Wong (1979) and therefore also permits to
include the effect of reaction currents through the metal-electrolyte interface.
As to our best knowledge the modified problem, which includes the polarization
response of a static diffuse layer, cannot be solved analytically, we adopt a
finite-element approach to obtain a numerical solution. Our results comprise the
micro-scale perturbations of ion concentrations and electrical potential around
the particle as well as the effect of the static diffuse layer on the effective electrical
conductivity spectra of the composite system. Here, we focus on the impact
of the diffuse charge on relevant descriptive parameters such as direct-current
(DC) conductivity, relaxation time, and maximum polarization response. In the
discussion section, we further analyze the practical relevance of our findings and
implications for the interpretation of IP measurements.
5.2 Theory
The electro-chemical polarization model introduced by Wong (1979) and Wong
and Strangway (1981) describes the IP response of metal-bearing ores based on
the frequency-dependent complex conductivity of perfectly conducting particles
(e.g., metallic conductors) immersed in an electrolyte solution. As discussed in
detail in Bu¨cker et al. (2018a), the primary polarization phenomenon inherent
to this model is related to the dynamic charging of field-induced diffuse layers
at the particle surface (see Bazant et al., 2004, for a comprehensive discussion
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of diffuse-charge dynamics). This mechanism does not require the presence
of electro-active ions to establish. Rather, electro-active ions additionally allow
reaction currents to cross the solid-liquid interface and trigger a volume-diffusion
mechanism, which largely changes the polarization response, particularly around
larger particles.
Fundamental equations and extended model
Like Wong (1979), we consider a perfectly conducting sphere immersed in an
electrolyte solution that consists of three ionic species. The supporting elec-
trolyte consists of anions (subscript 1) and inactive cations (subscript 2), which
do not engage in electrochemical reactions at the particle surface (e.g. Cl− and
Na+). A smaller fraction of active cations (subscript 3), in contrast, does partic-
ipate in reduction and oxidation reactions at the metallic surface, which allows
a net electric current to cross the solid-liquid interface. Upon excitation by the
uniform electric field Eext = E0e
iωt, where ω and t denote angular frequency
and time, respectively, the electric potential U and the ion concentrations cj (in
mol/m3) around the particle will be perturbed from their equilibrium values.
In three-dimensional coordinates, the total ion flux densities caused by the ex-
ternal excitation are described by the Nernst-Planck equations (Nernst, 1888,
1889; Planck, 1890)
Jj(r, t) = −Dj∇cj(r, t)− µjzjcj(r, t)∇U(r, t), (5.1)
where Dj , µj , and zj denote diffusion coefficient, mobility, and signed valence
of the j-th ionic species. The first term on the right-hand side of equation (5.1)
describes a diffusion current, while the second term corresponds to a conduction
or electro-migration current. For the sake of simplicity, we limit our treatment
to monovalent ions of symmetric electrolytes, i.e., z1 = −1 and z2 = z3 = 1.
Assuming, furthermore, the conservation of each ionic species expressed by the
continuity equation ∇Jj(r, t) = −∂tcj(r, t), equation (5.1) becomes
∂tcj(r, t) = ∇ [Dj∇cj(r, t) + µjzjcj(r, t)∇U(r, t)] . (5.2)
We use the compact notation ∂xf := ∂f/∂x for partial derivatives with respect
to x. The three ion concentrations are coupled amongst each other and to the
total electric potential via Poisson’s equation
∇2U(r, t) = − F
ε0εr
3∑
j=1
zjcj(r, t), (5.3)
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where F = 96, 485 C/mol is Faraday’s constant, ε0 = 8.85 · 10−12 C/(Vm) the
vacuum permittivity, and εr the constant relative permittivity of the aqueous
electrolyte. The system of partial differential equations described by equations
(5.2) and (5.3) is also known as the Poisson-Nernst-Planck (PNP) system for
ion transport.
Following the treatment by Wong (1979), we decompose the concentration of
the j-th ionic species into a static background concentration c
(0)
j (r) and a per-
turbation δcj(r) imposed by the oscillating external field.
cj(r, t) = c
(0)
j (r) + δcj(r) · eiωt (5.4)
In a similar fashion, the total electric potential can be decomposed into the
background potential U (0)(r) and a perturbation potential δU(r) as follows:
U(r, t) = U (0)(r) + δU(r) · eiωt (5.5)
Unlike in Wong’s model, the background concentration c
(0)
j (r) is not equal to
the bulk concentration c∞j but includes the excess and defect concentrations
caused by a fixed diffuse charge density at the particle surface. For the same
reason, the background potential U (0)(r) can no longer be assumed to be zero
as done in Wong’s model.
Besides the differentiation between active and passive cations made here, equa-
tions (5.2) through (5.5) are essentially the same as used e.g. by Chew and Sen
(1982b,a) to describe ion transport through the electrolyte around a charged par-
ticle. Although these authors model the polarization response of non-conducting
particles, the physics controlling the response of the electrolyte solution is iden-
tical. The fundamentally different electrical characteristics of the suspended
particles (non-conducting vs. perfectly conducting) are later taken into account
by imposing appropriate boundary conditions at the particle surface.
According to these authors, the problem can be decomposed into the solution
of a static part of the problem, which essentially yields the equilibrium ion
concentrations c
(0)
j (r) and electric potentials U
(0)(r) in the static diffuse layer
and the bulk electrolyte (Chew and Sen, 1982b), and the solution of a frequency-
dependent part (Chew and Sen, 1982a), which yields the perturbation quantities
δcj(r) and δU(r) caused by the external excitation. While the static part does
not depend on the perturbation quantities, the frequency-dependent solution
couples to the static solution. Both parts of the solution are introduced in the
following two subsections.
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Static solution
In a variation of the approach by Chew and Sen (1982b,a), in absence of an
external field, i.e for δcj(r) = 0 for all j and δU(r) = 0, we write [from equation
(5.2)]
0 = ∇
[
Dj∇c(0)j (r) + µjzjc(0)j (r)∇U (0)(r)
]
. (5.6)
We assume that in equilibrium, i.e., without an external excitation, all three
ion current densities through the particle surface vanish. This is obvious for the
inactive ionic species, which do not penetrate the particle surface by definition,
and also sensible for the active cations (see appendix A for more details). Under
this condition, equation (5.6) is solved by the Boltzmann-distributed concentra-
tions (e.g. Chew and Sen, 1982b)
c
(0)
j (r) = c
∞
j exp
(
−zje
kT
U (0)(r)
)
, (5.7)
where e denotes the elementary charge (1.602 ·10−19 C), k Boltzmann’s constant
(8.617 · 10−5 eV/K), and T the absolute temperature. The spatial variation of
the static background potential U (0)(r) is coupled to the space charge resulting
from equation (5.7) via Poisson’s equation [from equation (5.3)]
∇2U (0)(r) = − F
ε0εr
3∑
j=1
zjc
(0)
j (r). (5.8)
Inserting equation (5.7) into (5.8) gives the well-known Poisson-Boltzmann equa-
tion, which together with the boundary conditions at the particle surface,
U (0)(r)
⏐⏐⏐⏐
surface
= ζ, (5.9)
and at a far distance from the particle
U (0)(r) −−−→
r→∞
0, (5.10)
determines the static background potential. Note that we placed the origin of
our coordinate system (r = 0) in the centre of the particle.
Because the static boundary conditions, i.e., equations (5.9) and (5.10), are
the same as those used to describe the diffuse layer around a non-conducting
particle, an approximate solution of the static potential U (0)(r) can be looked
up in Chew and Sen (1982b) and inserted into equation (5.7) to obtain the static
concentrations c
(0)
j (r). Nevertheless, because the frequency-dependent solution
requires the use of numerical methods, in the present study we will solve the
static problem numerically, too.
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Frequency-dependent solution
The static solution can then be used to obtain the perturbation potential δU(r)
and the perturbation ion concentrations δcj(r). Assuming that the amplitude
E0 = |E0| of the external field is small (i.e., E20 ≪ E0), all perturbation quan-
tities are approximately proportional to the external excitation E0. Extending
the approach by Chew and Sen (1982a) to the case of three ionic species, the
linearized frequency-dependent part of equation (5.2) writes
iωδcj(r, ω) = ∇
{
Dj∇δcj(r, ω)
+ µjzj
[
c
(0)
j (r)∇δU(r, ω) + δcj(r, ω)∇U (0)(r)
]}
+O(E20), (5.11)
where the term O(E20) represents the neglected products of two perturbation
quantities, and the perturbation potential satisfies Poisson’s equation:
∇2δU(r, ω) = − F
ε0εr
3∑
j=1
zjδcj(r, ω). (5.12)
Equations (5.11) and (5.12) constitute four coupled differential equation that
describe the variation of the perturbation quantities within the electrolyte and
it only remains to specify suitable boundary conditions. At a distance far from
the particle, the perturbation potential should approach values corresponding
to the external electric field, i.e.,
δU(r, ω) −−−→
r→∞
−Eext · r, (5.13)
while the ion concentrations should approach the static solution, i.e., the per-
turbation concentrations should vanish as described by
δcj(r, ω) −−−→
r→∞
0. (5.14)
We will assume that the particle can be considered a perfect conductor, such
that the perturbation potential must be constant along the particle surface (see
discussion section for a more detailed analysis of this assumption). If the external
excitation is symmetric around the sphere, this constant potential must be zero,
i.e.,
δU(r, ω)
⏐⏐⏐⏐
surface
= 0. (5.15)
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As inactive ions are neither produced nor consumed at the particle surface, the
normal fluxes of both inactive ionic species through the surface, i.e., equation
(5.1) for j = 1, 2, must also be zero:
[
−Dj∇δcj(r, ω)− µjzj
(
c
(0)
j (r, ω)∇δU(r, ω)
+ δcj(r, ω)∇U (0)(r, ω)
)]
· n
⏐⏐⏐⏐
surface
= 0, (5.16)
with n denoting the unit normal vector to the surface (pointing into the elec-
trolyte). Only the normal flux of the active cations through the metal surface is
non-zero due to the oxidation-reduction reactions. The rate of ion production
or consumption at the surface depends on the perturbation concentration of the
active ions and the electric field at the surface as expressed by
[
−D3∇δc3(r, ω)− µ3
(
c
(0)
3 (r, ω)∇δU(r, ω)
+ δc3(r, ω)∇U (0)(r, ω)
)]
· n
⏐⏐⏐⏐
surface
=
− α(ζ)c(0)3 (r, ω)∇δU(r, ω) · n− β(ζ)δc3(r, ω), (5.17)
where we already made use of the equality z3 = 1. As we show in more detail in
appendix A, the right-hand side of equation (5.17) corresponds to the exchange
current across the metal electrolyte interface defined by Wong (1979) adapted to
our extended model. The two parameters α (in Cs/kg) and β (in m/s) control the
dependence of the reaction current on the overpotential at the particle surface
and the perturbation of the active ion concentration, respectively. Details on the
exchange current can be found in Appendix A. In the same appendix, we show
that — assuming a constant reaction-current density i0 — the two reaction-
current parameters vary with the ζ-potential as follows:
α(ζ) = α(0) exp
(
eζ
kT
)
, β(ζ) = β(0) exp
(
eζ
kT
)
, (5.18)
where α(0) and β(0) describe the reaction current in absence of a static surface
potential as used in the study by Wong (1979). Note that in our case, the
reaction current is given in terms of an ion flux density in mol/(m2s), which has
to be multiplied by Faraday’s constant F to obtain the corresponding electric
current density in A/m2 as defined by Wong (1979) [his equation (28)].
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Figure 5.1: Three-dimensional sketch of the modelled volume. The spherical parti-
cle of radius a is enclosed by a cylinder of radius L and height 2L representing the
surrounding electrolyte solution. Red lines mark the actual two-dimensional model
domain discretized for the numerical simulation. Due to the particular set of bound-
ary conditions on the surface of the particle, it is not necessary to model any of the
perturbation quantities in its interior.
5.3 Numerical implementation
To our best knowledge, no closed analytical solution of the problem set up by
the partial differential equations (5.11) and (5.12) and the boundary conditions
expressed in equations (5.13) through (5.17) exists in the literature. This is also
true for similar systems of partial differential equations with boundary condi-
tions adjusted to the problem of charged non-conducting particles, for which
only approximate analytical (e.g. Chew and Sen, 1982a; Shilov et al., 2001) or
numerical solutions (e.g. DeLacey and White, 1981) have been reported.
Here, we use the finite-element software package COMSOL Multiphysics to suc-
cessively obtain the static and the frequency-dependent solution. Although the
numerical solution would also permit to study irregularly shaped particles, here
we limit our treatment to spherical particles. This enables us to compare our re-
sults for the charged particle with the predictions of the analytical Wong model
for an uncharged particle of equal size. Figure 5.1 illustrates the modelled vol-
ume with the particle of radius a centered at the origin of coordinates. The
uniform external field is imposed, such that E0 = E0ex.
Due to the cylindrical symmetry of the problem, the numerical simulation only
needs to be carried out on the two-dimensional model domain of length 2L (in
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x-direction) and height L (in y-direction) marked in red in Figure 5.1. This
approach, which helps to solve the numerical problem efficiently, is based on
taking the x-coordinate of the Cartesian space as the z-coordinate of the cylin-
drical coordinate system and the y-coordinate as the radial coordinate r. As the
problem is completely symmetric around the x- or z-axis, there is no variation
in azimuthal direction. Additionally, this approach requires a suitable coordi-
nate transformation, which accounts for the different form of the differential
operators in cylindrical coordinates (see Appendix B for details).
As we saw earlier, in the case of vanishing equilibrium reaction current densities,
the static problem reduces to the solution of the Poisson-Boltzmann equation,
which contains U (0)(r) as only unknown variable. The boundary conditions,
equations (5.9) and (5.10), are translated into the following boundary conditions
for the numerical simulation: U (0) = ζ on the particle surface; U (0) = 0 on
the left, right, and top boundary (see Figure 5.1); and ∂yU(0) = 0 on the
axis of symmetry. For technical details on the implementation in COMSOL
Multiphysics, see appendix B.
Because bulk values are imposed as boundary conditions on the left, right, and
top boundary, these should be placed sufficiently far away from the static diffuse
layer and the frequency-dependent induced perturbations around the particle.
As a trade-off between computational cost and accuracy, we use a standard
domain size L of four times the particle radius, i.e. L = 4a. We checked the
suitability of this length scale by comparing the modelled perturbation potential
at the boundary (for ζ = 0) with the corresponding values of the analytical
solution (Wong, 1979; Bu¨cker et al., 2018a). As our modelling results do not
yield a longer-scale perturbation caused by the effect of the static diffuse layer
(see next section), this criterion will turn out to be sufficient.
Furthermore, the discretization of the two-dimensional modelling domain should
account for the expected small-scale variation of the solution within the diffuse
layer at the particle surface. While particle sizes of at least 1 mm may be of
interest, the thickness of the diffuse layer is only of the order of one Debye length
λD =
(
ε0εrkT
2c∞1 eF
)1/2
, (5.19)
which for typical ionic strengths of the electrolyte is as small as 10−8 m. In order
to be able to resolve the diffuse layer, we therefore discretizise the electrolyte
next to the surface with a special boundary-layer mesh consisting of rectangular
elements with a size of πa/400 along the boundary (tangential direction). In
radial direction this boundary-layer mesh is much finer and consists of a fixed
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number of 8 elements with sizes increasing from λD/2 at the surface to ≈ 1.8λD
at the outer limit of the boundary layer. The remaining volume is filled with
triangular elements, the maximum sizes of which increase from λD/2 at the outer
limit of the boundary-layer mesh to L/20 at the remote boundaries. Resulting
meshes consist of ≈ 9, 250 elements for particle sizes between 0.1 µm and 10 mm,
of which the constant number of 3, 200 elements corresponds to the boundary-
layer mesh.
After having solved the static problem, the frequency-dependent solution is ob-
tained using the same mesh. The static background ion concentrations needed
for the frequency-dependent solution, are computed by inserting U (0)(r) into
equation (5.7). For the detailed implementation of the partial differential equa-
tions (5.11) through (5.12) in COMSOL Multiphysics, see appendix B. The an-
alytical boundary conditions for the frequency-dependent problem, equations
(5.13) through (5.17), merge into the following numerical formulation: Un-
changed on the particle surface; δcj = 0 for all j and δU = ±E0L on the left and
right boundary, respectively; Jj = 0 for all j and ∂yδU on the top boundary and
the axis of symmetry. While the static solution only needs to be computed once
for each set of model parameters (i.e., a, ζ, c∞j , etc.), the frequency-dependent
problem has to be solved for each value of the angular frequency ω separately.
Further below, we will display the modelling results either directly, i.e., the ac-
tual solutions for the four perturbation quantities, or in terms of the effective
conductivity of the modelled volume. The latter can be obtained from a nu-
merical integration of the total ionic fluxes through the left (or right) boundary,
i.e.,
σmod =
2
E0L2
∫ L
0
3∑
j=1
Jj(x = L, y)exydy, (5.20)
where the term ydy accounts for the area element of the circular surface of the
boundary and the factor 2/L2 stems from the normalization to its total area.
As mentioned above, the standard domain size is L = 4a to ensure that the
boundaries are located far enough from the polarized particle. However, this
corresponds to a rather small particle volume fraction of νmod ≈ 0.01. In order
to facilitate the comparison with the spectral responses discussed in Part 1 of
this series (Bu¨cker et al., 2018a), the modelled effective conductivities σmod are
scaled to the volumetric content of ν = 0.12 using the Maxwell-Garnett mixing
rule (e.g. Wong, 1979)
σeff
σ0
=
1 + 2νf
1− νf , (5.21)
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where σ0 = 2µc
∞
1 F is the bulk conductivity of the electrolyte and
f =
1
νmod
σmod − σ0
σmod + 2σ0
(5.22)
the modelled frequency-dependent reflection coefficient of the spherical particle.
Due to the lack of an appropriate analytical model, the numerical solution
around the charged particle itself cannot be validated rigorously. However, for
the limiting case of a particle without diffuse charge, i.e., ζ = 0, the numerical
solution can be compared to the analytical solutions provided by Wong (1979)
and Bu¨cker et al. (2018a) in order to detect possible problems due to an inappro-
priate discretization or other issues arising from the numerical implementation.
In the results section, all numerical results are therefore presented along with
the corresponding analytical solutions for an uncharged particle.
5.4 Results
Unless otherwise stated, the standard model parameters listed in Table 5.1 are
used to obtain the results presented in this section. As mentioned above, all
numerical results are scaled to a standard volumetric content of 12%, which
ensures a significant spectral variation of the effective conductivity. The ζ-
potential on the surface of the charged particle is set to ζ = −50 mV, which is
a typical value for stainless steel surfaces at neutral pH (Boulange´-Petermann
et al., 1995) and high enough to render the small changes of the spectral response
induced by the static diffuse layer visible. In a similar fashion, we use a relatively
high bulk concentration of the active cations of c∞3 = 0.12 mol/m
3 to also
highlight the effect of the reaction current. The values of the reaction current
parameters α(0) and β(0) for the uncharged particle are taken over from Wong
(1979). A uniform ion mobility of µ1 = µ2 = µ3 = µ = 5 · 10−8 m2/(Vs), which
is approximately the mobility of the sodium cation at room temperature (e.g.
Atkins and De Paula, 2013), is assumed for all three ionic species.
Polarization mechanism
In part 1 (Bu¨cker et al., 2018a), we analyzed the two main relaxation processes
inherent to Wong’s electro-chemical polarization model: The first is related
to the accumulation and relaxation of electrical charges in thin diffuse layers
induced next to the two hemispheres of the particle. This dynamic charging
relaxes on a characteristic time scale that increases linearly with the particle
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Table 5.1: Standard parameter values for numerical modelling studies.
Parameter (unit) Symbol Value
Absolute temperature (K) T 293
Volumetric metal content (-) ν 0.12
Particle radius (µm) a 0.1
ζ-Potential (mV) ζ −50
Relative permittivity of the fluid (-) εr 80
Ion mobility [m2/(Vs)] µ 5 · 10−8
Signed ion valences (-) z1, z2, z3 -1, 1, 1
Bulk anion concentration (mol/m3) c∞1 1
Bulk concentration of active cations (mol/m3) c∞3 0.12
Reaction-current parameter [m2/(Vs)] α(0) 10−10
Reaction-current parameter (m/s) β(0) 10−2
Magnitude of external field (V/m) E0 1
radius as τdl = aλD/(2D). The second is a volume-diffusion process related to
the build-up of an electrically neutral concentration gradient around the particle.
This gradient is required to balance reaction currents through the particle and
is therefore only observed in the presence of active cations (i.e., c∞3 > 0) and
a non-zero exchange current (i.e., α(0), β(0) > 0) at the particle surface. The
relaxation of the concentration gradient occurs on a time scale τvd ∝ a2/D and
becomes dominant around particles with radius 8λD(c
∞
1 /c
∞
3 )
2 or larger (see
Bu¨cker et al., 2018a).
Figures 5.2 to 5.5 give an insight into the micro-scale manifestations of both
mechanisms and the changes produced by adding a static diffuse layer. The
first row of Figure 5.2 shows the (purely radial) variation of the background ion
concentrations c
(0)
j (r) and the background potential U
(0)(r) within such a static
diffuse layer around a charged sub-micron particle with a radius of 0.1 µm and
a ζ-potential of −50 mV. The dashed line indicates the approximate thickness
λD ≈ 10 nm of the diffuse layer. While the negative charges at the particle
surface deplete anions (co-ions) almost completely from the diffuse layer, they
increase both cation concentrations (counter-ions) at the surface by a factor of
≈ 7.2. Because the excess of counter-ions outnumbers the deficit of co-ions, the
effective conductivity of the interfacial layer is larger than the one of the bulk
electrolyte. Outside the diffuse layer, all three ion concentrations approach their
respective bulk concentrations and the static potential decays to 0 mV.
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Figure 5.2: Static diffuse layer (first row) and field-induced perturbations around a
sub-micron particle with a = 0.1 µm at the low-frequency limit ω = 3 · 104 rad/s
(other four rows). Only the real parts of the complex-valued perturbation quantities
are illustrated; the respective imaginary parts are much smaller at the low-frequency
limit displayed here. The inner dashed line indicates the diffuse layer, the outer the
volume-diffusion layer. All remaining parameters as listed in Table 5.1.
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The other four rows of Figure 5.2 show particles of the same size (0.1 µm) but
with different surface characteristics under the influence of an external field.
The selected angular frequency of ω = 3 · 104 rad/s of the external excitation
is well below the characteristic frequencies of all relaxations of interest, such
that the corresponding perturbations can fully develop. Figure 5.2 displays the
real parts of the complex-valued perturbation quantities. The corresponding
imaginary parts are not displayed because they are much (at least by a factor
of 10) smaller at the selected low angular frequency.
Complex-valued concentrations and potentials might be less familiar to some
readers. But in the mathematical formalism used here, which describes harmonic
oscillations by complex numbers, the occurrence of non-zero imaginary parts
simply indicates that these quantities are out-of-phase compared to the external
electrical field, the phase of which is given by the product ωt.
Upon excitation by the external field, the perfectly conducting sphere always
responds with an quasi-instantaneous redistribution of charges along its surface.
The resulting induced surface charges Σ∞ ∝ ε0εr3E0 (see e.g. Bu¨cker et al.,
2018a) ensure that the external field is cancelled out within the particle, which
is being accounted for by the boundary condition (5.15). This early-time or
high-frequency behaviour of the particle itself is the same, regardless of reaction
currents through the particle surface or the assumption of a fixed diffuse surface
charge. However, due to slower processes, the variation of the late-time or low-
frequency perturbations of ion concentrations and electric potentials within the
electrolyte next to the particle depends largely on the particular set of surface
properties. In the following we will discuss the different effects of ζ-potential
and reaction currents in detail.
The second row of Figure 5.2 and the solid grey curves in Figures 5.3 and 5.4
illustrate the low-frequency polarization of the uncharged conducting particle,
i.e., ζ = 0, with no reaction currents through the solid-liquid interface, here
realized by setting α(0), β(0) = 0. Under these conditions, only the effect of the
diffuse-layer polarization can be observed, the fundamental polarization of the
perfect conductor. As discussed in more detail in Bu¨cker et al. (2018a), normal
electro-migration currents around the poles of the particle charge the electrolyte
next to the particle surface until they are balanced by opposed diffusion currents
driven by the resulting concentration gradients. At sufficiently small frequencies
or after sufficiently long times, the total charge stored in the diffuse layer and
mirrored on the particle is by a factor aκ (where κ = 1/λD) larger than the
quasi-instantaneously induced surface charge Σ∞ (Bu¨cker et al., 2018a). The
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perturbation concentrations in the diffuse layer decay approximately exponen-
tially with the distance from the surface, i.e., ∝ exp[−κ(r − a)] (Wong, 1979;
Bu¨cker et al., 2018a). The inner dashed lines in Figures 5.2 to 5.4 mark the
distance at which the perturbations decay to 1/e of their respective values at
the particle surface indicating the spatial extension of the field-induced diffuse
layers.
From the third row of Figure 5.2 and the dashed grey curves in Figures 5.3 and
5.4 it is evident that the situation changes if a fixed surface potential of ζ = −50
mV is considered: Here, we observe a significant reduction of the anion pertur-
bation concentrations within the diffuse layer (first panel), while the resulting
lack of charge is compensated by an amplification of the cation perturbation
concentrations in the diffuse layer (second and third panel, better recognizable
from the radial sections in Figures 5.3 and 5.4). Beyond the diffuse layer cover-
ing the sub-micron particle (Figures 5.2 and 5.3), all ion concentrations increase
(or respectively decrease) uniformly on the two opposite sides of the particle
resulting in an electrically neutral salinity gradient around the particle. The de-
velopment of this relatively long-range concentration gradient can be understood
as a direct consequence of the unequal contributions of anions and cations to
the conductivity of the static diffuse layer. Tangentially to the surface, electro-
migration currents transport much more cations than anions, which in Figure
5.2 depletes cations to the left of the particle and accumulates them to the right.
At the same time, more anions arrive at (are pulled away from) the right (left)
side of the particle than can be transported through the diffuse layer, which
explains the net electro-neutrality of the perturbation. The concentrations in-
crease until the resulting opposite diffusion currents can balance the effect of
the electro-migration currents, leading to the quasi-equilibrium situation seen
in Figure 5.2. The process described in this paragraph is a volume-diffusion
mechanism, which is similar to but should not be confused with the one aris-
ing from the reaction currents discussed in the next paragraph. Obviously, this
mechanism is much weaker around the larger particle (Figure 5.4), where the
presence of a static diffuse layer does not result in recognizable changes of the
ion concentration in the zone marked as volume-diffusion layer.
The fourth row of Figure 5.2 and the black solid curves in Figures 5.3 and 5.4
show the influence of non-zero reaction currents, i.e., α, β > 0, on the pertur-
bations around an uncharged particle, i.e., ζ = 0 mV. Here, not the unequal
population of the static diffuse layer with anions and cations but the exclusive
release and absorption of active cations at the surface causes an imbalance of
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Figure 5.3: Radial profiles (y = 0, x > 0) of the real parts of the perturbation con-
centrations of (a) anions, (b) active, and (c) passive cations at ω = 3 · 104 rad/s. For
ζ = 0, numerical results (filled circles) are plotted along with the respective analytical
solutions (solid lines) from Bu¨cker et al. (2018a). For ζ < 0, only numerical results
(open symbols, dashed lines) exist. For both cases, results without (grey) and with
(black) reaction current are displayed. The vertical dashed lines indicate the exten-
sions of the diffuse layer (DL, left line) and of the volume-diffusion layer (right line).
All other parameter values as in Table 5.1.
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Figure 5.4: Radial profiles (y = 0, x > 0) of the real parts of the perturbation concen-
trations of (a) anions, (b) active, and (c) passive cations in the vicinity of a conducting
sphere of radius a = 10 mm at ω = 10−4 rad/s. For ζ = 0, numerical results (filled cir-
cles) are plotted along with the respective analytical solutions (solid lines) from Bu¨cker
et al. (2018a). For ζ < 0, only numerical results (open symbols, dashed lines) exist.
For both cases, results without (grey) and with (black) reaction current are displayed.
The vertical dashed lines indicate the extensions of the diffuse layer (DL, left line) and
of the volume-diffusion layer (right line). All other parameter values as in Table 5.1.
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electro-migration fluxes between the electrolyte far away and in the vicinity
of the particle. As discussed in more detail previously (Bu¨cker et al., 2018a),
the result is a coupling of the diffuse-layer polarization and the volume-diffusion
process. While the perturbations caused by the volume-diffusion process around
charged particles (previous paragraph) appear clearly and have the same sign
in all three ion concentrations; the reaction currents mainly affect the concen-
tration of the active ions (see δc3) and electro-neutrality in the volume-diffusion
region is ensured by a small reduction of δc2 and a small increase of δc1. The
radial profiles in Figures 5.3 and 5.4 illustrate these distinct effects clearly.
The radial profiles in Figure 5.4 also show a second important difference be-
tween the concentration gradients due to the two different volume-diffusion
mechanisms, which cannot be distinguished around the small particle: Only the
reaction currents produce the plateaus observed in the region marked as volume-
diffusion layer (black lines and symbols), which together with the decay at larger
distances represent the 1/r2-dependence of the corresponding perturbation con-
centrations. The absence of these plateaus in the perturbation concentrations
related to the asymmetric transport in the static diffuse layer (grey lines and
symbols in Figure 5.4) indicates a much faster – probably exponential – decay
with the distance from the particle surface and thus a much smaller thickness
of the volume affected by the concentration gradient.
The last row of Figure 5.2 and the dashed black curves in Figures 5.3 and 5.4
show the coupling of all three polarization processes. From a direct comparison
among the different maps and profiles, it can be seen that in this case, (1)
the perturbation concentrations within the diffuse layer around small and large
particles are largely controlled by the static diffuse layer, (2) those in the volume-
diffusion region around the large particle only by the reaction current through
the particle surface, and (3) those in the volume-diffusion region around the
small particle by the reaction current through the particle surface and the static
diffuse layer.
While effects of and interactions between the different polarization mechanisms
are clearly reflected in the perturbation concentrations around the sub-micron
particle, the resulting electric perturbation potentials (last column in Figure 5.2)
hardly show any noticeable variation. The radial profiles of the perturbation
potentials presented in Figure 5.5 show also only subtle differences. In both
cases, the perturbation potential primarily shows the steep exponential decrease
due to the space charge stored in the diffuse layer followed by a plateau due to
the 1/r2 decay of the effective dipole moment of the particle. If no reaction
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Figure 5.5: Radial profiles (y = 0, x > 0) of the real part of the perturbation potential
in the vicinity of conducting spheres (a) of radius a = 0.1 µm at ω = 3·104 rad/s and (b)
of radius a = 10 mm at ω = 10−4 rad/s. For ζ = 0, numerical results (filled circles) are
plotted along with the respective analytical solutions (solid lines) from Bu¨cker et al.
(2018a). For ζ < 0, only numerical results (open symbols, dashed lines) exist. For
both cases, results without (grey) and with (black) reaction current are displayed. The
potential −E0x associated with the uniform external field Eext as well as the potentials
around a non-conducting (f = −1/2) and a perfectly conducting (f = 1) sphere are
also included. The vertical dashed lines indicate the extensions of the diffuse layer (DL,
left line) and the volume-diffusion layer (right line). All other parameter values as in
Table 5.1.
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currents are considered, i.e., for α, β = 0, the charges of the diffuse layer fully
screen the electric field. In this case, the potential profile outside the diffuse
layer is equal to the one around a perfectly insulating sphere, the reflection
coefficient of which can be obtained as f = −1/2 from potential theory. The
reflection coefficient f of a sphere with conductivity σs embedded in a medium
with homogeneous conductivity σm is (σs−σm)/(σs+2σm) (e.g. Maxwell, 1891).
Reaction currents through the interface (i.e., α, β > 0) leak charges from the
diffuse layer into the particle (and vice versa), which reduces the effective dipole
moment of the particle and thus the perturbation potential along the plateau
in Figure 5.5. The almost identical variations of the potential around charged
(open symbols) and uncharged (filled symbols) particles suggest that the static
diffuse layer has hardly any effect on the macroscopic response of the particle.
As mentioned in the previous section, Figures 5.3 to 5.5 show a good agreement
of numerical (solid lines) and analytical (filled circles) results for the case of
the uncharged particle, i.e., ζ = 0 mV. The full analytical solution for all four
perturbation quantities can be looked up in Bu¨cker et al. (2018a). Slight devia-
tions between numerical and analytical solutions only become visible very close
to the particle surface. As an explanation, we recall that the smallest radial
element size of our finite-element mesh is λD/2, which is a factor of 50 larger
than the smallest radial distance displayed in the radial profiles in Figures 5.3
to 5.5. Thus the observed misfit does not indicate a systematic error but could
be reduced by increasing the resolution of the mesh.
Spectral response
Figure 5.6 displays the effective conductivity spectra obtained for the sub-micron
particle, i.e., a = 0.1 µm, in terms of the respective real (σ′(ω)) and imaginary
(σ′′(ω)) parts. The diffuse-layer relaxation, which dominates around such small
particles, leads to a steep transition between the low and high-frequency limits of
σ′ and a narrow peak in the σ′′ spectra. The small overshots of σ′ at the angular
frequency 1/τel = σ0/(ε0εr) ≈ 10−7 rad/s can be attributed to the relaxation
of the electrolyte solution (Bu¨cker et al., 2018a) and obey the Kramers-Kronig
relations with the corresponding imaginary spectra (not shown here for brevity).
The effect of a non-zero ζ-potential on the spectra in Figure 5.6 can be summa-
rized under the following three main changes: The presence of a static diffuse
layer (1) increases the direct-current limit of σ′ (subsequently denominated by
σDC), (2) reduces the maximum of σ
′′ (subsequently σ′′max), and (3) shifts the
characteristic angular frequency, at which σ′′max is encountered, towards lower
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Figure 5.6: Variation of real (σ′, top) and imaginary (σ′′, bottom) part of the effective
normalized conductivity with angular frequency. For the uncharged particle (ζ = 0),
numerical spectra (filled circles) can be compared to the analytical solution (solid lines)
from Wong (1979). For the charged particle (ζ < 0), only numerical spectra (open
symbols, dashed lines) exist. For both uncharged and charged particles, spectra without
(grey) and with (black) reaction currents are displayed. All other parameter values as
in Table 5.1.
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Figure 5.7: As Figure 5.6 but for larger particle with a = 10 mm.
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Figure 5.8: Variation of the low-frequency limit of the effective conductivity σDC
(left panel) and the maximum imaginary conductivity σ′′max (right panel) with the ζ-
potential for radii a = 0.1 µm, 31.6 µm (left and right panel), and 10 mm (right panel
only). Conductivity variations are displayed for simulations with (black circles) and
without (grey diamonds) reaction currents. The black solid lines illustrate the analytical
approximation of σDC based on the surface conductivity according to O’Konski (1960).
Besides a and ζ, all parameter values as in Table 5.1.
frequencies (subsequently ωc).
Figure 5.7 shows that the effect of a non-zero ζ-potential on the spectral response
of the large particle with a = 10 mm is different. For vanishing reaction currents,
i.e., α(0), β(0) = 0, we still observe the steep transition of σ′ and the narrow
peak of σ′′ related to the diffuse-layer polarization. However, here σDC and σ′′max
remain unaffected by the static diffuse layer and only the shift of ωc to lower
frequencies can be observed. If non-zero reaction currents through the surface
of the large particle are taken into account, i.e., for α(0), β(0) > 0, the volume-
diffusion process becomes dominant resulting in a broadening of the transition
region, a broadening and reduction of the σ′′-peak, and a substential reduction
of the characteristic angular frequency ωc. In this regime no effect of the static
diffuse layer on the spectral response can be detected.
In the following, we will study the dependency of the three spectral parameters
σDC, σ
′′
max, and ωc on the ζ-potential in more detail and provide some possible
explanations for the observed changes.
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The left panel of Figure 5.8 shows the variation of σDC with the ζ-potential for
two different particle radii (a = 0.1 and 31.6 µm). As we know, an increasing
magnitude of the (negative) ζ-potential results in an increase of cation and a
decrease of anion concentrations in the static diffuse layer. Because the increase
of the cation concentrations with ζ is much larger than the decrease of the
anion concentration, the surface conductivity increases with the magnitude of
the ζ-potential, which results in the increase of σDC observed in Figure 5.8. As
the total volume fraction occupied by the static diffuse layer of fixed thickness
λD decreases with increasing particle size, the increase of σDC with ζ is most
pronounced around the smaller particle (0.1 µm) and becomes almost negligible
around the larger (31.6 µm) particle.
Above we saw that – provided that no reaction currents are allowed to cross the
surface – a fully developed induced diffuse layer lets the perfectly conducting
particle effectively (i.e., outside the diffuse layer) behave like a non-conducting
particle (see Figure 5.5). At the same time, the static diffuse layer partly com-
pensates the effect of the induced diffuse layer and slightly increases the effective
conductivity. In order to understand the contribution of the static diffuse layer,
we can try to describe the variation of σDC with ζ by the corresponding expres-
sions known from the classical theory for non-conducting particles.
According to O’Konski (1960), the effect of the surface conductivity K can be
taken into account by adding the conductivity 2K/a to the conductivity of the
particle. If the particle is non-conducting, which in our case is true in the low-
frequency limit and outside the induced diffuse layer, the effective conductivity
of the particle is given by
σp =
2K
a
. (5.23)
As our model does not include a Stern layer, K only considers the conductivity
increment due to the static diffuse layer. For a thin static diffuse layer, i.e.,
aκ ≫ 1, the surface conductivity K can be approximated using Bikerman’s
formula (e.g. Shilov et al., 2001). Because we do not consider electro-osmotic
coupling, we evaluate this formula in the high-viscosity limit, where
K ≈ 2σ0λD
[
cosh
(
eζ
2kT
)
− 1
]
. (5.24)
The effective DC conductivity of a particle with conductivity σp immersed in a
medium of conductivity σ0 can be obtained from inserting the effective reflection
or dipole coefficient (e.g. from Shilov et al., 2001)
fDC =
σp − σ0
σp + 2σ0
, (5.25)
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into the Maxwell-Garnett mixing rule, equation (5.21). The predicted variation
of σDC with ζ is illustrated in the left panel of Figure 5.8 (solid lines) along with
the corresponding numerical results (black open symbols).
Particularly for the smaller particle, this analytical approximation overestimates
the conductivity increment produced by the static diffuse layer. There are vari-
ous reasons for the observed deviation: Equations (5.23) through (5.25) are only
valid in the thin double layer limit, i.e., a ≫ λD. Furthermore, the Bikerman
model of surface conductivity does not consider the volume-diffusion polarization
of the static diffuse layer observed in our simulation results, which is expected
to reduce the effective conductivity increment, nor the coupling with the in-
duced diffuse layer. Despite these shortcomings, the qualitative agreement with
the modelled response is relatively good and provides an additional plausibility
check of our numerical implementation.
Note that the comparison with the response of a non-conducting particle is
only sensible in the low-frequency limit, where the perfectly conducting particle
behaves like an insulator. At higher frequencies, the different natures of the
particles lead to fundamentally different frequency dependencies of the effective
conductivity (see the Discussion section for more detail).
The right panel of Figure 5.8 shows the variation of σ′′max (i.e., the value of σ
′′
at the characteristic frequency of each individual spectral response), which is
often taken as a measure of the magnitude of the polarization. If no reaction
currents are considered (grey diamonds), σ′′max decreases with the magnitude
of ζ. This decrease is most pronounced for the smallest particle, i.e., a = 0.1
µm, and hardly noticeable for the largest, i.e., a = 10 mm. For the smallest
particle, the variation of σ′′max with ζ does almost not change when reaction
currents are added to the model (black circles). All responses discussed so far are
dominated by the relaxation of the diffuse layer, such that we can conclude that
the magnitude of this polarization process generally decreases with increasing
diffuse charge density at the particle surface. The opposite is the case when the
volume-diffusion process becomes dominant, σ′′max increases with the magnitude
of ζ. We observe this around the intermediate particle, i.e., a = 31.6 µm, if
reaction currents are considered. Also in the case of non-zero reaction currents,
the effect of ζ becomes almost imperceptible around the largest particle, i.e.,
a = 10 mm.
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Figure 5.9: Variation of relaxation times τ with particle radius a for three different
concentrations of active anions c∞3 = 0, 0.03, and 0.12 mol/m
3 (light grey, dark grey,
and black, respectively). For the uncharged particle (ζ = 0), numerical results (filled
circles) can be compared to the analytical solution (solid lines) from Wong (1979). For
the charged particle (ζ < 0), only numerical results (open symbols, dashed lines) can
be displayed. Beside a, ζ, and c∞3 , all other parameters as in Table 5.1.
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Figure 5.10: Variation of relaxation times τ with the ζ-potential for three different
particle radii a = 10−7, 3.16·10−5, and 10−2 m with (black) and without (grey) reaction
currents. All other parameter values are equal to those given in Table 5.1.
5.4.1 Relaxation time
Due to its strong dependence on geometrical parameters, the relaxation time τ ,
here defined as the inverse of the characteristic angular frequency ωc, is often
used as a proxy for the size of the conducting particles. Hence, a good under-
standing of the effect of the ζ-potential on this important spectral parameter
would be desirable. Figure 5.9 illustrates the variation of τ with the particle
radius a for different surface characteristics. The response of uncharged par-
ticles shows the typical division into two regimes (e.g. Bu¨cker et al., 2018a):
The τ ∝ λDa increase can be attributed to the diffuse-layer relaxation, while
the much steeper τ ∝ a2 variation is related to the volume-diffusion mechanism,
which dominates around larger particles if reaction currents through the particle
surface are taken into account. This division into two regimes is also valid for
charged particles, i.e., ζ = −50 mV. The only effect of the static diffuse layer
around the particles is a slight increase of of the relaxation times of the diffuse
layer (∝ λDa) for radii a & 1 µm. The relaxation times of the volume-diffusion
polarization (∝ a2), in contrast, remain practically unaffected.
Figure 5.10, which illustrates the variation of the relaxation times with the ζ-
potential for three differently sized particles, confirms this general observation.
119
Chapter 5 Polarization around metallic particles – Part 2
We also see that the variation of the relaxation time of the diffuse layer, i.e.,
α(0), β(0) = 0, with ζ is relatively flat around 0 mV, becomes steepest around
±25 to ±75 mV and then again flattens out towards higher magnitudes of ζ.
This behavior is symmetric with respect to ζ = 0 mV and thus not affected
by the sign of the diffuse surface charge. In contrast, the practically constant
relaxation time of the volume-diffusion mechanism (black lines and symbols
in Figure 5.10) presents a slightly asymmetric behaviour, which becomes most
noticeable at large magnitudes of the ζ-potential.
At first glance, the increase of the relaxation time of the diffuse layer with ζ
seems counter-intuitive: The static diffuse layer increases the conductivity in
the vicinity of the particle as described by the surface conductivity K. At the
same time, the relaxation time is proportional to the Debye length and thus to
the square root of the inverse of the conductivity of the electrolyte around the
particle, i.e., τ ∝ 1/√σ0 (e.g. from Bu¨cker et al., 2018a), which would rather
imply a decrease of τ with ζ. However, the concentration polarization produced
by the unequal anion and cation fluxes through the static diffuse layer rather
seems to delay charging and relaxation of the induced diffuse layers related to
the observed increase of τ with ζ.
The relative insensitivity of the relaxation time of the volume-diffusion process
(the one produced by the reaction currents) to changes in ζ is in accordance to
the fact that the corresponding volume-diffusion layer is practically unaffected
by the presence of the static diffuse layer (see e.g. Figure 5.4). Obviously,
this process does not respond to changes in the (surface) conductivity, which is
plausible for a purely diffusion-controlled mechanism.
5.5 Discussion
Perfectly conducting vs. non-conducting particles
Treatments of the low-frequency polarization response of charged (non-conduc-
ting) dielectric particles can be roughly classified into two groups; models of the
first group stress the polarization response of the Stern or Helmholtz layer of
counter-ions tightly bound to the particle surface (e.g. Schwarz, 1962; Schurr,
1964; Leroy et al., 2008). Under the influence of an external electric field, these
charges rearrange along the surface but cannot leave (or enter) the Stern layer.
The maximum polarization is assumed to be controlled by an equilibrium be-
tween tangential electro-migration and diffusion currents resulting in the typical
relaxation time scale of the Stern layer τ = a2/(2D). The influence of the outer
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diffuse layer is only considered in terms of the real-valued conductivity incre-
ment 2K/a proposed by O’Konski (1960), which does not actively contribute
to the polarization. Models of the second group, in contrast, only study the
polarization response of the diffuse layer. While most treatments neglect the
polarization response of the Stern layer (e.g. Chew and Sen, 1982a; DeLacey
and White, 1981), there are also approaches attempting to incorporate its effect
(e.g. Shilov et al., 2001). The polarization of the static diffuse layer arises due to
the unequal cation and anion transport by electro-migration currents along the
surface and usually also relaxes on a time scale τ ∝ a2/D. In absence of a fixed
diffuse surface charge and thus for a vanishing ζ-potential, the models of both
groups do not predict any polarization response, except for the Maxwell-Wagner
polarization at high frequencies (i.e., ≈ 1/τel).
In comparison to these polarization mechanisms around non-conducting parti-
cles, the case of perfectly conducting particles is fundamentally different. Here,
the main mechanism responsible for the large low-frequency dispersion of the
effective conductivity of the suspension is the dynamic charging of the field-
induced (and not the static) diffuse layer, which is a direct consequence of the
high conductivity contrast between particle and electrolyte. In contrast to both
mechanisms observed for non-conducting particles, the pure polarization of the
field-induced diffuse layer relaxes on a time scale τ = λDa/(2D). Only if reac-
tion currents, which have not been addressed in the theories for non-conducting
particles, are taken into account the coupling with the resulting volume-diffusion
mechanism yields a relaxation time τ ∝ a2.
The present numerical study indicates that the effect of ζ-potential and static
diffuse layer should be considered of secondary importance for the effective con-
ductivity of suspensions of perfectly conducting particles – at least for typical
parameter values. Interestingly, the corresponding surface conductivity rather
decreases the polarization magnitude, i.e., σ′′max, and thus its effect is exactly
opposite to the one it has in the case of non-conducting particles.
In the case of non-conducting particles, the Stern layer usually plays an even
more important role for the observed polarization phenomena (e.g. Schwarz,
1962; Schurr, 1964; Leroy et al., 2008) than the diffuse layer. However, our model
does not include any polarization effect due to the Stern layer. We justify this
simplification based on the assumed infinite conductivity of the particle, which
results in a vanishing tangential electric field along the particle surface (and at
small distances from the surface). This is due to an immediate redistribution
of charges, which cancels out any electric field within the particle volume and
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along its surface. Thus, tangential electromigration currents within a thin Stern
layer, which cause a large polarization around non-conducting particles, should
either be zero or very small.
In summary, the role of surface conductivity around perfectly conducting par-
ticles is completely different to the one it plays for the polarization of non-
conducting particles. Therefore, the polarization of the static diffuse layer
around perfectly conducting particles should by no means be confused with
the main polarization mechanisms due to the dynamic charging of the diffuse
layer and the volume-diffusion process driven by reaction currents.
Potential for nano-particle characterization
To date only few studies have investigated the particular IP response of metallic
nano-particles (Joyce et al., 2012; Shi et al., 2015; Abdel Aal et al., 2017), but
the obtained results encourage further research to advance this exciting new ap-
plication. The strong response of metallic particles and the well-known fact that
the polarization magnitude scales with the volumetric metal content (e.g. Wong,
1979; Misra et al., 2017) make it a suitable method to monitor nano-particle in-
jection experiments (Flores Orozco et al., 2015). Besides the mere localization
and quantification, some researchers have even suggested that IP measurements
could aid in the characterization of the in-situ chemical condition and reactivity
of the particle surfaces (e.g. Shi et al., 2015). The strong correlation between
the ζ-potential (i.e., the fixed diffuse surface charge) on both surface reactivity
(e.g. Sund et al., 2011) and IP response of non-conducting particles (e.g. Leroy
et al., 2008) justified this hope.
Generally speaking, our modelling results also indicate that the sheer size of
nano-particles favours such applications of the IP method: From Figure 5.8
we see that the smaller the particle is, the more sensitive both σDC and σ
′′
max
become with respect to variations of the ζ-potential. For the 0.1 µm particle,
the maximum relative changes of both spectral parameters are approximately
15% over the studied range of ζ-potentials from 0 to −125 mV. These variations
are small but detectable. With increasing particle size, the sensitivity of both
parameters to changes in ζ decreases rapidly. Already for micro-scale particles,
here 31.6 µm, they are expected to be almost insensitive – except for σ′′max in
the case of non-zero reaction currents.
The situation is very different with regard to the sensitivity of the relaxation
time to variations of the ζ-potential. Figures 5.9 and 5.10 show that here,
in contrast to σDC and σ
′′
max, a significant increase of the relaxation time can
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only be observed for micro-particles or larger, i.e., a & 1 µm, and in absence
of reaction currents. Under these conditions, the relaxation time of the pure
diffuse-layer polarization increases by a factor 5 from 0 mV to ±125 mV, with
the highest sensitivity in the range between ±25 through ±75 mV. As the same
two Figures show, the relaxation time of the volume-diffusion process, which
dominates for larger particles sizes and non-zero reaction currents, is expected to
be practically insensitive to changes of the ζ-potential. However, in this regime
the relaxation time is highly sensitive to the reaction current through the particle
surface, which in turn is a direct measure for the reactivity of the particle surface.
This effect can be of interest to monitor particle-injection experiments, where
particle-surface properties change over time (e.g., engineered particle coatings,
Flores Orozco et al., 2015), or conditions with varying availability of active ionic
species, e.g. due to biogeochemical processes (e.g., Flores Orozco et al., 2011).
Despite of the theoretical potential of the IP method to characterize surface
properties such as ζ-potential and reactivity, the high characteristic frequen-
cies of the relaxation processes around nano-particles impose a practical limit:
Typical laboratory set-ups only permit to determine the complex conductivity
response of material samples up to frequencies of 1 to 40 kHz, and can therefore
only resolve the increasing flank of the relaxation peak (e.g. Abdel Aal et al.,
2017). In this case, the determination of the characteristic frequency might be-
come too imprecise to detect the small variations of τ with ζ. Other researchers,
in contrast, were able to observe the relaxation peak of sub-micron silver and
zero-valent iron particles at sufficiently low frequencies (Joyce et al., 2012). In
field experiments with array lengths in the meter to dekameter range, electro-
magnetic induction usually masks the IP response at frequencies > 10− 100 Hz
(e.g. Flores Orozco et al., 2011, 2012), which further reduces the detectability
of nano-particles in larger-scale applications.
Limitations of the model
In part 1 of this series (Bu¨cker et al., 2018a), we discussed the limitations inher-
ent to the model by Wong (1979) – including our own extensions. Obviously,
the numerical model presented in this second part suffers from the same set of
shortcomings inherited from the base model. To mention some of the remaining
issues, (1) it ignores the fact that most metal-bearing minerals are rather semi-
conductors than metallic conductors, (2) it does not consider dynamic charging
of the Stern layer (e.g. Merriam, 2007), (3) it neglects particle-–particle inter-
actions between adjacent grains, which is inherent to the mixing rule used for
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the up-scaling, (4) it does not treat effects of non-spherical geometries or sur-
face roughness, and (5) having even more model parameters, its application to
real data is expected to be even more tedious (e.g. Placencia-Go´mez and Slater,
2014).
In the light of recently developed semiconductor-polarization models (e.g., Re-
vil et al., 2015b; Misra et al., 2016a,b; Abdulsamad et al., 2017), it is worth
reconsidering the assumption of an infinite conductivity of the metallic parti-
cle. In his analysis, Wong (1979) argued that if ”the conductivity [...] of the
mineral is a hundred or a thousand times the conductivity [...] of the surround-
ing medium” (i.e. the electrolyte), the particle could be considered a perfect
conductor. However, this argumentation only assesses the (direct-current) con-
ductivity of the involved materials, which is not sufficient in the context of a
frequency-dependent model.
The situation described by the zero-potential boundary condition (5.15) requires
the charges on the particle to relax much faster than the variation of the external
excitation. In metallic conductors, the charge relaxation time can be roughly
approximated by twice the collision time of the free electrons (e.g., Ashby, 1975).
At room temperature, typical collision times in elemental metals are in the
order of 10−15 s to 10−14 s, such that the characteristic frequency of charge
relaxation is well beyond the relevant frequency range and the assumption of
a perfect conductor remains justified. The analysis by Revil et al. (2015b)
and Revil et al. (2015a) suggests that the situation changes fundamentally if
semiconducting minerals, such as pyrite or magnetite, are considered. Here, the
diffusion-controlled relaxation of the charge carriers inside the semiconducting
particle not only leads to a much slower response of the solid particle but seems
to be the main polarization mechanism in the typical IP frequency range. With
this in mind, the application of the present polarization model (as well as any
model that rests on the assumption of a perfectly conductive solid phase) should
clearly be limited to the case of metallic conductors.
In addition to the known limitations (1) through (5), the assumption of a con-
stant ζ-potential used in this study might also be unrealistic. In particular,
the large field-induced variations of the ion concentrations close to the particle
surface raise doubts whether the constant-ζ-potential boundary condition, i.e.,
equation (5.15), can be adequate. This limitation is also inherited from theWong
model, which – from our new perspective – simply describes the special case of
ζ = 0, i.e., at the point of zero charge of the metal surface. Determining the
ζ-potential self-consistently from a speciation model for the particle-electrolyte
124
5.5 Discussion
interface might result in a more realistic boundary condition, which can account
for the complex mutual dependency between the diffuse layer and the surface
(including the Stern layer).
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Appendices
5.A Adaptation of the exchange current
Our description of the exchange current strictly adheres to the one proposed by
Wong (1979). However, while Wong can assume the bulk concentration of the
active cations c∞3 at the particle surface, according to equation (5.7), the equilib-
rium concentration at a charged surface is given by c
(0)
3 (ζ) = c
∞
3 exp [−eζ/(kT )],
which requires some adaptions of the known expressions.
The fundamental metal deposition-dissolution reaction
M+ + e−  M(ads) (5.26)
remains unchanged. Here, M+ denotes the metal cation in solution, e− an
electron and M(ads) a metal atom adsorbed to the particle surface. The net
exchange current density due to the above reaction writes [equation (23) in
Wong (1979)]
i = k−[M(ads)]e exp [eη/(2kT )]− k+[M+]e exp [−eη/(2kT )] , (5.27)
where we have already assumed a symmetry factor of 1/2. The parameters k+
and k− are rate constants, [M(ads)] and [M
+] are concentrations of active cations
and adsorbed atoms (in ions/m3), and η is the current-producing overpotential.
Under undisturbed conditions, i.e., without any external excitation, the overpo-
tential η is zero by definition and the modified concentration of active cations
at the particle surface is given by c
(0)
3 (ζ), which includes the cation excess in
the static diffuse layer caused by the non-vanishing surface potential ζ. Wong’s
expression for the equilibrium exchange current, his equation (24), therefore
becomes
i0 = k−[M(ads)]e = k+c
(0)
3 (ζ)NAe, (5.28)
where NA is Avogadro’s constant (6.0221 · 1023 mol−1).
As Wong (1979) discusses in more detail, for small overpotentials η ≪ e/(2kT ))
the non-equilibrium exchange current due to a non-zero overpotential can be
linearized resulting in
i ≈ i0eη/(kT ) or i ≈ i0e/(kT )E · n l, (5.29)
where E ·n is the component of the electrical field normal to the particle surface
(n is the unit normal vector pointing into the electrolyte) and l is the charac-
teristic distance of closest approach by the active cations to the surface.
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Even in absence of a current-producing overpotential, a perturbation δc3(ζ) of
the active cation concentration from the equilibrium value c
(0)
3 (ζ) can generate
the net exchange current
i = k−[M(ads)]e− k+[c(0)3 (ζ) + δc3(ζ)]NAe
= i0 − i0 − k+δc3(ζ)NAe
= −k+δc3(ζ)NAe.
(5.30)
Note that the net current density due to a positive δc3(ζ) is negative (toward
the center of the particle).
The total exchange current density is then obtained as the sum of the one caused
by a non-zero overpotential and a perturbation of the active cation concentration
from the equilibrium and writes
i ≈ α(ζ)c(0)3 (ζ)NAeE · n− β(ζ)δc3(ζ)NAe, (5.31)
where α(ζ) = i0l/[c
(0)
3 (ζ)NAkT ] and β = k+ = i0/[c
(0)
3 (ζ)NAe] are functions of
the ζ-potential. Wong (1979) estimates his values of α(0) = i0l/(c
∞
3 NAkT ) and
β(0) = i0/(ec
∞
3 NA) from experimentally determined values of the equilibrium
reaction current density i0. If we use the same experimental values as starting
point and assume that the particles used also had a non-vanishing static surface
potential, we find α(ζ) = α(0) exp [eζ/(kT )] and β(ζ) = β(0) exp [eζ/(kT )] (by
comparison with the expressions by Wong). Note that Equation (5.31) defines
an electrical current density in A/m2, i.e. the corresponding current densities in
mol/(m2s) as needed for the corresponding boundary condition, equation (5.17),
can be obtained by dividing i by F = NAe.
5.B Implementation into the COMSOL coefficient form PDE
The COMSOL partial differential equation (PDE) interface in coefficient form
allows the specification of PDEs and systems of PDEs of the general type
ea
∂2u
∂t2
+ da
∂u
∂t
+∇ · (−c∇u− αu+ γ) + β · ∇u+ au = f (5.32)
with general boundary conditions
−n · (−c∇u− αu+ γ) = g − qu and (5.33)
u = s, (5.34)
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where u denotes the dependent variable and n is the inward-pointing unit nor-
mal vector (i.e., into the electrolyte) on the respective boundary. Note that
actually COMSOL defines the normal vector reversely (outward-pointing) and
consequently it appears with reversed sign in equation (5.33). The coefficients
ea, da, c, α, γ, β, a, f , q, g, and s are used to describe the specific problem
to be modelled. Equation (5.33) is a generalized Neumann boundary condition
and equation (5.34) a Dirichlet boundary condition.
Static solution
With these definitions, the numerical implementation of the static problem from
equations (5.7) and (5.8) with boundary conditions (5.9) and (5.10) is straight-
forward. If we define the dependent variable u1 = U
(0)(r), the PDE coefficients
must be
c = 1 and (5.35)
f =
F
ε0εr
3∑
j=1
zjc
∞
j exp
(
−zje
kT
u
)
. (5.36)
Note that throughout this step-by-step instruction we will use the convention
that all coefficients that are not mentioned specifically are assumed to be zero.
Assuming mono-valent ions |zj | = 1 and making use of the electro-neutrality
condition in the bulk electrolyte c∞1 = c
∞
2 +c
∞
3 , the coefficient f can be simplified
to
f = −2c
∞
1 F
ε0εr
sinh
( e
kT
u
)
. (5.37)
On the top boundary (at y = L), on the left (x = −L), and on the right (x = L)
boundary, we define
s = 0, (5.38)
while on for the metal surface (at x2+ y2 = a2 for the spherical particle) we set
s = ζ (5.39)
to implement the Dirichlet boundary conditions (5.10) and (5.9), respectively.
Defining the axis y = 0 as symmetry axis (selecting rotational symmetry in the
model setup), no specific boundary conditions must be defined on this boundary.
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Frequency-dependent solution
For the solution of the frequency-dependent case, we need to implement the
system of four coupled PDEs described in equations (5.11) and (5.12). In the
system case, the dependent variable u in equation (5.32) becomes a column
vector of length 4. We define
u2 =
⎡⎢⎢⎢⎣
u21
u22
u23
u24
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
δc1(r, ω)
δc2(r, ω)
δc3(r, ω)
δU(r, ω)
⎤⎥⎥⎥⎦ . (5.40)
Assuming isotropy of all of its elements, the coefficient c becomes a 4-by4 coef-
ficient matrix. In our case, c writes
c =
⎡⎢⎢⎢⎣
D 0 0 −µ1c∞1 exp( ekT u1)
0 D 0 µ2c
∞
2 exp(− ekT u1)
0 0 D µ3c
∞
3 exp(− ekT u1)
0 0 0 1
⎤⎥⎥⎥⎦ , (5.41)
where u1 denotes the scalar static solution (for the electrical potential only).
The coefficient matrices
α =
⎡⎢⎢⎢⎣
−µ1∇u1 0 0 0
0 µ2∇u1 0 0
0 0 µ3∇u1 0
0 0 0 0
⎤⎥⎥⎥⎦ , (5.42)
and
a =
⎡⎢⎢⎢⎣
iω 0 0 0
0 iω 0 0
0 0 iω 0
F
ε0εr
− F
ε0εr
− F
ε0εr
0
⎤⎥⎥⎥⎦ (5.43)
complete the description of our system of PDEs in coefficient form. Note that
each element αi,j = [αi,j,1, αi,j,2]
T is a two-element column vector where the
third indices correspond to the spatial coordinates x and y.
As mentioned in the main text, because of the cylindrical symmetry, the solution
of the system of PDEs can be carried out on a two-dimensional modelling domain
with coordinates x and y (see Figure 5.1). Thus, the position vector and the
gradient operator become
r =
[
x
y
]
and ∇ =
[
∂x
∂y
]
, (5.44)
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respectively. Although we are actually interested in solving the system of PDEs
in cylindrical coordinates, we will first proceed with the formulation of the sys-
tem in the two Cartesian coordinates x and y and further below provide a simple
conversion to cylindrical coordinates.
The problem description for the numerical modelling is completed by the fol-
lowing boundary conditions. Far from the particle surface (i.e., for r → ∞),
we requested the perturbation potential to approximate the exciting potential
−E ·r and the perturbation ion concentrations to vanish. Therefore, on the left
and right boundary, we define Dirichlet boundary conditions by setting
s =
⎡⎢⎢⎢⎣
0
0
0
E0L
⎤⎥⎥⎥⎦ and s =
⎡⎢⎢⎢⎣
0
0
0
−E0L
⎤⎥⎥⎥⎦ , (5.45)
respectively.
On the top boundary, we implement a zero-flux boundary condition for all
four dependent variables. This results in vanishing normal fluxes for all three
ionic species and a vanishing normal electrical field. Again, due to the rotational
symmetry, no boundary conditions must be defined on the symmetry axis (i.e.,
along y = 0).
On the particle surface, we implement mixed boundary conditions consisting
of one Dirichlet condition for the electric potential, equation (5.15), and gen-
eralized Neumann conditions for the three ion fluxes, equations (5.16) through
(5.17). To define the boundary conditions on the ion fluxes, we set
q =
⎡⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 β(ζ) 0
0 0 0 0
⎤⎥⎥⎥⎦ (5.46)
and
g =
⎡⎢⎢⎢⎣
0
0
α(ζ)c∞3 exp
(− e
kT
u1
)
n · ∇u24
0
⎤⎥⎥⎥⎦ , (5.47)
where n·∇u24 = nx∂xu24+ny∂yu24. A Dirichlet boundary condition component
is specified for the fourth component by setting
s = 0, (5.48)
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which overwrites the above no-flux boundary condition (only for the perturba-
tion potential). The Dirichlet boundary condition for the first three components
are deactivated and the generalized Neumann boundary conditions described by
q and g remain valid for the first three components.
Conversion to cylindrical coordinates
As mentioned above, the software expects the equations to be defined in a
Cartesian system with two space dimensions. That means, that if we assume
isotropic media (i.e., c is a 4-by-4 matrix) the i-th equation of our system is
given by∑
j
[− (∂xci,j∂x + ∂yci,j∂y)uj − (∂xαi,j,1 + ∂yαi,j,2)uj + ai,juj ] = 0, (5.49)
where we have already dropped all vanishing coefficients (i.e., ea, da, γ, etc.).
However, we actually seek to solve a system in cylindrical coordinates, the i-th
component of which should write∑
j
[
−
(
1
r
∂rrci,j∂r + ∂zci,j∂z
)
uj −
(
1
r
∂rrαi,j,1 + ∂zαi,j,2
)
uj + ai,juj
]
= 0
(5.50)
instead. If we simply multiply the entire system by r, we get∑
j
[− (∂rrci,j,1,1∂r + ∂zrci,j,2,2∂z)uj − (∂rrαi,j,1 + ∂zrαi,j,2)uj + rai,juj ] = 0,
(5.51)
which can be converted to the form supported by software. Defining r as y and
z as x yields the modified system
∇ · (−yc∇u− yαu) + yau = 0 (5.52)
Thus, it is sufficient to multiply the three coefficient matrices c, α, and a by y to
transform the problem to cylindrical coordinates. Note that the boundary coef-
ficients q and g have to be multiplied by y, too, while r remains unchanged.
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CHAPTER 6
On the Role of Stern- and Diffuse-Layer Polarization
Mechanisms in Porous Media
6.1 Introduction
In absence of metallic minerals, mainly four mechanisms contribute to the low-
frequency (typically < 1 MHz) dispersion of the complex conductivity of geo-
materials, all of which are sensitive to the polarization of different parts of the
electric double layer at the solid-liquid interface (e.g. Lesmes and Morgan, 2001;
Kemna et al., 2012): (1) Maxwell-Wagner polarization, (2) polarization of the
Stern layer, (3) polarization of the diffuse layer, and (4) membrane polarization.
The Maxwell-Wagner theory (Maxwell, 1892; Wagner, 1914) describes the in-
terfacial polarization observed in heterogeneous media consisting of two or more
phases with different electric conductivities and/or dielectric constants. Upon
excitation by an external electric field, the unequal conduction and displace-
ment current densities in the different phases are balanced by an accumulation
of charges along the geometrical boundaries. O’Konski (1960) extended the
Maxwell-Wagner theory to include the polarization of bound charges located at
the surface of charged particles. Later, Garcia et al. (1985) treated the case of an
uncharged dielectric particle surrounded by an electrolyte solution. In contrast
to earlier theories, which assume homogeneous conductivities in the involved
phases resulting in pure surface charge distributions, their treatment explicitly
accounts for local field-induced concentration variations and thus volume charge
distributions of finite extension. The characteristic time scales of the different
types of Maxwell-Wagner polarization are relatively short, such that this relax-
ation is usually found at the high-frequency limit of the complex-conductivity
response of typical geomaterials (e.g. Leroy et al., 2008; Lesmes and Morgan,
2001).
This chapter is based on: Bu¨cker, M., Flores Orozco, A., Undorf, S., and Kemna, A.
(2019). On the role of Stern- and diffuse-layer polarization mechanisms in porous
media. Manuscript submitted for publication in Journal of Geophysical Research.
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The first theoretical model describing the polarization of the Stern layer was
presented by Schwarz (1962) and improved by Schurr (1964). Schurr’s theory
accounts for the diffusion-controlled polarization of the Stern layer of bound
counter-ions as studied by Schwarz and a frequency-independent contribution
of the surface conductivity due to the excess of charge carriers in the diffuse
layer as introduced by O’Konski. Consequently, the frequency dispersion of
the effective conductivity is explained with the relaxation of the Stern-layer
polarization and the effect of the diffuse layer only results in a uniform increase
of the real part of the conductivity over the entire range of frequencies. Later,
this model provided the basis for the Stern-layer polarization model proposed by
Leroy et al. (2008), who included a detailed electro-chemical model to quantify
the surface conductivity contributions of Stern and diffuse layer (see e.g. Revil
and Glover, 1997, 1998) and explicitly accounted for a distribution of different
grain sizes. This model has been successfully applied to predict the complex-
conductivity response of densely packed glass beads (Leroy et al., 2008) and
later extended to sand-oil mixtures (Schmutz et al., 2010).
The polarization of the diffuse layer has been studied extensively by Dukhin and
Shilov (1974), who developed a theory for the fluxes through thin diffuse layers,
which lead to the development of field-induced concentration variations in the
diffuse layer and the adjacent electrolyte. This concentration-polarization mech-
anism has also been treated analytically by Fixman (1980), Hinch et al. (1984),
and Chew and Sen (1982a) among others. A numerical solution removing many
of the limitations of the analytical models – e.g. the assumption of a thin diffuse
layer compared to the particle radius, sufficiently small surface potential, and
the limitation to monovalent symmetric electrolyte – was presented by DeLacey
and White (1981). Shilov et al. (2001) extend the classic Dukhin-Shilov theory
by including the effect of the Maxwell-Wagner polarization at high frequencies,
which yields a very good agreement with the numerical model by DeLacey and
White (1981).
Different attempts have been made to determine the relative importance of
Stern- and diffuse-layer polarization and to develop combined models. To this
end, Lyklema et al. (1983) generalized the Schwarz-Schurr model by including a
largely simplified coupling with the diffuse layer, which mainly results in an in-
crease of the characteristic frequency of the Stern-layer relaxation. de Lima and
Sharma (1992) analyzed the models by Schwarz-Schurr and Fixman in detail but
separately in order to assess their relative importance for the overall polariza-
tion response. By means of a simple superposition of the individual responses,
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Lesmes and Morgan (2001) developed a combined model considering all three
polarization mechanisms, i.e. Stern-, diffuse-layer and Maxwell-Wagner polar-
ization. They also included a volume-averaging approach, which enabled them
to study the response of a water-particle mixtures characterized by a grain-size
distribution. Based on the work of Kijlstra et al. (1992), Shilov et al. (2001)
provide a modification of the Dukhin-Shilov theory, which accounts for the con-
tribution of counter-ions in the Stern layer to the surface conductivity of charged
particles. Due to the complexity of the equations needed to model a fully cou-
pled system including all three polarization mechanisms, to date all analytical
solutions suffer from strong simplifications and/or only treat particular limiting
cases.
Most theories describing the first three polarization mechanism rest on the ana-
lytical solution of the underlying system of partial differential equations around
one isolated spherical particle. The effective induced dipole moment of the po-
larized particle obtained from this treatment can then be used to derive the
effective conductivity and/or the effective dielectric constant of ensembles of
more than one particle. The effective medium theory provides mixing laws for
dilute suspensions (e.g. Maxwell, 1892; Wagner, 1914) or mixtures with higher
particle concentrations (e.g. Bruggeman, 1935; Hanai, 1960).
In contrast, the membrane polarization mechanism is generally studied on pore
network models with different levels of complexity. Marshall and Madden (1959)
developed the first simplistic model for an alternating sequence of two types of
one-dimensional pores or zones, where the membrane effect is introduced by
assuming different effective ion mobilities for cations and anions in one of the
zones. While Marshall and Madden (1959) do not further specify the origin
of the different transport rates through this ”active” zone, subsequent develop-
ments explained the ion selectivity based on the unequal contributions of cations
and anions to the surface conductivity at the pore wall (Fridrikhsberg and
Sidorova, 1961; Buchheim and Irmer, 1979; Titov et al., 2002, 2004). Blaschek
and Ho¨rdt (2009) carried out numerical simulations on more complex one- and
two-dimensional pore network models, where the ion-selective behaviour of nar-
row pores is still parameterized in terms of unequal ion mobilities, which are
constant over the pore’s cross section. Volkmann and Klitzsch (2010) improved
this numerical approach and limited the ion selective characteristics – expressed
in terms of unequal effective ion mobilities – to a thin layer covering the pore
walls.
Bu¨cker and Ho¨rdt (2013a,b) summarized the previous developments and derived
135
Chapter 6 Stern- and Diffuse-Layer Polarization Mechanisms
an analytical model, which allowed to explicitly include pore radii and surface
conductivity due to Stern and diffuse layer into the one-dimensional impedance
model by Marshall and Madden (Bu¨cker and Ho¨rdt, 2013a). This model has
later been extended to model the effect of variations of temperature (Bairlein
et al., 2016) as well as fluid salinity and pH (Ho¨rdt et al., 2016) on the po-
larization response. In order to study the characteristic signature of different
concentrations of immiscible hydrocarbon contaminants, Bu¨cker et al. (2017)
extended the model to the case of two liquid phases in the pore space. Based
on the same model, Stebner and Ho¨rdt (2017) explored the possibility to use
impedance networks to model the membrane polarization of porous media. Be-
cause the model by Bu¨cker and Ho¨rdt typically requires large aspect ratios,
i.e. the length of a pore divided by its diameter, to produce measurable polar-
ization magnitudes in the typical frequency range of geophysical applications,
Ho¨rdt et al. (2017) further investigated into the geometrical constraints of this
membrane-polarization model.
Besides the geometrical constraints, the to date over-simplified consideration
of Stern layer in all above mentioned membrane-polarization models is a ma-
jor limitation of the theoretical treatment of such pore-constriction geometries.
While combined treatments of Stern-, diffuse-layer, and Maxwell-Wagner polar-
ization mechanisms exist for grain-based models, the incorporation of the cou-
pling between the individual mechanisms is often largely simplified in membrane-
polarization models.
With the present paper, we address the repeatedly stated need for ”a mecha-
nistic approach and [...] general framework in which all these mechanisms are
explained and quantified in their relative importance” (Kemna et al., 2012). In
the theory section, we compile the mathematical descriptions of all relevant phys-
ical processes and provide a generalized mathematical framework, which allows
modelling the fully coupled interplay of Stern- and diffuse-layer polarization on
arbitrary geometries. In the next section, we derive an improved analytical ap-
proximation for the polarization response around a single grain, which matches
the results obtained from numerically solving the equations of the generalized
mathematical framework. We then apply the previously validated modelling
framework to pore-constriction geometries to check (and improve) the analyti-
cal membrane-polarization model of Bu¨cker and Ho¨rdt (2013a) for the limiting
case of a pure diffuse-layer polarization and afterwards study the effect of a
coupled Stern- and diffuse-layer polarization.
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6.2 Theory
In order to overcome the limitations of previous studies developed for specific
geometric shapes of solid and liquid phase (spheres, cylinders, etc.), in this
section we will set up a generalized theoretical framework, which – in principle
– can be used to model the low-frequency polarization response for arbitrary
geometric configurations of these two phases.
6.2.1 Electric double layer model
Most solid surfaces in contact with aqueous solutions are charged. Depending
on the chemical compositions of solid and liquid phase, different processes can
produce this surface charge. In the present study, we will consider silica surfaces
in contact with a monovalent electrolyte solution, such as NaCl. In this system,
the deprotonation of silanol surface sites in known to produce a negative surface
charge density Σ over a wide range of pH values (e.g. Somasundaran, 2006; Leroy
et al., 2008).
In the electrolyte solution next to the silica surface, the electric field of Σ attracts
counter-ions (ions of opposite sign, cations if Σ < 0) and repels co-ions (ions of
the same sign, here anions) giving rise to the development of an electric double
layer (EDL) consisting of two layers: The inner part – also known as Stern
or Helmholtz layer – consists of counter-ions directly adsorbed to the surface.
The outer part – the diffuse or Gouy-Chapman layer – is mainly populated by
counter-ions and a minor fraction of co-ions both obeying Poisson-Boltzmann
statistics.
For the purpose of the present study, it is sufficient to adopt the simplified model
displayed in Figure 6.1. Here, the Stern layer is treated as an infinitely thin layer
of tightly bound counter-ions (e.g. Schwarz, 1962; Schurr, 1964; Leroy et al.,
2008). Due to its vanishing thickness, i.e. ∆d = 0, the Stern layer becomes part
of the surface and is only characterized by the uniform surface charge density
|Σ(0)S | < |Σ| [the superscript (0) indicates quantities in the equlibrium state,
i.e. without external excitation], which partly shields the electric field of Σ.
A further simplification regards the strong binding of the counter-ions to the
surface, which leads to the assumption that the charges in the Stern layer can
only move along the surface (if a suitable tangential field is applied).
The ions in the diffuse layer, in contrast, can move in normal direction to the sur-
face. As a result of an equilibrium between simultaneously acting electrostatic
forces and thermal fluctuations, counter-ion excess and co-ion deficit concentra-
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Figure 6.1: Simplified model of the equilibrium electric double layer at the charged
silica surface in contact with the electrolyte solution. Due to deprotonation of silanol
surface sites, the mineral surface acquires the surface charge Σ. On the electrolyte site,
this usually negative charge is screened by an equal number of the positive charges
distributed over the Stern layer (Σ
(0)
S ) and the diffuse layer (Σ
(0)
d ). U
(0)
i , U
(0)
S , and
U
(0)
a are the electric potentials in the solid phase, the Stern layer, and the electrolyte,
respectively.
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tions smoothly decay with the distance d from the surface. At a distance of
several Debye lengths, which is in the order of a few nm to a few tens of nm
for typical solutions, both ion concentrations approach their values in the bulk
electrolyte. Together with Σ
(0)
S , the positive charge density ρ(d) in the diffuse
layer completely screens the negative charge Σ at the surface. By integrating
ρ(d) from the bulk electrolyte to the silica surface, we can express the total
charge stored in the diffuse layer in terms of the equivalent surface charge den-
sity Σ
(0)
d . In equilibrium, the whole electrical double (or triple) layer consisting
of charged surface sites, Stern layer, and diffuse layer is electro-neutral and we
have Σ
(0)
S +Σ
(0)
d = −Σ.
The electric potential at the inner limit of the diffuse layer is usually identified
with the ζ-potential at the plane of shear (e.g. Leroy et al., 2008; Bu¨cker and
Ho¨rdt, 2013a). Due to the space charge ρ, the electric potential U
(0)
a in the
electrolyte solution decays from ζ at the solid-liquid interface to zero in the bulk
electrolyte. Note that in our greatly simplified model, the vanishing thickness
of the Stern layer implies that the solid surface and the inner limit of the diffuse
layer collapse into one point, such that the (equilibrium) potentials in the solid
phase U
(0)
i , in the Stern layer U
(0)
S , and in the electrolyte U
(0)
a are equal to ζ at
the surface.
6.2.2 Basic equations
Bulk electrolyte and diffuse layer
The electrolyte solution is characterized by its relative permittivity εa as well
as the valences z±, electrical mobilities µ±, and bulk concentrations C∞± of the
dissolved ions. For the sake of simplicity, we assume that the mobilities of
cations (subindex +) and anions (subindex −) are equal, i.e. µ+ = µ− = µ. As
mentioned above, we furthermore limit our treatment to the case of a monovalent
electrolyte, i.e. z± = ±1.
Spatial and temporal variations of ion concentrations C±(r, t) and electric po-
tential Ua(r, t) in the solution, i.e. in the diffuse layer and the bulk electrolyte,
are controlled by the steady-state Nernst-Planck, continuity, and Poisson equa-
tions (e.g. Garcia et al., 1985):
J±(r, t) = −D∇C±(r, t)− z±µC±(r, t)∇Ua(r, t) (6.1)
∇J±(r, t) = −∂tC±(r, t) (6.2)
∇2Ua(r, t) = − e
ε0εa
[C+(r, t)− C−(r, t)] (6.3)
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Here, D denotes the diffusion coefficient, e = 1.602 · 10−19 C the elementary
charge, and ε0 = 8.85 · 10−12 As/(Vm) the vacuum permittivity. Diffusion
coefficient and mobility of the ions are connected via the Einstein relation D =
µkT/e, where k = 8.617·10−5 eV/K is Boltzmann’s constant and T the absolute
temperature of the system. The current densities J± defined by the steady-state
Nernst-Planck equation (6.1) consider diffusion −D∇C± and electro-migration
fluxes −z±µC±∇Ua.
If the system is excited by a sufficiently weak time-harmonic electric field E0e
iωt,
where ω and t denote angular frequency and time, respectively, the ion concen-
trations C±(r, t) can be approximated by the sums of the static equilibrium
concentrations C
(0)
± and small perturbations |δC±| ≪ C(0)± , which vary linearly
with the external excitation (e.g. Garcia et al., 1985):
C±(r, t) = C
(0)
± (r) + δC±(r, ω) · eiωt (6.4)
In the same way, the electric potential Ua(r, t) can be decomposed into the static
equilibrium potential U
(0)
a and the much smaller perturbation |δUa| ≪ U (0)a as
follows.
Ua(r, t) = U
(0)
a (r) + δUa(r, ω) · eiωt (6.5)
By inserting equations (6.4) and (6.5) into equations (6.1) through (6.3) and
Fourier-transforming the resulting system, the problem can be decomposed into
a static part and a frequency-dependent part (e.g. Chew and Sen, 1982b,a;
Bu¨cker et al., 2018b). While the frequency-dependent part couples to the static
solution, the static part can be solved independently.
To obtain the static part of the system, we only have to set set δC±, δUa, ∂t = 0,
which after a few additional manipulations yields the Boltzmann-distributed
equilibrium ion concentrations (Chew and Sen, 1982b)
C
(0)
± (r) = C
∞
± exp
[
−z±e
kT
U (0)a (r)
]
(6.6)
and the Poisson-Boltzmann equation (e.g Chew and Sen, 1982b)
∇2U (0)a (r) = −κ2 kT
e
sinh
[ e
kT
U (0)a (r)
]
, (6.7)
where κ =
[
2e2C∞± /(ε0εfkT )
]1/2
is equal to the inverse Debye screening length.
Together with the appropritate boundary conditions discussed below, equations
(6.6) and (6.7) describe the spatial variations of the equilibrium ion concentra-
tions C∞± and the static electric potential U
(0)
a in the diffuse layer and the bulk
electrolyte.
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In order to obtain the solution of the frequency-dependent system under the
influence of a weak external field E0 exp(iωt), the steady-state Nernst-Planck
equation (6.1) is inserted into the continuity equation (6.2), Fourier-transformed
and linearized, which gives (e.g. Chew and Sen, 1982a)
iωδC±(r, ω) = ∇
{
D∇δC±(r, ω)
+ µz±
[
C
(0)
± (r)∇δUa(r, ω) + δC±(r, ω)∇U (0)a (r)
]}
+O(E20). (6.8)
The frequency-dependent perturbation concentrations of the two ion species and
the potentials are coupled among each other by the also Fourier-transformed
Poisson equation (e.g. Chew and Sen, 1982a)
∇2δUa(r, ω) = − e
ε0εr
[δC+(r, ω)− δC+(r, ω)] . (6.9)
Equations (6.8) and (6.9) constitute three coupled differential equations that
describe the spatial variations of the perturbation quantities within the diffuse
layer and the bulk electrolyte. As the boundary conditions at the solid surface
couple the solution in the electrolyte to the corresponding solutions in the Stern
layer and the interior of the solid phase, we will discuss the appropriate boundary
conditions further below.
Stern layer
As discussed above, the Stern layer is modelled as an infinitely thin layer situated
at the solid-liquid interface. In absence of an external excitation, the counter-
ions in the Stern layer are uniformly distributed along the interface, such that
the corresponding surface charge density Σ
(0)
S is a constant. Under the influence
of the electric field E0 exp(iωt), the counter-ions are assumed to move along the
surface in tangential direction, but no charge exchange with the surrounding
electrolyte nor the solid phase are considered. Following the same linearizing
scheme used for diffuse layer and bulk electrolyte, the surface charge density can
also be described in terms of the constant equilibrium value Σ
(0)
S and a much
smaller perturbation surface charge density |δΣS | ≪ Σ(0)S as
ΣS(rS , t) = Σ
(0)
S + δΣS(rS , ω) exp(iωt), (6.10)
where rS denotes the position vector expressed in suitable local coordinates,
i.e. coordinates on the solid-liquid interface. By means of generalizing the
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classic treatment of the bound surface charge densities on spherical particles
proposed by Schwarz (1962) and Schurr (1964), the perturbations of the counter-
ion surface charge density in the Stern layer is controlled by
iωδΣS(rS , ω) = ∇S
[
DS∇SδΣS(rS , ω) + µSΣ(0)S ∇SδUS(rS , ω)
]
+O(E20),
(6.11)
where ∇S is the surface Laplacian operating on functions defined on the solid-
liquid interface (Laplace-Beltrami operator), µS the mobility, DS the diffusion
coefficient, and δUS the perturbation potential in the Stern layer. Note that
equation (6.11) is the surface equivalent of equation (6.8) describing diffusion
and electro-migration surface flux densities within the Stern layer. Only the
third term on the right hand side of equation (6.8) has no equivalent because
the constant potential results in a vanishing tangential electric field −∇SU (0)S .
For spherical particles of radius a centered at the origin of the spherical coordi-
nates system (r,θ,φ) and an external excitation parallel to the polar axis θ = 0,
equation (6.11) takes the well-known form (e.g. Schurr, 1964; Schwarz, 1962)
iωδΣS(θ, ω) =
1
a2 sin θ
∂
∂θ
[
DS sin θ
∂
∂θ
δΣS(θ, ω) + µSΣ
(0)
S sin θ
∂
∂θ
δUS(θ, ω)
]
.
(6.12)
There is no particular surface equivalent of Poisson’s equation (6.9). Instead the
continuity of the electric potential at the solid surface (in conjunction with the
vanishing thickness of the Stern layer) directly couples δUS and the surface den-
sity δΣS to the adjacent perturbation potentials in solid phase and electrolyte.
Solid dielectric
The solid phase of the porous medium is represented by a dielectric material with
relative permittivity εi and vanishing electrical conductivity. The spatial and
temporal variation of the potential within the solid phase are therefore governed
by the Laplace equation ∇2Ui(r, t) = 0.
In the equilibrium state, the static electric potential U
(0)
i must be equal to the
constant ζ-potential at any point of the surface. Under this condition, U
(0)
i
becomes constant throughout the entire volume of the solid phase.
Upon excitation by the weak external field, the Fourier-transformed frequency-
dependent Laplace equation writes
∇2δUi(r, ω) = 0, (6.13)
which in conjunction with the spatially varying surface potential δUS(rS , ω)
determines the perturbation potential δUi(r, ω) within the solid phase.
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6.2.3 Boundary conditions
At far distances d from the solid-liquid interface, the static background potential
in the electrolyte solution should approach zero, i.e.
U (0)a −−−→
d→∞
0. (6.14)
At the solid surface, we can either use a given ζ-potential to set the Dirichlet
boundary condition
U (0)a
⏐⏐⏐⏐
surface
= ζ. (6.15)
Or we take advantage of our knowledge of the constant potential U
(0)
i inside
of the solid (see above) and use the continuity of the displacement current to
define the Neumann boundary condition
− ε0εa∇U (0)a
⏐⏐⏐⏐
surface
· n = Σ+Σ(0)S , (6.16)
where n denotes the unit normal vector to the solid surface (pointing out of
the solid into the electrolyte) and Σ + Σ
(0)
S = −Σ(0)d the net surface charge
at the solid-liquid interface. The boundary conditions on the equilibrium ion
concentrations C
(0)
± are implicit to equation (6.6).
For the frequency-dependent solution, we demand that the perturbation poten-
tial at far distances d from the surface be equal to values corresponding to the
external electrical field, i.e.
δUa(r, ω) −−−→
d→∞
−Eext(r) · r, (6.17)
while the ion concentrations should approach their values in the bulk electrolyte,
i.e. the perturbation concentrations should vanish
δC±(r, ω) −−−→
d→∞
0. (6.18)
Finally, at the surface of the solid, the solutions for the three domains of the
model – electrolyte solution, Stern layer, and dielectric solid – are pieced to-
gether. The continuity of the electric potential demands the three perturbation
potentials to be equal at any point rS along the solid-liquid interface, i.e.
δUi(rS , ω) = δUS(rS , ω) = δUa(rS , ω). (6.19)
We will assume that on the time-scales of interest, ions of the solution do not
engage in reactions at the solid surface, thus they are neither produced nor
143
Chapter 6 Stern- and Diffuse-Layer Polarization Mechanisms
consumed and the normal fluxes of both ion species through the surface must
be zero, i.e.{
−D∇δC±(r, ω)
− µz±
[
C
(0)
± (r, ω)∇δUa(r, ω) + δC±(r, ω)∇U (0)a (r, ω)
]}⏐⏐⏐⏐
r=rS
· n = 0. (6.20)
The continuity of the displacement current implies that (e.g. Schwarz, 1962)
[−ε0εa∇δUa(r, ω) + ε0εi∇δUi(r, ω)]
⏐⏐⏐⏐
r=rS
· n = δΣS(rS), (6.21)
which completes the set of boundary conditions for the frequency-dependent
system.
6.3 Polarization of spherical grains
The frequency-dependent system set up in the previous section describes both
the charge polarization of the Stern layer and the concentration polarization
produced by the unequal contributions of anions and cations to the electric con-
ductivity within the diffuse layer. In this section, we will study the relative
contributions of the two polarization mechanisms to the macroscopic response
of dilute suspensions of dielectric spheres for varying charge densities in both
layers. Because even for spherical particle geometries no analytical solution of
the fully-coupled problem is known, we first obtain a suitable analytical approx-
imation of the coupled polarization process, which combines (i) the Stern-layer
polarization model by Schwarz (1962) including the correction of the correspond-
ing relaxation time proposed by Lyklema et al. (1983) and (ii) the diffuse-layer
polarization model developed by Dukhin and Shilov (1974). In order to assess
the quality of our analytical model and open the possibility to model the polar-
ization response of more complex geometrical configurations, we also present a
numerical finite-element solution of the problem.
6.3.1 Analytical model
At distances sufficiently far from a single spherical particle of radius a centered
at the origin of a spherical coordinate system r = (r, θ, φ), all approximate ana-
lytical solutions of the present polarization problem take the form (e.g. Maxwell,
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1892; Wagner, 1914; Schurr, 1964; Dukhin and Shilov, 1974)
δUa(r, ω) = E0
[
−r + f(ω)a
3
r2
]
cos θ. (6.22)
Here, we assumed that the external excitation is parallel to the polar axis, i.e.
θ = 0. The first term of this expression accounts for the potential due to the
external field and the second term describes the effective long-range dipole mo-
ment due to the polarization of the spherical particle. The frequency-dependent
reflection coefficient f contains the full information on the macroscopic polar-
ization response of the particle. If only Maxwell-Wagner polarization is to be
taken into account, it writes
f(ω) =
σ∗i (ω)− σ∗a(ω)
2σ∗a(ω) + σ∗a(ω)
, (6.23)
where σ∗a(ω) = σa + iωε0εa and σ
∗
i (ω) = iωε0εi are the complex conductivities
of the bulk electrolyte and the particle, respectively. The term σa = 2eµC
∞
±
denotes the direct-current (DC) conductivity of the electrolyte and the solid
phase is assumed to be non-conducting.
With f(ω) for one spherical particle at hand, the effective complex conductivity
σ∗(ω) of a (dilute) suspension of a number of equal particles can be obtained
using a generalized form of the theory by Wagner (1914)
σ∗(ω)
σ∗a
=
1 + 2νf(ω)
1− νf(ω) , (6.24)
where ν denotes the volume fraction of suspended particles. For higher particle
concentrations, the mixing formulae developed by Bruggeman (1935) and Hanai
(1960) are more appropriate.
Together with the definitions of the complex conductivities σ∗a and σ
∗
i , equa-
tions (6.23) and (6.24) describe the pure Maxwell-Wagner polarization of sus-
pensions of dielectric particles in a medium with homogeneous complex con-
ductivity σ∗a(ω). In particular, they do not account for heterogeneities in the
conductivity of the medium due to local field-induced variations of the ion con-
centrations (e.g. Garcia et al., 1985) around the particles; nor do they include
the effect of a surface charge located at the geometrical boundary between the
two phases.
In his treatment, O’Konski (1960) improved this model by including the effect
of an uniform surface charge density Σx corresponding to charge carriers, which
can move freely along the particle surface. He found that the effect of this
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surface conductivity can be taken into account by simply adding the effective
conductivity increment σx = 2µxΣx/a to the complex conductivity σ
∗
i of the
particle.
The thicknesses of both parts of the electric double layer are typically much
smaller than the particle radius, i.e. κa ≪ 1. Therefore it is useful for the
treatment of the interfacial polarization effects related to the different parts
of the electric double layer to define effective conductivity increments for the
counter-ions in the Stern layer, the counter-, and the co-ions in the diffuse layer
separately. In this manner, the effective conductivity of the diffuse layer can be
expressed as
σd = |σd+ + σd−| =
2µ|Σ(0)d+ − Σ(0)d−|
a
, (6.25)
where the contributions of the two types of ions to the effective conductivity of
the diffuse layer are defined as
σd± =
±2µΣ(0)d±
a
. (6.26)
For sufficiently thin diffuse layers, i.e. κa ≪ 1, the equivalent surface charge
densities in the diffuse layer can be related to the surface charge using a variation
of Bikerman’s equation for the surface conductivity near a (highly) charged plane
surface (e.g. Shilov et al., 2001)
Σ
(0)
d± = ±
2eC∞±
κ
[
exp
(
∓ eζ
2kT
)
− 1
]
. (6.27)
Note that while the total charge stored in the diffuse layer is represented by the
sum of both contributions, i.e. Σ
(0)
d = Σ
(0)
d++Σ
(0)
d−, the total surface conductivity
of the diffuse layer σd is proportional to their difference. For a given surface
charge density Σ
(0)
d , the ζ-potential can be obtained from
ζ(Σ
(0)
d ) = −
2kT
e
sinh−1
(
Σ
(0)
d
κ
4eC∞±
)
. (6.28)
This relation can readily be obtained from equation (6.27). Resolved for Σ
(0)
d (ζ),
it is also known as Grahame equation (Grahame, 1947).
The surface charge density related to the counter-ions located in the Stern layer
can also be expressed in terms of the effective conductivity
σS =
2µS |Σ(0)S |
a
. (6.29)
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In the present study, the partition of counter-ions into diffuse layer and Stern
layer will be expressed in terms of the ratio p = −Σ(0)S /Σ. Note that this
definition is slightly different from the partition coefficient fQ introduced by
Leroy and Revil (2004) as the ratio Σ
(0)
S /(Σ
(0)
d+ +Σ
(0)
S ).
Stern-layer polarization
In the thin double layer limit, i.e. κa≪ 1, and if the entire surface charge Σ is
screened by an equal amount of counter-charges in the Stern layer, i.e. p = 1
and Σ
(0)
d , ζ = 0, the solution of the polarization problem can be approximated
as done by Schwarz (1962). In terms of the frequency-dependent reflection
coefficient f , the final result obtained by Schwarz (1962) can be expressed as
[from his equation (13)]
fS(ω) =
σ∗S(ω)− σ∗a(ω)
2σ∗a(ω) + σ∗S(ω)
, (6.30)
where σ∗S is the effective complex conductivity of the spherical particle, which
writes (from Schwarz, 1962, eq. 14 and 16)
σ∗S(ω) = σS
iωτS
1 + iωτS
+ iωε0εi. (6.31)
Note that we assumed a non-conducting particle, i.e. σi = 0. The relaxation
of the Stern-layer polarization τS can be expressed as (Lyklema et al., 1983, eq.
36)
τS =
a2
2DSM
, (6.32)
where the coefficient M defined as (Lyklema et al., 1983, eq. 34)
M = 1 +
κΣ
(0)
S
2eC∞± cosh[eζ/(2kT )]
(6.33)
accounts for the coupling of the electrolyte to the charges in the Stern layer,
which had not been considered in the original model by Schwarz (1962). Because
ζ = 0, in this hypothetical case no diffuse layer builds up in the electrolyte and
the polarization response is only due to the polarization of the Stern layer, first
term in equation (6.31), and the simple Maxwell-Wagner polarization accounted
for by the second term.
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Diffuse-layer polarization
In the opposite case, i.e. if p = 0, the entire counter-charge is located in the
diffuse layer. This case of a pure diffuse-layer polarization has been treated
by Dukhin and Shilov (1974) and resulted in a theory for the low-frequency
polarization response of dielectric spheres covered by a thin diffuse layer. If
electro-osmotic effects are neglected, i.e. in the limit of an infinitely large fluid
viscosity, the result of the classic Dukhin-Shilov theory can be expressed in terms
of the frequency-dependent refection coefficient (e.g. Grosse and Shilov, 1996;
Shilov et al., 2001)
fd(ω) =
2Du(ζ)− 1
2Du(ζ) + 2
− 3S
2
(σd+ − σd−)2
σ2a[2Du(ζ) + 2]2
[
1− iωτα
1 +
√
iω2τα/S + iωτα
]
,
(6.34)
where Du(ζ) = σd/(2σa) is the Dukhin number, which sets the surface con-
ductivity of the diffuse layer into a relation with the bulk conductivity of the
electrolyte solution. The coefficient S, which appears in the expression for fd,
writes
S =
[Du(ζ) + 1]σ2a
(σd+ + σa)(σd− + σa)
(6.35)
and the time constant is defined as τα = a
2S/(2D). The effective conductivity of
the suspension can then be obtained from equation (6.24) by substituting f by
fd. Note that this formulation only accounts for the polarization of the diffuse
layer. An extension, which also includes the contribution of the Maxwell-Wagner
polarization can be found in Shilov et al. (2001).
Coupled polarization
For any value of 0 < p < 1, the counter charges are distributed over Stern and
diffuse layer, which leads to a simultaneous polarization of both parts of the
electric double layer. As argued by Lesmes and Morgan (2001), this coupled
polarization can be approximated by a simple superposition of the individual
responses realized by a simple addition of the effective complex dielectric con-
stants (or the corresponding effective complex conductivity increments) of the
particle. In order to obtain an adequate description of the diffuse-layer polar-
ization, we can rearrange equation (6.23) and solve for the effective conductivity
of the particle, which gives
σ∗d(ω) = σ
∗
a(ω)
1 + 2fd(ω)
1− fd(ω) . (6.36)
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The effective conductivity σ∗S , which accounts for Stern-layer and Maxwell-
Wagner polarization, is given by equations (6.31) through (6.33) and the total
effective conductivity of the particle including all three mechanisms writes
σ∗c (ω) = σ
∗
d(ω) + σ
∗
S(ω) = σ
∗
d(ω) + σS
iωτS
1 + iωτS
+ iωε0εi. (6.37)
Note that this expression is almost the same result as the one obtained by Schurr
(1964) except for the decrease of τS by the factor M and the substitution of σd
by σ∗d(ω), i.e. the frequency-independent contribution of the diffuse layer is
replaced by the adequate frequency-dependent one defined by equations (6.34)
through (6.36).
Our model is also similar to the model proposed by Lesmes and Morgan (2001),
from which it differs with regard to (1) the relaxation time of the Stern layer
τS , where we use the correction by Lyklema et al. (1983), (2) the constant
contribution σS of the Stern layer (their equations 5 and 6), which we do not
consider; and (2) the selection of the model describing the diffuse-layer polar-
ization, where we use the Dukhin-Shilov theory instead of the model by Fixman
(1980). Based on our analysis of Fixman’s solution and the direct comparison
to the Dukhin-Shilov solution, Fixman’s assumption that the co-ion contribu-
tion to the surface conductivity can be ignored for sufficiently high ζ-potentials
does not hold for the range of ζ-potentials studied here. This oversimplification
was found to largely affect the real part of the complex conductivity, while the
imaginary part of Fixmann’s solution is almost identical to the Dukhin-Shilov
solution (not shown here for brevity).
6.3.2 Numerical model
Figure 6.2 shows the geometrical set-up with the dielectric particle of radius a
centered at the origin of coordinates. The external electric field is imposed in
x-direction, i.e. Eext = E0ex, where ex denotes the unit vector in x-direction.
Due to the cylindrical symmetry of the problem, the numerical simulation only
needs to be carried out on the two-dimensional model domain in Carthesian
coordinates r = (x, y) marked in red in Figure 6.2.
We use the finite-element software package COMSOL Multiphysics to succes-
sively obtain the static and the frequency-dependent solution. We first solve
the Poisson-Boltzmann equation (6.7), which contains U (0)(r) as only unknown
variable. The analytical boundary conditions, equations (6.14) and (6.16), are
translated into the following boundary conditions for the numerical solution:
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Figure 6.2: Three-dimensional sketch of the geometrical set-up used for the numerical
simulation of the polarization phenomena around spherical particles. The particle of
radius a is enclosed by a cylinder of radius L and height 2L, which represents the
electrolyte solution. The red rectangle marks the actual two-dimensional model domain.
U (0) = 0 on the left, right, and top boundary; [ε0εi∇U (0)i −ε0εa∇U (0)a ]n = −Σ(0)d
on the particle surface; and ∂U(0)/∂y = 0 on the axis of symmetry. The static
background ion concentrations in the electrolyte solution, are computed by in-
serting U
(0)
a into equation (6.6).
Subsequently, we solve the frequency-dependent part of the problem described
by the partial differential equations (6.8), (6.9), (6.11), and (6.13) and the
boundary conditions (6.17) through (6.21). For the numerical solution, the
latter are adjusted as follows: δn± = 0 and δUa = ±E0L on the left and right
boundary, respectively; J± = 0 and ∂δU/∂y = 0 on top boundary and on the
axis of symmetry; unchanged on the particle surface. While the static solution
only needs to be computed once for each set of model parameters (i.e. a, Σ, p,
etc.), the frequency-dependent problem has to be solved for each value of the
angular frequency ω separately. For technical details on the implementation of
both static and frequency-dependent model, see appendix 6.A.
Special care has to be taken with the discretization of the modelling domain.
While particle sizes are in the micro- to millimeter range, the thickness of the
diffuse layer is orders of magnitude smaller. In order to resolve this thin layer,
we discretizise electrolyte and solid phase next to the solid-liquid interface with
a special boundary-layer mesh consisting of rectangular elements with a size
of πa/400 along the boundary (tangential direction). In radial direction the
boundary-layer mesh is much finer and consists of a fixed number of 8 elements
with sizes increasing from λD/2 at the surface to ≈ 1.8λD at the outer limit
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of the boundary layer. The remaining volumes of solid and electrolyte solution
are filled with triangular elements, the maximum sizes of which increase from
λD/2 at the outer limit of the boundary-layer meshes to L/20 at the remote
boundaries. For a particle size of a = 5 µm, the resulting mesh consist of
≈ 20900 elements, of which 6400 elements corresponds to the boundary-layer
mesh.
Because bulk values are implicitly assumed on the left, right, and top boundary,
the domain boundaries must be placed sufficiently far away from the particle
surface, where the polarization phenomena are expected to take place. As a
trade-off between precision and computational cost, we define a standard domain
size of L = 4a.
The effective conductivity of the modelled volume can be obtained from the
numerical integration of the total ion flux densities through the left (or likewise
the right) boundary, i.e.
σ∗mod =
2
E0L2
∫ L
0
[J+(y) + J−(y)] exydy, (6.38)
where the term ydy accounts for the area element of the boundary and the factor
2/L2 stems from the normalization with the total area.
As mentioned above, the standard domain size is L = 4a, which corresponds to
a rather small volume fraction of the dielectric particles (νmod ≈ 0.01). There-
fore, we scale the modelled effective conductivities σ∗mod(ω) to the more realistic
volumetric content of ν = 0.4 using the mixing rule defined in equation 6.24
with
f(ω) =
1
νmod
σ∗mod(ω)− σ∗a(ω)
σ∗mod(ω) + 2σ∗a(ω)
. (6.39)
6.3.3 Comparison of analytical and numerical solution
Unless otherwise stated, the parameter values listed in Table 6.1 are used to
obtain both numerical and analytical results. The relative permittivity of εi =
4.5 is a typical value for quartz sand (e.g. Robinson and Friedman, 2003). The
uniform ion mobility of µ = 5 · 10−8 m2/(Vs) is approximately equal to the
mobility of the sodium cation (e.g. Atkins and De Paula, 2013) and will be used
for both ion species in the electrolyte solution. The mobility of the counter-ions
in the Stern layer is assumed to be reduced to 10% of the ion mobility in the
bulk electrolyte, i.e. µS = µ/10. This value corresponds to the reduction of the
cation mobility in the Stern layer inferred for K+ on latex surfaces by Zukoski
and Saville (1986) and for Na+ on clay surfaces by Revil and Glover (1998). For
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Table 6.1: Model parameter values used to model the complex-conductivity spectra
unless specified otherwise.
Parameter (unit) Symbol Value
Absolute temperature (K) T 293
Relative permittivity of the fluid (-) εa 80
Relative permittivity of the solid (-) εi 4.5
Bulk ion concentrations (1/m3) C∞± 1 mol
Ion mobility in electrolyte [m2/(Vs)] µ 5 · 10−8
Ion mobility in Stern layer [m2/(Vs)] µS 5 · 10−9
Surface charge density (C/m2) Σ -0.01
Volumetric content of solid particles (-) ν 0.4
near-neutral pH of the solution and ion concentrations in the bulk electrolyte of
C∞± = 1 mol/m
3, it is adequate to assume a surface charge density of Σ = −0.01
C/m3 (e.g. Kosmulski, 2006).
Figure 6.3 displays the conductivity spectra of a suspension of spherical particles
of radius a = 10 µm for six different values of p between 0 and 1. The complex-
valued effective conductivities of the mixture σ∗ are expressed in terms of the
corresponding real (σ′) and imaginary (σ′′) parts. In the upper panel, we observe
a continuous decrease of σ′ with increasing p. The contribution of the counter-
ions to the surface conductivity is much more efficient for those located in the
diffuse layer than for those in the Stern layer. On the one hand this is due to the
significantly reduced mobility of the counter-ions in the Stern layer, which affects
all frequencies equally. On the other hand, at low frequencies, the Stern-layer
is completely polarized and does not at all contribute to the DC conductivity
because we assume that it cannot exchange ions with the bulk electrolyte. At
frequencies beyond the characteristic frequency of the Stern-layer polarization,
however, the Stern layer does contribute to the high-frequency limit of σ′. The
higher p and thus Σ
(0)
S and the surface conductivity σS of this layer, the larger
becomes the difference between high- and low-frequency limits of σ′, which is
largest in the case of a pure Stern-layer polarization (p = 1). In contrast, in
the case of a sole diffuse-layer polarization (p = 0), we hardly recognize any
variation of σ′ with the angular frequency.
The variation of the frequency dispersion of σ′ with p (top panel in Figure 6.3)
is also reflected by the peak imaginary conductivity σ′′ (bottom panel in Fig-
ure 6.3), which increases almost linearly with p and thus the charge density in
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Figure 6.3: Complex-conductivity spectra of a suspension of dielectric particles of
radius a = 5 µm with surface charge density Σ = −0.01 C/m2 at different ratios
p = −Σ(0)S /Σ. Complex-valued conductivties in terms of real (top) and imaginary parts
(bottom) normalized to the bulk conductivity σa. Numeric results (grey circles) are
displayed along with the corresponding analytical models according to equation (6.37)
using the simple relaxation time after Schwarz (1962) (M = 1, dash-dotted line) and
using the corrected relaxation time after Lyklema et al. (1983) (M ̸= 1, dash-dottend
line). All other parameter values as listed in Table 6.1.
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Figure 6.4: Numeric (grey circles) and analytical (lines) imaginary conductivity spec-
tra for small surface charge densities Σ
(0)
S in the Stern layer. Curve 1 coupled polariza-
tion numerical; curves 2 and 3 coupled polarization using M = 1 and M ̸= 1, respec-
tively; curve 4 Stern-layer polarization only using M = 1; curves 5 and 6 diffuse-layer
polarization only. Analytic curves calculated from the new analytical model defined
in equation (6.37), using the values of Σ
(0)
S and Σ
(0)
d given in this Figure. All other
parameter values as listed in Table 6.1.
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the Stern layer. For the same surface charge densities, the Stern-layer polariza-
tion (p = 1) σ′′ results in a maximum of σ′′, which is approximately an order
of magnitude larger than the one produced by the corresponding diffuse-layer
polarization (p = 0). From Figure 6.4, which shows a close-up of the small
imaginary conductivities generated in the case of (almost) pure diffuse-layer
polarization, it is evident that even a relatively small fraction of 20% of the pos-
itive charge located in the Stern-layer still produces a much stronger response
than the other 80% (and even 100%) located in the diffuse layer. It is worth
mentioning that the polarization magnitude (here in terms of the maximum of
σ′′) largely varies with the mobility of the counter-ions in the Stern layer. In
a separate analysis, we observed a difference between the magnitudes of the
two polarization processes of two orders of magnitude when a larger mobility
of µS = µ/2 was assumed (not shown here for brevity). This observation is in
good agreement with the results obtained earlier by Lesmes and Morgan (2001)
and confirms their conclusion that the Stern-layer polarization produces a much
stronger frequency dispersion than the diffuse-layer polarization.
For sufficiently small values of p, Figure 6.4 also shows that the contribution
of the diffuse-layer polarization produces slight increases of polarization mag-
nitude and characteristic angular frequency (curves 1 and 3) as compared to
the pure Stern-layer polarization (curve 4). The latter is related to the higher
characteristic frequency of the diffuse-layer relaxation as a consequence of the
shorter relaxation time, here τα ≈ τS/2 because S ≈ 1.
The comparison of analytical and numerical curves in Figures 6.3 and 6.4 also
serves as cross-validation of our finite-difference implementation and our new
analytical approximation for the coupled polarization response. For angular
frequencies between 0.1 and 104 mrad/s, the relative deviation between the an-
alytical and numerical results is < 0.3% in the real part but reaches almost 20%
in the imaginary part of the effective conductivity. Here the analytical approx-
imation clearly underestimates the polarization magnitude. A good agreement,
however, is observed between the characteristic frequencies, i.e. the angular
frequency at which the σ′′ peaks are observed. Apart from the underestimated
polarization magnitude, the good agreement between numerical and analytical
curves confirms the approach to model the coupled polarization process by a
simple superposition of the individual responses of Stern and diffuse layer.
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6.4 Membrane polarization
In this section, we will study the polarization response of ion-selective pore
constrictions better known as membrane polarization. For this purpose, we
represent the pore space of a porous medium by an alternating series of wide
and narrow cylinders. The solid-liquid interfaces – in this geometric setup the
cylinder walls – are negatively charged and covered by an EDL consisting of
a Stern and a diffuse layer. As in the case of the polarization of spherical
grains discussed in the previous section, both parts of the EDL contribute to the
macroscopic polarization response of the system. In order to assess their relative
contributions, effective-conductivity spectra are computed for varying charge
densities in the two layers. After a minor adjustment, the analytical membrane
polarization model proposed by Bu¨cker and Ho¨rdt (2013a) satisfactorily predicts
the response due to the polarization of the diffuse layer on the highly charged
cylinder walls. No analytical models exist for the contribution of the Stern-
layer polarization in this geometric set up. Therefore, to study the combined
polarization response of Stern and diffuse layer, we make use of the numerical
finite-element solution developed and validated in the previous section.
6.4.1 Analytical model for diffuse-layer polarization
The membrane-polarization model by Bu¨cker and Ho¨rdt (2013a) considers an
alternating sequence of wide and narrow pores, which are characterized by their
respective pore radii Ri and lengths Li (see Figure 6.5). The subindex 1 de-
notes properties of the wide pore and the subindex 2 those of the narrow pore.
A non-zero ζ-potential at the cylinder walls causes diffuse layers to build up
along the circumferences of the pores. Upon excitation by the external electri-
cal field (along the symmetry axis), the electric current will be controlled by the
mean ion concentrations. Therefore, Bu¨cker and Ho¨rdt (2013a) average the ion
concentrations over the pore cross sections as follows:
b±,i =
2π
C∞± A1
∫ Ri
0
rC
(0)
±,i(r)dr (6.40)
Note that these mean ion concentrations are normalized by the bulk ion concen-
tration C∞± and the area of the wide pore A1 = πR
2
1. The latter accounts for
the reduction of the total current through the narrow pore due to the smaller
cross section (see Bu¨cker and Ho¨rdt, 2013a).
For sufficiently small ζ-potentials, i.e. ζ ≪ kT/e, the radial variation of the
electric potential in the pore can be approximated by solving the linearized
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Figure 6.5: Three-dimensional sketch of the geometrical set-up used for the numerical
simulation of membrane polarization phenomena related to pore constrictions. The
basic model consists of two wide cylinders of length L1/2 and radius R1 and one
narrow cylinder of length L2 and radius R2. All three cylinders are saturated with
electrolyte solution. The annular volume, which encloses the narrow pore, is assumed
to be a solid dielectric with dielectric constant εi. The red rectangle marks the actual
two-dimensional model domain.
Poisson-Boltzmann equation in cylindrical coordinates, which gives (Hunter,
1981; Bu¨cker and Ho¨rdt, 2013a)
U (0)a (r) = ζ
J0(iκr)
J0(iκR)
, (6.41)
where J0 is the Bessel function of the first kind and order zero. The radial
variation of the ion concentrations C
(0)
±,i(r) needed to compute the mean ion
concentrations b±,i can be obtained by inserting U
(0)
a (r) into equation (6.6).
For the often much higher ζ-potential values of up to −100 mV related to typical
surface charges on silica surfaces (here Σ = −0.01 C/m2), the solution of the
linearized Poisson-Boltzmann equation becomes imprecise. If we instead limit
our treatment to sufficiently wide pore radii, i.e. κRi ≫ 1, we can make use of
Bikerman’s equation (6.27), which is more adequate for highly charged surfaces.
In this case, the dimensionless mean ion concentrations can be approximated by
b±,i ≈ Ai
A1
(
±2Σ(0)d±
eC∞± Ri
+ 1
)
. (6.42)
Either of these definitions of b±,i, i.e. equation (6.40) or (6.42), can then be
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used to express the effective transference numbers
t±,1 =
b±,i
b+,i + b−,i
(6.43)
of the two types of pores. By means of this approximation, the three-dimensional
cylindrical pore system from Figure 6.5 can be collapsed to a simple sequence
of one-dimensional pores, the frequency-dependent impedance of which can be
looked up in the study by Marshall and Madden (1959). According to Bu¨cker
and Ho¨rdt (2013b) and Bu¨cker et al. (2017), the Marshall-Madden impedance
can be written as
Z(ω) =
2
σa
[
L1
b+,1 + b−,1
+
L2
b+,2 + b−,2
+
8D (t+,1 − t+,2)2
L1
τ1
√
iωτ1 coth
√
iωτ1 +
L2
τ2
√
iωτ2 coth
√
iωτ2
]
, (6.44)
where the frequency dependence is controlled by the two time constants
τi =
L2i
2D
Si with Si =
1
4b+,it−,i
. (6.45)
In order to stress the structural similarities between these two relaxation times
and the relaxation time of the diffuse layer around spherical grains, we can
rewrite the dimensionless mean ion concentrations b±,i defined in equation (6.42)
in terms of a Dukhin number for cylindrical geometries, which we define as
Du(ζ, Ri) =
σd(Ri)
2σa
=
|σd+(Ri) + σd−(Ri)|
2σa
. (6.46)
Here, in analogy to equation (6.26), the surface conductivities write σd±(Ri) =
±2µΣ(0)d±/Ri. The coefficients Si take the form
Si =
A1
2Ai
[2Du(ζ, Ri) + 1]σ
2
a
[2σd+(Ri) + 1][2σd−(Ri) + 1]
. (6.47)
Besides the factor A1/(2Ai) and the factor 2, with which the Dukhin numbers
and the individual conductivities σd± are multiplied, this definition of Si is
equivalent to the definition of S in equation (6.35), which controls the relaxation
time of the diffuse layer around a spherical particle.
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6.4.2 Numerical model
The numerical modelling of the membrane polarization is carried out using the
same finite-element software package as before. Again, the cylindrical symmetry
of the problem permits limiting the numerical simulation to a two-dimensional
model domain (shown as red rectangle in Figure 6.5). The formulation of the
systems of partial differential equations describing the static and the frequency-
dependent parts of the polarization problem remain unchanged and only bound-
ary conditions and finite-element mesh need to be adapted to the new geomet-
rical set-up.
The boundary conditions for the static solution, i.e. equations (6.14) and (6.16),
merge into the following boundary conditions: U (0) = 0 on the left and right
boundary; [ε0εi∇U (0)i − ε0εa∇U (0)a ]n = −Σ(0)d on the solid-liquid interface; and
∂U(0)/∂y = 0 on the axis of symmetry and the entire top boundary. This set-up
represents an EDL, which only covers the surfaces of the brownish volume in
Figure 6.5, and is thus discontinuous in the wide pore. Additionally, we compute
the response of a model, where the EDL is continuous in the wide pore. In this
case, the boundary condition on the corresponding parts of the top boundary
writes [−ε0εa∇U (0)a ]n = −Σ(0)d .
For the frequency-dependent part of the problem, the boundary conditions (6.17)
through (6.21) are adjusted as follows: δn± = 0 and δUa = ±E0L on the left and
right boundary, respectively; J± = 0 and ∂δU/∂y = 0 on the axis of symmetry
and the top boundary; equations (6.19) through (6.21) remain unchanged on
the solid-liquid interface. In the additional model with a continuous EDL, the
boundary conditions on those parts of the top boundary, which delimit the wide
pore, are given by the unchanged zero-flux condition (6.20) and the continuity
of the displacement current, which here writes −ε0εa∇δUa(rS) · n = δΣS(rS).
For further technical details on the implementation, see appendix 6.A.
In order to accurately resolve the diffuse layers, we discretizise the electrolyte
(and if present also the solid phase) next to the solid-liquid interface with a
boundary-layer mesh consisting of rectangular elements with a size of R2/5 along
the boundary (tangential direction). Normal to the boundary, the boundary-
layer mesh is much finer and consists of a fixed number of 8 elements with
sizes increasing from λD/2 at the surface to ≈ 1.8λD at the outer limit of the
boundary layer. The remaining volumes of electrolyte and solid are filled with
triangular elements, the maximum sizes of which increase from R2/5 at the outer
limit of the boundary-layer meshes to R1/5 at the remaining boundaries. For
pore the lengths L1 = 90 µm and L2 = 10 µn and the pore radii R1 = 2 µm
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and R2 = 0.2 µm, the resulting meshes consist of ≈ 14700 elements (≈ 11000
for the continuous EDL), of which ≈ 5200 (≈ 7600) elements corresponds to the
boundary-layer mesh.
In order to avoid artifacts related to parts of the Stern layer covering sharp cor-
ners, the vertices 1 in Figure 6.5 are rounded off for the model with discontinuous
EDL and the vertices 1 and 2 are rounded off for the model with continuous
EDL. In both cases, the radius of the rounded vertices is (R1 −R2)/2.
Like in the case of the spherical particle, the effective conductivity of the mod-
elled volume can be obtained from the numerical integration of the total ion flux
densities through the left (or right) boundary. Adapting equation (6.38) to the
geometry of the membrane-polarization model, we get
σ∗mod =
2
E0R21
∫ R1
0
[J+(y) + J−(y)] exydy. (6.48)
In the model with the continuous EDL in the wide pore, the contribution of the
surface current in the Stern layer has to be considered, too. In this case, the
corresponding conductivity increment−2/(E0R1)[DS∂δΣS/∂y+µSΣS∂δUS/∂y]
has to be added to σ∗mod. The analytical expression for the effective conductivity
writes σeff(ω) = (L1 + L2)/Z(ω), where Z(ω) is the one-dimensional Marshall-
Madden impedance defined in equation (6.44).
6.4.3 Comparison of analytical and numerical solution
The effective conductivity spectra obtained from the model with the discontin-
uous EDL are shown in Figure 6.6. In the analytical models for the case p = 0,
the absence of the EDL in the wide pore has to be taken into account by setting
b±,1 = 1 instead of using equations (6.40) or (6.42) for the calculation of the
corresponding mean ion concentrations. The length of the narrow pore L2 = 10
µn was selected to match the diameter of the spherical particle modelled earlier
in this study. The length of the wide pore L1 = 90 µm as well as the two
pore radii R1 = 2 µm and R2 = 0.2 µm were adjusted to achieve a significant
polarization response. As discussed in more detail in Ho¨rdt et al. (2017), the
magnitude of the contribution of the diffuse layer to the membrane polarization
largely depends on the selection of the relation between the two ratios R1/R2
and L1/L2.
In the top panel of Figure 6.6, we observe a similar variation of the magnitude
of σ′ with the ratio p as obtained above for the polarization around a spherical
particle. In both cases the contribution of the surface conductivity to σ′ is
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Figure 6.6: Complex-conductivity spectra of the cylindrical membrane-polarization
model for different ratios p = −Σ(0)S /Σ. Complex-valued conductivties in terms of real
(top) and imaginary parts (bottom) normalized to the bulk conductivity σa. Numeric
results (grey circles) for all values of p are displayed along with the analytical models
for p = 0 after Bu¨cker and Ho¨rdt (2013a) (dash-dotted line) and using the new average
ion concentrations defined in equation (6.42) (solid line). The sketch in the bottom
panel shows that the EDL is discontinuous in the wide pore. Pore lengths and radii are
L1 = 90 µm, L2 = 10 µm, R1 = 2 µm, and R2 = 0.2 µm; all other parameter values
as in Table 6.1.
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larger if the counter-charges are mainly located in the diffuse layer. At low
frequencies, the Stern layer polarizes completely and does not contribute to σ′
at all and at high frequencies, its contribution is limited by the significantly
smaller ion mobility in the Stern layer (remember that µS = µ/10). Also, the
variation of the imaginary part σ′′ with p displayed in the bottom panel of
Figure 6.6 resembles the one observed in the case of a spherical particle. Again,
the σ′′ peak increases with the amount of counter-charges located in the Stern
layer, i.e. with increasing p, and shifts towards higher angular frequencies.
Figure 6.6 also shows that our modified membrane polarization model, i.e. the
use of equation (6.42) for the computation of the mean ion concentrations,
matches the numerically obtained σ′′ better than the original model by Bu¨cker
and Ho¨rdt (2013a). For p = 0, the relative deviations between the analytical
and the numerical σ′′ curves are < 20% for the modified and < 50% for the orig-
inal model for frequencies < 100 rad/s. Because the analytical model does not
include the contribution of the Maxwell-Wagner polarization, which becomes
dominant at high frequencies, the misfit increases rapidly at angular frequencies
> 100 rad/s. The original membrane polarization model, however, matches the
real part σ′ much better. The relative deviation between the analytical models
and the numerical solution are ≈ 7% for the modified and < 1% for the original
model.
In summary, the good qualitative match of the analytical curves with the in-
dependently validated numerical model for the case p = 0 confirms the validity
of the model developed by Bu¨cker and Ho¨rdt (2013a) and further improved in
the present study. Bu¨cker and Ho¨rdt (2013a) also propose a simple modification
of the mean counter-ion concentration intended to take the contribution of the
Stern layer into account. However, for the selected set of model parameters, the
analytical model rather predicts a continuous decrease of the polarization mag-
nitude (σ′′ ) with increasing p and a practically constant characteristic frequency
(not shown here for brevity), which indicates that the polarization mechanism
in the Stern layer is more complex than assumed by this possibly over-simplified
approach.
Figure 6.6 shows that the variation of the polarization response with p changes
significantly, if the EDL is assumed to be continuous in the wide pore. Height
and characteristic frequency of the main σ′′ peak located around 2 rad/s decrease
only slightly from p = 0 through p = 0.4 and increase not much steeper for
larger values of p. In comparison to the significant increase of both height
and characteristic frequency observed in Figure 6.6 for the discontinuous EDL,
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Figure 6.7: As Figure 6.6 but with a continuous EDL in the wide pore as illustrated
in the sketch in the bottom panel.
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here, the σ′′ peak remains almost unchanged. Furthermore, at intermediate
frequencies between 100 and 1000 rad/s a smaller secondary polarization peak
appears for p > 0 and increases monotonically with the amount of counter-charge
in the Stern layer. The real part σ′ reflects the usual decrease of the surface
conductivity with increasing p. The relative deviations between the numerical
results for p = 0 and the two analytical models are similar to those reported for
the model with the discontinuous Stern layer.
6.5 Discussion
In this study we have developed a new analytical model combining the effects
of Maxwell-Wagner, Stern-layer, and diffuse-layer polarization around spherical
grains, which we validated with the corresponding numerical finite-element so-
lution of the underlying equations. Numeric and analytical results for typical
model parameters consistently confirm earlier studies, which predicted a signif-
icantly smaller contribution of the diffuse-layer polarization to the macroscopic
response than the one of the Stern-layer polarization (e.g. de Lima and Sharma,
1992; Lesmes and Morgan, 2001).
Although the actual polarization of the diffuse layer can therefore safely be ne-
glected in most cases, our study confirmed the strong coupling of the varying sur-
face charge distribution in the Stern layer with the corresponding field-induced
diffuse layer in the electrolyte as predicted by Lyklema et al. (1983). Fortunately,
the model proposed by Lyklema and co-workers can easily be obtained from the
model by Schwarz (1962) by dividing the relaxation time τS by the coefficient
M . For a typical charge density in the Stern layer of Σ
(0)
S ≈ 0.01 C/m2 and
a bulk ion concentration of 1 mol/m3, equation (6.33) predicts M ≈ 6.4. The
effect of M can also be interpreted in terms of an efficient diffusion coefficient
DeffS = DSM , which in our case (i.e. DS = D/10) is only a factor ≈ 2 smaller
than the diffusion coefficient of the ions in the bulk electrolyte.
This result is particularly interesting as it is a possible explanation of the large
diffusion coefficients DS needed to adjust the model by Leroy et al. (2008)
to measured complex-conductivity spectra. The model by Leroy and co-workers
does not include the correction of the relaxation time proposed in Lyklema et al.
(1983), but often requires the assumption of equal or similar diffusion coefficients
in Stern layer and bulk electrolyte (e.g. Leroy et al., 2008; Leroy and Revil, 2009;
Revil and Florsch, 2010; Schmutz et al., 2010). Independent determinations of
the diffusion coefficient in the Stern layer from experimental surface conductivity
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and particle mobility data, however, normally rather predict a reduction of the
counter-ion mobility by a factor 10 or more (e.g. Zukoski and Saville, 1986;
Revil and Glover, 1998). Based on our findings, the difference between the
predictions of the two experiments could be reduced significantly, if the Stern-
layer relaxation time used in the model by Leroy and co-workers was replaced
by the one defined in equations (6.32) and (6.33).
Although this correction might be able to justify the strong and to date unex-
plained assumption inherent to the model by Leroy et al. (2008), it also questions
the often-used simple relation between relaxation time and grain size by intro-
ducing an additional dependence on chemical characteristics of pore fluid and
solid surface: The coefficient M strongly depends on the electrolyte concentra-
tion and the surface charge density in the Stern layer. Consequently, besides
the grain diameter and the diffusion coefficient in the Stern layer, variations of
experimentally determined relaxation times might partly be due to variations
of these chemical parameters.
We have also applied our finite-element model to study the membrane-polariza-
tion mechanism, which to date has not been investigated in the same detail as
was done with the polarization mechanisms around spherical grains. In the lim-
iting case of a sole diffuse-layer polarization, we found that a slightly improved
analytical model based on the work by Marshall and Madden (1959) and Bu¨cker
and Ho¨rdt (2013a) described the numerical results to a great extend. However,
the analytical model was not able to match our numerical results for the coupled
polarization of diffuse and Stern layer. Because the general numerical implemen-
tation was previously validated for the grain geometry, this result demonstrates
the limitations of the analytical membrane-polarization model and indicates
that the incorporation of the Stern-layer polarization in the model by Bu¨cker
and Ho¨rdt (2013a) is insufficient in its current form. However, the numerical
results obtained for the coupled model can therefore substantially contribute to
our understanding of the role of the Stern layer in the context of membrane
polarization.
According to our modelling results, also in the membrane-polarization geometry
the Stern-layer polarization can dominate the coupled response, especially if the
EDL is discontinuous. Certain similarities of the coupled membrane-polarization
response with the coupled polarization response around spherical grains stand
out – namely the generally larger response of the Stern-layer polarization and the
simultaneous increases of characteristic frequency and magnitude of the Stern-
layer polarization response with the surface charge density in the Stern layer.
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However, we saw that the particular geometrical configuration of the EDL in
the membrane-polarization model can largely reduce the difference between the
respective magnitudes of diffuse-layer and Stern-layer polarization. For instance,
if the EDL is assumed to be continuous in both pores, our results indicate
that the relative contributions of both polarization mechanisms can become
practically equal.
Although we have taken an important step towards this long-term goal, it is
beyond the scope of this study to provide an analytical model that integrates
membrane polarization and the polarization around spherical grains; neither do
we apply the developed numerical modelling framework to three-dimensional
models as can be obtained from computerized tomography scans of real porous
media. Nevertheless, we can put our results into a broader context and draw
some preliminary conclusions regarding the relative contributions of the various
polarization mechanisms.
Because they only account for grain-electrolyte interactions and largely ignore
grain-grain interactions, grain-based polarization models are best suited for the
modelling of dilute suspensions of dielectric particles. For practical purposes
and using suitable mixing laws, these models can even be applied to higher
particle concentrations. In this manner, the induced-polarization responses of
unconsolidated sediments or other loosely packed granular media (e.g. Leroy
et al., 2008) have been matched successfully with this type of models. For
typical parameter combinations, the polarization response of isolated grains is
controlled by Stern-layer polarization only and contributions of a simultaneously
occurring diffuse-layer polarization can be neglected.
With increasing degree of compaction and cementation of the granular medium
grain-grain interactions are expected to become more important (e.g. Lesmes
and Morgan, 2001). Grain-grain interactions include, but are not limited to, the
interaction of the polarization dipoles of adjacent grains as well as percolating
diffuse and Stern layers. As a limiting case, also the membrane-polarization
mechanism can be interpreted in terms of a grain-grain interaction. Based on the
above mentioned good agreement between experimental data and the responses
of grain-based polarization models, the interaction of polarization dipoles can
safely be neglected – even in the case of densely packed granular media.
To date, the issue of the eventual effects of percolating diffuse and Stern layers on
the polarization response has only been touched in passing. Leroy et al. (2008),
for instance, argue that a diffuse layer above the percolation threshold cannot
polarize and therefore only consider its contribution to the DC conductivity
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in their model. In the same sense, they postulate that the Stern layers of
adjacent particles must be discontinuous as the model based on the polarization
of this inner layer accurately describes the experimental observations. While
the results of this reasoning – the vanishing contribution of the diffuse-layer
polarization and the dominating role of the Stern layer – agree with the findings
of the present study, the explanation given by Leroy and co-workers must be
reconsidered. As we saw from the modelled polarization response of the grain-
based geometry, even around isolated particles the contribution of the diffuse-
layer polarization is negligible, such that it is not necessary to assume that the
diffuse layers are percolating or ”shorted”. On the other hand, the results of the
membrane-polarization model indicate that even in the case of continuous (or
percolating) diffuse and Stern layer geometries both layers can polarize. Thus,
the discontinuity of neither of the two layers is needed to generate a polarization
response. Clearly, more systematic research into the Stern-layer polarization
in such percolating systems is needed. However, our results strongly suggest
that the currently prevailing view on this important mechanism needs to be
reconsidered.
The direct comparison of a purely grain-based polarization with the membrane-
polarization furthermore indicates that the transition between the two models
with increasing degrees of compaction and cementation can be expected to be
gradual. Interestingly, the fundamental responses of both processes are rather
similar as long as the EDLs and particularly the Stern layers are assumed to be
discontinuous at the pore scale. Because in both models the Stern layer dom-
inates the polarization response, the distinction between effects related to the
individual grains and effects related to pore constrictions becomes somewhat
obsolete or at least a mere question of the point of view. Ultimately, this means
that responses caused by pore constrictions, i.e. typical membrane-polarization
responses, can – at least to a certain degree – be adjusted using grain-based mod-
els and vice versa. This is particularly plausible, if we consider that in granular
media made of near-spherical particles the pore diameters and lengths are of the
same order of magnitude as the typical grain sizes and thus all relaxation times
are controlled by similar characteristic lengths.
6.6 Conclusions
We have investigated the low-frequency electrical conductivity of porous me-
dia by means of improved analytical and numerical models for single-grain and
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pore-constriction geometries. Our results allowed us to assess the relative con-
tributions of polarization mechanisms originating from the diffuse part and the
Stern layer of the EDL covering charged mineral surfaces.
To match our numerical results obtained for the single-grain geometry, we as-
sembled a new analytical model by combining the Dukhin-Shilov model (Dukhin
and Shilov, 1974), which accounts for the diffuse-layer polarization, with the
Schurr model of the Stern-layer polarization (Schurr, 1964) including the cor-
rection of the relaxation time of the Stern layer proposed by Lyklema et al.
(1983). The use of the corrected relaxation time, which accounts for the inter-
action of the charges in the Stern layer with the electrolyte solution, improved
the agreement of the analytical model with the numerical results significantly. If
the correction is not considered, untypically high effective diffusion coefficients
of the counter-ions in the Stern layer have to be assumed to compensate for
neglecting the effect. For typical model parameters, the relative contribution of
the diffuse-layer polarization was seen to be insignificant in comparison to the
large response of the Stern layer. At high frequencies, our new analytical model
also considers the effect of Maxwell-Wagner polarization.
Our numerical results for the pore-constriction geometry show a good agreement
with the analytical membrane-polarization model by Bu¨cker and Ho¨rdt (2013a),
if we relate the mean ion concentrations of the cylindrical pores to Bikerman’s
expression for the surface conductivity of highly charged surfaces (Bikerman,
1933) and as long as no Stern layer is considered. For the first time we examine
the role the Stern layer plays in the pore-constriction geometry in detail. Here,
the diffuse layer makes a much smaller contribution to the total response than
the Stern layer – at least as long as the charged surfaces are below the percolation
threshold, i.e. the individual EDLs are not interconnected at the system scale. In
the opposite case, diffuse and Stern-layer polarization are of the same magnitude
for typical model parameter.
In conclusion, the modelled responses of single-grain and pore-constriction ge-
ometries are more similar than usually assumed, particularly if the polarization
responses of both parts of the EDL are taken into account in both geometries.
Below the percolation threshold, the Stern-layer dominates the macroscopic re-
sponse, but as soon as the EDL becomes percolating, this dominance breaks
down and both mechanisms contribute similar magnitudes. More detailed stud-
ies on specific pore geometries are clearly required to conclusively assess the
relative importance of the different polarization mechanisms, but our study is
a significant step towards this long-term goal and sets the basis for extensive
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numerical studies.
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Appendices
6.A Implementation into the COMSOL coefficient form PDE
The COMSOL partial differential equation (PDE) interface in coefficient form
allows the definition of PDEs and systems of PDEs of the general type
ea
∂2u
∂t2
+ da
∂u
∂t
+∇ · (−c∇u− αu+ γ) + β · ∇u+ au = f (6.49)
with the general boundary conditions
−n · (−c∇u− αu+ γ) = g − qu and (6.50)
u = s, (6.51)
where u denotes the dependent variable and n is the inward-pointing unit normal
vector (i.e. into the respective domain or subdomain).
Due to the cylindrical symmetry of the modelled problems, the system of PDEs
only needs to be solved on two-dimensional modelling domains (see Figures 6.2
and 6.5) with coordinates r = (x, y)T and gradient operator∇ = (∂/∂x, ∂/∂y)T .
As explained in more detail in the appendix of Bu¨cker et al. (2018b), multiplying
all coefficients in equations (6.49) and (6.50) by y yields a problem description
in cylindrical coordinates.
6.A.1 Static solution
Te static problem set up by equations (6.6) and (6.7) is readily implemented by
defining the dependent variable u1 = U
(0)(r) and setting the PDE coefficients
c1 = yε0εa and f1 = −y2C∞± e sinh(u1e/(kT )) in the electrolyte and c1 = yε0εa
and f1 = 0 in the solid phase. Note that throughout this appendix we will make
use of the convention that all coefficients are assumed to be zero if not specified
differently.
The fixed surface charge described by boundary condition (6.16) is realized by
setting g = −yΣ(0)d on all charged outer and inner boundaries. The definition
of the reference potential at a distance far from the charged surfaces, equation
6.14), depends on the specific model: In the grain geometry, it is set by s = 0
on the left, right, and top boundary. In the membrane geometry, we establish
the reference potential by defining the point-wise constraint u1 = 0 at the two
positions (x = ±(L1 + L2)/2, y = 0) located on the left and right boundary,
respectively. In this case, on the remaining parts of left and right boundary, as
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well as on the uncharged parts of the top boundary, standard no-flow boundary
conditions are active. Because the axis y = 0 is defined as symmetry axis (select-
ing rotational symmetry in the model setup), no specific boundary conditions
are needed on this boundary.
6.A.2 Frequency-dependent solution
For the frequency-dependent problem set up by the system of three coupled
PDEs (6.8) and (6.9), which describe the physics in the electrolyte, the Laplace
equation (6.13), which controls the electric field in the solid phase, and equation
(6.11), which controls the variable surface charge in the Stern layer, need to be
solved simultaneously. We combine the solution in the electrolyte and the solid
phase in one dependent variable u2 and define suitable PDE coefficients on each
of the two subdomains (i.e. for electrolyte and solid phase separately). The
variable u2 is a column vector of length 3 and writes
u2 =
⎡⎢⎣ u21u22
u23
⎤⎥⎦ =
⎡⎢⎣ δC−(r, ω)δC+(r, ω)
δU(r, ω)
⎤⎥⎦ . (6.52)
Assuming isotropy of all its elements, the coefficient c2 is a 3-by-3 coefficient
matrix. In the electrolyte it writes
c2 =
⎡⎢⎣ yD 0 −yµC∞− exp( ekT u1)0 yD yµC∞+ exp(− ekT u1)
0 0 yε0εa
⎤⎥⎦ (6.53)
and in the solid phase
c2 =
⎡⎢⎣ 0 0 00 0 0
0 0 yε0εi
⎤⎥⎦ . (6.54)
The dependent variable u1 was defined above and denotes the static solution for
the electrical potential. The coefficient matrix α writes
α2 =
⎡⎢⎣ −yµ∇u1 0 00 yµ∇u1 0
0 0 0
⎤⎥⎦ , (6.55)
in the electrolyte and is equal to the null matrix in the solid phase. Note that
on our two-dimensional modelling domain each element of the matrix α2 is a
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two-element vector. The matrix a2 is
a2 =
⎡⎢⎣ yiω 0 00 yiω 0
yF −yF 0
⎤⎥⎦ (6.56)
in the electrolyte. In the solid phase, a2 is the same except for the last line,
which has to be filled with zeros instead.
Equation (6.11), which describes the perturbation surface charge density δΣS ,
has to be solved on the solid-liquid interface only. By means of a lower-dimen-
sional physics interface, the curvature of this interface can be taken into account
correctly. Because the electric potential in the Stern layer has to be equal to the
potentials δUi and δUa on the corresponding boundaries, the only dependent
variable on the one-dimensional subdomain is u3 = δΣS(rS , ω). The coefficients
take the form c3 = yDS , a3 = yiω, and γ3 = −yµSΣ(0)S ∇u23, where u23 denotes
the perturbation potentials on the adjacent two-dimensional subdomains.
The problem description is completed by the following set of boundary condi-
tions. The boundary condition (6.17) describing the external excitation and
the condition on the perturbation concentrations (6.18) are realized by setting
s2 = (0, 0,±E0L)T , respectively. In the membrane polarization model with the
continuous EDL, this boundary is not located at a distance far from the charged
surface. However, because of the symmetry of the problem with respect to x = 0,
we expect the perturbation ion concentrations to vanish in this geometry, too
(see e.g. concentration profiles in Blaschek and Ho¨rdt, 2009). For the same
reason, also the perturbation surface charge density δΣS is expected to vanish
on the left and right boundary and we set s3 = 0 (only applies in the model
with the continuous EDL).
On the boundaries representing the solid-liquid interface, we implement zero-
flux boundary conditions (6.20) on the two ion flux densities, and the condition
on the displacement current (6.21) by defining g = (0, 0, yu3)
T .
On the top boundary, we implement a zero-flux boundary condition for all three
components of the dependent variable u2 resulting in vanishing normal fluxes
for both ion species and a vanishing normal electrical field. In the case of the
membrane-polarization model with the continuous EDL, parts of the top bound-
ary represent charged surfaces and are thus furnished with the corresponding
boundary conditions described above. In the membrane-polarization model with
the discontinuous EDL, the one-dimensional domain representing the Stern layer
also ends at the top boundary. In this case, we define no-flux boundary condi-
tions for u3, too.
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Again, due to the rotational symmetry, no boundary conditions must be defined
on the symmetry axis (i.e. along y = 0) for any of the dependent variables.
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CHAPTER 7
Conclusion and perspectives
This thesis offers improvements of the theoretical description and basic under-
standing of all five principal induced-polarization mechanisms in geologic media,
i.e. electrode polarization, Stern- and diffuse-layer polarization, membrane po-
larization, and (in passing) Maxwell-Wagner polarization. This final chapter
summarizes the advances achieved regarding the mathematical description and
modelling of these mechanisms and the progress made towards the development
of a generalized theoretical treatment. At this point, significance and limitations
of the individual developments can be discussed in a broader context than in
the previous chapters, which also allows to identify challenges and specific tasks
for future investigations into this matter.
Electrode polarization. The derivation of the full solution to the boundary-
value problem for the Poisson-Nernst-Planck (PNP) model set up by Wong
(1979) to describe electrode polarization, the derivation of explicit expressions
for the relaxation times inherent to this model, and the (numerical) extension
of the model to charged metallic particles are the main achievements regarding
this polarization mechanism. Besides the obvious improvement of its mathemat-
ical description, these developments also offer a clearer view on the underlying
polarization process.
In passing, the findings of chapters 4 and 5 disproved recent re-interpretations of
the electrode-polarization process in terms of the polarization of the Stern-layer
around dielectric particles (e.g. Gurin et al., 2015; Placencia-Go´mez and Slater,
2015). The main arguments against such approach where the different variations
of the relaxation times of electrode polarization and Stern-layer polarization
with the particle radius a, τdl ∝ aλD and τS ∝ a2, respectively, and the exactly
opposite dependencies of the polarization magnitudes on surface charge.
Especially the critical particle radius ac derived from the two relaxations times
and the predicted sensitivity of the diffuse-layer charging mechanism to surface
charge have important practical implications. The knowledge of the chemical
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control on the dominating relaxation process (i.e. diffuse-layer charging vs. vol-
ume diffusion) contained in the critical particle radius can guide the selection of
fluid compositions that favour the experimental observation of transitions be-
tween the two processes at sufficiently low frequencies. The general practical
significance of the predicted control of surface charge on the polarization pro-
cess lies in the improved theoretical basis for the exciting possibility to use IP
data to infer the electrochemical surface state (i.e. surface potential, reactivity,
etc.) of metallic nano- and micro-scale particles. Although more research into
the relation between IP spectra and surface properties of metallic particles is
required, the presented findings principally favour this kind of application.
Future tasks and challenges regarding the theoretical description of electrode
polarization comprise – among others – (1) the incorporation of a frequency-
dependent Stern-layer impedance into the boundary condition on the reaction
current (e.g. Merriam, 2007), (2) the numerical investigation of more complex
geometries than dilute suspensions of spherical particles (e.g. densely packed
granular media, porous membranes, surface roughness, etc.), and (3) the exten-
sion of the theory to semi-conducting solid phases as initiated by Misra et al.
(2016a) and Revil et al. (2015b).
Stern- and diffuse-layer polarization. The new analytical model of the cou-
pled Stern- and diffuse-layer polarization around spherical particles improves the
mathematical description of this process significantly. In particular, it recalls
the simple but necessary correction of the Stern-layer relaxation time proposed
by Lyklema et al. (1983) and replaces the incorporation of the diffuse-layer po-
larization via the model of Fixman (1980) by the better-suited model of Dukhin
and Shilov (1974). Both modifications were shown to be necessary to obtain a
good match with the numerical modelling results.
Special significance of the rediscovery of the corrected Stern-layer relaxation
time derives from the explanation it offers for the to date unexplained disagree-
ment between the high Stern-layer diffusion coefficients needed to adjust the
model by Leroy et al. (2008) to measured IP data and the much lower values
determined by independent experiments. Furthermore, the strong dependence
of the corrected relaxation time on the electro-chemical properties of pore fluid
and solid surface (i.e. salinity, surface charge and ζ-potential) has important
practical implications as it puts a limitation on the often-used simple relation
between relaxation time and grain size.
Possible shortcomings of the analytical and numerical descriptions of this polar-
ization process around spherical particles regard (1) the simple implementation
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of the Stern layer as a two-dimensional surface of vanishing thickness and (2) the
neglect of ion-exchange reactions between Stern-layer and diffuse layer and/or
bulk electrolyte. Useful future extensions of the theoretical treatment should
examine the importance of the error introduced by these simplifications. Sys-
tematic studies using double-layer and bulk-electrolyte parameters based on a
detailed double-layer model (e.g. Revil and Glover, 1997, 1998) could provide
further insight into the polarization response for representative subsets of the
large multi-dimensional parameter space of this polarization model.
Finally, the comparison of Stern- and diffuse-layer polarization processes around
spherical grains and in pore-constriction geometries revealed unexpected sim-
ilarities between the responses. This finding and the dominant role of the
Stern-layer polarization in both geometries suggest that even (measured) IP
responses produced by microscopic settings, which would classically be related
to a membrane-like behaviour, might be interpreted in terms of a grain-based
polarization model. Further (numerical) studies should therefore focus on the
intermediate geometries to examine the gradual transition between the two pro-
cesses.
Membrane polarization. Progress was also made regarding the theoretical
description of membrane polarization. A previously developed analytical model
(Bu¨cker and Ho¨rdt, 2013a) was shown to provide a suitable description of the
polarization process due to the diffuse layer covering the pore walls of the pore-
constriction geometry. Equipped with an alternative incorporation of the mean
ion concentrations for the case of highly charged pore walls (and sufficiently thin
diffuse layers compared to the pore radius), this analytical model showed a good
agreement with the corresponding numerical results. The numerical treatment
furthermore provided a suitable means to study the relative contributions of
diffuse- and Stern-layer polarization to the membrane-polarization response.
The extension of the analytical membrane-polarization model to the case of an
additional immiscible liquid phase in the pore space permitted the investiga-
tion of the control wetting and non-wetting hydrocarbon contaminants might
exert over the polarization response. The predictions of the extended model are
particularly interesting, as they offered a theoretical explanation of the to date
unexplained IP data from a hydrocarbon-contaminated site reported by Flo-
res Orozco et al. (2012). Furthermore, due to the similar electrical properties
(i.e. vanishing electrical conductivity and moderately charged surfaces) of liquid
hydrocarbons, air-bubbles, CO2-bubbles, and ice, the new analytic model can
also be consulted to understand the membrane-polarization response of partially
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saturated materials, materials containing free CO2 gas, as well as freezing and
thawing processes in permafrost sediments and rocks.
The main limitation of the analytical membrane-polarization model regards (1)
the over-simplified incorporation of the Stern-layer contribution and (2) the
cylindrical geometry, which has been argued to be unsuitable to represent the
more complex geometrical configurations of real granular media. It might be
possible to obtain a more adequate incorporation of the Stern layer by mod-
elling its contribution in terms of a second impedance arranged in parallel to
the impedance of the diffuse layer. The availability of a validated numerical
modelling framework brings the analysis of more complex geometrical configu-
rations within an achievable range.
Generalized numerical modelling framework. The validated numerical
modelling framework described in this thesis is valuable in its own right. This
becomes particularly apparent considering earlier unsuccessful searches for ap-
propriate boundary conditions (and adaptations of the PNP system) to incor-
porate fixed surface charges into numerical modelling schemes (e.g. Volkmann
and Klitzsch, 2010). The detailed description of the numerical implementation
in a widely-used commercial finite-element modelling software provided in this
thesis is therefore also connected to the hope to facilitate and promote future
numerical investigations.
Moreover, the numerical implementations of the polarization problems around
charged metallic and dielectric solids presented in chapters 5 and 6, respec-
tively, can readily be combined to a generalized modelling framework including
all five polarization mechanisms. With the detailed descriptions of PNP sys-
tems, boundary conditions, and post-processing tasks (e.g. the determination
of the effective electrical conductivity) at hand, the generalization to asymmetric
electrolytes, multi-component electrolytes, unequal mobilities of the involved ion
species, and more complex geometric configurations of systems consisting of two
or even more solid, liquid, and gaseous phases has come within reach. Besides
the exploration of such geometrically and chemically complex systems, it would
be desirable to make use of the generalized numerical modelling framework to
aid the search for and validation of a generalized analytical treatment.
Generalization of analytical treatment. As the new coupled Stern- and
diffuse-layer polarization model shows, a good approximation of the response of
various simultaneously acting polarization processes can be obtained by a simple
superposition of the individual responses. However, the quality of such combined
models is limited by the quality of the individual models. Therefore, the new
178
coupled model, which also includes the effect of Maxwell-Wagner polarization
at high frequencies, represents an important step towards the development of a
generalized analytical treatment.
The PPIP-SCAIP model developed by Misra et al. (2016a) represents a suitable
approach to combine the polarization responses of semiconducting (or metal-
lic) and dielectric particles based on rather simple mixing formulae derived
from effective-medium theory. Consequently, the integration of the electrode-
polarization model with the coupled Stern- and diffuse-layer polarization model
(including the Maxwell-Wagner response) is only a small step away. Similar
volume-averaging approaches also allow for the generalization to mixtures con-
taining grains of different sizes characterized by a grain-size distribution (e.g.
Lesmes and Morgan, 2001; Leroy et al., 2008).
Such effective-medium approaches work well for the modelling of the responses of
composite media, which can be described in terms of a homogeneous background
phase (here the electrolyte) and homogeneously distributed inclusions (solid
phase or phases). Therefore, the incorporation of the membrane-polarization
phenomenon, the theoretical description of which is based on cylindrical pores,
requires the use other up-scaling strategies. Recent studies report mathemati-
cal treatments of the IP responses of pore networks (e.g. Maineult et al., 2017;
Stebner and Ho¨rdt, 2017). In particular, Stebner and Ho¨rdt (2017) describe
the combination of membrane-polarization responses derived from the model by
Bu¨cker and Ho¨rdt (2013a) within two- and three-dimensional pore networks.
In terms of the homogeneous background conductivity, the effective complex-
conductivity response determined by such an up-scaling scheme could enter into
the effective-medium description of grain-based polarization models. This would
be the last step required to obtain a first analytical model describing the com-
bined response of all five polarization mechanisms.
Hopefully, the developments presented in this thesis will be useful for the inter-
pretation of a wealth of experimental IP data, for which mechanistic models were
unavailable before, and promote the continued search for improved theoretical
descriptions of the IP response of geological media.
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List of symbols and abbreviations
a Particle radius (m)
ac Critical particle radius (m)
A1, A2 Cross-sectional areas of wide and narrow pore (m
2)
bp,n, b± Norm. mean concentrations of cations (p/+)
and anions (n/−) (-)
c0 Bulk ion concentration (mol/m
3)
cj Concentration of j-th ion species (mol/m
3)
c∞j Bulk concentration of j-th ion species (mol/m
3)
c
(0)
j Static background concentration of j-th ion species (mol/m
3)
cp,n Static background ion concentrations (mol/m
3)
C± Bulk ion concentration (1/m3)
C
(0)
± Static background ion concentrations (1/m
3)
Cl− Chloride ion
CO2 Carbon dioxide
d Distance from surface (m)
D Diffusion coefficient (m2/s)
D Displacement field (C/(m2))
Dj Diffusion coefficient of j-th ion species (m
2/s)
Dp,n, D± Diffusion coefficient of cations (p/+) and anions (n/−) (m2/s)
DC Direct current
DL Diffuse layer
DS Diffusion coefficient of ions in Stern layer (m
2/s)
Du(ζ) Dukhin number for spherical particles (-)
Du(ζ, Ri) Dukhin number for cylindrical pores (-)
e Elementary charge (C)
e Euler’s number (-)
e− Free electron
ex Unit vector in x-direction (-)
E Electric field vector (V/m)
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E0 Amplitude of external electric field (V/m)
Eext External electric field vector (V/m)
EDL Electric double layer
f(ω) Frequency-dependent reflection coefficient (-)
fd(ω) Reflection coefficient of diffuse-layer polarization (-)
fDC Direct-current limit of reflection coefficient (-)
fk(ω) Reflection coefficient model by O’Konski (1960) (-)
fQ Partition coefficient as defined by Leroy and Revil (2004) (-)
fS(ω) Reflection coefficient of Stern-layer polarization (-)
F Faraday constant (C/mol)
Fe(II) Iron(II)-oxid ion
H Magnetic field (A/m)
HC Hydrocarbon
i, j Imaginary unit (-)
i Exchange current density (C/(m2s))
i0 Equilibrium exchange current density (C/(m
2s))
IP Induced polarization
J Total current density (C/(m2s))
J0 Bessel function of the second kind and order zero
J± Current density (1/(m2s))
Jc Conduction current density (C/(m
2s))
Jdiff Diffusion flux density (mol/(m
2s))
Jj Flux density of j-th ion species (mol/(m
2s))
Jmig Migration flux density (mol/(m
2s))
Jreac Reaction flux density (mol/(m
2s))
k Boltzmann constant (J/K)
k+, k− Rate constants (m/s)
k1 Spherical Bessel function of the second kind
k′1 Derivative of k1 with respect to r
K Surface conductivity (S)
l Distance of closest approach of metal ions (m)
L Characteristic length scale of system (m)
L Radius and half-length of cylindrical modelling domain (m)
L1, L2 Lengths of wide and narrow pore (m)
M Correction coefficient of model by Lyklema et al. (1983) (-)
M+ Metal ion in solution
M(ads) Metal atom adsorbed to surface
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n Unit normal vector to the surface/boundary (-)
NA Avogadro constant (1/mol)
Na+ Sodium ion
NaCl Sodium chloride
NAPL Non-aqueous phase liquid
OH− Hydroxide ion
p Ratio of surface charges in the Stern layer (-)
P Polarization density (C/(m2))
Pε, PIP Polarization density due to dielectric polarization, IP (C/(m
2))
PNP Poisson-Nernst-Planck
r Position vector (m)
r Radial coordinate (m)
ri Radius of hydrocarbon droplet in i-th pore (m)
rS Position vector in the Stern layer (m)
R Pore radius (m)
R0 Radius of outer cylinder (m)
R1, R2 Pore radius of wide and narrow pore (m)
RC Resistor-capacitor
Sh Hydrocarbon saturation (-)
Sw Water saturation (-)
t Time (s)
tp,n, t± Average transference numbers of cations (p/+)
and anions (n/−) (-)
T Absolute temperature (K)
U Electric potential (V)
U (0) Static background potential (V)
Ua Total electric potential in liquid phase (V)
U
(0)
a Static background potential in liquid phase (V)
Ui Total electric potential in solid phase (V)
U
(0)
i Static background potential in solid phase (V)
US Total electric potential in Stern layer (V)
U
(0)
S Static background potential in Stern layer (V)
Vh Total hydrocarbon volume (m
3)
Vp Total pore volume (m
3)
x x-coordinate (Cartesian coordinates) (m)
y y-coordinate (Cartesian coordinate system) (m)
Y0 Bessel function of the second kind
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z z-coordinate (Cartesian coordinates) (m)
z± Ion valences of cations and anions (-)
zj Valence of j-th ion species (-)
Z Impedance × area (Ωm2)
ZDC Low-frequency limit of impedance × area (Ωm2)
α Reaction current parameter (m2/(Vs))
β Reaction current parameter (m/s)
δcj Perturbation concentration of j-th ion species (mol/m
3)
δC± Perturbation ion concentrations (1/m3)
δU Perturbation potential (V)
δUa Perturbation potential in the electrolyte (V)
δUext Perturbation potential due to external field (V)
δUi Perturbation potential in the solid phase (V)
δUS Perturbation potential in the Stern layer (V)
δΣ
(0)
d Equiv. perturbation surface charge density of
diffuse layer (C/m2)
δΣ
(0)
S Perturbation surface charge density in Stern layer (C/m
2)
ε Permittivity (C/(Vm))
ε0 Vacuum permittivity (C/(Vm))
εi Relative permittivity of the solid phase (-)
εIP Eff. complex permittivity due to IP (S/m)
εr, εa Relative permittivity of the pore fluid (-)
ζ Zeta-potential (V)
ζh Zeta-potential at hydrocarbon surface (V)
ζm Zeta-potential at solid surface (V)
η Current-producing overpotential (V)
η0 Polarizability (-)
κ Inverse Debye length (1/m)
λ1, λ2 Reciprocal length scales (1/m)
λD Debye length (m)
µ Uniform ion mobility (m2/(Vs))
µj Mobility of j-th ion species (m
2/(Vs))
µp,n, µ± Ion mobility of cations (p/+) and anions (n/−) (m2/(Vs))
µS Counter-ion mobility in the Stern layer (m
2/(Vs))
ν Volume fraction of inclusions (-)
νmod Volume fraction of inclusions of numerical model (-)
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ρ Charge density (C/m3)
ρ0 Electrical resistivity of the bulk electrolyte (Ωm)
σ Electrical conductivity (S/m)
σ∗, σeff Effective complex conductivity (S/m)
σ′ Real part of electrical conductivity (S/m)
σ′′ Imaginary part of electrical conductivity (S/m)
σ′′max Maximum of imaginary part of electrical conductivity (S/m)
σa, σ0 Low-frequency conductivity of bulk electrolyte (S/m)
σ∗a Complex conductivity of bulk electrolyte (S/m)
σ∗c (ω) Effective conductivity of new coupled model (S/m)
σd Effective conductivity of diffuse layer (S/m)
σd+ Effective conductivity of cations in diffuse layer (S/m)
σd− Effective conductivity of anions in diffuse layer (S/m)
σ∗d Effective conductivity of Dukhin-Shilov model (S/m)
σDC Direct-current limit of effective conductivity (S/m)
σi Low-frequency conductivity of solid phase (S/m)
σ∗i Complex conductivity of solid phase (S/m)
σIP Eff. complex conductivity due to IP (S/m)
σmod, σ
∗
mod Modelled effective conductivity (S/m)
σp Effective particle conductivity (S/m)
σS Effective conductivity of Stern layer (S/m)
σ∗S Effective conductivity of Schwarz-Lyklema model (S/m)
Σ Surface charge density (C/m2)
Σ0 Low-frequency limit of surface charge density (C/m
2)
Σ∞ High-frequency limit of surface charge density (C/m2)
Σd Equiv. surface charge density of diffuse layer (C/m
2)
Σd+ Equiv. surface charge density of cations in diffuse layer (C/m
2)
Σd− Equiv. surface charge density of anions in diffuse layer (C/m2)
Σ
(0)
d Equiv. static background surface charge density of
diffuse layer (C/m2)
ΣS Surface charge density in Stern layer (C/m
2)
Σ
(0)
S Static background surface charge density in Stern layer (C/m
2)
τα Relaxation time of static diffuse layer (s)
τdl Relaxation time of field-induced diffuse layer (s)
τel Relaxation time of electrolyte solution (s)
τvd Relaxation time of volume-diffusion mechanism (s)
τc Inverse critical angular frequency (s)
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τi Relaxation time of i-th pore (s)
τS Relaxation time of Stern layer (s)
θ Inclination (spherical coordinates) (rad)
ϕ Phase shift (rad)
φ Azimuth (spherical coordinates) (rad)
Φ Porosity (-)
ω Angular frequency (rad/s)
ωc Critical angular frequency (rad/s)
ωdl Inverse relaxation time of the diffuse layer (rad/s)
ωel Inverse relaxation time of the electrolyte solution (rad/s)
ωvd Inverse relaxation time of the volume diffusion (rad/s)
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