Introduction
In this paper we consider the problem of modifying a joint probability distribution (JPD) to satisfy a set of low-dimensional distributions called constraints. We discuss this problem in the context of probabilistic knowledge integration [7, 8] where the JPD is considered as a probabilistic knowledge base (PKB) and the constraints represent knowledge from other sources. Similar problems also exist in probabilistic reasoning where constraints are taken as evidences to alter our beliefs (or posteriors) of other variables [5] . Let {1, 2, , }, V n = … V X a set of discrete random variables for a chosen domain, and ( 0) Q the initial JPD over . V X Also let 1 2 , , , { } Integrating consistent constraints into ( 0) Q can be accomplished by the well-known algorithm iterative proportional fitting procedure (IPFP) [4, 7] . The procedure converges to a JPD in S that minimizes the distance to ( 0) Q (measured by Kullback-Leibler distance, also known as I-divergence). However, when Ρ is inconsistent, we cannot use IPFP to compute the integrated JPD because in this situation IPFP does not converge but rather goes into cycles over points in j S [2, 3, 8] . Vomlel has proposed two methods that extend IPFP to deal with inconsistent constraints. The first one, GEMA [8] , generalizes the concept of expectation maximization, and the second one, CC-IPFP [3] , is based on convex mixing of distributions generated by the standard IPFP. The time performance of GEMA is extremely sensitive to both the initial JPD and the constraints, and CC-IPFP is often very slow to converge. Also, these two algorithms directly manipulate full joint distributions, and thus can not take advantages of other probabilistic models such as the Bayesian networks (BNs).
To address these limitations, we propose a new algorithm called SMOOTH which works with both consistent and inconsistent constraints. Before presenting this new method in Section 3, we provide a brief background in Section 2. Section 4 reports the experiment results and compares SMOOTH with other methods. Section 5 concludes with directions for future research.
IPFP and Methods for Knowledge Integration with Inconsistent Input
Iterative fitting proportional procedure (IPFP) was first published in [4] in 1937. Its convergence proof was given in [1] based on I-divergence geometry. The main idea of IPFP is as follows.
Given a JPD ( 0) Q and a set of consistent constraints 1 2 { , , , },
after iteratively mod-ifying the JPD using Eq. (1), IPFP converges to the limit JPD * Q which is an I-projection of ( 0) Q on the solution set S, i.e. among all , Q S ∈ * Q has the smallest I-divergence (or KL distance) to ( 0) . (borrowed from [7] ) to denote the Iprojection of Q on j S . It can be shown that
. In other words, IPFP iteratively projects the current JPD on the property set of the next constraint. We call each of these projections a fitting step since it modifies the current JPD to fit the next constraint.
To deal with inconsistent constraints, GEMA takes two steps in each iteration. Take the i th iteration that starts with JPD ( 1) i k Q − ⋅ as an example. In Step 1, it first uses Eq. (1) to compute k Iprojections
for each of the k constraints j P in P, and then takes a weighted sum of these k I-projections to obtain a distribution Q − ⋅ using all of these k j P as constraints to obtain i k Q ⋅ .It has been shown that GEMA converges to a distribution which has a minimum Iaggregate Ψ , the weighted sum of I-divergence to all of the constraints in P:
CC-IPFP, another algorithm proposed by Vomlel in [10], takes a different approach. At each iteration, it first computes the I-projection on j S , then mixes it with the current JPD using Eq. (2) (1 )
where
and i λ monotonically decreases towards 0. It was conjectured that this method would converge to a distribution that minimizes the sum of total variations to all constraints. Experiments (see Tables 2 -4 in Section 4) show that the performance of GEMA is very sensitive to the data. For some combinations of ( 0) Q and Ρ it converges within a few hundreds of iterations, but for other combinations, millions of iterations are needed. On the other hand, CC-IPFP converges uniformly but very slowly.
SMOOTH
One thing in common for both GEMA and CC-IPFP is that they only modify the JPDs while keeping the constraints unchanged through the iterations. Alternatively, one can make the modification bi-directional: at each iteration, not only the JPDs are pulled closer to the constraints but also the constraints are pulled towards the JPDs. By doing so, the inconsistency among the constraints is gradually reduced, which may lead to a faster and more stable convergence. Based on this idea we developed our new method SMOOTH.
The Algorithm SMOOTH
SMOOTH consists of two phases. Phase 1 performs the standard IPFP using all of the original constraints in Ρ . It stops when the process converges (for consistent constraints) or starts to cycle (for inconsistent constraints). Phase 2 follows Eqs. (3) and (4) below. It differs from Phase 1 in that, before doing a standard IPFP fitting step, SMOOTH first modifies constraint ( , 1) j i P − to pull it closer to the current JPD.
where .
(0,1)
α ∈
Then the current JPD is modified by the new constraint generated by Eq. (4). Q − ⋅ + − and j P is gradually reduced to 0 by IPFP when the constraints are consistent. However, for inconsistent constraints, this distance cannot be further reduced by IPFP at the end of Phase 1. Since ( 1) 1
is the result of applying all other constraints, we can use its distance to j P as a measure of inconsistency in the constraints. Since Eq. (3) pulls ( , 1)
it reduces or smoothes the degree of inconsistency among constraints. This is the reason we call our algorithm SMOOTH.
We call α in Eq. (3) the smooth rate because it controls the speed of smoothing. Note that Eq. (3) pulls ( , ) j i P away from ( , 1) j i P − , causing some information loss of the original constraints. To minimize the information loss before it gets a chance to be integrated, α is set to a very small value.
The algorithm SMOOTH is shown below. Note that in Eq. (3), the update of the constraint uses the marginal of the current JPD, which is a low dimensional distribution. This is in contrast to the process of generating consistent constraints in
Step 2 of GEMA which involves expensive operations of summing up full JPDs. In addition, note that SMOOTH is exactly the same as the standard IPFP except it uses a different constraint each time, and that the computation of Eq. (3) for updating constraints is local and can be done efficiently by BN procedures. This makes SMOOTH directly applicable to BNs using the IPFP based algorithms we developed earlier for BNs [2, 5] .
Accelerating the Convergence with Incremental Smooth Rate
Experiments show that the iterative process of SMOOTH moves towards the convergence point fairly fast at the beginning, even with a small α .
However, the process slows down drastically at the end, forming a long and flat tail. As discussed in Section 3.1, keeping α small at the beginning ensures information in the original constraints not to be lost too soon. When the process gets closer to the convergence point, we can use larger α since information of the original constraint has largely been absorbed. So we suggest a sigmoid function for increasing α : 
Experiments and Results
We have conducted computer experiments with different initial JPDs and constraints. All experiments were run on an Intel® Core™2 CPU of 2.40G Hz and 2.0G maximum memory for the JVM (Java Virtual Machine).
The following algorithms are compared experimentally: 1) GEMA, 2) CC-IPFP, 3) SMOOTH, 4) Accelerated SMOOTH (A-SMOOTH for short). For CC-IPFP, we use 1/(1 )
, which is suggested by the authors [3] . For SMOOTH we set 0.01 α = in Phase 2, and for A-SMOOTH, we set A = 4.595 ( 0 0.01 α ≈
) and B = 150.
For all experiments, convergence is reached when the total variation − . The number of fitting steps is used to measure the time performance of an algorithm because it is the core operation for all algorithms we experimented. Experiment 1 uses the data taken from [3] . The initial JPD1 is a uniform distribution of three variables 1 2 3 , , X X X . Three constraints, each a distribution of two variables, are generated according to the scheme in Table 1 The experiment results for the consistent constraints are given in Table 2 below. All three algorithms have converged to the same JPD. SMOOTH is significantly faster than the other two (84 fitting steps compared to 1164 for GEMA and 3507 for CC-IPFP). This is because SMOOTH is reduced to the standard IPFP (only executed Phase 1) for consistent constraints. Experiment 2 compares performance with inconsistent constraints CONS1. Besides JPD1, another initial joint distribution JPD2 is also used. The initial I-aggregates for JPD1 and JPD2 are 0.11870910 and 0.34439004, respectively. The experiment results are given in Table 3 . Fitting steps for SMOOTH and A-SMOOTH are given as the sum of Phase1 and Phase2. Both SMOOTH and A-SMOOTH converge at a rate several orders of magnitude faster than the other two, and the resulted limit JPDs all have Iaggregates very close to that of GEMA. On the other hand, CC-IPFP does not converge within the max fitting step limit (10 million). The final JPD obtained using CC-IPFP has larger I-aggregates but smaller I-divergences than results from the others, indicating that CC-IPFP does not integrate the features of the initial constraints as much as the others.
To see that GEMA is data sensitive, we generated another set of 3 constraints (CONS2) which, unlike CONS1, is pair-wise inconsistent. The results using CONS2 with JPD1 and JPD2 are given in Table 4 . It can be seen from Tables 3 and 4 that GEMA is very slow in all cases except one (JPD1 + CONS2). Similar phenomena have also been observed in some of our other experiments. On the other hand, both versions of SMOOTH have uniform performance for all combinations.
We have also experimented with larger JPD with 8 and 15 variables and varying number of constraints. The results are consistent with those reported above for smaller JPD. 
Conclusions
We propose a new method SMOOTH for modifying a given JPD with a set of constraints of low dimensional distributions. The main innovation of SMOOTH lies in the bi-directional updates of both JPD and constraints in dealing with inconsistent constraints. Experiments with different JPDs and constraints have confirmed that our new algorithms always converge, and the limit JPDs they reach always minimize the I-aggregate.
Comparing to existing methods such as GEMA and CC-IPFP, SMOOTH has the following advantages. 1) It works for both consistent and inconsistent constraint sets.
2) It enjoys a superior time performance.
3) It is not data-sensitive. 4) It can be directly applied to belief update in BN.
Several issues require further investigation. The first is to formally establish the convergence of SMOOTH, which we only verified empirically through experiments. The second is to incorporate the degree of confidence one has on individual constraints (consistent or inconsistent) in knowledge integration. The third is to extend this work to BN learning and structure update using low dimensional distributions.
