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Abstract 
The research presented in this thesis investigated the relationship between deposited 
fingerprints and body size. The application of the research is the prevention of artificial 
fingerprint usage to bypass existing biometric fingerprint systems, contributing to an 
increase in the strength of their security. 
An anthropometric survey of finger, hand and body size was conducted to investigate the 
relationship between body size and finger size (n=89). Body measurements were found to 
correlate well when grouped according to two groups, skeletal length dimensions 
including stature and limb lengths, and skeletal width dimensions, including limb 
breadths and depths. Correlations as high as 0.9 were found within these groups. Factors 
found influential upon correlation strength include gender and the proximity of the limbs, 
for example finger length has a higher correlation with hand length than with stature. 
A survey was performed to assess the relationship between fingerprint size and body size 
(n=36). This used existing anthropometric body size measurement techniques and a novel 
fingerprint area measurement technique developed as part of this study. This resulted in 
three models predicting fingerprint area from body size measurements being produced 
with mean prediction errors between 1.02% and 2.09%. These established the relationship 
between finger contact area and body size to be linear. Influential factors identified 
include fingertip load, fingertip orientation, ethnicity and the distance between the limbs 
measured and the fingertip. The model with the highest accuracy was found to have an 
Equal Error Rate of 32%, an error rate higher than that found in existing fingerprint 
biometrics based on minutiae comparison. 
The models produced are limited by the sample groups used for their production and to a 
highly controlled method of fingerprint deposition. Further work is required to address 
these limitations before fingerprint area prediction can be applied within biometrics. 
The error levels found suggest that fingerprint area prediction is unsuitable for use as a 
biometric in isolation; however, as this method does not rely on the comparison of 
fingerprint minutiae, real or artificial, it is less vulnerable to attacks using artificial 
fingerprints. Its use in combination with existing biometrics is expected to reduce the 
security threat to fingerprint biometrics presented by artificial fingerprints. 
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Chapter 1 Introduction 
This chapter introduces the subject of the thesis and defines the research aim, objectives 
and questions relating to the thesis. This is done through presenting the increasing 
importance ofbiometric fingerprint systems and their weaknesses to give a description of 
the background to the study. From this, the method of addressing some of these 
weaknesses investigated in this study is introduced. The chapter concludes with the 
structure of the thesis being presented and the contents of each chapter being briefly 
described. 
1.1 Background to research 
With the rapidly increasing use of fingerprinting technology in national systems by 
various governments in the world and reducing prices of commercial biometric systems 
(Frost and Sullivan, 2004), the likelihood of fingerprint falsification is increased, as more 
unauthorised individuals' desire access to protected systems, services, or areas. It has 
been proven that existing fingerprinting technology can be fooled through a variety of 
methods. These include from the interception, copying and reintroduction of the signals 
sent within the system, equipment damage, attacking vulnerabilities in the algorithms 
used and the use of artificial fingerprints (Polemi, 1997, Van Der Putte and Keuning, 
2000). 
This study was conceived by consideration of how to address the threat that artificial 
fingerprint casts present to biometric fingerprint systems. These can be manufactured 
from either live fingers or deposited fingerprints gathered from everyday items an 
authorised system user may have touched to create a copy ofthe fingerprint (Van Der 
Putte and Keuning, 2000). An artificial fingerprint can be seen in Figure 1-1. Matsumoto 
(2002) gives a cost of 520 Yen (approximately £2.83) for manufacture and multiple 
authors have given a production time of under 3 hours (Van Der Putte and Keuning, 
2000, Wiehe, et al., 2004). 
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Figure 1-1 - Example artificial fingerprint on a finger (Sandstrom, 2004) 
Success rates of artificial fingerprints have been found to range between 2% (Sten, et aI. , 
2003) and 100% (Van Der Putte and Kellning, 2000). With a projected market size of 
3594.8 million dollars in 2010 (Frost and Sull ivan, 2004, Frost and Sll llivan, 2005), the 
projected growth in usage of fingerprint biometrics is large. Given this projected growth, 
even a 2% success rate is a considerable threat. 
Existing methods to prevent unauthorised access to biometric fingerprint protected 
systems using artificial fmgerprints include extra checks such as passwords, or the 
measurement of the properties of living fingers such as blood flow measurement. 
However, many of these either result in a reduction in user friendliness (Thalheim, et aI. , 
2002) or can be falsified themselves (Van Der Putte and Keuning, 2000). 
This study has addressed this threat by considering the nature of the interaction between 
the hand and a fingerprint sensor in terms of the model of hand-object interac tion 
proposed by Torrens (1997). In this the nature of the interaction between the hand and an 
object is divided into three categories according to the manner in which the hand grips the 
object (see Figure 1-2). 
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---- -- ------------------------------------------------------------------~ 
Micro level -
Intermediate level -
Gross level-
Where the skin surface interacts with the fine 
surface features of the object. The interaction is 
primarily a form of adhesion. The adhesive is a 
combination of the sebum and the dead skin layer 
Where the soft tissues of the hand interlock with 
the coarse surface features of the object 
Where a grip pattern is made by the user to resist 
forces through the object handle 
Figure 1-2 - The three levels of hand-object interaction proposed by 
Torrens (1997) 
The interaction of a fingertip with a fingerprint sensor takes place at the micro and 
intermediate interaction levels with the fingertip tissues being deformed by the pressure 
exerted by the finger. The gross level of interaction is not involved as no grip pattern is 
formed around the fingerprint sensor. Existing fingerprint sensors are used by either 
placing your finger on, or dragging your finger across, the sensor (Maltoni. et al., 2003). 
As this interaction deals purely with soft tissue deformation of the fingertip, research into 
fingertip deformation may suggest possible methods of preventing the threat to biometric 
fingerprinting systems presented by techniques such as artificial fingerprints. 
Research into fingertip deformation has been conducted by a number of authors, for 
example that done by Serina et al (1997), Pawluk and Howe (1999) and Dandekar et al 
(2003) amongst others. This research has shown the fingertip to have complex properties, 
which have been modelled using a variety of methods. However, no existing research 
investigates the effects of fingertip size on deformation. 
This study chose to investigate this gap in knowledge and how it may be used to 
strengthen the security of fingerprint biometrics. Specifically, as it is logical to think that 
bigger fingertips will create bigger fingerprints, it was the hypothesis that finger size is 
3 
influential on fingerprint size. Iffingertip size is influential on fingerprint area, then it can 
be used to differentiate between authorised users and unauthorised users or artificial 
fingerprints. 
In addition to the use of fingertip size as a factor that can differentiate between 
individuals, the proportionality of the body was considered as a factor that could be 
applied to predict other body dimensions. 
Attempts to define the proportions of the human body have been made for centuries, 
many of which have been made by artists in order to produce realistic figure drawings, 
for example by taking head length as being 118 body height, the hip height from the floor 
as being Yz body height and hand length as being 1110 body height (Jusko, 2003). This 
method of measuring out the proportions of the body is illustrated in Figure 1-3). Whilst 
caution has been advised on taking the body to be perfectly proportional (Daniels, 1952), 
this suggests the human body proportionality has an element of proportionality at the 
whole body level. This is supported by existing research into both body physique types 
(Sheldon, et al., 1940) and correlation analysis of anthropometric body measurements 
(Clauser, et al., 1972). Evidence can be found suggesting that this proportionality extends 
into the hands (Garrett, 1971), and the hypothesis that this, in turn, extends into the 
fingertips was thought sufficient to deserve further investigation. 
It is the two concepts of fingerprint area being related to fingertip size and body 
proportionality allowing prediction of larger body dimensions that were envisaged to 
form a new method for helping to prevent inappropriate access to fingerprint systems 
using artificial fingerprints. 
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Figure 1·3 - Proportioning of the body commonly used by artists, as 
described by Jusko (2003) 
1.2 Research aim, objectives and questions 
This study aimed to investigate the relationship between fingerprint area and body size, 
and its application within biometrics to prevent the use of artificial fingerprints. 
In order to do this a number of research questions were formulated and research 
objectives defined in order to answer the questions. 
1.2.1 Research objectives 
In order to fulfil the study aim, the following objectives were formulated: 
1. To critically review literature in relation to fingerprinting technology and its uses, 
the fingertip during hand-object interaction and the nature of body proportion; 
2. To identify relevant finger and body characteristics between which relationships 
might be drawn; 
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3. To investigate the relationship between fingerprint area and body size 
measurements; 
4. To develop and test one or more models linking fingerprints to other body 
measurements. 
1.2.2 Research questions 
The research questions for this study were as follows: 
1. What physical properties and task related factors are influential on the 
deformation of the fingertips soft tissues? 
2. What is the influence of finger size on finger deformation? 
3. What body characteristics are directly, or indirectly, related to fingerprint area? 
4. How can the relationship between body characteristics and fingerprint area be 
modelled, and is the resultant model applicable within biometrics? 
1.3 Scope of research 
In order to fully assess the impact of finger and body size on fingerprints, the scope of the 
research was controlled. This was done by excluding a number of factors from the 
investigation that may be influential on fingerprint area. These factors can be broadly 
identified as being body damage/illness and task related factors. 
The potential effect of illness and damage to the body is excluded from this study, as a 
full assessment of this would involve a large amount of investigatory work. As this study 
was exploratory in nature, trying to prove the concept has validity, a more comprehensive 
assessment including this factor is seen as being more appropriate for a later study. 
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For the purposes of this study, the nature of the task performed during interaction with a 
fingerprint sensor was assumed to be a fingertip applied force directly to a flat surface. 
This results in a steady increase in the load placed on the fingertip. This also limits the 
interaction considerations to those of the Micro and Intermediate layers of the model 
produced by Torrens (1997), so removing the need for any consideration of grip pattern. 
Consideration of the side of the fingertip being applied to the sensor was not included in 
the study as this area of the fingertip contains fewer points of interest that the fingerprint 
matching algorithms use (Maltoni, et al., 2003). 
1.4 Personal motivation 
The author graduated from Loughborough University with a BSc in Industrial Design and 
Technology in 2001 and an MSc in Ergonomics in 2002. On finishing this the author 
worked for the British Ministry of Defence developing handwear and footwear concepts. 
During this work, research was conducted that aimed to characterise the intermediate 
level of hand-object interaction proposed by Torrens (1997) and the possibility of linking 
the soft properties of the fingertip to other body measurements was identified. This, 
combined with the need for security identified in the MoD work lead to the desire to 
combine the authors design and ergonomics training into research into possible 
application of this within the field of biometrics, aiming to produces outcomes that will 
be applicable in a new design and contribute to current knowledge in the field of 
ergonomics. 
1.5 Thesis structure 
This thesis is divided into four sections: Problem definition, Development of testing 
methods, Experimental work and Discussion of results to conclude thesis. These are 
subdivided into nine chapters, the contents of which can be seen diagrammatically in 
Figure 1-4. 
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Chapter 2 Literature review 
This chapter explores the literature relating to this study. After describing the techniques 
used to investigate existing state-of-the-art, it introduces existing fingerprinting 
technology, its applications and identified weaknesses. The review defines the gap in 
knowledge that this study addresses and indicates appropriate research methods for its 
investigation. This then leads into a discussion of the hand and fingertip and how 
consideration of fingertip properties can address some of the weaknesses of fingerprint 
technology. The proportionality of the body and its relation to this study is then 
discussed. The chapter concludes by summarising information identified in the literature 
relevant to this study. 
2.1 Review method 
This review was performed throughout the research, initially to form the basis for the 
study and then, once experimental testing was underway, to ensure the latest knowledge 
available could be incorporated into the research. 
Information was found through a combination of the Loughborough University Metalib 
system (Metalib, 2008) and Google scholar (Google, 2008) which identified relevant 
research papers and books. These allowed for the searching of a wide variety of journals, 
databases and other resources 
A series of brainstorming exercises were conducted to identifY issues associated with the 
relationship between fingerprint area and body size, and its possible application within 
fingerprint biometrics. The brainstorming issues identified a large number of issues. 
Given the study's duration, the scope of the project (See Section 1.3) and the authors' 
experience (see Section 1.4), it was considered unfeasible to review the effects of all 
. Issues. 
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Seven issues were identified during the brainstorming exercises for exclusion from 
detailed review and discussion. While excluded, limited information is still given where 
necessaty. The issues identified were: 
1. Pattern recognition and comparison techniques used in biometric fingerprint 
systems; 
2. Attacks against biometric fingerprint systems exploiting weaknesses in the pattern 
recognition and comparison techniques used; 
3. Attacks against biometric fingerprint systems that intercept data passed between 
system section; 
4. The influence of thermal environment at the sensor; 
5. The influence of contaminants on the sensor, for example as dirt and grease; 
6. The effects of illness and damage on fingerprint deposition and fingerprint area; 
7. Grip pattern used during fingerprint capture. 
The first three issues were excluded as the software based pattern recognition and 
comparison techniques are outside the area of the author's experience. As stated in 
Section 1.3, the scope of the project was limited in order to fully assess the impact of 
finger and body size on fingerprints. The final four issues were excluded for this reason. 
The issues identified in the brainstorming exercises are shown in Figure 2-1 with 
excluded issues shown in grey. From this, search terms were identified for use in 
reviewing current literature. The terms used were broadly split into three groups, 
corresponding to the three sections of the literature review; fingerprint biometrics 
(Section 2.2), the hand and fingertip (Section 2.3), and body proportion (Section 2.4). A 
number ofthe search terms used are listed in Appendix A. 
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The information identified in these searches was then obtained through the 
Loughborough University Library. Where this was not possible the British Library in 
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London and Boston Spa was used for books and research papers respectively. Further 
references, highlighted in the initial review, were obtained from the same sources. This 
cycle of review carried on throughout the study to ensure the most up-to-date information 
was available. 
To augment the information found through these searches and library visits, the British 
Library's Business and Intellectual Property Centre was contacted and visited. The 
purpose was to gain specialist information about the current and projected markets for 
biometrics that was not readily available from more conventional sources. 
The final method used for gathering information relating to this study was discussion 
with fingerprint experts at two conferences, the Fingerprint Society lectures, 18th _ 20th 
March 2005, Brighton, and the International Conference on Biometrics, 5th - 7th January 
2006, Hong Kong. These two Conferences were used to ensure there were no similar 
current studies by established or new researchers. 
2.2 An introduction to fingerprint biometrics 
Biometric systems are pattern recognition systems that identify individuals by comparing 
a physiological or behavioural measurement with a template measurement collected at 
another time. Fingerprint biometric systems use the patterns present on the surface of the 
fingertip as the measurement for comparison and identification (Maltoni, et al., 2003). 
While no clear evidence can be found showing the precise first use of the patterns present 
on the surfaces of the fingertips for identification, work such as that done by Faulds 
(1880) and Galton (1892) show its early usage. Along with work done by other 
researchers, this led to the use of fingerprints for criminal identification in Calcutta, India 
in 1897, followed by other countries including the United Kingdom in 1901 (Moore, 
2007)~ 
From these origins, fingerprint identification has spread throughout the world and is used 
for a wide variety of purposes including forensic identification, physical access control, 
and a number of civil applications. With the recent terrorist bombings such as those in 
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New York (2001), Bali (2002), Madrid (2003) and London (2005), the demand for 
security has increased and in turn increased the demand for biometrics such as 
fingerprinting (Frost and Sullivan, 2005). 
With the increasing demand and usage of fingerprint biometrics, assessment of any 
potential risk is required. In order to do this, it is necessary to understand the purpose, 
theoretical basis, system composition and usage of fingerprint biometric systems. This 
gives an appreciation of the weaknesses of fingerprint biometric systems, possible 
methods of addressing these weaknesses and the relation of the work presented in this 
thesis. 
2.2.1 Fingerprint system purpose 
Fingerprint comparison systems can be described as having the purpose of either 
identification or verification (Maltoni, et aI., 2003). The choice between the two depends 
on the chosen application for the biometric system. 
Identification involves an entered fingerprint being compared against all fingerprints 
present in a database that has been previously collected. In this many one to one 
comparisons are conducted to establish the identity of the individual. 
With biometric verification, the individual will be claiming a particular identity. The 
system will compare the entered fingerprint to one previously collected and assigned to 
the claimed identity. Multiple one to one comparisons are therefore not required. 
The main difference between identification and verification is whether a single one to one 
comparison or multiple one to one comparisons are required. This can be seen 
diagrammatically in Figure 2-2. 
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Figure 2-2 - Illustration showing identification and verification in biometric 
systems 
2.2.2 Fingerprint comparison theoretical basis 
Fingerprint systems are based on the comparison between the patterns of ridges present 
on the fingertips. In order to make this simpler to perform, the features present in the 
ridge patterns have been divided into three levels of detail: Global, Local and Very Fine 
(Maltoni, et al., 2003). Each level then has its own features for comparison. 
The highest level offeatures is the Global level. This divides the fingertip ridge pattern 
into types such as whorl, arch and loop, depending on their shape. To a certain extent this 
is a subjective assessment that can lead to disagreement, however, points of reference can 
be found in the ridge pattern that allows for each pattern to be identified. These points are 
referred to as singular points and are either loop type, where the ridge doubles back on 
itself, or delta type, where the ridges part from each other (Maltoni, et al., 2003). 
Different pattern types and singular points are illustrated in Figure 2-3. Comparison of the 
pattern types and singular point locations does allow for distinguishing between fingers, 
however, it is generally considered too inaccurate to be used in isolation. Due to this, 
when it is used it is used in comparison with analysis of the next level offeatures, the 
Local level (Maltoni, et al., 2003). 
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a) b) 
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d) 
\ 
\ 
e) 
------
c) 
Figure 2-3 - Fingerprint patterns as they appear at the Global level: a) left 
loop; b) right loop; c) whorl; d) arch; and e) tented arch; squares denote 
loop type singular points, and triangles delta type singular points (Maltoni, 
et al., 2003) 
At the Local level the ridges are seen as being composed of various minutiae (see Figure 
2-4). These are the splits and ends of the ridges whose location and type can be used to 
compare one fingerprint to another (Biometric System Laboratory, 2005, Maltoni, et al., 
2003). This is the level most commonly used for identification and verification. Many 
automatic systems only use this level (Maltoni, et al., 2003). When the Global level 
features are used in existing systems, they are used to filter the possible fingerprints for 
comparison. This reduces the number of comparisons using Local level features that must 
be performed. In forensic identification 12 points of similarity are often specified as being 
required for validity in a legal court, while commercial systems often specify 8 points 
(Van Der Putte, 200 I). 
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Figure 2-4 - Minutiae (black filled circles) in a portion of fingerprint image; 
sweat pores (empty circles) on a single ridge line (Maltoni, et al., 2003) 
The final level usable for fingerprint comparison is the Very-Fine level. The features that 
are observable at this level are the position and shape of the sweat pores on the fingertip 
(see Figure 2-4). As these features are small, a high resolution scanner is needed to be 
able to measure them. As these scanners are more expensive and local level data is 
usually considered sufficient for comparison, they are rarely used for fingerprint 
comparison. (Maltoni, et al., 2003) 
The various levels of information in a fingerprint have been utilized in a variety of 
different ways for identification and verification. Whilst in forensic fields any conclusive 
comparison must be performed using manual methods, automated methods are used for 
many other applications. Examples of automated applications range from buying 
groceries in shops (Bresnahan, 200 I, Hesseldahl, 2005) to monitoring immigration and 
emigration to the United States of America (Williams, 2006). To develop these automated 
methods the choice of the Global, Local and Very-Fine levels of data to be used must be 
decided and techniques employed that can measure the data from a raw fingerprint image. 
This is a significant image processing and pattern identification problem that has been 
acknowledged by a number of sources as not being a fully solved problem (Biometric 
System Laboratory, 2005, Maltoni, et al., 2003). A number ofthe techniques that may be 
performed are listed in Table 2-1. 
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Task Description Task type 
Image Pattern 
processing identification 
Singularity and Detects fingerprint centre point to y 
Core detection enable fingerprints to be aligned 
Minutiae Detects data at Local level. y 
detection 
Pore detection Detects data at Very-Fine level y 
Estimation of Used in enhancement of poor quality y 
local ridge fingerprint images 
orientation 
Estimation of Used in enhancement of poor quality y 
local ridge fingerprint images 
frequency 
Segmentation Identification of fingerprint area from y y 
the image background 
Enhancement Removes flaws in read fingerprint y y 
image 
Binarization Reduction of a greyscale fingerprint y y 
image to a binary image to aid 
pattern identification 
Minutiae filtering Post processing stage to remove any y 
spurious minutiae identified 
Table 2-1 - A range of image processing and pattern identification tasks 
that may be performed during fingerprint comparison (Maltoni, et al., 2003) 
Of the techniques shown in Table 2-1, some yield results that may be related to body size. 
Estimations oflocal ridge frequency have been linked to gender (Gungadin, 2007). It may 
be possible to draw links between ridge frequency and body size, perhaps with ridge 
thickness being directly related to body size. Work investigating this possibility has not 
been found. The segmentation task identifies the fingerprint area from the background 
image in order to reduce the influence of noise in these areas. From this it should be 
possible to simply calculate the size of the fingerprint area. The automated calculation of 
this would aid the implementation of this study's results. Segmentation of 3 fingerprint 
images is shown in Figure 2-5. 
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Figure 2-5 - Segmentation of 3 fingerprint images taken from Bazen and 
Gerez (2001) 
It can be seen from the examples shown in Figure 2-5 that segmentation identifies the 
useful areas of the fingerprint. While the areas identified may be useful for investigating 
links to body size, they appear to be dependent on both the size of the fingerprint and the 
quality of the fingerprint image. Reliance on fingerprint quality would not be desirable 
for a system that used fingerprint area as a differentiator between individuals. This would 
necessitate a change in the method of performing segmentation. 
Whilst considering the theory behind fingerprint comparison, it is important to know that 
fingerprinting is based on two premises; that an individuals fingerprints are unique and 
that fingerprint details are permanent (Maltoni, et al., 2003, Pankanti, et al., 2002). These 
shall now be discussed. 
2.2.2.1 Fingerprint individuality 
The question of fingerprint individuality has been challenged in a number of American 
court cases, such as Daubert vs. Merrell Dow Pharmaceuticals Inc. (1992) and US vs. 
Crisp (2003). 
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While no evidence has been found to date of two matching fingerprints from different 
individuals, the nature of the inter-pattern and intra-pattern variations in fingerprints 
makes fingerprint comparison a complicated matter (Pankanti, et al., 2002). The inter-
pattern variations include the Global, Local and Very-fine levels of data discussed in 
section 2.2.2. It is the data at these levels that form the differences between fingerprints 
from different individuals. The intra-pattern variations are the differences that occur in 
repeated fingerprints taken from the same individual. Sources of intra-pattern variations 
can be seen in Table 2-2. The effect of the intra-pattern variations is to make two 
fingerprints from the same individual dissimilar, so reducing the probability of them 
being found to be matching. 
These intra and inter-pattern variations make fingerprint comparison a method where two 
fingerprints have to be judged as being sufficiently similar to be a match. As such, the 
opinion of the fingerprint expert in the case of forensics, and the system design in the 
case of automated systems, is highly influential on the probability of a match. This can in 
turn be taken to be the probability of two fingerprints being found to match in a target 
population. 
A number of models have been produced which attempt to predict the probability of 
finding two matching fingerprints from different individuals. However, with many of 
these models they are limited to the number of influential factors they have included, and 
therefore their application within the real world. Many models confine their assessment to 
the effects of different inter-pattern variations, such as those produced by Galton (1892), 
Osterburg et at (1977) and many of those reviewed by Stoney (1986). These models only 
use details such as ridges and minutiae type. Only modelling inter-pattern variations 
allows for an assessment of fingerprint individuality, however, for fingerprint comparison 
is it important to assess this with thought of how the fingerprints are to be compared. The 
factors in Table 2-2 will all influence the comparison and may result in two fingerprints 
which are not identical being judged to be matching simply because they were close 
enough. 
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Source Description 
Displacement The same finger may be placed at different locations on the 
sensor during different acquisitions, resulting in a (global) 
translation of the fingerprint area 
Rotation The same finger may be rotated differently with respect to the 
fingerprint sensor during different acquisitions 
Partial overlap Finger displacement and rotation may cause areas of the 
fingerprint to fall outside the sensors reading area, resulting in 
only a small overlap between the areas of fingerprint contained 
in the template and the read fingerprint 
Non-linear distortion Skin plasticity and finger deformation can result in non-linear 
distortions of the fingerprint as the fingertip is pressed against 
the sensor 
Pressure and skin Optimal fingerprints are read when the skin is in uniform contact 
condition with the sensor. Factors including pressure, skin dryness, skin 
disease, sweat, dirt, grease and air humidity can all result in 
non-uniform contact with the sensor 
Noise This can be introduced by the fingerprint system itself 
Feature extraction The feature extraction algorithms may make mistakes including 
errors missing minutiae and introducing spurious minutiae 
Table 2-2 - Sources of intra-pattern variations in fingerprhlt images 
(Maltoni, et al., 2003) 
The model produced by Pankanti et al (2002) takes into account a number of sources of 
variation, both in the design of the model and the choice of experimental data to draw 
model parameters from. The inter-pattern variations that the model included were limited 
to Local level data, minutiae location, number and direction, as this is the most 
commonly used data in fingerprint comparison. Intra-pattern variation factors used 
included displacement and partial overlap. While this still excluded a number of factors 
for intra-pattern variation, this is still more than used in many other studies (Galton, 1892, 
Henry, 1900, Osterburg, et al., 1977). 
The model ofPankanti et al (2002) allows for probabilities to be given for matches of 
different fingerprint sizes (M), different numbers of minutiae in the input (n) and template 
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fingerprint images (m), and the number of minutiae that must match for the two 
fingerprints to be judged from the same person (q). A range ofthese can be seen in Table 
2-3, the final of which is taken as sufficient for a legal match in many courts, using 12 
points of similarity between fingerprints (Pankanti, et al., 2002). 
Number Model parameters (M, m, n, q) P (Fingerprint correspondence) 
I 104,26,26,26 5.27 x 10·4U 
2 104,26,26,12 3.87 x 10.9 
3 176,36,36,36 5.47 x 10.59 
4 176,36,36,12 6.10 x 10.8 
5 248,46,46,46 1.33 x 10.77 
, 
6 248,46,46,12 5.86 x 10.7 
7 70, 12, 12, 12' 1.22 x 10.20 
Key M- Area of overlap between input and template fingerprints! 
minutiae location match tolerance 
m- Number of input fingerprint minutiae 
n- Number of template fingerprint minutiae 
q- Number of matching minutiae required for a positive match 
'- ThiS model represents that reqUired for a legal match uSing 12 pOints of similarity 
Table 2-3 - Predicted fingerprint correspondence probabilities from the 
individuality model of Pankanti et al (2002) 
The fifth of the probabilities shown in Table 2-3 shows the probability of two large 
fingerprints with a high numbers of minutiae (46 per print) being matched erroneously. 
With the chance of this being 1.33 x 10.77 and the world's population at 16th July 2007 
being estimated at 6,602,236,753 (US Census Bureau, 2007), this can effectively be taken 
to mean a fingerprint is unique. 
In addition to the probabilities shown in Table 2-3, tests were performed on an optical 
and a silicone fingerprint sensors, inputting their estimations of the numbers of minutiae 
in the input and template fingerprint images and the number of minutiae required for a 
match (see Table 2-4). 
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Model parameters 
Sensor type m, n,q P (Fingerprint correspondence) 
Silicone 26,26,10 1.7 x 10"T 
Optical 46,46,15 1.4x10·2 
Key m- Number of input fingerprint minutiae 
n- Number of template fingerprint minutiae 
q- Number of matching minutiae required for a 
positive match 
Table 2-4 - Predictions of fingerprint match probabilities for two different 
fingerprint systems (Pankanti, et al., 2002) 
Both these predictions are much lower than those shown in Table 2-3. This illustrates 
how commercial fingerprint systems, such as the two the predictions were made for, 
require a much lower level of similarity between two fingerprints for a match to be 
identified. 
This lowering of probability is compounded by comparison of the number of minutiae 
found to match between fingerprints from different individuals by the model to those 
found during trials. The comparison with experimental data for the optical sensor based 
system can be seen in Figure 2-6. 
This skewing to the right of the empirical data clearly shows the fingerprint system 
finding more matching minutiae between fingerprints from different individuals than the 
model predicts. Pankanti et al (2002) attributes this to noise within the fingerprint system, 
non-linear deformation of the fingerprints, image alignment errors and feature extraction 
errors. Assuming the parameters used in the model to be correct, 15 matching minutiae 
were required by this system for a match between fingerprints. This translates into a 
0.025, or a 1 in 200 chance, of an unauthorised individual gaining access to the system. 
The probabilities shown in Table 2-3 suggest that the chances of finding identical 
fingerprints are small enough to presume a fingerprint is unique. This is supported by no 
two identical fingerprints ever being reported (Maltoni, et al., 2003). However as 
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discussed, this does not necessarily mean that false positives will not be obtained from an 
automated fingerprint system. 
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Figure 2-6 - Comparison of the experiment and predicted fingerprint 
minutiae matches for a optical sensor based fingerprint system using 
impostor fingerprints (Pankanti, et al., 2002) . 
2.2.2.2 Fingerprint permanence 
Fingerprint permanence has been established by both empirical observations, and the 
anatomy and morphogenesis of friction ridge skin (Maltoni, et al., 2003). 
20 
All of the data present in Global and Local levels of data discussed in section 2.2.2 is 
concerned with the location of the ridges on the skin. If the ridges can be changed then 
this data will also change. As fingerprint features at the Very-fine level are smaller than 
fingerprint ridges, it can be assumed that any change in ridge layout will affect data at the 
Very-fine level, in addition to data at the Global and Local levels. 
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Consideration of the anatomy and morphogenesis of the skin on the fingertips provides an 
appreciation of fingerprint permanence and the actions required to alter them. The 
structure of the skin is illustrated in Figure 2-7. 
Sweat Duct 
Epidermis 
DermiS(·~/ .. · . 
I I 
.... Gene:raline: Layer 
Basement Membrane 
Primary Ridge 
Secondary Ridge 
Figure 2-7 - Three dimensional representation of the structure of the skin 
(Wertheim and Maceo, 2002) 
The ridges of the fingertip are continually being replaced as epidermal ridge cells are 
generated at the deepest layer ofthe epidermis. At this stage they form a root network of 
ridge units, which are fused together. The cells slowly migrate towards the surface of the 
friction ridges. As they migrate towards the skin, the initial root network of ridges 
develops into the ridges present on the skin to replace the old skin cells that are sloughed 
(Ashbaugh, 1994, Wertheim and Maceo, 2002). 
The basement membrane of the skin is arranged into primary and secondary ridges that 
do not change unless damaged (Wertheim and Maceo, 2002). It is these that control the 
positioning of the ridges present on the fingertip, as they continually produce new 
epidermal ridge cells in the same pattern; so ensuring the pattern does not change. This 
happens throughout life, with individuals who live to 60 years of age will have had 
complete turnovers of their epidermis approximately 720 times (Wertheim and Maceo, 
2002). 
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In his early work on fingerprint permanence, Galton (1892) analyses the fingerprint 
collected from 15 individuals with at least 9 years between each collection. In this 
analysis, no change was found in any of their fingerprints. A more recent example ofthis 
is shown in Figure 2-8, where the fingerprints of one individual can be seen to be 
identical when 13 years has elapsed between measurements. 
Figure 2·8 - Identical fingerprints collected from the same individual 13 
years apart (Keogh, 2001) 
Temporary damage to the fingerprint is possible by damaging the epidermis, however this 
will grow out as new cells are produced. Illness such as warts can also temporarily 
change the fingerprint, however once gone these leave the fingerprint as they were 
before, as they are not part of the underlying ridge structure (German, 2005). 
For a permanent change to be made to the fingerprint, the deepest layer of the epidermis 
must be damaged, so changing the arrangement of primary and secondary ridges. Damage 
to the upper levels of the epidermal layers will only cause temporary scarring as the 
deepest epidermal cells with in time migrate to the surface and repair the cells 
(Ashbaugh, 1994). The epidermis is approximately 1.8mm thick, so necessitating any 
cuts to be done to at least this depth to ensure permanent fingerprint changes (Wertheim 
and Maceo, 2002). 
Galton (1892) gives examples of injuries to the surface of the fingertip (see Figure 2-9), 
although states no background information as to the severity of the injuries. Of these, the 
finger with an ulcer shows a change in the fingerprint, with its clarity appearing to 
decrease about the ulcer. It is likely that once healed, this will be disappear, however 
25 
without knowledge of the nature of the ulcer, this is not known and it must be noted that 
an ulcer can influence a fingerprint at least temporarily. For the period of the injury, 
identification with a previously collected fingerprint is unlikely. The injury present will, 
however, be identified by a biometric fingerprint system, as it will be unable to identify 
enough minutiae for comparison within the fingerprint. 
(a) Effect of an ulcer (b) Finger of a tailor (c) Effect of a cut 
Figure 2-9 - Scars and cuts and their effects on ridges (Galton, 1892) 
The damage to the finger of the tailor (Figure 2-9b) is likely to be damage to the surface 
to the skin due to the work performed. This will heal in time; however, the nature of the 
tailor's work may prevent this from occurring. The cut (Figure 2-9c) may have damaged 
the deeper epidermal layers, so producing a permanent change, however, this seems to 
have merely added a new crease to the fingerprint, not a large change. The effects of this 
on a biometric fingerprint system may, however, be significant. As a fingerprint collected 
from the individual before this injury is not available, this is not known. 
An example of a deliberate, permanent mutilation of the fingertip performed to change a 
fingerprint is given by Wertheim (1998). In this the deep layer of the epidermis was cut, 
as is described as needed by Ashbaugh (1994). To then prevent the skin from healing 
with a similar ridge pattern to that before, as in Figure 2-9c, the skin is lifted and 
rearranged before being bandaged in place (see Figure 2-10). 
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Figure 2-10 - Fingertip mutilation process described by Wertheim (1998) 
The original and resultant fingerprint from this process can be seen in Figure 2-11. This is 
an extreme process that produces a definite change in the fingerprint of the individual. It 
is also is a far from simple procedure to perform. It is impossible to perform on yourself 
and requires a trained physician due to the skilled incisions that must be made and the 
sedation that is required to mitigate the high levels of pain the procedure will cause 
(Wertheim, 1998). The resultant fingerprint will also be permanent, unless this procedure 
is repeated. 
While the changing of fingerprints is possible, this evidence suggests that it is far from 
easy to perform. The reasons for doing it must also be questioned. To evade identification 
by the police is thought a potential reason as forensic fingerprint comparisons attempt to 
find a match between an unknown fingerprint and a database of template fingerprints 
from known individuals. If a fingerprint is changed from that in the database, then the 
individual will not be identified. Another example of this type of system is an 
immigration security system. In systems where the read fingerprint is compared to a 
database oftemplate fingerprints from users who are allowed access, changes to the 
fingerprint will not allow access, as none of the methods of changing a fingerprint 
reviewed produce results that can be controlled with finesse. This makes it impossible to 
produce a fingerprint of person X by altering the fingerprint of person Y. This makes the 
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biometric system's purpose influence whether people would attempt to change their 
fingerprints. 
(a) Before mutilation (b) After mutilation (c) Reconstruction using 
mutilated image 
Figure 2-11 - An example of fingerprint mutilation (Wertheim, 1998) 
2.2.3 Fingerprint system composition 
Fingerprint systems can have a variety of different compositions depending on the 
application for which they were designed. MaItoni et al (2003) provides an in-depth 
description of the range of issues relating to this. The basics of fingerprint system 
composition shall now be presented and issues relating to this study identified. For more 
in depth information on this subject readers are directed to read the work done by MaItoni 
et al (2003). 
The various sections ofa fingerprint system can be seen in Figure 2-12. All these sections 
can be performed using manual or computer based techniques, depending on the system 
purpose. 
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Figure 2-12 - Typical structure of a fingerprint system (Matsumoto, et al., 
2002) 
In automated fingerprint systems, the capturing system section uses a digital fingerprint 
scanner to read the fingerprint on the surface ofthe skin. This image is then passed to the 
feature extraction section where a variety of image processing and pattern recognition 
techniques are applied to convert the fingerprint from being a raw bitmap image into a 
usable image for comparison. During this stage techniques can be performed to make 
comparison easier, such as binarization and thinning, identification of relevant details for 
comparison, such as minutiae detection, and the elimination of potentially erroneous data 
points from the data, for example by minutiae filtering (Maltoni, et al., 2003). 
Once feature extraction has been performed, the data is then passed to either the finger 
information database section or the comparison section. It is passed to the finger 
information database during the enrolment of a new registered user so as to allow storage 
of their fingerprint data for later comparison to fingers read by the capturing system 
section. As with feature extraction, the comparison section performs a number of image 
processing and pattern recognition techniques to compare the two fingerprints. 
The techniques listed in Table 2-1 are all examples of those that may be performed in an 
automated fingerprint system, the choice of which depends on the systems design. As 
each of the techniques listed in Table 2-1 has a number of different methods in which it 
may be performed, a full review of the range of techniques that can be used here is 
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beyond the scope of this study. It is sufficient to know that these techniques result in 
either a score reflecting the degree of similarity, or a yes/no decision as to whether they 
match (Maltoni, et al., 2003). 
This study is primarily concerned with the capturing section of a fingerprint system, an 
integral part of which is the fingerprint sensor. The nature of the capturing section will 
now be discussed. 
2.2.3.1 Capturing system section 
Fingerprint capturing can be classified as either being done offline or online (Maltoni, et 
al., 2003). Offline techniques are commonly used for forensic applications and include 
using inked fingerprints and invisible latent fingerprints that are commonly deposited 
when a finger makes contact with an object. These latent fingerprints can be developed to 
be visible using a variety of chemical techniques depending on the nature of the 
fingerprint (Trozzi, et al., 2000). Ifthe fingerprints are then tQ be used in an automatic 
fingerprint recognition system they can then be digitised using a scanner or photography. 
It is the online techniques that are of interest to this study as they can be applied to fully 
automated systems that do not require human processing of the fingerprint at any stage of 
the system. This makes them more vulnerable to attacks on the fingerprint system's 
security. Online techniques use fingerprint sensors to convert the fingerprint on a finger 
that is pressed against the sensor directly into a digital copy. Sensors currently used are 
based on either optical or silicon technologies (Frost and Sullivan, 2005, Sandstrom, 
2004). 
2.2.3.2 Optical fingerprint sensors 
Optical sensors use a digital camera to take a picture of a finger pressed against the 
sensor. This is commonly done by pressing the fingertip against the surface of a prism. A 
light is shone through one face ofthe prism and reflected by the top face (see Figure 
2-13). Where the finger makes contact with the prism on the top face, the principle of 
Total Internal Reflection (TIR) is not met and this results in a distinct mark where contact 
is made as light is absorbed by the skin rather than being reflected by the glass (Bains, 
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2005). Other optical methods include the use of optical fibres, electro optical components 
and the direct reading of the fingerprint. 
Finger 
Focusing lens 
Camera 
Figure 2-13 - Optical fingerprint sensor composition 
2.2.3.3 Silicon fingerprint sensors 
Silicon based sensors can be smaller as they are based on solid state electronics and are 
approximately 50% cheaper than optical sensors. However, as optical sensors are more 
established in the market, the lower price of silicon sensors has not resulted in them 
having market dominance (Frost and Sullivan, 2005). Existing silicon based sensors work 
by measuring properties of the finger that are dependent on the ridge pattern on the 
fingertip, for example as the capacitance, the thermal properties or the electric field given 
offby the finger. 
With the smaller form of the silicon based sensors compared to optical sensors, a 
different form of sensor is possible. Due to the use of camera technology optical sensors 
are referred to as Area sensors, having a rectangular area that the finger must be placed 
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against with only the area of skin placed against the rectangle being measured. Silicon 
sensors can be in this form and can also take the form of a Sweep sensor. Sweep sensors 
are smaller than Area sensors, having only a strip for fingerprint reading that the finger 
must be dragged across. This is commonly done with silicon technologies. Optical sweep 
sensors are possible, however, only one currently exists on the market (Frost and 
Sullivan, 2005). 
2.2.3.4 Forces applied during sensor usage 
For both optical and silicon fingerprint sensors, the fingertip must be pressed against the 
sensors reading surface for the fingerprint to be captured. As this study was concerned 
with the deformation ofthe fingertip as this occurs, an appreciating of the forces applied 
by the fingertip to the sensor is required. Two issues are of importance when considering 
the force applied, the force required for a good quality fingerprint to be read and the 
comfort of the sensor user. 
Kukula et ai. (2007) tested the performance of an optical fingerprint sensor used under a 
range offorces, assessing the quality of the measured fingerprint and the comfort of the 
user with 29 subjects. Forces between 3 and 29 N were tested and fingerprint quality was 
found to improve as the force applied by the fingertip was increased, however above 9 N 
the increase was not significant. Comfort was evaluated subjectively by the users and 
found to decrease as the force applied to the fingerprint sensor increased. 
The work of Kukula et al (2007) does not state a value at which the users comfort levels 
were judged unacceptable so the value of 9N after which no significant improvement in 
fingerprint quality is taken as a minimum for optimum fingerprint sensor usage. As this 
was performed on an optical sensor and no similar testing has been found for a silicon 
sensor, this is a limitation of the force level found that must be considered. 
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2.2.4 Fingerprint system integrity threats 
While their long usage suggests that fingerprint systems are reliable, a number of 
methods have been found to be effective in bypassing their usage in security applications. 
Methods for doing this shall now be discussed. 
In order to thoroughly understand the possible threats to the integrity of a biometric 
fingerprint system, an overview of generic threats shall be presented and discussed. This 
shall then be followed by a discussion of the specific methods of attack that are of interest 
to this study. The definition of threat used is that stated by Polemi (1997), threats are 
'potential violations of security with expected or unexpected harmful results, and exist 
because of a vulnerability of the system' 
2.2.4.1 Generic threats 
In her report on biometric system weaknesses, Polemi (1997) describes four sources of 
threats for biometric systems (see Table 2-5). 
1. Physical 
a. Includes natural disasters and environmental conditions 
2. Technical 
a. For example equipment failure or malfunction 
3. Human 
a. Attempts by humans to use the system for unauthorised 
purposes 
4. Theoretical 
a. Vulnerabilities of the algorithms, protocols and mathematical 
tools used in the methods implemented 
Table 2-5 - Sources of threats to biometric system security (Polemi, 
1997) 
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The four threat sources given by Polemi (1997) give a broad description ofthe possible 
threats for biometric system security but gives little information about how these would 
actually occur. For example the final threat source, theoretical, is assumed to include 
issues such as system unreliability and sensor inaccuracy, however no description is 
given. As such, these sources are worth considering but more detailed information is 
needed to better assess how a system may be attacked. 
Polemi (1997) goes on to give a list of 22 methods through which these threats may be 
performed, such as users masquerading as others or intercepting and spoofing signals 
passed between system sections to gain access to the system (see Appendix B). This 
comprehensive list gives ideas as to how fingerprint systems may be circmnvented; 
however, the generic nature of the list and its application to a number of biometrics limits 
its application to fingerprint systems. It also gives minimal details on exactly how some 
of the attacks would be performed. Nevertheless, the sources of threats listed in Table 2-5 
are all valid threats that need consideration in an assessment of any fingerprint biometric 
fingerprint systems. 
A list of potential points of attack for fingerprint systems is given by Maltoni et al (2003). 
In producing this list, the sections of a fingerprint system and the flow of data between 
sections was analysed and the resulting list of points of attack shown in Figure 2-14. 
From the points of attack described by Maltoni et al (2003), it appears that the attacks can 
be divided into two methods. The first is attacking a data input or output, examples being 
presenting an artificial fingerprint to a fingerprint scanner or sending a previously 
intercepted and recorded authori'sed fingerprint to the matcher module. The second 
method involves manipulating one of the system components; examples of this include 
altering the matcher module to always give a positive match and the adding of new 
fingerprints to the system database. 
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cv 0D System Database True/False 
Point of attack Example 
1 Attack at the scanner An artificial fingerprint 
2 Attack on the channel between the scanner An authorised fingerprint can be 
3 
4 
5 
6 
7 
and feature extractor intercepted, copied and played 
back at a later time 
Attack on the feature extraction module 
Attack on the channel between the feature 
extraction module and the matcher module 
Attack on the matcher module 
Attack on the system database 
Attack on the channel between the system 
database and matcher module 
A Trojan horse can bypass this 
module, presenting artificial data to 
the matcher 
Similar to 2 
Lowering of the match quality 
needed can make more false 
positive matches, reducing system 
security 
If fingerprints from unauthorised 
individuals are added, they will 
gain access to the protected 
system 
Similar to 2 
8 Attack on the channel between the matcher The results of a fingerprint 
module and the application requesting 
verification 
comparison can be replaced with a 
positive match 
Figure 2-14 - Points of attack on a biometric fingerprint system (Maltoni, et al., 
2003) 
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2.2.4.2 Scanner specific attacks 
While attacks on fingerprint systems can occur at any of the points described by Maltoni 
et al (2003), this study was primarily concerned with those at the first point, the scanner, 
and how the system may be fooled by presenting items such as unauthorized fingers to 
the fingerprint scanner that the system may take as being from an authorized user. This 
point of attack was chosen during the literature review after a preliminary review of the 
other methods for attack that showed many of them to be software based, and so outside 
the expertise of the author. 
. Matsumoto et al (2002) and Sandstrom (2004) both present taxonomies of methods of 
gaining access to biometric fingerprint protected systems phrased in terms of that can be 
presented to the system to deceive it. These are more suitable for the requirements of this 
study, as they are aimed purely at weakness of fingerprint system. The taxonomy 
presented by Matsumoto et al (2002) includes all items described by Sandstrom (2004) 
and adds to them the risk of a severed fingertip being used. As such, only that produced 
by Matsumoto et al (2002) is presented (see Table 2-6). 
With each of these, it is possible to devise a method by which to prevent it from working; 
however, these methods are not without their disadvantages. The use of an ID card, PIN 
or password that must be entered at the same time as the fingerprint is read would prevent 
all of the methods described by Matsumoto et al (2002). However, this would add extra 
time into the authentication procedure and eliminate the convenience of biometrics not 
needing anything to be carried or remembered. Whilst time is increased and convenience 
decreased, that is not to say that these methods don't have their applications. 
As discussed by Van Der Putte and Keuning (2000), any application of biometrics needs 
a consideration of the needs in terms of user friendliness and protection provided. For 
example, users are willing to tolerate the resulting lower user friendliness from using 
multiple biometrics, or a combination of biometric with password, with high quality 
match requirements if this is protecting something they deem to have high value. For any 
application this trade off between security and user-friendliness must be considered. An 
example of this is that lower levels of user friendliness are likely to be tolerated to secure 
36 
a bank vault containing large amounts of money than to secure relatively unimportant 
files on a personal computer. 
1. The registered finger 
a. E.g. While under duress or unconscious 
2. A unregistered finger (an impostors finger) 
a. Similarities are possible, although it is extremely rare that this 
would work 
3. A severed fingertip from the registered finger 
4. A genetic clone of the registered finger 
a. Not currently possible, but in the future this may change 
5. An artificial clone of the registered finger 
6. The others 
a. This technique is mainly composed of ways of exploiting specif!c 
fingerprint systems and their individual construction methods, 
for example flashing lights at, heating up, cooling down 
humidifying, impacting on or vi brating the scanner 
Table 2-6 - Artefacts that may be presented to a fingerprint scanner in 
order to gain access to a fingerprint biometric protected system 
(Matsumoto, et al., 2002) 
A second possible method to prevent many of the methods shown in Table 2-6 working is 
to adjust the required match tolerance for the system, making the read fingerprint need to 
be more similar to the stored fingerprint. As the read fingerprint is never exactly the same 
as the stored fingerprint due to issues such as skin distortion, finger placement and skin 
conditions (2003) a tolerance on the match is needed as an exact match will not occur. 
This in turn influences two measures by which biometric systems are commonly 
assessed, the false acceptance rate (FAR) and the false rejection rate (FRR). 
Increasing the tolerance required for a match raises the probability of rejecting an 
authorised fingerprint (the FRR), while reducing the probability of accepting an 
unauthorised fingerprint (the FAR). This will make it more unlikely that unregistered 
fingers or artificial finger clones will be accepted, as the match will need to be closer to 
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an authorised finger. However, this comes with the problem that more registered fingers 
will be rejected, so requiring another attempt to gain authorisation and reducing user 
friendliness of the system (Thalheim, et al., 2002). The relationship between FAR and 
FRR can be seen in Figure 2-15. The place ofthe Equal Error Rate (EER) can also be 
seen, where the FAR is equal to the FRR. 
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Figure 2-15 - The relationship between FRR, FAR and EER (Sandstrom, 
2004) 
The EER forms a measure of the security of a biometric system (Sandstriim, 2004). A 
system can be made more secure by increasing FRR and more user friendly by increasing 
the FAR. Either ofthese is relatively simple to do and can often be done purely through 
changes in software. Increasing both of them requires improving the EER, which will 
involve more substantial changes to the system that are more difficult to perform. 
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2.2.4.3 Additional measurements of the finger 
Techniques have been developed that use measurements of the fingertip other than the 
fingerprint itself in order to verify that the finger is alive, so preventing severed fingertips 
and artificial fingertips from being used. These measurements include finger properties 
such as temperature, conductivity and heartbeat that would be either absent or different in 
non-living fingers. A number of these methods have been presented by Van Der Putte and 
Keuning (2000) along with methods for negating them. These are summarised in Table 
2-7. 
Test for living finger Method for negating test 
Temperature Heating of the silicone finger casting by holding it in the 
hand 
Conductivity As large ranges of conduciivity are possible on the finger, 
placing saliva on the castings will fool the scanner 
Heartbeat The heartbeat of a underlying finger will be detected when a 
thin silicone fingerprint cast is attached to a fingertip 
Relative Dielectric Placing a mixture of 90% alcohol and 10% water will 
Constant (RDC) change the RDC of the fingertip and this will continue 
changing as the alcohol evaporates. As the RDC range of 
the fingertip ranges from that for alcohol and that for water, 
the RDC of the mixture will go thought the entire range as 
the alcohol evaporates, eventually going through a RDC 
value that the scanner will accept 
Blood Pressure Similar to heartbeat sensors, these can be fooled by a wafer 
thin cast on underlying finger that will provide the blood 
pressure 
Detection Under The most difficult to fake as a second, more flexible, casting 
Epidermis needs to be constructed that can pose as a underlying layer 
of skin 
Table 2-7 - Various commercially available tests to prevent the use of 
artificial fingertips in fingerprint recognition and methods for 
circumventing the tests (Van Oer Putte and Keuning, 2000) 
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These tests all measure finger properties that will ensure a live finger is measured unless 
care is taken to make an artificial finger reproduce that property. Unfortunately, as this 
one paper demonstrates, this is possible for each test for a live finger. This shows that 
once the nature of the test is known it appears to be merely a matter oftime before a 
technique is developed to bypass the test. Since the work done by Van Der Putte and 
Keuning (2000), other more sophisticated techniques have been proposed but as they are 
in the early stages of development, detailed testing of these has not been performed yet. 
These tests include use of wavelength analysis oflight reflected off the surface of the 
fingerprint (Bains, 2005) and analysis of the deformation ofthe skin (Cappelli, et al., 
200 I). The impact of tests such as these will be interesting to see as to whether their 
added complexity makes them more difficult to bypass or more difficult to implement. 
All of the techniques for eliminating the extra tests detailed by Van Der Putte and 
Keuning (2000) involve the creation of an artificial finger clone, the fifth methods of 
those listed by Matsumoto et al. (2002). Whilst the other methods stated are relatively 
self-explanatory, the creation of an artificial fingerprint requires a fuller explanation to 
fully understand how it is performed and its likelihood of success. 
2.2.4.4 Artificial fingers 
One of the first studies into artificial fingerprints published was that done by Van Der 
Putte and Keuning (2000). They give detailed descriptions of how to create artificial 
fingerprints both with and without the authorised individuals consent. This technique is 
similar to that used by subsequent researchers and is summarised is in Figure 2-16. 
The technique proposed by Van Der Putte and Keuning (2000) involves creating a mould 
of a fingerprint into which suitable materials such as gelatine or silicone can be cast to 
create an artificial fingerprint. This may take the form of an entire fingertip or a thin layer 
that can be placed onto the surface of another finger (see Figure I-I), so making attempts 
to use an artificial fingerprint subtler than pressing an object against the sensor. It is 
claimed that this process can be performed in a 'few hours,' a time estimate that is similar 
to that in other research (Sten, et al., 2003), however no cost estimate is given. Given the 
materials used it is clear that it is cheap, under £10 being a generous estimate. 
40 
· 
Consensual route 
~ Direct finger moulding I 
, 
11 Live finger I- Casting in H Artificial fingerprint I suitable material 
Deposited (latent) ~ 
print 
Print development r 
to mould 
Non-consensual rOllt~ 
Figure 2-16 - Generic method for producing artificial fingerprints 
While comprehensive descriptions are provided by Van Der Putte and Keuning (2000) in 
how to produce artificial fingerprints, a lack of details on how they were tested detracts 
from the study. Six sensors, both optical and silicone were tested between 1990 and 1999 
and the artificial fingerprints found to work on either the first or second try. Despite the 
lack of details on the testing performed, this does illustrate a clear threat to fingerprint 
system security. 
Later research builds on the work of Van Der Putte and Keuning (2000) by performing 
more detailed testing of artificial fingerprints. Matsumoto et al (2002) tests a sman 
number of gelatine artificial fingerprints made through both consensual (n=5) and non 
consensual (n=l) methods, with 11 different fingerprint systems. The artificial 
fingerprints tested took approximately 3 hours to manufacture. Acceptance rates ofthe 
artificial fingerprints were high with each sensor accepting the artificial fingerprint on at 
least 60% of attempts. Example images from one of the fingerprint sensors can be seen in 
Figure 2-17. Considering that two of the tested sensors claimed to have forms of live 
finger detection, this shows that artificial fingers are a threat to biometric fingerprint 
systems. Problems found with the artificial fingerprints included the material used to 
create it, with silicone not working with capacitive sensors. Also heat from the sensors 
damaged some of the artificial fingers, preventing repeated usage. 
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Figure 2-17 - Fingerprint images of a live finger, a siHcone finger and a 
gummy, or gelatine, finger (Matsumoto, et al., 2002) 
Matsumoto et at (2002) is the only researcher found who gives a cost for manufacturing 
artificial fingerprints. For consensual fingerprints made using moulding plastic to create a 
mould of the fingertip which gelatine is cast into, a cost of 500 Yen is given. For non-
consensual fingerprints a cost of 520 Yen is given. These were made by developing a 
deposited fingerprint using powder, photographing the fingerprint and etching it onto a 
circuit board which was then used as a mould for gelatine. Using the exchange rates of 
2002, this equates to the cost of £2.72 and £2.83 for consensual and non-consensual 
fingerprints respectively. While the cost for the consensual fingerprint given does appear 
to be accurate given the materials used, the non-consensual price does not take into 
account some of the equipment needed. A camera is needed to photograph the fingerprint, 
a computer to process the image if necessary and etching solution to create the fingerprint 
image on the circuit board. These are all costs that are not described by Matsumoto et al 
(2002). While not included in the costing, it may be assumed however that some parts of 
this, for example the camera and the computer, are relatively commonplace and would 
not be difficult to obtain. These items also would be part of an initial setup cost, after 
which every non-consensual artificial fingerprint made would cost the described £2.83. 
Further testing of artificial fingerprints done by Thalheim et at (2002) agrees with 
Matsumoto et at (2002), with silicon based artificial fingers being found to work well 
with optical sensors. Extra methods of producing artificial fingers were also tested and 
found to work well. These involved using the latent fingerprint deposited on the sensor 
itself by an authorised user. This was made by either simply breathing on the sensor to 
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create an artificial fingerprint of the condensation or by using graphite powder to 
highlight the fingerprint and adhesive film to made a two dimensional artificial 
fingerprint. Both of these were successful with capacitive sensors, although not with 
optical sensors. 
While all of the testing described so far suggests that artificial fingerprints are a simple 
way to access fingerprint protected systems, not all research agrees with this. Sten et al. 
(2003) tested a capacitive sensor and found that noneofthe two dimensional artificial 
fingerprint methods described by Thalheim et al (2002) worked and gelatine artificial 
fingerprints were successful on only 2% of attempts. Wiehe et al (2004) performed an 
exhaustive study into the methods used to make artificial fingers, using a variety of 
different mould and finger materials to make both consensual and non-consensual 
fingerprints. Over an hour is given as being the time required for production, although 30 
minutes is said to be the minimum. None of the artificial fingerprints made were found to 
work on the tested capacitive sensor and only a limited number of silicone fingerprints 
worked on the optical sensor tested. Ratings of the quality of match given by the optical 
sensor tested showed that the artificial fingerprints did not match as well as real 
fingerprints but were still above the standard match threshold. This suggested that 
adjusting the FRR and FAR rates could eliminate the artificial fingerprints, although as 
already discussed, doing this will affect the user friendliness of the system. 
Whilst all studies show that artificial fingerprints can be made to work, the disagreement 
in success rates found in different studies makes any assessment oftheir true 
effectiveness against fingerprint biometric systems difficult. Of the research discussed so 
far, a trend of success rates falling over time can be seen. This would suggest that 
fingerprinting technology is improving and artificial fingerprints are becoming less 
effective. However, in her Masters thesis, Sandstrom (2004) tested a wide range of 
sensors including the ones tested by Sten et al. (2003). The methods used to manufacture 
the artificial finger were varied using a range of techniques based on those found in 
previous literature, such as that described by Matsumoto et al (2002). A much higher 
acceptance rate was found for the artificial fingerprints, although Sandstrom (2004) does 
discuss the need to control the amount of water in the gelatine and that the artificial 
fingers degrade with continual use. 
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It is possible that poor performance of artificial fingers found by Sten et at (2003) and 
Wiehe et at (2004) were due to the gelatine containing an inappropriate amount of water. 
It is however also possible the other studies discussed tailored the amount of water in 
their gelatine fingerprints to suit the particular sensor tested, so raising the acceptance 
rates. As the majority of the studies discussed either use different fingerprint sensors, 
different artificial fingerprint construction techniques or do not state the precise sensor 
tested, this further confuses any risk assessment. 
Since the early work on artificial fingerprints presented by Van Der Putte and Keuning 
(2000), information on how to construct artificial fingerprints has spread around the 
intemet and is not readily available when searched for. To understand the possible effects 
of these methods of bypassing fingerprint systems, an appreciation of their applications is 
needed. The next section documents the scope of fingerprint applications and their 
frequency of use worldwide. 
2.2.5 Fingerprint technology applications 
Fingerprint biometric systems are commonly categorised into being either Automated 
Fingerprint Identification Systems (AFIS) or Non-AFIS systems. The Federal Bureau of 
Investigation in the United States of America first developed AFIS systems in the 1920s 
for forensic applications and use of these has' since spread worldwide (Frost and Sullivan, 
2005). These systems are commonly used on national fingerprint databases for 
identification. Non-AFIS systems are variations of the AFIS systems, modified for the 
differing requirements of the govermnental and commercial sectors. Non-AFIS systems 
differ from AFIS systems in having lower system costs, using fewer fingers for 
comparison and both identification and verification being possible (Frost and Sullivan, 
2005). 
2.2.5.1 AFIS systems 
AFIS systems are used to perform many-to-one searches on large-scale fingerprint 
databases. Law enforcement AFIS systems such as these are now operated in a number of 
countries around the world with the Federal Bureau ofInvestigation in the United States 
of America having the largest containing over 55 million fingerprints. 
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The use of AFIS systems is growing with a number of countries implementing new 
systems as they develop or updating existing systems (Frost and Sullivan, 2004, Kelly, 
2006). In addition to this the technology used in the systems is' continually improving in a 
number of ways, such as by including palm prints and using higher quality images. These 
have allied to a steady global expenditure in spending on AFIS systems and growth in 
the market. As can be seen in Table 2-8, the global market revenue for AFIS systems is 
currently growing and is projected to grow to reach an estimated size of 1211.6 million 
dollars in 2010 (Frost and Sullivan, 2004). 
Year Revenue ($ million) Revenue growth rate (%) 
2001 246.0 ---
2002 292.0 18.7 
2003 372.8 27.7 
2004 482.2 29.4 
2005 625.9 29.8 
2006 823.2. 31.5 
2007 1002.5 21.8 
2008 1124,S 12.2 
2009 1181.1 5.0 
2010 1211.6 2,6 
Compound annual growth rate - ;( 8.3% 
Note: All figures rounded, the base year is 2003 
Table 2-8 - Total Automated Fingerprint Identification System (AFIS) 
Market: Revenue Forecasts (World), 2001-2010 (Frost and Sullivan, 2004) 
2.2.5.2 Non-AFIS systems 
Non-AFIS systems are variations of the earlier AFIS systems and vary widely according 
to the desired system application. The largest differentiating factor between the two 
systems is that AFIS systems commonly store the complete fingerprint image in their 
finger information database, whereas Non-AFIS systems store a smaller template 
mathematically derived from the fingerprint (Frost and Sullivan, 2005). 
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Until recently the Non-AFIS market was small in comparison with the AFIS market, 
however, the increase in govermnental projects for purposes such as immigration control, 
falling prices of fingerprint sensors and increased applications in new markets are causing 
a large growth in the market. Existing and projected market revenues can be seen in Table 
2-9, which illustrates the projected growth. 
Year Revenues ($ million) Growth revenue rate (%) 
2002 76 -
2003 121.8 60.3 
2004 190.4 56.3 
2005 306.5 60.9 
2006 454.8 28.4 
2007 672.4 47.8 
2008 1056.9 57.2 
2009 1598.0 51.2 
2010 2383.2 49.1 
2011 3008.0 26.2 
Compound annual growth rate (CAGR): 48.3% 
Note - All figures rounded, the base year is 2004 
Table 2-9 - Total Non Automated Fingerprint Identification System 
(AFIS) Fingerprint Biometrics Market: Revenue forecasts (world) 2002-
2011 (Frost and Sullivan, 2005) 
As with AFIS systems, the technology used with the Non AFIS market is potentially 
vulnerably to attacks using methods such as artificial fingerprints. The wider range of 
applications of Non AFIS systems and the increased likelihood of unsupervised use 
increase this threat. Combined with the large predicted growth ofthis technology, it is 
clear that threats such as artificial fingerprints need addressing. 
There are a number of applications of Non AFIS systems. Physical access control is a 
well established application of fingerprint biometrics in governmental agencies, 
healthcare and financial institutions. Applications within education and home security are 
set to increase the demand in the short term (Frost and Sullivan, 2005). 
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Personal computer and network security is an application that is seeing a rise. Many of 
the organisations using increased fingerprint biometrics for physical access control are 
also implementing it for computer security and this is aided by the falling prices and 
increasing availability of fingerprint enabled computers and peripherals (Frost and 
Sullivan,2005). 
Governmental projects involving fingerprint biometrics are increasing with projects such 
as a number of national ID card systems being implemented around Europe, border 
control systems such as the American border control system (US-VISIT) and some 
countries applying biometrics for access control to buildings and documents all being 
factors boosting growth (Frost and Sullivan, 2005, Witte, 2006). To further appreciate the 
size of this application, one of the larger governmental projects, US-VISIT, had 
approximately 44 million people passing through it between 2004 and 2006 (Williams, 
2006). 
Transactional applications provide authentication for purchases, such as groceries in the 
supermarket (Bresnahan, 2001, Hesseldahl, 2005), while wireless applications are 
currently limited to the securing of mobile phones, primarily in South East Asia (Frost 
and Sullivan, 2005). Both of these fingerprint biometric applications are in their 
infancies, with the technology only beginning to be applied in the marketplace. The 
relative stages in the applications lifecyc1e of all the Non-AFIS and AFIS systems 
discussed as of 2004 can be seen in Figure 2-18. Whilst 3 years old, this analysis serves 
to illustrate the lifecyc1es differences between the different applications well. 
Existing and predicted market percentages of these markets for each of these five 
application areas can be seen in Table 2-10. This illustrates the existing dominance of 
physical access control applications that will reduce with the growing maturity of 
applications such as network security and wireless. Many of these applications will 
involve unsupervised use of the biometric system that will make the use of attacks such 
as artificial fingerprints simpler to perform. 
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Figure 2-18 - Application Life Cycle Analysis of existing fingerprint 
biometric systems in 2004 (Frost and Sullivan, 2005) 
Year PACITA NS/PC (%) LE (%) Transactional Wireless 
(%) (%) (%) 
2002 65.3 17.1 8,4 8.3 0.9 
2003 52.2 21.9 12.1 8.6 5.2 
2004 49.8 18.4 15.7 8.5 7.6 
2005 49.6 17.5 15.3 9.2 8.4 
2006 45.1 19.4 17.5 9.5 8.5 
2007 43.1 19.8 19.2 10.2 7.7 
2008 37.0 25.0 17.9 8.4 11.7 
2009 32.5 28.4 16.7 7.3 15.1 
2010 27.4 31.8 15.1 6.3 19.4 
2011 26.3 31.6 15.1 6.1 20.9 
Key: 
PACffA - Physical Access Control and Time and Attendance 
NS/PC - Network Security and Personal Computer security 
LE - Governmental and Law Enforcement 
Transactional- Retail/ATM/POS 
Note - All figures rounded, the base year is 2004 
Table 2-10 - Total Non-AFIS Fingerprint Biometrics Market: Percentage of 
Revenues by Application (World) 2002-2011 (Frost and Sullivan, 2005) 
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2.2.6 Fingerprinting summary 
From the first work on fingerprints in the late 1800s, fingerprinting has grown to be used 
around the world for both identification and verification. Automated fingerprint 
comparison systems are now used throughout the world with large markets for both the 
govermnent run AFIS systems and the commercial non-AFIS systems. With these 
markets projected to be worth 1211.6 and 2383.2 million dollars by 2010 for AFIS and 
non-AFIS systems respectively, the usage of these systems is large and any threats to 
their systems security are important to address. 
One method found to be effective in gaining unauthorised access to biometric fingerprint 
protected systems is that of artificial fingerprints constructed from either moulds of 
authorised fingers, or deposited fingerprints from authorised fingers. These have been 
found to be manufactured for as little as £2.72 (Matsumoto, et al., 2002) with a 
production times of under 3 hours (Van Der Putte and Keuning, 2000, Wiehe, et al., 
2004). 
Different studies have found artificial fingerprints to have varying levels of effectiveness 
with both silicone and optical fingerprint sensor systems achieving success rates ranging 
between 2% and 100% (see Section 2.2.4.4). Taking the US-VISIT immigration control 
system with 44 million people passing through it between 2002 and 2004 as an example 
(see Section 2.2.5.2), the lowest success rate found of 2% still gives a potential 880,000 
people passing illegally into the country. Success rates with artificial fingerprints appears 
to be dependent on both the artificial fingerprint construction technique used and the 
sensor used, however, artificial fingerprints are still considered a threat to existing 
fingerprint biometrics when the success rates found in literature, the price of construction 
and the large projected usage of fingerprinting technology are considered. 
It is clear that usage of fingerprint comparison systems is set to increase to high levels 
and that threats to these systems exist. These threats require addressing in order to 
prevent the large-scale usage of security systems that can be easily breached. 
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2.3 The hand and the fingertip 
'We use our hands, as general purpose devices, to pick up objects, to point, to 
climb, to play musical instruments, to draw and sculpt, to communicate, to touch and/eel, 
and to explore the world.' (MacKenzie and Iberall, 1994, p4) 
This statement shows a number of the wide range of tasks the hands can be used to 
perform. More generically, the hand can be described as allowing exploration, 
communication and manipulation. These can be combined to further increase the ability 
of the hand. For example, a partially sighted person will manipulate a cane in order to use 
it for exploration, so combining both manipulation and exploration. 
A full assessment of the function and capabilities of the hand is not required for this 
study, merely an understanding of how it interacts with a fingerprint sensor. As already 
discussed in section 2.2.3.1, fingerprint sensors can be either area sensors where the 
finger is pressed against the sensor, or a sweep sensors where the finger is dragged across 
a strip shaped sensor. For both it is just the fingertip that is placed against the sensor and 
force applied by the muscles of the finger and hand. As such, only the fingertip is of 
interest for this study. Issues relating to the finger shall now be reviewed and discussed. 
2.3.1 The fingertip 
The fingertip forms the interface between the body and an object. As it is pressed against 
a surface, the flesh under the fingernail deforms and the pattern present on the fingertip 
can be transferred to the object when a suitable medium is present such as sebum, or 
sweat. The deformation of the finger is influential on the area of the fingerprint deposited 
and it is possible that this may be used to differentiate between real and artificial fingers, 
assuming the materials present in each will result in each deforming differently. 
The manner in which the fingertip deforms is influenced by the anatomy of the finger. As 
such, it is necessary to appreciate the structure, function and properties of the fingertip to 
understand how fingertip properties may be used to prevent artificial fingerprint usage. 
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2.3.2 Finger anatomy 
The fingertip consists of a number of different tissues, most notably bone, nail, skin and 
the subcutane~us tissues (Wu, et al., 2003). The bone provides the base to which all other 
tissues are attached. Tendons attach the bone to muscles in the hand and forearm that 
control the movement of the bone. The surrounding skin and subcutaneous tissues serve 
as coupling elements between the bone and a gripped surface, modulating contact forces 
(Serina, et al., 1997) and improving the performance of mechanoreceptors in the skin by 
deforming to increase contact area (Dandekar, et al., 2003). In addition to the anatomy 
already mentioned, there is a system of fine and uniform vascular branching patterns 
throughout the finger which transport blood to and from the tissues (Hauck, et al., 2004). 
The bone and the nail make up the rigid tissues in the fingertip. The position of the nail 
on the dorsal aspect of the finger limits its impact on fingerprinting and as such it will not 
be discussed. There are three bones in the finger, and it is the outermost ofthese that is of 
interest, the distal phalanx. This bone articulates at one end with the middle phalanx at 
the distal interphalangeal joint and forms a rigid base to which the soft tissues of the 
finger are fixed (see Figure 2-19). 
Bone consists of a number of organic cells embedded in a web of inorganic materials and 
collagenous fibres. The organic cells perform a number of tasks, largely to do with 
maintaining the structure of the bone and repairing damage. These inorganic materials are 
mostly calcium and phosphorus and give the bone strength while the collagenous fibres 
give the bone some flexibility (Van De Graaff, 1998). The strength of the bone has been 
found to have a number of differing influence factors including bone proportions, 
geometry and mineral density (Livshits, et al., 2003). Bone can be taken to have 
sufficient strength that during most hand - object interaction, extreme pain will be 
encountered before the bone is damaged. 
The soft tissues in the ungual pulp of the fingertip have been shown to have a range of 
physical properties that increase haptic sensitivity (Dandekar, et aI., 2003, Pawluk and 
Howe, 1999) and control the transmission of force between the underlying bone and 
object being gripped (Serina, et al., 1998, Serina, et al., 1997). 
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Dissection of the fingertip 's soft tissues has shown that it has three major constituents, the 
skin, fibrous tissues and adipose cells (Hauck, et al., 2004). The skin surrounds all other 
tissues forming the interface between the underlying tissues and the object gripped. The 
fibrous ti ssues form a layer beneath the skin, which makes a cavity around the bone and 
adipose cells . The fibrous tissues extend into a number of rope-like elements linking it to 
the bone. In-between these rope-like fibrous ti ssues, the adi pose cells lie in a water 
solution (see Figure 2-20). 
Distal phalanx 
Distal interphalangeal joint 
Figure 2-19 - Bone and joint layout in the distal finger 
Nail 
ipose cells 
--.._-'<--...----,~ihrt." s tissues 
Tissue section Skin 
Figure 2·20 - A schematic of the anatomy of the soft tissues of the 
fingerti p. Note, not drawn to scale 
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2.3.3 Material properties of the fingertip 
The different materials within the finger each have different mechanical properties. The 
properties of and interactions between these materials govern the way the finger deforms 
under load. The properties of each material shall now be discussed. 
2.3.3.1 Skin 
As skin can be easily tested using both in vivo and in vitro methods, much research has 
been done to characterize its response to the application of load. The skin has been 
identified as being non-linearly elastic (Wan Abas, 1994), and as having properties that 
are time dependent (Serina, et al., 1997). This makes skin visco-elastic, with the rate of 
load application influencing its response similarly to the size of load applied. As either 
increased, the stiffness of the skin increases. 
2.3.3.2 Fibrous tissues and adipose cells 
There has been little research performed to characterise the properties of the fibrous 
tissues and adipose cells in the fingertip. However, as these tissues form the soft tissue 
interface between the fingertip bone and the surface touched, they influence both finger 
deformation and subsequent fingerprint deformation. Serina et al (1997) describes both 
tissues as being visco elastic. However, this opinion is drawn from an analysis of how the 
whole fingertip deforms under load, which includes the skin, bone and nail. Other 
researchers have done similar work showing the fingertip to be visco elastic (Wu, et al., 
2002, Wu, et al., 2003). As such, the true nature of the tissues can only be theorised as 
being visco elastic. 
2.3.3.3 Combined material effects 
While considering each material present in the fingertip in isolation gives some 
information as to how it deforms, it is necessary to consider how the materials interact 
with each other. 
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In the study of fingertip deformation done by Serina et al (1997) a theory is presented of 
what happens to the materials within the finger during finger deformation. In this the skin 
forms a compartment around all of the other tissues that deforms to a limited extent and 
the underlying bone, the distal phalanx, forms an underlying rigid member from which all 
force is exerted to the other tissues. As load is applied to the fingertip the adipose cells 
move away from the loading point, through the fibrous tissues. This occurs until the 
fibrous tissues and skin reach the limit of their elasticity and movement. This accounts for 
the large amount of displacement that occurred under low forces in the study. As the 
movement of the adipose cells is restricted this accounts for the increase in stiffness and 
decrease in deformation at higher force applications. Subsequent deformation must then 
occur through deformation of the adipose cells themselves. Once the load is removed, the 
deformation is not recovered instantly as it takes the adipose cells some time to move 
back to their original positions in the fibrous tissue structure 
The theory presented by Serina et al (1997) fits their own study data well and that from 
other studies too (Wu, et al., 2002) with only one problem being present. Serina et al 
(1997) found that 2.5 minutes of tapping was required before constant measures of 
displacement were found for each tap. This was then accounted for in the test procedure 
by making each subject tap for this time before measurements were taken. Reasons for 
this are not suggested and this must be considered if this theory is to be taken as reliable. 
A possible reason for this may be the forcing of blood away from the finger by the initial 
tapping affecting the deformation, the flow of blood not being described in the theory 
presented by Serina et al (1997). Despite this issue, the theory appears to have .merit as it 
fits the experimental data presented by Serina at al (1997)and Wu et al (2002) well. 
2.3.4 Finger strength 
To more fully understand how the finger deforms while it is pressed against a fingerprint 
sensor, an appreciation of the finger strength is needed. Studies on finger deformation 
tend to concentrate on activities such as typing and tapping, which involve relatively low 
forces (Serina, et al., 1997, Wu, et al., 2003). When using a fingerprint sensor, the force 
applied by the finger is likely to be much higher and the dwell time of the force 
application much longer than the momentary impacts involved with typing. This brings 
into question the validity of existing studies data when applied to the area of this study, as 
54 
different ranges of force will be applied to a fingerprint sensor. An assessment of 
maximal finger strength gives an approximation of the range of forces that may be 
applied by the finger. 
The most accessible maximal finger strength data available is that done using the pinch 
grip strength test. This tests the force that can be applied by opposition of the index finger 
and the thumb. Table 2-11 shows a list of pinch grip strength measurements recorded by 
different researchers. 
Consideration of this table shows a problem with this measurement. There is clearly a 
large difference between the results of the different studies, for example Radwin and Oh 
(1992) found a mean pinch strength of 61N, while Cutts and Bollen found a mean value 
of I07N for their control group. Their measurements on climbers unsurprisingly provide 
even larger strength values as their sport demands high hand strength. In addition to this 
the differences in the way strength data is reported, such as ranges instead of means and 
different units, makes comparison more problematic. In addition to these factors, others 
have been found to have an effect on strength values, including equipment used, testing 
positions, data analysis and population size (Armstrong and Oldham, 1999). The range of 
values shown in Table 2-11 shows the effects of these changes in both presentation and 
testing methods. This makes anything more than approximations of maximum pinch grip 
strength impossible. 
The problems with the comparison of strength measurements from different studies are 
amplified when non-standard measurements are used. This has resulted in only a small 
number of measurements being used in hand strength research. The most applicable 
measurement for a fingerprint sensor is the pinch grip strength, however, when a finger is 
pressed against a fingerprint sensor, it is unlikely that it will be done in the same manner 
as done when pinch grip strength test is performed. This will influence the force 
applicable by the finger. 
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Study/source Popu lation studied Mean Pinch grip Standard 
strength (N) deviation 
Grant, et a/ (1996) UK male, n=10, mean age 95 5 
- Elite Climbers 27.8 years (SD 7.2) 
Grant, et al (1996) UK male, n=10, mean age 70 5 
- Non climbers 26.5 years (SD 7.4) 
Radwin and Oh US population, age n=4 100 26 
(1992) males, n=4 females, age 
range 18-33 years 
Armstrong and UK population, n=43 64 83 (range) 
Oldham (1999) females, n=40 males, 
mean age 65.2 years, age 
range 18-72 years 
Cutis and Bollen UK male, n=13, mean age 137 -
(1993) - Climbers 27.4 years, age range 19-
35 years 
Cutis and Bollen UK male, n=12, mean age 107 -
(1993) - Non- 27.5 yrs, age range 21-36 
climbers years 
Peebles and Norris USA male, n=1 05, age 84.5 
(1998) range 16-63 
Peebles and Norris USA female, n=109, age 62.3 
(1998) range 16-63 
Josty, et al (1997) Right handed UK males, Ranged from 59 - -
n=104 157 N 
Crosby, et a/ USA population, 105 male, 84.5 (male) -
(1994) 109 female, age range 16- 62.3 (female) 
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Table 2-11 - A comparison of pinch strength data collected be various 
studies 
One grip study that does use a potentially applicable strength test is that preformed by 
Grant et al (1996). In this a selection of climbers of different abilities had strength 
measurements taken to assess the requirements for climbing in terms of body strength, 
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size, flexibility and endurance. In this study a custom strength measurement was used to 
assess the total force applicable by the fingers. This test supports the elbow to prevent 
body weight from being used to exert pressure and allows the subject to use the muscles 
of the forearm to press the fingers down (see Figure 2-21). 
Figure 2-21 - Strength test performed by Grant et at (1996) to investigate the 
finger strength of climbers 
For elite climbers, a mean strength measurement of 447N (standard deviation 30N) was 
found. Dividing this measurement equally between the fingers gives 112N per finger, 
which is within the ranges of pinch strength measurements summarized in Table 2-11, 
however, it has been shown that force application by the fingers is not equal (Radwin, et 
al., 1992). While this was done on analysis of a five finger pinch there is no reason to 
believe the same is not true of this strength test. This testing showed the index and middle 
fingers to exert significantly more force that the ring and little fingers. The index and 
middle fingers both had approximately 30% to 35% of the total force applied and 
applying this to the force applied in the study by Grant et al (1996) give a upper limit on 
force applied by one finger of 156N. This is slightly lower than the 157N found by Josty 
et al (1997), but given its similarity this supports the maximum found by Josty et al 
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(1997) as being possible. As such a force application of 175N is taken as the maximum 
that can be applied by the fingers. 
As discussed in Section 2.2.3.4, a force of9N is the optimal for use with a fingerprint 
sensor (Kukula, et aI., 2007). With a maximum value of 157N being possibly exerted by 
the finger, this gives a large range offorces that may be used that are above optimal. 
However as Kukula et al (2007) also found raising force applied by the finger to be 
associated with higher levels of discomfort, having the optimal force for use of a 
fingerprint sensor being low in the possible range of applied forces will help ensure that 
sensor usage is comfortable. 
2.3.5 Fingertip deformation 
Research into how the whole fingertip deforms under load is closely tied into each 
study's aims (Jindrich, et aI., 2003, Serina, et al., 1997, Wu, et al., 2003), with each study 
addressing specific tasks and not assessing the changes in finger deformation when the 
task performed is changed. This research has been used by a number of researchers to 
create models of fingertip deformation (Jindrich, et al., 2003, Serina, et al., 1998, Wu, et 
al., 2003). As such the aim and objectives ofthe existing research must be assessed and 
the information relevant for this study chosen carefully. For example, studies that have 
been done into the deformation of the finger under tangential forces (N akazawa, et al., 
2000, Pataky, et al., 2005) and when subject to vibration (Dong, et al., 2005) are not of 
interest for this study, as they do not investigate the interaction between a fingertip and a 
fingerprint sensor, or a surface similar to a fingerprint sensor. No research addressing 
fingerprint area currently exists, however, this is presumed to be related to fingertip 
deformation. 
The well referenced study done by Serina et al (1997) forms the basis of a number of 
other investigations relating to finger deformation. In this study the deformation of the 
finger tapping against a rigid surface was investigated. This study found the fingertip to 
be non-linearly visco elastic, exhibiting rate dependence, significant hysteresis and a non-
linear force-displacement relationship. In addition, the angle of the fingertip was found to 
be influential on the deformation, as was fingertip geometry. This was attributed to the 
difference in thickness of the soft tissues of the fingertip at different angles. 
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Consideration of the shape ofthe distal phalanx that serves as the base for the ungual pulp 
in the fingertip shows it to have an almost hooked shape, where the pulp is thickest at the 
middle of the pad underneath the nail and thinnest at the distal end of the fingertip. This 
shows how the total soft tissue thickness changes around the fingertip. Presumably, this 
will result in shorter lengths of fibrous tissues spanning between the bone and the skin 
that will flex less when pressure is applied. This will, in turn, make the tissues stiffer and 
supports the theory of Serina et al (1997) that stiffness differs according to angle of force 
application as different angles will apply force to different section of the fingertip. 
In the study of Serina et al (1997) the maximum force that is exerted on the finger is 5N. 
This is a light load compared to the finger's capability (see Section 2.3.4). The non-linear 
relationship between force and displacement results in 62% of the deformation occurring 
below IN. As the force raises above IN, the viscosity of the finger increases dramatically 
and appears to be approaching constant when 5N has been applied. This can be seen in 
Figure 2-22, which shows the force displacement curve of a finger tapping against a rigid 
surface. As over 5N is likely to be exerted on a fingerprint sensor when it is used, this 
may result in a linear relationship existing at higher force levels. At forces below IN a 
significant difference was found between the stiffness ofthe fingertip at different angle. 
This difference is theorized as being due to the difference of thickness of the finger pulp. 
This difference was not found at 5N force, showing a maximum value of stiffness in the 
fingertip that is reached at different forces according to soft tissue thickness. This adds to 
the argument for a linear relationship between force and displacement at higher forces. 
By extending the curve shown in Figure 2-22, the possibility of the fingertip reaching a 
maximum compression where increasing force will not result in increasing deformation is 
suggested. This would allow for a force level to be set, above which the maximum 
deformation would occur. Taking deformation to be related to contact area and therefore 
fingerprint area, this would allow for the removal of force as an influential factor on 
fingerprint area. A problem for this idea is that the finger will be damaged if sufficient 
force is applied to it. As no existing research looks at finger deformation above 5N it is 
not known if deformation reaches a maximum before damage occurs, or if deformation 
occurs until the point damage occurs. 
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Figure 2-22 - A typical fingertip force-displacement curve for a finger tap 
(Serina, et al., 1997) 
Other studies into fingertip deformation find similar results to Serina et al (1997). A later 
study performed by lindrich et al (2003) used a similar testing technique to Serina et al 
(1997), adding to the previous study by showing the force exerted by the finger during the 
tapping. This helps to understand the relationship of the force to the deformation. As the 
finger impacted a rigid load cell, a sudden spike could be seen in force that then reduced 
before reaching a second maximum. The first maximum corresponds with the effects of 
the inertia of the finger while the second comes from the weight of the finger and muscles 
pressing against the load cell. With the fingertip having rate dependent deformation, the 
sudden impact ofthe fingertip will result in the soft tissues stiffening and transmitting 
more of the force to the load cell. After this the rate is reduced, softening the soft tissues, 
until the displacement increases to a level that again increases the stiffness of the soft 
tissues. 
Wu et al (2003) also found the finger to be non-linearly elastic and have time dependant 
characteristics. In this study, rather than letting the subject apply the force, a vertically 
moving plate that pressed on the finger caused a controlled amount and rate of 
deformation. As with other studies, only low forces were applied to the finger. 
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While in existing research there exists a good consensus on the properties of the fingertip, 
all testing that has shown this is based on testing under loads much lower than 5N 
(Serina, et al., 1997, Wu, et al., 2003). As discussed in Section 2.2.3.4, this is not 
representative of the optimal force that needs applying to a fingerprint sensor (Kukula, et 
al., 2007). As the physical properties ofthe finger are known, further investigation will 
allow the development of a model to predict how the finger will deform during usage. 
Extending this to assume finger deformation is related to the contact area between the 
. finger and an object, or the fingerprint area; it can be posited that the production of a 
model predicting the size of a fingerprint is possible. Models of fingertip deformation 
shall now be discussed, as these are central to this concept 
2.3.6 Fingertip deformation modelling 
Modelling of the fingertip's deformation has been done by a number of researchers. This 
has been done for purposes such as investigating the effects of force on tactile receptors 
(Maeno, et al., 1998, Srinivasan and Dandekar, 1996), aiding the design of prosthetic 
devices (Rubin and Bodner, 2002) and investigating the causes of various hand related 
diseases (Serina, 'et al., 1997, Wu, etal., 2003). These models can be classified into three 
groups according to how they have been constructed; homogeneous models, 'Waterbed' 
models, and finite element (FE) based models. Each of these model types has advantages 
and disadvantages. 
2.3.6.1 Homogeneous models 
Homogeneous models ignore the composition of the finger and treat the finger as a solid 
material. Two studies that have developed homogeneous models are that by Pawluck and 
Howe (1999) and that done by Wu et al (2003). These models are largely based on 
previous work done characterising the force response of the soft tissues ofthe body to a 
controlled deformation in in-vitro setting. In particular, the quasi-linear visco elastic 
model proposed by Fung (1981) has been used by a number of researchers. This model is 
based on tests of soft tissues in tension rather than the compression that the finger is 
placed under during its interaction with an object and subsequent deformation. 
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In Fung's (1981) model the tissues are described as having an instantaneous elastic 
response and a reduced relaxation function. These can be thought of as being a system of 
a spring and dashpot respectively. The spring will produce an instantaneous deformation 
proportional to the load. In a linear visco elastic model such as the Kelvin model (Fung, 
1981) that Fung's model is loosely based on, a dashpot produces a velocity proportional 
to the load. However, in homogeneous models, to take into account the non-linear nature 
of the visco elasticity, the dashpot must also take into account the force history ofthe 
system. 
Wu et al (2003) used Ramp-and-hold type deformations to assess the model parameters 
and assess the models fit. Ramp-and-hold type deformations involve increasing the 
deformation at controlled rate to a preset amount, which is maintained for a set time. 
Pawluk and Howe (1999) did similar to produce the model parameters but used 
sinusoidal deformations to test the model. It can be seen in the evaluation against the 
sinusoidal deformations that the model gains accuracy as the finger is conditioned to the 
deformations. The first deformation results in a force peak that has the largest deviation 
from the model. Each successive peak then has a lower deviation. These error levels 
reach a maximum of 18% although the variation between successive trials was 12%. The 
author attributes these errors to small variations in finger contact. This suggests that while 
there is an appreciable difference between successive trials, the model doesn't fully take 
into account the force history of the fingertip and its effects on hysteresis. It is interesting 
to note that the model parameters were found to correlate wel1 with finger size, with 
larger fingers being softer. As only a sman number of participants were tested during the 
trials (n=4), this was not followed up but does suggest that finger deformation is 
influenced by fingertip size. 
The studies done by Pawluk and Howe (1999) and Wu et al (2003) both test finger 
deformation at differing speeds. In a preparatory set of tests, Pawluk and Howe tested the 
nature ofthe deformation when the force was applied at different speeds. As documented 
by other researchers (lindrich, et al., 2003, Serina, et al., 1997, Wu, et al., 2003), less 
deformation was found to occur when the rate of force application increased, however, 
saturation values were found of2mmls and 60mm/s deformation. Above and below these 
values the resultant force applied by the tissues was not found to change according to 
deformation. The study done by Wu et al (2003) concentrates on the lower deformation 
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rates and agrees with the lower saturation value. Given the quick application offorce that 
will occur during fingerprint sensor usage, it is considered likely that the fingertip will 
experience a deformation rate of higher than 60mm/s, however no research has been 
found to confirm this. This means that the rate dependant changes in finger properties do 
not need to be assessed in a model of finger deformation during fingerprint sensor usage. 
Pawluk and Howe (1999) recommend that for better modelling the different sections of 
the deformation ramp in the ramp-and-hold phase should be modelled as separate models. 
This suggests it may be possible that higher force application levels may allow for a 
simpler model than that proposed by Pawluk and Howe (1999) for finger deformation 
modelling. 
Neither Pawluk and Howe (1999) or Wu et al (2003) include fingertip size in their model. 
While this may be taken to say that they do not regard it as being influential on fingertip 
deformation, a closer look at their studies shows this is not necessarily true. The testing of 
Pawluk and Howe (1999) shows each subject tested having different relationships 
between force and stiffness. All are linear, however, the rate of stiffness change can be 
clearly seen to be different and the study goes on to produce separate models for each 
subject. As such finger size differences are eliminated from the model. Wu et al (2003) 
also eliminates finger size considerations from the model, by averaging the results of all 
subjects. 
Both of the studies discussed are based on the data from only 4 subjects, do not consider 
the effects of finger size, only test at low forces and do not taking the effects of inertia 
into account. The study done by Pawluk and Howe (1999) also shows the problem of 
Fung's model struggling to cope with sinusoidal deformations. However, both studies 
show a good fit for ramp and hold measurements, which is the type of action loading that 
the fingertip is under when placed against a fingerprint reader. Ifthese shortcomings can 
be overcome, this suggests that modelling of the fingertip as a homogeneous material is a 
possible method for predicting fingerprint area. 
2.3.6.2 The 'Waterbed' models 
The 'waterbed' model of fingertip deformation was first proposed by Srinivasan (1989) 
and is based on work done with primate fingers. This work has been later built on to 
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apply to human fingers by Serina et al (1998). Srinivasan (1989) proposes modelling the 
fingertip as a linearly elastic membrane of negligible thickness surrounding an 
incompressible fluid. The model produced predicts the deformation for a line load and is 
2 dimensional in nature. When a line load is applied to the finger model, the area of the 
incompressible fluid must stay the same and the linear elasticity of the surrounding 
membrane dictates how it will deform. These models are mathematically simpler in 
nature to the homogeneous models as they are purely static and do not take into account 
the mechanical history of the fingertip. This gives the advantage of reducing potentially 
unnecessary complexity in the model and the disadvantage of not including the effects of 
the force history of the fingertip, an issue that can be assumed influential given the visco 
elastic nature of the fingertip (Serina, et al., 1997). 
Testing ofSrinivasan's (1989) model against measurements from a small sample of 
individuals (n=3) shows that it is accurate for deformations up to 3mm from the load. The 
experimental results and model predictions can be seen in Figure 2-23. In this the 
deformation at distances from the point of a set deformation being applied can be seen to 
be accurate with deformations beyond this rapidly losing accuracy. The model also 
appears to have a greater accuracy when the set deformation is lower; the predictions for 
the 2mm set deformation in particular appear to have a low accuracy. 
The model proposed by Srinivasan (1989) does have problems, both relating to its own 
purpose and this study. It models the fingertip as being flat and of constant cross section 
that is not representative of a true finger. Srinivasan (1989) aims to assess the reactions of 
mechanoreceptors in the skin but as deformation is predicted, this is made difficult. 
Predictions of stress and strain within the materials of the skin would make predictions of 
mechanoreceptor responses easier. For this study, the load applied is a line load and a 
maximum force of I N is applied, neither of which relate to how a fingerprint sensor is 
used. 
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Figure 2-23 - Experimental skin surface deflections and model predictions 
for various depths of indentation on 4 monkey fingertips (Srinivasan, 1989) 
Serina et al (1998) develops the waterbed model to include contact area predictions. The 
model was changed by making the membrane thickness approximately Imm, similar to 
the human epidermis thickness, and giving the membrane elasticity values taken from in 
vitro tests on cat skin. The size of the fingertip model was specified from previous 
fingertip size measurements. The model was then tested against previous deformation 
measurements (Serina, et al., 1997) and finger contact area measurements of 5 subjects. 
The model predicted contact area and deformation of the finger at a 45 degree angle to a 
surface for forces up to 5N. It can be seen in the results that the model underestimated the 
deformation when the finger was under less than 2N of force. The contact area 
predictions are reported as closely matching the experimental data, however, the graph 
presented shows the predictions underestimating the experimental data. The experimental 
data shows a rapid increase in contact area below IN and a linear relationship between 
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force and contact area above. This suggests that for this study the relationship between 
force and contact area may be linear at the higher forces involved during fingerprint 
sensor usage. This would simplify the production of any model. 
While predicting finger contact area shows that it may be converted to predicting the 
fingerprint area for a fingerprint sensor, this is hindered by this models use of the fmger 
at an angle of 45 degrees. This is done to keep the contact area symmetrical, so 
simplifying the mathematics involved. For use for fingerprint area prediction, the model 
would need to be redeveloped to apply to a finger in a posture more appropriate for 
fingerprint sensor usage. As this results in a non symmetrical contact area shape, the 
author notes that this will add to the complexity of the model (Serina, et aI., 1998). 
As the model of Srinivasan (1989) is 2 dimensional in nature, it is inappropriate for 
fingerprint area prediction. Finger deformation is also modelled to a maximum of Imm, 
an amount that will be surpassed during fingerprint sensor usage as larger forces than 
those modelled will be applied by the finger, as discussed in Section 2.2.3.4. The model 
of Serina et al (1998) is much more promising as it is proven to make approximate 
predictions of finger contact area albeit at a 45 degree finger angle. The model also 
includes finger size, although the effects of this are not investigated with a mean value 
being used. The static nature of the model may introduce a problem, however, this 
deserves further investigation. As the experimental data performed by Serina et al (1998) 
suggests the relationship between force and contact area is linear above IN then this 
suggests that a simpler model may be implemented than any of those discussed here when 
forces above IN are considered. As 9N has been shown to be optimal for fingerprint 
sensor usage, this is considered probable (Kukula, et al., 2007) (see Section 2.2.3.4). 
2.3.6.3 Finite element models 
The Finite Element (FE) fingertip models form the most complex group of models. These 
models use computer based finite element analysis methods to perform simulations ofthe 
stress and strain within the biomaterials in the finger and their subsequent deformation. 
The main difference between FE models and other model types is the added complexity 
and the need for a computer. A good introduction to FE analysis has been produced by 
Widas (1997) and this gives a more detailed description on the nature of FE models. 
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Rather than attempt the task of modelling the true complexities of the fingertip, the 
models used by different researchers are simplifications of the structure of the fingertip 
and sometimes model the finger in two dimensions to further simplifY the model and 
reduce simulation calculation times. 
The two dimensional model produced by Maeno et at (1998) aims to assess the tactile 
receptor responses in the fingertip during shear movements. The researchers model the 
fingertip as comprising skin, soft tissues, bone and nail with the nail and bone having 
their position fixed and so not being considered to deform or move during finger 
deformation. Two variants of the FE model were produced with one having epidermal 
ridges and papillae that model the effects of the fingerprint. The model with epidermal 
ridges and papillae showed that these reduce slippage and increase the sensitivity of 
tactile sensation. 
This model is good for assessing the tactile receptor responses, giving predictions of 
receptor responses during deformation and lateral movements of the finger. However, it is 
hindered by the sources of the parameters for the FE model and the fact that no empirical 
testing of the model was performed. The size of the model was taken from measurements 
of a single cadaver finger and material property tests were performed on a single finger to 
determine the relative elasticity of each material. While the experimental protocol used to 
measure the properties was good, performing measurements on only one finger limits the 
generality of the collected data and hence its application to a larger population. 
Interestingly in these tests it is found that finger deformation is related to finger contact 
area. This leads to the authors treating the model as having a nonlinear relationship 
between contact area and load instead ofthe more common deformation and load. This is 
of interest for this study as it indicates that the FE models could be used as a basis for a 
model predicting finger contact area. As this relationship is discussed purely with regard 
to finger deformation, this can be extended to apply to a finger deformation model. 
The model produced by Wu et at (2002) has a simpler structure than the model ofMaeno 
et al (1998), being composed of bone, nail and soft tissues. The geometry of these 
sections was fixed and not considered to differ between individuals. The sections of this 
model, sizes of each section, nature of the force applied, ll.(f), and resultant vertical 
displacement, ll.(t), can be seen in Figure 2-24. Complexity was added by modelling the 
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soft tissues with non-linear visco elastic characteristics, similar to the quasi linear visco 
elastic properties used in many continuum models (Fung, 1981). This model has been 
developed by the same author to include separate skin and soft tissue sections (Wu, et al., 
2003). The parameters for both of these models were taken from previous, in vitro, tests 
found within literature. For finger size the author chooses to use a single finger size, 
claiming it to be representational of the male population but gives little evidence to 
support this. 
The later model is tested against data collected by previous researchers doing in vivo tests 
(Rempel, et aI., 1994, Serina, et al., 1997). The model's predictions agree well when 
compared to the data of Serina et al (1997) where the effects of hysteresis do not appear 
to be fully modelled, but other than this, the predictions appear good (see Figure 2-25). 
When compared to the experimental data of Rem pe I et al (1994), it can be clearly seen 
that the model does not taking inertia into account. Inertia can be noted as not being taken 
into effect in any of the models discussed so far (see Figure 2-26). The spike offorce in 
the experimental data that is not accounted for by the model is due to the inertia of the 
finger as it reaches the end of a keys travel. As the model fits the experimental data well 
it can be assumed that stress and strain values can be calculated for any part of the tissues, 
as this is a function of FE analysis. This makes this model the most accurate of those 
discussed despite the fact that it is based on in vitro tests. The main drawbacks of this 
model are its two dimensional nature, exclusion of finger size and the high complexity of 
the model. 
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Figure 2-25 - Force displacement curves for unloading and loading for the 
model of Wu et al (2003) and the experimental data of Serina et af (1997). 
Source - Wu et af (2003) 
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Figure 2-26 - Graphs of force and displacement of the finger pad during 
keystroke over time of the model predictions of Wu et al (2003) against 
experimental data from Rempel et al (1994). Source - Wu et al (2003) 
Dandekar et al (2003) presents a three dimensional model of fingertip deformation. As 
, with other models, this is a simplification of the structure ofthe finger and aims to model 
both the physical deformation and the mechanoreceptor responses to force applied. The 
surface of the three dimensional model was taken from video microscopy of a single 
finger and the model was split into five sub sections. These corresponded to 2 skin levels, 
adipose cells, fibrous tissues and bone placed in concentric layers. This does not conform 
to the known structure of the finger where the adipose cells are enmeshed in the fibrous 
tissues. Bone size was taken from an X ray of a finger and the other tissue placements 
from scaling the outer surface inwards. While it is clear that the scale factors for skin 
were taken from literature, the source for the scale factors for the adipose cells and 
fibrous tissues is unclear as they are not present as layers in real fingertips. Instead the 
fibrous tissues span between the skin and bone and the adipose cells are present around 
the fibrous tissues. 
To define the mechanical properties of each material a variety of different material 
properties were tested against data collected in a previous study (Srinivasan, 1989). Each 
material was assumed to be linearly elastic and therefore the model does not consider the 
force history of the fingertip. The relative elasticity of each material varied with the only 
assumptions used being that bone was much stiffer than the other tissues and the soft 
tissues were incompressible. The material properties found to best fit the data reflect that 
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found in other models and literature for all materials except the adipose cells and fibrous 
tissues which were found to have same properties. This is most likely due to these tissues 
being modelled in layers here whereas in reality they are enmeshed together. 
As this study aimed to produce a model predicting tactile sensor responses of the finger, 
the testing of the model performed was to compare its sensor response predictions to that 
from existing studies. The ability of the model to do this is not of interest for this study, 
so analysis of its applicability is left to assessing the fit of the model to the data it is based 
on. Unsurprisingly the predictions are close to the data it was based on. This data was 
taken from tests on three subjects (Srinivasan, 1989) and presumably averaged to produce 
the data that was used to determine material properties for this model. The author 
discusses this, claiming that the difference between the predictions and individual 
subjects data was small and concluding that modelling the inhomogeneous material was 
more important than the geometrical differences between the individual fingertips. The 
differences between the predictions and individual subject data are not shown so the 
effect of this cannot be seen qualitatively. 
All of the studies discussed develop FE based models that have more detail in them than 
the homogeneous or waterbed models. This results in all the models being successful in 
their aims, whether it be modelling the physical deformation, the mechanoreceptor 
responses or both. While this is a success, it is clear that the extra work performed in 
producing these models has resulted in these models being based on previously collected 
data. This gives these models the same problem as the other model types discussed; the 
models being designed to make predictions at lower forces than may be used with 
fingerprint sensors. The lack of assessment of the effects of finger size also compromises 
the models. 
2.3.7 Fingertip summary 
The hand is a versatile tool that is capable of exploration, manipulation and 
communication. When the hand interacts with a fingerprint sensor the fingertip forms the 
sole point of interaction and as such, an appreciation of the characteristics can suggest 
methods for preventing the use of artificial fingerprints. 
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Existing literature shows the fingertip to be constituted of a number of different 
biomaterials that together give it complex visco elastic properties. The characteristics that 
fingertips were found to exhibit include force direction dependence, rate dependence, 
significant hysteresis, a non-linear force-displacement relationship and an influence of 
finger geometry. 
It is through the modelling of the fingertip that a link between finger contact area and 
finger size may be found. Contact area with an object has been noted to be proportional to 
deformation in one study (Maeno, et al., 1998) and force applied in another (Serina, et 
al., 1998), however, a model of the nature of either of these relationships has yet to be 
produced. If the effects of finger size on finger deformation can be assessed with specific 
relation to finger contact area, it is possible that it can be used to differentiate between 
different fingers and also provide a test to identify real and artificial fingerprints. 
Many models of fingertip deformation have been produced to predict both finger 
deformation and mechanoreceptor responses. In many of these models fingertip size is 
not included due to the small nmuber of subjects used for model production and/or 
validation. Even in the model found that does include it, no attempt was made to assess 
the effects of finger size (Pawluk and Howe, 1999). The models reviewed prove that 
fingertip deformation is predictable and that the effects of fingertip size have not been 
fully assessed. If the effects if this can be quantified then it is possible that a model of 
fingertip deformation can be produced that allows for finger size to be determined from a 
measurement of the finger contact area. 
2.4 Body proportion 
Assmuing that fingerprint area can be predicted from fingertip size, it is logical to 
investigate whether any other body size measurements can be predicted from fingerprint 
area. An appreciation of the proportionality of the body gives an understanding of how 
this may be done. 
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2.4.1 Anthropometric measurement variation in the body 
Body size is commonly assessed using anthropometric measurement techniques and these 
have shown body limb lengths, breadths and circumferences to be normally distributed 
(Pheasant, 1984). In many anthropometric reports measurements are compared to the 
populations values by calculating percentiles using the properties of the normally 
distributed popUlation. These present the measurement as a value showing the percentage 
of the population that will be smaller than the measured value. For example a 50th 
percentile stature measurement will be a value that 50% of the population is shorter than. 
This is shown graphically in Figure 2-27. 
I Fre.qUency (prob. ability) of occurrence of people of a certain height 
5 % of population 
in this shaded area 
t 
5th percentile 
t 
50 th percenti le 
Average (mean) 
5 % of population in 
this shaded area 
t Height of a person 
95 th percentile 
Figure 2-27 - Histogram showing the normal distribution of 
anthropometric data and its relation to percentile values (Pheasant, 
1984) 
This shows the manner in which all body measurements range in size. For this study it 
would have been advantageous for similar percentile values to be had for all body 
measurements, for example people with 20th percentile height to also have 20th percentile 
arm length and weight. However, this has been proven to be incorrect. 
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In an analysis of the anthropometry of the 4063 US Air Force personnel, Daniels (1952) 
selected subjects who were approximately 50th percentile for stature. Subjects that were 
not also approximately 50th percentile for 9 other measurements in turn were then 
removed (see Table 2-12 for dimensions used and measurement ranges). Of the 1055 
subjects initially fonnd to have 50th percentile stature, only 12 were left when another 5 
measurements were included and none were left by the time all 10 measurements were 
included. This is a reduction in the number of subjects of at least 33.33% for the addition 
of each measurement. This shows that a percentile value for one measurement does not 
imply that other measurements will be of a similar percentile. However, this does not 
mean that there are no relationships between anthropometric body measurements. 
Variable 50m percentile +/- Number Percentage Percentage 
0.350 range (cm) included reduction of sample 
Stature 173.95 - 177.95 1055 74.03 25.97 
Chest Circ. 96.95 - 100.95 302 71.38 7.43 
Sleeve Length 83.95- 86.95 143 52.65 3.52 
Crotch Height 81.95 - 84.95 73 48.95 1.80 
Vert Torso Circ 162.95 - 166.95 28 61.64 0.69 
Hip Circ ·103.95 - 108.95 12 57.14 0.30 
Neck Circ 36.95- 38.95 6 50.00 0.15 
Waist Circ 78.95 - 83.95 3 50.00 0,07 
Thigh Circ 54.95 - 57.95 2 33.33 0.05 
Crotch Length 69.95- 72.95 0 100.00 0.00 
Table 2-12 - The number of subjects from a sample of 4063 men with 
50th percentile for 10 body measurements added incrementally as found 
by Daniels (1952) 
The problem with assuming all body size measurements to be of the same percentile has 
been shown by a number of pther researchers (Clauser, et al., 1972, Haslegrave, 1986, 
McConville and Churchill, 1976). McConville and Churchill (1976) add further data to 
that presented by Daniels (1952) by showing a range of body size measurements as ratios 
to stature for three subjects groups, small, regular and large. The three groups being 
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defined by stature percentile with short being below 10th percentile, regular being 
between loth and 90th percentile and large being above 90th percentile. The ratios for the 
male measurements can be seen in Figure 2-28. The ratios for female measurements are 
not shown due to their similarity to the male ratios. 
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Figure 2-28 - Subset mean values for selected variables as a ratio of 
stature for a male subject group (McConville and Churchill, 1976) 
A clear difference can be seen between the three groups. The long group appears to have 
proportionally longer legs and shorter torsos than the other two groups. The authors note 
that this difference is significant giving the example of the sitting height difference 
between the short and long groups of 1.4% which when used with the mean stature of the 
regulars gives a height predictions that differ by 2.4 cm. McConville and Churchill 
(1976) aimed to apply anthropometric data more accurately to workplace design and 
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differences such as this would need consideration if body size predictions were to be 
used. 
These issues deserve consideration if predictions are to be produced of body size. They 
do not, however, suggest that predictions are impossible to produce, merely that care 
must be taken. Studies into the types of human physique and correlations between body 
measurements both suggest that while not perfect, relations do exist between body 
measurements. These shall now be discussed. 
2.4.2 Human physique 
In an investigation into the efficacy of constitutional psychology, Sheldon et al (1940) 
aimed to predict personality traits from the physique. In order to do this, a comprehensive 
method of classifying the physique of the human body was developed which used 
measurements of 4000 subjects. Three first order component factors, or somatotypes, 
were identified, Endomorphy, Mesomorphy and Ectomorphy (see Figure 2-29). Every 
human body contains each of these factors to a certain degree, the amount of each 
detennining the physique type. 
Possible second order factors such as dysplasia, gynandromorphy, texture and hirsutism 
amongst others were then identified, however, only limited investigations were done of a 
small number of the possible factors. 
While the first order factors were identified in a qualitative manner, subsequent 
anthropometric measurements were taken and a method developed to determine the effect 
of each factor on the physique from a set of 17 measurements. The developed method 
was found to be accurate in predicting the physique type compared to subjective 
assessment and this suggests there is a natural body proportion for each body type. This 
suggests that if physique type is known then an accurate prediction may be obtained for 
one body dimension from another. 
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First order component factor 
Endomorphy 
Relative predominance of soft roundness 
throughout the various regions of the 
body. When endomporphy is dominant 
the digestive viscera are massive and 
tend relatively to dominate the bodily 
economy. The digestive viscera are 
derived principally from the endodermal 
embryonic layer. 
Mesomorphy 
Relative predominance of muscle, bone 
and connective tissue. The mesomorphic 
physique is normally heavy, hard, and 
rectangular in outline. Bone and muscle 
are predominant and the skin is made 
thick by a heavy underlying connective 
tissue. The entire bodily economy is 
dominated, relatively, by tissues derived 
from the mesodermal embryonic layer. 
Ectomorphy 
Relative predominance of linearity and 
fragility. In proportion to his mass, the 
ectomorph has the greatest surface area 
and hence relatively the greatest sensory 
exposure to the outside world. Relative to 
his mass he also has the largest brain 
and central nervous system. In a sense, 
therefore, his bodily economy is relatively 
dominated by tissues derived from the 
ectodermal embryonic layer. 
Example extremes of this physique 
type 
Figure 2-29 - Component factors of human physique according to 
Sheldon et al (1940) with examples of extremes of each type. 
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The effect of each factor was assessed on a scale from 1 to 7 in turn to give each subject a 
three digit value denoting his or her physique. This gives a possible 343 physique 
possibilities. However, this large number of physique types was not found in the 4000 
subject that Sheldon et al (1940) tested. Only 76 different physiques were. It was found 
that strength in one physique factor often inhibited strength in others. For example when 
a measurement of 6 in one component was found, no others were found above 3. Low 
component measurements' of 1 were also more common than high ones of 7 and there was 
also a strong negative correlation between Mesomorphy and Ectomorphy. 
While still a large number, this does suggest that if the physique type is known then 
predictions are possible. Ifit were possible to reduce the assessment of physique to a 
simple statement of dominant physique type then this would make the predictions easier 
to make as well. 
It is interesting to note that each of the body physique components appears to deal with 
body breadth factors relating to body composition, for example amount of muscle and 
amount of fat. In none of them is height considered. This suggests that predictions of 
height and other skeletal length variables may be made simpler than breadth, width or 
circumference measurements that will depend more on physique type. If the 
proportionality of the body found in the study of Sheldon et at (1940) extends into the 
hand and fingertip, this forms a potential method for prediction of body dimensions from 
hand and fingertip measurements. 
2.4.2.1 Issues for human physique assessment 
While the concept of physique assessment provides possibilities for body size prediction, 
some issues are notably absent from the work presented by Sheldon et at (1940). Racial 
characteristics are not assessed, females only given an introductory study and the effects 
of time not investigated. The effects of issues such as diet change', exercise and age raises 
the question of the permanence of a physique. For example, is it possible for someone to 
change body type from being primarily an Ectomorph to primarily a Mesomorph through 
weight training? If it is, this raises questions of a hypothesis where physique assessment 
is application to body size measurement prediction using physique as a factor. 
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Sheldon et al (1940) does not fully investigate the permanence of physique but does 
perform some introductory research into it. This work suggests that physique is indeed 
permanent with an individuals weight changing throughout their life but this resulting in 
them merely becoming a lighter or heavier example of their physique. 
As the physique assessment technique of Sheldon et al (1940) does not take bone length 
into account, research into how fat and muscle distribution change during life gives extra 
information into the permanence of a physique. 
A number of studies illustrate how the body fat levels and distributions change (Mueller 
. 
and Reid, 1979, Mueller and Wohlleb, 1981). It has also been shown that the distribution 
offat around the body stays constant despite changes in overall fat level changes (Garn, 
1955). These two facts support the work of Sheldon et al (1940) and suggest that different 
physiques are partial~y due to different fat distributions and that physique is permanent. 
The study by Gam (1955) suggests a classification of body fat distribution using z-scores 
which can be seen as a method of classifying physique using skin fold measurements 
rather than the anthropometric methods of Sheldon et al (1940). While interesting, it is 
based on significantly less data than the large study performed by Sheldon et al (1940). 
Whilst the distribution of fat has been found not to change, the distribution of muscle 
mass around the body has been found to be affected by a number of factors. As can be 
expected, significant differences in muscle distribution exist between the genders 
(Janssen, et al., 2000), however, it is factors that will change the muscle distribution over 
time that will change the body's proportions and therefore physique type. Exercise has 
been found to develop muscles in body areas dependent on the exercise performed 
(Chilibeck, et al., 1998). Age is a factor with body muscle mass tending to decrease 
above 50 years over the entire body at different rates, the highest rates being found in the 
appendages (Frontera, et al., 2000, Gallagher, et a!., 1997, Janssen, et a!., 2000). 
These factors suggest that the physique type is not as permanent as might be hoped, as 
muscle mass distribution can be changed around the body. However, as fat distribution 
and skeletal size do not change there appears to be some permanence in physique. When 
combined with the large number of physiques identified by Sheldon et al (1940) physique 
identification becomes a potential technique that may be developed for limb size 
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prediction although it does have problems to do with complexity and also permanence. 
Whether physique type influences hand geometry is also undetermined. A simpler 
approach to assessing the possibility for prediction limb size measurements is to merely 
look at the correlations between various measurements. If these are strong enough then 
physique assessment may be unnecessary. 
2.4.3 Simple correlations between body measurements 
Many body measurements have been found to correlate well with others with work 
concentrating on those that can be used for clinical and anthropological applications. 
Studies have shown links between body dimensions such as knee height and stature 
(prothro and Rosenbloom, 1995) and metacarpal bone length and stature (Musgrave and 
Harneja, 1978). Other studies have given equations that allow for estimation of body fat 
from various other anthropometric measurements such as waist circumference, height and 
arm skin fold (Dezenberg, et al., 1999, Rush, et al., 1998). These studies show that there 
are relations between the body measurements and it is the nature of these relations that 
influence the production of a finger contact area model. 
A number of sources have published tables of simple correlation coefficients for a range 
of measurements that help to show the proportions of the body. Pheasant (1984) gives a 
summarised table of the correlation coefficients for groups of anthropometric measures 
that can be seen in Table 2-13. 
While the original source of this data is not given, these correlations agree with those 
found in other sources (Croney, 1971, Kroemer, et al., 1997). Of particular interest are 
the strong correlations between height and limb lengths, and weight to limb and trunk 
breadth, depths and circumferences. The strong relationships between different limb 
lengths appears to show the influence of stature, while the breadth, depths and 
circumferences appear to be more attributable to weight. 
Haslegrave (1986) presents correlation tables separated into decile groups according to 
both stature and weight that agree with this. When separated according to weight, higher 
correlations were found with breadth and depth measurements while limb and torso 
lengths dominate when the sample group was split into decile groups according to stature. 
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I Interestingly the correlations shown by this study show that while the correlations present 
I do vary according to the decile groups, this occurs minimally. This shows the body 
proportion of the subjects was constant throughout the population when stature and 
weight were considered. The only difference found was in the heaviest subgroup of the 
sample where a higher number of correlations between stature, widths and depths were 
found. 
Group A B C D E F G H 
A Stature -
B . Weight 0.51 -
C Heights, reaches and limb 0.84 0.46 0.63 
lengths 
D Trunk breadths and depths 0.27 0.77 0.24 0.59 
E Trunk girths (including. 0.29 0.79 0.27 0.56 0.54 
neck) 
F Limb breadths and girths 0.25 0.78 0.29 0.50 0.48 0.54 
G Hand and foot 0.42 0.41 0.34 0.23 0.26 0.31 0.47 
H Head and face 0.23 0.26 0.17 0.17 0.16 0.17 0.19 0.16 
Table 2-13 - Typical values of the correlation coefficient (I) for groups of 
anthropometric measures from Pheasant (1984) 
More detailed correlations are given by Clauser et al (1972) from a survey of 1905 
female United States (US) Air Force personnel. In this 137 measurements were 
performed ranging from large measurements like stature to small measurements such as 
nasal breadth. Correlation values are presented for all pairings. Of particular interest for 
this study are the smallest hand measurements taken; hand length, hand breadth and hand 
circumference. The distribution of the correlation coefficients for these three variables 
can be seen in Figure 2-30. 
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Figure 2·30 - The distribution of correlation coefficients for three hand 
measurements (Clauser, et al., 1972) 
This shows the wide range of coefficients present for each variable. Inspecting the table 
of correlations presented and taking a cut off correlation value of 0.6 it can be seen that 
hand length has more high correlations than the other two hand measurements. Hand 
length has 8 correlations coefficients above 0.6 and these include a range of 
measurements such as stature, cervical height and waist height. All of the higher 
correlating measurements are bone length measurements, so reinforcing the previously 
discussed idea that lengths correlate well · with each other. Following this idea, hand 
breadth and hand circumference would both be measurements that would correlate well 
with weight, breadths, depths and circumferences, however this is not found in the data 
presented by Clauser et al (1972). Few hand breadth correlate at a higher than 0.6 level 
with hand circumference, while hand circumference correlates well with hand breadth 
and wrist circumference. 
The higher number of correlations with hand length accounts for the peak in Figure 2-30 
for hand length, which is not present for the hand breadth and hand circumference 
dimensions. In turn this suggests that when taking the hand into account, length 
measurements correlate with each other to a larger extent than breadths, depths and 
circumferences. It is also possible that the lower correlations of breadths, depths and 
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circumferences is due to other factors not being taken into account, such as the different 
physiques of the subjects. 
Garrett (1971) summarises a number of anthropometric surveys focusing on hand 
anthropometry measurement. In this the author produces nomographs that use hand 
length and breadth to predict various hand measurements including lengths, breadths and 
circumferences (see Figure 2-31). The accuracy of these is not discussed nor any testing 
with other subjects performed. While this detracts from the predictions, the use of hand 
length and breadth suggests that the use of a length and a breadth, width or circumference 
allows for other dimensions to be predicted. 
A number of researchers have used factor analysis to reduce a large number of variables 
into a smaller number of variables, or factors, by investigating the inter-correlations 
between the variables. Using factor analysis on a large number of skeletons, Skibinska 
(1976) attempted to reduce 19 measurements of lengths and breadths into appropriate 
factors. Each sex was analysed separately and the following factors were found, in order 
of strength, to be fundamental for skeletal body build: 
1. The length oflong bones; 
2. The size and massiveness of extremities; 
3. The trunk transversal size and bicondylar femur measurements. 
These factors appear to agree with that presented in the correlation tables in other 
publications (Croney, 1971, Kroemer, et al., 1997), however, it is difficult to ascertain 
whether precisely the same factors would be obtained as the original data is not supplied 
and this is needed to perform a similar factor analysis. The importance of the extremities 
to skeletal build is promising for the prediction of body dimensions from hand 
dimensions, showing the strong correlation ofthe hand measurements to other hand and 
feet measurements. Assuming that finger contact area is well correlated with hand 
measurements, then this suggests that hand and foot size may be predictable by finger 
contact area. Hand length was included in the strongest factor, suggesting that larger bone 
lengths can possibly be predicted from finger contact area, via hand length as an 
intervening variable. 
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Figure 2-31 - Nomograph allowing hand length and breadth to be used to 
predict other hand dimensions (Garrett, 1971) 
While the conclusions are interesting, the Skibinska (1976) study does have some 
limitations which deserve consideration, The extremities measures were all basic lengths 
and breadths of the larger proportions with small joint breadths and finger lengths not 
included, Inclusion of these would have been desirable for a model using correlations 
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between the fingertip and other body proportions. Also a table of correlation coefficients 
were given for all measurement pairings. It is notable in this table that few of the 
correlations have high coefficients, with only 17 of them being greater than 0.6, only four 
of these being higher than 0.7. These levels are lower than those presented by Pheasant 
(1984). 
2.4.4 Multiple correlations between body measurements 
Simple correlations assess the strength of a relationship between two variables and 
subsequent regression allows for the defining of this relationship mathematically. 
Multiple correlation and regression builds on this to allow the relationship between a 
variable and two or more predictor variables to be assessed and defined. This allows for 
more complex relationships to be defined and this has been done by a small number of 
researchers, usually as they report the results of an anthropometric survey. As such little 
analysis or discussion is done and studies only state the regression values and an 
associated r values. 
In a survey of 1905 female US Air Force personnel presented by Clauser et al (1972) 
various multiple regression formulae are presented. As 137 measurements were collected, 
the number of possible regression analysis is very large and only a limited number oftwo 
predictor variable formulae are presented. 
The two factor regression analysis performed used a range of predictor variables. These 
correspond to one measurement always being a length measurement while the other is 
either a weight or a circumference (see Table 2-14). While no reasoning for this choice is 
given it does suggest that for any prediction to be accurate a length measurement needs to 
be combined with a weight, breadth, depth or circumference. The simple correlations 
presented by Pheasant (1984) suggested that lengths correlate well with each other, as do 
weights, breadths, depths and circumferences. These multiple correlations further suggest 
that both are required for a good prediction. 
The correlation values found for the multiple regression formulae done by Clauser et al 
(1972) is encouraging for using this technique within this study for body size prediction. 
Many of the correlation values were about 0.7 with a small number reaching 0.9. The 
85 
large number of values presented makes analysis difficult, however, an effect of the size 
ofthe body part being measured can be seen. When trying to predict measurements of 
small body parts using measurements of larger body parts, a high correlation value was 
rarely found. An example of this is that none of the head size measurements performed in 
the study had a correlation value about 0.37 when stature and weight were used as 
predictor variables. 
Skeletal length variables Mass variables 
Stature Weight 
Cervical height Bust circumference 
Waist height Waist circumference 
Hip circumference-seven inches below the waist 
Table 2-14 - Predictor variables excluding head size measurements 
used by Clauser et al (1972) during multiple regression analysis 
McConville and Churchill (1976) warn about the dangers of assuming the body to be 
perfectly proportion and present multiple regression analysis of a number of previous 
anthropometric surveys of US Air Force personnel. Fewer predictor variable 
combinations are presented than those shown by Clauser et at (1972), however, they do 
all use a combination of a length measurement and weight as predictor variables. The 
maximum and minimum correlation values for the combinations used are shown in Table 
2-15. 
This illustrates the range of correlation values present in the body when multiple 
regression techniques are used. This again shows the effect of size when the highest 
correlating predictions are of large dimensions and the lowest correlating dimensions are 
small. In the surveys, measurements such as hand thickness, head breadth and ankle 
height were amongst the smallest performed. 
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Predictor Male r values Female r values 
variables Minimum Maximum Minimum Maximum 
Weight and 0.271 (hand 0.977 0.290 (head 0.977 
Stature thickness) (cervicale breadth) (cervicale 
height) height) 
Weight and sitting 0.276 (hand 0.930 (eye 0.220 (ankle 0.928 (eye 
height thickness) height/sitting) height) height/sitting) 
Table 2-15 - Maximum and minimum correlation values for the multiple 
correlation values presented by McConville and Churchill (1976) 
The influence of the size of body part measured size on correlation strength suggests that 
accurate prediction of body size from small hand measurements will be difficult. Whilst 
this may be true for predicting stature and weight, it is entirely possible that comparing 
smaller, closer dimensions to the hand, will allow for accurate predictions. In all the 
correlations presented by researchers such as McConville and Churchill (1976), the closer 
a dimension is to the predictor variables, the higher the correlation coefficient. 
The regression equations for hand measurements and associated r values for both studies 
discussed are shown in Table 2-16. 
None of the correlation values in Table 2-16 are exceptionally high, however, they are 
high enough to suggest a relationship. Looking at the coefficients for stature and weight 
shows that length measurements appear to have a greater input from stature while 
breadths, depths and circumferences have a greater input from weight. This suggests that 
while the need for both length and a weight, breadth, depth or circumference will give a 
stronger correlation than simply using one predictor variable, it is still a case of the type 
of measurement being influential on what can be predicted from it. 
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Predicted variable Formulae Correlation Source 
value 
Hand length (female) 0.089 x stature + 0.011 x 0.606 (Cia user, et al., 
weight + 3.32 1972) 
Hand breadth (female) 0.014 x stature + 0.015 x 0.457 (Clauser, et al., 
weight + 4.36 1972) 
Hand circumference 0.021 x stature + 0.051 x 0.509 (Clauser, et al., 
(female) weight + 11.97 1972) 
Hand length (male) 0.081 x stature + 0.028 x 0.654 (McConville and 
weight + 41.86 Churchill, 1976) 
Palm length 0.042 x stature + 0.019 x 0.538 (McConville and 
(male) weight + 27.94 Churchill, 1976) 
Hand breadth at . 0.016 x stature + 0.062 x 0.494 (McConville and 
metacarpals (male) weight + 49.22 Churchill, 1976) 
Hand circ at 0.031 x stature + 0.178 x 0.539 (McConville and 
metacarpals (male) weight + 130.12 Churchill, 1976) 
Hand thickness at 0.003 x stature + 0.021 x 0.271 (McConvilie and 
metacarpal 3 (male) weight + 18.91 Churchill, 1976) 
Table 2-16 - Hand measurement prediction formulae found in studies of 
United States Air Force personnel (Clauser, et al., 1972, McConville and 
Churchill,1976) 
For both the survey perfonned by Clauser at al (1972) and studies summarised by 
McConville and Churchill (1976) large numbers of US air force personnel formed the 
sample for all measurements. This gives both studies reliability due to the high number of 
subjects measured and also some disadvantages. Beyond sample sizes McConville and 
Churchill (1976) give no descriptions of the subjects used beyond the anthropometric 
measurements. Clauser et al (1972) does give a comprehensive description including 
rank, job, location, age, birthplace but does not apply any of this data to the regression 
analyses. This is unsurprising for a report that aims to provide information for the design 
of clothing and workplaces, however, consideration offactors such as job, age, racial 
origin and physique type may increase the correlation values found. 
88 
2.4.5 Statistical theory basis 
All research into body proportion using correlation and regression analysis is based on 
the General Linear Model (GLM), a statistical theory that underpins much of the statistics 
used in the studies (Trochim, 2006). An appreciation of the nature of this and its related 
mathematical uses allows for a better understanding of the relationships and the ways in 
which the GLM can be used to investigate them. 
The GLM assumes that the relationship between two variables is linear and is based on 
the following formulae: 
Y=mX+c 
Where X represents the independent variable, Y the dependant, m the slope of the 
resultant curve and c the Y intercept for a zero value of X (see Figure 2-32). 
y=2X+6 
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Figure 2-32 - Graphical illustration of the General Linear Model (GLM) 
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This is the common formulae for linear regression and underpins statistical test including, 
but not limited to: 
• Correlations and partial correlations; 
• Regression and multiple regression; 
• Analysis of Variance (ANOV A) and its variants; 
• Log-linear analysis; 
• Logistic regression; 
• Discriminant function analysis; 
• Factor analysis. 
As techniques based on the GLM are the only ones used in existing studies, it can be 
taken that the relationship between anthropometric measurements. is currently taken to be 
linear. This gives some limits and guidance for the methods for further investigation of 
the relationships between anthropometric measures and the nature of the resultant model, 
which will be based on the GLM. Of the techniques listed above, correlation and 
regression analyses were of particular interest for this study. 
This study was investigating the relationship between different measurements of the same 
person and was not looking for distinct groups, rather a linear relationship from which 
predictions could be made of one variable from another. As such, correlation analysis was 
a suitable technique to use (Coolidge, 2006). The most widely used correlation analysis 
technique is Pearson's r, which produces a coefficient ranging between -I and I which 
indicates the strength ofthe linear relationship between two measurements (Cramer and 
Howitt, 2004). A coefficient of 0 indicates no relationship between the two variables 
while I indicates a perfect positive correlation and -I indicates a perfect negative 
correlation. 
It must be noted that it is possible to get low correlation values between two variables 
when there is a strong relationship if the relationship is not linear. For this reason it is 
necessary to produce scatter graphs to ensure the relationship is linear (Cramer and 
Howitt, 2004). It must also be considered that while a significance value can be 
calculated for a correlation coefficient these are influenced by the sample size, with a 
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high enough sample size extremely low correlations can be found to be significant. 
Perhaps a better coefficient to use is the Coefficient of Determination, or R 2. This is 
produced by squaring the Pearson's r coefficient and gives the proportion of shared 
variation between the two variables (Cramer and Howitt, 2004). By multiplying this by 
100, a percentage of how much variation of one variable is explained by the other can be 
obtained. 
In order to produce an equation one variable from another, regression analysis can be 
used (Coolidge, 2006). This technique was thought relevant to this study, as one of this 
study's objectives was to produce models linking fingerprint area to body size (see 
Section 1.2.1). This produces mathematical models same format of as the GLM. Multiple 
regression analysis can also be performed to create models using mUltiple predictor 
variables. This produces models similar to the GLM model shown above in the following 
format. 
In this equation Y is the predicted variable, there are k predictor variables, each of which 
is an X. For each predictor variable there is a partial regression coefficient (Cramer and 
Howitt, 2004). 
Rather than choosing predictor variables indiscriminately, partial correlation analysis is a 
technique that can be used. This allows for correlation coefficients to be produced for the 
relationship between two variables when the effects of one or more other variables are 
removed (Cramer and Howitt, 2004). This can be used to assess the best variable to add 
to a regression equation by creating partial correlations coefficients between the variable 
to be predicted and the variables to be possibly added while controlling for variables 
already chosen for inclusion. This will give partial correlation coefficient for each 
variable for potential inclusion and aid the choice of the best variable. 
2.4.6 Other influential issues for body proportion 
Research into body composition and the proportions of the body has shown that it is 
linked to a number offactors. These require consideration in this study as if this is not 
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done they will act as confusing variables in any model predicting body proportion or 
composition. A number of factors have been identified in a large study performed by 
Kotler et af (1999). In this study body composition measurements were taken from 1415 
subjects and the results analysed to determine any influential factors. In descending order 
of effect, the following factors were found to be influential on body composition 
• Height and weight; 
• Sex; 
• HIV infection; 
• Age; 
• Enviromnent; 
• Ethnicity. 
While this study looked primarily at differences in body composition, rather than relative 
limb sizes, these still form a range of factors that require consideration with relation to 
this study. The effects of each shall now be discussed with the exception of height and 
weight, as these are variables that would ideally be predicted from a fingerprint area. 
2.4.6.1 Sex differences 
Sex differences include increased fat levels and decreased fat free mass levels for females 
(Jackson, et al., 2002, WiIliamson, 1993). It has also been shown that males have larger 
bones compared to females and different distributions of fat around the body (Gallagher, 
et al., 1996). Research done into the differences between the sexes has proven that Body 
Mass Index (BMI) calculation ideally needs to be customised for each sex and 
anthropometric measurements should be presented separately for each sex. In a similar 
fashion, the differences between the bodies of males and females results in separate 
models of finger contact area being needed for each sex. 
2.4.6.2 HIV infection 
The study performed by Kotler et al (1999) was purposely looking for the effects ofHIV 
infection relating to body composition. For this study any disease that produces large 
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scale changes on the body needs consideration, however, a full assessment of all diseases 
that may cause this is beyond the scope of this study (see Section 1.3). 
2.4.6.3 Age 
In adults, increasing age has effects such as reduced stature (Mates, 2002, Pierson Jr, et 
al., 1974) and increasing fat levels up to approximately 50 years of age after which it 
reduces (Williamson, 1993). Fat free mass levels have also been found to peak in the 
third and fourth decade of life after which it is followed by a steady decline with 
advancing age (Pierson Jr, et al., 1974). 
Whilst the effects of ageing on body composition have been well researched, the effects 
of ageing on the proportionality of the body are relatively unknown. Existing research 
does suggest that increasing fat and fat free body mass will result in greater body depth 
and breadth (Skibinska, 1976), however, any effects of age on this are unknown. 
2.4.6.4 Environment 
In the work performed by Kotler et al (1999), the effect of environment can be attributed 
to comparisons between the body composition of Africans and African American groups. 
Differences between the two groups include increased stature, weight and percentage 
mass for the African Americans. Assuming that each group is similar genetically, these 
differences can be attributed to the effects ofthe different lifestyles and environment that 
the two groups live in. As this study did not include any anthropometric measurements of 
limb lengths or breadths, then the effects of this change on body proportionality are 
unknown. 
2.4.6.5 Ethnicity 
Much work has been done identifying the differences between people of different 
ethnicities. Differences have been found to include different distributions of fat and 
different relative limb proportions. The different limb proportions are of particular 
interest in this study, as these will influence any predictive models oflimb sizes. African 
women have been found to have significantly longer bone lengths than Caucasian women 
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(Ortiz, et al., 1992). Africans have also been found to have longer extremities in relation 
to their trunk lengths than Caucasians (Wagner and Heyward, 2000). The same has also 
been observed when comparing Caucasian body sizes to Chinese body sizes (Shan and 
Bohn, 2003). Other proportional differences have also been found between ethnicities, 
such as Chinese people having approximately 30% heavier heads than Caucasians. 
A number of studies looking specifically at the differences in hand anthropometry for 
different ethnic groups further illustrate why ethnicity needs consideration. Much of this 
work is based on an initial study performed by Davies et al (1980) comparing the hand 
anthropometry of3 different racial groups. Western Indian hands were found to be 
significantly different from Caucasian hands, with 25 out of the 28 measurements 
collected being larger by different amounts. Comparisons ofthe Western Indian sample 
to the Punjab Indian sample shows a similar trend with many Western Indian hand 
measurements being significantly larger. Later studies add to the work of Davies et al 
(1980) by comparing the same data to groups from Hong Kong (Courtney, 1984), 
Vietnam (Imrhan, et al., 1993) and Nigeria (Okunribido, 2000). These again find 
differences between the races. 
These studies build on each other's data and that presented by Davies et al (1980) by 
comparing new samples to the existing ones. While in all of these studies, except that by 
Imrhan et al (1993), the high usage ofthe t test introduces a higher likelihood offalse 
positives, they still give insight into the racial differences that need consideration for this 
study. Lengths, breadths and depths were found to be variable between different races, 
with comparisons usually showing a significant difference on a range of measurements. 
This requires consideration of any model attempting to predict one body size based 
measurement from another, such as those specified in this study'S fourth research 
objective (see Section 1.2.1). 
2.4.7 Body proportion summary 
It is a mistake to assume the body is perfectly proportioned. Anthropometric 
measurements have been shown to be normally distributed and the percentiles of an 
individual's measurements to vary around the body. Despite this the body is proportioned 
to a degree. Research into body physique types has shown a number of different body 
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shapes occur and that these differ in the proportions between skeletal breadths and depths. 
Research suggests that physique types are constant throughout life, however, a large 
number of different physique types have been identified and the method for identifying 
physique is complex requiring both subjective assessment and anthropometric 
measurements. 
A simpler method of assessing body proportion is to disregard physique and producing 
linear correlation coefficients between different anthropometric measurements. Simple 
correlations have been found between various body measurements. These vary in strength 
with factors being identified such as the length of long bones and size of extremities 
amongst others. Existing studies do not include fine finger measurements. This needs 
further investigation to assess the relationship between them and larger body 
measurements if the relationship between body size and fingerprint area is to be 
understood. 
Multiple regression analysis has been performed to investigate the efficacy of predicting 
anthropometric measurements using more than one predictor measurement. The strongest 
correlation coefficients found using this technique use one measurement of a length and 
one of a breadth, depth or circumference. This suggests that there is a contribution from 
these two factors for any measurement. 
With both simple correlations and multiple regression analysis, the strength of correlation 
varies with size of the body part measured. Higher correlations being found between 
measurements of body parts of similar size, for example hand length and foot length. 
All research into body proportion using simple correlations and multiple regression use 
GLM based methods- to assess the relationship between different body size 
measurements. The wide usage of these suggests that similar methods can be used within 
any investigation of the proportionality of the body with finer finger measurements. This 
includes methods such as correlation analysis, regression analysis and ANOV A. 
A number offactors have been found to be influential on body proportion and as such 
require either inclusion or controlling in any model predicting fingerprint area from other 
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body measurements. These include gender, environment and ethnicity. Age is a factor 
that may require consideration; however, its effects on body proportion are uncertain. 
2.5 ConclUsions 
A number of conclusions can be drawn from the literature reviewed in this chapter. 
Fingerprint biometric systems are being used throughout the world and demand for them 
is set to increase drastically in the future. These systems are not infallible with problems 
including the sensors being unable to differentiate between live fingers and artificial or 
dead fingers. The use of artificial fingerprints made from moulding suitable materials into 
fingerprint patterns has been shown to be capable of bypassing fingerprint systems with 
success rates ranging between of 2% to 100%. Artificial fingerprints costing as little as 
£2.72 have allowed this, showing this to be a cheap method to attack biometric 
fingerprint systems. It is also possible to alter fingerprints, superficial damage to the skin 
may result in temporary changes in fingerprint while more severe damage, which reaches 
the base layer of the epidermis, may result in a permanent change in fingerprint. As 
neither temporary nor permanent changes to fingerprint can be done to produce a set 
fingerprint, for example one of an authorised user, this is not a method that can be use to 
gain access to a system unless being presented as a new user. 
Fingerprint systems have a wide range of applications, which are experiencing a growth 
in usage with the projected market for AFIS and non-AFIS systems in 2010 being 1211.6 
and 2383.2 million dollars respectively. As artificial fingerprints can be made cheaply 
and information on how to construct them is readily available, this makes them a 
convenient method for attacking a system that is projected to be widely used, so making 
the risk of them being used high. 
Increasing the match tolerance required and the use of methods such as ID cards and PIN 
numbers can help to prevent these methods of attacking the fingerprint sensor, however, 
they do add to the time taken and reduce user friendliness of fingerprint systems. Ideally 
any method for preventing attacks using artificial fingerprints would not have these 
disadvantages. 
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With fingerprint biometrics, as with any security system, security levels and user 
friendliness both require consideration. A system can be made more secure by adding 
extra biometric checks, passwords, PIN numbers and/or ID card. This will make more 
opportunities for an unauthorised user to be rejected, however will take longer and be 
more a involved process for an authorised user to complete. This will reduce the user 
friendliness. It is logical to assume that authorised system users will be willing to tolerate 
lower levels of user friendliness when security needs demand it. An example of this is 
lower levels of user friendliness are likely to be tolerated to secure a bank vault 
containing large amounts of money than to secure files on your personal computer. 
When interacting with a biometric fingerprint sensor it is the fingertip that forms the 
interface between the body and the sensor. As such, the nature of how it deforms dictates 
the area of the fingerprint. 
The fingertip has been found to be non-linearly visco elastic with time dependant 
characteristics. This results in it exhibiting rate dependence, force application direction 
dependence, significant hysteresis and a non-linear force-displacement relationship. A 
limitation to these findings is that all testing pas only been done to a maximum force of 
SN, a fraction of the 156N force that the hand has been found capable of applying. 
Models of fingertip deformation have been produced for various purposes. These are all 
successful in predicting finger deformation to a degree, however, they all have problems 
such as the quality of the models predictions and the methods used to create and assess 
the model 
While fingertip deformation has been shown to be predictable, the effects of fingertip size 
on this deformation have not been fully assessed in any investigations, or included in any 
models. It is logical to think that a larger finger will deposit a larger fingerprint. One 
researcher has suggested this, but did not pursue this line of investigation (Pawluk and 
Howe, 1999). 
Research found in literature has shown that modelling of finger deformation is possible. 
If finger size is a factor influential on fingertip deformation, this then this will form a 
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possible prevention technique for fingerprint system attacks such as artificial fingerprints. 
This in effect will allow the prediction of fingertip size from fingerprint size. 
While the proportions of the body are not the same in everybody, research into body 
physique has shown that there are a limited number of body shapes that can be classified 
according to the proportion of measurements of body widths and depths. This suggests 
that with knowledge of an individual's physique it is possible to predict anthropometric 
measurements from each other. 
Research has been performed that lumps the popUlation together, disregarding physique 
types, to produce correlation coefficients. This assumes that the relationship between the 
anthropometric diinensions is linear. This has shown that measurements do correlate with 
each other to varying degrees and therefore indicates a degree of proportionality within 
the body when physique type is disregarded. When using multiple predictor variables 
higher correlations are found when two measurements are used, one of a skeletal length 
such as stature or a limb length, and one of a skeletal breadth such as a breadth, depth or 
circumference. 
Various influential factors on the strength of the correlations have been found. These 
include the length oflong bones, the size of the extremities and trunk transversal size. 
Other influential factors on body proportion found include sex, environment and 
ethnicity. Age is a factor that may require consideration, however, its effects on body 
proportion are uncertain. 
No research into body physique or the correlation levels between anthropometric 
measurements has been performed that includes measurements of the hand beyond length 
and breadth. Research is needed to ascertain whether body proportionality extends into 
the hands and fingers and whether the same factors apply. 
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Chapter 3 Research methodology 
In order to answer the research questions previously set out in Section 1.2, it was 
necessary to design a suitable research methodology. It was the design of the 
methodology that transformed the research questions into a research study. Analysis of 
the results of the literature review in relation to the study's research questions allowed 
objectives for the investigatory work to be produced and an appropriate methodology 
chosen to address these objectives. 
3.1 Methodology choice 
Chapter 1 and Chapter 2 introduced. the subject area of this research and defined current 
knowledge. Consideration of the research questions stated in section 1.2.2 with reference 
to the results ofthe literature review, allowed the information required from the 
investigatory sections of this study to be determined. Once this was known, the 
investigations performed during this study could be designed. 
As stated in Section 1.2.2, the research questions used in this study are: 
1. What physical properties and task related factors are influential on the 
deformation of the fingertip's soft tissues? 
2. What is the influence offinger size on finger deformation? 
3. What body characteristics are directly, or indirectly, related to fingerprint area? 
4. How can the relationship between body characteristics and fingerprint area be 
modelled, and is the resultant model applicable within biometrics? 
The literature review found a number of physical properties and task related factors that 
were influential on fingertip deformation, so providing information relating to the first 
research question. Many of these were the physical properties of the soft tissues, for 
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example a non-linear force displacement relationship (Serina, et al., 1997). However, 
little information was found relating to the influence of finger size (the second research 
question). One study has suggested that fingertip size is influential in finger deformation 
(Pawluk and Howe, 1999), however, this was based on the testing of a small sample 
(n=6) and the range of sizes of fingertip tested was not reported. As no information 
beyond this was found, the second research question required answering during the 
investigatory work performed in this study. 
The suggestion found in literature that finger size is related to finger deformation (Pawluk 
and Howe, 1999) contributed to answer the third research question, however, this 
required quantification. The finding ofMaeno et al (1998) of finger deformation being 
proportional to finger contact area suggests that once the relationship between finger size 
and fmger deformation is quantified then one can be used to predict the other. 
Further body measurements that may relate to fingerprint area were identified in the 
literature illustrating the proportionality of the body, both through physique assessment 
(Sheldon, et al., 1940) and correlation analysis (Croney, 1971, Kroemer, et al., 1997, 
Pheasant, 1984). Combining this with the assmnption that fingertip deformation is related 
to fingertip size suggested that anthropometric body dimensions might be related to 
fingertip deformation, a hypothesis that relates to the third research question. However, as 
existing research does not show that the proportionality of the body extends to the 
fingertip, further investigation of this was set as another requirement of the investigatory 
work in this study. 
Much analysis performed on the proportions of the body involved linear modelling using 
the General Linear Model (GLM) (Croney, 1971, Kroemer, et al., 1997, Pheasant, 1984). 
This suggests that the relationship between fingerprint area and other body 
characteristics, specifically body size, will have elements of linear modelling. Existing 
models of fingertip deformation found in literature (Dandekar, et al., 2003, Pawluk and 
Howe, 1999, Serina, et al., 1998, Wu, et al., 2002) incorporate the non-linear visco elastic 
nature of the fingertip, a factor that linear modelling is unsuitable for modelling. 
However, all of the models reviewed are based on testing of fingertip deformation under 
low forces «SN). Serina et al (1997) suggests that the relationship between force and 
fingertip displacement is linear at forces higher than SN and Kukula et al (2007) found 
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9N to be the minimum force required for an fingerprint sensor usage. As such, modelling 
using GLM based techniques is suggested as a possible method for defining the 
relationship between fingerprint area and body size measurements .. 
This suggested linear modelling as a suitable method for defining the relationship (the 
fourth research question). However as this is based on the assumption that force and 
displacement are linearly related at forces about 5N it was considered that the suitability 
of this had to be confirmed during the investigatory work. 
The discussion above led to the following objectives for the investigatory work 
performed during this study: 
1. Investigate the extent to which body proportion is reflected in the hands and 
fingers 
2. Assess the influence of fingertip size on fingertip deformation 
Assuming that fingertip size has an influence on fingertip deformation, and that body 
proportion extends into the fingers: 
3. Define and test the relationship between fingerprint area and body characteristics 
using linear modelling techniques 
Two investigations were designed in order to fulfil these objectives. The first 
investigation addressed the first objective by assessing the relationships between different 
body size measurements. The second investigation addressed the second and third 
objectives by investigating finger contact area and its relationship to other body measures 
including fingertip size and larger body size measurements. 
The strategy chosen for each of these investigations shall now be discussed in relation to 
representation of the target population, realism of the measurements collected, the level 
of experimental control allowed and cost. 
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3.2 Investigation strategy 
In choosing which strategy to use for each investigation, three factors were considered: 
representation, randomisation and realism (Kish, 2004). Realism refers to the closeness of 
the explanatory variables to those that might be found outside of the research testing. 
Randomisation refers to the mixing of treatments for each subject in order to reduce the 
effects of any disturbing variables and is a characteristic of experiments. Representation 
refers to the degree to which the measured sample corresponds to the larger target 
population and therefore the generality of any conclusions drawn from the data. Good 
representation is a characteristic of survey methods due to probability sampling of the 
population. Improving one of these factors tends to affect one or both of the others 
detrimentally. An example of this would be that increasing randomisation usually has the 
effect of decreasing the realism, as real life is rarely perfectly randomised. 
The research strategy used for the two investigations performed shaH now be described 
and discussed with relation to these three factors. 
3.2.1 Body size assessment strategy 
This investigation aimed to assess the extent to which body proportion is reflected in the 
hands and fingers, the first objective of the investigatory work performed during this 
study (See Section 3.1). As representation was considered of the utmost importance, a 
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survey strategy was chosen in order to collect data from a large number of people that are 
representative of the larger population. For this investigation, realism was treated as being 
analogous to the validity of the measurement method. This was catered for in the 
measurement method design (see Chapter 4). Randomisation was considered in the 
choice of participant selection strategy. 
3.2.1.1 Participant selection strategy 
For this investigation, the participants selected were first year undergraduate students 
from the Industrial Design and Technology course at Loughborough University. This 
formed a large group of willing participants with a range of body sizes that could be 
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accessed at the same time every week. This allowed for a larger sample group to be 
obtained by reducing the time required for recruiting study participants. Although not 
sampled specifically by age, as the participants were all between 18 and 25 years of age it 
was thought that the possibility of injuries that would change hand geometry or the 
structure of the fingertip was lower than if older participants were used. Any volunteers 
whose hands showed signs of damage such as this were not included in the study. 
The strategy selected favoured the size ofthe dataset over the range of body sizes within 
the dataset. As such, the sample size was limited only by the time required to perform the 
measurement session on each individual. While it might been beneficial to select 
participants according to body size, so ensuring a range of body sizes, it was thought 
advantageous to spend this time collecting data from more participants, so gaining a 
larger, but not necessarily broader, dataset. 
Participants were selected according to gender, the largest factor influential on body 
composition after height and weight identified by Kotler et al (1999). All data analysis 
was performed for each gender separately. 
In descending order of effect, other factors identified as influential on body composition 
by Kotler et al (1999) include HIV infection, age, environment and ethnicity. As stated in 
Section 1.3, the scope of this study did not include the ill or physically handicapped. As 
such, participants were asked to complete a medical questionnaire and any diseases 
considered to be potentially influential, such as HIV, were excluded. Age, environment 
and ethnicity were not used as selection criteria for participants as they were the three 
factors identified as having the least effect (Kotler, et al., 1999). 
3.2.2 Finger Contact Area assessment strategy 
The second investigation aimed to assess the influence of fingertip size on fingerprint 
area and define the relationship between fingerprint area and body size measurements, the 
second and third objectives of the investigatory work performed during this study (see 
Section 3.1). As literature had suggested that linear modelling techniques would allow for 
the modelling of the relationship between fingerprint area and larger body dimensions, 
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the production of a linear model was identified as a required output from this 
investigation. 
This design of this investigation used elements from both survey and experimental 
methods in order to create an appropriate strategy. This allowed for a strategy with 
appropriate levels of representation, randomisation and control to be used. For more 
information on the differences between survey and experiment strategies, see Kish 
(2004). Good representation was desired in order to be able to apply the produced model 
to a larger population. Randomisation and control were also required to reduce the effects 
of disturbing variables identified during the literature review, and to allow the models 
produced to be tested. Realism was considered the least important of the influential 
factors on strategy design as at this early stage in the exploratory investigation of this 
theory a high amount of realism would involve the consideration of a large amount of 
variables. It was considered better that a focused investigation be performed on a limited 
number of variables than a broader, less focused investigation. Controls were introduced 
into the experimental design to reduce the number of variables, thus reducing the 
potential disturbing variables and making the design more concise. 
The strategy involved performing a survey of 36 participants, measuring both body size 
and finger contact areas for a set force application. The participants were separated into 
two groups chosen at random from the sample group. The data from 24 ofthe participants 
was then used to produce a finger contact area model. The body size measurements for 
the remaining 12 participants could then be used to validate the models predictions and 
assess the model's accuracy. 
3.2.2.1 PartiCipant selection strategy 
For this investigation, adverts for participants were placed within Loughborough 
University and respondents randomly selected for inclusion. As with the Body Size 
Assessment investigation, the strategy employed favoured the size of the dataset over the 
range of body sizes within the dataset. It may have been beneficial to select participants 
according to body size, however, this would have increased the time required to recruit 
participants, so reducing the collected sample size. This allowed a broader dataset to be 
gathered. 
104 
As with the selection of the participant selection strategy for the Body Size Assessment 
(see Section 3.2.1.1), the factors identified as influential on body composition by Kotler 
et at (1999) were considered during choice of the participants for this study. As gender 
was identified as influential (Kotler, et al., 1999) and a smaller sample planned that with 
the Body Size Assessment investigation, only males were sampled. For illness, age and 
environment, the same participant selection strategy was employed as used in the 
previous investigation (see Section 3.2.1.1). 
3.3 Summary 
To conclude this chapter the research methodology for this study can be summarised as 
follows: 
• From consideration of the study's research questions and the results of the 
literature review, three objectives were defined for this study's investigatory 
work; 
• The work was divided into two investigations; 
o An investigation using a survey-based strategy to assess the relationships 
between body dimensions; 
o An investigation using a mixture of survey and experimental strategies to 
produce and test a model predicting finger contact area using other body 
dimensions. 
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Chapter 4 Data collection techniques 
The two investigations perfonned assessed the relationship between finger contact 
area and body size. In order to these to be perfonned, it was required that appropriate 
experimental protocols and equipment be designed and an appreciation of their 
relative merits gained. This was done through the identification of important factors 
and the careful consideration of issues involved with measurement error given in 
Table 4-1. This chapter first describes the anthropometric dimensions collected during 
the Body Size Assessment investigation and the testing of their accuracy. A 
description of the development and testing of the method used for finger contact area 
assessment follows this. 
Term Meaning 
Precision Observed variability in repeated measurements 
taken on the same subject by the same measurer. 
Often given in the same units as the measurement 
Reliability A value that describes the precision in a format that 
has no unit. Often a correlation coefficient, for 
example the Intraclass Correlation Coefficient (ICC) 
Accuracy The extent to Which a measured value corresponds 
to the real value for a given measurement 
Validity The extent to Which a measurement actually 
measures a characteristic 
Table 4-1 - Factors involved with the assessment of measurement error 
(Pederson and Gore, 1996) 
For all discussion relating to precision, reliability, accuracy and validity, the 
definitions given in Table 4-1 have been used. 
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4.1 Anthropometry 
There are a variety of methods by which the size and shape human body can be 
assessed, including manual methods, photography based methods and three 
dimensional body scanning. These methods each have their advantages and 
disadvantages. F or this study manual methods of anthropometry were chosen due to 
their relative simplicity compared to other methods and common usage in research. 
4.1.1 Dimensions selected 
In order for simple comparison with existing anthropometric surveys, the dimensions 
chosen for measurement were taken from existing literature (Peebles and Norris, 
1998). As the dimensions described by Peebles and Norris (1998) do not include 
small measurements of the hand, such as fingertip breadths, extra dimensions were 
added to gain more information about hand size. The dimensions chosen were 
predominantly of the hand due to its proximity to the finger contact area and included 
a variety of other body dimensions, such as limb lengths and breadths, to give a range 
of data for analysis. Table 4-2 shows the dimensions chosen. Where relevant, the 
finger measured is described by a digit number. These start at Digit 1 (Dl) for the 
thumb going across the hand to Digit S (DS) for the little finger (see Figure 4-1). For 
the existing dimensions the protocols described in literature were used (pee bles and 
Norris, 1998). For new dimensions, similar descriptions of how to perform the 
measurement were performed and can be found in Appendix C. 
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Dimension Peebles and Norris (1998) 
reference number 
1 Weight 1 
2 Stature 2 
3 Foot length 242 
4 Shoulder breadth 54 
5 Waist circumference 88 
6 Elbow to tip of hand 124 
length 
7 Hand length 132 
8 Hand breadth (across 135 
knuckles) 
9 03 length 178 
10 02 length 167 
11 Wrist circumference 130 
12 01 joint breadth 162 
13 01 tip breadth -
14 01 tip length -
15 02 proximal joint depth 173 
16 02 distal jOint depth 172 
17 02 tip breadth -
18 02 tip length -
19 03 proximal joint depth 183 
20 03 distal jOint depth 182 
21 03 tip breadth -
22 03 tip length -
Table 4-2 - Anthropometric dimensions selected for use in this 
investigations based on descriptions given by the Peebles and Norris 
(199B) 
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Digit 3 (D3) 
Digit 2 (D2) -----loo.). .... 
/Di9it4(D4) 
Digit 1 (01) 
\. 
Figure 4-1 - Descriptors used for each finger of the hand 
4.1.2 Equipment used 
The equipment listed in Table 4-3 was used to measure the anthropometric 
dimensions listed in Table 4-2. 
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Equipment Dimension(s) measured 
Weighing scales 1 
Holtain portable stadiometer 2 
Tape measure 5, 11 
Holtain anthropometer 3,4,6-10 
Digital Sliding callipers 12-22 
Table 4-3 - Equipment used for the anthropometric measurements with 
dimensions measured 
4.1.3 Testing protocol 
Before the dimensions shown in Table 4-2 could be measured, a detailed procedure 
was needed for the testing session. The protoco I used was based on recommendations 
for error minimisation in anthropometric surveys found in British Standard BS EN 
ISO 15535 (2003). These guidelines are similar to that found in other literature on the 
subject (Norton, et al., 1996, Roebuck, et al., 1975) and include what background 
information should be gathered about each subj ect, the controlling of body position, 
recording of clothing worn, the tolerances to which measurements should be 
measured to and the statistical analysis that should be carried out to determine 
erroneous measurements. The only notable change to these guidelines that was made 
was linear finger measurements being measured to the nearest 11100 of a millimetre 
instead ofthe recommended nearest millimetre. 
Initial testing of the hand and finger dimensions to be measured suggested that more 
reliable measurements would be taken when all measurements were taken on the same 
side of the body. All measurements were therefore taken of the right hand, although 
the dominant hand of each study participant was collected. This allowed for 
standardization of the method being used by the measurer and eliminated the need for 
them to mentally reverse the method of performing the measurement to apply to the 
left hand. Recording of the participants dominant hand was performed to allow for 
later assessment of this as an influential factor on finger deformation, if required. 
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4.1.4 Testing performed 
To test the precision and reliability ofthe anthropometric dimensions for use in this 
study, a group of tests were performed on the dimensions in Table 4-2. This involved 
repeated testing of a small number (n=4) of experimenters with each experimenter 
measuring the others six times. Each set of measurements took place on a different 
day. MUltiple experimenters were used to increase the number of measurements that 
could be collected in the time available. It also allowed for investigation of both the 
within experimenter and between experimenter variations in repeated measurements. 
These will be referred to as intra-experimenter and inter-experimenter variations 
respectively. 
The measured data was then prepared as described by British Standard BS EN ISO 
15535 (2003). :rhis involved inspecting the each measurement with regard to the 
samples standard deviation and producing scatter graphs, so identifying outlying 
measurements that may be erroneous. The data preparation procedure, as given by 
British Standard BS EN ISO 15535 (2003), is shown in appendix D. 
Intra-experimenter measures of precision (Technical Error of Measurement, TEM), 
and reliability (R) were then produced for each dimension using the methods given by 
Ulijaszek and Kerr (1999). TEM is a measure of precision, related to the standard 
deviation measure of variation. This provides an assessment of the variation in the 
same units that the measurement itself uses and was calculated using the following 
equation. 
TEM= 
~ Ln((LK M2) - ((LK Mi)lK) 
n(K-l) 
(Ulijaszek and Kerr, 1999) 
Where M is the measurement, n is the number of subjects and K is the number of 
determinations taken on each subject for intra-experimenter error assessment or the 
number of observers for inter-experimenter error assessment. 
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The reliability measurement used (R) is related to the TEM, however has no unit. This 
allowed for comparison of the error present in different dimensions. R was calculated 
using the following equation, where SD is the standard deviation ofthe entire set of 
measurements. 
R= 1- ( ) (Ulijaszek and Kerr, 1999) 
Inter-experimenter variations can also be assessed using TEM and R, however to do 
this requires the experimenters to each measure the same subjects repeatedly. Due to 
the design of this test this did not occur. To investigate the inter-experimenter 
variations, an ANOV A was performed comparing the TEM and R values between 
experimenters. 
4.1.5 Testing results 
Initial analysis of the data collected using the data preparation procedure (see 
Appendix D) showed that transcription errors had a large effect on the data collected. 
The number of transcription errors, TEM and R levels for each dimension can be seen 
in Table 4-4. The TEM and R levels for each experimenter individually can be seen in 
AppendixE. 
These tests showed that the precision of the different dimensions could be divided 
roughly into groups according to the instrument used with larger instruments, such as 
the anthropometer, being less precise than smaller instruments, such as digital 
callipers. While this is true, it can also be seen that the larger measurements, such as 
height, have a greater degree of reliability. This is presumed to be due to the absolute 
error having a smaller proportion of the total measurement. Mean TEM and R levels 
for each measurement tool can be seen in Table 4-5. A small number of the 
measurements were found to have a larger relative variation between measurements 
than others. The higher variations were found in measurements that involved the use 
of harder to find bony landmarks, for example waist circumference. 
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The ANOV A testing the effects of inter-experimenter variations is shown in Table 
4-6. As significance was not found for the differences in TEM or R, it is can be 
assumed there is little difference between the measurements performed by each 
experimenter. 
Transcription 
Dimension errors TEM R 
Weight 0 0.73 0.99 
Stature 0 7.42 0.99 
Foot length 3 3.04 0.94 
Shoulder Breadth 1 9.24 0.66 
Waist circumference 1 29.13 0.78 
Elbow to tip of hand length 5 2.40 0.99 
Hand length 2 2.27 0.91 
Hand breadth 0 1.85 0.48 
03 length 1 1.36 0.73 
02 length 0 0.92 0.85 
Wrist circumference 1 2.65 0.74 
01 joint breadth 1 0.65 0.52 
01 tip length 1 1.06 0.73 
01 tip breadth 1 0.63 0.53 
02 proximal joint depth 1 0.56 0.39 
02 distal joint depth 2 0.59 0.34 
02 tip length 0 0.68 0.86 
02 tip breadth 0 0.58 0.71 
03 proximal joint depth 0 0.70 0.46 
03 distal joint depth 1 0.61 0.40 
03 tip length 3 0.88 0.80 
03 tip breadth 1 0.45 0.81 
Table 4-4 - Number of transcription errors, TEM levels and R levels for 
the first setof anthropometric dimensions. Note. All TEM's in mm apart 
from weight in Kg 
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Tool TEM R 
Stadiometer 7.42 0.99 
Scales 0.73 kg 0.99 
Anthropometer 3.76 0.80 
Tape measure 15.89 0.76 
Digital Callipers 0.85 0.65 
Table 4-5 - Mean TEM and R measurements for each anthropometric 
measurement tool. Note. All TEM's in mm apart from Scales in Kg 
Sum of df Mean F Sig. 
Squares square 
TEM Between groups 21.258 .3 7.086 0.159 0.924 
Within groups 3918.295 88 44.526 
Total 3939.553 91 
R Between groups 0.146 3 0.049 0.688 0.562 
Within groups 6.211 88 0.071 
Total 6.357 91 
Table 4-6 - ANOVA comparison of TEM and R values between difference 
experimenters for the first group of anthropometric measurements 
4.1.6 Further testing 
To attempt to improve the error levels in many of the measurements, a small number 
of measurements were repeated with the same experimenters testing each other. 
Rather than repeating all of the tests, only five dimensions were chosen in order to 
perform the second set of tests quicker. The five selected dimensions are shown in 
Table 4-7. 
114 
Dimension Peebles and Norris 
(1998) reference number 
Stature 1 
Weight 2 
Shoulder breadth 54 
Waist breadth 74 
Waist circumference 75 
Table 4-7 - Anthropometric measurements selected for the second set 
of error level assessment tests 
Of the selected measurements, the first three shown in Table 4-7 were measurements 
included in the first set oftests. These were repeated to investigate the effects of using 
a computer based system for transcription. This system used a database program, 
Microsoft Access (Microsoft, 2000), to store all collected data and validate it against 
data collected from other surveys, flagging errors when it was below 5th or above 95th 
percentile values. The data used to validate against was that provided by provided by 
Peebles and Norris (1998). Table 4-2 and Table 4-7 show the reference numbers of 
the dimensions given by Peebles and Norris (1998) that were used for validation. 
Where data from multiple nationalities were available, UK data was used. This 
allowed for errors to be identified during the testing. When a potentially erroneous 
measurement was identified, the measurement was repeated. 
The final two measurements, listed in Table 4-7, were selected to investigate the 
effects of using easier to find bony landmarks during taking the measurement. In the 
first set of measurements Waist Circumference was taken (see Table 4-2) and it was 
found by all experimenters that the description given by Peebles and Norris (1998) 
was complicated to perform. The two waist measurements in Table 4-7 were chosen 
as suitable replacements as the landmarks were considered easier to find and as both 
measurements were taken level with the natural waist, it was thought that one 
measurement would help locate the correct position for the following measurement. 
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4.1.7 Further testing results 
The analysis of the second set of data was conducted in a similar manner to the first. 
The effects of transcription errors was found to be almost totally eliminated by the use 
of the computer system and the measurements using easy to find bony landmarks 
were found have to better precision and reliability, comparable with other 
measurements made with the same instrument (see Table 4-8). The TEM and R levels 
for each experimenter individually can be seen in Appendix F. 
Transcription 
Dimension errors TEM R 
Stature 0 7.80 0.99 
Weight 0 0.63 0.99 
Shoulder breadth 0 7.44 0.76 
Waist breadth 0 6.28 0.92 
Waist circumference 1 10.99 0.98 
Table 4-8 - Number of transcription errors, TEM levels and R levels for the 
second set of anthropometric measurements tests. Note. All TEM's in mm 
apart from Weight in Kg 
An ANOVA comparison of the inter-experimenter variations is shown in Table 4-9. 
As with the first set of measurements, this shows no significant difference between 
the difference experimenter's measurements. 
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Sum of df Mean F Sig. 
Squares square 
TEM Between groups 20.689 3 6.896 0.395 0.758 
Within groups 279.179 16 17.449 
Total 299.868 19 
R Between groups 0.11 3 0.004 0.318 0.812 
Within groups 0.198 16 0.012 
Total 0.201 19 
Table 4-9 - ANOVA comparison of TEM and R values between difference 
experimenters for the second group of anthropometric measurements 
4.1.8 Comparison of TEM and R levels to literature 
A comparison of the TEM and R levels for the anthropometric dimensions to be used 
with recommendations found in literature was performed once the levels had been 
calculated. 
Guideline values for TEM are difficult to find in literature. While this may be due to 
the precision requirements being dependant on the study purpose, it also suggests the 
possibility of researchers being unwilling to report the finding of low precision for 
measurements they base their research on. Frisancho (1990) gives TEM values for a 
range of anthropometric dimensions (see Table 4-10). 
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Measurement Technical Error of 
Measurement 
Height, cervical (mm) 6.92 
Silting height (mm) 5.35 
Biacromial breadth (mm) 5.44 
Bitrochanteric breadth (mm) 5.23 
Elbow breadth (mm) 1.77 
Wrist breadth (mm) 1.15 
Upper arm circumference (mm) 3.47 
Triceps skin fold thickness (mm) 0.800 
Sub scapular skin fold thickness (mm) 1.830 
Mid axillary skin fold thickness (mm) 2.080 
Table 4-10 - Precision of anthropometric dimensions given by mean intra-
examiner Technical Error of Measurement (TEM) (Frisancho, 1990) 
Of the dimensions shown by Frisancho (1990), only one is included in the set tested in 
this study; shoulder breadth, or Biacromial breadth. The 5.4mm TEM found by 
Frisancho (1990) is lower than the 7.44mm TEM found in the second set of testing 
performed. As the values given by Frisancho (1990) are the values found by the 
author, not recommendations as to levels to reach, the TEM value found in the testing 
described in Section 4.1.3 is not considered too high. 
TEM levels are in the units of the source dimension and only comparable with TEM 
levels for the same dimension. This makes comparison with existing levels found in 
literature difficult. As R values have no unit of measurement, any guidelines will be 
applicable to all anthropometric measurements. Ulijaszek and Lourie (1994) give 
minimum levels for R as being 0.9 and give 0.99 as a level where a occasional gross 
measurement is unlikely to occur. This means that for the minimal level of 0.9 it can 
be assumed that up to 10% of the variance in any measurement is due to the error in 
the measurement. This sounds high, however the common level of significance used 
in tests such as the T test and ANOV A comparisons is P < 0.05, which equates to a 
95% certainty that there is a difference. This makes the levels given by Ulijaszek and 
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Lourie (1994) appear to be based loosely on this level of certainty and more in line 
with significance levels commonly used in research. 
Using an R value of 0.9 as a recommended level of reliability that should be reached, 
only 5 of the 22 dimensions tested in the first set oftests met this level. None of the 
smaller measurements ofthe fingers and fingertip reached the required level. This was 
a matter of concern given the high planned usage ofthese measurements. As TEM 
levels were relatively consistent for each measuring instrument (see Table 4-5), the 
low R values were attributed to the lower range of measurements found for each of 
the finger dimensions. The error (TEM) found for each dimension was therefore 
larger when compared to the variation, as is done when the R level is calculated. 
In addition to their 0.9 guideline level, Ulijaszek and Lourie (1994) summarise the 
TEM and R levels found in a range ofliterature. The levels found are summarised in 
Table 4-11. In this it can be seen that Ulijaszek and Lourie (1994) are considering 
measurements with larger means and standard deviations than those tested in this 
study. It is therefore easier for the R level of 0.9 to be reached using the same tools as 
this study. Of the dimensions given by Ulijaszek and Lourie (1994), only weight and 
hip circumference have equivalent measurements tested in this study; weight and 
waist circumference. By comparing the R values found in this study for weight (r = 
0.99) and waist circumference (r = 0.98) to those presented by Ulijaszek and Lourie 
(1994) for weight (r = 0.98) and hip circumference (r = 0.97), it can be seen that 
higher R levels were found in this study (see Table 4-8). 
The precision levels calculated using the TEM are difficult to compare to levels found 
in literature as many ofthe measurements assessed in this study have not been 
included in other assessments. As reliability levels measured using R allow for 
comparing between dimensions then these allow for comparisons with literature. Of 
the R levels found in this study (see Table 4-4 and Table 4-8), few meet the minimum 
R level recommended by Ulijaszek and Lourie (1994). This can be attributed to the 
precision afforded by each instrument being similar, but the smaller dimensions 
having less variation. Without increasing the precision it is not considered possible to 
reach the 0.9 minimum R level recommended by Ulijaszek and Lourie (1994). This 
was not considered possible due to the nature of the measurements being taken and 
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the landmarks used on the body. This led to the conclusion that smaller body 
measurements such as finger measurements are likely to have inherently lower R 
values than larger measurements such as stature. 
rEM R 
Measurement Mean Range Mean Range 
Weight (kg) 0.17 0.1-0.3 0.98 0.95-1.00 
Length (mm) 3.5 1-8 0.96 0.92-0.99 
Height (mm) 3.8 1-13 0.98 0.93-0.99 
Demispan (mm) 3.0 - 0.99 -
Arm circumference (mm) 2.6 1-6 0.95 0.85-0.99 
Waist circumference 13 10-16 0.97 0.97-0.98 
(mm) 
Hip circumference (mm) 13 12-14 0.97 0.96-0.99 
Calf circumference (mm) 3.1 1-8 0.85 0.73-0.95 
Table 4-11 - Summarised values of intra experimenter technical error of 
measurement (TEM) and reliability (R) (Ulijaszek and Kerr, 1999) 
4.1.9 Error levels 
Using the data collected in the repeated testing, the error present within the 
measurements chosen for use was calculated as a percentage. This was performed to 
allow for comparison with the error assessment performed on the finger contact area 
measurement technique used (see Section 4.2) and to aid quantification of the error 
found in the model predicting finger contact area produced (see Chapter 6). This was 
done by expressing the mean difference from the mean in terms of the dimension 
mean using the following equation: 
Maximum deviation from the 
Error (%) = mean x 100 
Mean 
The calculated error values for each anthropometric dimension are listed in Table 
4-12 with the reference number to the dimensions described by Peebles and Norris 
120 
(1998) to aid identification of the source of the measurement. For the measurements 
performed in the second set of repeated tests the error levels are based on this data. 
For all other measurements, these are based on the initial set of repeated 
measurements. 
Peebles and Norris 
(1998) reference 
Dimension Error (%) number 
Stature 4.44 1 
Weight 7.32 2 
Foot length 4.14 242 
Shoulder Breadth 3.43 54 
Waist breadth 6.70 74 
Waist circumference 7.23 75 
Elbow to tip of hand 
length 3.75 124 
Hand length 3.32 132 
Hand breadth 2.33 135 
D31ength 3.05 178 
02 length 3.04 167 
Wrist circumference 2.44 130 
01 joint breadth 3.48 162 
01 tip length 4.84 -
01 tip breadth 3.47 -
D2 proximal joint depth 3.26 173 
02 distal jOint depth 4.45 172 
02 tip length 5.64 -
02 tip breadth 5.27 -
03 proximal joint depth 4.10 183 
03 distal joint depth 4.51 182 
03 tip length 5.58 -
03 tip breadth 4.94 -
Table 4.12 - Worst case percentage error levels for various anthropometric 
dimensions 
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4.1.10 Detailed testing procedure 
The following steps were followed while measuring each participant. A full 
description for each measurement is given in Appendix C. 
1. Random sampling of general population was used for the collection of 
participants; 
2. Demographic characteristics of each participant was recorded including age, 
sex and dominant hand; 
3. Minimal clothing was worn by each participant; 
4. All hand and arm measurements were taken on the right hand side of the body 
5. A computer based system was used to recording data that compared the 
entered data to known population measurements and flagged potentially 
erroneous measurements; 
6. All data was stored digitally; 
7. Statistical analysis as described by BS EN ISO 15535 (2003) (see Appendix 
D) was used to edit out obvious errors within the data. 
4.2 Finger contact area measurement 
In order to assess finger contact area it is necessary to have an accurate and reliable 
method of measuring the contact area and controlling how the arm, hand and fingers 
are oriented during the interaction between the finger and a flat surface. 
4.2.1 Methods for contact area measurement 
It was decided that as this study was concerned with biometric applications, then the 
finger object interaction would be limited to pressing the finger against a flat surface, 
as this is similar to how a fingerprint sensor would operate. With this in mind, a 
variety of methods can be used for measuring the contact area including: 
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1. Using existing fingerprint sensors; 
2. Fingers placed on a photocopier or scanner; 
3. Inked fingerprints. 
For this study, inked fingers were used to produce a fingerprint that could then have 
its area measured. This was chosen due to the ease by which the fingerprints could be 
collected. Existing fingerprint sensors were not used as all sensors found were 
designed to attach to specific systems and specialised computer programs would need 
to be written in order to develop them into being capable of measuring fingerprint 
area. This combined with the cost of the sensors made them unsuitable. Placing a 
finger on a photocopier or scanner was considered a possible method. However as 
equipment was needed to control the force application by the finger (see Section 4.2), 
it was thought that combining this with a photocopier would make the equipment 
urmecessarily large. Also, for both the photocopier and scanner, the maximum 
possible force that can be taken by the reading surface was not known. This made the 
possibility ofthe glass in the device breaking a danger and as such, these methods 
were not used. 
For the inked fingerprints, 80 gsm white paper with EasyPrint EP-15 fingerprinting 
ink pad was used to collect the fingerprints. Subjects were instructed to roll their 
finger across the ink pad and the coverage of ink across the finger inspected visually 
by the experimenter. They then were instructed to place their finger directly on the 
paper before rell).oving it, taking care not to smear the fingerprint deposited on the 
paper. If any smearing was observed in the fingerprint, they were asked to repeat the 
procedure. 
Four methods of fingerprint area measurement were evaluated to determine the most 
appropriate for this study. The four methods tested were a Java planimeter, a graph 
paper method, a Computer Aided Design (CAD) based method and a custom pixel 
counting program. All of these required enlargement of the fingerprint using a 
photocopier. For this, the fingerprint was enlarged by a factor of 350% by a Sharp 
AR-M550U photocopier. 
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(a) (b) 
Figure 4-3 - Graph paper method of fingerprint area measurement 
4.2.1.3 Computer Aided Design based method 
For the Computer Aided Design (CAD) method, a CAD system is used to create a 
virtual surface that is the same size as the fingerprint. The area of the virtual surface 
can then be measured by the CAD package. It is possible to do this in any CAD 
package that allows for the creation of a surface from a scanned image and 
measurement of the area of the surface. This method requires the fingerprint to be 
photocopy enlarged before it is scanned into the computer in order to get a bitmap of 
sufficient qua lity to be used by the CAD package. Once scanned, the fingerprint 
bitmap can be placed within the CAD package and the edge of the fingerprint traced 
using a mouse in order to create the surface to be measured. The CAD package used 
for this method was Rhinoceros 2.0 (McNeel, 200 I). This can be seen in Figure 4-4 
where the fingerprint bitmap is placed, as a background bitmap, on the left, the traced 
outline is in the centre and the produced surface is on the right. 
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Figure 4-4 - Screenshot of the fingerprint area measurement using the 
CAD based method 
4.2.1.4 Pixel counting method 
The final method tested was a computerised extension of the graph paper method 
working with the theory that scanned images are stored as bitmaps, which are a 
collection of squares in a grid layout, each of which is assigned a colour. As this 
layout is similar to graph paper, by counting the number of pixels that are part of the 
fingerprint and the area each pixel corresponds to, the fmgerprint area can be 
calculated. This was implemented in a program written in Visual Basic (Microsoft, 
1998), that automatically measured the area relating to all non white pixels in a 
scanned, photocopy enlarged, fingerprint. To give the ability to customise the 
program, the boundary between what is regarded as a white pixel and a non white 
pixel could be altered. This gives a range of possible measurements for each test 
image according to the boundary level chosen. The boundary levels could be 
configured on a scale between 0 and 255. The program produced can be seen in 
Figure 4-5. 
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(a) (b) 
Figure 4·5 - Screenshots of Pixel Counting method software. Fingerprint 
is loaded (a) and areas analysed as part of the fingerprint are displayed 
black (b) 
4.2.1.5 Testing 
To test these methods measurements were first performed on solid ink squares of 
known size on paper and then fingerprints trimmed to a known size. All of the 
photocopying was done using a Sharp AR·M550U photocopier, enlarging by 350%. 
The trimming was done by taking inked fingerprints, scanning them into a computer 
and applying a mask using Adobe Illustrator (Adobe, 200 I) to trim the fmgerprint to a 
set size. The results of this testing are shown in Table 4-13. 
This test was sufficient to analyse a number of factors including speed, complexity, 
and to give some estimations on each methods precision and accuracy. It was clear 
from the results that the graph paper, CAD and Java planimeter methods all had 
similar accuracy (as defined in Table 4-1), the largest error being 6 mm2 lt was also 
seen that the pixel count method needed an optimum threshold level setting and that 
the threshold level would be different for the solid ink squares and the trimmed 
fingerprints . 
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I 
Graph paper CAD based Java planimeter Pixel count 
method (mm 2) method (mm2) (mm2) method (mm2) 
100 mm2 square 105 101 100 103 - 213 
150 mm2 square 149 147 153 149 - 331 
200 mm2 square 201 198 204 200-415 
100 mm2 trimmed 
fingerprint 200 99 94 064 -138 
15- mm2 trimmed 
fingerprint 147 146 148 092 - 175 
200 mm2 trimmed 
fingerprint 197 194 191 137 - 261 
Table 4-13 - Measured areas of known sized blocks of solid and fingerprint 
using the Graph paper method, Grid method, CAD method and Virtual 
Planimeter 
To further investigate these methods and attempt to determine the optimum threshold 
level for the Pixe l count method, I1 fingerprints were collec ted and tested using these 
methods. As the areas of the fingerprints were not known, the Graph paper method 
was used for comparison, as it had proven to be the most accurate method analysed in 
the previous tests. To test the vari ation between different measuring techniques, the 
graph paper, CAD and Java planimeter methods were compared using an ANOV A 
test. As an appropriate threshold level was required for the Pixel count method, a 
range of thresholds were tested and compared to the Graph paper method's results. 
The best threshold level was chosen fo r each fingerprint and the mean level chosen 
for the analysis of all fingerprints. This was then compared to the graph paper method 
using a Students t-test. 
These tests showed that there was no significant difference between the results of any 
of the tests (see Table 4- 14 and Table 4-15). While not significant, there was a trend 
found that the pixel count method had more variation than the other methods that 
produced very similar results. This was clearly due to the range of threshold va lues 
that were fo und to be ideal and the poor fi t oftlle mean va lue chosen. As such, the 
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pixel count method was thought unsuitable for this study and the accuracy diffe rences 
between the other three methods regarded as insignificant. 
Sum of df Mean F Significance 
squares Square (p<O.05) 
Between 0.001 2 0.000 0.003 0.997 
groups 
Within 4.022 30 0.134 
groups 
4023 32 
Table 4-14 - ANOVA test of the measurement data fo r the G raph paper 
method , Grid method , CAD method and Virtual Plan imeter 
Paired differences 
Mean Std . t df Sig . (p<O.05, 2 
Error ta iled) 
Mea n 
Grid method to Pixel 0.0364 0.2290 0.6906 0.527 10 0.610 
count (247 threshold) 
comparison 
Table 4-15 - Comparison of the Graph paper method to the Pixel count 
method us ing a related samples Students t test. 
Given the small differences in accuracy between each method, the speed of each 
technique was measured to aid the choice of the appropriate method for use. Each 
method was performed five times and videoed. From each video, timings for the tasks 
performed were produced, and the mean times for performing each method are shown 
in Table 4-16. 
For all methods apart from the Pixel count method, the time taken to perform them 
multiple times can be obtained by multiplying the time estimates in Table 4-16. With 
the Pixel count method, the automated nature of the counting task means that counting 
and recording of the result takes 20s for the first image and approximately 1110s per 
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images for extra images. This reduces the amount of time required to measure 
multiple fingerprint areas. 
Method Tasks Time (s) 
CAD Photocopy enlarg ing 
Scanning 
CAD tracing+ recording of result 
Total 
Java planimeter Photocopy enlarg ing 
Aligning paper on tablet 
Initialising of software 
Tracing on graphics tablet + record ing of 
result 
Total 
Graph paper Photocopy enlarging 
Counting + recording of result 
Total 
Pixel count Photocopy enlarging 
Scanning 
Counting + recording of the result 
Total 
Table 4-16 - Mean times for four fingerprint area measurement 
techniques 
4.2.1.6 Photocopying errors 
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55 
45 
112 
12 
6 
15 
82 
115 
12 
595 
607 
12 
55 
20 
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As all methods invo lved photocopy enlarging of the fingerprint, an assessment of the 
error introduced by photocopying was performed. This involved the three printed 
squares of area 100 mm2, 150 mm2 and 200 mm2 being photocopied 10 times and the 
areas measured using the Graph paper method as described in Section 4.2. 1.2. 
As the printed areas being measured were all rectangular in shape, the graph paper 
used was aligned to the top left corner of the area. This helped to reduce inaccurac ies 
that occurred when the shape was not aligned to the graph paper. When this occurred 
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many of the graph paper squares crossed by the area were partially fi lled and an 
assessment had to be made as to whether they were fi lled, or not. 
The mean measured areas, mean differences and standard deviation of these 
differences are shown in Table 4-1 7. 
Printed area (mm') 
100 150 200 
Mean Measured area 99.30 148.57 198.83 
Mean difference 0 .70 1.43 1.17 
Standard deviation 1.05 0.00 1.09 
Standard deviation from the mean - 0.84 
Standard deviation of differences from printed area - 0.90 
Maximum deviation from printed area - 2 .94 
Table 4-17 - Mean measured areas , differences and standard deviations 
for repeated measurements of photocopied squares of set areas (n=10) 
Variations were found in the repeated measurements of the 100 mm2 and 200 mm2 
printed squares. These were due to the edges of the printed squares not entirely filling 
some blocks on the graph paper. With this, judgements had to be made as to how 
many blocks were fill ed by the printed area. Small variations in the amount of 
enlargement changed the number of blocks judged tilled. The 150 mm2 area square 
aligned better to the graph paper than the 100 mm2 and 200 mm2 blocks and the this 
resulted in the small variations having no effect on the area measured by the Graph 
paper method. 
It can be questioned whether the photocopied blocks were precisely 100 mm2, 150 
mm2 and 200 mm2 in area. If they are then there appears to be a systematic error 
resulting in under estimation of the area and a larger standard deviation in the 
variation introduced, 0.90 mm2 If they are not then the variation introduced by 
success ive photocopying is 0.84 mm2 . Whichever is true, the level of error can be 
assumed to be incorporated in the error levels presented in Section 4.2.1.5, as these all 
used photocopying and the same area blocks used in the tests made with repeated 
photocopies. 
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4.2.1.7 Qualitative analysis 
To choose between the four tested methods, a qualitative approach was applied. This 
assessed the ease with which each technique could be used and the likelihood of 
serious errors being accidentally introduced. 
The analysis of the four methods tested is summarised in Table 4-18. The Graph 
paper method is slower to perform than the other methods (see Table 4-1 6) and was 
disregarded for thi s reason. The Pixel count method was disregarded due to its 
inaccuracy; however, it did show potential fo r development into an effective method 
for area measurement. It being fast to perfo rm and not requiring a skilled operator 
makes it suitable for use in an automated system. If the optimum threshold for a 
fingerprint image can be determined automatica lly, thi s will result in an increase in 
the accuracy of the measurement. This would then make the Pixel count method 
suitable for an automated system. 
The Java planimeter was faster than the CAD based method as it did not required the 
fingerprints to be scanned into a computer, however, it required the hand tracing of 
the fingerprint image to record the area. The traced area could then not be edited, only 
repeated, if the tracing was not tJ10ught sufficient. The CAD method was evaluated 
superior to the Java planimeter as it was thought preferential to scan each fingerprint 
in to record a digital copy of the fingerprint. Additiona lly, the tracing oftJ1e 
fingerprint can be edi ted and visually evaluated easier. 
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Java Planimeter Graph paper CAD based Pixel counting 
Time Once set up, fast to Much slower than Speed is in-between Quickest (87s) 
perform (115s) other methods graph paper and 
(607s) Java planimeter 
methods (112s) 
Accuracy Sound maths Accuracy good in Can be difficult to get Uncertain. Problems 
provides good area most areas, spline to conform to may occur in 
calculation , uncertainness in irregular edges and differences in 
inaccuracies occur accuracy in edge light areas. Tends to thickness of ink 
when poor tracing is areas where ink is result in an deposited 
done due to hand light averaging effect. 
shaking. Also no 
abi lity to edit the 
traced shape 
Complexity Software required Involves many Knowledge of an Non skilled work 
of operation basic instruction and numbers and appropriate CAD 
set-up. After this counting. Errors package use 
simple to use could occur due to required 
operator mistakes 
Variabi lity Results may change Can vary due to Can vary due to For one fingerprint 
and due to a number of decisions about light decisions where the image, the measured 
repeatabi lity factors, chiefly areas and decisions exact edge of the area will always be 
tracing method. about grid squares fingerprint is and the same. Between 
Different individuals spline point different images of 
may have different placement. Fine the same finger , 
styles. tuning of spline thickness of 
shape is possible to fingerprint deposition 
reduce this may effect result 
Table 4-18 - Relative considerations for each fingerprint area measurement 
method 
4.2.2 Finger contact area control 
To ensure repeatable fingerprint deposition it was necessary to design a contro ll ing rig 
that allows for accurate positioning of the appropriate upper limb and control of the 
force applied by the finger during fingerprint deposition. 
To control the force applied by the finger during fingerprint deposition a rig was made 
capable of applying a set load to the back of the fingertip . This comprised ofa pair of 
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parallel vertical bars that guide a free ly moving platform. Weight could then be placed 
on the top of the moving platform and the participant's fingertip beneath. Underneath 
the fingertip a small block was placed for the finger to rest on. This can be seen in 
Figure 4-6. 
Figure 4-6 - Force application platform (a) components and (b) in use 
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Pilot tests of the equipment showed that the angle of the finger and the placement of 
the finger in the equipment both influence the area of the deposited fingerp rint. The 
placement of the finger in particular influenced how far up the finger the fingerprint 
extended. This highly influenced the fingerprint area and this can be seen in Figure 
4-7. In this example, the middle image extends further along the finger, resulting in a 
larger fingerprint area. 
In order to control the angle of the finger, a fl at platform was produced which a 
participant could align their arm to during testing, so controlling hand rotation and 
position. This piece was designed to interlock with the base of the force applying 
section to ensure it would not come loose during testing. It was also given a styrene 
cover to allow the cleaning of any deposited fingerprint ink between trials. The block 
the fingertip rests on was customised to control the positioning of the finger and 
provide a defmite end to the fingerprint. This was done be adding a ridge that the skin 
crease on the di stal interphalangeal joint could be located against. Paper was then 
placed on the block to record the fingerprint deposited only by the skin above the 
distal interphalangeal joint. The testing rig with sections marked can be seen in Figure 
4-8. The testing rig in use can be seen in Figure 4-9 . 
. " , .. 
'" ; -'. 
Area - 294.74 mm2 Area - 331 .02 mm2 Area - 293.97 mm
2 
Figure 4-7 - Repeated prints of the same finger showing the effects of 
variations in finger alignment on fingerprint area 
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Figure 4-8 - Hand/arm positioning rig showing (a) separate parts (b) the 
finger alignment ridge 
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Freely moving 
platform 
Weight 
appl ied 10 
exert 
downward 
force 
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Paper-----I 
Alignment platform 
base 
Alignment 
ridge 
(b) 
Figure 4-9 - Hand/arm positioning rig (a) in use and with (b) all parts 
illustrated diagrammatically 
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As with the finger contact area measurement techniques, 80 gsm white paper was 
used with EasyPrint EP-IS ink for all testing. The 80 gsm paper was used with all 
prints so that the rate of ink absorption by the paper would be the same for each print, 
so preventing variation between successive fingerprint depositions due to different 
rates of ink absorption. EasyPrint EP- IS ink is designed for fingerprinting to give 
permanent prints on paper. The ink dries quickly on paper, resists smearing and can 
be cleaned off the fingers quickly and easily, often by rubbing the fingers together 
(AeO Electronics, 2005). Quick drying ink was chosen to reduce the amount of ink 
bleeding to a minimum . In addition to this, the simple cleaning up of the fingers was 
seen as an advantage for study participants. Subjects were instructed to roll their 
finger across the ink pad and the coverage of ink across the finger inspected visually 
by the experimenter. 
4.2.2.1 Procedure development 
A number of pilot tests were performed to develop the procedure for using this 
equipment and to assess its precision. These involved repeated tests with a single 
subj ect investigating the effects of changing fingertip loads, load dwell times, rest 
times between subsequent load applications and the effect of a preconditioning 'warm 
up' load application. The tests performed and their results are shown in Table 4-1 9. 
Once the pilot tests were completed, it was decided that a ION load would be used for 
all experimental testing with a 10 second dwell time. ION was decided on as it was 
above the minimum value found for good quality fingerprint image capture using an 
optical fingering sensor by Kukula et al (2007). By testing at this force , it was 
considered that if a similar force was applied when a fingerprint sensor, a fingerprint 
image of sufficient quality would be captured. In order to give sufficient lime to 
prepare for the following test, a rest time of 60 seconds was used and a wa rm up load 
application used to give the participant experience of how the measurement was 
taken. 
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Test Load Dwell Rest Warm up load Results 
number (N) time (s) time (s) application 
1 5, 10 10,30, 60 180 None Changes due to 
load , no effect of 
changing dwell time 
2 5,10 10 30, 60 , None Changes due to 
120, 180 load , no effect in 
changing rest time 
3 10 10,30,60 180 Yes, same as No changes due to 
dwell time and either dwell time or 
rest time used in warm up 
test 
4 10 10 60 10s, 30s, 60s No change due to 
load different warm up 
applications, applications 
60s rest 
Table 4-19 - Pilot tests performed to determine experimental procedure 
Once these tests had been completed, further tests were performed to validate the 
procedure developed through these tests and to further investigate the equipment's 
precision. This involved the testing of the procedure with a fingertip substitute and 
repeated measurements being performed on a group of six subjects. 
The substitute fingertip was manufactured out of 5mm diameter wooden doweling 
surrounded by 17 mm diameter rubber tubing. To allow for location on the equipment 
a notch was cut out of the rubber to simulate the distal interphaJangeal crease (see 
Figure 4-10). This was constructed to provide a test for the equipment that removes 
the effects of biological systems present within the finger, for example non-linear 
visco elastic deformation, blood flow or sweat levels. A set of ten repeated tests 
showed a standard deviation of 7.4 mm2 This variation can be assumed to be due to 
inaccuracies within the equipment and procedure. 
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Figure 4-10 - Substitute fingertip used to test fingertip contact area rig 
The final test performed investigated the variation present when fingers were 
measured. This test was performed on six participants and consisted of four sets of 
three measurements being performed. The mean standard deviation across all 
measurements was 7.99 mm2 and considered to be close enough to that found with the 
substitute fmgertip for any uncontrolled biological factors to have minimal effect. The 
mean standard deviation between measurement sets was 2.86 mm2 This is considered 
to be within acceptable limits . 
As with the assessment performed on anthropometric dimensions (see Section 4.1), in 
addition to standard deviations, the error levels found were calculated as percentages. 
This was to allow for comparison with the error present in the anthropometric 
dimensions used and quantification of the error present within the model predicting 
fmgerprint area produced in Chapter 6. This was done in the same manner as 
described in Section 4.1 .9, and resulted in an error level of 1.98% being calculated. 
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4.2.2.2 Equipment procedure 
The equipment produced and testing performed allowed for a detailed procedure to be 
developed for measuring one finger contact area. During this procedure, the subject 
was seated with the test equipment on a table adjacent to them. This position was 
adjusted so that each subject could lift their arm up and place it on the arm aligmnent 
platform. The procedure is as follows: 
1. Paper was placed within the finger support for collection of the fingerprint; 
2. A demonstration of inking the finger was provided by the experimenter, 
rolling their finger across the ink pad; 
3. Subject was asked to ink their own finger in the same manner and the results 
inspected by the experimenter; 
4. Subject was instructed to place their elbow on the arm aligmnent platform 
with their elbow and the knuckle, or metacarpalphalangeal joint, of the finger 
to be measured on the line drawn on the arm aligmnent platform; 
5. Subject was instructed to ensure their distal interphalangeal joint was placed 
on the aligmnent ridge; 
6. A 1.2kg weight was placed on the free moving platform to place a ION force 
on the back of the fingertip; 
7. The weight was removed after 10 seconds and the free moving platform 
carefully removed; 
8. The subject was instructed to carefully remove their finger from the test 
equipment and rest their hand on the arm aligmnent platform while 60 seconds 
was timed; 
9. During the 60 seconds rest, the paper was removed and fingerprint inspected 
to ensure no smearing had occurred; 
10. Once the 60 second rest was completed, the subject was asked to clean their 
finger using tissue paper. 
This procedure was used to measure the finger contact area of each participant three 
times during the Finger Contact Area investigation (see Chapter 6). Although no 
influence was found on finger contact area, it was decided that the warm up load 
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application would performed. This was to allow the subject a chance to practise the 
required arm position in the equipment before measurements began. For the warm up 
loading, steps 2-8 and 10 were performed above. For the repeated measurements, 
steps 1 and 3-10 of this procedure were repeated. 
This procedure allowed for smear free, repeatable fingerprints to be collected with a 
known level of error and as such, was considered suitable for use. 
4.3 Summary 
To summarise this chapter, a number oftesting techniques were developed, as needed, 
and the amount of measurement error present assessed for all techniques. 
A procedure for anthropometry measurement was developed based on British 
Standard BS EN ISO 15535 (2003). Tests were performed on the precision and 
reliability absolute of the measurements and increased error levels found to be due to 
transcription errors and measurements involving difficult to find body landmarks. The 
modifications made to the recommendations of British Standard BS EN ISO 15535 
(2003) aimed to reduce the effects of these and included the use of online data 
checking and recording, and the replacement of dimensions involving difficult to find 
body landmarks. 
New methods for both finger contact area measurement and finger placement control 
were developed. For finger contact area measurement four different methods were 
tested. One was found to be too unreliable for use while another too slow for use in 
anything other than very small numbers. The two remaining methods were found to 
be both suitable for use in this study and the choice between them could only be made 
with subjective assessment. The chosen method uses a Computer Based Design 
(CAD) package to create a 2 dimensional spline from a scanned image of the 
fingerprint and the measurement of an area created from the spline. The largest error 
found using this technique was a 6 mm2 deviation from the actual value. This was 
considered acceptable. 
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To control the manner in which the fingertip deposits a fingerprint a new piece of 
equipment was developed. This allowed for control of the force applied to the back of 
the finger, the use of different fingers and prevented changes in factors identified 
through testing as influential on fingerprint area. These include finger placement, 
finger orientation and the point at which the fingerprint can be said to end. Testing 
with an artificial rubber finger showed repeated measurements to have a standard 
deviation of7.4mm2 that can be attributed to inaccuracies within the equipment. 
Repeated tests with real fingers had a standard deviation of 7. 99mm2 and this was 
considered acceptable. 
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Chapter 5 Body size assessment investigation 
This chapter describes an investigation into the relative sizes of different body 
measurements, which was carried out in order to determine which measurements 
could be used to predict-other body part measurements. The chapter gives a full 
description of the investigation, including: its aim, objectives, participant details and a 
description of the analysis performed. This then leads into the results, which are 
discussed with relation to factors influential on body proportion. Conclusions are then 
made ofthis investigation's input to the larger study. 
5.1 Aim and objectives 
In investigating the relationship between fingertip deformation and body 
anthropometry it was necessary to determine if there were any links between 
anthropometric measurements ofthe hand and other, more generic, anthropometric 
body measurements, so addressing the first objective ofthe investigatory work (see 
Section 3.1). 
This investigation aimed to assess the strength and nature of relations between 
different body measurements through the comparison of a variety of anthropometrical 
measurements of the hand and whole body. The research objectives for this 
investigation were: 
1. To identify any anthropometric dimensions that can reliably predict other 
dimensions; 
2. To identify any anthropometric dimensions that cannot reliably predict other 
dimensions; 
3. Using 1 and 2, suggest other dimensions that could be used for the prediction 
of fingerprint area. 
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5.2 Participants and procedure 
89 participants were measured in this survey (65 male, 24 female). They had a mean 
age of 19.41 years (0.82 years standard deviation). The participants were volunteers 
from a first year undergraduate Industrial Design and Technology course at 
Loughborough University. These were selected using the participant selection strategy 
given in Section 3.2.1.1. As this investigation assessed body size, the minimum and 
maximum statures and weights of sampled participants can be seen in Table 5-1. The 
percentile values for each measurement are also shown to allow for comparison with 
the larger UK population. 
Dimension Gender Minimum Maximum Mean Standard 
Value (%i1e) Value (%i1e) deviation 
Stature (kg) Male 1663 8 1981 99 1787.80 62.18 
Female 1560 17 1730 96 1635.50 49.05 
Weight (kg) Male 56.5 3 116.6 99 75.75 10.93 
Female 39 <1 88 94 58.20 10.79 
Table 5-1 - Stature and weight statistics for the sample group used in 
the Body Size Assessment investigation with percentiles (UK 
population, Peebles and Norris, 1998) 
The ethnicity of the sampled group is shown in Table 5-2. 
Gender Ethnicity (number of subjects) 
White Mixed Asian Black Chinese Other 
Female 23 0 0 1 0 
Male 62 0 3 0 0 
Table 5-2 - Ethnicity of the sample group used in the Body Size 
Assessment investigation 
0 
0 
The procedure undertaken for each survey participant can be found in Appendix G 
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5.3 Analysis 
The following steps were followed for the analysis of all collected data. 
1. Data was summarised in terms of means, standard deviations, maximums, 
minimums, ranges and coefficients of variation; 
2. Summary data was inspected for any erroneous measurements using the 
method given in Appendix D; 
3. Measurements identified as possibly erroneous were inspected. If no clear 
source of error was found then a judgment was made as to whether to exclude 
the subjects results from further analysis; 
4. Correlation coefficients were produced to compare all dimensions; 
5. Coefficients were reviewed for relationships of interest with a correlation 
coefficient of>0.7 being used as a selection criteria; 
6. Scatter plots were produced for a range of correlations to inspect the nature of 
the relationship between the measured dimensions. 
In step 5 ofthis procedure, a Pearson's r correlation level of 0.7 as this represents 
49% of the variation in one dimension being explained by the variation in other 
dimension as calculated by the coefficient of determination, ; (Cramer and Howitt, 
2004). This was considered a suitable selection criterion for the relationship between 
two dimensions to deserve further investigation. 
5.4 Results 
The results from this investigation are now presented. Correlation values found 
between different measurements are first shown, followed by scatter plots that 
illustrate the relationships between selected measurements visually. 
Once the data had been inspected for erroneous measurements using the method given 
in Appendix D, summary data was produced for the males and females (see Appendix 
H). 
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5.4.1 Correlations 
Pearson's r correlation coefficients were produced for every pairing of measurements 
for each gender (see Appendix I). These were then inspected and the measurement 
pairings for the strongest coefficients are listed for males in Table 5-3 and for females 
in Table 5-4. A Pearson's r correlation level of 0.7 was chosen as this represents 49% 
of the variation in one dimension being explained by the variation in other dimension. 
This was calculated using the coefficient of determination, ? (Cramer and Howitt, 
2004). This was considered a suitable selection criterion for the selection of 
dimension combinations with strong relationships. 
Measurement one Measurement two Pearson's r 
Waist breadth Waist circumference 0.92 (0.95) 
02 length 03 length 0.87 (0.82) 
Waist circumference Weight 0.83 (0.87) 
03 length Hand length 0.82 (0.80) 
Hand length Elbow to tip of hand length 0.82 (0.61) 
02 distal joint depth 03 distal joint depth 0.80 (0.65) 
Waist breadth Weight 0.79 (0.82) 
02 distal joint depth 02 proximal jOint depth 0.77 (0.58) 
01 joint breadth 01 tip breadth 0.75 (0.53) 
03 proximal joint depth 02 proximal jOint depth 0.75 (0.78) 
Elbow to tip of hand length Stature 0.75 (0.73) 
03 distal joint depth 03 proximal jOint depth 0.74 (0.36) 
03 length Elbow to tip of hand length 0.74 (0.55) 
02 tip breadth 01 jOint breadth 0.73 (0.49) 
01 joint breadth Hand breadth 0.73 (0.34) 
Table 5-3 - Correlations between male hand measurements with a minimum 
correlation coefficient of 0.7. Female coefficients for the same measurement 
in brackets 
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Measurement one Measurement two Pearson's r 
Waist circumference Waist breadth 0.95 (0.92) 
03 tip length 02 tip length 0.88 (0.59) 
Waist circumference Weight 0.87 (0.83) 
Waist breadth Weight 0.82 (0.79) 
02 length 03 length 0.82 (0.87) 
03 length Hand length 0.80 (0.82) 
Wrist circumference Weight 0.79 (0.56) 
03 proximal joint depth 02 proximal joint depth 0.78 (0.75) 
Wrist circumference Waist breadth 0.76 (0.32) 
Wrist circumference Waist circumference 0.76 (0.26) 
Elbow to tip of hand length Stature 0.73 (0.75) 
Hand length Foot length 0.72 (0.63) 
03 tip breadth Weight 0.72 (0.33) 
03 tip breadth Wrist circumference 0.72 (0.51 ) 
03 distal joint depth Foot length 0.71 (0.42) 
D3 tip breadth 02 tip breadth 0.70 (0.64) 
03 tip breadth Waist circumference 0.70 (0.15) 
02 length Hand length 0.70 (0.69) 
Table 5-4 - Correlations between female hand measurements with a 
minimum correlation coefficient of 0.7. Male coefficients for the same 
measurement in brackets 
For both the male and female measurements it was clear that a number of highly 
significant correlations were present, as shown in Table 5-3 and Table 5-4. 
5.4.2 Scatter plots 
The measurement correlations shown in Table 5-3 and Table 5-4 were all plotted as 
scatter graphs to ensure the relationships could not be described more effectively 
using quadratic or cubic methods. The linear techniques used were found to be clearly 
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suitable for the stronger correlations (see Figure 5-1). For the weaker correlations it 
was more difficult to determine the suitability of using linear correlation techniques 
(see Figure 5-2). However, as these techniques have been commonly used for 
measurement pairings (Clauser, et al., 1972, Has1egrave, 1986, McConville and 
Churchill, 1976, Pheasant, 1984), such as these, they were used in this investigation. 
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As the scatter plots showed all relationships to be linear, regression equations were 
produced for all the pairings shown in Table 5-3 and Table 5-4. These can be seen in 
AppendixJ. 
5.5 Discussion 
From the results of this survey it can be seen that proportionality does exist within the 
body. Of the highly correlated measurements in Table 5-3 and Table 5-4 two distinct 
groups can be seen. Linear limb lengths such as hand and digit lengths correlate well. 
For example, with both the male and the female groups high correlations were found 
between elbow to tip of hand length and stature, the coefficients being 0.75 and 0.73 
respectively. Measurements including breadths, depths and circumferences also 
correlated well with each other. The correlation level of 0.73 between Dl joint 
breadth and hand breadth found in the male group is an example of this. 
These correlations suggest that when choosing dimensions for predicting other body 
dimensions, two factors should be considered; firstly the underlying skeletal length, 
including linear limb lengths, and secondly skeletal width, including breadths, depths 
and circumferences. When a dimension is to be predicted that can be considered as 
being part of the skeletal length group, the predictor dimension should be chosen from 
the skeletal length group. Using this rationale, D3 length would be a good choice of 
predictor for hand length. With these two example measurements, a correlation of 
0.80 was found for the male group, and 0.82 for the females, showing D3 length 
suitable for predicting hand length. Similar should be done when predicting a skeletal 
width measurement. 
High correlations were found between weight and the waist breadth (males, 0.79, and 
females, 0.82) and waist circumference (males, 0.83, and females, 0.87). These 
suggest that the skeletal width factor also includes weight. 
One correlation that deserves discussion is the 0.71 correlation level found between 
D3 distal joint depth and foot length. This forms a correlation between a skeletal 
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length dimension, foot length, and one that is a skeletal width, D3 distal joint depth. It 
is not clear why this occurs. It is possible that skeletal length and skeletal width are 
not independent groups and some correlations between the groups do occur. However 
as the correlation level between these two dimensions in the male group was low 
(0.42) this would not seem to be the case, unless this cross correlation only occurs 
with females. Looking at a scatter plot for these two dimensions (see Figure 5-3) 
suggests the relationship between the two is linear and no outliers are present to affect 
the results. 
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One possible reason for the high correlation between foot length and D3 distal joint 
depth is suggested by the research of Skibinska (1976). In this factor analysis was 
done of 19 body measurements and three factors identified. Two of the factors 
identified relate to skeletal length and skeletal width while the remaining one is 
described as 'The size and massiveness of extremities.' Foot length is included in this 
factor by Skibinska (1976) and D3 distal joint depth can presumably be included, 
although it was not measured by Skibinska (1976). 
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However if this is true, then other high correlations might be expected between foot 
length and skeletal width measurements. Because the high correlation between foot 
length and D3 distal joint depth was the only one found between skeletal length and 
skeletal width measurements, it is assumed that this is erroneous. It is also thought 
that as a high number of dimensions were compared using correlation coefficients 
(253 per gender), a false positive result such as this is always a danger. 
These results agree with existing work on human body size correlations (Croney, 
1971, Kroemer, et al., 1997) suggesting that grouping dimensions into either skeletal 
length or skeletal width measurements allows for improved correlations between 
dimensions. However, the results do disagree with the finding ofSkibinska (1976) 
that the size of extremities is a factor influential on body proportion. This 
investigation adds to existing research by showing that that the proportionality of the 
body extends into the hands. 
While body proportionality was shown, a number of issues were evident that are 
influential on body size and will affect the production of any model predicting body 
size. 
5.5.1 Effect of gender 
Comparison of the male and female measurements showed a marked difference in the 
body proportions of each sample. This makes it necessary for male and female 
prediction models to be created separately. In female measurements a good 
correlation between waist measurements and hand breadth measurements was 
observed while in males this had a low correlation. When compared, 33 of the 
correlation coefficients for each sex differed by more than 0.3, however, only two of 
these were related to measurements of skeletal length. The other 31 all compared 
breadths, depths or circumferences, so showing the different proportionality of 
skeletal width of men to women. Further investigation of these comparisons showed 
that both genders have a roughly equal number of higher correlations, with males 
having 15 coefficients higher compared to 18 for the females. 
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5.5.2 Effect of distance 
Whilst keeping within the factors of skeletal length and width, it was evident that 
correlation strength reduces with increasing distance between the limbs measured. An 
example of this is illustrated in Table 5-5, where the correlation coefficients between 
a number of male skeletal length dimensions are shown. The strength of the 
dimensions where the measured limbs that are close to each other can be seen to be 
high, for example hand length to elbow to tip of hand length. However, increase the 
distance between the limbs measured, for example D3 tip length compared to stature, 
and the coefficient is reduced. While the reduction in correlation coefficient 
predictions of one measurement from the other is difficult, it can be noted that a 
coefficient of 0.44 is still significant at a 0.01 level. It can, therefore, be assumed that 
there is still a linear relationship between the dimensions. 
Stature Elbow to tip Hand length 03 tip length 
of hand 
length 
Stature 1 0.75 0.62 0.44 
Elbow to tip - 1 0.82 0.51 
of hand 
length 
Hand length - - 1 0.60 
Table 5-5 - Selected correlations illustrating the strength of male length 
correlations decreasing according to distance between measurements 
The effect of distance between the measured limbs also showed an influence of 
gender. Skeletal length links, such as those in Table 5-5, were move difficult to find 
for women, while skeletal width links were more difficult to find for men. An 
example skeletal width matrix can be seen in Table 5-6. This further illustrates the 
differences between male and female body proportions and the need for separate 
models for body size prediction for each gender. 
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Weight Waist Wrist 03 distal joint 
breadth circumference breadth 
Weight 1 0.82 0.79 0.53 
Waist breadth - 1 0.76 0.56 
Wrist - - 1 0.48 
circumference 
Table 5-6 - Selected correlations illustrating the strength of female width 
correlations decreasing according to distance between measurements 
5.5.3 Study implications 
The issues discussed allow for conclusions to be made relating to the research 
objectives, as stated in Section 5.1. When attempting to predict any anthropometric 
measurement it is important to keep length predictions separate from breadth, depth or 
circumference measurements. The choice of measurements should be used in a model 
predicting finger contact area depends largely on the effects of these two factors on 
finger contact area. Measurements to avoid include those that are measured across a 
large number of joints or any joints with very high mobility, as the effects of posture 
become influential. The measurements shown in Table 5-3 and Table 5-4 are those 
that correlate highest in this survey, however, the relation between these and finger 
contact area was not assessed in this investigation. 
While it would be preferable for finger contact area to be dependant solely on one of 
these measurements, it is possible that a combination of them may be required. In 
existing literature combinations of skeletal length and width measurements have been 
used (Clauser, et al., 1972, McConville and Churchill, 1976) and it is likely that this 
would be needed for finger contact area prediction. A commonly used measurement 
that combines these two measurement types is the Body Mass Index (BMI) calculated 
by multiplying height by weight, however, this uses measurements that are distant 
from the hand and have weaker correlations than other possible combinations found in 
this survey. Combinations made from closer measurements to the fingertip may yield 
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a good correlation with finger contact area. Example combinations include finger 
length to breadth and hand length to wrist circumference. 
Further consideration of the effects of the two factors skeletal length and width 
suggests another application for finger contact area. If fingertip length and width were 
measured then these may apply more specifically to the two factors. 
5.5.4 Data limitations 
As with all investigatory research, it was necessary to consider the limitations of the 
data collected in this survey. In this survey only first year university students were 
used, so the sample age range was small. This made them unrepresentative of the 
wider age range present in the UK. The sampled ethnicity was mainly white 
European, so limiting the results to this ethnic group. 
Four of the subjects measured were of non-white British ethnicity (see Table 5-2), 
however, as high correlations were found this is not thought to have had a significant 
effect on the results. As literature suggests that ethnicity does influence body 
proportion (see Section 2.4.6.5), it is possible that if the sample groups had only one 
nationality then the correlations found would be higher. 
The subjects used were not selected according to body size. However, a large range of 
body sizes were included (see Table 5-1). For males, up to 99th percentile 
measurements for both stature and weight were included, but the sample did not 
extend below 8th percentile stature and 3rd percentile weight. A lower percentile range 
of stature and weight was obtained for the female sample group. Female stature in 
particular only covered 79% of the range present in the full population (1 st percentile 
to 79th percentile) as given by Adultdata (1998). As the female sample group had a 
lower range of body sizes it is considered that this data limitation is of more influence 
on the female sample group than the male. The influence ofthis limitation with 
specific regard to biometric is discussed in more depth in O. 
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5.6 Conclusions 
This survey of hand anthropometry measurements found correlations between various 
limb lengths, depths, breadths and circumferences. These can be split into two factors, 
skeletal length and skeletal width. The investigations objective of identifYing body 
dimensions that can be used to predict other body dimensions has been achieved in 
this survey, which also illustrates the nature of proportionality of the body (see 
Section 5.1). 
Other factors found to be influential on body proportion and measurement prediction 
include gender, distance between measurements and the nature of how the 
measurement is collected. These are all factors that must be considered if body 
proportion is to be applied within a biometric. 
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Chapter 6 Finger contact area investigation 
This chapter describes the investigation performed into the relationship between 
fingerprint area and body limb size measurements. The chapter gives a full 
description of the investigation including: its aim, objectives, participant details, 
session procedure and a description of the analysis performed. This then leads into the 
results section in which a model predicting fingerprint area from other limb 
measurements is produced and tested. Factors identified from the results are then 
discussed and conclusions made how this investigation contributes to the larger study. 
6.1 Aim and objectives 
Once the relationship between different body sizes had been investigated, it was 
necessary to explore how this was related to finger deformation. This explored the 
relationships present and culminated in the production and testing of a model 
predicting finger contact area from a number of body size measurements. The 
inve~tigation aimed to assess the relationship between fingerprint size and other body 
measurements, so addressing the second and third objectives of the investigatory work 
(see Section 3.1). As the Body Size Assessment investigation (see Chapter 5) showed 
clear differences between the body proportions of males and females, this 
investigation was limited to investigating the relationships present with a male group. 
To fulfil the investigation's aim, the following objectives were used. 
1. To assess the relationships between fingerprint area and other body 
measurements in a sample of male participants; 
2. To develop a range of models allowing fingerprint size to be predicted from 
one or more body measurements; 
3. To investigate the effects of using measurements of body sections that are of 
different distances from the fingertip for prediction through the development 
of a range of models; 
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4. To test the models using a second group of participants who were not involved 
in the production of the models. 
6.2 Participants and procedure 
36 male participants were measured in this investigation. As described in Section 
3.2.2 they were randomly split into two groups, one for data investigation (n=24), 
from which finger prediction models would be produced, and one for model 
evaluation (n=12). The mean and standard deviations of the ages of participants in 
each group can be seen in Table 6-1. 
Group Mean Age Age Standard Deviation 
Data Investigation 25.96 7.07 
Model Evaluation 22.49 8.27 
. Table 6-1 - Mean age and standard deviations of the sample groups 
used for model production and evaluation 
As this investigation was concerned with body size, the stature and weight of each 
participant was recorded. This information summarised for each group can be seen in 
Table 6-2 and Table 6-3. 
Dimension Minimum Minimum Maximum Maximum Mean Standard 
(%ile) (%ile) deviation 
Stature 
1603 2 1918 99 1780.88 65.102 
(mm) 
Weight (kg) 64.5 13 92.4 83 77.171 7.7137 
Table 6-2 - Stature and weight of the Data Investigation sample group 
with percentiles (UK population, Peebles and Norris, 1998) 
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Dimension Minimum Minimum Maximum Maximum Mean Standard 
(%ile) (%ile) deviation 
Stature 
1701 22 2088 99 1806.58 99.437 (mm) 
Weight (kg) 66.9 16 114.2 99 78.604 13.6987 
Table 6·3 - Stature and weight of the Model Evaluation sample group 
with percentiles (UK population, Peebles and Norris, 1998) 
The ethnic composition of each group is shown in Table 6-4. 
Group Ethnicity (number of subjects) 
White Mixed Asian Black Chinese Other 
Data Investigation 23 0 0 0 0 
Model Evaluation 10 1 0 0 0 
0 
1 
Table 6·4 - Ethnicity of the sample groups used in the Finger Contact Area 
investigation 
The procedure undertaken for each survey participant can be found in Appendix K 
6.3 Analysis 
The analysis of the data was split into three stages. The first stage was the 
investigation of the first 24 subjects data to assess the relationships present. The 
second stage was the model production and the final stage involved testing ofthe 
models produced with the final 12 subjects. 
Prior to this, the area of all inked fingerprints gathered from participants during the 
investigation were measured using the methods described in Section 4.2. 
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6.3.1 Data investigation 
The following steps were performed on the first set of collected data in order to assess 
suitable measurements for model production. 
1. Data was summarised in terms of means, standard deviations, maximum, 
minimums, ranges and coefficients of variation; 
2. Summary data was inspected for any outlying measurements; 
3. Outlying measurements were identified and inspected. If no clear source of 
error was found then a judgment was made as to whether to exclude the 
subjects results from further analysis; 
4. Correlation coefficients were produced to compare all dimensions to D2 and 
D3 finger contact area; 
5. The coefficients were reviewed to aid the choice of measurements for 
inclusion in the models predicting finger contact area. 
6.3.2 Model production 
Once the initial data investigation had been completed, three mathematical models 
were produced predicting finger contact area from other body measurements. Multiple 
models were produced to fulfil the third objective of the study (see section 6.1). The 
models were split into groups according to the body areas they were based on. These 
can be seen in Table 6-5. 
Model Planned predictors 
Proximal Finger measurements 
Intermediate Hand/arm measurements 
Distal Measurements other than those of the upper extremities 
Table 6-5 - Three models proposed to predict finger contact area from 
body anthropometry 
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In order to produce a model predicting finger contact area multiple regression analysis 
was performed on the variables selected for inclusion. It was decided that at least one 
skeletal length and one skeletal width variable should be included in each model due 
to the independent influence of each on body proportion found in Chapter 2. In order 
to do this the procedure for stepwise multiple regression (Sirkin, 2006) was modified 
to allow for more control of the variables entered into the predictive equation. The 
modification was performed as the original procedure always selects the predictive 
variables with the highest correlation or partial correlation. As this may have resulted 
in a model that did not incorporate both skeletal length and width measurements, it 
was felt that this was unsuitable. This modified procedure is as follows: 
I. From the correlations produced during the data analysis, potential variables 
(max n=5) were selected for inclusion in the model according to correlation 
coefficient and body part measured. The highest correlating variable was 
chosen for inclusion in the model; 
2. A matrix of first order correlations, controlling for the variable selected in the 
previous step, was created. The highest correlating variable in this matrix was 
then selected for inclusion in the model, ensuring that the chosen variable was 
a skeletal length measurement if the previous measurement was of skeletal 
width, or vice versa; 
3. A matrix of second order correlations, controlling the variables selected in the 
previous steps, was created. Again the highest correlating variable was 
selected for inclusion in the model; 
4. The chosen variables were entered as the independent variables in a multiple 
regression analysis with finger contact area being the dependant variable; 
5. For each variable, the Beta values and associated significances were inspected 
and the predictor variable with the lowest Beta value eliminated from the 
analysis; 
6. Step 4 was then repeated with all chosen variables entered in order of their 
respective Beta values. The effect of removing the variable in step 5 was then 
assessed by comparison of the? values for each model, the ANOV A tests on 
each model and the Beta values for each variable; 
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7. The;' values for the models and Beta values for the model constituents 
produced in steps 4 and 6 were then compared and the model with the highest 
;. value chosen as the finished model. 
The design of this procedure ensured both skeletal length and width measurements 
were included in the production of the model whilst limiting the model to using three 
predictor variables. 
6.3.3 Model evaluation 
To test the models, predictions of finger contact area were produced from the 
anthropometry of the second subject group. In order to visually inspect the data, . 
scatter graphs were plotted between each model and the subject measurements. Once 
this had been done the model predictions were compared with the finger contact area 
measurements using correlation analysis and paired t test comparisons. 
6.4 Results 
The results from this study are presented in three sections corresponding to the three 
different stages of data analysis undertaken. 
6.4.1 Data investigation 
Once all the measurements had been collected, data analysis began on the Data 
Investigation group of study participants. This involved inspecting the data for errors, 
summarising the data and producing correlations to determine possible relationships 
between different measurements, as stated in Section 6.3 .1. The summary data can be 
found in Appendix 1. 
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6.4.1.1 Correlations 
Pearson's r correlation coefficients were produced for every pairing of measurements 
(see Appendix M). The correlations between the anthropometry measurements and 
finger contact areas can be seen in Table 6-6. 
Pearson's r 
Anthropometric 02 finger contact 03 Finger contact 
measurement area area 
Stature 0.31 0.24 
Weight 0.25 0.38 
Foot length 0.39 0.26 
Shoulder breadth 0.30 0.10 
Waist breadth -0.18 -0.02 
Waist circumference -0.01 0.13 
Elbow to tip of hand length 0.19 0.04 
Hand length 0.30 0.19 
Hand breadth 0.54 0.60 
Wrist circumference 0.40 0.47 
D31ength 0.22 0.15 
D2 length 0.40 0.26 
D 1 joint breadth 0.58 0.51 
D1 tip length 0.43 0.41 
D1 tip breadth 0.51 0.49 
D2 proximal joint depth 0.67 0.62 
D2 distal joint depth 0.51 0.51 
D2 tip length 0.83 0.66 
D2 tip breadth 0.63 0.49 
D3 proximal joint depth 0.65 0.60 
D3 distal joint depth 0.69 0.59 
D3 tip length 0.66 0.59 
D3 tip breadth 0.57 0.55 
D2 finger contact area - 0.85 
Table 6-6 - Pearson's rcorrelations between various anthropometric 
measurements and finger contact area 
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To investigate the relative effects of the two previously identified factors for body 
proportion, mean correlation coefficients were produced for skeletal length and width. 
These can be seen in Table 6-7. 
Finger Mean Pearson's r correlation coefficients 
Skeletal length Skeletal width All measurements 
02 0.41 0.44 0.43 
03 0.31 0.43 0.38 
02+03 0.36 0.43 0.41 
Table 6-7 - Mean Pearson's r coefficients for 02 and 03 fingerprint area with 
regard to skeletal length and width 
The mean correlations showed that for D2 each factor had equal effects while for D3, 
skeletal length had a lower correlation that skeletal width. The similar correlations for 
D2 suggests that any model predicting finger contact area should involve both skeletal 
length and width measurements. 
6.4.2 Model production 
The same method was used to develop the three models predicting finger contact area. 
This is described separately for each model in the following sections to give an 
appreciation of the different factors involved. 
6.4.2.1 Proximal model 
The Proximal model used measurements close to the fingertip and was therefore 
limited to measurements of the finger. The five highest correlating finger 
measurements were chosen for potential inclusion into the model. D2 finger contact 
area was noted as having more high correlations than D3 finger contact area and was 
therefore decided as being the subject of the prediction model. The measurements 
chosen, and correlations with D2 finger contact area, are shown in Table 6-8. 
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Anthropometric Correlation coefficient with 
measurement 02 finger contact area 
02 length 0.40 
02 proximal joint depth 0.67 
02 distal joint depth 0.51 
02 tip length 0.83 
02 tip breadth 0.63 
Table 6-8 - Measurements chosen for use in the Proximal model and 
corresponding correlations with 02 finger contact area 
D2 fingertip length was chosen due to its high correlation with D2 finger contact area. 
Partial correlations were then produced, controlling for D2 fingertip length (see Table 
6-9). 
02 distal 02 tip 02 02 finger 
joint depth breadth length contact area 
02 proximal Correlation 0.681 0.674 0.075 0.390 
joint depth Significance (2-tailed) <0.001 <0.001 0.734 0.066 
02 distal joint Correlation 0.510 -0.064 0.210 
depth Significance (2-tailed) 0.013 0.772 0.337 
02 tip breadth Correlation -0.103 0.446 
Significance (2-tailed) 0.640 0.033 
02 length Correlation -0.107 
Significance (2-tailed) 0.627 
Table 6-9 - First order partial correlation matrix of measurements for inclusion 
in the Proximal model controlling for 02 tip length 
From the partial correlations in Table 6-9, D2 proximal joint depths and D2 tip 
breadth were both considered to be possible additions to the model. This was due to 
them both being skeletal width measurements and having near significance and 
significance respectively using a significance level ofp<O.05. Due to its higher 
significance D2 tip breadth was chosen for inclusion and a second order partial 
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correlation matrix controlling for D2 tip length and D2 tip breadth was produced (see 
Table 6-10). 
02 distal 02 finger 
joint depth 02 length contact area 
02 proximal joint Correlation 0.532 0.196 
depth Significance (2-tailed) 0.011 0.381 
02 distal joint Correlation -0.013 
depth Significance (2-tailed) 0.953 
02 length Correlation 
Significance (2-tailed) 
Table 6-10 - Second order partial correlation matrix for inclusion in the 
Proximal model controlling for 02 tip length and 02 tip breadth 
As only D2 proximal joint depth had a partial correlation with D2 finger contact area 
that was significant at p<0.05, this dimension was added to the model and multiple 
linear regression performed. Correlation values for this model and the data used to 
produce it can be seen in Table 6-11, an ANOVA test of the models fit in Table 6-12 
and the coefficients, Beta values and related significance for each section of this 
model can be seen in Table 6-13. 
Std. Error of the 
r r Adjusted r Estimate 
0.135 
0.549 
-0.023 
0.918 
-0.069 
0.761 
0.872 0.760 0.724 13.727 
Table 6-11 - Correlation coefficients for the Proximal model using three 
predictor variables 
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Sum of Mean 
Squares df Square F Sig. 
Regression 11908.104 3 3969.368 21.066 
Residual 3768.460 20 188.423 
Total 15676.564 23 
Table 6-12 - ANOVA test of the Proximal model with three predictor 
variables 
Model constituents Unstandardised Standardised 
Coefficients Coefficients t 
Std. 
B Error Beta 
(Constant) -178.468 69.843 -2.555 
02 proximal joint depth 3.965 6.498 0.113 0.610 
02 tip length 11.092 2.317 0.659 4.787 
02 tip breadth 5.038 4.032 0.214 1.250 
Table 6-13 - Coefficients for the Proximal model predicting 02 finger 
contact area using three predictor variables 
<0.001 
Sig. 
0.019 
0.549 
<0.001 
0.226 
Inspection of the Beta values for each model constituent showed that both D2 
proximal joint depth and D2 tip breadth have less effect on the prediction that D2 top 
length. The t values and associated significance for both these variables showed that 
their effect is insignificant (p<O.05). Being the least significant variable, D2 proximal 
joint depth was removed from the model and multiple regression analysis performed 
again to produce a model using two predictor variables. The correlation fit of this can 
be seen in Table 6-14, an ANOVA test of the models fit in Table 6-15 and the 
coefficients in Table 6-16. 
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Std. Error of the 
r r Adjusted r Estimate 
0.869 0.755 0.732 
Table 6-14 - Correlation coefficients for the Proximal model using two 
predictor variables 
Sum of Mean 
13.520 
Squares Of Square F Sig. 
Regression 11837.933 2 5918.967 32.381 <0.001 
Residual 3838.631 21 182.792 
Total 15676.564 23 
Table 6-15 - ANOVA test of the Proximal model with two predictor variables 
Model constituents Unstandardised Standardised 
Coefficients Coefficients t 
Std. 
B Error Beta 
(Constant) -150.887 52.447 -2.877 
02 tip length 11.655 2.094 0.692 5.566 
02 tip breadth 6.697 2.933 0.284 2.283 
Table 6-16 - Coefficients for the Proximal model predicting 02 finger 
contact area using two predictor variables 
Sig. 
0.009 
<0.001 
0.033 
Eliminating D2 proximal joint depth had negligible effect on the correlation value for 
this model and increased the impact of both D2 tip length and D2 tip breadth. As the 
two predictor variables and constant within the model were found to have a 
significant effect (p<0.05), this was taken as the final Proximal model predicting D2 
finger contact area. The model is shown by the following equation. 
D2 Finger contact area = 11.655 x D2 tip length + 6.697 x D2 tip breadth - 150.887 
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6.4.2.2 Intermediate model 
The Intermediate model used hand and arm measurements. The four highest 
correlating hand and arm measurements were chosen for potential inclusion into the 
model. As with the Proximal model, D2 finger contact area was noted as having more 
high correlations than D3 finger contact area and was chosen as being the subject of 
the prediction model. The measurements chosen and correlations with D2 fmger 
contact area are shown in Table 6-17. 
Anthropometric Correlation coefficient with 
measurement 02 finger contact area 
02 length .0.40 
Hand length 0.30 
Hand breadth 0.54 
Wrist circumference 0.40 
Table 6-17 - Measurements chosen for use in the Intermediate model and 
corresponding correlations with 02 finger contact area 
Hand breadth was chosen as the first predictor variable due to it having the highest 
correlation coefficient. Partial correlations were then produced controlling for hand 
breadth (see Table 6-18). 
Wrist 02 02 finger 
circumference length contact area 
Hand length Correlation 0.442 0.662 
Significance (2-tailed) 0.039 0.001 
Wrist Correlation 0.281 
circumference Significance (2-tailed) 0.205 
02 length Correlation 
Significance (2-tailed) 
Table 6-18 - First order partial correlation matrix of measurements for 
inclusion in the Intermediate model controlling for hand breadth 
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0.220 
0.325 
0.150 
0.504 
0.182 
0.418 
-- -----------------------------------------------------------------------
As discussed in Section 6.3.2, a combination of skeletal length and width 
measurements were desired for the model. Of the three possible measurements, wrist 
circumference was therefore eliminated, as it is a skeletal width measurement. Hand 
length was then chosen over D2 length due to its higher correlation value. A second 
order partial correlation matrix was then produced (see Table 6-19). This shows the 
correlation levels between wrist circumference, D2 length and D2 fingerprint area 
when effects of hand breadth and hand length are controlled. 
02 finger contact 
02 length area 
Wrist circumference Correlation -0.017 
Significance (2-tailed) 0.940 
D21ength Correlation 
Significance (2-tailed) 
Table 6-19 - Second order partial correlation matrix for inclusion in the 
Intermediate model controlling for hand breadth and hand length 
measurements 
Both of these variables had such a low correlation coefficient that their inclusion into 
the model of these was thought to be of negligible effect. To investigate whether this 
would have an effect on the model, wrist circumference was chosen as the third 
variable for prediction. Multiple regression was then performed to create a model 
using the three predictor variables chosen. The correlation fit of this can be seen in 
Table 6-20, an ANOVA test of the models fit in Table 6-21 and the coefficients seen 
in Table 6-22. 
0.061 
0.794 
0.049 
0.832 
r r Adjusted r Std. Error of the Estimate 
0.595 0.354 0.252 22.957 
Table 6-20 - Correlation coefficients for the Intermediate model using three 
predictor variables 
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Sum of Mean 
Squares df Square F Sig. 
RegresSion 5487.386 3 1829.129 3.471 0.037 
Residual 10013.575 19 527.030 
Total 15500.961 22 
Table 6-21 - ANOVA test of the Intermediate model with three predictor 
variables 
Unstandardised Standardised 
Model constituents Coefficients Coefficients t Sig. 
Std. 
B Error Beta 
(Constant) -216.560 159.860 -1.355 0.191 
Hand breadth 4.058 1.748 0.502 2.322 0.032 
Hand length 0.537 .700 0.160 0.767 0.453 
Wrist circumference 0.240 .908 0.064 0.265 0.794 
Table 6-22 - Coefficients for the Intermediate model predicting 02 finger 
contact area using three predictor variables 
Only one of the variables used in the model, hand breadth, was found to have a 
significant effect (p<0.05) on the outcome of the model with a significance level of 
0.032. As wrist circumference had the smallest Beta value it was removed and a 
second multiple regression analysis performed. Correlation values for this model and 
the data used to produce it can be seen in Table 6-23, an ANOVA test of the models 
fit in Table 6-24 and the coefficients, Beta values and related significance for each 
section of this model can be seen in Table 6-25. 
r ~ Adjusted ~ Std. Error of the Estimate 
0.592 0.350 0.288 22.024 
Table 6-23 - Correlation coefficients for the Intermediate model using two 
predictor variables 
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Sum of Mean 
Squares df Square F Sig. 
Regression 5490.099 2 2745.050 5.659 
Residual 10186.464 21 485.070 
Total 15676.564 23 
Table 6-24 - ANOVA test of the Intermediate model with two predictor 
variables 
Unstandardised Standardised 
Model constituents Coefficients Coefficients t 
Std. 
B Error Beta 
(Constant) -224.607 150.000 -1.497 
Hand breadth 4.111 1.416 0.513 2.903 
Hand length 0.764 0.535 0.252 1.428 
0.011 
Sig. 
0.149 
0.009 
0.168 
Table 6-25 - Coefficients for the Intermediate model predicting 02 finger 
contact area using two predictor variables 
Removing wrist circumference from the model made hand breadth had the effect of 
increasing the effect of all model constituents, as shown by the raised Beta levels. 
This was seen as being a positive result despite the final r value for the model being 
reduced. Both the constant and hand length were not found to have a significant effect 
(p<0.05) on the model. This would suggest that they could be eliminated from the 
model, however, the correlation value found for this model is higher than that for 
using hand breadth solely as a predictor variable. As such the two variable model was 
chosen as the final Intermediate model. This used the following formulae. 
D2 Contact Area = 4.111 x Hand breadth + 0.764 x Hand length- 224.607 
6.4.2.3 Distal model 
The Distal model used large measurements of the body and selection of these 
excluded any measurements ofthe fingers, hands or arms. Due to the large distance 
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between the fingertip and the limbs measured by the predictor variables, this model 
was taken to be the most speculative of the three produced. The four highest 
correlating body measurements were chosen for potential inclusion into the model. As 
with the other models, 02 finger contact area was noted as having more high 
correlations than 03 finger contact area and was decided as being the subject of the 
Oistal prediction model. The measurements chosen and correlations with 02 finger 
contact area are shown in Table 6-26. 
Anthropometric Correlation coefficient with 
measurement 02 finger contact area 
Stature 0.31 
Weight 0.25 
Foot length 0.39 
Shoulder breadth 0.30 
Table 6-26 - Measurements chosen for use in the Intermediate model and 
corresponding correlations with 02 finger contact area 
While foot length had the highest correlation, stature was chosen as the first predictor 
variable as it is a larger, more common measurement. Partial correlations were then 
produced controlling for stature (see Table 6-2.7). 
Shoulder 02 finger 
breadth Foot length contact area 
Weight Correlation -0.110 0.244 
Significance (2-tailed) 0.618 0.261 
Shoulder breadth Correlation 0.148 
Significance (2-tailed) 0.499 
Foot length Correlation 
Significance (2-tailed) 
Table 6-27 - First order partial correlation matrix for inclusion in the Oistal 
model controlling for stature 
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0.213 
0.328 
0.160 
0.465 
0.252 
0.245 
All partial correlations with D2 finger contact area were low and deciding which 
would best suit the model was difficult. A combination of skeletal length and width 
measurements were desired for the model (see Section 6.3.2). As such, foot length 
was not considered with both foot length and stature being skeletal length 
measurements. Due to its higher correlation, weight was chosen as a predictor 
variable. Second order partial correlations were then calculated controlling for both 
stature and weight (see Table 6-28) 
Shoulder breadth 02 finger contact area 
Foot length Correlation 0.182 0.211 
Significance (2-tailed) 0.418 0.345 
Shoulder breadth Correlation 0.189 
Significance (2-tailed) 0.399 
Table 6-28 - Second order partial correlation matrix for inclusion in the Distal 
model controlling for stature and weight 
Shoulder breadth was chosen as the third measurement for inclusion. While its 
correlation value was not as high as that for foot length, the addition of shoulder 
breadth was thought to be better than an extremities measurement such as foot length. 
This was decided as the two dimensions already selected for inclusion, stature and 
weight, are both relatively large measurements of the body, as is shoulder breadth. 
Foot length is an extremity measurement and as such not congruent with the other 
measurements already selected. While foot length is still a measurement that is distal 
to the fingertip, this issue combined with the similar partial correlation coefficient to 
shoulder breadth, lead to shoulder breadth being selected for inclusion in the model. 
Correlation values, an ANOV A test and coefficients for the multiple regression 
analysis of the three chosen variables to predict D2 finger contact area can be seen in 
Table 6-29, Table 6-30 and Table 6-31 respectively. 
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r ;. Adjusted ;. Std. Error of the Estimate 
0.410 0.168 0.044 
Table 6-29 - Correlation coefficients for the Distal model using three 
predictor variables 
Sum of Mean 
Squares df Square F 
Regression 2639.202 3 879.734 1.350 
Residual 13037.362 20 651.868 
Total 15676.564 23 
25.532 
Sig. 
0.287 
Table 6-30 - ANOVA test of the Distal model with three predictor variables 
Unstandardised Standardised 
Model constituents Coefficients Coefficients T Sig. 
Std. 
B Error Beta 
(Constant) -43.914 163.833 -0.268 0.791 
Stature 0.065 0.099 0.163 0.661 0.516 
Weight 0.760 0.702 0.225 1.084 0.291 
Shoulder breadth 0.342 0.397 0.211 0.862 0.399 
Table 6-31 - Coefficients for the Distal model predicting D2 finger contact 
area using three predictor variables 
The r value for this model was poor and the chance of improving them significantly 
with the removal of a variable was considered similarly poor. The low significance of 
the constant suggested that the model might fit the data similarly if it were removed. 
For a variable to remove stature appeared to have the lowest effect on the resultant 
finger contact area prediction, however, this would leave the model comprising only 
one skeletal width measurement. As such, the skeletal width dimension with the 
lowest Beta value was removed; shoulder breadth. 
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Correlation values for the prediction model using two predictor variables can be seen 
in Table 6-32, an ANOVA test of the models fit in Table 6-33 and the coefficients, 
Beta values and related significance for each section of this model can be seen in 
Table 6-34. 
r i' Adjusted i' Std. Error of the Estimate 
.371 0.137 0.055 
Table 6-32 - Correlation coefficients for the Oistal model using three 
predictor variables 
. . 
Sum of Mean 
Squares df Square F 
Regression 2154.719 2 1077.359 1.673 
Residual 13521.845 21 643.897 
Total 15676.564 23 
25.375 
Sig. 
0.212 
Table 6-33 - ANOVA test of the Oistal model with two predictor variables 
Unstandardised Standardised 
Coefficients Coefficients T Sig. 
Std. 
B Error Beta 
(Constant) 14.192 148.411 0.096 0.925 
Weight 0.694 0.693 0.205 1.001 0.328 
Stature 0.113 0.082 0.281 1.371 0.185 
Table 6-34 - Coefficients for the Oistal model predicting 02 finger contact 
area using three predictor variables 
The difference in c'orrelation value between the two models was small. The difference 
in correlation was attributed to variation within the sample taken, rather than the 
population. The choice between models was made using the Beta values and 
corresponding significance values for each constituent. While not having significance 
(p<O.OS) for either of the variable coefficients using two predictor variables, these 
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values were much closer to significance than the model using three variables. This 
suggested that the two variable model was the more suitable. 
Due to the constant within this equation having extremely low significance it was 
considered not necessary and omitted from the prediction equation. The equation for 
this model is as follows. 
D2 Finger Contact Area = 0.694 x Weight + 0.113 x stature 
6.4.3 Model evaluation 
To evaluate each of the models the same procedure was followed which involved the 
production of scatter graphs and paired comparisons using appropriate statistical 
techniques. 
6.4.3.1 Scatter graphs 
Scatter graphs were produced to allow for visual inspection of the predicted finger 
contact areas against the measured finger contact areas. The graphs for each model 
can be seen in Figure 6-1. 
Figure 6-1 shows that the Proximal model has the clearest fit to the data. With both 
the Intermediate and Distal models, the fit of the predictions to the measured finger 
contact areas was poorer and that this appears to be due to the effects of three 
participants; numbers 1,4 and 9. Alternate best-fit lines were considered that better 
fitted the measurements ofthese three participants (see Figure 6-2). For both the 
Intermediate. and Distal models the alternate best-fit lines fit the data for participants 
1,4 and 9 better. However, for the Intermediate model in particular, the other 
participants' data appears to be closer to the initial best-fit line. This suggests that 
there is some factor uncontrolled in the experiment that differentiates participants 1,4 
and 9 from the rest ofthe tested sample that is influential on the relationship between 
their fingerpfint area and body dimensions. For the Distal model, the difference 
between the original best-fit line, and the alternate best-fit line is less apparent, 
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however as the Intermediate models fit line suggests that these three are problematic, 
it can be assumed that this is also the case for the Distal model and its predictions. 
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Figure 6-1 - Scatter graphs of the finger contact area predictions created by 
the Proximal model (a), Intermediate model (b) and Distal model (c) against 
measured finger contact area with markers set by subject 
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Figure 6-2 - Scatter graphs of the finger contact area predictions created by 
the Intermediate model (a) and Distal model (b) against measured finger 
contact area with markers set by subject with possible alternate best fit lines 
With participants 1,4 and 9, it can be noted that 4 and 9 both came from different 
racial backgrounds to the majority ofthe participants tested, who were white British. 
This suggested an influence of race on these models. No difference that may attribute 
the poor predictions for participant I could be found apart from being only one of two 
left handed people tested. However, the other left handed participant correlated well 
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with the data from right handed participants. Scatter graphs with these participants 
removed for the Intermediate and Distal models can be seen in Figure 6-3. 
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Figure 6-3 - Scatter graphs of the finger contact area predictions created 
by the Intermediate model (a) and Distal model (b against measured finger 
contact area with the outlying subjects removed. Markers are labelled by 
participant 
Once participants 1, 4 and 9 had been identified as potential outliers and removed, 
further scatter graphs were produced using best-fit lines with 95% confidence interval 
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Figure 6-4 - Scatter graphs of the finger contact area predictions created 
by the Proximal model (a), Intermediate model (b) and Distal model (c) 
against measured finger contact area with 95% confidence intervals 
shown. 
To further evaluate the fit of the models to the data, statistical comparisons were 
perfonned that allowed for quantitative assessment ofthe error present in the 
predictions. These were performed twice as participants 1, 4 and 9 had been identified 
as outliers in two out of the three models. 
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6.4.3.2 Testing using evaluation group 
Comparisons of the Proximal, Intermediate and Distal models to the Model 
Evaluation sample group without the outlying subjects removed were performed using 
both correlation analysis (see Table 6-35) and t test comparisons (see Table 6-36). 
These compared predictions from the models to the fmger contact area measurements 
of 12 subjects. 
Model 02 finger contact area 
N R R5quare 5ig. 
Proximal 12 0.882 0.778 <0.001 
Intermediate 12 0.442 0.195 0.150 
Oistal 12 0.342 0.117 0.277 
Table 6-35 - Paired sample correlations for each finger contact area 
prediction model against finger contact area measurements of a test 
group 
Sig. (2-
Comparison pairs Paired Differences (mm) t df tailed) 
Std. Std. Error 
Mean Deviation Mean 
02 finger contact area -
6.602 14.436 4.167 1.584 11 0.141 
Proximal model 
02 finger contact area -
4.111 31.147 8.991 0.457 11 0.656 
Intermediate model 
02 finger contact area -
24.580 30.129 8.697 2.826 11 0.016 
Oistal model 
Table 6-36 - Paired samples t tests of each finger contact area prediction 
model against finger contact area measurements of a test group 
It was expected that the accuracy of each model would depend partly on the closeness 
of the predictor measurements to the fingertip. The correlations shown in Table 6-35 
182 
1 __________ _ 
agree with the models having decreasing correlation values according to the distance 
the predictor variables are from the fingertip. 
Significance in the t tests would show that the model tested was significantly different 
from the subject measurements and this was not desired. The significance values were 
expected to be closest to 1 for the Proximal model and reduce for the Intermediate and 
Distal models in turn. However, this did not happen. Closer examination of how these 
statistical tests are constructed gives some explanation for why this occurred. 
The correlation coefficient provided can be defined as the sum of the products of the 
standard scores (Z scores) of the two measures divided by the degrees of freedom. 
This is, in effect, an expression of the similarity of the variation in each data set in 
terms of their standard deviations, so disregarding the difference in means and 
absolute size of the variation within each data set. To get a strong result each pair of 
data values for the same subject must have a similar distance from the mean in terms 
of standard deviations. The t test works differently to this by calculating a value that is 
based on the differences in means and the variations ofthe two data sets. As such it is 
sensitive to differences in changes in means between the two data sets tested, 
something that correlation calculations ignore. With regards to the variation in the 
data sets, it can also be noted that t tests compare the differences in size of variation in 
the two data sets while correlation calculations compare the position of each data 
value in the variation range of the data sample. 
To investigate the effect of the sensitivity to mean changes in t tests a further test was 
performed using the Distal model with the constant restored (see Table 6-37). While 
its effects were not found to be significant, restoring it to the equation influenced the 
mean, a factor tested in the t test comparison. As the correlation comparison was not 
sensitive to changes in the mean, then the presence or absence of a constant would not 
influence its results. 
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Comparison pairs Paired Differences (mm) t Of 5ig. (2-
Std. Std. Error tailed) 
Mean Deviation Mean 
D2 finger contact area -
Distal model with 10.387 30.130 8.698 1.194 11 0.258 
constant 
Table 6-37 - Paired samples t tests of the Distal model including constant 
against finger contact area measurements of a test group 
The inclusion of the constant in the prediction equation had a clear effect, reducing 
the mean difference between the predictions and measured data. Without the inclusion 
of the constant, the Distal model was significantly different to the measured finger 
contact areas at a significance level ofp<O.05 (see Table 6-36). By including the 
constant this was changed, with the Distal models predictions not being found to be 
significantly different from the measured data (p<O.OS, see Table 6-37). 
Inspection of the paired differences found in the t tests shown in Table 6-36 and Table 
6-37 gives an assessment of the accuracy of the models. The paired differences 
between the measured fingerprint areas and the Proximal model, Intermediate model 
and Distal model with constant are shown in Table 6-38. In this table, taking the mean 
difference to equate to the error value in the predictions, and the standard deviation of 
the mean difference to equate to the certainty of this error value, more information 
about the accuracy of the model can be gained. It was expected that the mean 
difference and standard error ofthe mean would be lowest in the Proximal model and 
highest in the Distal model, however this was not found. As discussed in Section 
6.4.3.1, three of the participants were considered to have problematic measurements 
and the unexpected values for the mean differences and standard error of the means 
were attributed to this. 
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Comparison pairs Mean difference Mean difference 
(mm) std. deviation (mm) 
02 finger contact area -
6.602 14.436 
Proximal model 
02 finger contact area -
4.111 31.147 
Intermediate model 
02 finger contact area - Oistal 
10.387 30.130 
model with constant 
Table 6-38 - Paired differences between measured and predicted fingerprint 
areas for each of the fingerprint area models. 
The sample statistics for all the D2 fingerprint area measurement helps to place the 
accuracy of these models in context. For all 36 D2 fingerprint area measurements, 
these can be seen in Table 6-39. 
Comparing the mean differences for each model to the 273.24 mm2 mean fingerprint 
area measured in the sample measured, the mean percentage error of each models 
prediction is seen to be low, being 2.42%, 1.5% and 3.8% respectively for the 
Proximal, Intermediate and Distal models. The standard deviation of the mean 
differences however, put the accuracy ofthese predictions into doubt. For the 
Intermediate and Distal models, the standard deviation of the differences between the 
predicted and measured sample is higher than the standard deviation in the measured 
sample. This shows that the variation from the measured sample is greater than the 
variation within the sample itself. As such, it is doubtful that the predictions made by 
the Intermediate and Distal models would have any practical use. Given the 
construction of these models, this can be attributed to body measurement prediction 
using correlations, as this was not used in the Proximal model. 
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Statistic Value (mm2) 
Mean 273.24 
Standard Deviation 28.13 
Range 120.99 
Minimum 222.69 
Maximum 343.68 
Table 6-39 - Sample statistics for 36 D2 Fingerprint Area measurements 
The absolute differences between each measured fingerprint area and the prediction 
made by each model is shown in Table 6-40. In this table the outlying participants 
data are highlighted and can be seen to have the largest difference when compared to 
the predictions made by the Intermediate and Distal model. For information, the 
measured fingerprint areas and each model's predictions are shown in Appendix N. 
Participant 
5 
6 
7 
8 
10 
11 
12 
Proximal 
(mm) 
5.71 
7.28 
10.18 
26.11 
15.95 
3.44 
6.16 
Intermediate 
(mm) Distal (mm) 
7.40 13.09 
11.35 9.32 
14.74 12.67 
6.05 4.50 
39.29 21.56 
25.92 26.45 
11.73 9.54 
Table 6-40 - Differences between the measured and measured fingerprint 
areas for each model with suspected outlying participants highlighted 
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6.4.3.3 Testing using evaluation group with outlying subjects 
removed 
Correlation analyses and t tests comparing the models to the Model Evaluation sample 
group, with the outlying subjects removed, can be seen in Table 6-41 and Table 6-42. 
The Distal model without the constant was not included in the tests, as it had already 
been shown to be less accurate than the model including the constant. 
Model 02 finger contact area 
N R Rsquare Sig. 
Proximal 9 0.883 0.780 0.002 
Intermediate 9 0.906 0.821 0.001 
Oistal 9 0.736 0.542 0.024 
Table 6-41 - Paired sample correlations for each finger contact area 
prediction model against finger contact area measurements of a test group 
with outliers removed 
Sig. (2-
Comparison pairs Paired Differences (mm) t df tailed) 
Std. Std. Error 
Mean Deviation Mean 
02 finger contact area -
2.770 12.210 4.070 0.681 8 0.515 
Proximal model 
02 finger contact area -
-3.673 18.870 6.290 -0.584 8 0.575 
Intermediate model 
02 finger contact area -
Oistal model with 5.656 15.695 5.232 1.081 8 0.311 
constant 
Table 6-42 - Paired samples t tests of each finger contact area prediction 
model against finger contact area measurements of a test group with 
outliers removed 
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The paired differences found in the t tests shown in Table 6-42 provides an 
assessment of the accuracy of the models. As with Table 6-38, the mean difference 
can be taken to equate to the error value in the predictions, and the standard deviation 
error of the mean to equate to the certainty of this error value, more information about 
the accuracy of the model can be gained. 
When compared to the mean differences in Table 6-38, the removal of the three 
outliers can be seen to reduce the error within each model. It also reduced the mean 
difference standard deviations of the Intermediate and Distal models. As the effect on 
the mean difference standard deviation of the Proximal model was small, it can be 
taken that the three removed subjects influenced something not present in the 
Proximal model; the use of body proportion for body size prediction. 
As with the testing against the full Model Evaluation group, the sample statistics for 
the D2 fingerprint area measurement were used to place the accuracy of these models 
in context. As this testing was performed under the assumption that subjects 1,4 and 
9 of the Model Evaluation group were suspect, they were removed from the sample 
and the statistics for the fingerprint area measuremerits of the remaining 33 subjects 
can be seen in Table 6-43. 
Statistic Value (mm2 ) 
Mean 270.94 
Standard Deviation 24.09 
Range 93.64 
Minimum 222.69 
Maximum 316.33 
Table 6-43 - Sample statistics for 33 of 36 measured 02 Fingerprint Area 
measurements 
Comparing the mean differences given in Table 6-42 to the 270.94 mm2 mean 
fingerprint area measured in the sample measured, the mean percentage errors of each 
models prediction are low, being 1.02%, 1.36% and 2.09% respectively for the 
188 
Proximal, Intermediate and Distal models. The small reduction in percentage error 
can be attributed to the removal of the measurement determined to be outliers. 
While the calculated percentage errors given above are relatively low, they do not 
represent the worst case errors. The absolute differences between each measured 
fingerprint area and the prediction made by each model is shown in Table 6-44. For 
information, the measured fingerprint areas and each model's predictions are shown 
in Appendix N. Using largest deviation from the prediction, worst case error levels of 
9.64%, 14.50% and 9.76% are obtained for the Proximal, Intermediate and Distal 
models respectively. This percentage error is calculated in the same manner used for 
assessing the error in the anthropometric measurements (see Section 4.1.9) and 
fingerprint area measurements (see Section 4.2.2.1). 
Participant Proximal (mm2) Intermediate (mm2) Distal (mm2) 
2 0.41 12.92 1.33 
3 9.30 3.52 23.74 
5 5.71 7.40 13.09 
6 7.28 11.35 9.32 
7 10.18 14.74 12.67 
8 26.11 6.05 4.50 
10 15.95 39.29 21.56 
11 3.44 25.92 26.45 
12 6.16 11.73 9.54 
Table 6-44 - Differences between the measured and measured fingerprint 
areas for each model with suspected outlier participants removed 
6.5 Discussion 
6.5.1 Data investigation 
The data investigation section of this study fulfilled the first of the study's objectives 
(see Section 6.1) by exploring the data collected. This in turn allowed for 
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identification of influential factors on correlations with finger contact area and 
potential measurements for the use in the prediction models. 
As in the Body Size Assessment investigation, effects of skeletal length and width 
could be seen in the calculated correlations. Within these factors, a reduction of 
correlation strength between anthropometric measures with increasing physical 
distance between the limbs measured could be seen. For example the correlation 
found between D2 tip breadth and hand breadth (0.67) was higher than it was with 
weight (0.31). This agrees with the results ofthe Body Size Assessment investigation 
where higher correlations were also found between measurements of body limbs close 
to one another. This result suggests that any predictive models involving body 
proportion need to consider the physical distance between limbs measured. 
Of more direct concern for fingerprint prediction models was the nature of the 
correlations with finger contact area. From the mean coefficient values in Table 6-7 it 
can be seen that skeletal width correlations were higher than skeletal length 
measurements for both contact areas measured. Comparison of the skeletal length and 
width measurements at different distance from the fingertip showed this to be true at 
all distances apart from the fingertip itself. Inspection of the correlations coefficients 
with finger contact area shown in Table 6-6 shows that when compared to fingertip 
dimensions, D2 fingertip length correlates higher with both D2 and D3 finger contact 
area while D3 fingertip length correlates at a similar level to the width measurements. 
As these were the only skeletal length dimensions of the fingertip collected, this 
suggested that any fingerprint area prediction model would have a larger contribution 
from a skeletal width measurement if it were to be based on any measurements other 
than those from the fingertip, where skeletal length is more dominant. 
This can, in turn, be taken to imply the body proportion elements of the model have 
stronger links between skeletal width measurements. Fingertip size conceptually 
appears to relate directly to finger contact area simply, with bigger fingertips giving 
bigger fingerprints and the nature of the relationship being influenced by the size of 
the fingertip and the manner in which it deforms. For other measurements body 
proportion comes into the model, as the link will be between finger contact area and 
the body measurements used via the fingertip as the depositing limb. 
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While skeletal width measurements were found to have a larger influence on finger 
contact area than skeletal length measurements, it must be noted that only males were 
measured. In the Body Size Assessment study (see Chapter 5) males were found to 
have fewer highly correlating measurements between skeletal width measurements 
than females. It can therefore be taken that any skeletal width measurements for finger 
contact area prediction models based on female measurements will have a larger 
relative effect than in any male models. This is the case only for models involving 
body proportion; models based purely on fingertip size will not have any influence 
from the increased correlation of skeletal width measurements. 
Averaging the correlation coefficients for each finger with regard to either skeletal 
length, or breadth, showed that both fingers had a mean correlation of 0.41-0.44 for 
both factors with the exception of D3s skeletal length measurements. While the 
reason for D3' s finger contact area having a lower correlation with skeletal length 
measurements is unclear, it does show that any model for D3 will have less data 
provided by skeletal length measurements and this may result in reduced model 
accuracy. It was expected that the correlations of skeletal width measurements with 
D2 finger contact area would be reduced due to each subject having varying amounts 
of wear due to tasks performed. However, this was not found. As D3 finger contact 
area had a lower mean skeletal length measurement correlation than D2 it resulted in 
the mean correlation being lower also. This suggested that D2 finger contact area 
couldbe more reliably predicted by other body measurements. 
The issues highlighted during the data investigation are summarized in the following 
list. 
• Measurement correlation strength decreases as physical distance between the 
body sections measured increases; 
• On average, skeletal width measurements had higher correlations than skeletal 
length measurements. This is likely due to the nature of the proportion of the 
body; 
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• On average, D2 finger contact area correlated better with other measurements 
than D3 finger contact area. 
6.5.2 Model production 
The model production section fulfilled the second and third objectives of this study 
(see Section 6. J) by producing linear models predicting finger contact area. In doing 
this, appropriate variables for prediction were identified and the relationship between 
these variables explored. 
Each model was designed to have at least one skeletal length and one skeletal width 
measurement. Assessment of the correlation and partial correlations showed that for 
both the Proximal and Intermediate model this was the optimal use of the available 
measurements. Adding a third measurement did not improve any of the models 
significantly. This showed that a third predictor measurement was unnecessary and 
suggests that skeletal length and width were the two main influential factors on finger 
contact area for the models. 
With each model the prediction variable with the largest influence, as determined by 
the Beta value, reflects the mean correlations found in the data investigation. For both 
the Intermediate and Distal models a skeletal width measurement had the largest 
effect. For the Proximal model the skeletal length measurement of fingertip length 
had the largest influence. This difference can be attributed to the effect of fingertip 
size as an intervening variable between fingerprint area and larger body dimensions, 
such as hand breadth or weight. This hypothesis makes the Intermediate and Distal 
models be based conceptually on two underlying relationships: 
• The relationship between fingerprint area and fingertip size; 
• The relationship between fingertip size and larger body dimensions. 
As the Proximal model only uses the first of these two concepts, the reduced impact 
of skeletal length measurements in the Intermediate and Distal models can be 
attributed to the use of body proportion. 
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Combining the two conceptual relationships discussed with the body proportion 
factors of skeletal length and skeletal width allows the Distal and Intermediate models 
to be graphically modelled, as shown in Figure 6-5. This illustrates the theoretical 
composition of these models. 
Conceptual intermediate model 
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Figure 6-5 - Path analysis showing the Intermediate and Distal finger 
contact area prediction models with corresponding illustrations of 
indirect and intervening variables 
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Compared to the data they were produced with, the Proximal model was found to 
have a highly significant correlation value (p<O.OI) and the Intermediate was 
significant at a lower level significance (p<O.05). The Distal model was not 
significant but did show a trend with its significance being p=O.2l2. These tests 
illustrate the effects of the reduction of correlation strength between anthropometric 
measures with increasing physical distance between the limbs measured found in the 
Body Size Assessment investigation (see Chapter 5) and the first section of this 
investigation (see Section 6.5.1). The significance levels found are promising for both 
the Proximal and Intermediate models while the Distal model appears to show less 
promise being further from significant However, this does not necessarily show that 
any of these models are practically useful. To ascertain this, the actual error in 
prediction must be analysed. These tests also show the quality of fit for the model to 
the data used to create the prediction equation. More valuable tests are those 
conducted with a separate group of subjects, as these give better information as to the 
practical use effectiveness of the produced models. These tests shall now be 
discussed. 
6.5.3 Model evaluation 
Testing of the models against data collected from new participants allowed for 
comparison of the models against sections of the larger population other than those 
used to produce the model. This improved the testing and in turn gave an indication of 
the wider applicability of the models to the larger popUlation and fulfilled the fourth 
objective of this investigation. 
The tests performed on the entire Model Evaluation subject group had promising 
results with the Proximal model having significant correlation at p<O.05 (see Table 
6-35) and none of the t tests showing the fingerprint area predictions to be 
significantly different from the fingerprint areas measured from the Evaluation sample 
group when significance is taken as p<O.OI, and only the Distal model being 
significant when significance is taken as p<O.05 (see Table 6-36). The reduction of 
correlation strength for the Proximal, Intermediate and Distal models in turn again 
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suggests an effect of increasing physical distance between the fingertip and the limbs 
measured for the predictor dimensions. This resulted in the predictions for the 
Intermediate and Distal models having insignificant correlation coefficients (p<0.05), 
when correlated with the full Model Evaluation group. 
The scatter graphs identified three subjects who had fingerprints areas that differed 
greatly from the predictions and as such accounted for more of the variation between 
the predictions and the measurements for the Intermediate and Distal models. As 
these did not influence the Proximal model it suggests that this was due to a 
difference in body proportion for these three subjects with the Proximal model being 
the only model to not involve body proportion. 
Two of the participants identified as having differing body proportion were the only 
non-white British subjects tested. Literature suggests that this is an influential factor 
for body proportion and the outlying participants measurements reinforces this idea 
(Ortiz, et al., 1992, Shan and Bohn, 2003, Wagner and Heyward, 2000). The 
improvement of both correlation analysis and t test results with the three erroneous 
subjects being removed showed that this influence strongly affected these results. No 
discernable reason was found for the third participants differing body proportion 
could be identified and this is an issue that deserves further investigation. 
With the outlying participants data removed, the correlation significance for the Distal 
model at p<O.OS and for the Proximal and Intermediate models at p<O.Ol. This 
showed strong relationships between the predictions and the measurements, thus 
suggesting that finger contact area prediction is possible. 
When compared to the Evaluation sample group, with outlying subjects removed, the 
t tests found no difference to any of the three models predictions at a significance 
level of p<0.05. Taking the mean difference to equate to the error value in the 
predictions, and the standard error of the mean to equate to the certainty of this error 
value, more information about the accuracy of the model can be gained. For both 
these measures, values closer to zero are preferable. 
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An increase in mean difference can be seen with the distance of predictor variables 
from the fingertip, with the largest mean difference being 5.7 mm2 for the Distal 
model (see Table 6-42). When compared to the measured sample mean, this gives the 
largest error value of the three models, 2.09%. Similar calculations give error values 
of 3% and 2.2% for the Intermediate and Proximal models respectively, as given in 
Section 6.4.3.3. This suggests that, whilst insignificant, the worse predictions given 
by the Distal model still have a low level of error. 
The Proximal model had the lowest standard error of the mean, followed in turn by 
the Distal and Intermediate models. This order of reducing variances was unexpected 
and did not occur to any clear factors, such as distance to predictor measurements or 
measurement Beta values. 
The unexpected change in variance is considered to be due to either measurement 
error or some factor unidentified at present. The measurement error for all 
anthropometric dimensions collected was analysed and is given in Section 4.1.9. The 
error levels for the dimensions used in the fingerprint area prediction models are 
given in Table 6-45. An error level of 1.98% was found for measurements of 
fingerprint area. Assuming that these errors occur randomly within the measuring 
equipment, the unexpected standard errors of the mean differences are considered to 
be due to the error levels associated with the measuring methods. 
Model Predictor dimension Error (%) 
Distal Stature 4.44 
Weight 7.32 
Intermediate Hand length 3.32 
Hand breadth 2.33 
Proximal 02 tip length 5.64 
02 tip breadth 5.27 
Table 6-45 - Error levels for predictor anthropometric dimensions 
As can be seen in Table 6-44, subject 10 had the highest error in Intermediate models 
prediction. High errors were also found for this subject with the other two models. As 
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with the three subjects removed from the Model Evaluation group, this subject may 
skew the results due to a factor such as ethnicity. However, nothing has been 
identified and this possibility remains a factor that deserves further investigation. 
A more practical assessment method is to look at the largest single error found in the 
predictions of each model. The errors of each models individual prediction are given 
in Table 6-44, the largest being 39.29mm for the Intermediate model. When compared 
to the Model Evaluation group mean, this translates to an error of 14.5%. Similar 
calculations give error levels of 9.64% and 9.76% for the Proximal and Distal models 
respectively. While the question of whether this is too much error for a practical 
application must be asked, answering it is difficult to do as for different applications, 
the error levels that can be tolerated are different. From the results of this study, all 
that can be claimed is that it is possible to differentiate between individuals, as is 
shown by: 
• The scatter diagrams with confidence intervals in Figure 6-4; 
• The significant correlations of both the Proximal and Intermediate models 
with the Model Evaluation group with outliers removed; 
• The low percentage errors found for the prediction of all three models. 
However, if fingerprint area is used as the sole method for comparison, the higher 
percentage errors found for the worst prediction of each model are a source of 
concern. As fingerprint area analysis is intended as a technique to augment, not 
replace, fingerprint comparison, this issue is reduced. However, it is still an important 
issue. 
In addition to the error levels identified, the practical effectiveness of fingerprint area 
analysis for use within fingerprint biometric is also be effected by other issues, such 
as ethnicity, gender and system composition. As these were identified throughout the 
study, these are discussed in depth in Chapter 7. 
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6.5.4 Data limitations 
Although this investigation yielded interesting results with regard to finger contact 
area prediction, it is important to appreciate the shortcomings of the study. The 
sample group measured did not reflect the larger UK population with the mean age 
being in the twenties for both the Data Investigation and Model Evaluation subject 
groups. 
The subjects used were not selected according to body size. Those included in the 
Data Investigation group did range from 2 nd percentile British male to 99th percentile 
British male stature (see Table 6-2). This suggests that the models are based on a wide 
range of body sizes; however, the subject weights did not vary to the same degree, 
varying from 13th to 83 rd percentile. Stature and weight can be taken as part of the 
skeletal length and width body proportion factors respectively. As the sampling 
strategy did not aim to get a range of both stature and weight this forms a limitation to 
the models produced. The same limitation applies to the Model Evaluation group as it 
used the same sampling strategy. As this sample group was smaller, the percentile 
range of statures and weights was lower. Specifically, shorter «22nd percentile) and 
lighter «16th percentile) subjects were not represented in the Model Evaluation 
group. 
All of the subjects measured, apart from two in the Model Evaluation, group were of 
white British ethnicity (see Table 6-4). For these two subjects, differing body 
proportions were observed and were excluded from the analysis, so making the test 
samples entirely white British. The combination of all subjects being white British 
and the two excluded subjects showing different body proportion shows that the 
models produced are limited to people of a white British ethnicity. 
The final potential shortcoming was in the measuring equipment being used. 
Anthropometric measurement by its very nature is an inexact science with difficulty 
being had in locating body landmarks. The finger contact area measurement technique 
was also developed purposely for this study and its testing is limited compared with 
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many commonly used teclmiques. To limit both these factors the methods were both 
tested and developed as detailed in Chapter 4. 
Whilst considering the influence of these shortcomings to the potential application of 
fingerprint area prediction within biometrics, other sampling factors must also be 
assessed. These include the exclusion of ill and injured individuals whose influence 
were outside the scope of this study. A wider discussion of the study limitations in 
respect to biometrics that includes these factors is given in O. 
6.6 Conclusions 
This investigation found evidence of a relationship between finger contact area and 
other body measurements along with a number of influential factors. Measurement 
correlation strengths appear to decrease with distance from the fingertip of the limbs 
measured by the predictor variables. Although skeletal width measurements had a 
higher mean correlation with fingertip contact area, this was found only in 
measurements other than fingertip measurements. This led to the concept of 
fingerprint length and breadth being indirectly related to each other through finger 
contact area and being intervening variables linking finger contact area to other 
skeletal length and width variables respectively 
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Chapter 7 Discussion 
This study aimed to investigate the relationship between fingerprint area and body 
size, and its application within biometrics to prevent the use of artificial fingerprints. 
The investigations performed in this study have demonstrated a relationship between 
body size and fingerprint area. This chapter discusses the results obtained from the 
investigations in relation to their application within biometrics to prevent the use of 
artificial fingerprints. As the results of each investigation are d,iscussed in isolation in 
the relevant chapters, this discussion focuses on the application of the results within 
biometrics in light of the results of the two investigations, their development of the 
data collection techniques and the literature review. The discussion is divided into 
five sections: 
• Body proportion; 
Discussing the relationships identified between body measurements, their 
limitations and the validity of the approach taken with relation to their 
application within biometrics. This addresses the second research objective 
(see Section 1.2.1). 
• Finger deformation; 
Discussing the relationships identified between fingerprint area and body size 
measurements, their limitations and the validity of the approach taken with 
relation to their application within biometrics. This addresses the third 
research objective (see Section 1.2.1). 
• The application of fingerprint area prediction; 
Discussion of the practical application of fingerprint area prediction including 
estimations of the error of the models produced and issues that must be 
considered for their application within biometrics. This addresses the fourth 
research objective (see Section 1.2.1). 
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• Recommendations for future work; 
Identifying and discussing future work required for the application of 
fingerprint area prediction within biometrics. 
• Other applications. 
Applications of the work performed during this study outside of biometrics are 
briefly discussed. 
7.1 Body size and proportion 
The anthropometry survey conducted during the Body Size Assessment investigation 
found correlations between various limb measurements of the hand and body. These 
were split into two groups, skeletal length and skeletal width. These groups were used 
during the development of the fingerprint area prediction models. A number of other 
factors were found to be influential on body proportion including gender, distance 
between body parts measured and the nature of how the dimension is measured. 
To understand the applicability and validity of these findings within biometrics, the 
relevant limitations of the Body Size Assessment investigation must be discussed. 
These include the sampling method employed, the measurement methods used and the 
approach taken for modelling the relationships between measurements. 
7.1.1 Limitations due to sampling 
The participants measured during the Body Size Assessment investigation were all 
sampled from students of the Industrial Design and Technology degree course at 
Loughborough University. The nature of the sampled population influences the larger 
population to which the results can be taken to be representational. Obvious groups 
that the sample group is unrepresentational of are non white British ethnic groups. If 
body proportion is to be used in a biometric application and the target user population 
is considerably different to that sampled, it will be necessary that a study of the body 
proportion of the target user group be performed. Whilst this limits the application of 
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the quantitative findings of the Body Size Assessment investigation, it is considered 
highly likely that the factors and relationships identified are present in other groups, 
albeit with different relationship parameters. 
The majority (95%) of the sample group measured in the Body Size Assessment 
investigation were white British and therefore this is the group that the results are 
most representative of. The results are also limited by a number of factors introduced 
by the participant selection strategy used and the project's scope, which influenced 
the choice of selection strategy. These include homogeneity of age, the degree of 
manual work exposure, the effects of health and the sampled body sizes; these shall 
now be discussed below. 
7.1.1.1 Homogeneity of age 
All of the subjects sampled in the Body Size Assessment investigation were of similar 
age, with a mean age of 19.41 years (0.82 years standard deviation). Whilst this limits 
the sample to being representative of this small age group, the applicability of the 
results to a larger range of ages can be discussed. 
Whilst the effects of aging on body proportion are unknown, existing research 
suggests that body fat amounts vary with age with levels falling from 50 years of age 
(Williamson, 1993). This reduction in fat deposits will have an influence on the 
identified body proportion factor, skeletal width. The results of the Body Size 
Assessment investigation are therefore likely to be applicable for individuals up to the 
age of 50. Above 50, as fat levels fall it is possible that the relationship between 
skeletal width measurements may change. However, the work performed on body 
physique by Sheldon et al (Sheldon, et al., 1940) suggests that body shape does not 
change throughout life, showing a permanence of skeletal width proportions. It is 
therefore considered likely that the absolute values for skeletal width measurements 
will reduce, but the proportionality between the measurements will be maintained. 
The possible effects of the advancing age on skeletal length are less clear. Beyond 
compression of the spinal discs leading to decreasing stature with increasing age 
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(Mates, 2002, Pierson Jr, et al., 1974), no information has been found to suggest that 
the body proportions found for ske1etallength measurements will not be maintained 
throughout life. This suggests that body proportions between measurements of the 
hand and arm to larger measurements, such as stature and sitting eye height will 
change with increasing age. Assuming that the reduction in stature is due to 
compression of the spines discs, proportions between hand and arm measurements are 
not likely to change, as these do not involve measurements crossing the spine. 
It is clear that the limited range of ages sampled in the Body Size Assessment 
investigation reduce the degree to which the results are representative of the UK 
population. Existing literature suggests that the representativeness ofthe results will 
decrease with advancing age, due in part to the decreasing length of the spine with 
age. Further research is needed to quantify this and its effect on fingerprint area 
prediction from larger body dimensions. 
7.1.1.2 Manual work exposure 
The participants sampled in the Body Size Assessment investigation were all 
university students. As such, none had been exposed to large amounts of manual 
work. The repetitive motion, postural stress, and forceful exertions associated with 
manual work exposure can result in injuries being present on the participant's bodies. 
It can also result in changes in body composition as the body adapts to the stresses 
placed on it. 
While manual handling clearly has effects on the body, no research into its effects on 
body proportion has been found. Body size can be expected to change due to factors 
such as increased muscle mass caused by the work performed. However, it may be the 
case that while the absolute body size increases; the body proportions found in the 
Body Size Assessment investigation are maintained. The work on body physique 
performed by Sheldon et al (1940) (see section 2.4.2) suggested that body type does 
not change throughout life, individuals merely get to be thinner or fatter versions of 
their physique. As this was based on a sample population of over 4000 individuals, it 
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suggests that the influences of manual handling on body proportion were accounted 
for as body type, as defined by somatotype (Sheldol1, et al., 1940), does not change. 
The work of Sheldon et al (1940) does, however, also conclude that three different 
body types are present and these will influence body proportion. This runs against the 
assumption used in the Body Size Assessment investigation that body size across the 
population is sufficiently similar that correlation analysis can be used to describe the 
relationships between measurements. The appropriateness of concept and the chosen 
methodology are discussed in more details in Section 7.1.3. 
It is also possible that body dimensions are affected by changes in natural body 
posture and the ranges of motion at the joints caused by damage to the body, for 
example back damage causing individuals to have a stoop. While not influencing the 
actual body size, this may result in some dimensions not being measured correctly as 
the subject measured may not be able to assume the correct posture. As a result, the 
measurement will not be representative ofthe individual's body size. While this can 
be taken as a measurement issue, rather than as influential on body proportion, it will 
have a resultant effect on the use of fingerprint area prediction as a biometric. 
7.1.1.3 Health effects 
The project scope was limited to screen out any participants with illnesses that may 
influence body proportion. While this limits the representation of the wider white 
British population, this is in line with the approach used in existing fingerprint 
biometrics. 
Fingerprint biometric identification is dependent on the patterns of ridges present on 
the fingertips, as discussed in Section 2.2.2. While the majority of the population have 
suitable fingerprint ridges for comparison to occur, some individuals do not have 
sufficient ridge detail for their fingerprint to be easily read (Maltoni, et al., 2003). 
These individuals form special cases that are flagged as such during input to the 
biometric system. Similarly, ifbody proportion is to be used as part of a fingerprint 
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area prediction model for biometric identification then some individuals will need to 
be flagged as special cases that the developed model does not apply to. 
Discussion with staff of the Histology Department at York Hospital on I i h May 2008 
suggested a number of potential diseases that influence body proportion. Diseases 
highlighted included: 
• Diseases that result in a change in the growth of body tissues, for example 
Cushing's Syndrome, Crohn's disease and muscular dystrophy; 
• Diseases that result in wasting of the flesh due to the inability to exercise the 
muscles in a specific body section., for example nerve entrapment and nerve 
damage; 
• Damage to the flesh itself, for example by necrotizing fasciitis, frostbite or 
physical injury .. 
• Bone diseases, such as osteomas, osteosarcomas and osteomalacia (otherwise 
known as rickets). 
If all of these diseases are to be included in a model of fingerprint area prediction, 
then a large amount of work be performed to assess their effects. For some of the 
diseases this may be possible to assess their influence on finger deformation, for 
others it is likely to be impossible due to either the individual nature of each 
individuals disease or the changing severity of the disease. It was noted during the 
discussion used to identifY these diseases that this list is not exhaustive and only 
illustrates a range of possible diseases. 
As the influence of the identified diseases will be difficult to assess, some are likely to 
be impossible to assess and the list produced serves only to illustrate a number of 
possible diseases, the approach followed to exclude ill individuals is considered valid 
for an application of body proportion within biometrics. 
7.1.1.4 Sampled body size 
As the participants in the Body Size Assessment investigation were sampled 
opportunistically, steps were not taken to ensure a full range of body sizes were 
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sampled. A different sampling method could have achieved this, such as stratified 
sampling (Cramer and Howitt, 2004). For example, by dividing the population into 
sub-groups using ranges of percentile stature and recruiting equal numbers of 
participants for each sub-group, an improved range of sampled body sizes would be 
obtained. 
Given the results of the Body Size Assessment investigations which showed skeletal 
length and skeletal width as being factors for body proportion, an optimal situation 
would have been for I SI percentile to 99th percentile measurements to be taken for 
both stature and weight. This assumes that a full range of stature would show the 
sample was representative ofthe skeletal length factor observed in the results while a 
full range of weights would indicate the sample was representative of skeletal width. 
The range of statures and weights sampled in the Body Size Assessment investigation 
are given in Table 5-1. The percentiles ranges of stature and weight for both the males 
and females are repeated in Table 7-1 with the percentage range of the wider UK 
population the sample can be taken to represent. This was calculated by subtracting 
the minimum percentiles from the maximum for stature and weight. 
Dimension Gender Minimum (%ile) Maximum (%ile) Range (%) 
Stature Male 8 99 91 
Female 17 96 79 
Weight Male 3 99 96 
Female <1 94 93 
Table 7-1 - Stature and weight descriptors of the Body Size Assessment 
Investigation sample group in terms of percentiles (UK population, 
Peebles and Norris, 1998) 
While the optimal I SI percentile to 99th percentile range of measurements were not 
taken for stature and weight, a wide range of measurements were still sampled. For 
the male sample group (n=65), 99th percentile measurements of both stature and 
weight were collected although the lower percentile measurements did not extend to 
1st percentile. The collected male measurements were representative of the higher 
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91 % and 96% of stature and weights in the British population and are taken to be 
representative of the British male population with a slight under representation of 
shorter individuals. 
The smaller female group sampled (n=24) were less representative of the British 
female population. In particular, smaller stature females was underrepresented with 
the smallest participant being 17th percentile stature. Any application of the Body Size 
Assessment investigations results, whether within biometrics or elsewhere, must bear 
this limitation in mind. It is considered likely that the identified linear relationships 
between measurements will extend into smaller males and females; however, this has 
not been proven by the work performed in the Body Size Assessment investigation. 
7.1.2 Measurement method limitations 
The error levels associated with all body size dimensions measured were assessed 
during the development of the measurements techniques used. The errors in all 
measurements assessed are given as percentage errors in Table 4-12. The error levels 
of the measurements used in the fingerprint area prediction models developed are 
duplicated in Table 7-2. 
Prediction model Measurement Model average 
Dimension error (%) measurement error (%) 
Distal Stature 4.44 
Weight 7.32 
ntermediate Hand length 3.32 
Hand breadth 2.33 
Proximal D2 tip length 5.64 
D2 tip breadth 5.27 
Table 7-2 - Worst case percentage error levels for anthropometric 
dimensions used in the fingerprint area prediction models 
These error levels for all measurements assessed were found to be influenced by a 
number of factors, mcludmg measurement tool used, transcrIptIOn errors, body 
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5.88 
2.83 
5.46 
landmarks used and size of the dimension to be measured. Once a measurement 
procedure was developed to minimise errors, the resultant error levels ranged between 
2.44% to 7.32%. These error levels can be taken as common in all anthropometric 
measurements and have the effect of reducing the strength of the relationships found 
between body dimensions. This should be considered in any application of 
anthropometric data. For example, 5th percentile British female grip reach from 
acromion is 555mm. If these were inaccurate by 5%, this would be a 27.75mm error. 
This will have a large effect in the design of workstations where a large amount of 
controls must be fitted into a relatively small area. While this error will be minimised 
if a large enough sample is measured to create the anthropometric database, this will 
be an issue in situations where individuals are screened for suitability according to . 
their body size. An example of this is the selection of pilots for military aircraft. The 
size ofthe sample measured should also be considered when taking anthropometric 
data from existing literature. 
It might be assumed from this that changing the measurement technique to a one with 
greater accuracy will increase the ability to predict one body dimension from another; 
however, it is important to carefully consider what measurement technique to replace 
it with. A similar assessment of error to that performed in this study should be 
performed to verify that any other techniques used to measure body size have lower 
error levels. Due to the simplicity of the measurement, for weight this should be 
relatively simple and a decrease in the error level will be possible by using a more 
accurate set of scales. All other measurements involve location of body landmarks 
and this is considered the limiting factor. The digital callipers used were accurate to 
two decimal places; however, the accuracy to which the body landmarks were located 
is not thought to be to the nearest 0.0 I mm. 
The error levels of the measurements used in the fingerprint area models are given in 
Table 7-2. While it can be assumed that these error levels reduce the reliability of the 
produced fingerprint area prediction models, a qualitative assessment of the effect of 
the accuracy of each model is difficult to make. The same method for measuring 
fingerprint area was used for each model. The measurement error found in the method 
used for fingerprint area measurement (1.98%) can, therefore, be taken as constant for 
each model. If they were influenced purely by the measurement error, then the error 
208 
--_.--------------------------------------------------------
levels found for each model (see Section 6.4.3.3) would be expected to follow the 
mean measurement errors for each model (see Table 7-2). However, this does not 
occur. The model with the lowest average measurement error, the Intermediate model 
(2.83%), when compared to the Model Evaluation group actually had the worst error 
level (14.50%). This can be attributed to the strength of the relationship between the 
measured body dimensions and the fingerprint area and the ability of the model itself 
to predict this. Whilst the measurement error will have an effect, the differing model 
error levels found suggest that these two factors have a stronger effect. The strength 
of the relationship and the models ability to predict this are discussed in Section 7.3. 
7.1.3 Validity of the body proportion assessment approach 
In the Body Size Assessment investigation, correlation analysis was used to assess the 
degree to which anthropometric body size measurements could be used to predict 
each other. This found a number of strong correlations between measurements; 
however, the suitability of correlation analysis must be considered for the assessment 
of body proportion and its application within biometrics. 
The correlation analysis techniques used the assumption that the relationships 
between the measurements were linear. Scatter plots supported this assumption with 
no curvilinear relationships being evident (see Figure 5-1 and Figure 5-2). This 
suggests that correlation analysis was a suitable approach, however, separating the 
analyses by gender alone may not be the optimal application of this approach. 
In the Body Size Assessment investigation, 4 individuals of the 89 measured were 
non-white British and the effects of these on the results would appear to be limited as 
strong correlations were still found. However, the Finger Contact Area investigation 
identified ethnicity as a factor for body proportion. This suggests that stronger 
correlations might be obtained if ethnicity is considered, something not considered in 
the approach taken. If body proportion is to be implemented as part of a biometric 
fingerprint area system, then ethnicity is likely to be a factor that requires 
consideration. This might be done by the production of separate finger contact area 
prediction models for different ethnic groups that used different body proportion 
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regression equations. Each individual's record in the finger information database can 
then be marked with a reference to the appropriate model that should be used, so 
allowing specific body proportion regression equations to be used and improving the 
accuracy of predictions. 
The Body Size Assessment investigation showed a clear effect of gender on body 
proportion, requiring separate correlation analysis to be performed on males and 
females, and separate regression equations produced for each group. If ethnicity is to 
be taken into account, the same must be done for different ethnic groups. It is possible 
that this might be partly produced from existing anthropometric studies, such as those 
summarised by Peebles and Norris (1998), however, few of these contain the detailed 
measurements of the hand which would be required. 
Another factor that was not assessed is the effects of the physique types identified by 
Sheldon et al (1940). While it is possible that these may increase the accuracy of the 
predictions, this will again require the formulation of regression equations for each 
physique type. As the three physique types identified by Sheldon et al (1940) exist in 
varying degrees in an individual this results in a extremely large number of groups. 
As strong correlations were found in the sample group when the effects of physique 
were disregarded, calculation of these is considered unnecessary. 
An advantage ofthe approach taken, the calculation of correlation coefficients and 
regression equations, was that it was easily combined with the assessment approach 
used for predicting fingerprint area. If a different approach were to be considered 
more appropriate, then it would also have to be easily integrated with fingerprint area 
prediction in addition to taking the observed factors of gender and ethnicity into 
account. The optimal method for doing this is considered to be the production of 
separate regression equations for the two genders and different ethnic groups. The 
correlation analysis approach used for assessing body proportion is therefore 
considered to be appropriate and the production of separate sets of regression 
equations an appropriate technique for better analysis of body proportion. 
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7.2 Fingertip deformation 
The experiment conducted during the Finger Contact Area investigation (see Chapter 
6) supported the reslllts of the Body Size Assessment investigation, including skeletal 
length and width as body proportion factors and correlation strength reducing with 
increasing distance between the body parts measured. It also identified the 
relationship between finger contact area and finger size as being linear and resulted in 
the production of three models allowing fingerprint area to be predicted from body 
measurements. 
To understand the applicability and validity of these findings within biometrics, the 
limitations of the Finger Contact Area investigation must be discussed along with the 
results, in terms ofbiometric application. Items requiring discussion include the 
sampling method employed, the measurement methods used and the approach taken 
for producing the predictive models. 
7.2.1 Limitations due to sampling 
The participants measured during the Finger Contact Area investigation were all 
sampled opportunistically from staff and students at Loughborough University. As 
with the discussion of the sampling in the Body Size Assessment investigation (see 
Section 7.1.1), the nature of the sampled population influences the larger popUlation 
to which the results can be taken to be representational. 
As with the Body Size Assessment investigation, the ethnicity of the measured 
participants is influential on the results. All but two study participants measured in the 
Finger Contact Area investigation were white British. Inspection of the scatter plots 
produced comparing the model predictions to the evaluation group identified the two 
non-white British participants as outliers and their data subsequently removed. They 
were, however, identified as outliers for the intermediate and distal models only. As 
the intermediate and distal models both model fingertip deformation and body 
proportion, while the proximal model only models finger deformation, this suggests 
that ethnicity is influential on body proportion, not fingertip deformation. 
211 
The entire sample group was also male, resulting in the models produced being only 
applicable to males and making it necessary for further assessment required if a model 
predicting female fingerprint area is to be produced. 
The sample group resulted in a number of other limitations including homogeneity of 
age, the degree of manual work exposure, the effects of health and body size. The 
effects of these limitations shall now be discussed. 
7.2.1.1 Homogeneity of age 
The subjects sampled in the Finger Contact Area investigation, used to produce and 
test the fingerprint area prediction models, had a mean age of25.96 years (7.06 years 
standard deviation). Although this age range was wider than those used in the Body 
Size Assessment investigation, only three of the participants measured were over 30 
years of age and this makes the sample group unrepresentative of older individuals. 
While the effect of the lack of representation of older individuals was not assessed, 
some conclusions can be drawn from the results of the Finger Contact Area 
investigation and the literature reviewed. Body fat levels decrease with age (as 
discussed in Section 2.4.6.3) and this will affect the adipose cells in the fingertip. 
While this will affect the fingertips deformation by reducing the amount of adipose 
cells in the fingertip, it will not change their physical properties. As fingertip area was 
found to be related to both fingertip length and width, it is considered likely that the 
reduction of body fat will result in thinner fingers, so maintaining the identified 
relationship. 
A factor whose influence is unknown is the reduction in skin elasticity that occurs 
with age. As the elasticity of the skin decreases, the amount of finger deformation for 
a set deformation will decrease. The size of this change cannot be determined from 
the investigations performed in this study due to the limited range of ages sampled. 
For finger deformation to be used within a biometric, the effects of age upon finger 
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deformation must be assessed as the limited range of ages used in the Finger Contact 
Area investigation cannot be taken as representative of any practical user population. 
7.2.1.2 Manual work exposure 
The participants sampled in both investigations were either university students or 
university staff. As such, none came from professions involving significant amounts 
of manual handling. Skin abrasion during manual handling can cause toughening of 
the skin and the formation of calluses. The effects of changes to the skin such as these 
are unknown and require further investigation. 
If the participants had performed higher amounts of manual handling then injuries 
would have been more likely, both at the time of testing and previously. The 
participants being screened to ensure no visible injuries of the fingertips were present 
reinforced this. 
Any injuries present on the fingertip will possibly influence the manner in which it 
deforms. These will in turn influence the use of finger deformation as a biometric. As 
discussed in the section 2.2.2.2, existing fingerprint biometrics are also influenced by 
fingertip damage. A severe injury is required to produce a permanent change in the 
fingerprint. Temporary changes to a fingerprint may be caused with less severe 
injuries such as cuts and grazes. For an injury to influence the fingerprint, the pattern 
present on the surface of the skin must be affected, however, this is not the case with 
finger deformation as a biometric. Provided that there is no inflammation due to an 
injury still healing, or scar tissue from a previous injury, it is possible that the finger 
deformation will be unaffected by injuries caused by manual handling. Inflammation 
will change the material properties of the fingertip due to extra blood and swelling in 
the area, while scar tissue will add a new material and so change the combined 
material properties ofthe fingertip. 
As participants were not sampled according to their exposure of manual handling, the 
influence of the increased skin loading and likelihood of injury was not addressed. 
This requires further investigation. 
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7.2.1.3 Health effects 
The Finger Contact Area study purposely screened out any participants with illnesses 
that may influence fingertip deformation or body proportion. Discussion with staff of 
the Histology Department at York Hospital on 17'h May 2008 suggested a number of 
potential diseases that may influence finger deformation. Diseases suggested included 
Lipoma, a benign tumour composed of fa tty tissues, Pyogenic Granuloma, a vascular 
les ions of the skin (see Figure 7-1 ) and blistering skin diseases such as Bullous 
Pemphigoid and Pemphigus. 
Figure 7-1 - Pyogenic Granuloma, a vascular lesion of the skin (Borton, 
2007) 
If the nature of fingertip deformation is changed by an illness, then the fingerprint 
area predictions models developed will not be applicable as they are based on healthy 
individuals. As body proportion is a part of the Intermediate and Distal models, any 
changes to body proportion made by an illness will also invalidate the models. The 
poss ible influence of illness on body proportion is discussed in Section 7.1.1.3 and as 
such, wi ll not be repeated here. To address the influence of illness on fingertip 
deformation in a practical biometric, two methods can be used. The effects of each 
illness on fingertip deformation can be included within a fingerprint area prediction 
model, or the individual can be marked as a special case and biometric identifi cation 
using fingerprint area not used. 
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Due to its investigatory nature, this work perfonned in this study was not designed to 
assess the effects of different diseases on fingertip deformation. This removes the .. 
possibility of including the influence of any disease in a fingerprint area model at this 
stage. Assessment of the effects of disease is therefore needed to include them in a 
fingerprint area prediction model. To assess the influence of any disease will be 
difficult for a number of reasons. Different diseases will have different effects on 
fingertip deformation, so requiring separate studies. Diseases with wide ranges of 
severity may require some assessment of severity to assess its influence upon fingertip 
deformation and this may change over time. There is also likely to be diseases that are 
unique to each individual, for example the skin lesion caused by Pyogenic Granuloma 
can form at different positions on the body and be of different sizes. The exact 
position and size of the lesion on the finger will influence how the finger deforms. 
Pyogenic Granuloma can therefore be taken as a disease that will prevent finger 
deformation from being predicted unless the individual is taken as a unique case and 
models developed purely for them. Developing separate fingerprint area models for a 
large number of individuals is unlikely to be a practical method for using fingerprint 
area prediction as a biometric due to cost. 
The identification and exclusion of individuals with diseases that influence fingertip 
deformation is a technique that is usable in a practical biometric. This is the same 
method that was suggested and discussed for illnesses influential on body proportion 
(see Section 7.1.1.3). As this is the same method used in existing fingerprint 
biometrics and the influences of disease on finger deformation are likely to be varied 
and difficult to assess, individuals with diseases that influence fingertip deformation 
should be identified and treated as special cases in any practical application of finger 
deformation within biometrics. 
7.2.1.4 Sampled body size 
As with the Body Size Assessment investigation, opportunistic sampling was used in 
the Finger Contact Area investigation, so limiting the range of body sizes sampled. 
This limits the degree to which the findings relating to finger deformation can be 
taken as applying to the full range of body sizes present in the UK population. 
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The maximum and minimum percentile statures and weights measured in the Finger 
Contact Area investigation are given in Table 6-2 and Table 6-3. These are duplicated 
and the percentage range of each measurement added in Table 7-3. 
Sample group Dimension Minimum Maximum Range (%) 
(%ile) (%ile) 
Data Investigation Stature 2 99 97 
Weight 3 83 80 
Model Evaluation Stature 22 99 77 
Weight 16 99 83 
Table 7-3 - Stature and weight descriptors of the Fingerprint Contact 
Area investigation sample groups in terms of percentiles (UK 
population, Peebles and Norris, 1998) 
In the Finger Contact Area investigation, the use of one skeletal length and one 
skeletal width measurement was found to produce the best fingerprint area prediction 
model. It would, therefore, have been optimal to sample a full range of both 
measurements. Ideally, this would have been I st percentile to 99th percentile for both 
stature and weight for both the Data Investigation and Model Evaluation sample 
groups. As can be seen in Table 7-3, this did not occur. In the Data Investigation 
group a large range of statures were measured, covering 97% of those found in the 
British population. A lower range of weights were measured in the Data Investigation 
group (80%). These covered many of the lowest percentiles however the heaviest 
subject measured was 83,d percentile weight. This suggested that the models produced 
might give poor predictions for heavier individuals. 
Whilst heavier individuals were not included in the Data Investigation group, the 
opposite was true for the Model Evaluation group. The lowest percentile measurement 
for stature and weight in this group were 22nd and 16th percentile respectively while 
the highest measured for both dimensions were 99th percentile. It might be thought 
that comparison of the fingerprint area models produced from a sample group 
representative of lighter individuals to a sample group more representative of heavier 
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individuals would give poor results. However, this was not found, as can be seen with 
by significant correlations being found between the measured Model Evaluation 
group fingerprint area and the predictions produced using the models (see Table 
6-41). This suggests that the relationships modelled from the Data Investigation group 
can be extended to the larger body sizes not included in the sample group. When 
applying the models in a biometric system, this is advantageous as it :educes the need 
to sample the full range of body sizes when producing the models. 
An alternative that is considered possible is that models produced from the full range 
of body sizes found in the UK population would provide more accurate predictions. 
To determine this, further work must be performed to produce a fingerprint area 
model based on a more representative population. This eliminates the advantage of 
being able to produce representative models from a sample that does not include the 
full range of body sizes. To determine if this further work is required, the accuracy of 
the models must be considered with reference to their application within a biometric 
system. As this will also depend on factors such as the measurement accuracy and the 
validity of the approach taken, these are discussed first and the application of the 
models within a biometric system is discussed in Section 7.3. 
7.2.2 Measurement method limitations 
Repeated measurements were performed to assess the error in the developed method 
for measuring fingerprint area (see Section 4.2.2.1). The standard deviation of three 
measurements of repeated fingerprint area, such as was done in the Finger Contact 
Area investigation, was found to be 2.86 mm2• Given the Data Investigation sample 
groups 296.05mm2 mean fingerprint area, this is considered a low level of error, with 
the average error in a fingerprint area measurement to be 0.97%. A worst-case 
percentage error of 1.98% was calculated from the measured fingerprint area that 
deviated the most from the individuals mean fingerprint area. 
An average measurement error of 0.97% and a worst-case measurement error of 
1.98% would appear to be low; however, to establish the effect of this within a 
biometric system it must be compared to other biometric systems. However, there are 
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no existing systems that use fingerprint area prediction, and for other measurements 
used to augment fingerprint biometrics (such as those given in Table 2-7), comparable 
error rates are not published. False acceptance and false rejection rates are published 
for many systems, however these cannot be directly compared to the error levels for 
the fingerprint area measurement technique as they provide values of the number 
incorrectly accepted or rejected. Values for false acceptance and false rejection cannot 
be gained from the measurement error, as this includes no tolerance for a match. 
Limitations of the fingerprint area measurement method can be noted by looking at 
how it might be used in a biometric system. The marmer in which the fingerprint is 
deposited must be controlled and this includes controlling the finger orientation, force 
applied and length oftime the force is applied. Once the fingerprint has been 
deposited, it must be enlarged, scanned and measured in a CAD package, a process 
that takes approximately 112 seconds to complete. 
The amount of equipment that is required to do this and the time required effectively 
precludes its use as an effective biometric system. To be practical for use in a 
biometric system, the fingerprint area measurement technique requires automation. 
By doing this, the time required to measure fingerprint area can be reduced. Some 
alterations to the method used in the Finger Contact Area investigation may enable it 
to be automated. The paper used to collect the inked fingerprints in the developed 
fingerprint area measurement method (see Figure 4-8) can be replaced with a 
fingerprint sensor, so dispensing of the use of both the ink and paper. This will make 
minimal difference to the measurement method and allow for the fingerprint to be 
taken digitally, so removing the need for photocopy enlarging and scanning. 
Measuring the area of the digital fingerprint in a CAD package is something that 
cannot be automated easily. To make it automated, a method of measuring the area 
that does not rely on a CAD package is needed. This may be similar to the pixel 
counting method described in Section 4.2.1.4 or it may use variations of the image 
processing methods already used in biometric fingerprint systems (such as the 
segmentation technique described in Section 2.2.2). 
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7.2.3 Validity of approach 
. The approach used to assess finger deformation and its links with body size was to 
assume that fingerprint area is a measure of finger deformation, control the manner in 
which the fmgerprint was deposited and use linear modelling to describe its relation 
with body size. 
The validity of taking fingerprint area as a measure of finger deformation has been 
suggested in literature (Pawluk and Howe, 1999). As no direct measure of finger 
deformation was collected in this study, no evidence is provided to either support or 
deny this assumption. For biometric applications, if this assumption is not valid then 
this causes no issue. Fingerprint area can be measured using a fingerprint sensor and 
then compared to body size using the fingerprint area prediction models. The 
assumption of fingerprint area being related to finger deformation is part of the 
theoretical background of the models and only needs further analysis if the 
relationship between body size and finger deformation itself is required. This is not 
required for a biometric application of the models produced. 
The modelling techniques used assumed the relationship between fingerprint area and 
the predictor body dimensions to be linear. As can be seen in the scatter graphs shown 
in Figure 6-4, and the significant correlations shown in Table 6-41, the relationship 
between the predictor dimensions and fingerprint area was linear and the modelling 
technique employed valid. 
To limit the number of factors that may influence fingerprint area, the marmer in 
which the fingerprint was deposited was strictly controlled. Due to the exploratory 
nature of this study, the controlling of fingerprint deposition is not considered a 
limitation of the work performed. By controlling fingerprint deposition, the size of the 
study was limited in order to prevent it growing to a size that was unjustified when 
attempting to validate that fingerprint area is related to body size. 
Factors controlled included the finger and arm position, the force applied, the 
environment and the presence of contaminants on the finger. For application of 
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fingerprint area prediction within biometrics, the effects of these factors must either 
be included in the fingerprint area model used or the factor controlled for in a similar 
manner to that done in the Finger Contact Area study. As the models produced 
suggest that there is a relationship between fingerprint area and body size, further 
assessment of these factors is needed for fingerprint area prediction to be used as a 
biometric. The need for these can be further analysed by discussion of how the 
biometric system is likely to be implemented. 
The position and orientation of the hand and arm were controlled to a greater degree 
in the Finger Contact Area study than is done in existing fingerprint systems. This 
was done to ensure identical finger position and in turn, fingertip orientation. As long 
as the fingertip is presented in the same orientation, then a reduction in the level of 
control of hand and arm position will not influence the deposited fingerprint and its 
size. Existing fingerprint systems can accommodate rotation and translation of the 
fingertip along the fingerprint sensor with correct identifications possible provided 
that sufficient features of the fingerprint are common to both the template fingerprint 
and the measured fingerprint. This is also not expected to be an issue for the use in 
fingerprint area as the area will be the same regardless of the fingertip's position and 
rotation on the sensor when the finger is flat against the sensor. A factor that requires 
assessment is finger rotation that moves the fingertip from being presented flat against 
the sensor. This will result in the side or the tip of the finger being pressed against the 
sensor, so altering the shape and area of the fingerprint deposited. Current fingerprint 
systems have a similar limitation as the sides of the fingertip have fewer features for 
comparison. Due to this, controlling of the finger orientation is thought the preferable 
method for including this factor into a practical biometric. 
The force applied by the finger is a factor that will need assessment and inclusion in 
the fingerprint area model for it to be used as a practical biometric. This includes the 
rate the force is applied and the time it is applied for. This was identified as a factor 
during the development of the fingerprint area measurement method (see Section 
4.2.2.1). It is possible to control the force applied by the finger by exerting a set force 
to the back of the finger, as was done in the Finger Contact Area investigation. 
However, the effects of force applied by the finger should be assessed, as it may be 
simpler to incorporate force into the model than it is to exert a controlled force onto 
220 
the back of the finger. For example, if the relationship between force and fingerprint 
area is linear then it can be added to the multiple regression equations created in the 
Finger Contact Area investigation (see Sections 6.3.1, 6.3.2 and 6.3.3). 
The temperature of the surrounding environment is a factor that will influence finger 
deformation. Temperature will inf).uence the mobility of the adipose cells in the 
fingertip, as they are comprised of fat cells. As these become colder, their mobility 
will decrease and the fingertip will get stiffer. The effects of this on finger 
deformation are unknown and require assessment before fingerprint area prediction 
can be used as a practical biometric. 
The hands of all participants in the Finger Contact Area investigation were washed 
before they were measured to remove any effects of contaminants on the skin. Some 
contaminants may change the manner in which the finger deforms, for example 
contaminants such as alcohol can dry out the skin, so making it stiffer. Other 
contaminants may prevent an accurate fingerprint area from being measured, for 
example thick liquids such as grease or paint. While this is an influential factor for 
fingerprint area being used as a biometric, it can be noted that this is also a factor for 
many other biometrics. For example, fingerprint recognition is hindered by 
contaminants on the skin that can prevent recognition of the minutiae (Maltoni, et al., 
2003). As such, this factor is regarded as one that cannot be assessed and included in a 
fingerprint area prediction model. It must therefore be controlled. 
To include these factors, linear modelling such as that used in the Finger Contact Area 
investigation may be insufficient. Other techniques that may allow for inclusion of the 
extra complexity introduced by these factors were identified in the literature review 
and include homogeneous techniques (Section 2.3 .6.1), waterbed techniques (Section 
2.3.6.2) and finite element techniques (Section 2.3.6.3). The choice of appropriate 
technique to use must be made by identification of the factors to be included in the 
model and assessment of the effects of these factors. 
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7.3 The application of fingerprint area prediction 
The findings of each investigation are discussed individually in their respective 
chapters. The limitations of the body proportion and finger deformation findings with 
respect to application to biometrics have been discussed in Sections 7.1 and 7.2. To 
determine the applicability ofthe investigations results within biometrics, the 
accuracy of the models produced must be discussed. This includes the error levels 
present in the produced models and the levels in existing fingerprint biometrics. This 
discussion allows for the identification of the practical requirements of a practical 
application of fingerprint area prediction as a biometric when it is combined with the 
limitations discussed in Sections 7.1 and 7.2. These issues shall now be discussed. 
7.3.1 Model accuracy 
Whilst the accuracy present within each of the fingerprint area prediction models 
produced is given in terms of percentage errors in Chapter 6, these must be considered 
with relation to the sources of error within each model and the influence of the errors 
in terms of biometric comparisons. A comparison must also be made with existing 
biometric. These considerations and comparisons shall now be discussed. 
7.3.1.1 Error levels 
The accuracy of the produced models is influenced by the error present in the 
variables and the error in the models themselves. The levels of the following error 
types were calculated for each model: 
1. The error in the anthropometric measurements used for the predictor variables 
(see Section 4.1.9) 
2. The error present in the measurement of fingerprint area (see Section 4.2.2.1) 
3. The mean error and worst case error in the predictions made by each model 
(see Section 6.4.3.3) 
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The levels of the three error types present within each model are summarised in 
Figure 7-2. 
~------------------------------------~ Proximal model- Measurement error 
02 Fingertip length 
(5.64%) 
02 Fingertip Breadth 
(9.27%) 
02 Fingerprint Area 
(1.98%) 
Prediction error 
Mean error - 1.02% 
Worst case error - 9.76% 
Intermediate model- Measurement error 
Hand length 
(3.32%) 
Hand breadth 
(2.33%) 
Oistal model - Measurement error 
Stature 
(4.44%) 
Weight 
(7.32%) 
02 Fingerprint Area 
(1.98%) 
Prediction error 
Mean error - 1.36% 
Worst case error - 14.5% 
02 Fingerprint Area 
(1.98%) 
Prediction error 
Mean error - 2.09% 
Worst case error - 9.64% 
Figure 7-2 - Measurement error and prediction error found within each 
model 
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As the predictions of fingerprint area are based on anthropometric measurements, the 
error levels present in the anthropometric measurements (item 1) will influence the 
error in the calculated fingerprint area prediction (item 3). In this study, the predicted 
fingerprint areas were compared to those collected by the method whose error level 
(item 2) will also influence the error in the fingerprint area prediction calculated (item 
3). Error present within the fingerprint area measurement method used will also be 
influential in a biometric application of any of these models, as the fingerprint area 
must be measured to provide a value for comparison to the predicted area. A third 
contributory factor to the error in the predictions (item 3) is the strength of the model 
itself. 
Ranging from 2.33% to 0.27%, the anthropometric measurements had higher error 
levels than that present in the fingerprint area measurements. This suggests that these 
error levels have a larger effect on the predictions error levels (item 3) than the error 
present in the fingerprint area measurements. Despite these error levels, the mean 
prediction errors for each model are low, all being under 2.09%. The largest error for 
a single prediction is 14.5%, found for the Intermediate model. The absolute value of 
this error is 39.29mm2, as given in Table 6-44. This absolute error and associated 
percentage error appears high, however this gives no information about the practical 
usefulness of the models produced. To answer this question, the likelihood offalse 
positive and false negative errors provides more information. 
As discussed in Section 2.2.4.2, the false acceptance rate (FAR) and the false 
rejection rate (FFR) are two measures by which biometric systems are commonly 
assessed. In fingerprint biometrics, these are calculated using a match tolerance that 
reflects the degree of similarity between the stored fingerprint and the read fingerprint 
that must be present for the two to be said to match. With fingerprint area prediction, 
this is a value in mm2 that the measured and predicted fingerprint area must not differ 
by for a match to be said to occur. 
Using a range of percentages of the mean fingerprint area of all measured subjects as 
the match tolerances (as given in Appendix L), FAR and FRR predictions for the 
Proximal, Intermediate and Distal models are shown in Figure 7-3, Figure 7-4 and 
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Figure 7-5. These were calculated using the fingerprint area measured in the Model 
Evaluation group and the associated prediction made by each model. 
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Figure 7-5 - Distal model error probabilities against match tolerance 
The found FAR and FRR levels show that it is possible to set a tolerance for these 
models to get a low FAR, however this will increase the FRR level to that which will 
be very high. For example, a tolerance of 10% of the mean (27mm2) is needed to geta 
FRR rate of 0% for the Proximal model. However with this tolerance, the FAR level 
becomes 68%. With such a low FRR, the user friendliness will be high as no 
authorised people are rejected, however, 68% of unauthorised people are accepted. 
This will result in a system that is not very secure. As the tolerance required for a 
match is reduced, the FRR raises and the FAR lowers. This will result in a more 
secure system, but as more authorised people are rejected the user friendliness will be 
lowered. 
Specifying an appropriate tolerance is difficult to do without knowing the systems 
intended usage. Lower user friendliness is likely to be accepted when the required 
security level is higher. For example, a bank vault will be expected to be extremely 
secure and a degree of difficulty to gain access will be tolerated. 
A mid point between user friendliness and system security can be found in the Equal 
Error Rate (EER). This is the level at which the FAR and FRR are both equal. A 
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lower EER suggests a more efficient system with a greater capability for 
distinguishing between authorised and unauthorised users. The EER levels for the 
fingerprint area prediction models are given in Table 7-4. 
Model EER(%) Tolerance (% population Tolerance (mm') 
mean) 
Proximal 32 3.5 9.48 
Intermediate 36 5 13.55 
Distal 46 4.7 12.73 
Table 7-4 - Equal Error Rates (EER) for the fingerprint area prediction 
models produced 
The EER levels for each model shows the potential for an incorrect identification is 
highest for the Distal model and lowest for the Proximal. This agrees with the 
previous error prediction levels found and gives a quantification of the likelihood of 
the error occurring on system usage. For the most accurate system, an EER of 32% is 
still high with one out of three people being incorrectly identified. Some of this, 
however, can be expected as two individuals with similar body size will have similar 
fingerprint areas. 
Before a conclusion of the suitability of using fingerprint area prediction within 
biometrics can be made, a comparison of the FAR, FRR and EER levels found for the 
fingerprint area prediction models produced to those found in existing fingerprint 
biometric systems must be made. This allows for further discussion as to their 
suitability . 
7.3.1.2 Existing biometric error levels 
A range of advertised FAR, FRR and EER levels are shown in Table 7-5. Comparing 
these to the FAR, FRR and EER levels found for the produced fingerprint area 
prediction models shows existing fingerprint systems to be far more accurate. While 
the large difference suggests that the fingerprint area models are oflittle use, two 
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issues must be considered; that these are advertised error levels and the assumptions 
under which the error levels were calculated. 
Source FAR (%) FRR (%) EER(%) 
Cansee (2007) 0.001 0.1 -
Legg (2002) 0.001 2 -
Venture119 (2003) 
- -
0.1 
Sense (2001) 
-
- 0.4 
Table 7-5 - Advertised False Acceptance Rates (FAR). False Rejection 
Rates (FRR) and Equal Error rates (EER) of existing fingerprint biometric 
systems 
As the manufacturing companies produced the error levels presented in Table 7-5, it 
can assumed that getting low error levels was an objective of the testers, so aiding 
their sales. To get lower error levels, tests can be designed to present fingerprints to 
the fingerprint sensor in an optimal manner, which may not necessarily be 
representative ofthe systems when in use. Stewart et al (2007) performed 
independent testing of a fingerprint system used to secure explosive control devices. 
In this testing aFAR rate of 0% was found, similar to that of advertised systems. A 
higher FRR rate of28.81% was found. This discrepancy may be purely due to the 
environmental factors of the application, however, it does lead to some questions 
about the advertised FRR rates of Cansec (2007) and Legg (2002), and the advertised 
EER rates of Venture II 9 (2003) and Sense (2001). 
The increased FRR rate found by Stewart et al (2007) raises an interesting concept 
that, although not documented, can taken to be used in fingerprint biometrics. As the 
FAR rate found was still 0%, the finger can be creappIied until a match is found. 
Reapplications of the finger will reduce the high FRR with each attempt made. The 
additional applications will reduce the user friendliness ofthe system, however, for 
expensive or high-risk items that require protection this is likely to be tolerated. 
A more important issue that must be considered is the underlying assumptions used in 
the testing performed to gain the FRR, FAR and EER levels in Table 7-5. Fingerprints 
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are assumed to be unique in existing biometric systems. In the fingerprint area 
prediction models produced, this assumption is not taken. In the fingerprint area 
prediction models it is expected that in a population, some people will have fingertips 
of similar size and therefore match each other if fingerprint area is used solely for 
identification. 
Using the range of measured fingerprint areas in the Data Investigation sample group 
(120.99mm2), an indication of the percentage of the population that can be assumed to 
match the tolerances for each models EER level can be calculated. This forms an 
expected minimum FAR and the calculated levels are shown in Table 7-6. The 
pro bability of this for each model is approximately I in 10 before the error present in 
the models is considered. Comparing these to the advertised FAR rates shown in 
Table 7-4 shows that these are much higher. As a result, it is extremely unlikely that 
these FAR and FRR levels would be acceptable in a security settings. 
Model EER Match tolerance Match tolerance (% 
(%) (mm2) measured fingerprint area 
range) 
Proximal 32 9.48 7.8 
Intermediate 36 13.55 11.2 
Distal 46 12.73 10.5 
Table 7-6 - EER match tolerances expressed as a percentage of the 
range of measured fingerprint areas 
Whilst the error levels for each model are too high for the practical usage of 
fingerprint area prediction as a biometric in isolation, its usage in combination with 
existing fingerprint biometrics will combine the merits of each approach. As shown 
by both the advertised error levels (see Table 7-5) and independent testing (Stewart, et 
al., 2007) existing fingerprint biometrics have extremely low FAR levels. However, 
these levels are based on the assumption that the patterns present in the fingerprints to 
be compared are independent. This will not be true of an artificial fingerprint that will 
be made to purposefully look like an authorised fingerprint. Testing of existing 
fingerprint biometrics using artificial fingerprints has found higher FAR rates, ranging 
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from 67.5% to 100% (Larin andCheng, 2007, Ligon, 2002). The similarities between 
real fingerprints and artificial fingerprints will not influence identification using 
fingerprint area prediction, so making the FAR, FRR and EER levels calculated for 
the fingerprint area prediction models independent of the use of artificial fingerprints. 
When used in combination with an existing biometric fingerprint system, they will 
reduce the FAR rates when attacks are made using artificial fingerprints. 
Another factor to consider is that the addition of an artificial finger to the surface of 
the finger may change the manner in which the fingertip deforms, so reducing the 
calculated FARs, FRRs and EERs. No testing was performed in this study offinger 
deformation when artificial fingerprints were being used and none have been found in 
existing literature. As such, a reduction in error levels carmot be proved at this stage, 
however, it is thought probable. 
While the calculated error levels show that the fingerprint area prediction models 
produced are not accurate enough to provide investigation when used in isolation, if 
used in existing fingerprint biometrics they can reduce the likelihood of an attack 
using a artificial fingerprint being successful as they are not based on comparison of 
the minutiae on the fingertip. 
7.3.2 Practical application 
The fingerprint area prediction models developed during the Finger Contact Area 
investigation are limited to set force applications and set finger positions. These, in 
turn, limit their wider application. The sampled group used to produce the models and 
the measurement techniques used also form model limitations. For the practical 
application of a model of fingerprint area prediction, factors such as these require 
either controlling or modelling. 
Identified factors that require either controlling or modelling are now discussed. This 
results in a proposed model composition and a discussion of barriers to the practical 
application of fingerprint area prediction within biometrics. 
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7.3.2.1 Identified factors 
The combination of the literature review and the investigations performed during this 
study gives a number of issues that require either incorporation into any predictive 
model of fingerprint area or controlling in the chosen biometric application setting. 
These can be divided into three groups. These are finger deformation, body proportion 
and other issues. The model constituents of all three sections can be seen in Table 7-7. 
Model section Factors 
Finger deformation Direction of force applied 
Rate of force application 
Force history of the fingertip 
Non-linearforce displacement relationship 
Finger size 
Finger orientation 
Manual work exposure 
Age 
Body proporti on Skeletal length 
Skeletal breadth 
Distance between measurements 
Gender 
Subject environment 
Ethnicity 
Measurement issues Fingerprint sensor type/method 
Fingerprint area measurement 
Fingertip/body size measurement method 
Table 7-7 -Influential factors for modelling or control in a comprehensive 
model predicting fingerprint area 
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The factors under the group heading of measurement issues were identified in the 
literature review and in the development of the data collection techniques. These 
specifically relate to the measurements that would be collected by the biometric 
system utilizing fingerprint area analysis. The fingerprint sensor type/method varies 
between existing fingerprint biometric systems with different sensor types (Frost and 
SuIIivan, 2005, Sandstrom, 2004) and system compositions (Maltoni, et al., 2003) 
identified in literature. While these all perform the same task, with existing fingerprint 
technology the fingerprint area is unimportant and it is possible that different systems 
will give different fingerprint areas. For example sweep fingerprint sensors may result 
in a different fingerprint size to area sensors and the image processing and pattern 
recognition techniques performed in the feature extraction section of the system may 
change the area of the captured fingerprint. 
As discussed in Section 7.2.2, the method used for measuring fingerprint area in the 
Finger Contact Area investigation is unsuitable for use in a biometric system. 
Automating fingerprint area measurement was identified as being required for use in a 
biometric system and possible method for doing this discussed in Section 7.2.2. The 
accuracy of any automated fingerprint area measurement technique must be assessed 
to check its repeatability and reliability. 
During the testing of the anthropometry measurements a number of issues were found 
to influence the measurement accuracy. These have been discussed in Section 7.1.2 
and include transcription errors, the accuracy of the measuring instrument and 
difficulty in finding body landmarks. Depending upon the method used to measure the 
chosen body dimensions, these are issues that may require consideration. The last of 
these in particular, difficulty in finding body landmarks, is one that will influence any 
application of body size in relation to fingerprint area. If automatic methods are used 
to measure the body then careful development will be needed to ensure that the same 
body landmarks are used and if manual methods are used then careful standardization 
will be needed to ensure that measurements are always performed in the same 
manner. Measurements using difficult to find landmarks in particular, such as waist 
circumference, will need to be carefully controlled. 
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As they can be measured quickly and reliable, it is might be preferable to use body 
measurements of stature and weight. While solving the problems of body size 
measurements, it also uses more distant measurements from the fingertip area. As 
these appear to ha"l(e the lowest correlations with fingerprint area, they are less 
suitable than closer measurements to the fingertip. This was made evident by the 
fingerprint area prediction model produced that uses the fingertip measurements, the 
proximal model, having a lower EER (36%) than the model using stature and weight; 
the distal model with a EER of 46%. 
7.3.2.2 Proposed model composition 
While a versatile fingerprint area prediction model would be produced if all of the 
factors listed in Table 7-7 were incorporated, doing this is far from practical or indeed 
required. The factors included in the fingerprint area model should be chosen 
according to the manner in which fingerprint area prediction is applied as a biometric. 
For example, if the orientation of the finger is controlled then the effects of this 
changing need not be included in the model. This was done for the models produced 
in the Fingerprint Area Study. In these, the force exerted by the fingertip and the 
orientation of the fingertip was controlled in order to limit their influence, so 
simplifying the models and the size of the study needed to produce them. Model 
simplification like this might be done in a real world application by giving 
instructions to users as to finger orientation and the nature of the force application, so 
controlling these factors. 
It is possible that some of the factors listed in Table 7-7 may not be of consequence, 
however this cannot be confirmed without further research. The force history is one 
that is thought to not be of consequence. Many of the fingerprint deformation models 
using ramp loadings reviewed do not incorporate the force history (Pawluk and Howe, 
1999, Wu, et al., 2003). Assuming that when using a fingerprint sensor the finger 
experiences similar ramp loadings, then inclusion of force history in the model may 
not be needed for applications of fingerprint area prediction in biometrics using 
fingerprint sensor. 
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Pawluk and Howe (1999) recommends that for better modelling the different sections 
of the deformation ramp in the ramp-and-hold phase should be modelled separately 
with the force displacement graph presented appearing to become linear at higher 
forces. This raises the possibility that the non-linear force displacement relationship is 
actually linear at higher forces than those used in existing fingertip deformation 
studies. As the models produced in the Finger Contact Area investigation were based 
on testing at higher forces and used linear modelling, this possibility is supported. 
The factors chosen for inclusion in the fingerprint area prediction model will 
influence the nature ofthe model. Before the nature ofthe model can be discussed in 
detail, further work is needed to investigate some of the factors and their effect. For 
example, if the biometric is to be used outdoors, the influence of temperature on 
fingertip deformation will require assessment. In particular, a discussion of the exact 
modelling techniques to be used is not possible until this work has been performed 
and factors to be included decided. 
Despite this limitation, the composition of a fingerprint area prediction biometric 
system can still be estimated and is shown in Figure 7-6. This theoretical composition 
has a central stage of finger deformation modelling (4) that is used to predict the 
fingerprint area. This is then compared to the measured fingerprint area (5) to give a 
probability match. The finger deformation modelling section (4) has three inputs. One 
of other finger properties (7) is intended to cover extra measurements taken to include 
any other influential factors modelled, for example temperature. Fingertip length and 
breadth are the other two inputs to the finger deformation modelling section (4) as 
fingertip size was suggested to be an intervening variable between fingerprint area 
and larger body measurements in the Finger Contact Area investigation. Fingertip 
length and breadth can come either from direct fingertip measurements (2), or from 
linear regression (3) performed on larger body measurements (6). This gives two 
potential configurations for the system, one utilising linear regression to allow 
comparisons with body size measurements, the other using fingertip measurements. 
This in turn gives the model two constituent sections, fingertip deformation modelling 
and body proportion correlations. 
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Figure 7-6 - Constituent sections for a biometric fingerprint area prediction system 
Within the system shown in Figure 7-6, each section can be implemented in a variety 
of ways. The appropriate implementation will depend on the detailed design of the 
system and the nature of the task to be performed by the section. For some tasks, 
further research is required to determine the optimum method. 
Appropriate measurement techniques must be developed in order for the three 
measurement sections to be automated. Issues relating to the measurement of body 
size and fingerprint area have already been discussed in Sections 7.1.2 and 7.2.2 
respectively. The other finger properties form the easiest to measure, as these will be 
the inclusion of the capability to make an additional measurement into the fingerprint 
sensor. This will provide the extra information that the finger deformation model 
requires in order to make a prediction, such as the force applied by the finger. For the 
larger body dimension measurement section, two different approaches can be taken. 
The measurements could be taken in a separate session using existing anthropometric 
methods and stored within the system or new methods could be developed to perform 
the measurements while the fingerprint is being read. The choice between these two 
methods depends upon the chosen system architecture. 
As work has already been done in modelling finger deformation, it is possible that for 
the finger deformation modelling section one of these may be modified to include 
finger size. While this study shows evidence that finger size is an influential factor 
upon finger deformation, more work is needed to develop this into a fully working 
model of finger deformation including factors such as force applied by the finger. 
Until this has been performed, the method this section uses to model the fingertip 
cannot be specified. 
As strong correlations were found between body measurements in the Body Size 
Assessment investigation, the body proportion correlations section (3) of the model 
can use regression analyses of anthropometric measurements to predict fingerprint 
area from larger body dimensions. 
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7.4 Recommendations for future work 
From the limitations discussed in Sections 7.1 and 7.2, and discussion about the 
application of fingerprint area prediction within biometrics (Section 7.3), 
recommendations for future work can be produced. The recommended work can be 
split into three sections: Model Development, Measurement Method Development 
and System Testing. 
The Model Development section of work will increase the flexibility of the model, 
allowing more of the controlled and limiting factors discussed in Sections 7.1 and 7.2 
to be included in the model. The Measurement Method Development section of work 
will allow for practical methods for measurement of fingerprint area, body size and 
any other body characteristics to be developed and tested. 
Whilst the results of the Model Development work may result in new measurement 
techniques being needed, and vice versa with the accuracy of the development 
measurement techniques influencing the model, the Model Development and 
Measurement Method Development can be performed in parallel. Once these have 
been performed, a prototype fingerprint area biometric system that works in 
combination with existing fingerprint biometrics can be produced. The final section of 
work, System Testing, should then be performed to assess the accuracy of the 
produced fingerprint area biometric system in combination with existing fingerprint 
biometrics. This is shown diagrammatically in Figure 7-7 and discussed in the 
following sections. 
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7.4.1 Model development 
F or fingerprint area prediction to be used within biometrics, a fingerprint area 
prediction model must be developed that is more flexible that those developed in this 
study. This should be done by perfonning research into the influence of variables 
either controlled in this study, or into the limitations of this study (see Sections 7.1 
and 7.2). This will allow the models to be amended to include the influences of these 
variables. 
Ethnicity was shown to be influential on body proportion in the Finger Contact Area 
investigation. If fingerprint area is to be predicted from body dimensions other than 
those of the fingertip, then the body proportions of the ethnic group, or groups, 
expected to use the biometric system must be assessed. No evidence was found of a 
. influence of ethnicity on the relationship between fingerprint area and fingertip size. 
As such, if a biometric is to predict fingerprint area from fingertip dimensions, then 
no assessment of the influence of ethnicity is needed. 
As the participants sampled in both investigations had a limited age range, the 
influence of age on body proportion and finger deformation should be investigated. 
With body proportion, the relationships between dimensions within the groups of 
skeletal length and skeletal with should be assessed. The influence of age on fingertip 
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deformation should also be assessed to investigate if changes in the elasticity of the 
skin influences fingertip defonnation. This work will ensure that the effects of age can 
by incorporated into a model predicting fingerprint area. 
The participants sampled in both investigations had not perfonned large amounts of 
manual work. As discussed in Section 7.1.1.2, it is not expected that manual work 
exposure will be influential on body proportionality. However, it may influence body 
posture and the ranges of possible joint motion. The effects of this require assessment 
as if a biometric system user had difficulty assuming the correct position for a 
measurement to be taken; an incorrect measurement reading may be collected. 
The influence of postural changes due to manual work may be considered to be an 
influence of illness or injury, rather than manual work exposure. Assessment of other 
illnesses and injuries is not considered to be required as existing fingerprint biometric 
systems exclude the ill and injured and the range of illnesses discussed have a wide 
range of symptoms and affects (see Sections 7.1.1.3 and 7.2.1.3). 
An assessment of finger defonnation and body proportionality of the target user 
popUlation that includes the full range of body sizes should be perfonned. As skeletal 
length and skeletal width were identified as factors for body proportionality, this 
should include 1 st percentile to 99th percentile stature (representing skeletal length) 
and weight (representing skeletal width) of the target popUlation. Whilst perfonning 
this assessment, both genders should be sampled and separate fingerprint area 
prediction models produced for each gender. 
In the Finger Contact Area investigation, the position and orientation of the finger 
during fingerprint deposition was controlled to a greater degree than in existing 
fingerprint systems. An assessment of fingertip movement during fingerprint sensor 
usage should be performed and the influence of these movements on fingerprint area 
assessed. This will allow a fingerprint area prediction model to be produced which 
takes into account movements more typical of those the fingertip will make during 
fingerprint sensor usage. 
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To support the use of fingerprint area prediction as a method for preventing artificial 
fingerprint usage, work should be performed that assesses the influence of artificial 
fingerprints on fingerprint area. This should be done with participants of a range of 
body sizes using artificial fingerprints manufactured from other individuals in the 
sample group. Existing studies have used a range of different methods for creating 
artificial fingerprints (Wiehe, et al., 2004). The testing should also assess a range of 
artificial fingerprint manufacture methods including both consensual and non-
consensual methods and a range of artificial fingerprint materials. The methods 
themselves should be picked from existing literature, such as that performed by 
Matsumoto et al (2002) or Wiehe et al (2004), to ensure those with the highest 
success rates with existing fingerprint biometrics are used. 
The work recommended in this section will provide more information about finger 
deformation during fingerprint sensor usage, which will in turn allow for a more 
flexible model predicting fingerprint area to be produced. However, for this to be used 
within biometrics further work must be performed to produce appropriate 
measurements techniques to support its use in a security setting. This is addressed in 
the following section of recommended work. 
7.4.2 Measurement method development 
For fingerprint area prediction to be used as within biometrics, suitable methods must 
be developed for the measurement of all body dimensions required by the model. This 
will include techniques for the measurement of fingerprint area and body size. For all 
measurement techniques developed, assessments should be performed of precision, 
reliability and validity as defined by Table 4-1. If possible accuracy should also be 
assessed, however, it must be acknowledged that the accuracy of some measurements 
is difficult to assess due to the difficulty in determining the real value for a given 
measurement. 
As discussed in Section 7.2.2, the fingerprint area measurement method developed 
and used within the Finger Contact Area investigation was suitable for use in this 
study, however, the time taken to take a measurement (112 seconds per measurement) 
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and its mariual nature prevent its practical use within a biometric system. An 
automated method for fingerprint area measurement should be developed that controls 
any factors influential on fingerprint area prediction that are not included in the 
fingerprint area prediction model. These factors will be dictated by the work 
performed during the Model Development section of recommended work. 
Appropriate methods for the measurement of body size should also be developed. The 
requirements for this will depend on the plarmed system implementation. If body size 
is to be measured each time a fingerprint is read by the system automated methods for 
the measurement of body size must be developed. As these measurements will be 
collected every time the biometric system is used, the method developed will need to 
be automated to be quicker than the manual anthropometric methods used in this 
study. 
A simpler method for measuring body size is to measure the required dimensions in a 
single session and store the measured data with the fingerprint template in the finger 
information database (see Figure 2-12). By implementing it in this fashion, only a . 
single measurement session is needed rather than measurements being performed 
every time the biometric system is used. Being performed only once, it is more 
acceptable for the measurement method to be less automated and take longer. An 
example method for developing a suitable technique for a single session may be the 
development of suitable training on how to use the same manual anthropometry 
techniques used in this study. 
In addition to measurement methods for fingerprint area and body size, it is likely that 
other measurements will be needed for fingerprint area to be used within biometrics. 
Whilst the measurements required will depend on the investigations performed during 
the Model development section of recommended work, it is expected that they will 
include the force applied by the finger and finger temperature. As with the fingerprint 
area and body size measurement methods, it is recommended that the precision, 
reliability and validity of each method be assessed. 
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7.4.3 System testing 
Once a fingerprint area prediction model that includes all relevant factors influential 
on fingerprint area has been produced and appropriate measurement methods 
developed for a biometric application ofthe fingerprint area model, a security system 
can be produced that uses fingerprint area prediction in combination with existing 
fingerprint comparison. Testing of a biometric system produced in this fashion forms 
the fmal body of work recommended to develop a viable fingerprint area biometric 
system. 
The biometric system should be tested using individuals in the target population 
covering the full range of body size, ideally of 1 st percentile female to 99th percentile 
male stature and weight. The tested sample size should be large enough for at least 30 
false acceptances and 30 false rejections to be obtained, so fulfilling the "30-error 
criterion" commonly used within biometrics for calculating sample sizes (porter, 
2000). 
From this testing, False Acceptance Rates (FAR) and False Rejection Rates (FRR) 
should be calculated. Having fulfilled the "30-error criterion," the calculated FAR and 
FRR can be taken to have be within 25% of the true error rates with a 90% certainty. 
This level of certainty is commonly taken as sufficient within the biometric system 
evaluations (Porter, 2000). 
The FAR and FRR levels calculated should then be compared to existing biometrics, 
so ensuring that the system is sufficiently secure for the intended usage. Levels of 
FRR and FAR that are suitably secure cannot be specified here as this will depend on 
the intended security level required, however, those given in Table 7-5 are considered 
typical and should be sought. 
As the FAR and FRR levels given in Table 7-5 are advertised values, it is likely that 
they will have been collected under ideal conditions, for example in a clean 
environment with careful usage of system by experienced users. The higher FRR 
levels found by Stewart et al (2007) of a fingerprint system used in a more realistic 
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setting is another level that the calculated FAR and FRR can be compared to. The 
choice of which to compare against is dependant on the environment that the system 
is testing in. The testing should ideally be performed in the environment that the 
system will be used in, however, having two sets of existing FAR levels to compare 
against gives some flexibility for the design of the tests. 
Testing of the biometric system should also be performed against attacks using 
artificial fingerprints. The artificial fingerprint manufacture methods themselves 
should be picked from those found most effective during the testing using artificial 
fingerprints in the recommended Model Development work (see Section 7.4.1). As 
with the testing with individuals, the "30-error criterion" (porter, 2000) should also be 
met for this testing. This will allow FAR and FRR rates to be calculated with suitable 
level of confidence. The calculated error rates should be compared to those found in 
existing literature giving FAR and FRR levels for fingerprint biometrics when 
attacked using artificial fingerprint (Larin and Cheng, 2007, Ligon, 2002). This will 
provide evidence that the developed biometric system will decrease the threat of 
attacks using artificial fingerprints. 
The work recommended in this section and the preceding sections will allow the 
fingerprint area models produced in this study to be developed into a fully working 
biometric system by developing the model to include factors in1;1uential on fingerprint 
area, address the limitations of this study, develop suitable measurement techniques 
and test the produced system, so proving its suitability for use within biometrics. 
7.5 Other applications 
The findings of the two investigations performed have been discussed with relation to 
biometrics. The findings also have applications including adding to existing 
knowledge of hand object interaction and the application of body proportion to 
anthropometric mannequins. These shall now be briefly discussed. 
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7.5.1 Enhanced knowledge of Hand Object Interaction 
Consideration of this study's results shows that it provides increased knowledge into 
the nature of hand-object interaction. The model of hand-object interaction proposed 
by Torrens (1997) splits the interaction into three levels; the Micro level, the 
Intermediate level and the Gross level. The Gross level addresses the grip pattern 
used, a research area in which there is a large amount of existing research. This has in 
turn resulted in many taxonomies of hand-object interaction being created ranging 
from the simple two posture classification defined by Napier et at (1956) to the 16 
posture classification defined by Cutkosky (1989). 
Less research has been performed into the Intermediate and Macro levels of 
interaction and it is to these levels that this study provides information, specifically 
the study outcome that larger fingers have a larger contact area. These areas are 
different from the Gross level as, while hand-object interaction involving the Gross 
level is influenced by muscular strength in the chosen grip pattern, non-prehensile 
manipulations involve the solely the Intermediate and Macro levels of interaction as 
support from the fingers wrapping around the object is not present. Similarly, 
exploratory movements also often involve just light touches as the mechanoreceptors 
and nerve endings in the skin gather information about objects such as their weight 
(through applied pressure), temperature and texture. 
The identification of a relationship between finger size and finger contact area has an 
application when combined with assessments of the friction properties ofthe skin. 
This will allow for quantitative assessments of grip at these levels, as the total contact 
area of the finger with a surface will influence the amount offriction present. It also 
has applications within research into fingertip mechanoreceptor responses under 
conditions such as environmental changes, different work conditions and exploratory 
movements. 
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7.5.2 Application of body proportion to 2D and 3D 
anthropometric mannequins 
The concept that if one body measurement is a 50th percentile measurement, then 
others will also be 50th percentile measurements has been shown to be wrong, as there 
is variation between different body measurements (Daniels, 1952). This also applies 
to other percentile values, as can be shown by simply adding up a range oflength 
values that should, in theory, equal stature. If this is done, an inaccurate stature value 
will be obtained (McConville and Churchill, 1976). Both these facts would suggest 
that the body is not proportional, however, the work performed in this study suggests 
that the body is proportional when considered in terms of skeletal length or breadth 
measurements. 
In many design instances, a range of percentile body sizes that must be capable of 
using the design is set as a requirement. For example, 5th percentile British female to 
95th percentile British male is the target user body size range that is specified by 
London Underground (2006) for new rolling stock. This results in the problematic 
idea of a set percentile user, which in practise cannot be constructed. A common 
approach used to deal with this is the construction oftwo-dimensional and three-
dimensional mannequins to represent the extreme users. These mannequins can be 
used to test modelled environments such as car interiors and work stations to check fit 
and reach ranges. While relatively simple to use, they have the disadvantage of not 
always having the limiting body dimension being set at the specified percentile. For 
example, a 5th percentile stature mannequin is likely to have a greater than 5th 
percentile grip reach and this will result in a underestimation of the size of any reach 
issues. 
To address the issue ofthe limiting body dimension not being representative of the 
desired percentile user, the strong correlations found in the Body Size Assessment 
investigation show that it is possible to set the limiting dimension to be the percentile 
desired and use the linear regression to define the size of the rest of the body. This 
method is a variation on existing anthropometric mannequin uses that should be 
relatively simple to produce once a sufficient sample of anthropometric measurements 
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is available. The large anthropometric study published by Clauser et al (1972) 
includes regression equations between all dimensions and this data is a good example 
of that needed for producing a mannequin from a limiting body dimension. 
For more general mannequin construction, the use of skeletal length and width will 
give a more realistic simulation of the human body size. This will allow for a range of 
mannequins to be manufactured to represent more unusual body sizes, for example an 
extremely tall, yet light user. Better representation of these unusual body sizes will 
allow for better design. This has already been suggested in literature (Haslegrave, 
1986), however, this work is limited to 15 measurements of the body with none being 
taken of the hand. The design of workstations and vehicles often involves 
consideration of both body fit and upper extremities. As the Body Size Assessment 
investigation showed that body proportion extends to the upper extremities including 
the hand and fingers, it should be possible to construct more accurate mannequins that 
include detailed hand sizes. In the author's experience, the poor representation of 
hand size and postures in three-dimen.sional CAD is a limitation that precludes their 
use at the finer level in existing systems. An example of this is shown in Figure 7-8 
where the thumb can be seen to intersect the palm when the hand is formed into a fist. 
By adding in improved hand measurements and their proportions, anthropometric 
mannequins can be used at a finer level of design, for example in the assessment of 
access hatches in terms of clearance. 
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Figure 7·8 - Example hand postures from the HumanCAD anthropometric 
modelling package (NexGen Ergonomics, 2007) 
247 
Chapter 8 Conclusions 
This chapter concludes the thesis by reflecting upon how the research objectives have 
been met and answers the research questions. The limitations of the study are 
considered and the contribution to knowledge presented. 
8.1 Research aim and objectives 
This study aimed to investigate the relationship between fingerprint area and body 
size, and its application within biometrics to prevent the use of artificial fingerprints. 
In doing this, a comprehensive literature review was carried out which identified a 
number of finger and body characteristics between which a relationship may be 
drawn. Appropriate measurement methods were then developed and used to 
investigate the effects of finger and body size upon fingerprint area. This then led to 
the development and testing of three models predicting fingerprint area from a range 
of body size measurements. 
Through the performance ofthis work the research objectives were fulfilled (see 
Table 8-1). 
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Objectives Chapter(s) addressed in 
1 To critically review literature in relation to 2 
fingerprinting technology and uses, the fingertip 
during hand-object interaction and the nature of 
body proportion 
2 To identify relevant finger and body characteristics 2,5 and 6 
between which relationships might be drawn 
3 To investigate the relationship between fingerprint 2,4 and 6 
area and body size measurements 
4 To develop and test one or more models linking 6 
fingerprints to other body measurements 
Table 8-1 - Research objective and corresponding chapter addressed in 
8.2 Conclusions from thesis 
From this research study the following conclusions have been drawn. For each 
conclusion, the research question to which it applies is given in brackets: 
• There are a range of factors that are influential on the deformation of the 
fingertips soft tissues. These include the load exerted by the finger (between 5 
to 10 Newtons) and the finger orientation. No effect was found for changing 
the rest period between repeated fingertip loadings (between 30 and 180 
seconds), load dwell times (between 10 and 60 seconds) or a 'warm up' load 
application before the fingerprint was taken; (Research question 1) 
• Higher linear relationships are present between anthropometric measurements 
when they are grouped as being either skeletal length measurements of stature, 
limb lengths and bone lengths, or skeletal width measurements including 
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weight, breadths, depths and circumferences. This was shown by correlations 
as high as 0.88 when comparing between skeletal length dimensions and 0.95 
with skeletal width measurements. When comparing between skeletal length 
and skeletal width dimensions, the highest correlation found was 0.59; 
(Research question 4) 
• There are clear differences between the body proportions of males and 
females. These differences are primarily in the proportions between skeletal 
width measurements. This was shown by 33 of the 253 correlation coefficients 
produced for each sex differing by more than 0.3, only two of which are 
between skeletal length measurements. The other 31 all compared breadths, 
depths or circumferences, so showing the differing proportionality of skeletal 
width of men to women; (Research question 4) 
• When keeping within the genders and the body proportion factors of skeletal 
length and width, a clear effect was evident of the linear relationship between 
anthropometric dimensions decreasing with increasing distance between the 
limbs measured. For example female weight correlated highly with waist 
breadth (0.82), but reduced with increases of distance between limbs measured 
for wrist circumference (0.79) and D3 distal joint breadth (0.53) respectively. 
This makes prediction of the size of any body dimension from a measurement 
of an adjacent limb more reliable that measurements of more distant limbs; 
(Research question 4) 
• Fingerprint area has a stronger linear relationship with skeletal width 
measurements than skeletal length measurements, as shown by higher average 
correlation coefficients with skeletal width (0.43) than skeletal length (0.34); 
(Research questions 3 and 4) 
• Finger contact area has a stronger linear relationship with skeletal length 
measurements at the fingertip than skeletal width measurements of the 
fingertip. This was shown by D2 fingertip length correlates highly with both 
D2 finger contact area (0.83) and D3 finger contact area (0.66) while 
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correlations between either D2 finger contact area and D3 finger contact area 
with skeletal width measurements of the fingertip did not exceed 0.69 and 0.60 
respectively; (Research questions 2 and 4) 
• Higher average correlations of anthropometric measurements of the body were 
found with D2 finger contact area (0.43) than D3 finger contact are (0.36). 
This suggests that D2 finger contact area can be more reliably predicted by 
other body measurements; (Research questions 3 and 4) 
• In the development of the fingerprint area prediction models, linear modelling 
using the General Linear Model (GLM) was found to be effective when two 
predictor variables were used, one of a skeletal length measurement and one of 
a skeletal breadth measurement; (Research questions 4) 
• The combination of the stronger linear relationship of finger contact area with 
skeletal length measurements at the fingertip and the influence of the predictor 
variables in each fingerprint area model, as shown by the Beta values, suggests 
that the models produced have two underlying relationships: 
o The relationship between fingerprint area and fingertip size; 
o The relationship between fingertip size and larger body dimensions. 
These two concepts suggest fingertip size an intervening variable between 
fingerprint area and larger body dimensions; (Research questions 2, 3 and 4) 
• Three models were produced that used linear modelling to predict fingerprint 
area from measurements of body size. The most accurate of which was found 
to give predictions with a mean error of 1.02% with the worst error obtained 
being 9.76%. These support the conclusion that finger contact area with an 
object is directly related to finger size when force applied and finger 
orientation are controlled; (Research questions 2 and 4) 
• Estimations of False Acceptance Rate (FAR), False Rejection Rate (FRR) and 
Equal Error Rates (EER) were produced for all fingerprint area models. The 
most accurate model was found to have an EER of 32%, a level that is higher 
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than that found in current fingerprint biometrics. This suggests that fingerprint 
area prediction is unsuitable for use as a biometric in isolation; (Research 
question 4) 
• Artificial fingerprints can allow access to biometric fingerprint protected 
systems if the pattern of minutiae on the artificial fingerprint is similar enough 
to an authorised fingerprint. As using fingerprint area prediction as a biometric 
does not compare the pattern of the minutiae present, it is less vulnerable to 
attacks using artificial fingerprints. This suggests that fingerprint area 
prediction, if used in combination with existing fingerprint biometrics, can 
reduce the likelihood of an attack using an artificial fingerprint being 
successful whilst maintaining existing security levels. (Research question 4) 
8.3 Study limitations 
As with any research study performed, the limitations of the work presented in this 
thesis must be considered. These have been discussed in detail in Chapter 7 and are 
summarised in this section. 
The study participants recruited for both investigations performed limit the 
applicability of the results to wider, UK population. The participants sampled did not 
have a range of body sizes representative of the UK population. As a result the 
extremes of the population are not included and the results may not be applicable to 
them. 
The majority of the sample groups for both investigations were white British. As a 
clear effect of ethnicity was found it the Finger contact Area investigation, this limits 
the results to the white British ethnic group. 
Both sample groups also had a narrow age range with most individuals measured 
being under 30 years old, so limiting the applicability of the results to individuals 
above this age. 
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Limitations of both investigations include none of the participant having been 
exposed to large amounts of manual work and ill and injured individuals being 
excluded. As discussed in Sections 7.1.1 and 7.2.1, these are not considered to be of 
significant effect on the applicability of the results to the larger population. 
Consideration of the design of the Finger Contact Area investigation gives some other 
aspects that limit the application of the results within biometrics. These are a number 
of factors found influential on fingerprint area that were controlled in order to make 
the experiment valid. The force applied to the finger was controlled at ION, an 
amount that was considered typical of fingerprint sensor usage (Kukula, et al., 2007). 
Whilst considered typical, fingerprint biometrics work over a range of fingertip forces 
and the lack of assessment of this is a limitation ofthis study. The positioning of the 
fingertip was also controlled, as was the point from which the fingertip was said to 
start. These are all issues that were found to be influential upon the finger contact area 
during the development of the measurement techniques and the full effects of are yet 
to be investigated. 
For fingerprint area to be applicable within biometrics, the limitations of this study as 
stated must be addressed. By addressing the limitations of the sampling, the 
fingerprint area prediction model produced will be applicable to a larger popUlation. 
Addressing the limitations imposed by the factors controlled in the Finger Contact 
Area investigation will allow a more versatile fingerprint area prediction model to be 
produced that provides users more flexibility in how they use the system, rather than 
the highly controlled method of fingerprint area measurement used in this study. 
8.4 Contribution to knowledge 
The academic contribution to knowledge of the research presented in this thesis has 
been to add to existing knowledge of the nature of fingertip deformation. Quantitative 
assessment has shown that fingertip size is influential upon the area of a fingerprint 
and therefore fingertip deformation and the size of the effect. From this work, the 
development of the method and existing literature other factors influential upon 
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fingerprint area have been identified and the new requirements for a comprehensive 
model of fingertip deformation suggested. 
In addition to this the proportionality of the body has been explored and the two 
factors of skeletal length and skeletal breadth identified as extending into the hand. 
This information contributed to the creation of a range of models showing a 
quantitative link between body size and fingerprint area. 
New test equipment and an appropriate methodology have been developed to assess 
the effects of finger size upon finger deformation. Nothing similar has been found in 
literature and the use of this equipment and methodology can be used to continue 
research into applications of fingertip area measurement such as biometrics. 
These contributions to knowledge show that the concept of fingerprint area prediction 
has the potential to decrease the threat presented by artificial fingerprints to existing 
fingerprint biometric systems, provided the limitations discussed can be addressed. 
The requirements of such a system have been discussed and recommendations of the 
work needed to develop the concept of fingerprint area measurement into a working 
biometric tool produced. 
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Appendix A - Example search terms used during the 
literature review 
A number ofthe search terms used during the literature review are shown below, 
grouped according to review section. It must be noted that permutations and 
variations of many the terms were used, the terms given serve as a guide to those 
used. 
Fingerprint biometrics The hand and fingertip Body proportion 
Fingerprinting Hand capabilities Anthropometry 
Biometrics Hand function Anthropometry correlation 
Biometrics purpose Grip taxonomy Body proportion 
Verification validation Fingertip properties Body composition 
Fingerprint ridge Fingertip composition Body size 
comparison 
Minutiae matching Fingertip anatomy Human physique 
Minutiae comparison Fingertip biology Physique descriptions 
Fingerprint forensics Fingertip size Somatotypes 
Fingerprint usage Fingertip plastic surgery Sheldon somatotypes 
Fingerprint applications Fingertip deformation Physique uses 
Fingerprint markets Bone' Somatotyoe problems 
Fingerprint AFIS usage Nail' Somatotyoe permanence 
Fingerprint non-AFIS Subcutaneous tissues' Sex characteristics 
usage 
Fingerprint techniques Adipose cells' Anthropometry estimation 
Fingerprint system Fibrous tissues' Anthropometry factor 
composition 
analysis 
Optical fingerprint sensor Tendons' Anthropometry prediction 
Silicone fingerprint sensor Skin' Body size prediction 
Fingerprint sensor types Ungual pulp' Body measurement 
prediction 
Live detection Fingertip contact forces Finger size prediction 
Fingerprinting attacks Grip contact forces Hand size prediction 
Fingerprinting threats Pinch grip strength General linear model 
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Fingerprint biometrics The hand and fingertip Body proportion 
Fingerprinting weaknesses Visco elastic materials Correlation 
Fingerprint artificial Finger strength Regression 
Fingerprint silicone Hand strength General linear model 
techniques 
Fingerprint gelatine Finger deformation model 
Fingertip geometry 
Fingerprint force-
displacement 
Human fingertip properties 
Primate fingertip 
properties 
Notes-
I - For the marked anatomical materials, a range of keywords were combined for the search terms. The 
terms that were added sought to find material properties and included strength, size, location, 
flexibility, testing, in-vitro, in-vivo and fingertip 
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Appendix B - Classes of biometric systems abuse 
Polemi (1997) lists the following as potential methods for abusing biometric systems. 
I. Impersonating/Masquerading. An authorized user gains access to a system or to a central 
database where templates are kept by imposing as an authorized user. 
2. Exploitation. An unauthorized user seeks to exploit a hole in a piece of software or 
cryptographic weaknesses of the algorithms and techniques involved. Exploits succeed 
because badly written software is the norm, security is generally added as afterthought, too 
many programs run with excessive privilege violating the least privilege principle, and few 
programs use the operating systems underlying security features. 
3. External penetration. An intruder is trying to make unauthorized use of the system or device. 
4. Active Wiretapping. Connection of an unauthorized device to a communication link or a 
system for the purpose of obtaining access and modifying data. The methods of modifying 
data are: 
5. False messages: the intruder generates false messages, records, templates or control signals. 
6. Protocol Control Information: The control information in the message frames is modified in 
order to send them to a wrong destination or to a destination of his preference. 
7. Data Portion Modification: Part of the message is modified for achieving the intruder's 
purposes. 
8. Eavesdropping/Passive Wiretapping. Monitoring or recording data while the data is being 
transmitted over a communication link. 
9. Traffic Flow Analysis. Examining the flow of messages across a network. The frequency, 
length, and addresses (source and destination of messages is analysed). 
10. Replay. Playing back a recording of a previous legitimate message or record. 
11. Deletion. The unauthorized user discards messages, or records passing on communication 
link. The data base administration can delete a template and replace it with another. 
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12. Denial. The user denies the fact of sending/receiving a message or record of its original 
content. This could be extended in denying obtaining some services from the network and 
therefore arising problems in billing and accounting of the network. 
13. Jamming. The intruder misuses the resources of the system by swapping a communication line 
with bogus or dummy traffic so that real messages or templates may not be transmitted. A 
devise or system it self may also be jammed. 
14. Social Engineering. People generally like being helpful and attackers exploits this ruthlessly. 
Social Engineering is very hard to protect against as it is essentially hitting a "soft" target and 
requires "soft" means of addressing it such as staff education, clear policies and mechanisms 
for reporting problems. 
IS. Transitive Trust. This type of abuse takes advantage of the trust models used by remote 
services. 
16. Cryptanalysis of weak algorithms, cryptographic techniques used to implement protocols. 
This abuse is the most sophisticated since knowledge of many fields in mathematics and 
computer science is required (e.g. statistics, linear algebra, cryptography, dynamical systems, 
theory of algorithms, complexity theory), the most expensive (parallel computers, dedicated 
chips, sophisticated programs are involved), and the most dangerous since the system can get 
abused without a trace. 
17. Data Driven. This type of abuse takes the form of viruses and Trojan Horses. For example an 
attacker can e-mail the victim a postscript file with hidden file operation in it. Or the abuser 
can insert viruses into the system or device using a diskette destroying or corrupting data 
across organization's computers and destroying any network to which the computers are 
connected. 
18. Magic. These are abuses that nobody has thought as yet. Such attacks if and when discovered 
will be full of surprises. An illustrative (and possible) example is Racing Authentication, 
where an attacker is able to sniff packets as a legitimate user logs in with SecurID or other 
similar authentication token. The attacker mirrors the user's keystrokes and takes a guess at 
last digit or SecurID code, thereby winning the "race" with the user login. If the attack is 
successful then the attacker is granted access, and the user probably just thinks have made a 
typing error. 
19. Combination abuses. Malicious unauthorized users are likely to use a combination of the 
above methods when seeking to gain unauthorized access or to deny service. 
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20. Security Analysis Tools. There several systems that will probe a computer to test for known 
vuInerahilities (Farmer, Venema's SATAN, tool). These tools can be used by system 
administrators to perform security audits, however can also be used by attackers to probe for 
weaknesses. 
21. Legal Abuses. People using information systems are subject to the specific laws (e.g. in 
general practice there is the Access to Health Records Act, Data Protection Act, Copyright, 
Designs and Patent Act, Computer Misuse Act, Access to Health Records Act, Health and 
Safety at Work Act). These laws describe DOs and DON'Ts to follow for protecting all three 
dimensions of security (Le. confidentiality, integrity, authenticity). These can also provide 
hints for the abusers. 
22. Physical Abuses. An unauthorized user 'can steal, hide or transport discs, tapes, printouts, fax 
messages lying around, back up files, biometric devices in order to collect enough information 
to attack the system. 
23. Untrained users can abuse the system unintentionally only because they are untrained and 
they are allowed to access the system. They can initiate processes, which can corrupt or 
destroy data on the biometric device or on the central database where templates are stored. 
24. System Control. Because of a lack or non-use of system controls for file, format, range and 
other validity checks records can be unsafe and input errors can be maximized. 
25. Replay Attack. Some biometric devices are not mathematically capable of differentiating 
between live data (finger or voice prints from a live user) and recorded data. This might be 
catastrophic. 
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Appendix C - Hand and body size measurement 
techniques used 
The following operating procedures were used for the collection of all anthropometric dimensions 
collected in this study. Where possible, the measurement procedure descriptions given by Peebles and 
Norris (1998) were used to as a basis for these procedures and these procedures are marked by a'. A 
number ofthese resulted in the dimensions being measured exactly in accordance with the International 
Standard BS EN ISO 7250 (1998). These dimensions are marked by a t. For dimensions whose 
measurement procedure is not based on the procedures given by Peebles and Norris (1998), or 
measured in accordance with BS EN ISO 7250 (1998), a new procedure was developed and a full 
desciption is provided. All dimensions unmarked by either a t or a • can be taken as being developed 
specifically for this study. 
Generic measurement procedure 
All measurements were taken with the subject wearing light clothes. For all hand measurements 
jewellery .and watches were removed and measurements taken against bare skin. 
Measurements were taken by one experimenter and recorded by another. Measurements were told to 
the recorder by the measurer who repeats it back to the measurer to confurn the value. All data 
collected was recorded directly into a laptop that checked the value against 9th and 95th percentile 
measurements where available from literature. 
The following measurements were taken: 
Staturet' 
Measured vertically from the floor to the top of the head using a stadiometer. The person stands erect, 
looking ahead, the arms hanging loosely by the sides. 
Weightt' 
Measured using weighing scales. The person wears light indoor clothing and no shoes. 
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Foot lengtht • 
Participant stands with their weight evenly balanced on both feet. Measurement is taken on bare foot. 
Point I - Tip of the longest toe 
Point 2 - Back of the heel 
Shoulder breadth (Acromion) t* 
Participant stands erect with the arms at the sides, shoulders e relaxed so that they slope downwards 
and forward. Measured from behind the person 
Point 1 - Acromial process of the left shoulder 
Point 2 - Acromial process of the right shoulder 
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Waist circumference' 
Participant stands erect with their arms held away from the sides of the body. Measured across the 
waist at the level where the smallest abdominal circumference occurs. 
Waist breadth' 
Participant stands erect with their arms held away from the sides of the body. 
Point I - Left side of the body at the same level as used for Waist circumference measurement 
Point 2 - Right side ofthe body at the same level as used for Waist circumference measurement 
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Elbow to tip of hand lengtht' 
Subject is seated with the upper arm vertical and the elbow flexed to 90 degrees. The hand and fingers 
and held straight and in alignment with the forearm. 
Point I - Back of the elbow (olecron) 
Point 2 - Tip of the middle finger 
Hand Lengtht' 
Subject is seated with the upper arm vertical and the elbow flexed to 90 degrees. With the hand and 
fmgers held straight, palm uppermost. 
Point I - Distal wrist crease 
Point 2 - Tip of digit three 
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Hand Breadth (Across Knuckles) t' 
Subject is seated with the upper ann vertical and the elbow flexed to 90 degrees. With the hand and 
fingers held straight, palm uppennost. The thumb should be abducted from the palm. This is a measure 
of the overall breadth of the palm at its widest point, excluding the thumb. 
Point 1 - Most medial aspect of the palm 
Point 2 - Most lateral aspect of the palm, excluding the thumb 
D3 Length' 
Subject is seated with the upper ann vertical and the elbow flexed to 90 degrees. With the hand and 
fingers held straight, palm uppennost. 
Point 1 - Crease at the base of digit three 
Point 2 - Tip of digit three 
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D2Lengtht • 
Subject is seated with the upper arm vertical and the elbow flexed to 90 degrees. With the hand and 
fmgers held straight, palm uppennost. 
Point I - Crease at the base of digit three 
Point 2 - Tip of digit two 
Wrist Circnmferencet· 
Subject is seated with the upper arm vertical and the elbow flexed to 90 degrees. Palm is held facing 
upwards. 
Points - measured around the wrist, at the level of the wrist crease 
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Dl Joint Breadth' 
Subject is seated with the upper ann vertical and the elbow flexed to 90 degrees. Wrist in a neutral 
posture with the thumb extended .. 
The maximal breadth across the interphalangeal joint of the thumb. Measured with thumbnail upwards. 
Point I - Medial aspect of the joint 
Point 2 - Lateral aspect of the joint 
Dl Tip breadth 
Subject is seated with the upper arm vertical, elbow flexed to 90 degrees, palm facing upwards and 
thumb extended. The breadth of the thumb at the level of the fingerprint whorl. 
Point I - Medial aspect of the thumb, level with the fmgerprint whorl 
Point 2 - Lateral aspect of the thumb, level with the fmgerprint whorl 
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Dl Tip length 
Subject is seated with the upper ann vertical, elbow flexed to 90 degrees, palm facing upwards and 
thumb extended. 
Maximal length of the distal section of the thumb taken in parallel with the axis of the thumb. 
Point 1 - The centerofthe dominant distal interphalangeal joint crease of the thumb 
Point 2 - Tip of the thumb 
D2 Proximal Joint Depth' 
Subject is seated with the upper ann vertical and the elbow flexed to 90 degrees. Wrist in a neutral 
position with the index finger extended. 
Maximal depth of the proximal interphalangeal joint of the index fmger. 
Point I - Palmar joint crease 
Point 2 - Dorsal joint crease 
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D2 Distal Joint Depth' 
Subject is seated with the upper ann vertical and the elbow flexed to 90 degrees. Wrist in a neutral 
position with the index fmger extended. 
Maximal depth of the distal interphalangeal joint of the index finger. 
Point I - Palmar joint crease 
Point 2 - Dorsal joint crease 
D2 Tip breadth 
Subject is seated with the upper ann vertical and the elbow flexed to 90 degrees. Palm facing upwards 
with the index fmger extended. 
Breadth of the fingertip of the middle fmger at the level of the fingerprint whorl. 
Point 1 - Medial aspect of the index finger, level with the fmgerprint whorl 
Point 2 - Lateral aspect of the index fmger, level with the fmgerprint whorl 
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D2 Tip length 
Subject is seated with the upper ann vertical and the elbow flexed to 90 degrees. Palm facing upwards 
with the index finger extended. 
Maximal length of the distal section of the index fmger taken in parallel with the axis of the finger. 
Point 1- The center ofthe dominant distal interphalangeal joint crease of the index finger 
Point 2 - Tip of the index fmger 
D3 Proximal Joint Depth' 
Subject is seated with the upper arm vertical and the elbow flexed to 90 degrees. Wrist in a neutral 
position with the middle finger extended. 
Maximal depth of the proximal interphalangeal joint of the middle finger. 
Point I - Palmar joint crease 
Point 2 - Dorsal joint crease 
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D3 Distal Joint Depth' 
Subject is seated with the upper arm vertical and the elbow flexed to 90 degrees. Wrist in a neutral 
position with the middle finger extended. 
Maximal depth of the distal interphalangeal joint of the middle finger. 
Point I - Pahnar joint crease 
Point 2 - Dorsal joint crease 
D3 Tip breadth 
Subject is seated with the upper arm vertical and the elbow flexed to 90 degrees. Palm facing upwards 
with the middle finger extended. 
Breadth of the fingertip ofthe middle rmger at the level of the fmgerprint whorl. 
Point I - Medial aspect of the middle fmger, level with the fingerprint whorl 
Point 2 - Lateral aspect of the middle fmger, level with the fmgerprint whorl 
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D3 Tip length 
Subject is seated with the upper ann vertical and the elbow flexed to 90 degrees. Palm facing upwards 
with the middle finger extended. 
Maximal length of the distal section of the middle finger taken in parallel with the axis of the fmgeT. 
Point I - The center of the dominant distal interphalangeal joint crease of the middle finger 
Point 2 - Tip of the middle fmgeT 
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Appendix D - Anthropometric data preparation 
procedure 
The preparation procedure for anthropometric data, as described by British Standard 
BS EN ISO 15535 (2003), is: 
1. First, the mean value and the standard deviation of each age group shall be 
obtained, and then subjects' measurement data over ± 3 SD from the mean 
shall be reviewed individually for accuracy. 
2. Second, the scatter diagrams of measurement pairs having a high correlation 
and those which make practical sense shall be prepared for each age group. 
Then the subjects shown in the diagram to be outliers shall be investigated. If 
the cause of the discrepancy is clear, the data shall be corrected if necessary. If 
the cause is unclear, the data shall be replaced with 9999 to denote missing 
data. 
3. The data reviewed by these procedures shall form the reference data set. The 
basic statistical values to be reported shall be obtained from the reference data 
set. 
4. Some dimensions, like skinfold thicknesses, which are not included in ISO 
7250 and do not have a Gaussian distribution, should be normalized. 
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Appendix E - TEM and R values for the first set of 
anthropometric measurements 
Experimenter 
Dimension 1 2 3 4 
Stature (mm) 8.87 7.50 6.88 6.43 
Weight (kg) 0.83 0.69 0.78 0.62 
Foot length (mm) 2.04 1.74 2.84 5.53 
Shoulder breadth (mm) 7.92 6.86 10.60 11.56 
Waist circumference (mm) 50.17 20.64 27.74 17.98 
Elbow to tip of hand length (mm) 2.69 2.34 1.64 2.93 
Hand length (mm) 2.35 2.72 1.95 2.07 
Hand breadth (mm) 2.28 2.37 1.37 1.37 
03 length (mm) 0.66 2.62 1.02 1.14 
02 length (mm) 0.91 1.12 0.93 0.71 
Wrist circumference (mm) 2.46 2.70 2.83 2.61 
01 jOint breadth (mm) 0.67 0.60 0.75 0.58 
01 tip length (mm) 0.87 1.41 0.93 1.03 
01 tip breadth (mm) 0.64 0.64 0.44 0.78 
02 proximal joint depth (mm) 0.44 0.72 0.66 0.42 
02 distal joint depth (mm) 0.74 0.40 0.66 0.57 
02 tip length (mm) 0.77 0.71 0.57 0.65 
02 tip breadth (mm) 0.54 0.73 0.52 0.54 
03 proximal joint depth (mm) 0.48 0.91 0.94 0.48 
03 distal joint depth (mm) 0.38 0.64 0.69 0.74 
03 tip length (mm) 0.65 1.35 0.71 0.82 
03 tip breadth (mm) 0.53 0.62 0.35 0.30 
TEM values for anthropometric measurements repeated 6 times 
283 
Experimenter 
Dimension 1 2 3 4 
Stature (mm) 0.99 0.99 0.99 0.99 
Weight (kg) 0.98 0.99 0.98 0.99 
Foot length (mm) 0.98 0.98 0.96 0.83 
Shoulder breadth (mm) 0.76 0.82 0.56 0.48 
Waist circumference (mm) 0.46 0.91 0.83 0.93 
Elbow to tip of hand length (mm) 0.99 0.99 0.99 0.98 
Hand length (mm) 0.91 0.87 0.94 0.93 
Hand breadth (mm) 0.26 0.21 0.73 0.73 
D3 length (mm) 0.95 0.22 0.88 0.85 
D2 length (mm) 0.86 0.78 0.85 0.91 
Wrist circumference (mm) 0.77 0.73 0.70 0.75 
D1 joint breadth (mm) 0.49 0.59 0.37 0.63 
D1 tip length (mm) 0.82 0.54 0.80 0.75 
D1 tip breadth (mm) 0.52 0.53 0.77 0.30 
D2 proximal joint depth (mm) 0.64 0.04 0.21 0.68 
D2 distal joint depth (mm) 0.00 0.71 0.21 0.42 
D2 tip length (mm) 0.82 0.85 0.90 0.87 
D2 tip breadth (mm) 0.75 0.56 0.78 0.76 
D3 proximal joint depth (mm) 0.77 0.18 0.12 0.77 
D3 distal joint depth (mm) 0.78 0.37 0.28 0.16 
D3 tip length (mm) 0.90 0.57 0.88 0.84 
D3 tip breadth (mm) 0.76 0.66 0.89 0.92 
-R values for anthropometric measurements repeated 6 times 
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Appendix F - TEM and R values for the second set of 
anthropometric measurements 
Experimenter 
Dimension 1 2 3 4 
Stature (mm) 6.44 10.97 7.36 6.41 
Weight (kg) 0.73 0.49 0.68 0.62 
Shoulder breadth (mm) 7.93 4.8 9.46 7.56 
Waist breadth (mm) 6.07 5.93 7.52 5.59 
Waist circumference (mm) 10.16 11.58 15.73 6.49 
TEM values for anthropometric measurements repeated 6 times 
Experimenter 
Dimension 1 2 3 4 
Stature 0.99 0.98 0.99 0.99 
Weight 0.99 0.99 0.99 0.99 
Shoulder breadth 0.74 0.9 0.62 0.76 
Waist breadth 0.93 0.93 0.89 0.94 
Waist circumference 0.98 0.98 0.96 0.99 
R values for anthropometric measurements repeated 6 times 
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Appendix G - Body Size Assessment investigation 
session procedure 
The following procedure was undertaken for each survey participant in the Body Size 
Assessment investigation. 
1. The aim and procedure of the trial was described to the participant. All 
appropriate ethical forms were then signed by the subject 
2. Participants were asked to remove their shoes 
3. Height and weight measurements were taken using a stadiometer and 
weighing scales respectively 
4. The participant was asked to sit down and the hand anthropometry 
measurements were taken in the manner described in Appendix A 
5. All measurements were recorded using a computer based system that 
compared the entered values to 5th and 95th values from existing literature. 
Any measurements that were identified as being outside this range were taken 
again 
6. Participants were asked to don their shoes and thanked for their time 
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Appendix H - Summary data for all measurements 
collected during the Body Size Assessment 
investigation for males and females 
n=65 Statistic 
Coefficient 
of 
variation 
Measurements Mean Std. Dev. Minimum Maximum Range (%) 
Stature 1787.80 62.18 1663 1981 318 3.48 
Weight 75.75 10.93 56.5 116.6 60.1 14.43 
Foot length 268.51 11.03 251 291 40 4.11 
Shoulder 
breadth 395.72 20.39 340 438 98 5.15 
Waist breadth 288.68 26.33 240 408 168 9.12 
Waist 
circumference 842.02 80.63 711 1230 519 9.58 
Elbow to tip of 
hand length 484.14 19.89 441 534 93 4.11 
Hand length 193.12 8.83 172 218 46 4.57 
Hand breadth 86.65 4.72 77 99 22 5.45 
03 length 82.37 4.29 72.62 92.51 19.89 5.20 
02 length 73.87 4.05 63.57 83.92 20.35 5.48 
Wrist 
circumference 170.18 8.40 150 191 41 4.94 
01 joint breadth 20.94 2.01 17.04 31.55 14.51 9.61 
D 1 tip length 34.44 2.96 18.91 39.8 20.89 8.58 
01 tip breadth 20.27 1.74 15.89 24.63 8.74 8.57 
02 proximal jOint 
depth 17.23 1.22 12.11 19.84 7.73 7.07 
02 distal joint 
depth 13.21 0.87 11.36 15.41 4.05 6.62 
02 tip length 27.23 1.68 23.02 31.91 8.89 6.15 
02 tip breadth 16.00 1.17 13.02 19.25 6.23 7.34 
03 proximal jOint 
depth 17.68 1.33 15.15 21.46 6.31 7.50 
03 distal joint 
depth 13.77 1.03 11.38 16.65 5.27 7.48 
D3 tip length 28.28 1.65 24.24 31.96 7.72 5.84 
D3 tip breadth 16.10 1.13 13.4 19.28 5.88 7.00 
Summary data for male hand measurements 
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n=24 Statistic 
Coefficient 
of 
variation 
Measurements Mean Std. Dev. Minimum Maximum Ranae (%1 
Stature 1635.50 49.05 1560 1730 170 3.00 
Weight 58.20 10.79 39 88 49 18.54 
Foot length 240.88 11.29 221 261 40 4.69 
Shoulder 
breadth 350.75 18.22 322 388 66 5.19 
Waist breadth 262.42 31.16 219 324 105 11.87 
Waist 
circumference 742.58 91.40 628 981 353 12.31 
Elbow to tip of 
hand length 438.38 14.91 411 463 52 3.40 
Hand length 177.79 6.20 164 189 25 3.49 
Hand breadth 75.92 2.95 71 83 12 3.88 
03 length 75.19 2.90 69.66 80.4 10.74 3.85 
02 length 68.56 2.96 62.8 72.95 10.15 4.31 
Wrist 
circumference 151.83 5.45 142 . 162 20 3.59 
01 joint breadth 17.94 0.79 16.64 19.08 2.44 4.38 
01 tip length 30.56 2.06 27.29 34.23 6.94 6.76 
01 tip breadth 17.35 1.24 14.95 20 5.05 7.13 
02 proximal joint 
depth 15.51 0.72 14.44 16.84 2.4 4.61 
02 distal joint 
depth 11.94 1.32 10.83 17.27 6.44 11.01 
02 tip length 25.28 1.77 22.6 28.44 5.84 6.99 
02 tip breadth 13.86 0.88 12.35 15.53 3.18 6.38 
03 proximal joint 
depth 15.48 0.82 13.85 16.77 2.92 5.27 
03 distal joint 
depth 11.93 0.68 11.03 13.21 2.18 5.68 
03 tip length 25.74 1.71 22.98 29.29 6.31 6.65 
03 tip breadth 13.95 0.74 12.86 15.74 2.88 5.31 
Summary data for female hand measurements 
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Appendix I - Pearson's r correlation coefficients for male and female hand measurements 
n = 65 
~8 
Il)~ 
0.-0 
5' 
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n=24 
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Appendix J - Regression equations between anthropometric dimensions 
Variables Coefficients Model Summary 
Predicted Predictor B Constant R R2 Adjusted Standard error of 
R2 the estimate 
Waist breadth Waist circumference 0.30 35.98 0.92 0.84 0.84 10.47 
02 length 03 length 0.82 6.53 0.87 0.75 0.74 2.05 
Waist circumference Weight 6.10 380.01 0.83 0.68 0.68 45.71 
03 length Hand length 0.40 5.05 0.82 0.68 0.68 2.44 
Hand length Elbow to tip of hand length 0.37 16.12 0.82 0.68 0.67 5.05 
02 distal joint depth 03 distal joint depth 0.68 3.83 0.80 0.64 0.64 0.53 
Waist breadth Weight 1.91 144.11 0.79 0.63 0.62 16.19 
02 distal joint depth 02 proximal joint depth 0.64 2.10 0.77 0.60 0.59 0.55 
01 joint breadth 01 tip breadth 0.65 7.49 0.75 0.56 0.55 1.02 
03 proximal joint depth 02 proximal joint depth 0.95 1.22 0.75 0.56 0.56 0.88 
Elbow to tip of hand length Stature 0.24 56.43 0.75 0.56 0.55 13.30 
03 distal joint depth 03 proximal joint depth 0.57 3.64 0.74 0.55 0.54 0.70 
03 length Elbow to tip of hand length 0.16 5.36 0.74 0.54 0.54 2.92 
02 tip breadth 01 joint breadth 0.56 4.38 0.73 0.53 0.52 0.81 
01 joint breadth Hand breadth 0.24 0.28 0.73 0.54 0.53 1.04 
Based on male measurements (n=65) 
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Appendix K - Finger Contact Area investigation 
session procedure 
The following procedure was undertaken for each participant in the Finger Contact 
Area investigation. 
1. The aim and procedure of the trial was described to the participant and all 
appropriate ethical forms signed by the participant 
2. The use of the finger contact area measurement equipment was demonstrated 
to the participant 
3. Three finger contact area measurements were taken of the index and middle 
fingers using the method described in Section 4.2.2.2 
4. Inked fingerprints for each contact area measurement were labelled and stored 
individually to aid later analysis 
5. Participants were asked to remove their shoes 
6. Height and weight measurements were taken using a stadiometer and 
weighing scales respectively 
7. Participants were asked to don their shoes 
8. The participant was asked to sit down and the hand anthropometry 
measurements were taken in the manner described in Appendix A 
. 9. All measurements were recorded using a computer-based system that 
compared the entered values to 5th and 95th values from existing literature. 
Any measurements that were identified as being outside this range were taken 
again 
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10. Steps 3 and 4 were repeated 
11. Participants were thanked for their time 
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Appendix L - Summary data for all measurements in 
the Finger Contact Area investigation 
n=24 Statistic 
Coefficient 
of 
Std. variation 
Measurements Mean Dev. Minimum Maximum Range (%) 
Stature 1789.44 77.74 1603 2088 485 0.04 
Weight 77.65 9.93 64.45 114.2 49.75 0.13 
Foot length 265.81 12.07 243 304 61 0.05 
Shoulder 
breadth 401.06 15.37 370 429 59 0.04 
Waist breadth 282.56 21.82 245 331 86 0.08 
Waist 
circumference 839.03 154.85 72 1065 993 0.18 
Elbow to tip of 
hand length 478.11 19.15 427 539 112 0.04 
Hand length 191.53 9.45 173 221 48 0.05 
Hand breadth 85.17 4.15 80 98 18 0.05 
Wrist 
circumference 170.31 8.33 158 192 34 0.05 
03 length 80.98 4.71 70 95.2 25.2 0.06 
02 length 72.92 4.79 65.09 87.6 22.51 0.07 
01 joint breadth 20.62 1.24 17.82 22.61 4.79 0.06 
01 tip length 34.15 1.84 31.25 39.07 7.82 0.05 
01 tip breadth 20.73 1.56 17.9 23.57 5.67 0.08 
02 proximal 
joint depth 17.65 0.99 15.79 20.43 4.64 0.06 
02 distal joint 
depth 13.73 0.91 11.97 15.42 3.45 0.07 
02 tip length 26.80 1.72 23.32 30.55 7.23 0.06 
02 tip breadth 16.35 1.14 14 18.8 4.8 0.07 
03 proximal 
joint depth 17.93 1.25 15.64 21.83 6.19 0.07 
03 distal joint 
depth 14.07 0.88 12.51 16.24 3.73 0.06 
03 tip length 27.84 1.80 25.1 33.4 8.3 0.06 
03 tip breadth 16.41 1.03 14.44 19.2 4.76 0.06 
02 Average 
contact area 273.24 28.13 222.69 343.68 120.99 0.10 
03 Average 
contact area 296.05 32.69 226.19 371.71 145.52 0.11 
Summary data for anthropometric measurements and fmger contact areas 
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Appendix M - Pearson's r correlation coefficients for anthropometry and finger contact 
area measurements. 
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Appendix N - Measured and predicted fingerprint 
areas 
Measured 02 Predicted fingerprint area 
Participant 
5 276.33 270.62 268.93 
6 265.66 272.94 254.31 
7 278.03 267.85 263.29 
8 261.65 235.54 267.70 
10 307.83 323.78 347.12 
11 289 285.57 314.92 
12 275.76 281.92 287.49 
Note, outlying participants 
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263.24 
256.34 
265.36 
266.15 
329.39 
262.55 
285.30 


