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Abstract
The online gradient method has been widely used as a learning algorithm for neural networks. We establish a de-
terministic convergence of online gradient methods for the training of a class of nonlinear feedforward neural networks
when the training examples are linearly independent. We choose the learning rate  to be a constant during the training
procedure. The monotonicity of the error function in the iteration is proved. A criterion for choosing the learning rate  is
also provided to guarantee the convergence. Under certain conditions similar to those for the classical gradient methods,
an optimal convergence rate for our online gradient methods is proved. c© 2001 Elsevier Science B.V. All rights reserved.
Keywords: Online stochastic gradient method; Nonlinear feedforward Neural networks; Deterministic convergence;
Monotonicity; Constant learning rate
1. Introduction
In engineering computation of neural networks the commonly used online gradient method has
been proved to be a simple and e:cient numerical algorithm (see, for example [3,8]). Convergence of
this method for the linear case when g(x)= x in (1.1) below has been studied in e.g. [12,18] among
many others. For more advanced learning methods for neural networks, we refer to [1,10,7,17].
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For nonlinear g(x), the existing convergence results (see e.g. [4,5,10,16]) are mostly concerned
with the asymptotic convergence as the size of the training examples J → ∞. Deterministic con-
vergence is considered in e.g. [6,13,14]. In this paper, we consider a two layer feedforward network
with a linearly independent set of training examples. We assume a constant learning rate , rather
than  → 0 as required by the above references. Besides, our approach enables us to show the
monotonicity of the error function after each iteration cycle of the training set (see Lemma 2.4).
We note that the nonmonotonicity is commonly viewed as a feature of online gradient methods (see
e.g. [6,14]), while the classical gradient methods enjoy the monotonicity, i.e., the error decreases
monotonely during iteration. Our observation here indicates that this desirable property may be re-
covered for online gradient methods in some cases. We also provide a criterion for choosing the
learning rate  (see Remark 4.2). A weak convergence is presented in Theorem 3.1. Under certain
conditions similar to those for the classical gradient methods, a strong convergence (Theorem 3.2)
and an optimal convergence rate (Theorem 4.1) for our online gradient methods are proved.
We now describe the neural network approximation problem and the online gradient methods. Sup-
pose that n is a positive integer and we consider the Euclidean space Rn. For x := (x1; x2; : : : ; xn)T
and y := (y1; y2; : : : ; yn)T ∈Rn, we deJne the dot product of these two vectors as usual by x ·
y :=
∑n
j=1 xjyj and the norm of x∈Rn by ‖x‖ := (x · x)1=2. We consider a neural network sup-
plied with a given set of training examples {j; Oj}Jj=1 ⊂ Rn × R. We assume that g :R → R is a
given smooth function. For a choice of the weight vector w∈Rn, the actual output of the neural
network is
j = g(w · j); j=1; : : : ; J: (1.1)
Our task is to choose the weight w such that the diKerence Oj − j is as small as possible. To this
end, a simple and popular approach is to minimize the error function
E(w) :=
1
2
J∑
j=1
(Oj − j)2 = 1
2
J∑
j=1
(Oj − g(w · j))2: (1.2)
SpeciJcally, we suppose that  is a suitably chosen closed region in Rn, and we will Jnd w∗ ∈
such that
E(w∗)=min
w∈
E(w): (1.3)
A more detailed discussion on the choice of  is given in the next section, cf. Conditions (A2) and
(A3) and the remark given there.
There are many diKerent ways of solving the minimization problem (1.3). The gradient method, as
simple and straightforward, is often one of the good choices, especially for engineering community.
We next describe this method. Suppose we have obtained a present value of w and wish to update
it. Let Ew(w) denote the gradient of the function E at w:
Ew(w)=−
J∑
j=1
[Oj − g(w · j)]g′(w · j)j =
J∑
j=1
− jwg′(hj)j; (1.4)
where hj =w · j and jw =Oj − j =Oj − g(w · j). The usual gradient method reJnes the present w
by
wnew =w +Mw (1.5)
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with
Mw := 
J∑
j=1
jwg
′(hj)j: (1.6)
Here  is a small positive number, indicating how far to go along the “negative” gradient direction.
By an iteration procedure in this fashion we will generate a sequence of weights converging to a,
at least local, minimum point w∗.
We notice by (1.6) that we have to work through all the training examples {j} before we can
move a small step forward along the negative gradient direction. In practice, the number J of the
training examples might be fairly large, and the gradient method seems ine:cient in such cases.
Partially due to this reason, the engineering community often prefers using the so-called online (or
incremental, instantaneous, etc.) gradient method. That is, at each step of the reJnement of the
present w, we choose an input example j, and accordingly deJne the increment of w as
Mjw := jwg
′(hj)j = (Oj − g(w · j))g′(w · j)j: (1.7)
We observe that Mjw is one term of the gradient Mw. The usual online gradient method chooses
j from {k}Jk=1 in a completely stochastic order (referred to as OGM-CS for short). To obtain our
results and for the simplicity of notations, we Jrst choose the training examples in a 9xed order.
Accordingly, the online gradient method in a Jxed order (OGM-F) is described as follows. Starting
from any initial guess w0, we proceed to reJne it iteratively by the formula
wmJ+k =wmJ+k−1 + MkwmJ+k−1; k =1; : : : ; J ; m=0; 1; : : : : (1.8)
(The choice of the step size, or the learning rate,  will be speciJed later.) Then, we will extend
the results to the case where j is chosen in a special stochastic order (OGM-SS [9,15]) as follows:
For each batch m=0; 1; : : : ; let {m1; m2; : : : ; mJ} be a stochastic permutation of the subscript index
set {1; 2; : : : ; J}. Now, in place of (1.8), we reJne the weight vector by
wmJ+k =wmJ+k−1 + Mmkw
mJ+k−1; k =1; : : : ; J ; m=0; 1; : : : : (1.9)
Remark 1.1. In spirit, the online gradient method is somehow like the Gauss–Seidal method for
linear systems, in which we make use of the partial information of the solution immediately after it
is available. This method works quite well in practice. One di:culty we met to prove its convergence
is the up-bounding of the sum of the squares by the square of the sum as follows:∥∥∥∥∥∥
J∑
j=1
vj
∥∥∥∥∥∥
2
¿C
J∑
j=1
‖vj‖2 for all vj ∈Rn; (1.10)
which is certainly not possible in general. Nevertheless, we observe (see Lemma 2:1 below) that
(1.9) is indeed true if {vj} is a set of linearly independent vectors. This observation enables us
to show the monotonicity and the convergence for OGM-F and OGM-SS. Our further investigation
leads us to believe that our argument, at least part of it, in this paper might be used for OGM-CS
[2,11], and for more general cases where J ¿n and the set of training examples {j} is inevitably
linearly dependent. The linear independence assumption on the training examples is satisJed in some
practical models. For example, it happens in vision problems (see [3]) where the dimension n of
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the weight vector w (that is, the size of the network) is often greater than the size J of the set of
training examples.
This paper is organized as follows. In the next section, we establish several preliminary lemmas
necessary for the proof of convergence of OGM. Section 3 is devoted to a presentation of two
convergence results for OGM-F: weak convergence and strong convergence. In Section 4, we study
the order of convergence for OGM-F. Finally in Section 5, we present a generalization of the results
in Sections 3 and 4 to OGM-SS. The analysis in Sections 2–4 are all suitable for OGM-SS. However,
for notational convenience, we choose to present the analysis in Sections 2–4 for OGM-FF only and
in Section 5, we indicate a generalization to OGM-SS.
In the rest of this paper, we make a convention that we use C to denote the generic constant
which is independent of the sequence {wi} and the step size . We also use w˜ to denote a vector
in , whenever the mean value theorem or the Taylor expansion is employed.
2. Preliminaries
In this section, we present several preliminary results.
For convenient reference, let us recall the well-known Cauchy–Schwartz inequality. For any two
vectors u; v∈Rn, there holds
|u · v|6 ‖u‖ ‖v‖;
where the equality holds if and only if u and v are linearly dependent. In the Jrst lemma we prove
a reversed Cauchy–Schwartz inequality ((2.4) or its equivalence (2.1)), and as a result, we bound
the “sum of squares” by the “square of the sum” in (2.3), which will play a central role in our
analysis.
Lemma 2.1. Let {j}Jj=1 be a set of linearly independent vectors in Rn. Then there exists a constant
−1¡¡ 1 such that for all k =1; 2; : : : ; J and =(1; : : : ; J )T ∈RJ ; there holds the following
estimates:

∑
j=1;:::; J
j =k
jj

 · kk¿ 
∥∥∥∥∥∥∥∥∥
∑
j=1;:::; J
j =k
jj
∥∥∥∥∥∥∥∥∥
‖kk‖; (2.1)
∥∥∥∥∥∥
J∑
j=1
jj
∥∥∥∥∥∥
2
¿ (1− ||)‖kk‖2; (2.2)
∥∥∥∥∥∥
J∑
j=1
jj
∥∥∥∥∥∥
2
¿
1− ||
J
J∑
j=1
‖jj‖2: (2.3)
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Proof. Let us introduce the notation u :=
∑J
j=1 j
j; vk := kk ; uk := u−vk , for =(1; : : : ; J )T ∈RJ .
We Jrst note that if there holds one of the following three conditions: =0; vk =0 or uk =0, then
(2.1) and (2.2) are valid for any −1¡¡ 1. So we assume  =0; vk =0 and uk =0.
Denote by S the unit sphere of Rn. DeJne S1; k = S ∩ span{1; : : : ; k−1; k+1; : : : ; J}, S2; k = S ∩
span{k}, and Sk =(S1; k ; S2; k). Then we see that inequality (2.1) is equivalent to
inf
(uk ;vk)∈Sk
uk · vk¿  for some ∈ (−1; 1); k =1; 2; : : : ; J: (2.4)
By the Cauchy–Schwartz inequality, we have for any u′; v′ ∈ S that
|u′ · v′|6 ‖u′‖ ‖v′‖=1; (2.5)
which prevents the inJmum in (2.4) to be greater than 1 or less than −1. We next prove (2.4) by
contradiction. We assume to the contrary that (2.4) does not hold. Then, by the last argument, we
conclude that for some k
inf
(uk ;vk)∈Sk
|uk · vk |=1: (2.6)
A direct consequence of (2.6) is the existence of sequences {umk }; {vmk } ⊂ Sk with vmk := mk k ,
um :=
∑J
j=1 v
m
k and u
m
k := u
m− vmk such that |umk · vmk | → 1, as m→∞. Notice that Sk is compact, im-
plying the existence of convergent subsequences of {umk } and {vmk } with the limits u∗k ; v∗k ∈ Sk , where
u∗k =
∑
j =k 
∗
j 
j and v∗k = 
∗
k 
k must satisfy |u∗k ·v∗k |=1. But in the Cauchy–Schwartz inequality (2.5),
the equality holds only when u∗k and v
∗
k are linearly dependent. That is, there exist nonzero constants
c1; c2 such that c1u∗k + c2v
∗
k =0. In other words, we have that
∑J
j=1 dj
j =0, where dj := c1∗j for
j = k, dk := c2∗k , and d1; : : : ; dJ are not all zero. This violates the linear independence assumption
on {j}. This conJrms (2.4) and hence (2.1).
Next, we show (2.2) in virtue of (2.1). Note by using (2.1) that
‖u‖2 = ‖uk + vk‖2 = ‖uk‖2 + 2uk · vk + ‖vk‖2
¿ ‖uk‖2 + 2‖uk‖‖vk‖+ ‖vk‖2¿ ‖uk‖2 − 2||‖uk‖ ‖vk‖+ ‖vk‖2
= (1− ||)‖uk‖2 + ||(‖uk‖ − ‖vk‖)2 + (1− ||)‖vk‖2
¿ (1− ||)‖vk‖2:
Finally, estimate (2.3) is obtained by summing (2.2) over k =1; : : : ; J .
We remark that the number  in Lemma 2:1 is uniform for all ∈RJ . However, it is determined
by the set of linearly independent vectors {j}. Geometrically, the number  is the cosine of the
“angle” ! := !(1; : : : ; J ), where ! is the smallest (for k =1; 2; : : : ; J ) angle of the vector k and the
(J − 1)st dimensional space spanned by j, j = k.
We will need the following conditions in our discussions:
(A1) The set of training examples {j}Jj=1 is linearly independent.
(A2) For a given initial guess w0 ∈, the set of weights {wi} generated by OGM-F (1.8) or by
OGM-SS (1.9) is contained in .
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(A3) The functions |g(w · j)|, |g′(w · j)| and |g′′(w · j)| are uniformly bounded for any w∈ and
j=1; : : : ; J .
A few remarks on conditions (A2) and (A3) are in order. Applications of our neural networks
to two types of practical problems — classiJcation and approximation lead us to the formulation
of these two conditions. For the classiJcation problem, the desired output Oj is 1 if the training
example j belongs to a certain class, and −1 otherwise. In this case, a common choice for g is one
of the Sigmoid functions such as g(x)= tanh "x for a constant ". Then g is bounded on R and so
do its derivatives. Therefore we can choose =Rn and conditions (A2) and (A3) are guaranteed.
But in this case, in order to avoid wi →∞, some kind of truncating technique is necessary. We are
not going to discuss this issue in detail here. For the case of approximation problems, suppose that
g is a polynomial. We then choose a su:ciently large but Jnite region  such that the point set
S := {w∈ |E(w)6E(w0)} ⊂ . Thus, condition (A2) will be satisJed since we will show that
the sequence {E(wi)} will essentially decrease (see Lemma 2.4 below). Condition (A3) will also
be valid since  is now Jnite. Finally, we point out that by Condition (A3) there exists a constant
C¿ 0 such that
sup
w∈
‖Ew(w)‖6C; (2.7)
and
sup
w∈
‖Eww(w)‖6C; (2.8)
where Eww := ((@2E=@wi@wj)) is the Jacobian matrix of the vector valued function Ew.
For convenient notation, we introduce functions gj :R→ R by
gj(t) := 12(O
j − g(t))2; j=1; : : : ; J; t ∈R:
When condition (A3) is satisJed, we see immediately that it also holds with g replaced by gj. We
deJne a diKerence
rj;m :=MjwmJ+j−1 −MjwmJ ; j=1; : : : ; J; m=0; 1; : : : : (2.9)
In particular this results in
r1;m=0; m=0; 1; : : : : (2.10)
The next lemma gives a formula of wmJ+j in terms of wmJ and rj;m, and presents an estimate on a
bound of rj;m. Its proof is simple and omitted.
Lemma 2.2. For OGM-F (1.8) we have that for j=1; : : : ; J and m=1; 2; : : :
wmJ+j =wmJ +
j∑
k=1
(MkwmJ + rk;m): (2.11)
Moreover, if conditions (A2) and (A3) are satis9ed, there exists a constant C¿ 0 independent of
, j and m such that for j=2; : : : ; J and m=1; 2; : : :
‖rj;m‖6C
j−1∑
k=1
‖MkwmJ‖: (2.12)
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The next two lemmas study the monotonicity of the sequence E(wmJ ). They are essential for the
proof of convergence of OGM-F, presented in the next section.
Lemma 2.3. Suppose that conditions (A2) and (A3) are satis9ed. Then there exists a constant C1
independent of , j and m such that for j=1; : : : ; J and m=0; 1; : : : there holds the estimate for
OGM-F (1.8)
E(w(m+1)J )6E(wmJ )− 1

∥∥∥∥∥
J∑
k=1
MkwmJ
∥∥∥∥∥
2
+ &
J∑
k=1
‖MkwmJ‖2: (2.13)
Proof. For each j=1; : : : ; J , we expand gj(w(m+1)J · j) at wmJ · j by the Taylor theorem, that is,
gj(w(m+1)J · j)= gj(wmJ · j) + g′j(wmJ · j)wmd · j + 12g′′j (t) (wmd · j)2; (2.14)
where t= t(j; m) is a value between w(m+1)J · j and wmJ · j, and
wmd :=w
(m+1)J − wmJ :
Using Eq. (2.11) and recalling that g′j(wmJ · j)j =− 1=MjwmJ , we rewrite equation (2.14) as
gj(w(m+1)J · j)= gj(wmJ · j)− 1Mjw
mJ · wmd + j;m;
where
j;m := 12g
′′
j (t) (w
m
d · j)2:
Summing this equation over j=1; : : : ; J yields
E(w(m+1)J )=E(wmJ )− 1


 J∑
j=1
MjwmJ

 · wmd + J∑
j=1
j;m:
We introduce the notation
dm := − 1

 J∑
j=1
MjwmJ

 ·
(
J∑
k=1
rk;m
)
+
J∑
j=1
j;m:
Noting from (2.11) with j= J that wmd =
∑J
k=1 (Mkw
mJ + rk;m), we conclude that the sequence
{E(wmJ )} has the following recursive formula:
E(w(m+1)J )=E(wmJ )− 1

∥∥∥∥∥∥
J∑
j=1
MjwmJ
∥∥∥∥∥∥
2
+ dm:
From Lemma 2.2 there exists a positive constant & such that |dm|6 &
∑J
j=1 ‖MjwmJ‖2. This com-
pletes the proof.
A weak convergence result of the sequence {wi} will be proved by using the monotone decreasing
property of the sequence {E(wmJ )}. In the next lemma, we show the monotonicity of {E(wmJ )} by
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employing Lemma 2.3 and the reversed Cauchy–Schwartz inequality in Lemma 2:1. Now we specify
the step size . Suppose that the step size  of OGM-F is chosen so that
¡
1− ||
&J
; (2.15)
where the constant  is the one in Lemma 2:1 for the linearly independent training set {j} and &
is the positive constant that appears in the estimate (2.16). The proof to the next lemma is omitted
to save the space.
Lemma 2.4. Suppose that conditions (A1)–(A3) are satis9ed and the step size  is chosen so that
(2.15) is satis9ed. Then for m=0; 1; : : : there hold for OGM-F (1.8) the estimate
E(w(m+1)J )6E(wmJ )− "
J∑
j=1
‖MjwmJ‖2; (2.16)
where " is a constant de9ned by " := (1− ||)=J − &¿ 0. Moreover, we have
∞∑
m=0
J∑
j=1
‖MjwmJ‖2¡∞; (2.17)
lim
m→∞
J∑
j=1
‖MjwmJ‖=0; (2.18)
and
lim
m→∞ ‖w
mJ+j − wmJ‖=0; j=1; : : : ; J: (2.19)
The next lemma gives estimates which will be used for a strong convergence estimate in Theorem
3:3. Its proof is also omitted.
Lemma 2.5. Suppose that conditions (A2) and (A3) are satis9ed. Then there exist positive con-
stants ' and ( such that
J∑
j=1
‖rj;m‖6 '‖Ew(wmJ )‖; (2.20)
and
‖wmd ‖6 (‖Ew(wmJ )‖: (2.21)
3. Convergence theorems
In this section, we present two convergence results for OGM-F. The Jrst result is concerned with
a weak convergence of wi which is generated by OGM-F, that is the convergence of E(wi), and the
second one a strong convergence of wi under a somewhat stronger assumption.
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Theorem 3.1. Suppose that conditions (A1)–(A3) are satis9ed and the step size  is chosen so that
(2.15) is satis9ed. Then the sequence of weights {wi} generated by OGM-F is weakly convergent,
namely there exists a constant E∗¿ 0 such that
lim
i→∞E(w
i)=E∗: (3.1)
Also, there holds
lim
i→∞ ‖Ew(w
i)‖=0: (3.2)
Moreover, if Sw is a cluster point of the sequence {wi}, then
Ew( Sw)= 0: (3.3)
Proof. Estimate (2.16) indicates that the nonnegative sequence {E(wmJ )} which is a subsequence
of {E(wi)} is decreasing, and hence it must be convergent. Let E∗ be the limit of the sequence
{E(wmJ )}. Our goal is to show that the sequence {E(wi)} also converges to E∗. To do this, we
consider the subsequence {E(wmJ+j)} for each Jxed j=1; 2; : : : ; J . Once again by the mean value
theorem, we have that
|E(wmJ+j)− E(wmJ )|= |Ew(w˜) · (wmJ+j − wmJ )|: (3.4)
A combination of (3.4), (2.7) and (2:22) leads to
|E(wmJ+j)− E(wmJ )|6C‖wmJ+j − wmJ‖ → 0; m→∞:
This estimate together with the fact that {E(wmJ )} converges to E∗ implies that for each j=1; 2; : : : ; J
the subsequences {E(wmJ+j)} converge to the same limit E∗. Since these J subsequences combine
to form the sequence {E(wi)}, we conclude that this sequence also converges to the same limit E∗.
It remains to prove Eqs. (3.2) and (3.3). By (1.4), (1.7) and (2.18) we have
‖Ew(wmJ )‖=
∥∥∥∥∥∥−
J∑
j=1
1

MjwmJ
∥∥∥∥∥∥6
1

J∑
j=1
‖MjwmJ‖ → 0:
As in the proof of Lemma 2.4, we proceed by considering the subsequences {Ew(wmJ+j)} for each
Jxed j=1; 2; : : : ; J . It follows from (2.8) and (2.19) that
‖Ew(wmJ+j)− Ew(wmJ )‖6 ‖Eww(w˜) (wmJ+j − wmJ )‖6C‖wmJ+j − wmJ‖ → 0:
Hence for each j=1; 2; : : : ; J , we derive that
‖Ew(wmJ+j)‖6 ‖Ew(wmJ )‖+ ‖Ew(wmJ+j)− Ew(wmJ )‖ → 0 as m→∞:
From this we conclude estimate (3.2).
To show (3.3), let Sw be the limit of a subsequence {wSi}∞i=1 of {wi}. Then it follows from
the continuity of DE(w) and (3.2) that ‖Ew( Sw)‖= limi→∞ ‖Ew(wSi)‖=0. This implies (3.3) and
completes the proof.
Next, we show the strong convergence. To this end, we impose one more condition:
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(A4) The Hessian matrix H (w) :=Eww(w) is positive deJnite on , namely there exist positive
constants B1 and B2 such that for any y; w∈
B1‖y‖26yTH (w)y6B2‖y‖2: (3.5)
This condition is also needed to guarantee the strong convergence for a standard gradient method.
It is automatically satisJed in the linear case (g(x)= x). In the nonlinear case, there are some cases
in the classiJcation problems this condition is also known to satisfy.
Theorem 3.2. Suppose that conditions (A1)–(A4) are satis9ed and the step size  is chosen so that
(2.18) is satis9ed. Then, there exists a unique minimum point w∗ such that E(w∗)= infw∈ E(w),
and that the sequence {wi} generated by OGM-F (1.8) satis9es
lim
i→∞ ‖w
i − w∗‖=0: (3.6)
Proof. By condition (A4), E is a strictly convex function on , and the existence of a unique
minimum w∗ follows immediately from the property of strictly convex functions.
We proceed to show the strong convergence (3.6). Let w∈ be an arbitrary element. By the
mean value theorem, we have that
Ew(w) (w − w∗)= (Ew(w)− Ew(w∗)) · (w − w∗)= (w − w∗)TH (wˆ)(w − w∗)
where wˆ is a vector on the line segment that connects w and w∗. The Cauchy–Schwartz inequality
with condition (3.5) yields ‖Ew(w)‖ ‖w − w∗‖¿B1‖w − w∗‖2; which gives
‖w − w∗‖6 1
B1
‖Ew(w)‖: (3.7)
It follows from estimate (3.7) and Eq. (3.2) in Theorem 3.1 that
‖wi − w∗‖6 1
B1
‖Ew(wi)‖ → 0 as i →∞;
proving the strong convergence (3.6).
4. Rate of convergence
In this section, we estimate the rate of convergence for OGM-F.
We suppose that the step size  is chosen to satisfy the condition
¡min
{
1− ||
&J
;
2
2' + (2B2
;
B2
2B21
}
; (4.1)
where & is the constant that appears in (2.13), and ' and ( are constant that appears in Lemma 2.5.
Note that when a step size  satisJes (4.1), it also satisJes (2.15). Let + := 1− ('+ 12(2B2). Then
0¡+¡ 1. By (4.1) we have ¡B2=2B21¡B2=2B
2
1+ which yields
q := 1− 2B
2
1+
B2
¿ 0: (4.2)
In the next theorem, we identify the rate of convergence in terms of this number q.
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Theorem 4.1. Suppose that conditions (A1)–(A4) are satis9ed and choose the step size  to satisfy
(4.1). Let w∗ be the unique minimum of the function E in  and let {wi} be the sequence generated
by OGM-F. Then, for j=0; 1; : : : ; J − 1 and m=0; 1; : : :
|E(wmJ+j)− E(w∗)|6 qm|E(wj)− E(w∗)|; (4.3)
and
‖wmJ+j − w∗‖6
(
B2
B1
)1=2
q
m
2 ‖wj − w∗‖; (4.4)
where q is de9ned by Eq. (4:2).
Proof. We Jrst establish estimate (4.3). For any w∈, we use the Taylor expansion and note
Ew(w∗)= 0 to get
E(w)− E(w∗)= 12(w − w∗)TH (w˜) (w − w∗):
The last equation with condition (A4) ensures that
1
2B1‖w − w∗‖26 |E(w)− E(w∗)|6 12B2‖w − w∗‖2: (4.5)
It follows from the second inequality of (4.5) and (3.7) that
‖Ew(w)‖2¿B21‖w − w∗‖2¿
2B1
B2
|E(w)− E(w∗)|: (4.6)
Again, by the Taylor expansion,
E(w(m+1)J )− E(wmJ )=Ew(wmJ ) · wmd +
1
2
(wmd )
TH (w˜)wmd :
Thus, we conclude from (2:13) that
E(w(m+1)J )− E(wmJ )6− ‖Ew(wmJ )‖2 + ‖Ew(wmJ )‖
J∑
j=1
‖rj;m‖+ 12B2‖w
m
d ‖2:
Therefore, we have by (2.20) and (2.21) that
E(w(m+1)J )− E(wmJ )6− (1− '− 12B2(2)‖Ew(wmJ )‖2 =− +‖Ew(wmJ )‖2:
This together with (4.6) gives
E(w(m+1)J )− E(wmJ )6− 2B1+
B2
|E(wmJ )− E(w∗)|:
Using this inequality and (4.2), we derive
E(w(m+1)J )− E(w∗) = E(w(m+1)J )− E(wmJ ) + E(wmJ )− E(w∗)
6
(
1− 2+B
2
1
B2

)
|E(wmJ )− E(w∗)|
= q|E(wmJ )− E(w∗)|: (4.7)
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Now, it follows from (4.7) that
|E(w(m+1)J )− E(w∗)|6 q|E(wmJ )− E(w∗)|
6 q2|E(w(m−1)J )− E(w∗)|
6 · · ·6 qm+1|E(w0)− E(w∗)|:
Thus we have proved (4.3) for j=0. For each j=1; 2; : : : ; J − 1, we can start from wj in place of
w0 and repeat the above argument to show (4.3).
Finally, we prove (4.4). Using (4.5) with w=w(m+1)J , we obtain
‖w(m+1)J − w∗‖26 2
B1
|E(w(m+1)J )− E(w∗)|
6
2
B1
qm+1|E(w0)− E(w∗)|
6
B2
B1
qm+1‖w0 − w∗‖2:
We can similarly prove (4.4) for j=1; 2; : : : ; J − 1. This completes the proof.
Remark 4.2. From the deJnition of q, if  is chosen too small, then q is too close to 1 and thus,
the convergence is slow. This suggests that we choose the step size  the largest number such that
condition (4.1) is satisJed.
5. Convergence for OGM-SS
In this section, we generalize the convergence results in Sections 3 and 4 for OGM-F (1.8)
to OGM-SS (1.9). Actually, extension of these results for OGM-F to OGM-SS is straightforward
because the arguments in the proofs of lemmas and theorems in Sections 2–4 are carried out basically
within each batch, namely for each Jxed m. SpeciJcally, in all arguments in Sections 2–4, we replace
Mj, OGM-F, (1.8), j and gj by Mmj , OGM-SS, (1.9), 
mj , gmj , respectively. This replacement leads
to the following theorem.
Theorem 5.1. The convergence results in Theorems 3:1, 3:2 and 4:1 are also valid for OGM-SS
de9ned by (1:9).
The details of the proof are left for the interested reader.
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