Abstract.
Introduction
The mountain pass lemma has been a very interesting tool in solving variational problems (cf., e.g., [4, 6, 7, 8, 9, 10] ). It concerns a real-valued C functional G(u) defined on a real Banach space X for which one desires to find a critical point, i.e., a point where G'(u) = 0. In the simplest version one finds two points e\, e2 which are separated by a set M such that for some number a G(e¡) < a, G(u) > a, u g M.
This resembles the situation of a traveler trying to cross a mountain range without climbing higher than necessary. If we can find a continuous path connecting the two points which does not take the traveler higher than any other such path, it is expected that this path will produce a critical point. However, there is a difficulty which must be addressed. One must allow the competing paths to roam freely, and conceivably they can take the traveler to infinity while he is trying to cross some local mountains. For the mathematician this can make it extremely difficult for him to locate critical points. To deal with this problem most researchers use the Palais-Smale (PS) condition which requires the sequences {uk} satisfying \G(uk)\ < C, G'(uk) -» 0 to have convergent subsequences. This has the effect of allowing one to deal with unbounded regions in a uniform way. However, there are many problems for which the (PS) condition is not satisfied. One approach is to require (PS) on bounded regions and control the growth of ||G'(w)||_1 near infinity (cf. [9, 7] ). This has the same effect in that it allows one to deal with unbounded regions in a uniform way.
In this paper we consider some problems that do not yield to either approach. Our method is to restrict the competing paths to a bounded region. This can be done only if one can be assured that the paths will not leave the region as they approach the optimal one. We accomplish this by imposing a boundary condition. For the cases considered here we take the region to be the ball 11 u 11 < R and require that there be a 6 < 1 such that (1.1) G'(u)u>-e\\G'(u)\\\\u\\, whenever u satisfies (1.2) c-a<G(u)<c + o, \\u\\ = R.
(The constants c and a depend on the problem.) If (1.1) holds for such u, we will be guaranteed that competing paths will remain in the ball if they are close to the optimal path. In order to apply (1.1) we were required to generalize the concept of pseudogradient (cf., e.g., [2, 3] ). We need a mapping Y(u), locally Lipschitz, such that for some a > 0 (A Hubert space framework is used.) We prove this under assumption (1.1) provided a < 1 -9. It is property (1.4) that keeps the competing paths inside the ball ||w|| < R .
As an application for which the (PS) condition does not apply, we have License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Finally, assume that there does not exist a w G i¿/+i\{0} such that
//_(jc) = W(x) when w < 0.
Then the nonlinear Dirichlet problem (1.12) -Au -A/« = f(x, u) inQ., u = 0 ondQ, has a solution.
Another application is Theorem 2. Let Q be a smooth bounded domain in R" and let f(x, t) be a Carathéodory function such that \f(x,t)\<c\ty + kx(x), /gr, 
Then the problem (1.12) has a solution.
Remark 1. One might be tempted to replace (1.14) by the seemingly weaker assumption
We shall show in §4 that this implies (1.14).
Remark 2. Hypothesis (1.14) implies that either Then the problem (1.12) has a solution.
The roots of the mountain pass lemma go back to the "method of steepest descent", the "deformation theorem" and the "minimax principle" (cf. [1] [2] [3] ). It was formulated in the present context by Ambrosetti and Rabinowitz [4] basing it on a proof by Clark [5] . Since then there have been several generalizations (cf. [6] for a survey). To the best of the author's knowledge, they all use either the (PS) condition or an estimate of the growth of HG^w)!!-1 near infinity.
Some of our applications have been considered by others using different methods. In particular we mention Landesman and Lazer [1] Our mountain pass lemma is stated and proved in §3. Applications are stated in § §1 and 2 and proved in §4.
We give two more applications of the method. Let We let A/ be an eigenvalue of the Dirichlet problem (1.6) with eigenspace E¡. We have Theorem 4. Assume in addition that 0 < f±(x) < X¡+x -Á¡, and that
Then (1.12) has a solution.
In our next theorem we do not require (1.25) to hold on the whole of E¡. We can allow E¡ to be split up into the direct sum of two orthogonal subspaces with (1.25) holding on one of them and the opposite inequality holding on the other. We can do this in the following way. Then (1.12) has a solution.
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SEMILINEAR EQUATIONS
Let A be a selfadjoint operator on L2(Q), and let f(x, t) be a function from Q x R to R. We are concerned with finding solutions to the equation
A function u G D := D(\A\1/2) will be called a semistrong solution of (2.1) if
Jn
It is clear that any semistrong solution u for which f(x, u) is in L2(Çl) is an actual (strong) solution. We call a semistrong solution a solution.
We make the following assumptions. I. The essential spectrum oe(A) of A , if any, is positive. Thus any nonpositive point of the spectrum a(A) of A is an isolated eigenvalue of finite multiplicity.
II. We assume that f(x, t) is a Carathéodory function. This means that it is measurable in x for every t and continuous in t for almost every x. Also for some q > 1 such that
we assume that
where V0(x) > 0 is a compact operator from D to Lg(Q) and kx is in Lq'(Q).
Here q' := q/(q -1) and \\h\\q:=^Ja\h(x)\"dx III. We assume that there is a subspace An of N(A) (possibly empty or the whole of N(A)) such that 
The mountain pass without the Palais-Smale condition
In this section we prove a version of the mountain pass lemma in which the competing curves or surfaces are restricted to a bounded region. We do this by imposing "boundary conditions". In order to obtain the most general boundary conditions, we generalize the notion of pseudogradient (cf. [3] ). For this purpose we have: Theorem 10. Let ß? be a Hubert space, and let X(u) be a continuous mapping of %? into itself suchthat X(u) ^0 for all u. Let v¡(u) be continuous mappings such that Vj(u) does not vanish on a closed set Qi. Assume that If a < 1-8, then there is a locally Lipschitz map Y(u) such that ||y(M)|| < 1 and
We shall give the proof of Theorem 10 at the end of this section. Now we shall use it in proving Theorem 11. Let G(u) G C'(ßT, R) satisfy (3.6) uk -+ u weakly, \G(uk)\ < C, G'(uk) -► 0 imply that G'(u) = 0.
assume that %? = N®M, where N, M are orthogonal subspaces with dim A < oo. Assume that there are constants R > Rq > 0 such that (3.7)
Co := max G < cx := infG < c2 := max G, Then there is a «e/ satisfying G'(u) = 0. Proof. Let Q be the ball ||w|| < R , and assume that G'(u) ^ 0 for all u . Let ¿/* denote the set of all continuous mappings q>(v) of Bq into Q suchthat
It is clear that (3.12) cp(B0)nB¿4>, <peS*.
Then cx < c <c2, and there exist constants a > 0, 8 < 1 such that (3.9) holds for all u satisfying (3.10). Let e > 0 be such that 3e < cx -cq and 3e < a.
Let Qx = {u G Q\c -e < G(u) < c + e}, Qi = {u G Q\G(u) < c -2e or G(u) >c + 2e}.
There is a constant a > 0 such that ||G'(«)|| > a for all u G Q satisfying (3.10). For otherwise there would be a sequence {uk} of such elements such that G'(uk) -> 0. A subsequence would converge weakly to an element u G Q, and (3.6) would imply that G'(u) = 0. Let
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use We let p(t) = p(t, v) be the solution of (3.18) dp/dt = -n(p(t))Y(p(t))/\\Y(p(t))\\, We claim that p(t) never leaves Q. p(t) cannot leave via a point which is in Q2 because n = 0 in Q2. Moreover, p(t) cannot approach points of dQ which are not in Q2 because n > 0 at such points and p(t) is directed inward at them and consequently in the neighborhood of such points by (3.15) and (3.18) . Now d\\p(t)-<p(v)\\/dt<\\dp/dt\\<\, and consequently
Thus we have
Let T satisfy 2e < aaT. If p(t) does not leave Qx for 0 < t < T, then
On the other hand, if there is a tx such that 0 < tx < T and p(tx) is not in Q\, then we must have G(p(tx)) < c -E , since we cannot have G(p(tx)) < c + e . Thus Thus (3.4) and (3.5) hold. D
The reduction
Now we show how the mountain pass lemma (Theorem 11 ) can be used to prove the theorems of §2. First we give the Proof of Theorem 6. We apply Theorem 11 to G(u) given by (2.6). We take %f = D with norm >c-a + b5 + \e\K(u).
We take a < b4 + cx and take C2 so large that the right-hand side of (4. 
where X-is the largest negative point in a(A). By (2.22),
No J
Thus
On the other hand
Thus there is an R such that G(v) < cx will hold if either 2||i;'|| > R or 2||t'o|| > R ■ It will therefore hold if \\v' + v0\\ > R . This proves (2.5). D Proof of Theorem 1. We apply Theorem 6. Hypothesis I is satisfied with A = -A -k,. We take A0 = N(A) = E, and note that by (1.5)
Hence cx > -B . Thus (2.4) holds. Next we note that if u = 0 is not a solution of (1.12), then cx > -B . To see this we make use of the formulas Thus a(w) -jb\\w\\2, implying that w e E¡+x . Also
In view of (1. If we now make use of (4.35) and (4.38), we see that Hence it is a solution of (4.33). By the unique continuation property ü # 0 a.e., since ||ü|| = 1. Consequently, \uk\ = tk\uk\ -> oo a.e. Now suppose {uk} is a sequence such that G(uk) > cx, \\uk\\ -» oo.
Then we claim that for any 8 > 0 
