In the literature on inequality and economic development, the overwhelming focus is on the Gini coefficient, a single statistic for the entire income distribution. In this paper, we question this singular focus on the Gini coefficient and evaluate the relative importance of a host of income distribution measures. We draw upon recent advances in causal inferences with high-dimensional sparse models that apply insights from machine learning for more robust causal inferences. In a predictive framework, we show that LASSO (least absolute shrinkage and selection operator) chooses only the headcount measure of poverty as the key income distribution statistic in predicting schooling, institutional quality, and per capital income. Next we show that causal inferences with post-LASSO models, that help guard against omitted variable bias and model selection mistakes, also indicate the fraction of population living in poverty matters much more strongly for development outcomes than does the Gini coefficient. Finally, instrumental variable estimates in conjunction with post-LASSO models show that compared to the Gini coefficient, poverty is more strongly associated with schooling and per capita income, but not for institutional quality. At the very least, our results imply that the causal link from inequality (as measured by Gini) to development outcomes is tenuous.
Introduction
Recent years have seen a renewed focus on inequality going by the extraordinary response to Thomas Piketty's "Capital in the Twenty-First Century." Piketty (2014) highlights that rising inequality in many advanced economies since 1980 is predominantly driven by the gains in income shares at the very top -the top 1%, the top 0.1%. This focus on inequality at the top stands in stark contrast to the rich literature relating inequality to developmental outcomes such as economic growth (Alesina and Rodrik, 1994; Persson and Tabellini, 1994) , schooling (Galor, 2011; Galor, Moav and Vollrath, 2009) , and institutional quality (Glaser Scheinkman, and Shleifer, 2003; Perotti, 1996) . Here economists measure inequality most commonly using the Gini coefficient or, in some cases, the income share of the median quintile.
Despite the availability of better quality datasets (Deininger and Squire, 1998 ) the literature has failed to reach a consensus on whether and how inequality matters for development outcomes.
In contrast to previous findings that demonstrate a negative relation between inequality and development, others find either a positive relationship (Forbes, 2000) or a zero relationship between the two (Barro, 2000) . Banerjee and Duflo (2003) highlight the non-linear relationship between inequality and growth to reconcile these divergent findings. At the same time, they are careful to acknowledge that these are correlations and that causality is hard to sort out. Easterly (2007) takes causality seriously. Building on Engerman and Sokoloff (1997), Easterly (2007) uses agricultural endowments as an instrument for inequality (specifically, the abundance of land suitable for growing wheat relative to that suitable for growing sugarcane) to show that inequality is indeed causally related to lower per capita incomes. Easterly (2007) also identifies two channels via which inequality reduces per capita incomes. He demonstrates that countries with higher inequality exhibit lower levels of human capital and poor institutional quality. What unifies all this work is the near-universal focus on the Gini coefficient as the summary statistic for inequality.
1 Banerjee and Duflo (2003) , for instance, question the assumption that the Gini coefficient is the appropriate measure of inequality suggesting that measures of poverty or interquartile range are equally valid candidates. Nevertheless, they proceed to present all results with the Gini coefficient.
In this paper we extend the focus from the Gini coefficient to an array of measures of the overall income distribution. Given that there are multiple ways to measure income distribution we start by adopting a prediction approach from machine-learning. In particular, we use linear, high dimensional sparse (HDS) regression models in econometrics (see Hansen, 2013, 2014a for comprehensive overviews and Vapnik, 2013 for theoretical foundations) which allows for a large number of regressors, possibly much larger than the sample size, but imposes a sparsity restriction on the model. That is, these models assume only a subset of these regressors, are important for capturing the main features of the regression function. We first set aside inference, take a purely predictive approach and use LASSO (least absolute shrinkage and selection operator) and its variant, a post-LASSO method from to select from multiple income distribution measures. We find a parsimonious subset of these measures that help predict development outcomes -per capita GDP, schooling and institutions, used in Easterly (2007) . We find that from a pure prediction perspective, it is poverty that matters rather than any other distributional statistic, including
Gini.
Inequality, as measured by the Gini coefficient, is a measure of the relative disparities in levels of living standard while poverty encapsulates absolute levels of living -how many people fail to attain a certain predetermined consumption need (Ravallion, 2003) . There are plausible reasons why poverty emerges as a more important factor for economic development.
Poverty hurts human capital especially in the presence of credit constraints (Moav, 2005) , poverty traps consign economies to low levels of underdevelopment (Mookherjee and Ray, 2003; Ghatak and Jiang, 2002) , allows the wealthy to subvert institutions (Glaser et al, 2003) and by reducing productivity hurts incomes (Banerjee and Mullainathan, 2008) . Not having enough money for satisfying basic needs (which defines poverty) is very different from having an acceptable income which is somewhat lower than the income of other people, which is related to the Gini coefficient.
Next, we shift our focus to causal inference and examine the relative importance of inequality vs. poverty for development outcomes. Here we start by recognizing that a multiplicity of variables can potentially impact both development outcomes and income distribution which makes it challenging to confidently answer causal questions in a cross-country context. As Sala-i-Martin, Doppelhofer and Miller (2004) argue, even theory is not very helpful in making sense of the empirical evidence. Multiple models exist that "predict" that a particular variable (e.g., distortions, disease burden, property rights, degree of monopoly power, demographics, etc.) matters for economic development. However, these theories need not be mutually exclusive and with a small number of observations (number of countries for which data are available) we do not have a large enough sample size to evaluate the relative importance of the set of potential regressors. Essentially, the number of parameters that can be considered (p) is large relative to the sample size (n), i.e., p >> n. We again draw on recent extensions of machine learning to causal inference that allow for dimensional reduction and inference when the number of parameters is large. We apply the post-Lasso double selection method of Belloni, Chernozhukov and Hansen (2014b) . In a first-stage, we use a Lasso-type procedure for variable selection to predict both the dependent variable (development outcome in our case) and the main independent variable (s) (poverty or Gini or both in our case). 2 We apply standard LASSO to choose a subset of variables used in Sala-i-Martin (1997) and Sala-i-Martin, Doppelhofer and Miller (2004) . In the second-stage, we estimate the effect of interest by the linear regression of the outcome variable(s) on the main independent variable(s) and the union of the set of variables selected in the variable selection steps. This post-Lasso double selection procedure also demonstrates that poverty matters more than Gini for schooling, institutional quality, and per capita income. The procedure also suggests that dropping poverty results in a serious omitted variable bias while the Gini coefficient is not an important predictor for either development outcomes or for poverty. Overall, our results show that for the most part, poverty has a stronger influence on schooling, institutions and income, and that including poverty makes the Gini coefficient results weaker and/or insignificant.
Next, we employ the same land-endowment based instruments as in Easterly (2007) and show that these instruments strongly impact poverty and that the land endowment instrument affects development outcomes through poverty rather than inequality. We take as given that these are valid instruments and we show that simply adding the (uninstrumented) poverty measure to the regressions where inequality is instrumented is sufficient to make inequality insignificant. Combining the double-selection procedure of Belloni, Chernozhukov and Hansen (2014b) and the instruments from Easterly (2007) we show that poverty matters for schooling and per capita GDP, and not the Gini coefficient. At the same time, neither measure of income distribution matters for institutional quality.
Overall, our instrumental variable results suggest that even in a cross-country setting, the causal link from inequality to development outcomes is less robust than widely accepted in the literature (see Benabou, 2000) . 3 At best, our results show that poverty rather than inequality matters more -for many countries the focus, perhaps, should be on inequality at the bottom rather than inequality at the top. If it is poverty that matters, this has very different implications for redistributive measures adopted by policymakers -it calls for a focus on poverty alleviation rather that distributing income from the top 1% towards the middle class. Despite the use of instruments, we are aware that sorting out causality in cross-sectional regressions is a hard task.
We do not make strong claims on causality and, like Banerjee and Duflo (2003) , acknowledge that these may simply be associations. Therefore, a conservative interpretation of our findings is that the exclusion restrictions that commonly used instruments affect development outcomes only through the Gini coefficient are questionable.
The rest of the paper is organized as follows. In Section 2, we discuss various measures that summarize the income distribution and use a predictive framework to assess which measures best predict development outcomes. In Section 3, we provide a short example to highlight that an absolute measure of poverty and the Gini coefficient can diverge in various ways and a priori it is not clear which income distribution is preferable. In Section 4, we move to causal inference and use a LASSO based double-selection methodology to infer the role of poverty for economic development. We also combine the double-selection methodology with the instrumenting strategy in Easterly (2007) to again show that poverty matters more than the Gini coefficient. Section 5 concludes.
Income Distribution and Development Outcomes: A First Look
There are multiple ways to summarize the income distribution. We can think in terms of multiple inequality measures, shares of different deciles or quintiles, multiple poverty measures, absolute vs. relative poverty lines, etc. For instance, there are at least two close weighted variants of the Gini coefficient -the Mehran index which is more sensitive to changes in the lower end of the distribution, when compared to the Gini index and the Piesch index which is more sensitive to changes in the upper end of the distribution (see Yitzhaki, 1983 Measures from the generalized entropy class are sensitive to changes at the lower end of the distribution for values of α close to zero, equally sensitive to changes across the distribution for α equal to one, and sensitive to changes at the higher end of the distribution for higher values.We use the three most commonly used values of α, namely α = 0, 1, 2. 0 ∑ log , is known as Theil's L, and sometimes referred to as the mean log deviation.
1 ∑ log is the Theil's T index, and GE(2) is half of the coefficient of variation.
The next class of inequality measures we construct are those by Atkinson (1987) . For a weighting parameter ε, which captures aversion to inequality, the Atkinson class is defined as 1 ∑ . We set the weighting parameter ε at three most commonly used values 0.5, 1, and 2. Additionally, we included the coefficient of variation, the relative mean deviation and the standard deviation of log income. Finally, we use each of 10 decile shares in income as measures of income distribution. While the headcount index is easy to understand, it is insensitive to the degree of poverty and to income transfers among the poor. Therefore, we also construct the poverty gap index that measures the extent to which individuals fall below the poverty line, and the squared poverty gap ("poverty severity") index that averages the squares of the poverty gaps relative to the poverty line. Both these measures reflect the depth of poverty. While the poverty gap is insensitive to income distribution below the poverty line, the poverty severity index takes inequality among the poor into account. 6 However, the latter is not easy to interpret. As for the headcount measure, we construct the poverty gap and the squared poverty gap measures based on the two poverty line cut-offs of $1.25 and $2 a day. The final poverty measure we use is the Sen index given by 1 1 where is the mean income of the poor, Pov is the headcount measure of poverty, Gini poor is the Gini coefficient among the poor and z = 1.25, 2 is the one of two poverty lines. The Sen index captures the number of poor, the depth of their poverty, and the distribution of poverty within the poor.
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Poverty in the developing world is typically measured using absolute poverty lines such as $1.25 or $2 a day. However, since this yields zero headcount poverty rates for most developed countries, developed countries typically report poverty using relative poverty lines.
These are usually expressed as a constant proportion-typically 40% to 60%-of the current mean or median income (Ravallion and Chen, 2011) . We construct six additional headcount 
A Prediction Approach
Given the sheer multiplicity of such measures, we first adopt a purely predictive dimensional-reducing approach from machine-learning. These approaches are well suited when we have available a large collection of possible covariates (p), possibly highly correlated as is the case here, and where the number of covariates (p) can potentially be larger than n, the number of observations. For instance if p = n, an OLS estimator fits the data perfectly, but demonstrates poor out-of-sample forecasting properties because the model captures not only the signal about how predictor variables may be used to forecast the outcome, but also fits the noise present in the sample (Belloni, Chernozhukov, and Hansen, 2014a) . They key question we ask is whether we can identify a parsimonious set of these multiple income distribution measures that produces the best forecast for development outcomes.
We rely on traditional machine learning tools for dimension reduction based on "regularization". We impose approximate sparsity as our regularization technique -a restriction that only subset of variables s where s << n, exhibit large nonzero coefficients, for the outcome variable(s) while simultaneously estimating these coefficients. In particular, we use LASSO (least absolute shrinkage and selection operator), a penalized least-squares estimator that augments the traditional OLS minimization of the squared-errors with a penalty function that penalizes model size through the sum of absolute value of the coefficients (Tibshirani, 1996) .
Lasso chooses coefficients to minimize the sum of squared deviations, subject to a constraint on the sum of the coefficients' absolute values. It is computationally attractive because it minimizes a convex function. The algorithm we use is one proposed by Belloni, Chernozhukov, and Hansen, (2014b) which allows for heteroskedasticity, clustering, and non-normality in model errors.
The LASSO estimator for a linear model ∑ , is given by
where λ > 0 is the penalty level, and γ j 's are the "penalty loadings. While traditional LASSO implementation chooses λ using cross-validation, Belloni, Chen, Chernozhukov, Hansen, (2012) use data driven bounds for the penalty loadings γ j and estimate it iteratively. They recommend setting the penalty level 2.2 2 log . / , which guards agains overfitting. With these choices they are able to obtain sharp convergence results for the Lasso estimator even in the presence of heteroscedasticity. recommend using a post-LASSO procedure. We follow their procedure, where we first apply LASSO to determine which income distribution variables can be dropped from the standpoint of predicting a particular development outcome. Subsequently, coefficients on the remaining variables are estimated via ordinary least squares regression using only the variables with nonzero estimated coefficients. show that the post-LASSO procedure works as well as and often better than LASSO in terms of rates of convergence and bias.
Column 1 of Table 1 lists the outcome measure; Column 2 shows the variables picked by the LASSO procedure; Column 3 reports the post-LASSO coefficients. We find that the LASSO technique picks the headcount measure of poverty at $2 a day as the only relevant variable to predict per capita income and the institutional index, out of 37 possible measures of income distribution. For schooling, LASSO picks two poverty measures -the headcount measure and the poverty gap measure, both measured relative to the poverty line of $2 a day.
However, the post-LASSO standard errors show that it is only the headcount measure that is significant at 5%. The poverty measures account for more than 50% of the variation for the income per capita and schooling outcomes, and 24% of the variation for the institutional index.
Overall, from a predictive standpoint it is poverty, especially the headcount measure of poverty based on $2 a day that matters, rather than any other income distribution measure. At the least, within a predictive framework, poverty dominates the Gini coefficient for all the development outcomes considered in Easterly (2007 Robust standard errors in parentheses; * significant at 10%; ** significant at 5%; *** significant at 1%
Poverty vs. Gini
The Gini coefficient, where the mean absolute difference in income is divided by mean income, measures the relative dispersion of income in the population, regardless of whether the inequality occurs at, e.g., higher or lower income levels. As a result, two income distributions with the same Gini coefficient (and the same mean income) can have different poverty levels with one being clearly preferred to another by a policymaker. The importance of assessing the entire distribution (as opposed to a few summary measures, which would be sufficient if the shape of the distribution were fixed, e.g., lognormal) is well known in decision theory, and a similar logic applies to comparing income distributions, as illustrated below using an example from Menezes et al. (1980) .
Consider Country 1, with 50% of the population earning $1 per day, and 50% earning $2 per day. Gini coefficient for this country is 1/6. Country 2 started with the same income distribution as Country 1, but then went through some government interventions that changed the income distribution of the poorer part of its population (without changing the mean income)
-so that those who were earning $1 per day split in two equal groups, earning either $0 or $2 per day. Thus, in Country 2, 25% of the population earn $0 per day and 75% earn $2 per day.
Gini coefficient for Country 2 is ½, greater than that for Country 1. Finally, consider Country 3 that also started with the same income distribution as Country 1, but where income distribution of the wealthier part of the population was changed -those earning $2 per day split in two equal groups, earning either $1 or $3 per day -so in Country 3, 75% of the population earn $1 per day and 25% earn $3 per day. Gini coefficient for Country 3 is ½ -the same as for Country 2. In the terminology of Menezes et al. (1980) , income distributions in Country 2 and Country 3 differ by a mean-variance preserving transformation. Compared to Country 1, Country 2 has more risk in a lower tail of the income distribution, and Country 3 has more risk in its upper tail.
Which of these three income distributions is better from a poverty perspective? Though Country 2 and 3 have a greater Gini coefficient than Country 1, the proportion of population strictly below poverty line is not necessarily higher in these countries, as Table 2 illustrates. Poverty at $1.0 per day 0% 25% 0%
Poverty at $1.25 per day 50% 25% 75%
Poverty at $2.5 per day 100% 100% 75%
Gini coefficient 1 / 6 ½ ½ With a poverty measure of $1.0 per day, Country 2 is the worst; at $1.25 per day, Country 3 is the worst; and at $2.5 per day, then Country 3 is the best. This is because increasing inequality for the part of the population that is below poverty line decreases poverty, while increasing inequality for the part of the population above poverty line increases poverty.
More broadly, an outward shift in the Lorenz curve, indicating a rise in the Gini coefficient while holding the mean income constant, can be consistent with either an increase or decrease in the widely used headcount measure of poverty.
If income is distributed as log-normal then two parameters are sufficient to summarize the entire income distribution. For instance, for a log-normal distribution, poverty can be written as a non-linear function of mean income and the Gini coefficient. However, as Battistin, Blundell and Lewbell (2009) show using detailed data from US households, there are significant departures from log normality in the income data. They find that the log of income is far from normal with upper tail skewness and greater kurtosis. In contrast, the log of consumption is very close to normal for US households. They attribute this difference to a larger transitory component in income, a component that would be arguably more pronounced in developing countries that form a large part of our sample. Cowell (2011) surveys work showing that while the lognormal distribution holds for particular segments of relatively homogeneous groups within a country, it breaks down when for the income distribution of the aggregate population of a country. Therefore, systematic departures from lognormality are evident and to be expected in many earnings distribution. Finally, even if some income distribution measures can be written as a function of others, introducing high collinearity, such high correlations are not problematic for LASSO prediction (Hebiri and Lederer, 2013) .
Given that the results in Section 2 identify poverty as an important predictor of development outcome, and given that that the literature has overwhelmingly focused on the Gini coefficient, we next evaluate the relative importance of poverty vs. inequality (as measured by the Gini coefficient) for economic development.
Causal Inference for Poverty vs. Inequality
So far we employed LASSO to evaluate which measure of income distribution have a strong association to each of the three development outcomes within a sparse framework.
However, such a predictive procedure does not allow us to draw inferences about model parameters since model selection mistakes cannot be ruled out (Belloni, Chernozhukov, and Hansen, 2014a) . In particular, LASSO targets prediction rather than estimating specific parameters or coefficients of interest (the coefficient on poverty and/or Gini in our case).
LASSO also drops certain variables that have small but non-zero coefficients, but then we have the standard omitted variable bias problem, making inferences problematic. Therefore, for inferring the relative importance of poverty vs. inequality we adopt the "double selection"
procedure Belloni, Chernozhukov, and Hansen (2014b) , that allows for valid inferences even in the presence of selection mistakes.
Let y i be a particular development outcome measure (schooling, institutional quality, per capita income), d i be the income distribution measure(s) of interest (headcount poverty and/or Gini) whose impact we would like to infer, and X i be a vector of controls. The standard approach is to estimate a linear model:
where is the error term and the objective is to conduct inference on α.
For valid inferences, the key identifying assumption is that d i may be taken as randomly assigned once a sufficient set of factors in X i have been controlled for. Of course this is a strong assumption and estimating a structural effect when relying on such a "conditional on observables" argument requires knowing which controls to include. Otherwise we run the risk of a key omitted variable driving both distribution and development outcome. Some ways to do this is to rely on past work (e.g., conditioning on the controls used in Easterly, 2007) or on economic intuition, or on theory to explicitly define what variables belong in the regression.
While the first two options are arguably ad-hoc, even theory may not be helpful in narrowing the multiplicity of regressors -theories are not mutually exclusive and different models can identify different variables that truly belong in (1). Therefore, we have a potentially vast set of controls to choose from and in a cross-sectional context the number of regressors may easily exceed n, the number of observations. Even if we rely on theory to identify a small number of controls that enter the model of interest, we can rarely say with confidence that a linear functional form (as assumed in equation 1) is appropriate. Again, we are left with various transformations and interactions of even the small set of variables which may again lead to the number of regressors exceeding the number of observations. In both cases, choosing appropriate controls and functional forms is essentially a dimensionality problem and is well recognized in economic development (see Leamer, 1985 , Sala-i-Martin et al, 2004 Levine and Renelt, 1992;  Sala-i-Martin, 1997).
Since some structure needs to be necessarily imposed, high-dimensional sparse models assume exogeneity of d i once we control linearly for a relatively small number of variables in X i whose identities are a priori unknown. This assumption, termed approximate sparsity, implies that a linear combination of these unknown controls produces relatively small approximation errors and allows us to approach the problem of estimating α as a variable selection problem.
Standard machine learning procedures are used to reduce the number of variables to a manageable size. With approximate sparsity, equation (1) 
where
The "double selection" procedure Belloni, Chernozhukov, and Hansen (2014b) has three steps. In the first step, an additional reduced form relation between the treatment and controls is introduced Χ Θ
where | Χ 0. This step selects control variables that are strongly related to the variable of interest d i and thus potential confounders ensuring validity of post-model-selection inference. In the second step, we substitute (3) in (2) and estimate a reduced form for y i
Equations (3) and (4) are predictive relationships, which may be estimated using high-dimensional methods. The two in conjunction help guard against omitted variable bias.
Applying variable selection to (4) keeps the residual variance small, and helps identify important confounds, guarding against omitted-variable bias. Similarly, applying variable selection to (3) assures that we include controls that have strong predictive power for d i -even if these are only moderately correlated with the outcome variable, not including these may inappropriately attribute the effect to d i , biasing inference. In the final step, we estimate α, the Table A2 in the appendix for more details on these variables and Table 1 in Sala-i-Martin et al (2004) for original data sources.
11 1988 is the earliest year for which poverty measures for a sufficiently large set of countries. Tables 3, 4 , and 5 present our cross-sectional results for each of the three outcome variables, namely schooling, institutions, and income. Column 1 in each table uses OLS to replicate the Easterly findings -inequality is associated with a lower level of schooling, poorer institutional quality, and a lower level of per capita income. Column 2 continues to use OLS but adds poverty to the Gini coefficient. When we use the two distribution measures in conjunction, we find that poverty matters strongly for schooling, institutional quality and the level of development. However, the Gini coefficient is no longer significant for per capita income and matters only weakly for schooling. The coefficient estimate declines sharply and with p-value = 0.099 is only marginally significant.
Results From Double-Selection Procedure
In Column 3 in each of the three tables, we implement the double-selection procedure where d i = Gini and where we subsume poverty into the vector of controls X i . That is, here inference is solely for inequality. We find that the LASSO procedure always selects poverty as an important control for the each of the outcome measures in the reduced-form equation (3), consistent with our findings in Table 1 where we attempted to predict the outcome variable.
Running OLS of the outcome measures on Gini and the union of controls selected in equations 2 and 3 shows that the Gini coefficient is no longer significant. In fact, it has the wrong sign, albeit insignificant, for all three development outcome measures. In contrast, for all three measures, poverty matters strongly. This suggests that poverty is an important omitted variable in regressions that evaluate how inequality matters for development outcomes and its inclusion renders inequality insignificant.
In Column 4 we do the reverse -we subsume the Gini coefficient in the vector of controls X i and set d i = Poverty. Across outcome measures, we find that the LASSO procedure does not choose Gini so inequality does not seem to be an important omitted variable for either predicting poverty or the outcome measure. At the same time, the double-selection procedure shows that poverty matters for schooling, institutional quality and per capita income. The outcome variable is per capita GDP in 2002; Robust standard errors in parentheses; * significant at 10%; ** significant at 5%; *** significant at 1%; All columns include a constant (not shown)
In terms of the controls chosen by LASSO, we find that for per capita income the controls chosen are log of per capita GDP in 1960 (measuring initial mean income), the fraction of population living in the tropics (a measure of geography), years that a country can be classified as open by the Sachs-Warner index, political rights (a measure of institutions), a dummy for European countries, fertility rate in 1960s, life expectancy in 1960 and primary Schooling in 1960. Column 5 of Table 5 shows that of these 8 variables, only the first three significantly affect per capita income. For institutions, the controls selected by LASSO and ones that are significant in Column 5 of Table 4 are the fraction of population living in the tropics, the openness measure based on Sachs-Warner, a dummy for European countries, and the fraction of Protestants. Finally, for schooling the variables that matter significantly are primary education in 1960 and malaria prevalence in 1960s.
Results from Instrumental Variables and Double-Selection Procedure
Estimating the impact of poverty on development outcomes clearly results in an endogeneity problem. While the previous variable selection methodology systematically attempts to address the omitted variable bias, our choice of the Sala-i-Martin variables as controls is necessarily incomplete. In fact, even though we measure the income distribution in the year 1988, we are not completely immunized to the reverse causality issue. For example, schooling and institutions are slow to adjust and may impact poverty and inequality. Easterly (2007) takes this endogeneity issue seriously and attempts to resolve it with a creative new instrument based on land endowments drawing upon the work of Engermann and Sokoloff (1997) . Engermann and Sokoloff (1997) argue that land endowments are a central determinant of inequality. Land endowments, for instance, in Latin America, were suitable for cultivation of commodities such as sugar at large scale and the use of slave labor, which was in turn associated with high inequality and even poverty. In North America, the endowments led to wheat cultivation, smaller scale family farms, encouraging the growth of a middles class and lower inequality. High levels of inequality, in turn, have deleterious impact on the quality of institutions, the level of human capital investment, and ultimately economic development.
Therefore, as an instrument Easterly (2007) uses the suitability of arable land for wheat vs.
sugarcane. The justification is that land endowments are plausibly exogenous. More precisely, the key exclusion restriction for the instrumental variable is that current per capita incomes, schooling and institutions, even if persistent, are unlikely to be strongly influenced by land endowments except through one channel, which is inequality.
We use the wheat-sugar ratio defined as
as the key instrument (ES instrument). We take as given that this is a valid instrument but examine if the instrument affects development outcomes through the inequality channel or the poverty channel. In regressions with either poverty or Gini as the only independent variable, we use only the wheat-sugar ratio as an instrument. In results that instrument both Gini and poverty, we use the share of the country's cultivated land area in tropical climate zones from Sachs and Warner (1997) as a second instrument.
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To facilitate comparison with Easterly (2007) we first instrument Gini and poverty one at a time, while including the other measure as an uninstrumented independent variable (see Columns A and B in Table 6 ). Subsequently, we instrument both measures with the ES instrument and the share of the country's cultivated land area in tropical climate zones in
Columns C of Table 6 . Easterly (2007) uses this as a second instrument to conduct overidentification tests. 13 In all cases, the first-stage F-statistics are well above the critical values from Stock and Yogo (2004) so that the ES instrument is not subject to the weak instrument critique. We are unable to test for over-identification restrictions since our system is just-identified. 14 Easterly interprets the increase in coefficient on inequality for the IV results as an underestimation of the causal relationship by the OLS specification. However, it may also be interpreted as attenuation due to measurement error in the inequality measure, which Easterly acknowledges when discussing the data sources for inequality.
schooling. When we instrument only for poverty in Columns 1B, 2B and 3B, we find that poverty is significant for all three outcome variables. Now, Gini does not matter at all. The results in Columns A mean that even if the ES instrument is plausibly exogenous and not subject to the weak-instrument critique, the exclusion restriction assumption in Easterly (2007) is questionable. The results in columns B imply that the instrument works better for poverty and that the effect of poverty on development outcomes is relatively more robust to the inclusion of Gini. Land endowments seem to affect development outcomes more strongly through its impact on poverty rather than the Gini coefficient. When we use the two in conjunction, in Columns 1C, 2C, and 3C, we find that it is only poverty that matters for per capita income and schooling, while neither distributional measure matters for the institutional index. Therefore, if the inequality hypothesis is indeed correct in explaining development outcomes then it is important to control for these variables. Controlling for these variables also implies that identification relies on variation in the wheat-sugar land endowment ratio that is not related to any of these variables. But as argued in the previous section, the set of controls remain necessarily incomplete. One can easily argue that colonial origin, demographic composition, disease burden, religious composition etc. are also equally persistent, and not controlling for these channels may invalidate the exclusion restriction. Therefore, to evaluate the robustness of our findings in Table 6 , we combine the Easterly instruments with the double-selection procedure in Chernozhukov, Hansen, and Spindler (2015) .
The double-selection procedure uses Lasso-based methods to again identify the key set of controls and then performs inference using IV estimation. With a single instrument and a single endogenous variable, we now have a three-equation system
The first relates the development outcome y i (one of schooling, institutions or income) to a measure of income distribution d i ,(poverty or inequality) and vector of controls, the second relates the income distribution measure to an instrument (the wheat-sugar ratio or tropical land) and controls, while the third relates the instrument I i to the control variables. We can again write this as three reduced-form equations relating the structural variables to the controls
As in the previous section, we select a set of control terms from the variables in Sala-i-Martin, Doppelhofer and Miller (2004) with a LASSO variable selection procedure. Valid estimation and inference for the parameter of interest α proceeds by conventional IV method of using the instrument(s) for income distribution and the union of variables selected from each reduced form as included controls. This is easily extended to a scenario where we have more than one endogenous variable and more than one instrument. For example, with two endogenous variables (poverty headcount and Gini) and three instruments (needed for overidentification tests with two endogenous variables) we would apply LASSO to 6 equations.
In Table 7 , in Column 1A, 2A and 3A, we treat Gini as the sole endogenous variable and use the wheat-sugar ratio (logged), the share of the country's cultivated land area in tropical climate zones and fraction of land in tropical climate zone as instruments. 16 The third instrument allows us to conduct overidentification tests. As before we subsume poverty into the vector of controls and use LASSO to pick from this set. In all three columns we see that LASSO picks the headcount measure of poverty. Table 7 includes but does not report the union of controls chosen from equations (5')-(7'). At the same time the Gini coefficient is no longer significant for all three of the development outcomes -a finding very similar to the simpler specification in Table 3 -5 (last column) we see that the estimated coefficient on poverty for both schooling and per capita income increase substantially, suggesting the presence of attenuation bias in the OLS estimates. Not surprisingly, since Table 7 includes multiple controls, the magnitude of the coefficient estimates declines substantially compared to Table 6 .
For both income distribution measures, across specifications, the Hansen J-test fails to reject the overidentification restrictions.
At the same time, these results should be interpreted with caution. The inclusion of multiple controls also renders the instruments weak -while the first-stage F-statistic is significant, it is small and does not exceed the critical Stock-Yogo critical values. With weak instruments, the 2SLS estimates are biased towards the OLS estimates, the tests of significance have incorrect size, and confidence intervals are wrong. Therefore, first we compared these 2SLS estimates with LIML estimates (limited information maximum likelihood). LIML
estimates have better small sample properties than 2SLS with weak instruments -they are a weighted combination of the OLS and 2SLS estimate and the weights happen to be such that they (approximately) eliminate the 2SLS bias. We find that both the coefficients and standard error for the LIML estimates are very close to the 2SLS estimate which is somewhat reassuring.
Next, we substitute equation (7) into (6) and estimated a reduced-form regression of dependent variables on the three instruments. Testing that the coefficients on the instruments equal 0 tests the hypothesis that α = 0. This procedure is robust to weak instruments since no information about the correlation between suspected endogenous income distribution measures and instruments are required. 18 With no controls, all three instruments are individually and jointly significant for each of the three outcome measures. Once we add the LASSO based controls, things do change. We find that for schooling and per capita income, the log of the wheat sugar ratio and the fraction of land in tropical climate zone are individually significant, and all three instruments are jointly significant. In contrast, with institutions as the dependent variable, the three instruments are neither individually nor jointly significant. That is once we add appropriate controls chosen by the LASSO selection procedure, we run into the weak instrument problem especially for institutions.
The results shown in Table 7 is the most demanding specification, combining instruments with an exhaustive set of controls, chosen by LASSO. A generous interpretation of these findings is that when it comes to economic development, it is poverty rather than inequality that plays a more important role. At the least, it should raise questions whether even in a cross-sectional setting inequality has a robust and negative impact on development outcomes. A more realistic assessment is that even with plausibly exogenous instruments, the exclusion restriction for the ES instrument is questionable -that it works through poverty rather than inequality. Moreover, even the impact of poverty and the magnitude of this impact are sensitive to the use of appropriate set of controls, and to the exact development outcome of interest. Our results with respect to schooling and per capita income are more or less consistent across all specifications and methodologies used in the paper. However, for the institutional index, the most demanding specification shows a negligible role for income distribution in general, regardless of whether we use poverty or inequality to capture distribution. Overall, our results indicate that it is inequality at the bottom, as measured by poverty that matter more for development outcomes than the Gini coefficient, which perhaps is largely affected by inequality at the top.
Conclusion
It is widely acknowledged that Gini coefficient does not tell the whole story about income distribution -in particular, it is equally affected by increase in inequality at the top and at the bottom. At the same time, despite a plethora of measures of income distribution, most of the previous research has almost exclusively relied on Gini coefficient as the measure of income inequality. We draw upon recent advances in causal inferences with high-dimensional sparse models that combine insights from machine learning with causal inferences. Within a predictive framework, we first show that LASSO chooses only the headcount poverty measure based on a poverty line of $2 a day as the key income distribution statistic in predicting, schooling, institutional quality, and per capital income, among a whole host of income distribution measures. Next, we employ post-LASSO models for causal inference that help guard against omitted variable bias and model selection mistakes. We show that the fraction of population living in poverty matters much more strongly for development outcomes than does the Gini coefficient, with LASSO chosen controls accounting for a host of confounding influences.
Finally, instrumental variable estimates in conjunction with post-LASSO models show that compared to the Gini coefficient, poverty is more strongly associated with schooling and per capita income. At the very least, our results imply that the causal link from inequality (as measured by Gini) to development outcomes is tenuous.
Our finding calls for a focus on inequality at the bottom -that tackling poverty may yield additional dividends in terms of increasing income, improving schooling and institutional quality. The set of policies and instruments most suited to tackling poverty are different from ones that address the challenge of income and wealth being increasingly concentrated amongst the top 1% or the top 0.1%.
We are aware of the challenges of establishing causality in such cross-country research.
Using recent techniques developed in the field of machine learning and extended to a framework for causal inference allows us to systematically account for all sorts of confounding influences. At the same time, we acknowledge that these do not meet the gold standard of a randomized trial or a perfect natural experiment. Future research, relying on deeper and more detailed datasets and more plausible identification mechanisms, may help address the causal links between income distributions and development outcomes more convincingly.
