Reduced-Order Model Approximation of Fuzzy Switched Systems with Pre-specified Performance by Su, Xiaojie et al.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
King’s Research Portal 
 
DOI:
10.1016/j.ins.2016.08.012
Document Version
Peer reviewed version
Link to publication record in King's Research Portal
Citation for published version (APA):
Su, X., Liu, X., Song, Y-D., Lam, H. K., & Wang, L. (2016). Reduced-Order Model Approximation of Fuzzy
Switched Systems with Pre-specified Performance. INFORMATION SCIENCES. DOI: 10.1016/j.ins.2016.08.012
Citing this paper
Please note that where the full-text provided on King's Research Portal is the Author Accepted Manuscript or Post-Print version this may
differ from the final Published version. If citing, it is advised that you check and use the publisher's definitive version for pagination,
volume/issue, and date of publication details. And where the final published version is provided on the Research Portal, if citing you are
again advised to check the publisher's website for any subsequent corrections.
General rights
Copyright and moral rights for the publications made accessible in the Research Portal are retained by the authors and/or other copyright
owners and it is a condition of accessing publications that users recognize and abide by the legal requirements associated with these rights.
•Users may download and print one copy of any publication from the Research Portal for the purpose of private study or research.
•You may not further distribute the material or use it for any profit-making activity or commercial gain
•You may freely distribute the URL identifying the publication in the Research Portal
Take down policy
If you believe that this document breaches copyright please contact librarypure@kcl.ac.uk providing details, and we will remove access to
the work immediately and investigate your claim.
Download date: 06. Nov. 2017
 Accepted Manuscript
Reduced-Order Model Approximation of Fuzzy Switched Systems
with Pre-specified Performance
Xiaojie Su, Xinxin Liu, Yong-Duan Song, Hak Keung Lam, Lei Wang
PII: S0020-0255(16)30581-3
DOI: 10.1016/j.ins.2016.08.012
Reference: INS 12415
To appear in: Information Sciences
Received date: 28 January 2016
Revised date: 5 July 2016
Accepted date: 6 August 2016
Please cite this article as: Xiaojie Su, Xinxin Liu, Yong-Duan Song, Hak Keung Lam, Lei Wang,
Reduced-Order Model Approximation of Fuzzy Switched Systems with Pre-specified Performance,
Information Sciences (2016), doi: 10.1016/j.ins.2016.08.012
This is a PDF file of an unedited manuscript that has been accepted for publication. As a service
to our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please
note that during the production process errors may be discovered which could affect the content, and
all legal disclaimers that apply to the journal pertain.
ACCEPTED MANUSCRIPT
AC
CE
PT
ED
 M
AN
US
CR
IP
T
Information Sciences (2016) 1–15
Information
Sciences
Reduced-Order Model Approximation of Fuzzy Switched Systems with
Pre-specified PerformanceI
Xiaojie Sua,b,∗, Xinxin Liua,b, Yong-Duan Songa,b, Hak Keung Lamc, Lei Wanga,b
aKey Laboratory of Dependable Service Computing in Cyber Physical Society of Ministry of Education, Chongqing University, Chongqing
400044, China
bCollege of Automation, Chongqing University, Chongqing 400044, China
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Abstract
The reduced-order model approximation problem for discrete-time hybrid switched nonlinear systems is addressed via Takagi-
Sugeno (T-S) fuzzy modelling in this paper. For a high-dimension hybrid switched nonlinear system, our aim is on how to con-
struct a reduced-dimension hybrid switched model, approximating its original high-order model well with a pre-specified system
performance level. Firstly, the mean-square exponential stability analysis is provided, in which it guarantees the given weighted
H∞ system performance level for the augmented error dynamic system by the average dwell time analysis approach and the hybrid
switched Lyapunov stability theory. The solution of corresponding model reduction problem with pre-specified performance is
given by using the projection Lemma, by which the algorithm of the reduced-order hybrid switched model parameters are designed
by the cone complementary linearization technique. Finally, the advantage and effectiveness of the proposed reduced-order model
approximation approach are shown by the simulation result.
Keywords: Model reduction, model approximation, reduced-order systems, switched systems, hybrid systems
1. Introduction
A finite number of independent control subsystems, including discrete-time or continuous-time dynamics, and a
switching signal governing the activation of these concerned subsystems, form hybrid stochastic switched systems,
which is a significant component of stochastic jump systems in [25, 26, 27, 28]. A large class of practical systems
and processes, including advanced transportation managements systems, automated highway systems, communication
systems and network control systems [40, 41], can be characterized as hybrid stochastic switched systems. Moreover,
there are some intelligent control strategies with the idea of introducing hybrid switching controllers, which break
the limitations of the traditionally adopted single controller effectively and greatly improve the resulted closed-loop
control system performance level. By this, the corresponding closed-loop control systems are translated into a typical
hybrid stochastic switched systems. Considerable efforts have been put on the hybrid stochastic switched systems
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gram (973), China (2014CB249200), the Frontier and Applied Basic Research Projects Funded by Chongqing Science and Technology Commis-
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106112015CDJXY170001,CDJZR175501).
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recently, and many great achievements have been made in this research field. For example, the switched controller
design problems of hybrid switched systems are addressed in [20, 35, 43], the model reduction/approximation ap-
proach for stochastic switched time delay systems is proposed in [36], the mixed H∞ and passive filtering issues
are investigated in [29], and stability analysis and stabilization problems for switched linear systems are discussed in
[24, 38].
Systems with complex nonlinear dynamics [6, 14, 22, 23] impose significant difficulty in theoretical analysis in
the traditional way. The key point is how to find a credible solution to handle this sort of nonlinear dynamic systems.
As fuzzy logic control systems progressed, T-S fuzzy modelling is proved to be an effective approach to represent
these complex dynamic systems. By introducing IF-THEN logical statement, the resulted complex dynamic systems
are converted into a number of local linear subsystems [8, 19, 15, 39]. Since the nonlinear system can be modelled as
a weighted total of combined linear sub-models via T-S fuzzy modelling, researchers have put a great deal of efforts
into T-S fuzzy systems and numerous achievements have been obtained in this research field. To mention a few, the
receding horizon disturbance attenuation analysis and dynamic decoupling are studied in [2, 7], the fuzzy controllers
are designed for nonlinear systems in [16, 32, 34, 42], the the fault detection and H∞ synchronization problem are
solved in [17, 30], the fuzzy-rule-dependent stability analysis and control problems are studied in [11, 12, 13, 18], and
the fuzzy filtering problems with the given pre-specified performance are investigated in [1, 44].
On another research front line, the vast majority of real-time physical systems and complex industrial processes
including 2-D dynamic systems [3, 4, 5], result in rather sophisticated high-order mathematical analysis model. It
poses great challenge on system performance analysis and the corresponding control system design. Thus, how to get
a suitable lower-dimension model to approximate the high-dimension one with minimum sacrifice of accuracy is a
highly desirable solution to simplify the original high-order system. Extensive attention has been paid on this issue
of reduced-order model approximation to simplify these models while achieve a pre-specified performance level. A
sequence of effective approaches and strategies on the issue of model reduction have been proposed, such as the
H∞ performance technique [33], the optimal Hankel-norm performance technique [31], the L2-L∞ performance
technique [37] and the optimal H2 performance technique [45]. However, to the best of our knowledge, there are
few reports in the literature on how to construct reduced-order modelling with a pre-specified performance level
for discrete-time nonlinear hybrid switched systems via T-S fuzzy modelling framework. In fact, some challenging
technology hinder the development of this area, and it raises numerous crucial issues in implementing model reduction
problem. For instance, 1) it is not easy to construct an appropriate reduced-order hybrid switched model, which could
substitute for the original complex nonlinear hybrid switched model effectively, 2) how to find a feasible piecewise
Lyapunov function, in which the parameter-dependent technique and the average dwell time research method can be
applied to such nonlinear dynamic system effectively, and 3) how to further reduce the conservativeness introduced by
reduced-order matrix constraints and release these constraints free as far as possible. Based on the above discussion
and the motivation, this work is carried out to solve the theoretical and practical difficulties on model reduction
problem.
Motivated by the recognition that fuzzy modelling can describe a dynamic nonlinear system effectively, in this
paper, the reduced-order model approximation problem with a pre-specified performance level will be investigated
for discrete-time nonlinear complex hybrid switched systems, which can be modelled as a hybrid stochastic switched
systems via T-S fuzzy modelling. Since hybrid switched systems, as well as T-S fuzzy stochastic systems, are involved
in the concerned hybrid switched systems, how to tackle the resulted model approximation issue should be interesting
yet challenging. It should be emphasised that, heretofore, only limited works concern on different operation modes in
the T-S fuzzy systems.
The main contributions of the proposed results are summarized as follows:
1. In the framework of linear matrix inequality techniques, the reduced-order model under a pre-specified error
system performance level has been constructed.
2. For the nonlinear hybrid stochastic switched systems, the problem of reduced-order model approximation has
been settled by the usage of the project technique and the conversion on cone complementary linearization
algorithm.
3. To further reduce the conservativeness degree of the proposed model approximation problem, the piecewisely
blending quadratic Lyapunov functional is constructed to the corresponding nonlinear hybrid stochastic switched
systems.
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2. System Description
Consider a series of high-order discrete-time nonlinear hybrid stochastic switched systems:
x(k + 1) =
N∑
j=1
ρ j(k)
[
C j
(
x(k), ω(k)) + G j(x(k), ω(k))$(k)], (1a)
y(k) =
N∑
j=1
ρ j(k)
[
H j
(
x(k), ω(k)) +J j(x(k), ω(t))$(k)], (1b)
where the state variable x(•) ∈ Rn is the vector; ω(•) ∈ Rm is known disturbance input which belongs to `2[0,∞]; The
exogenous disturbance ω(•) is assumed to be energy bounded, that is, ‖ω(•)‖2 ,
√ ∞∑
k=0
ωT (•)ω(•); y(•) ∈ Rp is the
measure output;$(•) is a stochastic process on a probability space (Ω,F ,P) relating to to an increasing family (Fk)k∈N
of σ-algerbras Fk ⊂ F generated by ($(k))k∈N. The stochastic process $(•) is independent satisfying E{$(k)} = 0
and E{$(k)2} = µ; N is the positive integer, which denotes the number of sub-models;
ρ j(k) : [0,∞)→ {0, 1}, and
N∑
j=1
ρ j(k) = 1, k ∈ [1,∞), j ∈ N = {1, 2, · · · ,N},
is the stochastic switching signal which implies which sub-model is accessible at the switching time, we use ρ j for
simplicity; C j(•), G j(•),H j(•) andJ j(•) are a range of nonlinear regular functions.
At a discrete sampling time k, the value of ρ j(k), may be built by k or x(•), or both, or depend on any other hybrid
scheme. As is mentioned in [21], here assume that the real-time value of ρ j is accessible. For the switching signal ρ j,
the switching sequence {
( j0, k0), ( j1, k1), . . . , ( jκ, kκ), . . . , | jκ ∈ N , κ = 0, 1, . . .
}
with k0 = 0,
shows that the jκth sub-model is enabled when k ∈ [kκ, kκ+1).
The high-dimension complex nonlinear model with a T-S fuzzy modelling is given here, and T-S fuzzy modelling
is used here to handle the reduced-order model approximation for the nonlinear hybrid stochastic switched system.
Fuzzy Rule R[ j]i : IF ϑ[ j]1 (k) isM[ j]i1 and ϑ[ j]2 (k) isM[ j]i2 and · · · and ϑ[ j]p (k) isM[ j]ip , THEN
x(k + 1) = A[ j]i x(k) + B[ j]i ω(k) + E[ j]i x(k)$(k),
y(k) = C[ j]i x(k) + D[ j]i ω(k),
where i = 1, 2, . . . , r, and r denotes the number of IF-THEN rules;M[ j]i1 , . . . ,M[ j]ip are the fuzzy sets; ϑ[ j]1 (•), ϑ[ j]2 (•),
. . . , ϑ
[ j]
p (•) are the premise variables, denoted by ϑ[ j]p ;
{ (
A[ j]i , B
[ j]
i ,C
[ j]
i ,D
[ j]
i , E
[ j]
i
)
: j ∈ N
}
is a family of matrices
parameterized by an index set N = {1, 2, . . . ,N}, and A[ j]i , B[ j]i , C[ j]i , D[ j]i and E[ j]i are known matrices.
Assume that the premise variables are independent on the disturbance input ω(•). Given a couple of (x(•), ω(•)),
the ultimate output of the corresponding hybrid switched fuzzy models is presented here:
x(k + 1) =
N∑
j=1
ρ j
r∑
i=1
h[ j]i
(
ϑ[ j]
)[
A[ j]i x(k)+B[ j]i ω(k)+E[ j]i x(k)$(k)
]
, (2a)
y(k) =
N∑
j=1
ρ j
r∑
i=1
h[ j]i
(
ϑ[ j]
)[
C[ j]i x(k)+D[ j]i ω(k)
]
, (2b)
where h[ j]i
(
ϑ[ j]
)
=M[ j]i
(
ϑ[ j]
)
/
r∑
i=1
M[ j]i
(
ϑ[ j]
)
,M[ j]i
(
ϑ[ j]
)
=
p∏
l=1
M[ j]il
(
ϑ
[ j]
l
)
, andM[ j]il
(
ϑ
[ j]
l
)
is the grade of membership
of θ[ j]l in M[ j]il . Suppose M[ j]i
(
ϑ[ j]
)
> 0, i = 1, 2, . . . , r,
r∑
i=1
M[ j]i
(
ϑ[ j]
)
> 0 for all k. Therefore, h[ j]i
(
ϑ[ j]
)
> 0 for
i = 1, 2, . . . , r and
r∑
i=1
h[ j]i
(
ϑ[ j]
)
= 1 for all k.
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In our work, for the nonlinear hybrid switched model shown in (2), we shall approximate the high-order system
by the following reduced-order system represented by
x˜(k + 1) =
N∑
j=1
ρ j
[
˜A[ j]r x˜(k) + ˜B[ j]r ω(k) + ˜E[ j]r x(k)$(k)
]
, (3a)
y˜(k) =
N∑
j=1
ρ j
[
˜C[ j]r x˜(k) + ˜D[ j]r ω(k)
]
, (3b)
where x˜(k) ∈ Rk is the desired reduced-order model’s state vector, and the resulted dimension k is less than n;
y˜(k) ∈ Rp is the desired reduced-order model’s output; ˜A[ j]r , ˜B[ j]r , ˜C[ j]r , ˜D[ j]r and ˜E[ j]r are proper dimensioned matrices
to be dertermined.
Denoting x˘(k) =
[
x(k)
x˜(k)
]
, er(k) , y(k) − y˜(k), and augmenting the orignal nonlinear hybrid switched model of
(2) to include the reduced-order state variables of (3), then the overall dynamics of corresponding error system are
illustrated as
x˘(k + 1) =
N∑
j=1
ρ j
r∑
i=1
h[ j]i
(
ϑ[ j]
)[
˘A[ j]i x˘(k)+ ˘B[ j]i ω(k)+ ˘E[ j]i x˘(k)$(k)
]
, (4a)
er(k) =
N∑
j=1
ρ j
r∑
i=1
h[ j]i
(
ϑ[ j]
)[
˘C[ j]i x˘(k)+ ˘D[ j]i ω(k)
]
, (4b)
where 
˘A[ j]i ,
 A[ j]i 00 ˜A[ j]r
 , ˜B[ j]i ,
 B[ j]i
˜B[ j]r
 , ˘E[ j]i ,
 E[ j]i 00 ˜E[ j]r
 ,
˘C[ j]i ,
[
C[ j]i − ˜C[ j]r
]
, ˘D[ j]i , D
[ j]
i − ˜D[ j]r .
(5)
Definition 1. The error dynamic system in (4) with the exogenous disturbance ω(k) equaling 0 is said to be mean-
square exponentially stable under ρ j(k) if its solution x˘(k) satisfies
E
{
‖x˘(k)‖
}
6 η ‖x˘(k0)‖ ρ(k−k0), ∀k > k0,
for parameters η > 1 and 0 < ρ < 1.
Definition 2. For γ > 0 and 0 < β < 1, the error dynamic system in (4) is said to guarantee the pre-specified H∞
performance level (γ, β) if it is mean-square exponentially stable with the exogenous disturbance ω(k) equaling 0 and,
under x(k) = 0, then the following holds for all nonzero ω(k) ∈ `2[0,∞):
E

∞∑
s=k0
βseTr (s)er(s)
 < γ2
∞∑
s=k0
ωT (s)ω(s). (6)
Therefore, the model reduction problem with the pre-specified performance proposed in our work can be formu-
lated as follows: given the high-order nonlinear hybrid switched system described in (2) and 0 < β < 1, γ > 0, our
aim is on how to construct a desired reduced-dimension hybrid switched model in (3) to ensure that the corresponding
error dynamic system in (4) is satisfied to the pre-scribedH∞ performance.
3. Main Results
3.1. Pre-specified Performance Analysis
In this section, the proposed stability analysis problem will be solved by introducing the parameter-dependent
matrix technique, and the sufficient condition of the weightedH∞ system performance will be given for the considered
error dynamic system (4).
4
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Theorem 1. For given positive scalars 0 < β < 1, γ > 0 and σ > 1, suppose that there exists matrix P[ j] ∈ R(n+k)×(n+k)
and P[ j] > 0 such that for j ∈ N , i = 1, 2, . . . , r,
Ξ
[ j]
i ,

−βP[ j] 0
(
˘A[ j]i
)T (
˘C[ j]i
)T (
˘E[ j]i
)T
? −γ2I
(
˘B[ j]i
)T (
˘D[ j]i
)T
0
? ? −
(
P[ j]
)−1
0 0
? ? ? −I 0
? ? ? ? −
(
µP[ j]
)−1

< 0, (7)
then, the hybrid switched error dynamic system in (4) has a weightedH∞ error system performance level (γ, β) with
mean-square exponential stability for any stochastic switching signal with average dwell time satisfying Ta > T?a =
lnσ
β
, where σ > 1 satisfies
P[ j] 6 σP[s], ∀ j, s ∈ N . (8)
In addition, an upper bound of the estimate function of the state decay is shown as
E {‖x˘(k)‖} 6 η ‖x˘(k0)‖ ρ(k−k0), (9)
where
ρ,
√
βσ
a
Ta , η,
√
b
a
, a, min
∀ j∈N
λmin
(
P[ j]
)
, b,max
∀ j∈N
λmax
(
P[ j]
)
. (10)
Proof. Based on the fuzzy rule basis functions and the stochastic switching signal ρ j(k), from (7) we get
N∑
j=1
ρ j
r∑
i=1
h[ j]i
(
ϑ[ j]
)
Ξ
[ j]
i < 0. (11)
Form a class of piecewise smooth Lyapunov functional as
V
(
x˘(k), ρ j
)
, x˘T (k)
( N∑
j=1
ρ jP[ j]
)
x˘(k), (12)
where R(n+k)×(n+k) 3 P[ j] > 0, j ∈ N are to be designed. For k ∈ [kl, kl+1), we define
E
{
4V
(
x˘(k), ρ j
)}
, E
{
V
(
x˘(k + 1), ρ j
)
− V
(
x˘(k), ρ j
)}
=
N∑
j=1
ρ j
r∑
i=1
h[ j]i
(
ϑ[ j]
)
x˘T (k)
[ (
˘A[ j]i
)T
P[ j] ˘A[ j]i − P[ j] + µ
(
˘E[ j]i
)T
P[ j] ˘E[ j]i
]
x˘(k).
Thus, it follows that
E
{
4V
(
x˘(k), ρ j
)}
+ E
{
(1 − β)V
(
x˘(k), ρ j
)}
=
N∑
j=1
ρ j
r∑
i=1
h[ j]i
(
ϑ[ j]
)
x˘T (k)
[ (
˘A[ j]i
)T
P[ j] ˘A[ j]i − βP[ j] + µ
(
˘E[ j]i
)T
P[ j] ˘E[ j]i
]
x˘(k). (13)
By (11), it follows
E
{
4V
(
x˘(k), ρ j
)
+ (1 − β)V
(
x˘(k), ρ j
)}
< 0, ∀k ∈ [kl, kl+1), ∀ j ∈ N . (14)
5
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For any switching signal and any k > 0, let
k0 < k1 < · · · < kl < · · · < kN , l = 1, . . . ,N
represent the piecewise transition points of ρ j over the time interval (0, k). As mentioned earlier, the jlth sub-model is
triggered when k ∈ [kl, kl+1). Therefore, for k ∈ [kl, kl+1), it suggests from (14) that
E
{
V
(
x˘(k), ρ j
)}
< βk−kl E
{
V
(
x˘(kl), ρ j(kl)
)}
. (15)
Using (8) and (12), we obtain
E
{
V
(
x˘(kl), ρ j(kl)
)}
< σE
{
V
(
x˘(kl), ρ j(kl−1)
)}
. (16)
Therefore, it concludes from (15)–(16) and the correlation ϑ = Na(k0, k) 6 k−k0Ta that
E
{
V
(
x˘(k), ρ j
)}
6 (βσ 1Ta )k−k0 E
{
V
(
x˘(k0), ρ j(k0)
)}
. (17)
It is noted from (12) that it is feasible to find two positive scalars a and b, and a 6 b, which are given in (10)), then
E
{
V
(
x˘(k), ρ j
)}
> aE
{
‖x(k)‖2
}
, E
{
V
(
x˘(k0), ρ j(k0)
)}
6 b‖x(k0)‖2. (18)
Combining (17) and (18) yields
E
{
‖x(k)‖2
}
6 1
a
E
{
V
(
x˘(k), ρ j
)}
6 b
a
(βσ 1Ta )k−k0‖x(k0)‖2.
Defining % ,
√
βσ
1
Ta , then we obtain
E
{
‖x(k)‖
}
6
√
b
a
%k−k0‖x(k0)‖.
By Definition 1, we can get that if 0 < % < 1, on the other words, Ta > T?a = ceil(− lnσln β ), the considered error dynamic
system in (4) with ω(k) = 0 is mean-square exponentially stable, where the function ceil( f ) shows rounding real scalar
f to the nearest integer greater than or equal to f .
Now, the weightedH∞ system performance level (γ, β), which is defined in (6), is established as follows. Give an
index of the form:
J(k),E
{
4V
(
x˘(k), ρ j
)
+ (1 − β)V
(
x˘(k), ρ j
)
+ eTr (k)er(k) − γ2ωT (k)ω(k)
}
.
Thus, we can get
J(k) =
N∑
j=1
ρ j
r∑
i=1
h[ j]i
(
ϑ[ j]
) [ x˘(k)
ω(k)
]T  Ξ[ j]11i Ξ[ j]12i
? Ξ
[ j]
22i
 [ x˘(k)ω(k)
]
,
where
Ξ
[ j]
11i ,
(
˘A[ j]i
)T
P[ j] ˘A[ j]i +
(
˘C[ j]i
)T
˘C[ j]i + µ
(
˘E[ j]i
)T
P[ j] ˘E[ j]i − βP[ j],
Ξ
[ j]
12i ,
(
˘A[ j]i
)T
P[ j] ˘B[ j]i +
(
˘C[ j]i
)T
˘D[ j]i , Ξ
[ j]
22i,
(
˘B[ j]i
)T
P[ j] ˘B[ j]i +
(
˘D[ j]i
)T
˘D[ j]i −γ2I.
Considering (11) and Schur’s complement, for k ∈ [kl, kl+1), we obtainJ(k) < 0. Let Ω(k) , eTr (k)er(k)−γ2ωT (k)ω(k),
then
E
{
4V
(
x˘(k), ρ j
)}
< E
{
− (1 − β)V
(
x˘(k), ρ j
)
−Ω(k)
}
. (19)
6
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Therefore, for k ∈ [kl, kl+1), it holds from (19) that
E
{
V
(
x˘(k), ρ j
)}
< βk−kl E
{
V
(
x˘(kl), ρ j(kl)
)}
− E
{ k−1∑
s=kl
βk−1−sΩ(s)
}
. (20)
Thus, by (16) and (20), it follows that
E
{
V
(
x˘(k), ρ j
)}
< βk−kl E
{
V
(
x˘(kl), ρ j(kl)
)}
− E
{ k−1∑
s=kl
βk−1−sΩ(s)
}
,
...
E
{
V
(
x˘(k1), ρ j(k1)
)}
< βk1−k0σE
{
V
(
x˘(k0), ρ j(k0)
)}
− σE
{ k1−1∑
s=k0
βk1−1−sΩ(s)
}
.
Thus, based on the inequalities presented above and the relationship ϑ = Na(k0, k) 6 k−k0Ta we obtain
E
{
V
(
x˘(k), ρ j
)}
< βk−k0σNa(k0,k)E
{
V
(
x˘(k0), ρ j(k0)
)}
− E
{ k−1∑
s=k0
βk−1−sσNa(s,k)Ω(s)
}
. (21)
Recalling the zero initial condition, (21) yields
E
{ k−1∑
s=k0
βk−1−sσNa(s,k)
[
eTr (s)er(s) − γ2ωT (s)ω(s)
]}
< 0.
Pre-and post-multiplying the above inequality with σ−Na(0,k), it implies
E
{ k−1∑
s=k0
βk−1−sσ−Na(0,s)
[
eTr (s)er(s) − γ2ωT (s)ω(s)
]}
< 0. (22)
Notice that Na(0, s) 6 sTa and Ta > − lnσln β , we have Na(0, s) 6 −s
ln β
lnσ . Thus, (22) implies
E
{ k−1∑
s=k0
βk−1−sσs
ln β
lnσ eTr (s)er(s)
}
< γ2E
{ k−1∑
s=k0
βk−1−sωT (s)ω(s)
}
,
which yields that
E
{ ∞∑
s=k0
βseTr (s)er(s)
}
< E
{ ∞∑
s=k0
γ2ωT (s)ω(s)
}
.
By Definition 2, we get that the hybrid switched error system in (4) has a weightedH∞ error performance level (γ, β)
with mean-square exponential stability. Thus, the proof is completed.
Remark 1. By applying the piecewisely blending quadratic Lyapunov functions technique and the average dwell
time analysis approach, a novel sufficient condition of pre-specified performance analysis is obtained for discrete-
time nonlinear hybrid stochastic switched systems in T-S fuzzy modelling. The presented parameter-basis-dependent
result for nonlinear switched systems further reduces the conservation caused by the piecewisely blending quadratic
Lyapunov functions which contains the parameter-basis-independent information as a typical form. Next, it shows
that the proposed reduced-order model approximation problem can be resolved as sequential minimization algorithm
that can be computed for the feasible solution very efficiently.
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3.2. Model Approximation By Projection Technique
Now, the solution of the reduced-order approximation problem for the corresponding nonlinear hybrid switched
systems is presented by projection technique.
Theorem 2. Consider the corresponding hybrid switched error system in (4). For given scalars 0 < β < 1, γ > 0
and σ > 1, suppose there exist matrices 0 < P[ j] ∈ R(n+k)×(n+k) and 0 < P [ j] ∈ R(n+k)×(n+k) such that for j, s ∈ N ,
i = 1, 2, . . . , r,
¯Ξ
[ j]
i ,

−βP[ j] 0
(
˘A[ j]i0
)T
H T
(
˘E[ j]i0
)T
H T
? −γ2I
(
˘B[ j]i0
)T
H T 0
? ? −HP [ j]H T 0
? ? ? − 1
µ
HPH T
 < 0, (23a)
ˆΞ
[ j]
i ,

−βH P[ j]H T H
(
˘A[ j]i0
)T
H
(
˘C[ j]i0
)T
H
(
˘E[ j]i0
)T
? −P [ j] 0 0
? ? −I 0
? ? ? − 1
µ
P [ j]
 < 0, (23b)
P[ j] 6 σP[s], (23c)
P[ j]P [ j] = I, (23d)
then, the hybrid switched error dynamic system in (4) has a weighted H∞ error performance level (γ, β) with mean-
square exponential stability. In addition, the system matrices of an available weighted H∞ reduced-order model in
(3) are shown by
G [ j] ,

˜D[ j]r ˜C[ j]r
˜B[ j]r ˜A
[ j]
r
˜E[ j]r
 = −Π−1UT Λ[ j]VT (VΛ[ j]VT )−1 + Π−1 (Ξ[ j]) 12 L (VΛ[ j]VT )−1/2 ,
Λ[ j] =
(
UΠ−1UT −W [ j]
)−1
> 0,
Ξ[ j] = Π − UT
[
Λ[ j] − Λ[ j]VT
(
VΛ[ j]VT
)−1
VΛ[ j]
]
U > 0,
(24)
where Π > 0 and ‖L‖ < 1 are any proper dimensioned matrices, and
W [ j] ,

−βP[ j] 0
(
˘A[ j]i0
)T (
˘C[ j]i0
)T (
˘E[ j]i0
)T
? −γ2I
(
˘B[ j]i0
)T (
˘D[ j]i0
)T
0
? ? −
(
P[ j]
)−1
0 0
? ? ? −I 0
? ? ? ? −
(
µP[ j]
)−1

,
U ,

0(n+k)×(p+2k)
0m×(p+2k)
X1
X2
X3
 ,
X1,
[
0n×p 0n×k 0n×k
0k×p Ik×k 0k×k
]
,
X3,
[
0n×p 0n×k 0n×k
0k×p 0k×k Ik×k
]
,
V ,
[
Y1 Y2 0(m+k)×(n+k) 0(m+k)×p 0(m+k)×(n+k)
]
,
Y1 ,
[
0m×n 0m×k
0k×n Ik×k
]
, Y2,
[
Im×m
0k×m
]
, ˘C[ j]i0 ,
[
C[ j]i 0p×k
]
,
X2 ,
[
−Ip×p 0p×k 0p×k
]
, H ,
[
In×n 0n×k
]
, ˘D[ j]i0 ,D
[ j]
i ,
˘A[ j]i0 ,
[
A[ j]i 0n×k
0k×n 0k×k
]
, ˜B[ j]i0 ,
[
B[ j]i
0k×m
]
, ˘E[ j]i0 ,
[
E[ j]i 0n×k
0k×n 0k×k
]
.
(25)
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Proof. Rewrite ˘A[ j]i , ˘B[ j]i , ˘C[ j]i , ˘D[ j]i and ˘E[ j]i in the following form:
˘A[ j]i , ˘A
[ j]
i0 +X1G
[ j]Y1, ˘B[ j]i , ˘B
[ j]
i0 +X1G
[ j]Y2,
˘C[ j]i , ˘C
[ j]
i0 +X2G
[ j]Y1, ˘D[ j]i , ˘D
[ j]
i0 +X2G
[ j]Y2,
˘E[ j]i , ˘E
[ j]
i0 +X3G
[ j]Y1,
(26)
where G [ j], ˘A[ j]i0 , ˘B
[ j]
i0 ,
˘C[ j]i0 , ˘D
[ j]
i0 ,
˘E[ j]i0 , X1, X2, X3, Y1 and Y2 are defined in (24) and (25). With (26), the proposed
condition (7) in Theorem 1 can be transformed into
W [ j] + UG [ j]V +
(
UG [ j]V
)T
< 0, (27)
where the notations of W [ j], U and V are given in (25). We select
VT⊥ ,

H 0 0 0 0
0 0 I 0 0
0 0 0 I 0
0 0 0 0 I
 , U⊥ ,

I 0 0 0 0
0 I 0 0 0
0 0 H 0 0
0 0 0 0 H
 ,
whereH is shown in (25). Then, by projection Lemma, inequality (27) is feasible for G [ j] if and only if
U⊥WUT⊥ < 0,VT⊥WV⊥ < 0,
which can be formulated specifically as
−βP[ j] 0
(
˘A[ j]i0
)T
H T
(
˘E[ j]i0
)T
H T
? −γ2I
(
˘B[ j]i0
)T
H T 0
? ? −H
(
P[ j]
)−1
H T 0
? ? ? −H
(
µP[ j]
)−1
H T

< 0, (28a)

−βH P[ j]H T H
(
˘A[ j]i0
)T
H
(
˜C[ j]i0
)T
H
(
˘E[ j]i0
)T
? −
(
P[ j]
)−1
0 0
? ? −I 0
? ? ? −
(
µP[ j]
)−1
 < 0, (28b)
By notingP [ j] ,
(
P[ j]
)−1
, it follows that (28a)–(28b) imply respectively (23a)–(23b). In addition, when the inequal-
ities in (23) are satisfied, the reduced-order model parametrization in (24) corresponding to an available solution can
be obtained by using projection technique. Thus, it completes the proof.
Remark 2. The proposed sufficient conditions in Theorem 2 are not all in linear matrix inequalities form because of
the equation in (23d). Here, to solve this difficulty, we introduce the cone complementarity linearization algorithm as
follows.
From the above discussion, the solution of the resulted nonconvex feasibility problem can be provided via the
formulation of the following sequential optimization problem.
Reduced-order Model Approximation Problem:
min trace
∑
j∈N
P[ j]P [ j]

subject to (23a)-(23c), and for j ∈ N ,[
P[ j] I
I P [ j]
]
> 0. (29)
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Remark 3. Note that the simulation result of Theorem 2 is feasible, if the aforementioned problem of min trace
( ∑
j∈N
P[ j]P [ j]) = 2Nk can be solved effectively. In the following example, iteration approach is introduced to solve the
proposed reduced-order model approximation problem. The iteration of the proposed solving condition will be termi-
nated, when the matrices obtained satisfy the conditions of inequalities (23a)-(23c) with a pre-scribed performance
level, or it reaches the maximum number of iterations.
4. Illustrative example
In this part, simulation result is represented to show the feasibility of the presented reduced-order model approxi-
mation approach.
Example 1. Consider the hybrid stochastic switched systems in (1) withN = 2 and the system parameters are shown
here.
Subsystem 1.
A[1]1 =

0.57 0.45 −0.42 0.86
0.48 −0.32 0.54 −0.26
−0.34 −0.22 −0.38 −0.40
−0.42 0.60 0.36 0.46
 , B[1]1 =

0.70
−0.42
−0.42
0.36
 ,
A[1]2 =

0.76 0.30 −0.42 0.82
0.44 −0.32 0.56 −0.48
−0.32 −0.28 −0.28 −0.36
−0.42 0.60 0.34 0.48
 , B[1]2 =

0.62
−0.76
−0.42
0.34
 ,
E[1]1 =

0.07 0.04 0.02 0.05
0.02 0.06 0.08 0.10
0.04 0.02 0.06 0.02
0.02 0.08 0.02 0.04
 , C[1]1 =

1.25
0.62
1.32
0.62

T
,
E[1]2 =

0.07 0.04 0.02 0.05
0.08 0.06 0.04 0.10
0.04 0.02 0.06 0.08
0.01 0.02 0.01 0.02
 , C[1]2 =

1.15
0.66
1.36
0.64

T
,
D[1]1 =1.90, D
[1]
2 = 1.50 (30)
Subsystem 2.
A[2]1 =

0.56 0.30 −0.42 0.91
0.46 −0.32 0.58 −0.57
−0.32 −0.22 −0.26 −0.40
−0.42 0.68 0.30 0.46
 , B[2]1 =

0.64
−0.46
−0.48
0.32
 ,
A[2]2 =

0.52 0.12 −0.08 0.76
0.48 −0.32 0.54 −0.24
−0.30 −0.22 −0.24 −0.28
−0.42 0.60 0.36 0.42
 , B[2]2 =

0.70
−0.68
−0.40
0.38
 ,
E[2]1 =

0.07 0.04 0.02 0.05
0.08 0.06 0.04 0.10
0.04 0.02 0.06 0.05
0.02 0.04 0.02 0.05
 , C[2]1 =

1.15
0.52
1.34
0.64

T
,
E[2]2 =

0.07 0.04 0.02 0.06
0.02 0.06 0.08 0.10
0.04 0.08 0.06 0.02
0.02 0.04 0.02 0.08
 , C[2]2 =

1.16
0.54
1.30
0.68

T
,
10
ACCEPTED MANUSCRIPT
AC
CE
PT
ED
 M
AN
US
CR
IP
T
X. Su et al. / Information Sciences (2016) 1–15 11
D[2]1 =1.90, D
[2]
2 = 1.50, (31)
and β = 0.8. Set σ = 1.02, it is easy to prove, from Theorem 1, that the concerned nonlinear hybrid stochastic
switched system has mean-square exponential stablility.
Here, the aim is to search for reduced-order hybrid switched systems in (3), that is, Case 1: k = 1; Case 2:
k = 2; Case 3: k = 3, to simplify the above high-order system in the weighted H∞ error performance sense. Solve
the sequential optimization problem in Theorem 2 by using the cone complementarity linearization algorithm, the
different reduced-order model parameters are presented in the following.
Case 1. with k = 1, the minimized feasible error system performance level is 0.1391 and
G [1]=

1.5974 −0.6204
−1.0057 0.4770
0.0556
 , G [2]=

1.4117 −0.6318
−1.2455 −0.2945
0.0015
 . (32)
Case 2. with k = 2, the minimized feasible error system performance level is 0.1166 and
G [1]=

1.4902 −0.5756 −0.4607
−0.5435 0.2649 0.0866
−0.6248 0.3817 0.3742
0.0987 0.0549
0.0313 0.0270
 , G
[2]=

1.5044 −0.5850 −0.5215
−0.7510 0.0602 −0.5025
−0.4039 0.1989 0.1270
0.0576 −0.0283
0.0234 0.0202
 . (33)
Case 3. with k = 3, the minimized feasible error system performance level is 0.0836 and
G [1] =

1.4711 −0.5484 −0.4326 −0.1501
−0.5445 0.2717 0.0053 −0.0262
−0.5441 0.4005 0.3705 0.1318
−0.2047 0.1658 0.1751 0.0758
0.1070 0.0493 0.0122
0.0236 0.0229 0.0085
−0.0003 0.0057 0.0028

,
G [2] =

1.5189 −0.5718 −0.4762 −0.1687
−0.7023 0.1416 −0.5328 −0.2735
−0.3596 0.2357 0.1545 0.0449
−0.0977 0.1000 0.1292 0.0607
0.0708 −0.0287 −0.0217
0.0193 0.0207 0.0080
0.0016 0.0132 0.0062

.
(34)
Additionally, to show the effectiveness of the weighted H∞ error performance for the designed reduced-order
hybrid switched model, set x˘(0) = 0 (x(0) = 0, x˜(0) = 0), and the membership functions is selected as
h[ j]1
(
x
[ j]
2 (k)
)
,
[
1 − sin
(
x2(k)
)]
2 ,
h[ j]2
(
x
[ j]
2 (k)
)
,
[
1 + sin
(
x2(k)
)]
2 .
The input variable ω(•) is chosen as
ω(k) = exp (−0.1k) sin(0.9k), k > 0.
Figure 1 depicts a hybrid stochastic switching signal, which is activated arbitrarily for different modes. The param-
eters of vertical axis, ‘1’ and ‘2’, represent the first and the second nonlinear stochastic submode, respectively. It
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Figure 1. Stochastic switching signal with the average dwell time Ta > 0.1
can be easily seen from Figure 1 that the average dwell time Ta > lnσβ = ln 1.020.8 = 0.0248. Figure 2 shows that
the measured outputs of the original hybrid switched system (30)–(31), the third-dimension hybrid switched model
(34), the second-dimension hybrid switched model (33) and the first-dimension hybrid switched model (32), while the
output errors between the original nonlinear hybrid switched system and the reduced-order hybrid switched models
are described in Figure 3.
5. Conclusion
This paper investigates the reduced-order model approximation problem with a pre-specified system performance
level for nonlinear hybrid stochastic switched systems in T-S fuzzy modelling. The steps of the proposed model re-
duction technique are: 1) given the high-order nonlinear hybrid switched system, construct a reduced-order hybrid
switched model to approximate; 2) by applying the average dwell time analysis approach and the piecewisely blend-
ing quadratic Lyapunov function technique, the corresponding augmented error dynamic system is guaranteed to be
mean-square exponentially stable with a given error performance level. Moreover, the establishment of the resulted
feasibility condition for the reduced-order hybrid stochastic switched systems is shown by the projection technique.
Combining with the cone complementary linearization algorithm, the parameters of the reduced-order hybrid switched
models can be expressed as getting a feasible solution for a sequential minimization problem, which are represented
in linear matrix inequality form. Finally, simulation results have illustrated the effectiveness of the presented model
reduction technique.
References
[1] C. K. Ahn, “Passive and exponential filter design for fuzzy neural networks,” Information Sciences, vol. 238, pp. 126–137, 2015.
[2] C. K. Ahn, “Receding horizon disturbance attenuation of Takagi-Sugeno fuzzy switched dynamic neural networks,” Information Sciences,
vol. 280, pp. 53–63, 2014.
12
ACCEPTED MANUSCRIPT
AC
CE
PT
ED
 M
AN
US
CR
IP
T
X. Su et al. / Information Sciences (2016) 1–15 13
0 1 2 3 4 5 6
−1
−0.5
0
0.5
1
1.5
Time in samples
 
 
Original Sy stem
Thre e -Orde r Sy stem
Two-Orde r Sy stem
One -Orde r Sy stem
Figure 2. Outputs of the original nonlinear hybrid switched system and the reduced-order hybrid switched models
0 1 2 3 4 5 6
−0.3
−0.2
−0.1
0
0.1
0.2
Time in samples
 
 
Thre e -Orde r Mode l
Two-Orde r Mode l
One -Orde r Mode l
Figure 3. Output errors between the original nonlinear hybrid switched system and the reduced-order hybrid switched models
13
ACCEPTED MANUSCRIPT
AC
CE
PT
ED
 M
AN
US
CR
IP
T
X. Su et al. / Information Sciences (2016) 1–15 14
[3] C. K. Ahn, “`2 − `∞ suppression of limit cycles in interfered two-dimensional digital filters: a fornasini-marchesini model case,” IEEE
Transactions on Circuits and Systems II, vol. 61, no. 8, pp. 614–618, 2014.
[4] C. K. Ahn, “`2 − `∞ elimination of overflow oscillations in 2-D digital filters described by roesser model with external interference,” IEEE
Transactions on Circuits and Systems II, vol. 60, no. 6, pp. 361–365, 2013.
[5] C. K. Ahn, P. Shi, and M. V. Basin, “Two-dimensional dissipative control and filtering for roesser model,” IEEE Transactions on Automatic
Control, vol. 60, no. 7, pp. 1745–1759, 2015.
[6] T. Allahviranloo, Z. Gouyandeh, A. Armand, and A. Hasanoglu, “On fuzzy solutions for heat equation based on generalized Hukuhara
differentiability,” Fuzzy Sets and Systems, vol. 265, pp. 1–23, 2015.
[7] C. -S. Chiu, “A dynamic decoupling approach to robust T-S fuzzy model-based control,” IEEE Transactions on Fuzzy Systems, vol. 22, no. 5,
pp. 1088–1100, 2014.
[8] K.-H. Chang, K. Chain and M.-T. Chou, “Integrating the 2-tuple model and fuzzy analytical hierarchy method to solve higher education
student selection problems,” International Journal of Innovative Computing, Information and Control, vol. 11, no. 2, pp. 733–742, 2015.
[9] P. Gahinet and P. Apkarian, “A linear matrix inequality approach to H∞ control,” International Journal of Robust and Nonlinear Control,
vol. 4, no. 4, pp. 421–448, 1994.
[10] L.E. Ghaoui, F. Oustry, and M.A. Rami, “A cone complementarity linearization algorithm for static output- feedback and related problems,”
IEEE Transactions on Automatic Control, vol. 428, no. 8, pp. 1171–1176, 1997.
[11] S. H. Kim, “NonquadraticH∞ stabilization conditions for observer-based T-S fuzzy control systems,” IEEE Transactions on Fuzzy Systems,
vol. 22, no. 3, pp. 1–23, 2014.
[12] M. Ksantini, M. A. Hammami, and F. Delmotte, “On the global exponential stabilization of Takagi-Sugeno fuzzy uncertain systems,” Inter-
national Journal of Innovative Computing, Information and Control, vol. 11, no. 1, pp. 281–294, 2015.
[13] H. K. Lam, “Output-feedback sampled-data polynomial controller for nonlinear systems,” Automatica, vol. 47, no. 11, pp. 2457–2461, 2011.
[14] H. Li, Z. Chen, L. Wu, H. K. Lam, and H. Du, “Event-triggered fault detection of nonlinear networked systems,” IEEE Transactions on
Cybernetics, DOI:10.1109/TCYB.2016.2536750, 2016.
[15] H. Li, L. Wu, J. Li, F. Sun, and Y. Xia, “Stabilization and separation principle of networked control systems using the T-S fuzzy model
approach,” IEEE Transactions on Fuzzy Systems, vol. 23, no. 5, pp. 1832–1843, 2015.
[16] H. Li, J. Wang, H. K. Lam, Q. Zhou, and H. Du, “Adaptive sliding mode control for interval type-2 fuzzy systems,” IEEE Transactions on
Systems, Man and Cybernetics: Systems, DOI: 10.1109/TSMC.2016.2531676, 2016.
[17] H. Li, Y. Gao, L. Wu, and H. K. Lam, “Fault detection for T-S fuzzy time-delay systems: delta operator and input-output methods,” IEEE
Transactions on Cybernetics, vol. 45, no. 2, pp. 229–241, 2015.
[18] H. K. Lam and J.-C. Lo, “Output regulation of polynomial-fuzzy-model-based control systems,” IEEE Transactions on Fuzzy Systems, vol.
21, no. 2, pp. 262–274, 2013.
[19] F. Li, P. Shi, L. Wu, and X. Zhang, “Fuzzy-model-based d-stability and non-fragile control for discrete-time descriptor systems with multiple
delays,” IEEE Transactions on Fuzzy Systems, vol. 22, no. 4, pp. 1019–1025, 2014.
[20] X. Li, Z. Xiang, and H. R. Karimi, “Asynchronously switched control of discrete impulsive switched systems with time delays,” Information
Sciences, vol. 249, pp. 132–142, 2013.
[21] M. S. Mahmoud and Y. Xia, Analysis and Synthesis of Fault-tolerant Control Systems, John Wiley & Sons, 2014.
[22] S. K. Nguang and W. Assawinchaichote, “FuzzyH∞ filtering for fuzzy dynamical systems withD placement constraints,” IEEE Transactions
on Circuits and Systems I: Fundamental Theory and Applications, vol. 50, no. 11, pp. 1503-1508, 2003.
[23] S. K. Nguang and P. Shi, “Fuzzy H∞ output feedback control of nonlinear system under sampled measurements,” Automatica, vol. 39, no.
12, pp. 2169–2174, 2003.
[24] M. Ogura and V. M. Preciado, “Stability of Markov regenerative switched linear systems,” Automatica, vol. 69, pp. 169–175, 2016.
[25] M. Petreczky, L. Bako, and J. H. van Schuppen, “Realization theory of discrete-time linear switched systems,” Automatica, vol. 49, pp.
3337–3344, 2013.
[26] P. Shi and F. Li, “ A survey on Markovian jump systems: modeling and design,” International Journal of Control, Automation and Systems,
vol.13, no.1, pp.1-16, 2015.
[27] J. Parriaux and G. Millrioux, “Nilpotent semigroups for the characterization of flat outputs of switched linear and LPV discrete-time systems,”
Systems & Control Letters, vol. 62, pp. 679–685, 2013.
[28] P. Shi, Y. Yin, F. Liu and J. Zhang, “Robust control on saturated Markov jump systems with missing information,” Information Sciences,
vol.265, pp.123-138, 2014.
[29] P. Shi, Y. Zhang, M. Chadli, and R. Agarwal, “MixedH∞ and passive filtering for discrete fuzzy neural networks with stochastic jumps and
time delays,” IEEE Transactions on Neural Networks and Learning Systems, DOI: 10.1109/TNNLS.2015.2425962.
[30] X. Su, L. Wu, P. Shi, and Y. D. Song, “H∞ model reduction of Takagi-Sugeno fuzzy stochastic systems,” IEEE Transactions on Systems,
Man, and Cybernetics Part B: Cybernetics, vol. 42, no. 6, pp. 1574–1585, 2012.
[31] X. Su, L. Wu, P. Shi, and C. L. P. Chen, “Model approximation for fuzzy switched systems with stochastic perturbation,” IEEE Transactions
on Fuzzy Systems, vol. 23, no. 5, pp. 1458–1473, 2015.
[32] X. Su, L. Wu, P. Shi, and Y. D. Song, “A novel approach to output feedback control of fuzzy stochastic systems,” Automatica, vol. 50, no. 12,
pp. 3268–3275, 2014.
[33] Y. D. Song, H. Zhou, X. Su, and L. Wang, ‘Pre-specified performance based model reduction for time-varying delay systems in fuzzy
framework,” Information Sciences, vol. 328, pp. 206–221, 2016.
[34] B. T. Thumati, M. A. Feinstein, and S. Jagannathan, “A model-based fault detection and prognostics scheme for Takagi-Sugeno fuzzy
systems,” IEEE Transactions on Fuzzy Systems, vol. 22, no. 4, pp. 736–748, 2014.
[35] L. Wu, W. X. Zheng, and H.Gao, “Dissipativity-based sliding mode control of switched stochastic systems,” IEEE Transactions on Automatic
Control, vol. 58, no. 3, pp. 785–793, 2013.
[36] L. Wu and W. X. Zheng, “Weighted H∞ model reduction for linear switched systems with time-varying delay,” Automatica, vol. 45, no. 1,
pp. 186–193, 2009.
14
ACCEPTED MANUSCRIPT
AC
CE
PT
ED
 M
AN
US
CR
IP
T
X. Su et al. / Information Sciences (2016) 1–15 15
[37] L. Wu, P. Shi, H. Gao, and J. Wang, “H∞ model reduction for linear parameter-varying systems with distributed delay,” International Journal
of Control, vol. 82, no. 3, pp. 408–422, 2009.
[38] M. Wakaiki and Y. Yamamoto, “Stability analysis of sampled-data switched systems with quantization,” Automatica, vol. 69, pp. 157–168,
2016.
[39] L. Wu, X. Yang, and H. K. Lam, “Dissipativity analysis and synthesis for discrete-time T-S fuzzy stochastic systems with time-varying delay,”
IEEE Transactions on Fuzzy Systems, vol. 22, no. 2, pp. 380–394, 2014.
[40] F. Xiao, X. Xie, Z. Jiang, L. Sun, and R. Wang, “Utility-aware data transmission scheme for delay tolerant networks,” Peer-to-Peer Networking
and Applications, vol. 9, no. 5, pp. 936-944, 2016.
[41] F. Xiao, X. Yang, M. Yang, L. Sun, R. Wang, and P. Yang, “Surface coverage algorithm in directional sensor networks for 3D complex
terrains,” Tsinghua Science and Technology, vol. 21, no. 4, pp. 397-406, 2016.
[42] X. Xie, D. Yue, H. Zhang, and Y. Xue, “Control synthesis of discrete-time T-S fuzzy systems via a multi-instant homogenous polynomial
approach,” IEEE Transactions on Cybernetics, vol. 46, no. 3, pp. 630–640, 2016.
[43] W. Yang and S. Tong, “Adaptive output feedback fault-tolerant control of switched fuzzy systems,” Information Sciences, vol. 329, pp.
478–490, 2016.
[44] D. Zhang, W. Cai, L. Xie, and Q. Wang, “Non-fragile distributed filtering for T-S fuzzy systems in sensor networks,” IEEE Transactions on
Fuzzy Systems, vol. 23, no. 5, pp. 1883–1890, 2015.
[45] L. Q. Zhang and J. Lam, “OnH2 model reduction of bilinear systems,” Automatica, vol. 38, no. 2, pp. 205–216, 2002.
15
