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The general machinery of Cordeiro and Ferrari (1991, Biometrika 78, 573582)
and Chandra and Mukerjee (1991, J. Multivariate Anal. 36, 103112) provides
modifications of score test statistics which bring the null distributions close to their
large-sample asymptotic distributions. These modifications are calculated here for
the Rayleigh and Bingham tests of uniformity on spheres of arbitrary dimension,
Stiefel manifolds, rotation groups, Grassmann manifolds and complex projective
spaces.  2001 Academic Press
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1. INTRODUCTION
The topic of directional statistics is concerned mainly with observations
which are directions, i.e. vectors in the unit sphere S p&1=[x # R p : &x&=1]
in R p. The most basic distribution on S p&1 is the uniform distribution, in
which probability is proportional to area. Consequently, a common hypothesis
about a distribution on a unit sphere is that it is the uniform distribution. Other
sample spaces of importance in directional statistics are the Stiefel manifold
Vr(R p) of orthonormal r-frames in R p and the Grassmann manifold Gr(R p)
of r-dimensional subspaces of R p. In terms of p_r matrices X,
Vr(R p)=[X : X$X=Ir].
The uniform distribution on Vr(R p) is the unique distribution which is
invariant under rotations and reflections of R p, i.e. VX has the same distri-
bution as X for all V in the orthogonal group O( p). (Further, since Vr(R p)
=O( p)O( p&r) and O( p) is a compact topological group, the uniform
distribution on Vr(R p) is the unique distribution for which X has the same
distribution as VXU for all V in O( p) and U in O(r).) Each r-dimensional
subspace of R p is specified by the orthogonal projection onto this subspace.
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In matrix terms, such projections are symmetric idempotent p_p matrices
of rank r. Thus
Gr(R p)=[Y : Y=Y$=Y$Y, rank Y=r].
The map from Vr(R p) to Gr(R p) which assigns to each frame the subspace
which it spans is given in matrix terms by
X [ XX$.
The uniform distribution on Gr(R p) is the unique distribution which is
invariant under rotations and reflections, i.e. VYV$ has the same distribu-
tion as Y for all V in O( p). Note that V1(R p)=S p&1 and G1(R p)=RP p&1
(( p&1)-dimensional real projective space).
Perhaps the simplest tests of uniformity on Vr(R p) and Gr(R p) are the
Rayleigh and Bingham tests, respectively. (See, e.g., Mardia [13, Sections
6.2.1b, 9.3.1] or Mardia and Jupp [15, Sections 6.3.1, 10.4.1] for the case
r=1, and Mardia and Khatri [16] or Mardia and Jupp [15, Section
13.2.2] for the general case.) These tests are score tests of uniformity within
the matrix von MisesFisher (also known as the matrix Langevin) and
matrix Bingham families, respectively. The aim of this paper is to apply the
general machinery on adjustments of score tests developed by Cordeiro and
Ferrari [6] and Chandra and Mukerjee [3] to give simple modifications
of the Rayleigh and Bingham tests which have distributions close to their
(large-sample) limiting /2 distributions.
Consider a parametric statistical model with parameter |=(, /) and
denote by l(|) the log likelihood based on a random sample of size n. Let
0 be a given value of . The score test of the null hypothesis H0 : =0
rejects H0 for large values of
S=U$I&1 } /U,
where
U=
l
$
denotes the score, I } /=I&I/I&1// I/ with
\II/
I/
I//+
being the Fisher information matrix based on samples of size n, and both
U and I } / are evaluated at the maximum likelihood estimate of | under
H0 . It is well known that, under suitable regularity conditions, the asymptotic
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null distribution as n   of S is /2& , where & is the dimension of the interest
parameter . The error is of order n&1, i.e.
P(S>x)=P(/2&>x)+O(n
&1).
The next two paragraphs recall two modifications of S which bring its null
distributions closer to the asymptotic /2& distribution. Indeed, these modified
statistics, S* and S, have /2& distributions with error of order n
&2, i.e.
P(S*>x)=P(/2&>x)+O(n
&2) (1)
P(S >x)=P(/2&>x)+O(n
&2). (2)
The modified statistic S* of Cordeiro and Ferrari [6] is a cubic function
of S and the coefficients of this cubic can be expressed in terms of the
second, third, and fourth cumulants }i, j , }i, j, k and }i, j, k, l of the score
based on a single observation. If the null hypothesis is simple then the
modified statistic S* is
S*={1&1n _
A3&A2
12&
+
A2&2A3
12&(&+2)
S+
A3
12&(&+2)(&+4)
S2&= S, (3)
where A2 and A3 are given by
A2=3} i, j, k, l}i, j}k, l
A3=3} i, j} i, j, k}k, r}r, s, t}s, t+2}i, j, k}r, s, t}i, r} j, s}k, t.
Here }i, j denotes the (i, j) element of the inverse of the matrix with
elements }i, j and the Einstein convention (of summing over each index
which occurs as both a subscript and a superscript) is used. (Cordeiro and
Ferrari [6] proved a version of (1) with error of order O(n&32). A slight
generalization of the arguments of Barndorff-Nielsen and Hall [1] shows
that the error in (1) is indeed of order O(n&2).) An alternative to compar-
ing S* with quantiles x of /2& is to compare S with modified quantiles z
given by
z={1+1n _
A3&A2
12&
+
A2&2A3
12&(&+2)
x+
A3
12&(&+2)(&+4)
x2&= x. (4)
Then
P(S>z)=P(/2&>x)+O(n
&2).
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The modified statistic S  was obtained by Chandra and Mukerjee [3]
for the case of a simple null hypothesis. It is obtained by modifying the
score U itself, instead of the score statistic S. More precisely,
S=Zi }
i, jZj , (5)
where the scaled modified score Z is given by
Z=Z+
1
- n
B(Z, Z)+
1
n
[C(Z)+D(Z, Z, Z)],
with
Z=n&12U
Bi (Z, Z)=&16 } i, j, k}
j, l}k, mZlZm
Ci (Z)= 172 [9}i, k, l, m}
l, m&(}i, l, m} l, m}r, s}r, s, k
+8}i, k, l} l, m}m, r, s}r, s+6} i, l, m} l, r}m, s}r, s, k)] }k, jZj
Di (Z, Z, Z)=& 124 [}i, r, s, t&
8
9 }i, r, u }
u, v}v, s, t[3]] }r, j}s, k}t, lZjZkZl ,
where [3] indicates the sum of 3 terms obtained by cyclic permutations
of (r, s, t).
In Section 2 the Rayleigh test on Vr(R p) is reviewed, the corresponding
modified statistics S* and S are calculated and some modified quantiles
given by (4) are presented. Section 3 treats the analogous modifications of
the Bingham test on Gr(R p). Section 4 considers a variant of the Bingham
test which tests uniformity on the complex projective space CPk&1. Some
details of the calculations are given in the Appendix.
2. THE MODIFIED RAYLEIGH TESTS
Let X1 , ..., Xn be observations on Vr(R p). The Rayleigh test rejects
uniformity on Vr(R p) for large values of S, where
S= pnR 2= pn tr(X $X ), (6)
with X and R being respectively the sample mean and mean resultant
length of X1 , ..., Xn . (See Khatri and Mardia [12] or Mardia and Jupp
[15, Section 13.2.2].) The Rayleigh test is the score test of the simple null
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hypothesis F=0 in Downs’s [7] matrix Fisher model on Vr(R p). This
model has probability density functions
f (X; F)= 0F1 \p2 ;
1
4
F$F+
&1
exp[tr(F$X)] (7)
with respect to the uniform distribution, where F is a p_r parameter matrix.
Because the matrix Fisher model (7) is a regular exponential model with
probability density functions of the form
f (X; F)=exp[tr(F$X)&}(F)],
the score at F=0 based on a single observation X is
l(F; X)
F }F=0=X.
Expanding the hypergeometric function 0F1( p2 ;
1
4 F$F) in terms of zonal
polynomials (James [9]) up to order 4 and then expanding the logarithm
function gives the cumulant generating function of the uniform distribution
on Vr(R p) as
}(F)=log 0F1 \ p2 ;
1
4
F$F+
=
1
2p
tr(F$F)&
1
4( p&1) p( p+2) {tr(F$FF$F)&
1
p
[tr(F$F)]2=
+O(&F&6), (8)
for small F. The derivative of order s of } at 0 is an s-linear function Ds} (0)
on the space of p_r matrices and its components are the cumulants }i1 , ..., is
of the uniform distribution. It follows from (8) that the derivatives of
orders 2, 3 and 4 of } at 0 are given by
D2}(0)(U, V)=
1
p
tr(U$V) (9)
D3}(0)(U, V, W)=0 (10)
D4}(0)(U, V, W, Z)=
&1
( p&1) p( p+2)
_{tr(U$VW$Z)&1p tr(U$V) tr(W$Z)= [6], (11)
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where U, V, W, Z are p_r matrices and [6] indicates a sum over the
permutations of V, W, Z.
A calculation outlined in the Appendix shows that
A2=&6pr.
Since (10) gives
A3=0,
it follows that the modified Rayleigh statistic is
S*=\1& 12n+
S
2( pr+2) n+ S. (12)
The modified quantiles z given by (4) are
z=\1+ 12n+ x&
1
2( pr+2) n
x2. (13)
A straightforward but tedious calculation shows that the modification S
of the Rayleigh statistic for uniformity on Vr(R p) is
S= p tr(Z $Z), (14)
where
Z=\1& 14n _1+
S
( p&1)( p+2)&+ Z+
p2
4n( p&1)( p+2)
ZZ$Z
with
Z=- n X .
Taking r=1 in (12) and (14) gives the modified Rayleigh statistics on
S p&1 as
S*=\1& 12n+
S
2( p+2) n+ S (15)
and
S=\1& 14n+
S
4( p+2) n+
2
S. (16)
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TABLE I
Minimal Values of N Such That for Sample Size nN, : Lies
within an Approximate 950 Confidence Interval (Based on
10,000 Simulations) for P(T>/2&; :) with T=S, S*, S
, Where S
Denotes the Rayleigh Statistic on S1, S2, O(3) and SO(3), and the
Bingham Statistic on RP2
S1 S2 O(3) SO(3) RP2
:=0.10 S 4 5 20 20 12
S* 4 4 6 9 6
S 4 3 8 13 11
:=0.05 S 9 20 18 18 14
S* 4 4 10 5 6
S 4 4 8 9 11
In the circular case ( p=2 and r=1), it follows from (13) and the explicit
form of the distribution function of the /22 distribution that
P(2nR 2>z)=exp {&12 _\1&
1
2n+ z+
1
8n
z2&=+O(n&2),
in agreement with the first two terms
P(nR 2>K)=e&K {1+2K&K
2
4n =+O(n&2)
of Pearson’s [17] expansion in powers of n&1 of the upper tail probability
of S. (See Mardia [13, p. 135] or Mardia and Jupp [15, p. 95].) Taking
x=&2 log : in (13) gives Wilkie’s [19] approximate upper : quantiles
&log :&
2 log :+(log :)2
4n
for nR 2.
The simulation results summarized in Table I show that, for Rayleigh
tests of uniformity on S1, S 2 and O(3), the use of S* or S is worthwhile,
enabling the asymptotic /2& distribution to be used for sample sizes as low
as 4 on S1 and S 2, and as low as 10 on O(3).
Remark 2.1. In the case r=1 the matrix Fisher distribution reduces to
the von MisesFisher distribution on S p&1 with probability density functions
f (x; }, +)=a(}) exp[}+$x],
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where }0 and &+&=1. If the mean direction + is known then the usual
test of uniformity (}=0) against the alternative that }>0 rejects the null
hypothesis for large values of Z0=( pn)12 x $+. Since Z20 is the score test
statistic and the null distribution of Z0 is symmetrical about 0, (9)(11)
yield
P \{1& 34( p+2) n+
Z20
4( p+2) n= Z0>x+=1&8(x)+O(n&2), (17)
where 8 denotes the standard normal cumulative distribution function.
In the case p=2, (17) agrees with the Edgeworth expansion up to
order O(n&2) of the tail probabilities P(Z0>x) given by Durand and
Greenwood [8].
After spheres, perhaps the most important sample spaces in directional
statistics are the groups SO( p) of rotations of R p. In terms of p_p matrices X,
SO( p)=[X : X$X=Ip , |X|=1]
(where |X| denotes the determinant of X), so that SO( p) is a subgroup of
the full orthogonal group O( p)=Vp(R p). A simple test of uniformity on
SO( p) is the restriction to SO( p) of the Rayleigh test on O( p).
Since SO(2) can be identified with S1, the modifications of the Rayleigh
test on SO(2) can be obtained by taking p=2 in (15) and (16).
The modified Rayleigh tests on SO(3) are best considered using the
connection between matrix Fisher distributions on SO(3) and Bingham
distributions on RP3 which was pointed out by Prentice [18]. He used a
quadratic mapping +: S3  SO(3) such that
(i) x has a Bingham distribution on S3 if and only if +(x) has a
matrix Fisher distribution on SO(3);
(ii) + takes the uniform distribution on S 3 to the uniform distribu-
tion on SO(3).
It follows that the modified Rayleigh tests on SO(3) are equivalent to the
modified Bingham tests on RP3. Then putting p=4 in (21) gives
S*=\1&1n+
3
22n
S&
1
286n
S 2+ S,
while putting p=4 and r=1 in (23)(24) gives
S=12 tr(Z2),
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where
Z=Z&
1
- n
Z2+
1
n {&
1
2
Z+
11
5
Z3+
1
20
tr(Z2) Z=
with
Z=
- n
4 \
x 11+x 22+x 33
x 32&x 23
x 13&x 31
x 21&x 12
x 32&x 23
x 11&x 22&x 33
x 12+x 21
x 13+x 31
x 13&x 31
x 12+x 21
&x 11+x 22&x 33
x 23+x 32
x 21&x 12
x 13+x 31
x 23+x 32
&x 11&x 22+x 33+ ,
x ij being the (i, j)th element of X for i, j=1, 2, 3. The simulation results
summarized in Table I show that the use of S* or S is worthwhile for the
Rayleigh test of uniformity on SO(3), enabling the asymptotic /29 distribu-
tion to be used for sample sizes as low as 5 for S* and as low as 9 for S.
For p4, the block diagonal matrix diag(&I4 , Ip&4) and the matrices
obtained from it by permuting the coordinate axes of R p are in SO( p). It
follows that }i, j, k=0 and so A3=0. Also, the block diagonal matrix
diag(&1, Ip&1) is in O( p) but not in SO( p). It follows that the fourth
cumulant }i, j, k, l of X is the same for the uniform distribution on SO( p) as
for the uniform distribution on O( p). Then taking r= p in (12) yields
S*=\1& 12n+ S+
1
2( p2+2) n
S2,
while S  is given by (14).
3. THE MODIFIED BINGHAM TESTS
The Bingham test rejects uniformity on Gr(R p) for large values of
S=
( p&1) p( p+2)
2r( p&r)
n {tr(Y 2)&r
2
p = , (18)
where Y is the sample mean of the observations Y1 , ..., Yn on Gr(R p). (See
Bingham [2] or Mardia and Jupp [15, Section 10.7.1] for the case r=1
and Mardia and Khatri [16] or Mardia and Jupp [15, Section 13.3.2] for
the general case.) Under uniformity
St*
*
/2( p&1)( p+2)2 ,
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with error of order O(n&1). The Bingham test is the score test of the simple
hypothesis A=0 in the Bingham model with probability density function
f (Y; A)=1 F1 \r2 ,
p
2
; A+
&1
exp[tr(AY)], Y # Gr(R p) (19)
with respect to the uniform distribution. Here the p_p parameter matrix
A is symmetric and we assume without loss of generality that
tr A=0. (20)
The score at A=0 based on a single observation Y is
l(A; Y)
A }A=0=Y&
r
p
Ip .
Calculations given in the Appendix show that
A2=&3( p&1)( p+2)
A3=
2[( p&2r)( p&1)( p+2)]2
r( p&r)( p&2)( p+4)
.
Then the coefficients in (3) and (4) are
A3&A2
12&
=
2p2( p&1)( p+2)&r( p&r)(5p2+2p+8)
6r( p&r)( p&2)( p+4)
A2&2A3
12&(&+2)
=&
4p2( p&1)( p+2)&r( p&r)(13p2+10p&8)
3r( p&r)( p2+ p+2)( p&2)( p+4)
A3
12&(&+2)(&+4)
=
4( p&2r)2 ( p&1)( p+2)
3r( p&r)( p&2)( p+4)( p2+ p+2)( p2+ p+6)
.
Taking r=1 gives the modified Bingham statistic S* on RP p&1 as
S*=\1&2p
2+3p+4
6( p+4) n
+
4p2+3p&4
3( p+4)( p2+ p+2) n
S
&
4( p2&4)
3( p+4)( p2+ p+2)( p2+ p+6) n
S 2+ S. (21)
For p=2, the modification of the Bingham test given by (21) is the same
as the modification of the Rayleigh test given by (12). This is because of the
following connection between the two tests on the circle. Let x1 , ..., xn be
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points on the unit circle and put xi=(cos %i , sin %i)$ for i=1, ..., n. Then
the Bingham statistic of x1 , ..., xn is the Rayleigh statistic of the points
(cos 2%i , sin 2%i)$ obtained by ‘‘doubling the angles’’.
Taking p=3 in (21) gives the modified Bingham statistic S* on RP2 as
S*=\1& 3142n+
41
294n
S&
5
1323n
S 2+ S. (22)
The simulation results summarized in Table I show that the use of S* or
S (given by (23)) is worthwhile for the Bingham test of uniformity on
RP2, enabling the asymptotic /25 distribution to be used for sample sizes as
low as 6 for S* and as low as 11 for S.
A calculation using computer algebra shows that the modification S  of
the Bingham statistic on Gr(R p) is
S=
( p&1) p( p+2)
2r( p&r)
tr(Z2), (23)
where
Z=Z+
b
- n
Z2+
1
n
[cZ+d1Z3+d2 tr(Z2) Z] (24)
with
Z=- n \Y &rp Ip+
b=&
( p&2r)( p&1) p( p+2)
3r( p&r)( p&2)( p+4)
c=
r( p&r)(5p2+2p+8)&2( p&1) p2( p+2)
12r( p&r)( p&2)( p+4)
d1=
( p&1)2 p2( p+2)2 [D11( p)&r( p&r) D12( p)]
36r2( p&r)2 ( p&3)( p&2)2 ( p+1)( p+4)2 ( p+6)
d2=
( p&1) p( p+2)[D21( p)&r( p&r) D22( p)]
36r2( p&r)2 ( p&3)( p&2)2 ( p+1)( p+4)2 ( p+6)
D11( p)=p(7p4+37p3&204p2&252p+144)
D12( p)=19p3+112p2&708p&720
D21( p)=p(2p6+ p5+91p4+62p3+204p2+504p&864)
D22( p)=17p5+40p4+310p3+176p2+744p+288.
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Remark 3.1. The Bingham test is the score test of uniformity in a large
class of the families of distributions on Gr(R p) introduced by Chikuse and
Watson [5]. These have probability density functions
f (Y; A)=
1
c(A)
:

l=0
:
* |&l
d*
l!
C*(AY), Y # Gr(R p), (25)
where A runs through symmetric p_p matrices and the inner sum is over
ordered partitions * of [1, ..., l]. For each collection [d* : * |&l, l # N] of
coefficients with d(1) {0, the score test of uniformity in the family (25) is
the Bingham test which rejects uniformity for large values of (18). In parti-
cular, the Bingham test for uniformity on Gr(R p) is also the score test
of uniformity in Chikuse’s [4] family of matrix angular central Gaussian
distributions with probability density functions
f (XX$; A)=|A|&r2 |X$A&1X| &p2, X # Vr(R p),
where A is a positive-definite symmetric p_p matrix.
4. THE MODIFIED BINGHAM TESTS ON
COMPLEX PROJECTIVE SPACES
A version of the Bingham test occurs also in the context of shape. As
shown by Kendall [10], the space of shapes of sets of k+1 (not totally
coincident) points in the plane can be identified with the complex projec-
tive space CPk&1. (See also Mardia and Jupp [15, Section 14.1].) This is
the space of equivalence classes [z1 , ..., zk] of non-zero vectors (z1 , ..., zk)
in Ck, where
(z1 , ..., zk)t(uz1 , ..., uzk) for u # C"[0].
The map (x1 , y1 , ..., xk , yk) [ (x1+iy1 , ..., xk+iyk) from R2k onto Ck
leads to a map from the real projective space RP2k&1 onto CPk&1, which
takes the uniform distribution on RP2k&1 onto the uniform distribution on
CPk&1. Mardia [14] has proposed testing for uniformity on CPk&1 by the
following analogue of the Bingham test. Let w1 , ..., wn be unit vectors in Ck,
representing observations on CPk&1. Then Mardia’s test rejects uniformity
for large values of
S=k(k+1) n {tr(Y 2)&1k= , (26)
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where Y summarizes the observations w1 , ..., wn by
Y =
1
n
:
n
j=1
wjwj* ,
with wj* denoting the transposed complex conjugate of wj . Under uniformity,
the large-sample asymptotic distribution of S is /2k 2&1 .
Mardia’s test is the score test of uniformity within the complex Bingham
model introduced by Kent [11]. This has probability density functions
f ([w]; A)=c(A) exp[w*Aw] [w] # CPk&1
with respect to the uniform distribution on CPk&1. Here the k_k matrix
A is Hermitian and we may assume without loss of generality that tr A=0.
There is a close connection between the complex Bingham and Bingham
distributions. Let [x1 , ..., xk , y1 , ..., yk] be a random point on RP2k&1 and
put
zj=xj+iyj j=1, ..., k.
Let B and C be k_k (real) matrices with B symmetric of trace zero and
C skew-symmetric. Then the random point [z1 , ..., zk] on CPk&1 has a
complex Bingham distribution with parameter matrix B+iC if and only if
[x1 , ..., xk , y1 , ..., yk] has a Bingham distribution with parameter matrix
\BC
&C
B + .
This connection between the complex Bingham and Bingham distributions
can be used to obtain a modification of Mardia’s test. Calculations given in the
Appendix show that the modification S* given by (3) of Mardia’s statistic (26)
for uniformity on CPk&1 is
S*=\1&2k
2+k+2
6(k+2) n
+
4k2&k&2
6(k2+1)(k+2) n
S
&
(k+1)(k&2)
3(k+2)(k2+1)(k2+3) n
S 2+ S. (27)
Similarly, the modification S of (26) given by (5) is
S=k(k+1) tr(Z2), (28)
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where
Z=Z+
b
- n
Z2+
1
n
[cZ+d1Z3+d2 tr(Z2) Z] (29)
with
Z=- n \Y &1k Ik+
b=
&k(k+1)
3(k+2)
(30)
c=
&(2k2+k+2)
12(k+2)
(31)
d1=
k2(k+1)2 (7k+30)
36(k+2)2 (k+3)
(32)
d2=
&k(k+1)(16k3+46k2&15k&54)
36(k+2)2 (k+3)
. (33)
In the case k=2, the complex Bingham family on CP1 can be identified
with the Fisher family (7) on S2=V1(R3), Mardia’s statistic (26) is equal
to the Rayleigh statistic (6), and (27) and (28) agree with (15) and (16),
respectively. (Note that the coefficients b, c, d1 and d2 in (29) are not
unique, so that the fact that the modified statistic S on CP1 is equal to S
on the sphere S2 does not contradict (30)(33) with k=2.)
APPENDIX 1: SOME CALCULATIONS
Fisher Familiy
The parameter space of the matrix Fisher family (7) is the space R( p, r)
of real p_r matrices. A basis of R( p, r) which is orthonormal with respect
to the inner product D2}(0) of (9) is given by the matrices H ij for 1ip,
1 jr, where
(Hij)st= p12 $is $jt ,
$ij denoting the Kronecker delta defined by
$ij={1 i= j0 i{ j.
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Straightforward calculation shows that
: W$sWs= p2 Ir and : WsW$s= prIp ,
where Ws runs through the orthonormal basis. Further calculation shows
that
:
s
:
t
W$sWtW$s Wt= p2Ir ,
and that
}i, j, k, l }i, j}k, l=:
s
:
t
D4}(0)(Ws , Ws , Wt , Wt)
=
&2
( p&1) p( p+2) {:s :t tr(WsW$s WtW$t)
+:
s
:
t
tr(W$sWsW$tWt)+:
s
:
t
tr(Ws W$t WsW$t)=
+
2
( p&1) p2( p+2) {:s :t tr(WsW$s) tr(Wt W$t)
+2 :
s
:
t
[tr(WsW$t)]
2=
=
&2
( p&1) p( p+2)
( p4r+ p3r2+ p3r)
+
2
( p&1) p2( p+2)
( p4r2+2p3r)
=&2pr.
It follows that
A2=&6pr.
Bingham Family
The parameter space of the Bingham family (19) is the space S0( p) of
symmetric p_p matrices with trace zero. By expanding the hypergeometric
function 1F1(r2, p2; A) in terms of zonal polynomials (James [9]) up to
order 4, using the restriction (20) on A and then expanding the logarithm
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function, we can write the cumulant generating function of the uniform
distribution on Gr(R p) as
}(A)=log1 F1 \r2 ,
p
2
; A+
=b2 tr(A2)+b3 tr(A3)+b4 tr(A4)+b22[tr(A2)]2+O(&A&5),
for small A. Calculation (using computer algebra) shows that
b2=
r( p&r)
( p&1) p( p+2)
b3=
4r( p&r)( p&2r)
3( p&2)( p&1) p( p+2)( p+4)
b4=
2r( p&r)[ p( p2+ p+2)&r( p&r)(6+5p)]
( p&3)( p&2)( p&1) p( p+1)( p+2)( p+4)( p+6)
b22=
&2r( p&r)[( p&1) p( p+2)(2p2+3p&6)&r( p&r) K( p)]
( p&3)( p&2)( p&1)2 p2( p+1)( p+2)2 ( p+4)( p+6)
,
where K( p)=9p3+22p2&30p&36.
The derivatives of orders 2, 3 and 4 of } at 0 are given by
D2} (0)(U, V)=2b2 tr(UV)
D3}(0)(U, V, W)=6b3 tr(UVW)
D4} (0)(U, V, W, Z)=[b4 tr(UVWZ)+b22 tr(UV) tr(WZ)][24],
where U, V, W, Z are in S0( p) and [24] indicates a sum over the permuta-
tions of U, V, W, Z.
A basis of S0( p) which is orthonormal with respect to the inner product
D2}(0) is given by the matrices U1 , ..., Up&1 and Eij for 1i< jp, where
Ui=
c
[i(i+1)]12
diag(1, ..., 1
i
, &i, 0, ..., 0) (A.1)
and
(Eij)st=
c
212
($is $jt+$it$js), (A.2)
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with
c=
1
(2b2)12
. (A.3)
Recall that the dimension of S0( p) is
&=
( p&1)( p+2)
2
.
Straight-forward calculation shows that
: V2s =
c2&
p
Ip ,
where Vs runs through the orthonormal basis. Since tr Vu=0, it follows
that
}r, s, t}s, t=0.
Further calculation shows that
}i, j, k }r, s, t} i, r} j, s}k, t=
(6b3)2 c6( p&2)( p&1)( p+2)( p+4)
8p
and that
}i, j, k, l}i, j}k, l =:
s
:
t
D4}(0)(Vs , Vs , Vt , Vt)
=8b4 {2 :s :t tr(V
2
s V
2
t )+:
s
:
t
tr(Vs VtVs Vt)=
+8b22 {:s :t tr(V
2
s ) tr(V
2
t )+2 :
s
:
t
[tr(VsVt)]
2=
=4b4c4&
(2p2+3p&6)
p
+4b22c4&( p2+ p+2).
It follows that
A2=&3( p&1)( p+2)
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and
A3=
2[( p&2r)( p&1)( p+2)]2
r( p&r)( p&2)( p+4)
.
Complex Bingham Family
For the complex Bingham family on CPk&1, the parameter space is the
space H0(k) of Hermitian k_k matrices with trace zero. Under the mapping
B+iC [ \BC
&C
B + ,
H0(k) can be identified with a subspace of S0(2k) of dimension &, where
&=k2&1.
A basis of H0(k) which is orthonormal with respect to the inner product
D2}(0) on S0(2k) is given by the 2k_2k matrices U 1 , ..., U k&1 , E ij and F ij
for 1i< jk, which are defined by
U i =d \U i0
0
U i+ ,
E ij =d \Eij0
0
Eij+ ,
and
F ij=d \ 0&Fij
Fij
0 + ,
where
d={2(k+1)k+2 =
12
,
Ui and Eij are defined in (A.1) and (A.2) (but with k replacing p), and
(Fij)st=
c
212
($is $jt&$it$js),
with c as defined in (A.3). Straight-forward calculation shows that
: V 2s =&(k+1) I2k ,
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where V s runs through the orthonormal basis. Since tr V u=0, it follows
that
}r, s, t}s, t=0.
Further calculation shows that
}i, j, k }s, t, u }i, s} j, t}k, u=
2&(k&2)(k+1)
k+2
and that
}i, j, k, l}i, j}k, l =:
s
:
t
D4}(0)(V s , V s , V t , V t)
=8b4 {2 :r :s tr(V
2
r V
2
s )+:
r
:
s
tr(V rV sV rV s)=
+8b22 {:r :s tr(V
2
r ) tr(V
2
s )+2 :
r
:
s
[tr(V rV s)]
2=
=&2&.
It follows that
A3=
4&(k&2)(k+1)
k+2
and
A2=&6&.
REFERENCES
1. O. E. Barndorff-Nielsen and P. Hall, On the level-error after Bartlett adjustment of the
likelihood ratio statistic, Biometrika 75 (1988), 374378.
2. C. Bingham, An antipodally symmetric distribution on the sphere, Ann. Statist. 2 (1974),
12011225.
3. T. K. Chandra and R. Mukerjee, Bartlett-type modification for Rao’s efficient score
statistic, J. Multivariate Anal. 36 (1991), 103112.
4. Y. Chikuse, The matrix angular central Gaussian distribution, J. Multivariate Anal. 33
(1990), 265274.
5. Y. Chikuse and G. S. Watson, Large sample asymptotic theory of tests for uniformity on
the Grassmann manifold, J. Multivariate Anal. 54 (1995), 1831.
6. G. M. Cordeiro and S. L. P. Ferrari, A modified score test statistic having chi-squared
distribution to order n&1, Biometrika 78 (1991), 573582.
7. T. D. Downs, Orientation statistics, Biometrika 59 (1972), 665676.
19TESTING UNIFORMITY OF DIRECTIONS
8. D. Durand and J. A. Greenwood, Random unit vectors II: Usefulness of GramCharlier
and related series in approximating distributions, Ann. Math. Statist. 28 (1957), 978985.
9. A. T. James, Distributions of matrix variates and latent roots derived from normal
samples, Ann. Math. Statist. 35 (1964), 475501.
10. D. G. Kendall, Shape manifolds, Procrustean metrics, and complex projective spaces, Bull.
London Math. Soc. 16 (1984), 81121.
11. J. T. Kent, The complex Bingham distribution and shape analysis, J. Royal Statist. Soc.
Ser. B 56 (1994), 285299.
12. C. G. Khatri and K. V. Mardia, The von MisesFisher matrix distribution in orientation
statistics, J. Royal Statist. Soc. Ser. B 39 (1977), 95106.
13. K. V. Mardia, ‘‘Statistics of Directional Data,’’ Academic Press, London, 1972.
14. K. V. Mardia, Directional statistics and shape analysis, J. Appl. Statist. 26 (1999),
949957.
15. K. V. Mardia and P. E. Jupp, ‘‘Directional Statistics,’’ Wiley, Chichester, 2000.
16. K. V. Mardia and C. G. Khatri, Uniform distribution on a Stiefel manifold, J. Multivariate
Anal. 7 (1977), 468473.
17. K. Pearson, ‘‘A Mathematical Theory of Random Migration,’’ Drapers’ Company Research
Memoirs, Biometric Series III, Vol. 15, London, 1906.
18. M. J. Prentice, Orientation statistics without parametric assumptions, J. Royal Statist.
Soc. Ser. B 48 (1986), 214222.
19. D. Wilkie, Rayleigh test for randomness of circular data, Appl. Statist. 32 (1983), 311312.
20 P. E. JUPP
