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Theconceptofquasi-isometryonaHilbert spaceH studiedbyPatel
[S.M. Patel, A note on quasi-isometries, Glas. Mat. 35(55) (2000)
307–312; S.M. Patel, A note on quasi-isometries II, Glas. Mat. 38(58)
(2003) 111–120] is generalized in the context of A-contractions T
(i.e. T∗AT  A), A 0 and T being bounded linear operators onH.
In fact, thenewconcept is related to the semi-innerproduct induced
by A onH. Other results on operator ranges and invariant null-
subspaces for certain A-contractions are obtained.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
The concept of quasi-isometry on a complex Hilbert space was introduced by Patel in [7,8]. He
studied some structural and spectral properties with the help of matrix operator representations.
Especially, the contractive quasi-isometries (of norm 1) naturally appear in the context of hyponormal
operators, aswell as that of contractionswith asymptotic limits orthogonal projections (see [10,11,13]).
In this paper, we show that many results from [7,8] remain true if we consider an additional semi-
inner product deﬁnedby apositive semi-definite operatorA. Also, in this general setting, new facts con-
cerning somenull-spaces andoperator ranges canbeobtained. Essentially, our concept extends theone
ofA-isometrywhichwas studiedby the author in several papers [9–13], andbyArias–Corach–Gonzalez
[1] where a more general concept of A-partial isometry is discussed.
ThroughoutH represents a complexHilbert spaceandB(H) is theC∗-algebraof all bounded linear
operators onH, I = IH being the identity operator. For T ∈B(H), T∗ is its adjoint operator, andR(T)
andN(T) denote the range and the null-space of T , respectively. IfM ⊂H is a closed subspace, PM is
the orthogonal projection ontoM. The subspaceM is invariant for T if TM ⊂M, andM reduces T if
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it is invariant for T and T∗. We write σ(T), σp(T), σa(T), σw(T) and π0(T), respectively, for the spectrum,
point spectrum, the approximate spectrum, the Weyl spectrum, and the set of eigenvalues of ﬁnite
multiplicity.
An operator T ∈B(H) satisfying T∗mTm = T∗(m+1)Tm+1 for an integer m 1 is called a m-quasi-
isometry. If the relation is veriﬁed with m = 1, T is called a quasi-isometry. In this last case, one has
‖T‖ = 1 if and only if T is hyponormal, that is, TT∗  T∗T (see [2,7,8,14]).
Let 0 /= A ∈B(H) be a positive operator. It induces a positive semi-definite sesquilinear form 〈·, ·〉A
onH by
〈h, k〉A = 〈Ah, k〉 (h, k ∈H),
which gives a semi-norm ‖ · ‖A onH by ‖h‖A = 〈h,h〉1/2A , h ∈H. Then ‖ · ‖A is a norm if and only if A
is injective, and the semi-normed space (H, ‖ · ‖A) is complete if and only ifR(A) is closed.
An operator T ∈B(H) is called an A-contraction if T∗AT  A, that is, ‖Th‖A  ‖h‖A for every h ∈H.
In this case,N(A) is an invariant subspace for T (and A), whileN(A) ⊂N(A1/2T), where A1/2 is the
square root of A. An A-contraction T is regular (or T is A-regular) if AT = A1/2TA1/2.
Note that T is an A-contraction onH if and only if there exists a contraction T̂ onR(A) satisfying
T̂A1/2h = A1/2Th (h ∈H). (1.1)
T̂will becalled theassociated contractionofA-contractionT . In fact, ifTA = T̂ ⊕ 0onH =R(A) ⊕N(A),
then it is easy to see that T∗
A
is just the reduced solution in the sense of Douglas [3], of the equation
A1/2X = T∗A1/2 (see [1]), that is, it satisﬁesR(T∗
A
) ⊂R(A) andN(T∗
A
) =N(T∗A1/2).
Clearly, T is an A-isometry, that is, T∗AT = A, or equivalently ‖Th‖A = ‖h‖A for h ∈H, if and only if
T̂ is an isometry. In this case, TA is a partial isometry withN(TA) =N(A) =N(A1/2T). Some facts
about A-isometries can be found in [9–13,1], in this last paper the concept being generalized to that of
A-partial isometry. In [6] some conditions of similarity to partial isometries are given, and also in [14],
certain spectral properties form-quasi-isometries are obtained.
Our goal in this paper is to study the class of quasi-isometries with respect to semi-norm ‖ · ‖A.
Thus, in Section 2 we give some null-spaces associated to an A-contraction T , which are related to the
maximuminvariant subspace forAandT onwhichT is anA-isometry. InSection3wedeﬁne theconcept
of A-quasi-isometry, and we obtain a matrix representation of such an operator. Also, some properties
of operator ranges associated to an A-quasi-isometry are given. Several spectral properties of A-quasi-
isometries areobtained inSection4, concerning thepoint spectrum, theapproximate spectrumand the
Weyl spectrum. Also, we characterize the case whenR(T) is closed, using the matrix representation.
2. Some invariant null-spaces
For an A-contraction T onH and every integerm 0, we denote
Nm :=N(T∗mATm − T∗(m+1)ATm+1). (2.1)
One has
N∞ :=
⋂
m1
N(A − T∗mATm) ⊂
⋂
m0
Nm ⊂N0,
and bothN∞ and
⋂
m0Nm are invariant subspaces for T . WhenN0 is also invariant for T , we have
(by Proposition 2.1 [9])
N∞ =
⋂
m0
Nm =N0,
and this case will be considered below.
Proposition 2.1. Let T be an A-contraction onH such that the subspaceN0 is invariant for T . Then the
subspaceNm (m 1) is invariant for T and we have
Nm ⊂Nm+1, Nm+1 = T−1Nm (m 0). (2.2)
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Proof. Since the operator A,T = A − T∗AT is positive, it follows from (2.1) that h belongs toNm+1 if
and only if Th belongs toN(1/2
A,T
Tm) =N(T∗mA,TTm) =Nm, for m 0, which gives the equality
in (2.2). SoNm+1 = T−1Nm and, in particular, one has TN1 ⊂N0.
Now, if h ∈N0, that is, Ah = T∗ATh, we have ATh = T∗AT2h becauseN0 is assumed invariant for
T , hence T∗ATh = T∗2AT2h, that is, h ∈N1. This shows thatN0 ⊂N1 and so
TN1 ⊂N0 ⊂N1,
which yields thatN1 is invariant for T . By induction, it follows thatNm ⊂Nm+1, and using the fact
that TNm+1 ⊂Nm, we infer thatNm+1 is invariant for T , ifm 1. This ends the proof. 
Even ifN0 =N∞, this subspace is not invariant for A, in general (see Proposition 4.5 [9]). When
N0 is invariant for A and T , we can get a simple condition to have ANm ⊂Nm for m 1, using a
matrix representation of T as follows:
Proposition 2.2. Let T be an A-contraction onH such that the subspaceN0 is invariant for A and T .
Then, T has a matrix representation of the form
T =
(
V S
0 R
)
:N0 ⊕N⊥0 →N0 ⊕N⊥0 , (2.3)
where V∗A0V = A0, V∗A0S = 0, A1 − S∗A0S − R∗A1R  0, and A0 = A|N0 , A1 = A|N⊥0 .
Moreover, one has
Nm =N0 ⊕N(Rm) (m 1), (2.4)
andNm is invariant for A if and only ifN(Rm) is invariant for A.
Proof. SinceN0 is invariant for A and T , we have A = A0 ⊕ A1 with Aj (j = 0, 1) as above, and T has a
matrix of the form (2.3), relative to the decompositionH =N0 ⊕N⊥0 . A simple computation gives
A − T∗AT =
(
A0 − V∗A0V −V∗A0S
−S∗A0V A1 − S∗A0S − R∗A1R
)
,
and since T is an A-contraction, that is, A − T∗AT  0, and V = T |N0 , we need to have A0 = V∗A0V ,
V∗A0S = 0 and A1 − S∗A0S − R∗A1R  0.
SinceN0 is invariant for T , we haveN0 ⊂Nm for m 1. Let h = (h0,h1) ∈H with h0 ∈N0,
h1 ∈N⊥0 . Then h belongs toN1 if and only if Th = (Vh0 + Sh1,Rh1) belongs toN0, or equivalently
Rh1 = 0 that is h1 ∈N(R). Thus we have
N1 =N0 ⊕N(R),
and by induction (using alsoNm+1 = T−1Nm) one obtains the equality (2.4) for every integerm 1.
AsN0 is invariant for A, it follows thatNm is invariant for A if and only ifN(Rm) is invariant for A,
form 1. This ends the proof. 
Corollary 2.3. If T is a regular A-contraction such thatN0 is invariant for T , thenN(Rm) reduces A for
m 1,R being as in the matrix (2.3).
Proof. Assume AT = A1/2TA1/2. Then form 0 we have
(T∗mATm − T∗(m+1)ATm+1)A1/2 = A1/2(T∗mATm − T∗(m+1)ATm+1),
whence we infer that A1/2Nm ⊂Nm, that is,Nm reduces A. IfN0 is invariant for T , and R is as in
(2.3), then from (2.4) it follows (by induction) thatN(Rm) reduces A for every integerm 1. 
Next, we see thatNm can also be expressed in the terms of A and T̂ (deﬁned by (1.1)).
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Proposition 2.4. Let T be an A-contraction onH. Then
Nm = (A1/2)−1N̂m (m 0), (2.5)
where N̂m =N(̂T∗mT̂m − T̂∗(m+1)T̂m+1), and if the subspaceNm is invariant for A, we have
Nm ⊂N(A) ⊕ N̂m (m 0). (2.6)
Moreover, the equality in (2.6) occurs if and only if the subspaceN̂m reduces A. In this caseNm reduces
A, andNm is invariant for T if and only if N̂m is invariant for T̂ .
Proof. SinceN(A) is invariant for T ,R(A) will be invariant for T∗, and for h, k ∈R(A) we have
〈T∗A1/2h, k〉 = 〈h,A1/2Tk〉 = 〈h, T̂A1/2k〉 = 〈A1/2T̂∗h, k〉,
hence T∗A1/2|R(A) = A1/2T̂∗. So, for h ∈H andm 0, one obtains
(T∗mATm − T∗(m+1)ATm+1)h = A1/2 (̂T∗mT̂m − T̂∗(m+1)T̂m+1)A1/2h,
therefore h belongs toNm if and only if A1/2h belongs to N̂m, the operators from the two sides of the
equality being positive. This gives the relation (2.5).
Suppose now thatNm reduces A. SinceN(A) ⊂Nm, we can writeNm =N(A) ⊕MwithM =
Nm ∩R(A). Then
A1/2M = A1/2Nm ⊂Nm ∩R(A1/2) ⊂M,
and it follows A1/2M =M because A is injective onR(A). Also, we have (using (2.5)) A1/2M ⊂ N̂m,
and so
M = A1/2M ⊂ N̂m,
which leads to inclusion (2.6).
Clearly, if one has the equalityNm =N(A) ⊕ N̂m, then A1/2N̂m ⊂ A1/2Nm ⊂ N̂m (by (2.5)),
hence N̂m reduces A.
Conversely, let us assume that N̂m reduces A. Then we have (by (2.5)) ANm ⊂ A1/2N̂m ⊂ N̂m,
which means
A1/2Nm ⊂ (A1/2)−1N̂m =Nm,
that is, Nm reduces A. Hence inclusion (2.6) holds, and since A1/2N̂m ⊂ N̂m, it follows N̂m ⊂
(A1/2)−1N̂m =Nm. So, we obtain the equalityNm =N(A) ⊕ N̂m.
Preserving the assumption A1/2N̂m ⊂ N̂m, we have in fact A1/2N̂m = N̂m because A is injective
on N̂m. Assuming thatNm is invariant for T , then for any h ∈ N̂m we infer
A1/2T̂∗mT̂m+1A1/2h=T∗mATm+1h = T∗(m+1)ATm+2h
=A1/2T̂m+1T̂m+2A1/2h,
because h, Th ∈Nm. It follows that
T̂∗mT̂m+1A1/2h = T̂∗(m+1)T̂m+2A1/2h (h ∈ N̂m)
that is, T̂A1/2N̂m ⊂ N̂m, which also implies
T̂N̂m = T̂A1/2N̂m ⊂ N̂m.
HenceN̂m is invariant for T̂ . A similar argument can be used to obtain the converse assertion, namely,
thatNm is invariant for T , if N̂m is invariant for A and T̂ . This ends the proof. 
Corollary 2.5. Let T be an A-contraction onH such that the subspace N̂0 =N(I − T̂∗T̂) is invariant
for T̂ , and both N̂0 and N̂1 reduce A. Then the maximum invariant subspace for T̂ on which T̂ is a
quasi-isometry is
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N(̂T∗T̂ − T̂∗2T̂2) =N(I − T̂∗T̂) ⊕N(R), (2.7)
where R is as in matrix (2.3) of T .
Proof. Since N̂0 is invariant for A and T̂ , by Proposition 2.4 we infer thatN0 is invariant for A and T ,
and one has
N0 =N(A) ⊕N(I − T̂∗T̂). (2.8)
Also,N1 is invariant for T by Proposition 2.1, andN1 reduces A because N̂1 reduces A. In addition,
we have
N1 =N(A) ⊕ N̂1, (2.9)
and relations (2.9), (2.8) and (2.4) together lead to equality (2.7). By Proposition 2.4, the subspace N̂1
is invariant for T̂ and clearly, N̂1 is the maximum subspace on which T̂ is a quasi-isometry. 
Corollary 2.6. Let T be a regular A-contraction onH. Then
Nm =N(A) ⊕ N̂m (2.10)
and N̂m reduces A, for m 0. Furthermore, ifN0 is invariant for T , then N̂m is invariant for T̂ , and one
has
N̂m =N(I − T̂∗T̂) ⊕N(Rm) (2.11)
for m 0,where R is as in matrix (2.3) of T . In this case, N̂m is the maximum invariant subspace for T̂ on
which T̂ is a m-quasi-isometry.
Proof. When T is A-regular the operators A and T̂ commute on R(A), and this immediately implies
that all subspaces N̂m (m 0) reduce A. So, by Proposition 2.4 we have relation (2.10).
Suppose now thatN0 is invariant for T . By Proposition 2.1 we infer thatNm is invariant for T , and
this yields by Proposition 2.4 that N̂m is invariant for T̂ , m 0. Also, from relations (2.10), (2.8) and
(2.4) we obtain the form (2.11) of N̂m. Obviously, T̂ is am-quasi-isometry on N̂m and, in fact, N̂m is
the maximum subspace with this property. 
Remark 2.7. If T is A-regular we have T̂∗ = T∗|R(A). ButN⊥0 is an invariant subspace for T∗ in R(A)
and from (2.3) we have R∗ = T∗|N⊥0 , hence R
∗ = T̂∗|N⊥0 . This givesR(R
∗m) ⊂R(̂T∗m), and soN(̂Tm) ⊂
N(Rm), but this inclusion can be strict, in general.
Remark also that there exist large classes of contractions T onH for whichN(I − T∗T) is invariant
for T , for instance, if T belongs to the class Q in the sense of [4], that is, T is a (I − T∗T)-contraction.
The class Q contains paranormal contractions, which also contain the hyponormal contractions (see
[4]). The last case is mentioned in [11] as an application from the general context of A-contractions.
Now, as a consequence of Corollary 2.6, we obtain the following result which generalizes some facts
of Theorem 4.5 [11].
Corollary 2.8. Let T be a contraction onH withN(I − T∗T) an invariant subspace for T . Then for every
integer m 1, the maximum invariant subspace for T on which T is a m-quasi-isometry is
N(T∗mTm − T∗(m+1)Tm+1) =N(I − T∗T) ⊕N(Tm1 ), (2.12)
where T∗
1
= T∗|N(I−T∗T)⊥ .
Proof. We apply Corollary 2.6 in the case A = I and T̂ = T . 
In the next section, we consider the caseN1 =H for an A-contraction, which means that T is a
T∗AT-isometry. Such operators generalize the contractive (hyponormal) quasi-isometries. These are
natural extensions of the isometries.
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3. A-quasi-isometries
Let A /= 0 be a positive operator inB(H). In the sequel, we consider operators T ∈B(H) which
satisfy the condition
T∗AT = T∗2AT2, (3.1)
or equivalently, ‖T‖A = ‖T2‖A, that is, T is a quasi-isometry relative to the semi-norm onH induced
by A.
Notice from(3.1) that ‖A1/2T‖ = ‖A1/2T2‖ ‖A1/2T‖‖T‖, hence ‖T‖ 1 ifA1/2T /= 0 (thenon-trivial
case).
From relation (2.5) in the casem = 1 one infers that an A-contraction T satisﬁes (3.1) if and only if
the contraction T̂ onR(A) associated to T by (1.1) is a quasi-isometry. In this case, if T̂ /= 0 (equivalently,
A1/2T /= 0) then T̂ is hyponormal, in fact even ∞-hyponormal [14].
Remark 3.1. IfT is anA-contraction, that is,A,T = A − T∗AT ≥ 0, thecondition (3.1)meansN(A,TT) =
{0}, or equivalently AT = T∗AT2. This gives R(T) ⊂N0 =N(A,T ), and TN0 ⊂R(T) ⊂N0. Thus,
for an A-contraction T satisfying (3.1), the subspaceN0 is invariant for T . In this case, we also have
R∗ = T∗|N⊥0 = 0 inmatrix (2.3)ofT becauseN
⊥
0 ⊂N(T∗).HenceR = 0 in (2.3). ButN0 isnot invariant
for A, in general.
An A-contraction T onH satisfying (3.1) for which the subspaceN0 reduces A will be called an
A-quasi-isometry onH.
Proposition 3.2. Let T be an A-quasi-isometry onH. Then T has a matrix representation onH =N0 ⊕
N⊥0 of the form
T =
(
V S
0 0
)
(3.2)
where V is an A0-isometry onN0,V∗A0S = 0, S∗A0S  A1 and A0 = A|N0 ,A1 = A|N⊥0 .Moreover,we have
TAT∗  T∗AT if and only if T∗ is an A-contraction.
Proof. The ﬁrst assertion follows from Proposition 2.2 and Remark 3.1. For the second assertion we
have (using (3.2)) that
T∗AT − TAT∗ =
(
A0 − VA0V∗ − SA0S∗ 0
0 S∗A0S
)
=
(
A0 − VA0V∗ − SA0S∗ 0
0 A1
)
+
(
0 0
0 S∗A0S − A1
)
= A − T∗AT −
(
0 0
0 A1 − S∗A0S
)
.
Thus, if T∗AT − TAT∗  0, then A − TAT∗  0. Conversely, ifA − TAT∗  0, or equivalentlyA0 − VA0V∗ −
SA0S
∗  0, then the ﬁrst equality ensures T∗AT − TAT∗  0. This ends the proof. 
The second assertion of the preceding proposition says that an A-quasi-isometry T is A-hyponormal,
that is, TAT∗ ≤ T∗AT , if and only if T∗ is an A-contraction. This property is not true, in general. However,
from a fact quoted in Remark 3.1, we have for any A-quasi-isometry T that R(AT) ⊂R(T∗A), which
impliesN(AT) ⊂N(T∗A). We analyze now the case when these null-spaces coincide.
Theorem 3.3. Let T be an A-quasi-isometry onH such thatN(AT) =N(T∗A). Then T has a represen-
tation onH =N(A) ⊕R(A0) ⊕R(A1) of the form
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T =
⎛⎝V0 V1 S10 W 0
0 0 0
⎞⎠ , (3.3)
such that the operatorsW ,W∗A2 are injective andW is an A2-isometry,where A2 = A|R(A0). If furthermore,
R(A0) is closed thenW is similar to a unitary operator byA
1/2
2
, T∗|R(A) is similar to a normal partial isometry
and
R(AT) =R(A0) =R(T∗A).
Proof. SinceA = A0 ⊕ A1, onehasR(A) =R(A0) ⊕R(A1), andR(A0) =N0 ∩R(A) =R(A2),R(A1) =
N⊥0 (A1 being injective). ButN(A) is an invariant subspace for T andN(A) ⊂N0, so the operator
V = T |N0 from (3.2) has a matrix representation onN0 =N(A) ⊕R(A0) of the form
V =
(
V0 V1
0 W
)
. (3.4)
In turn to (3.2), one obtains a representation of T onH =N(A) ⊕R(A0) ⊕R(A1) of the form
T =
⎛⎝V0 V1 S10 W S2
0 0 0
⎞⎠ , (3.5)
and the conditions on V , S, A0 in Proposition 3.2 lead toW
∗A2S2 = W∗A2W = A2 and S∗2A2S2  A1.
Using the above form of T we get
AT =
⎛⎝0 0 00 A2W A2S2
0 0 0
⎞⎠ ,
whence we infer that
N(AT) =N(A) ⊕M, M = {(h, k) ∈R(A) : A2(Wh + S2k) = 0}
and
N(T∗A) =N(A) ⊕N(W∗A2) ∩N(S∗2A2) ⊕R(A1).
So, our assumption thatN(AT) =N(T∗A) implies ﬁrstly (0, k) ∈M for every k ∈R(A1), whichmeans
A2S2k = 0, that is, S2 = 0, A2 being injective. This leads to the condition
N(W∗A2) =N(A2W) =N
(
A
1/2
2
W
)
=N(A2) = {0}
becauseW is an A2-isometry onR(A0). Hence the operatorsW andW∗A2 are injective.
Suppose now that the range R(A0) is closed. Let U be the isometry on R(A0) satisfying A
1/2
2
W =
UA
1/2
2
, orW∗A1/2
2
= A1/2
2
U∗. AsW∗A2 is injective, it follows that U∗ is injective too, hence U is unitary.
Since A2 is invertible onR(A2) =R(A0), we have thatW is similar to U by A1/22 . This also implies that
T∗
R(A)
=
(
W∗ 0
0 0
)
is similar to U∗ ⊕ 0, and so, to a normal partial isometry. Finally, ifR(A2) is closed, we obtain (having
in view the matrix of AT) thatR(AT) =R(A0) =R(T∗A). This ends the proof. 
Remark 3.4. IfR(A2) is not closed in the previous theorem,wehave onlyR(AT) ⊂R(T∗A) ⊂R
(
A
1/2
0
)
becauseR(T∗A) = W∗A2R(A0) = A1/20 V∗R(A0), andR(T∗A) =R(A0) =R(AT).
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Now, from the representation (3.2) we infer immediately
N
(
A1/2T
)
=N(A) ⊕N(S∗A0S),
N
(
T∗A1/2
)
=N
(
V∗A1/2
0
)
∩N
(
S∗A1/2
0
)
⊕N⊥0 ,
hencewe always haveN(A1/2T) ⊂N(T∗A1/2), orR(A1/2T) ⊂R(T∗A1/2). In fact, one can obtainmore,
as follows:
Proposition 3.5. Let T be an A-quasi-isometry onH. Then
R
(
A1/2T
)
⊂R
(
A
1/2
0
)
⊂R
(
T∗A1/2
)
,
and furthermore A1/2T is hyponormal if and only if
WW∗ + S2S∗2  IR(A0),
where operators W and S2 are given by (3.5). Moreover, A
1/2T is normal if and only if W is unitary and
S2 = 0. In this case, we have
R
(
A1/2T
)
=R
(
A
1/2
0
)
=R
(
T∗A1/2
)
.
Proof. SinceR(T) ⊂N0 we getR(A1/2) ⊂ A1/2N0 =R
(
A
1/2
0
)
. For the other inclusion, we use the
representation (3.5) of T (which holds true without the hypothesis of Theorem 3.3). Let U be the
isometry onR(A0) satisfying UA
1/2
2
= A1/2
2
W . Then using (3.5) we obtain
T∗A1/2 =
⎛⎜⎝0 0 00 A1/22 U∗ 0
0 S∗
2
A
1/2
2
0
⎞⎟⎠ ,
therefore for any h ∈R(A0) we have
T∗A1/2(0,Uh, 0) =
(
0,A
1/2
0
h, S∗2A
1/2
2
Uh
)
.
From the proof of Theorem 3.3, we get W∗A2S2 = 0, or S∗2A1/22 UA1/22 = 0. Since A2 is injective on
R(A0) =R(A1/22 ), we infer that S∗2A1/22 U = 0, which leads to A1/20 h = T∗A1/2Uh, h ∈R(A0). This yields
R(A1/2
0
) ⊂R(T∗A1/2).
Also using (3.5) one obtains
A1/2TT∗A1/2 = 0 ⊕ A1/2
2
(WW∗ + S2S∗2)A1/22 ⊕ 0,
T∗AT = 0 ⊕ A2 ⊕ S∗2A2S2.
Hence A1/2T is hyponormal, that is, A1/2TT∗A1/2  T∗AT , if and only if A1/2
2
(WW∗ + S2S∗2)A1/22  A2.
The last condition is equivalent toWW∗ + S2S∗2  I|R(A0) becauseR
(
A
1/2
2
)
is dense inR(A0).
In particular, if A1/2T is normal we have WW∗ + S2S∗2 = I|R(A0) and S∗2A2S2 = 0, or S2 = 0 because
A2 is injective. In turn one has WW
∗ = I, so W∗ is an isometry. As A1/2
2
W = UA1/2
2
and U is an isom-
etry, we infer that W is injective, hence W is unitary. Conversely, if W is unitary and S2 = 0 then
A1/2TT∗A1/2 = T∗AT that is A1/2T is normal. In this case we also have (W and U being unitary)
R(A1/2T) = A1/2
2
WR(A0) = A1/22 R(A0) =R
(
A
1/2
0
)
= A1/2
2
U∗R(A0) = W∗A1/22 R(A0) =R
(
T∗A1/2
)
.
This ends the proof. 
2482 L. Suciu / Linear Algebra and its Applications 430 (2009) 2474–2487
Corollary 3.6. If T is an A-quasi-isometry with ‖T‖ = 1, then A1/2T is hyponormal. Conversely, if A1/2T is
hyponormal and A is injective then ‖T‖ = 1.
Proof. Suppose that ‖T‖ = 1, therefore TT∗  I. This means by (3.2) that VV∗ + SS∗  IN0 , which
implies by (3.4) that WW∗ + S2S∗2  IR(A0). So, by Proposition 3.5 it follows that A1/2T is hyponormal.
Conversely, if A is injective, then W0 = 0 and W1 = 0 in (3.4). The hyponormality of A1/2T in this
case, that is the condition WW∗ + S2S∗2  IR(A0), ensures ‖T‖ 1. As ‖T‖ 1 in general, one has
‖T‖ = 1. 
The previous corollary generalizes Theorem 2.2 [7].
Remark 3.7. The operator A1/2T can be hyponormal if ‖T‖ > 1. For instance, if the A-quasi-isometry
T is regular, that is, AT = A1/2TA1/2. Indeed, in this case A1/2 commutes with T̂ on R(A), while T̂ is
hyponormal (being a quasi-isometry), hence for h ∈Hwe have〈
A1/2TT∗A1/2h,h
〉
=
〈̂
TAT̂∗PR(A)h,h
〉
=
〈
A1/2T̂ T̂∗A1/2h,h
〉

〈
A1/2T̂∗T̂A1/2h,h
〉
= 〈T∗ATh,h〉 .
The following result is related to the contraction T̂ , and it completes the ﬁrst statement of the
previous proposition.
Recall [1] that an operator T ∈B(H) is called an A-partial isometry if ‖Th‖A = ‖h‖A for any h ∈
[AN(A1/2T)]⊥.
Theorem 3.8. Let T be anA-quasi-isometry onH. Then T̂ has amatrix representation onR(A) =R(A0) ⊕
R(A1) of the form
T̂ =
(
U Q
0 0
)
, (3.6)
where U is the isometry onR(A0) satisfying UA
1/2
2
= A1/2
2
W and QA
1/2
1
= A1/2
2
S2. Moreover, the following
are equivalent:
(i) T̂ is a partial isometry;
(ii)R(T∗A1/2) =R(A1/2
0
);
(iii) Q = 0 (equivalently, S2 = 0).
If furthermore R(T∗A) ⊂R(A), then these conditions are equivalent to the fact that T is an A-partial
isometry onH.
Proof. Note ﬁrstly that
T̂R(A0) ⊂ T̂R(A1/2) = A1/2R(T) ⊂ A1/2N0 =R(A0),
thereforeR(A0) is an invariant subspace for T̂ andR(̂T) ⊂R(A0). Hence T̂ has an operator matrix on
R(A) =R(A0) ⊕R(A1) of the form
T̂ =
(
T0 Q
0 0
)
.
Since A1/2T = T̂A1/2 onR(A), we infer that A1/2
2
W = T0A1/22 and A1/22 S2 = QA1/21 . So T0 = Ŵ = U is the
isometry onR(A0) associated to the A0-isometryW .
Now, T̂ is a partial isometry if and only ifQ = 0, that is, S2 = 0 (Aj being injective, j = 1, 2), therefore
statements (i) and (iii) are equivalent. Also, in the case S2 = 0, we infer from the proof of Proposition
3.5 that
R
(
T∗A1/2
)
= A1/2
2
U∗R(A0) = A1/22 R(A0) =R(A1/20 ),
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so (iii) implies (ii). Conversely, ifR(T∗A1/2) =R(A1/2
0
) then S∗
2
A
1/2
2
= 0, hence S2 = 0 (A1/22 having the
dense range). Thus (ii) implies (iii).
SupposenowthatR(T∗A) ⊂R(A)which (byDouglas’s theorem[3])means that thereexists anoper-
ator T ∈B(H) such that AT = T∗A. This yields ATTh = T∗ATh = A1/2T̂∗T̂A1/2h whence A1/2TTh =
T̂∗T̂A1/2h, for h ∈H. Assume ﬁrstly that T is an A-partial isometry onH, that is, by Proposition 4.4 [1],
that ‖Th‖A = ‖h‖A for every h ∈R(TT). This implies thatR(TT) ⊂N0 = (A1/2)−1N(I − T̂∗T̂) (using
(2.3)), or equivalently, A1/2R(TT) ⊂N(I − T̂∗T̂). Then we have for h ∈H,
‖T̂ T̂∗T̂A1/2h‖ = ‖T̂A1/2TTh‖ = ‖A1/2TTh‖ = ‖T̂∗T̂A1/2h‖
and sinceR(̂T∗) = T̂∗T̂A1/2H, it follows that T̂ is an isometry onR(̂T∗). Hence T̂ is a partial isometry
onR(A). Conversely, if we assume that T̂ is a partial isometry, we obtain for h ∈H
‖TTTh‖2A = 〈T∗ATTTh, TTh〉 = ‖T̂A1/2TTh‖2
= ‖A1/2TTh‖2 = ‖TTh‖2A.
This implies that ‖Tk‖A = ‖k‖A for k ∈R(TT), which by Proposition 4.4 [1] gives that T is an A-partial
isometry onH. This ends the proof. 
Remark 3.9. If for an A-quasi-isometry T , eitherR(A) is closed, or T is A-regular, thenR(T∗A) ⊂R(A).
In the last case, it is easy to see that T is an A-partial isometry if and only if T∗AT = (T∗A1/2T)2.
FromProposition3.5,wehaveN(A1/2T) ⊂N(T∗A1/2) for anyA-quasi-isometryT . Next,weanalyze
the case when the converse inclusion occurs.
According to [1] and the previous proof, an operator T ∈B(H) is called A-unitary ifR(T∗A) ⊂R(A)
and T , T are A-isometries.
Theorem 3.10. Let T be an A-quasi-isometry onH withN(A1/2T) =N(T∗A1/2). Then T̂ is a normal
partial isometry and
R
(
T∗A1/2
)
= A1/2R(̂T) =R
(
A
1/2
0
)
, (3.7)
while T has a matrix representation of the form (3.3).
Moreover, we haveR
(
A1/2T
)
=R
(
T∗A1/2
)
ifR(A0) is closed, and in this case T is T∗AT-unitary and
W (from (3.5)) is A0-unitary.
Proof. We show ﬁrstly that
A1/2N(̂T∗) =N(̂T) ∩R(A1/2).
If k ∈N(̂T∗) then T∗A1/2k = A1/2T̂∗k = 0, and by hypothesis one has T̂A1/2k = A1/2Tk = 0, that is,
A1/2k ∈N(̂T) ∩R(A1/2). This gives the inclusion A1/2N(̂T∗) ⊂N(̂T) ∩R(A1/2). Conversely, let k ∈
N(̂T) ∩R(A1/2). Since R(A1/2) = A1/2R(A), there exists h ∈R(A) such that k = A1/2h. So, A1/2Th =
T̂k = 0 and also T∗A1/2h = 0 by hypothesis. As h ∈R(A)we get A1/2T̂h = 0, hence T̂∗h = 0. Since A1/2 is
invertible from R(A) onto R(A1/2), we have T̂∗A−1/2k = 0, that is, A−1/2k ∈N(̂T∗), or equivalently
k ∈ A1/2N(̂T∗). This gives the other inclusion, namely, N(̂T) ∩R(A1/2) ⊂ A1/2N(̂T∗), and so the
required equality.
Now, since T̂ is hyponormal we haveN(̂T) ⊂N(̂T∗), and using the above equality we obtain
A1/2N(̂T∗) ⊂N(̂T∗). In fact, as A1/2 is injective onN(̂T∗), one has
N(̂T∗) = A1/2N(̂T∗).
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Thus, we infer from the two relations that
N(̂T∗) = A1/2N(̂T∗) ⊂N(̂T),
henceN(̂T∗) =N(̂T). Using matrix (3.6) of T̂ we get that
N(̂T∗) =N(U∗) ∩N(Q ∗) ⊕R(A1)
and
N(̂T) = {(h0,h1) : hj ∈R(Aj), j = 0, 1,Uh0 + Qh1 = 0}.
Since U is an isometry and U∗Q = 0 (because ‖T̂‖ = 1), we infer thatN(̂T) =N(Q ). Thus, the
equalityN(̂T) =N(̂T∗) leads toN(Q ) =R(A1), that is, Q = 0, and alsoN(U∗) = {0} which ensures
thatU is unitary.Hence T̂ = U ⊕ 0, that is, T̂ is a normal partial isometry. On the other hand, by Theorem
3.8 we have S2 = 0 in (3.5), hence T has an operator matrix of the form (3.3). One also obtains
R(T∗A1/2) = A1/2T̂∗R(A) = A1/2R(̂T) = A1/2R(A0) =R(A1/20 )
which gives relations (3.7).
Assume thatR(A0) is closed, therefore A0 is invertible onR(A0). Thenwe deduce (becauseN(̂T) =
R(A1))
R(A1/2T) = T̂A1/2H = T̂A1/2
0
R(A0) = T̂R(A0)
=R(̂T) =R(A0) =R(T∗A1/2).
Since operator W from matrix (3.5) of T is an A2-isometry with R(A2) =R(A0) closed and Ŵ = U
unitary, by Proposition 3.14 [1] we have that W is A0-unitary on R(A0). Also, T is a T∗AT-isometry
and (by the above remark)R(T∗AT) =R(A2) is closed, while U satisﬁes UA1/22 = WA1/22 , which means
U(T∗AT)1/2h = (T∗AT)1/2Uh for h ∈R(A0). Then by Proposition 3.14 [1], we infer that T is T∗AT-unitary
onH. This ends the proof. 
Remark 3.11. Under the hypothesis of Theorem 3.10 we have only thatR(̂T) is closed, butR(A1/2T)
is not closed (in general) even ifR(A1/2T) =R(T∗A1/2). SinceR(T∗A1/2) = A1/2R(̂T∗), it follows that
R(̂T∗) = [(A1/2)−1R(T∗A1/2)] ∩R(A). Thus, ifR(A1/2T) is closed we infer thatR(̂T) is closed, without
the hypothesis of the previous theorem. Clearly, whenR(A) is closed we haveR(A1/2T) =R(̂T).
4. Spectral properties
In the sequel, we give some spectral properties of an A-contraction T onH =Nm, for an integer
m 1,Nm being the subspace from (2.1).
Theorem 4.1. Let T be an A-contraction onH satisfying
T∗mATm = T∗(m+1)ATm+1 (4.1)
for an integer m 1. The following statements hold:
(i) If λ ∈ σp(T) andN(T − λI) \N(A) /= {0}, then λ¯ ∈ σp(T∗) and
N(T − λI) \N(A) ⊂ (T∗mA)−1N(T∗ − λ¯I) (λ /= 0). (4.2)
In addition, the subspacesN(T − λI) andN(T − μI) are A-orthogonal for λ,μ ∈ σp(T), λ /= μ with
|λ| = |μ| = 1.
(ii) If λ ∈ σa(T) andN(T − λI) \N(A) /= {0}, then λ¯ ∈ σa(T∗).
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Proof. (i) Let 0 /= λ ∈ σp(T) and 0 /= h ∈N(T − λI) \N(A). From (4.1) we have T∗mAh = λT∗(m+1)Ah,
and T̂A1/2h = λA1/2h. So λ ∈ σp (̂T) and since T̂ is a m-quasi-isometry (by (4.1)) one has |λ| = 1. Hence
(T∗ − λ¯I)T∗mAh = 0 and T∗mAh /= 0 because h /∈N(A). In conclusion λ¯ ∈ σp(T∗) and the inclusion (4.2)
holds.
Assume now that 0 ∈ σp(T) and let 0 /= h ∈N(T) \N(A). So T̂A1/2h = A1/2Th = 0 and A1/2h /= 0,
hence 0 ∈ σp (̂T). By Theorem 4.6 [14] we have 0 ∈ σp (̂T∗), hence there exists 0 /= k ∈N(̂T∗). Then
T∗A1/2k = A1/2T̂∗k = 0 and A1/2k /= 0, because k ∈R(A), k /= 0. Consequently, 0 ∈ σp(T∗).
Let λ,μ ∈ σp(T), λ /= μwith |λ| = |μ| = 1. Let 0 /= h, h ∈Hwith Th = λh, Tk = μk. Using the hypoth-
esis we obtain
0 = 〈T∗mATmh, k〉 − 〈T∗(m+1)ATm+1h, k〉
= λmμm(1 − λμ)〈Ah, k〉 = λmμm(1 − λμ)〈h, k〉A,
hence 〈h, k〉A = 0becauseλμ /= 1. It follows that the subspacesN(T − λI) andN(T − μI) areA-orthog-
onal.
(ii). Let λ ∈ σa(T), that is, T − λI is not bounded below. Equivalently, eitherN(T − λI) /= {0} or
R(T − λI) is not closed. If λ ∈ σp(T), then from assertion (i) we infer that λ¯ ∈ σp(T∗), hence λ¯ ∈ σa(T∗).
When λ /∈ σp(T) one hasN(T − λI) = {0} and soR(T − λI) is not closed. EquivalentlyR(T∗ − λ¯I) is not
closed and, consequently, λ¯ ∈ σa(T∗). This ends the proof. 
Theorem 4.2. Let T be an A-contraction onH satisfying condition (4.1), such that the subspaceN0 is
invariant for A and T . Then for λ /= 0, we haveR(T − λI) is closed if and only ifR(V − λI) is closed, V being
as in matrix (2.3).
Proof. Suppose that R(T − λI) is closed. Let h ∈R(V − λI) and hn ∈N0 such that h = limn→∞(V −
λI)hn = limn→∞(T − λI)(hn, 0). By the assumption, there exists k = (k0, k1) ∈N0 ⊕N⊥0 such that h =
(T − λI)k = ((V − λI)k0 + Sk1, (R − λI)k1), having in viewmatrix (2.3) of T . So, h = (V − λI)k0 + Sk1 and
(R − λI)k1 = 0. But condition (4.1) implies that Tm is an A-quasi-isometry. Since in this case we have
N(A − T∗mATm) =N0, from Proposition 3.2 we obtain Rm = 0. Therefore σ(R) = {0} and R − λI is
invertible. Thus we obtain k1 = 0 and h = (V − λI)k0, that is, h ∈R(V − λI), henceR(V − λI) is closed.
Conversely, let us assume that R(V − λI) is closed. Let k ∈R(T − λI) and {kn} ⊂H such
that k = limn→∞(T − λI)kn. Putting k = (h,h′) and kn = (hn,h′n) with h,hn ∈N0 and h′,h′n ∈N⊥0 , we
have h = limn→∞[(V − λI)hn + Sh′n] and h′ = limn→∞(R − λI)N⊥0 . So h′n → (R − λI)−1h′ and (V − λI)hn
→ h − S(R − λI)−1h′ for n → ∞. Since R(V − λI) is closed, there exists h′
0
∈N0 such that
h − S(R − λI)−1h′ = (V − λI)h′
0
, that is h = (V − λI)h′
0
+ S(R − λI)−1h′. We obtain k = (h,h′) =
(T − λI)(h′
0
, (R − λI)−1h′) ∈R(T − λI), and soR(T − λI) is closed. This ends the proof. 
Corollary 4.3. Let T be an A-quasi-isometry onH. Then for λ /= 0, we haveR(T − λI) is closed if and only
ifR(V − λI) is closed, V being as in matrix (3.2) of T .
This corollary can be completed as follows:
Proposition 4.4. For an A-quasi-isometry T onH and λ /= 0, we have
(i) dim(T − λI) = dim(V − λI),
(ii) dim(T∗ − λ¯I) = dim(V∗ − λ¯I).
Furthermore, σw(T) ∪ π0(T) \ {0} = σw(V) ∪ π0(V) \ {0}, where V is as in matrix (3.2) of T .
Proof. Clearly,N(T − λI) =N(V − λI) ∪ {0} whence it follows (i).
(ii). Let {(hj , kj)}nj=1 ⊂N(T∗ − λ¯I) be a system of linearly independent vectors with hj ∈N0, kj ∈
N⊥0 , therefore V∗hj = λ¯hj , S∗hj = λ¯kj , j = 1, . . . ,n. Let λ1, . . . , λn ∈ C such that
∑n
j=1 λjhj = 0. Then
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n∑
j=1
λjkj = 1
λ¯
n∑
j=1
λjS
∗hj = 0,
and also
∑n
j=1 λj(hj , kj) = 0. By the assumption we get λj = 0, j = 1, . . . ,n, hence {hj}nj=1 is a system of
linearly independent vectors inN(V∗ − λ¯I). This leads to the inequality
dimN(T∗ − λ¯I) dimN(V∗ − λ¯I).
Conversely, let {hj}nj=1 ⊂N(V∗ − λ¯I) be a system of linearly independent vectors. Taking kj :=
1
λ¯
S∗hj , j = 1, . . . ,n, we have (hj , kj) ∈N(T∗ − λ¯I). If λj ∈ C with
∑n
j=1 λj(hj , kj) = 0, that is, (
∑n
j=1 λjhj ,
1
λ¯
S∗(
∑n
j=1 λjhj)) = 0, then
∑n
j=1 λjhj = 0 and so λj = 0, j = 1, . . . ,n by our assumption. We infer that
{(hj , kj)} is a system of linearly independent vectors inN(T∗ − λ¯I), consequently one has
dimN(V∗ − λ¯I)N(T∗ − λ¯I).
Thus, equality (ii) occurs.
Finally, from Corollary 4.3 and the above assertions (i) and (ii) we infer
σw(T) \ {0} = σw(V) \ {0}, π0(T) \ {0} = π0(V) \ {0},
which give the last statement of proposition. This ends the proof. 
Theorem 4.5. Let T be an A-quasi-isometry onH of the form (3.2). The following statements hold:
(i) IfR(T) is closed and A0 is injective, thenR(S) is closed.
(ii) If R(S) is closed and A0 is invertible, then T is similar to a quasinormal partial isometry, and in
particularR(T) is closed.
Proof
(i) Suppose thatR(T) is closed, and let h ∈R(S) and {hn} ⊂N⊥0 such that h = limn→∞ Shn. So Thn =
Shn → h (n → ∞)andby theassumption thereexistsk = (k0, k1) ∈Hwithk0 ∈N0,k1 ∈N⊥0 such
that h = Tk = Vk0 + Sk1.We infer thatV∗A0Vk0 + V∗A0Sk1 = V∗A0h, or equivalently (by Proposition
3.2) A0k0 = V∗A0h. Since h ∈R(S), also using V∗A0S = 0 we ﬁnd A0k0 = 0. Now, if A0 is injective it
follows k0 = 0, and so h = Sk1 ∈R(S). HenceR(S) is closed.
(ii) Conversely,weassumenowthatR(S) is closed, and letk ∈R(T), {hn} ⊂H such thatk = limn→∞ Thn.
Wehavek =N0 andhn = (h0n,h1n)withh0n ∈N0 andh1n ∈N⊥0 , sok = limn→∞(Vh0n + Sh1n). This im-
plies (as V∗A0V = A0 and V∗A0S = 0) VA0k = limn→∞ A0h0n. Assuming that A0 is invertible, it follows
that limn→∞ h0n = A−10 V∗A0k and in turn we get limn→∞ Sh1n = k − VA−10 V∗A0k. SinceR(S) is closed,
thereexistsk1 ∈N⊥0 such thatk − VA−10 V∗A0k = Sk1,hencek = VA−10 V∗A0k + Sk1 = T(A−10 V∗A0k, k1).
We conclude thatR(T) is closed. Since A0 is invertible and V is an A-isometry, V will be similar to
an isometry V̂ onN0. Using the matrix form (3.2) of T one can see that T , is similar to V̂ ⊕ 0, that
is, to a quasinormal partial isometry. This ends the proof. 
Corollary 4.6 Let T be an A-quasi-isometry having the matrix form (3.2) onH. ThenR
(
A1/2T
)
is closed
if and only ifR
(
A
1/2
0
V
)
andR
(
A
1/2
0
S
)
are closed. Furthermore, ifR
(
A1/2T
)
is closed and A is injective
thenR(T),R(V) andR(S) are closed.
Proof Using (3.2) we get
A1/2T =
(
A
1/2
0
V A
1/2
0
S
0 0
)
,
where
(
A
1/2
0
V
)∗
A
1/2
0
S = 0. As in the previous proof we can show thatR
(
A1/2T
)
is closed if and only if
R
(
A
1/2
0
V
)
andR
(
A
1/2
0
S
)
are closed. In this case,R
(
T∗A1/2
)
is also closed, and if A is injective we get
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R(T∗) =R(T∗A1/2) =R(T∗A1/2) ⊂R(T∗),
henceR(T∗) is closed. This means thatR(T) is closedwhich yields by Theorem 4.5 thatR(S) is closed.
Also, ifR(A1/2T) is closed we have thatR(A1/2
0
V) is closed, and this implies (by the previous remark)
thatR(V) is closed, if A is injective. This ends the proof. 
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