Abstract-In this correspondence, a least mean squares (LMS)-based algorithm is devised for unbiased system identification in the presence of white input and output noise, assuming that the ratio of the noise powers is known. The proposed approach aims to minimize the mean square value of the equation-error function under a constant-norm constraint and is equivalent to minimizing a modified mean square error (MSE) function. An analysis of the algorithm shows that the estimates will converge to the true values in the mean sense. The variances of the parameter estimates are also available. Computer simulations are included to corroborate the theoretical development and to evaluate the impulse response estimation performance of the LMS algorithm under different conditions.
I. INTRODUCTION
Estimation of the impulse response of an unknown system from its measured input and output has found many applications in signal processing, communications, and control [1] - [3] . Many estimation algorithms based on least squares (LS) and least mean squares (LMS) techniques [4] - [9] have been developed for accurate system parameter estimation if additive noise exists only at the output. However, noise-free input measurements are difficult to obtain in many practical situations because these signals are also corrupted by quantization noise, self-noise, and/or other additive noise [10] , and neglecting the presence of input noise will lead to biased impulse response estimates.
The total least squares (TLS) approach [11] seems to be an appropriate choice for system identification with noisy input and output because it considers both stimulation and response errors. Computationally attractive adaptive impulse response estimation schemes employing the TLS criterion include the recursive total least squares (RTLS) [10] , constrained anti-Hebbian (CAH) [12] , and total least mean squares (TLMS) [13] algorithms. Nevertheless, these methods are restricted for parameter estimation of finite impulse response (FIR) systems and assume that the input and output noise powers are identical. For the general case of infinite impulse response (IIR) system modeling, the Koopmans-Levin method [14] , which is based on spectral decomposition of a covariance matrix formed using the input-output data and a modified LS algorithm [15] that requires estimation of the measurement noise variances, can be used to provide reliable estimates but they involve intensive computations. In this correspondence, we develop an LMS approach for unbiased impulse response estimation for which real-time implementation is allowed, assuming that the power ratio of the input and output interference is known [14] . In estimating IIR system parameters, the equation-error configuration is employed because it has advantages of unimodal error surface and guaranteed system stability over the output-error approach, although direct minimization of the mean square value of the equation-error cannot provide unbiased parameter estimates in input and/or output noise [7] - [9] . The organization of the paper is as follows. In Section II, the problem of impulse response estimation using noisy input and output measurements is formulated. It is shown that bias-free estimation is possible if the minimization is subject to a constant-norm constraint. The constrained problem is then converted into an unconstrained minimization of a weighted mean square error (MSE) function by an LMS algorithm. Learning characteristics and steady-state MSEs of the impulse response estimates are derived in Section III. Simulation results are presented in Section IV to corroborate the theoretical analyses and to evaluate the system identification performance of the new approach under different conditions. Finally, conclusions are drawn in Section V.
II. BIAS-FREE LMS ALGORITHM
The block diagram for adaptive equation-error IIR filtering is in Fig. 1 . Without loss of generality, we consider that the unknown system H (z) is stable as well as causal and has the form
where
The orders of the denominator and numerator polynomials M and N , respectively, are assumed to be known. The observed system input and output are
where s(k) and d(k) denote the noise-free input and output, respectively, whereas ni (k) and no(k) represent the input and output measurement noise that are independent of s(k). It is assumed that n i (k) n , respectively, and the ratio of the noise powers, say = 2 n = 2 n , is available. Our goal is to find a i , i = 1; 2; . . . ; M 0 1 and b j , j = 0; 1; . . . ; N 0 1 from x(k) and r(k) using the adaptive FIR filtersÂ(z) = 1 + M01 i=1â i z 0i andB(z) = N01 j=0b j z 0j , where fâig and fbjg are the parameter estimates.
In the equation-error formulation, the output error function e(k) is computed from
It is easy to show that the mean square value of e(k), Efe
In the presence of input and/or output noise, it is obvious that minimizing Efe 2 (k)g with respect to fâ i g and fb j g cannot give unbiased
impulse response estimates because (5) 
Since the variables faig and fbjg in (6) appear in the first and second degrees only, the error surface is quadratic, and thus, it is unimodal [5] . This implies that gradient search approach can be utilized for the constrained minimization. From (6)
As a result, (6) is identical to an unconstrained optimization of minimizing a modified error function Ef 2 (k)g of the form
In our study, the computationally attractive LMS algorithm is used to estimate H(z) on a sample-by-sample basis. Based on (8), the instantaneous value of (k) is
whereâ i (k), i = 1; 2; . . . ; M 0 1,b j (k), and j = 0; 1; . . . ; N 0 1 denote the estimates of faig and fbjg at time k, whereas e(k) is calculated using the instantaneous parameter estimates. The bias-free least mean squares (BFLMS) updating equations for unbiased system identification are then derived as in (10) 
where T denotes the transpose operation, as well as R dd = Efd(k)d T (k)g, R ds = Efd(k)s T (k)g, R ss = Efs(k)s T (k)g, and = b =a. Together with the independence assumption [5] and taking expectations on both sides of (10) and (11), the learning behavior of the BFLMS estimates can be obtained from
where (10) and (11), taking the expected values on both sides, and then considering the steady-state with sufficiently small a and b , the variances of the impulse response estimates, which are denoted by fvar(âi)g and fvar(bj)g, can be approximated as in (15) and (16), shown at the bottom of the next page. We observe that the MSEs of fâ i (k)g and fb j (k)g are characterized by the step sizes, signal and noise powers as well as the system parameters of H(z).
IV. NUMERICAL EXAMPLES
This section contains simulation results to corroborate the theoretical derivations and to evaluate the performance of the BFLMS al-gorithm for estimating FIR and IIR system parameters using noisy measurements. For FIR system identification, performance comparison was also made with two LMS-style TLS algorithms, namely, the CAH and TLMS methods. The noise-free input s(k) was a white Gaussian process of unity power, and the measurement noises n i (k) and n o (k) were independent white uniform random variables. All simulation results provided were averages of 200 independent runs.
In the first test, the system to be estimated was an FIR filter with N = 5 characterized by b 0 = 00:3, b 1 = 00:9, b 2 = 0:8, b 3 = 00:7, and b4 = 0:6. In this case,Â(z) = 1, and only (11) was involved in the proposed algorithm. All adaptive filter coefficients were set to zero initially, except that the initial weight for r(k) in the TLMS method was 01. We assigned a = b = 0:002, and the step sizes for the other two algorithms were chosen to be 0.001 so that all schemes had similar convergence times. Figs. 2-6 show the learning behavior of the impulse response estimates for different methods when 2 n = 0:1 and 2 n = 1:0. We see that all parameter estimates converged approximately at the 2000th iteration, and the unbiasedness of the BFLMS algorithm was demonstrated. The convergence characteristics of the BFLMS estimates also agreed with the predicted trajectories based on (13) . On the other hand, the CAH and TLMS could not give unbiased estimation, and interestingly, they provided almost identical steady-state filter coefficient estimates. This test was repeated with three more noise conditions, namely, f 2 n = 0:1; 2 n = 0:1g, f 2 n = 1:0; 2 n = 1:0g, and f 2 n = 1:0; 2 n = 0:1g, and Tables I and II tabulate the means and MSEs of the impulse response estimates, respectively, for the three approaches in all four cases. From Table I , it can be observed that the BFLMS method always attained unbiased system parameter estimation, whereas the TLS-based algorithms gave accurate estimates only when 2 n = 2 n . Furthermore, we noticed that the CAH and TLMS estimates were also very close for 2 n = 1:0 and 2 n = 0:1, and their biases varied with the noise powers. From Table II , we see that the variances of the BFLMS estimates conformed with the theoretical calculation based on (16) for all noise conditions, and it achieved minimum MSE estimation for the cases when 2 n 6 = 2 n because the biases of the CAH and TLMS estimates had contributed to their MSEs.
For 2 n = 2 n = 1:0, all three methods provided similar values of MSEs, whereas for 2 n = 2 n = 0:1, the measured MSEs obtained from the BFLMS and CAH algorithms were also comparable and were far fewer than those of the TLMS scheme. As expected, the MSEs of all three techniques increased with the values of the noise variances.
In the second test, we evaluated the system identification performance of the BFLMS algorithm for an IIR system with M = 3 and N = 2. The system parameters were given by a1 = 00:3, a2 = 00:54, b 0 = 1:0, and b 1 = 02:4, whereas the settings of the proposed method were identical to the previous experiment. Table III tabulates the means and variances of the BFLMS estimates for four different Table III , we see that the proposed approach attained unbiased impulse response estimation and the measured MSEs of the parameter estimates agreed with the predicted values of (15) which possibly could not be applicable to all parameter estimates at the beginning of the adaptation.
V. CONCLUSIONS
An LMS-based algorithm, called the BFLMS method, has been developed for accurate system identification in the presence of input and output interference, given the noise power ratio. The idea is to minimize the mean square value of the equation-error function subject to a constant-norm constraint, and it is proved that the constrained optimization can be converted into an unconstrained optimization of minimizing a scaled mean square error function. Learning behavior and mean square errors of the estimated parameters are derived and verified by computer simulations. The unbiasedness of the proposed approach is demonstrated in both FIR and IIR filtering under different conditions, and it is shown that the BFLMS algorithm outperforms the CAH and TLMS methods in FIR system identification, particularly when the input and output noise powers are not equal.
