A common recommendation for linguists is that, when analysing language, they should take a 'man-from-mars' 1 , know-nothing, perspective to describe the structures that they observe, if possible limiting themselves to the mechanical application of a set of well-defined techniques and criteria. Unfortunately, the complex nature of linguistic structures makes it difficult to adopt such a detached perspective. A language, as represented by a corpus of text, is can be described macroscopically by the symbolic periodogram 2 of the corpus [3] [4] [5] [6] , analogous to the spectrograms commonly used for describing speech. Here, I show that the periodogram exhibits a universal 'shape' from human languages, and this shape originates in known properties of the human mind. Despite the universality of the overall pattern, subtle differences also reveal particularities of individual languages. These differences demonstrate the long-held -but unproven-hypothesis that human languages balance the amount of structure contained in different levels of description so that the total amount of linguistic structure remains fairly constant across languages 7, 8 . The universal pattern found in the periodograms illustrates how the biological properties of the mind constrain the structure of human languages 9 .
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The periodogram is a fundamental tool for the acoustic analysis of speech data. Traditionally, research on human speech concentrates on the very high frequencies of the spectrum, so as to focus on phonemic or subphonemic information. However, several have noticed that the very low frequencies of the speech spectrum -corresponding to longer time scales such as the full sentence and beyond-also contain important information about the structure of human speech [10] [11] [12] [13] [14] . Some researchers [3] [4] [5] [6] have extended the use of spectral analysis into texts by using the equivalent of the periodogram for a symbolic sequence 2, 15 . For this purpose, texts are considered as plain sequences of characters or phonemes, devoid of any annotation. Notice that, when using phonetic (i.e., not ideographic or logographic) scripts, texts are approximations of the sequences of sounds in a language. Spectral analyses have revealed that English, German, and Latin texts exhibit a roughly U-shaped periodogram when plotted in double logarithmic axes [3] [4] [5] [6] . Fig. 1 plots the symbolic periodogram averaged across the sixteen corpora analysed in this study (see Supp. Tab. 1 for details on the corpora). The overall pattern is significantly different from what one would expect by chance: The flat spectrum denoting the absence of correlations plotted by the dashed line in the figure. The pattern consists of three regions, of which the lowest frequency one (i.e., rightmost) has a positive slope and the highest frequency one (i.e., leftmost) has a negative slope, plus a roughly flat transition phase in the mid-range of frequencies having a relatively high cross-linguistic variability.
The slope of the periodogram in double logarithmic scale has a direct interpretation 6, 15 . A positive slope is indicative of persistence, that is, a tendency to repeat structures more often than one would expect by chance. In contrast, a negative slope is indicative of anti-persistence, that is, the repetition of structures happens below chance level. The implication is that, across languages, there is a pattern favouring the repetition of structures at long scales, and disfavouring repetitions at the shortest scales. In between these two, there is a regime that is neither clearly persistent nor anti-persistent. This persistent regime falls beyond the sentence boundary 5, 6 that is, structures tend to be repeated from one sentence to the next. This is in part a reflection of the cumulative structure of human discourse 3, 4 ; once a term has been introduced, it tends to be reused in further sentences.
In addition to the mere repetition of terms, corpus studies have repeatedly documented that this reuse of patterns across sentences (and speakers) also applies to syntactic structures [16] [17] [18] . Not surprisingly, psycholinguistic studies reveal that speakers and listeners find it easier to understand and produce sentences that repeat previously encountered syntactic structures 19, 20 . On the other hand, the negative slope -anti-persistent-part of the curve is located within the word boundaries (see Supp. Fig. 1 ). This indicates that there is a general tendency to avoid the repetition of structures (i.e., letters/phonemes, syllables, and morphemes) within a word. Once again, this is consistent with multiple findings in linguistics 21, 22 . Finally, the relatively flat slope of the curve in the region within the word and sentence boundaries indicates that, within the same sentence and beyond individual words, there is no general cross-linguistic tendency to either favour or disfavour the repetition of structures such as words or morphemes.
The average cross-linguistic periodogram resembles those that were previously observed for German, English, and Latin [3] [4] [5] [6] , with the main difference being that, at least in English, the middle regime of the curve is anti-persistent rather than flat. Admittedly, a reason for this similarity could be the overrepresentation of Indo-European languages within the corpora sampled here.
Nonetheless, the overall pattern of the curve is the same across all languages studied, both in written and oral modalities (see Supp. Fig. 3 ), including also non-Indo-European languages such as Arabic, Chinese, Indonesian, or Turkish, and even creoles such as Tok Pisin. The shape is also independent of whether the script is alphabetic (such as Bulgarian, English, Greek, or Indonesian), an abjad (i.e., consonantal script) as in Arabic or Urdu, or an abugida (i.e., syllabic script) as in Nepali. The thick black lines in Fig. 2 illustrate the particular shape of the curve for three of the languages (the complete set of curves can be found in Supp. Fig. 2 ). This overall shape is therefore a universal property of human languages, and is markedly distinct from the pattern found in other natural information-carrying sequences, such as nucleotide strings from DNA 2, 15 . This constant spectral shape stems from the properties of the human mind. Our minds are tuned to produce and comprehend a language in which high contrast (i.e., anti-persistence) is favoured at the short time scales so as to facilitate perception, avoiding psychological phenomena such as 'repetition blindness' 23, 24 . On the other hand, longer scales involve the processing of cognitively 'heavier' syntactic and semantic structures, and at this scale recycling of already processed structures is favoured by the system to minimize cognitive load 20 .
Notwithstanding the generality of the anti-persistence to persistence transition, Fig. 2 also reveals significant variability in the shapes of the curves. This is most evident in the middle region (hence the high variability of that part of the curve in Fig. 1 ) and in the rugged leftmost ends of the curves. The mid-frequency regime is persistent for some languages (e.g., Greek), anti-persistent for others (e.g., Chinese), and more or less flat for some other languages (e.g., Indonesian). Ran-domization of the corpora at different levels enables us to study the correspondence between the regimes in the curve and linguistic properties of the languages 3, 4, 6 . Here, I consider three randomizations for each corpus, plotted by the thinner coloured lines in Fig. 2 . First, in order to isolate the persistent regime beyond the sentence level, the ordering of the sentences in the corpus (without affecting their inner structure) was randomized, resulting in the spectra plotted by the blue lines.
Notice that the spectra of the sentence shuffled corpora diverge from the originals from where the sentence ends rightwards; the persistent regime in the curves disappears. On the other hand, randomizing the ordering of words across the whole corpora maintains the intra-lexical structure, but destroys all syntactic and pragmatic structure. The result of this is plotted with the red lines. These lines exhibit a perfect overlap with the original only at the leftmost anti-persistent regime, and are flat for the rest of the spectrum. Finally, the green lines plot the periodograms of the corpora when the ordering of words within the same sentence has been randomized. This manipulation destroys the part of syntactic structure that is conveyed by word ordering (but not that that is conveyed by inflection or by the mere presence of certain function words).
After normalization to unit sum, the periodogram -the spectral density function-is also a density function in the probabilistic sense of the word 25 : It represents the distribution of signal power across different frequency bands. The uncertainty of a probability density function is indexed by its entropy 26 , which is referred to as the spectral entropy when applied to a periodogram 25 .
The spectral entropy measure is maximal for sequences of characters lacking any temporal structure, showing the flat spectrum plotted by the dashed line in Fig. 1 . Therefore, the difference between the entropy of that dashed line and that of the corpus indexes the amount of structure present in the curve; the spectral negentropy 27 . Each of the randomized versions has removed one or more levels of structure from the corpus, and therefore the structural entropy measures are -in all but one case (see Supp. Tab. 2)-larger for the original than for the randomized versions, reflecting the structure lost in the randomization. This can be exploited to decompose the structure the curves into linguistically meaningful components: the amount of structure found within words (intra-lexical structure), within sentences (intra-sentential structure), and beyond the sentence level (extra-sentential structure). This decomposition enables testing a long-held -but unproven-hypothesis that pervades the linguistic community, which some authors have recently questioned 28 . As phrased by C. F. Hockett 8 "all languages have about equally complex jobs to do, and what is not done morphologically has to be done syntactically". If this were the case, one should expect to find a trade-off between the amount of intra-sentential -syntactic-structure and the amount morphological structure. Morphological structure is reflected in the intra-lexical structure. Therefore one should predict a negative linear relation between intra-lexical and intrasentential measures of structure. Furthermore, a 'perfect' compensation between both levels would imply a slope of exactly −1 in their relationship. Fig. 3 plots the relationship between the percentage of intra-lexical structure and that of intra-sentential (i.e., syntactic) structure (black dots and dashed regression line), in relation to a line of slope −1 (grey solid line). As predicted, there is a strong negative correlation between both measures (r = −.91, t [14] = −8.14, p < .0001) and their relationship seems linear with a slope close to −1 (β = −.82 ± .1). It could be argued that this is just an artifact of the way the syntactic structure was estimated; the estimation relied on a difference having the intra-lexical structure itself as a negative term. Nonetheless, the relation remains (r = −.91, t [14] = −8.29, p < .0001) when one considers only the part of the intrasentential structure that depends only on word order (open circles and black dotted line in Fig. 3) , not involving the intra-lexical measure in its computation. In contrast, as the extra-sentential structure is not predicted to take part in the trade-off, only weaker -non-significant-correlations were found between the percentage of extra-sentential structure and those of either intra-lexical (r = −.42, t [14] = −1.75, p = .10) or intra-sentential structure (r = .01, t [14] = .02, p = .98 in total; r = .16, t [14] = .61, p = .55 considering only word order).
The symbolic periodograms [2] [3] [4] [5] [6] 15 , with the spectral negentropy measures, provide objective -theory-neutral-macroscopic descriptions of the properties of languages. The transition from anti-persistence to persistence is a universal property of human language, reflecting how language is "shaped by the brain" 9 . This instantiates N. Chomsky's celebrated claim that "the Martian scientist might reasonably conclude that there is a single human language, with differences only at the margins" 29 . In terms of their periodograms, human languages are indeed very similar, and distinct from other natural information-carrying sequences. Furthermore, the results provide actual evidence for a classical assumption 7, 8 : The amounts morphological and syntactic structure are in balance, consistent with keeping constant the total amount of morphosyntactic structure.
Methods Summary.
I used sixteen different corpora, fifteen of which corresponded to written language samples, and one of which was a transcribed corpus of oral conversations (details of the corpora can be found in Supp. Tab. 1). The corpora were automatically split into individual sentences. In addition to the original, I generated three randomized versions of each corpus: one in which the sentence order had been randomized, another in which the word order was randomized within each sentence, and a version in which the ordering of words was randomized across the whole corpus. The spaces were removed in order to avoid the artifact that they introduce 5 . Similarly, the tonal information was removed from the Chinese Pinyin corpus, as it also introduced a very strong artifact (see Supp. Fig. 1 ).
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The spectral entropies of the different corpus randomizations were used for decomposing the spectral entropy of the original corpora into the measures of intral-lexical, intra-sentential, and extra-sentential structure. The versions where words were randomized across the whole corpus have lost all structure except for that found within words. Therefore, the spectral entropies of these curves index the intra-lexical structure. On the other hand, the difference between the spectral entropy of the original corpus and that of the sentence order randomized version measures the amount of structure that is contained in the sequential ordering of sentences; the extra-sentential structure. Finally, the randomization provides for two different measures of intra-sentential structure (discounting the intra-lexical part). On the one hand, the difference between the spectral entropy of the original corpora and that of the versions with the word order randomized within sentences measures the amount of structure that is conveyed by the word ordering. On the other hand, the difference between the version with randomized sentence ordering and that with words randomized across the corpus measures the total intra-sentential (but extra-lexical) structure. Notice that the differences in the orthographies and alphabets across the languages entail that a block of a constant size of 2 15 characters represents a different corpus size for each language, putting the spectral entropy estimates on different scales. To put all estimates on comparable scales, it is useful to normalize them as percentages of the total amount of structure in the original corpora.
