The available information of linear constraint in linear dynamic systems, which is often unexplored in previous works, is taken advantage of to improve the accuracy of the parameter estimation, particularly in the presence of randomly missing measurements. Specifically, a Kalman filter-based identification for systems without constraint but with the randomly missing measurements is first introduced. Then the result is extended to systems with linear constraint under normal conditions. By doing so we show that the accuracy of the estimation is improved by taking the constraint into account, both theoretically and numerically.
INTRODUCTION
Dynamic models are often taken for granted in the development of any control methodologies. To obtain these models in reality, however, requires an essential step called "system identification" which tries to build the model from measured data. System identification has been the focus of the control community for more than half a century since its first introduction by Zadeh in 1956 , and it is now not surprising to see that system identification has been a very general topic, with di↵erent techniques proposed for di↵erent models to be identified: linear, nonlinear, hybrid, etc. Two main avenues can be seen in the development of system identification. One is the realization approach, i.e., the realization of linear state-space models from impulse responses, Ho and Kalman (1966) , leading to so-called subspace methods, e.g. Larimore (1983) , Van Overschee and DeMoor (1996) . The other avenue is the predictionerror approach, more in line with statistical time-series analysis and econometrics. For more information on this approach please refer to Astrom and Bohlin (1965) .
System identification requires the observed input-output data to do its job. However, this information is often unobservable or missing in the practical environment. For example, in networked control systems, the measurements often randomly miss due to the imperfect communication channels. In dual-rate systems, the output data is often
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missing due to the intersample output (Ding and Chen (2005) ). Therefore, this poses a challenge of identifying the system with missing measured data.
To meet this challenge, a frequency domain solution is proposed in Pintelon and Schoukens (2000) which treats all missing measurements as parameters, potentially leading to a large amount of parameters to be identified. Yang Shi and Huazhen Fang (2010) show a Kalman filter-based identification for systems with randomly missing measurements in a network environment. Di↵erent from these existing methods, in this paper, we first model the input and output missing as two separate Bernoulli processes, then design a missing output estimation and finally develop a recursive algorithm for parameter estimation by modifying the Kalman filter-based algorithm. Compared with Yang Shi and Huazhen Fang, by using the information in the parameter estimation process, the accuracy of parameter estimation is improved (Mahata Kaushik (2004) ).
The rest of the paper is organised as follows. The problem is formulated in Section 2, which also includes the output estimator and the recursive algorithm for parameter estimation by modifying the Kalman filter-based algorithm in [10] . In Section 3, we derive the constraint of the system and give the recursive algorithm for parameter estimation by modifying the constraint of Kalman filterbased algorithm. In Section 4, convergence properties of the proposed algorithms are analysed. In Section 5, an illustrative example is given to show the e↵ectiveness of the method proposed. Section 6 concludes the paper. [10] , consider the following system as illustrated in Fig. 1 ,
where P z is the discretization of the continuous plant P and is given as
The polynomial orders n ↵ and n are assumed to be known. Bernoulli random variables ⌧ t and t are introduced to characterise the data missing pattern. The probability distributions of ⌧ t and t are defined as:
The output estimation for (1-4) is taken as follows,
The Kalman filter-based identification algorithm in [10] is as follow,✓
where
KALMAN FILTER-BASED WITH CONSTRAINT ALGORITHM

Derive the constraint with system
Assumed P is descirbed as follow:
Discretize P with t, denoted W z as (12), then
Theorem 1. For t ! 0 and the parameter of a 0 and b 0 being nonzero and bounded, then
Proof: Write (12) as follows,
Discretize (11) with t, we obtain
Then Table 1 can be obtained. It is seen that each degree in the numerator satisfies the Yang Hui's triangle and the sum of the coe cient of numerator each degree equal zero. Thus The coe cient
Considering (11) and (15) it follows y(k) = a n 1 (y(k 1)
Since the sum of coe cient in (16) equals the sum of coe cient in (14) , and the sum of each degree coe cient is zero, therefore,
Then for t ! 0 and a 0 , b 0 in (11) being nonzero and bounded,
This completes the proof.
(18) can be written as follows,
.
Kalman filter with constraint
Theorem 2. The Kalman filter estimation of ✓ with constraint in (19) is as follows,
where✓ t is the Kalman estimation of ✓ without constraint and W is a positive-definite weighting matrix.
Proof:
The constrained Kalman filter is obtained by directly projecting the unconstrained state estimate✓ t onto the constraint surface. That is, we solve the problem: min✓
The conclusion can be readily made by using the Lagrangian method, the details of which are omitted here.
Remark 1: For W = I , the result of constrained estimation is closer to the true state than the unconstrained estimate at each time step. W = P 1 t results in the minimum variance filter.
The algorithm
Suppose the system plant satisfies Theorem 1, the algorithm for the Kalman filter-based with linear constraint identification can be organized as follows,
(23)
CONVERGENCE ANALYSIS
The convergence analysis of the parameter estimation in (7-10) and the output estimation in (6) had been well studied in [2] [3] [4] and [10] . Here we summarize certain related theorems.
Theorem 3. [10]
For the system considered in (1-4) with the following assumptions, the square parameter estimation error ||✓ t ✓|| 2 , produced by the algorithm (7-10), satisfies:
Proof:
In equal (25), we get
For the eigenvalues of (I J) T (I J) are all less than 1.
. Since✓ t of in the algorithm (20-24) is just by directly projecting the unconstrained state estimate✓ t onto the constraint surface, then with the same assumptions of (A1), (A2) and (A3), ||✓ t ✓|| 2 produced by the algorithm (20-24), satisfies:
Theorem 5. [10] Suppose that the assumptions (A1)-(A3) hold, and the input is bounded. Then there exists a positive integer t 0 such that for any t t 0 , the output estimation error z t y(t) satisfies:
, as c 1. ⇥ 100%.
Case 1: Take ⌧ = 0.8 and = 0.7. In this case, about 20% of the input data and 30% of the output data are missing. The estimated parameters and corresponding estimation errors are shown in Fig. 2-Fig. 4 . They consider three cases: one is the algorithm without constraint as in (7) (8) (9) (10) , one is for W = I in algorithm (20-24), and the last is for W = P In this case, the missing data scenario is much worse than that in case 1. Estimations of five parameters are shown in Table 2-Table 4 with the errors in Fig. 5 . Fig. 2-Fig. 4 and Table 2-Table 4. What's more, in the Table 5 , it shows the algorithm (20)-(24) improves the accuracy of parameter estimation clearly, and taking W = I will make sure the result of constrained estimation is closer to the true state than the unconstrained estimate at each time step. However, taking W = P 1 t in the algorithm (20)-(24) may not ensure that the result is better than the unconstrained estimate at each time step, but the mathematical expectation of the result is better. These also proof the previous analysis of Theorem 4. In conclusion, the results show that algorithm (20-24) improve the accuracy of parameter estimation in both cases. In particular, the improved results are more evident with large amount of missing data by using (20-24) with W = P 1 t .
CONCLUSIONS
A Kalman filter-based identification algorithm is proposed for systems with randomly missing measurements. This algorithm takes advantage of the linear constraints and improves the accuracy of parameter estimation compared with previous results. Simulation examples illustrate the e↵ectiveness of the proposed approach. Further improvements may be make by, e.g., decreasing the t and using the soft constraint D✓ ⇡ d instead of D✓ = d.
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