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THICK HYPERBOLIC 3-MANIFOLDS WITH
BOUNDED RANK
IAN BIRINGER & JUAN SOUTO
Abstract. We construct a geometric decomposition of the con-
vex cores of -thick hyperbolic 3-manifolds M with bounded rank.
Corollaries include upper bounds in terms of rank and injectiv-
ity radius on the Heegaard genus of M and on the radius of any
embedded ball in the convex core of M .
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31. Introduction
Thurston’s Geometrization Conjecture gives topological criteria that
determine exactly when a closed 3-manifold admits a hyperbolic met-
ric. With its resolution by Perelman [53, 54, 55], new questions now
arise. For instance, Mostow’s Rigidity Theorem implies that a hy-
perbolic metric on a closed 3-manifold M is unique, if it exists, so it
is natural to try to extract concrete geometric information about the
metric from the topology of M . This program is usually referred to
as effective geometrization, and has been studied by Brock, Canary,
Minsky, Namazi, Souto, e.g. [21, 22, 24, 50], among others.
The rank of a group is the minimum size of a generating set, and
if M is a 3-manifold we define the rank of M to be the rank of its
fundamental group. Our main focus here is on the constraints imposed
on the geometry of a hyperbolic 3-manifold M by its rank, and most
of our results will be phrased in terms of understanding the geometry
of collections of hyperbolic 3-manifolds with bounded rank.
It is not hard to construct infinite collections of hyperbolic 3-manifolds
with bounded rank. For instance, if Σ is a closed surface of genus g
and φ : Σ −→ Σ is a homeomorphism, then the mapping torus Mφ has
rank at most 2g + 1, and Thurston [68] showed that MΣ is hyperbolic
as long as φ is pseudo-Anosov. Similarly, if H is a genus g handlebody
and φ : ∂H −→ ∂H is a homeomorphism, then any manifold
M = H unionsqφ H
obtained by gluing H to itself via φ (i.e. a manifold obtained as a
Heegaard splitting from φ) has rank at most g, and here Hempel [35]
has given a hyperbolicity condition for M in terms of how φ interacts
with the set of curves on ∂H that bound disks in H. See §1.1 below
for more on the relationship of rank with Heegaard splittings.
More generally, suppose that one is given a finite collection M of
compact 3-manifolds with boundary. One can create closed 3-manifolds
M by gluing boundedly many copies of these ‘building blocks’ to-
gether along their boundary components, and infinitely many closed
3-manifolds can usually be produced by varying the gluing maps. How-
ever, there is a universal upper bound on the rank of any 3-manifold M
produced from such a gluing. And again one can often ensure that M
is hyperbolic by choosing the gluing maps to be complicated enough,
see Brock–Minsky–Namazi–Souto [22] in this general case.
Our main result is a ‘converse’ of this general construction for -thick
manifolds. (Recall that the injectivity radius inj(M) of a hyperbolic 3-
manifold M is half the length of the shortest closed geodesic, and that
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Figure 1. An illustration of Theorem 14.4.
M is -thick if inj(M) ≥ , see also §4.1.) It says that the convex core
CC(M) of any -thick hyperbolic 3-manifold M with bounded rank
decomposes as a gluing of manifolds from some fixed finite collection,
and that this decomposition is geometric, not just topological. Here,
recall that CC(M) is the smallest convex submanifold of M whose
inclusion is a homotopy equivalence, see §4.3.
Theorem 14.4, informally1. Fix k,  > 0 and let M be an orientable
hyperbolic 3-manifold M such that CC(M) is 3-dimensional and
rank(pi1(M)) ≤ k, inj(M) ≥ .
Then M can be written as a union of ‘building blocks’ glued together
along ‘thin 1-handles’ and ‘product regions’. The number of terms in
this decomposition is at most some n(k), and each building block has
diameter at most some B(k, ) and is homeomorphic to some manifold
on a finite list that depends only on k, .
See Figure 1 for an illustration of the theorem. The assumption that
CC(M) is 3-dimensional is just for simplicity in the statement, and
if desired, a similar geometric decomposition theorem is trivially true
1Since many of our theorem statement are somewhat complicated, we will only
state informal versions of many of them in the introduction. The reader who wants
to know the details can look for the theorem with the same label later in the paper.
5for manifolds with lower dimensional convex cores. Informally, thin
1-handles and product regions should be thought of as follows.
(1) A product region is a properly embedded 3-submanifold U ⊂M
that is homeomorphic to Σ× I, for some closed surface Σ and
some closed, open, or half open interval I, in such a way that
the fibers Σ× {t} have bounded diameter.
(2) A thin 1-handle is a embedded copy of D2 × [0, 1] in CC(M)
such that each disk D2×{t} has very small diameter, and where
(D2× [0, 1])∩ ∂CC(M) = (∂D2)× [0, 1], which is a component
of the δ-thin part of ∂CC(M) for some small δ.
See Definitions 6.1 and 14.1, respectively, for the real definitions of
the above. In (1), any sufficiently large fixed diameter bound will give
basically the same definition of product region, up to a boundary error,
see essentially Proposition 6.13. We should mention that (1) looks quite
a bit different from Definition 6.1, but one can translate between the
two using Lemma 6.19 and work of Nina White [72], if desired. The
terminology in (2) is inspired by Bowditch, who uses such 1-handles in
similar manner in [17]. Note that when M is closed, CC(M) = M and
has no boundary, so the theorem says that M decomposes as a union
of building blocks and product regions.
The hypothesis that M is -thick is essential in our proof. The
main reason for this is that the building blocks are constructed from
compact cores of geometric limits of sequences of such M , see §1.4
below, and without the thickness assumption these limits can be quite
wild. However, much of the work we do on product regions, and even
some parts of the proof of Theorem 14.4, can be done with minimal
modification in the thin case, by working relative to the thin part M≤.
So, with an eye toward future applications, we have written almost all
of Sections §3–§10 without any assumption on injectivity radius.
This paper is the culmination of our earlier papers [9, 11, 12, 66],
which all illustrate in some sense how rank interacts with product re-
gions, and [10], in which we prove some technical results concerning
limits of Kleinian groups that are necessary for Theorem 14.4.
We should say that at least some parts of the rank 2 case of our
theorem were known to Ian Agol, who proved (but did not make pub-
licly available) the related fact that there are only finitely many closed
-thick hyperbolic 3-manifolds M with rank pi1M = 2 but Heegaard
genus bigger than 2. See §1.1 below for more about Heegaard genus.
The rest of this introduction will be as follows. In §1.1, we will state
three corollaries of Theorem 14.4. In §1.2, we introduce carrier graphs
an important technical tool we use to understand rank geometrically,
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and in §1.3 and §1.4 we present some results on product regions, and
on limits of Kleinian groups, that are used in multiple places in the
paper. And finally in §1.5, we will briefly mention minimizing simplicial
ruled surfaces, which appear everywhere in the paper, and for which
one can prove elegant versions of the well-known interpolation and
shrinkwrapping theorems, as in Canary [28] and Soma [64].
1.1. Some corollaries. We present in this section three corollaries of
Theorem 14.4. Their brief proofs can be found in §14.1.
First, note that both product regions and thin 1-handles fiber over an
interval, with bounded diameter fibers. As building blocks have entirely
bounded diameter, this shows that CC(M) has the coarse structure of
a metric graph, where the product regions and thin 1-handles are edges,
and where the building blocks are vertices. More formally,
Corollary 14.8. There is some C = C(k, ) such that the convex core
of any hyperbolic 3-manifold M with
rank(pi1(M)) ≤ k, inj(M) ≥ 
is (1, C)-quasi-isometric to a metric graph with at most n = n(k) edges,
some of which some of which may be half-infinite or biinfinite.
As a corollary of the corollary, one can then prove the following:
Corollary 14.9. Suppose that M is a hyperbolic 3-manifold such that
rank(pi1(M)) ≤ k and inj(M) ≥ . Then the radius rM of the largest
embedded ball in CC(M) is at most some function of k, .
This result was one of our initial motivations here. It resolves the
following 1989 question of McMullen, see [1], in the thick case.
Question 1 (McMullen). If M is a hyperbolic 3-manifold with rank at
most k, is the radius rM of the largest embedded ball in CC(M) bounded
above by some function of k?
We should mention that in [17], Bowditch gave a uniform bound for
rM that depends only on the topology of M . However, he does not
relate it to any specific algebraic invariants of pi1M .
Recall that a Heegaard splitting of a compact 3-manifold M is a
surface S ⊂ M that divides M into two compression bodies, M =
C1 ∪S C2, where S is the exterior boundary of each Ci. (See §3.4 for
definitions; when M is closed, C1, C2 are handlebodies.) Any compact,
orientable M admits a Heegaard splitting, and the minimal genus of
such a splitting is the Heegaard genus g(M). Note that
rank(M) ≤ g(M),
7since the fundamental group of each compression body in a Heegaard
splitting surjects onto pi1M .
In the 1960s, Waldhausen conjectured that the rank and genus of
a closed orientable 3-manifold are always equal. This became known
as the Generalized Poincare´ Conjecture, since the rank zero case is
the Poincare´ conjecture. In 1984, Boileau-Zieschang [14] constructed
Seifert-fibered 3-manifolds with rank two and Heegaard genus three,
disproving the conjecture, and later Schultens-Weidmann [59] showed
that the difference between rank and genus can be arbitrarily large.
The question of whether rank and genus were equal for hyperbolic 3-
manifolds remained open (and active) until Li [45] constructed hyper-
bolic examples where they differ in 2013.
On the other hand, in all known examples the Heegaard genus is at
most twice the rank. Considerable effort has been made to either prove
or disprove the existence of a linear bound [2, 42, 43, 44], but currently
it is not even known whether the Heegaard genus of a 3-manifold is
bounded above by any function of rank. However, using our geometric
decomposition one can prove the following.
Corollary 14.10. The Heegaard genus g(M) of a hyperbolic 3-manifold
M is bounded above by some function of rank(pi1M) and inj(M).
Here, the Heegaard genus of a noncompact M with finite rank is that
of any manifold compactification, which must exist by the Tameness
Theorem [3, 25]. Note that when M is closed, Corollary 14.10 actually
implies Corollary 14.9, using work of Bachman–Cooper–White [7].
1.2. The role of carrier graphs. It is crucial in our work to have a
tool that allows one to understand a generating set for pi1M in a way
that interfaces with the hyperbolic geometry of M .
A carrier graph is a pi1-surjective map X −→M , where X is a graph.
Any generating set for pi1M can be represented by a carrier graph in M ,
e.g. instance as a wedge of circles. Two carrier graphs f, g : X −→ M
are equivalent if there is a homotopy equivalence h : X → Y such that
g ◦ h is homotopic to f , and a carrier graph has minimal length if it
minimizes edge length sum over all equivalent carrier graphs.
In [71], White noticed that minimal length carrier graphs have re-
stricted geometry: for instance, they are trivalent with 3 rank(pi1X)−3
geodesic edges that connect at 2pi
3
-angles. He used this to show that
if pi1M is not free, then X contains a cycle whose image in M has
length bounded above by a function of rank(pi1X). We extend White’s
observation as follows, generalizing our earlier work in [66, 9, 12].
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Theorem 8.2. Given  > 0, there is some constant D = D() as
follows. Let M be a complete -thick hyperbolic 3-manifold and assume
that the surface ∂CC(M) has injectivity radius at least . If
f : X −→M
is a minimal length carrier graph and Y ⊂ X is a proper subgraph of
X, there is an edge e ⊂ X \Y that spends a length of at most D outside
of the ‘hyperbolic convex hulls of the adjacent components of f(Y )’.
See §8 for a precise statement; the convex hull indicated above should
be taken in the universal cover rather than in M . Recall that the
surface ∂CC(M) is intrinsically hyperbolic, and that it may be thin
even if M is thick, if it is compressible in M .
The basic idea behind the existence of the thin 1-handles and product
regions in Theorem 14.4, then, is as follows. Each thin part of ∂CC(M)
determines a thin 1-handle. If we split M along all these 1-handles, we
can reduce to the case where ∂CC(M) is thick, so that Theorem 8.2
applies. Take a minimal length, minimal rank carrier graph
X −→M.
Since rank(M) is bounded and X is trivalent, X has a bounded number
of edges. So, we can divide X into a ‘short’ subgraph Y ⊂ X and its
‘long’ complement X \ Y , both possibly disconnected, such that
• all edges of Y have length at most some L = L(k, ),
• all edges of X \ Y have length much bigger than L.
Theorem 8.2 then says that there is an edge e ⊂ X \ Y that only
spends a bounded amount of its length outside the convex hulls of the
adjacent components Y0 ⊂ Y . Since e is extremely long, some such Y0
has a huge convex hull. And since all edges of Y0 have bounded length,
this convex hull is much bigger than Y0 itself, which means the cover of
M corresponding to the image of pi1(Y0) −→ pi1M has a huge diameter
convex core, which implies that it contains a product region. (This is
a finite version of the statement that any -thick hyperbolic 3-manifold
with finitely generated fundamental group and noncompact convex core
has a degenerate end. Note that degenerate ends have neighborhoods
that are noncompact product regions, see Proposition 5.8.)
Except for the part about thin 1-handles, the argument above was
essentially present in our earlier paper [11], where we showed that all
but finitely many thick, closed hyperbolic 3-manifolds with bounded
rank contain a wide product region. In some sense, the kernel of this
paper is Lemma 11.3, which is a similar, but much more involved,
9Figure 2. A ‘knotted’ genus 2 surface in a handlebody.
manipulation of minimal length carrier graphs. See also 2 below, where
we outline the proof of Theorem 14.4 (and of Lemma 11.3) in detail.
1.3. Wide product regions are unknotted. While the kernel of
this paper may involve carrier graph manipulations, much of the sur-
rounding work involves understanding how product regions that are
wide relative to their genera can sit inside of M . In particular, it is
crucial for us to show that such wide product regions cannot be ‘knot-
ted’ inside M . In hopes of later applications, we develop almost all of
this theory without the -thick assumption, using a notion of ‘width’
relative to the -thin part of M .
Let M be a hyperbolic 3-manifold, let  > 0, and let U ⊂ M is a
product region U ⊂ M , say with U ∼= Σg × [0, 1]. The genus of U is
defined to be the genus g of the surface Σg, and the -width of U is
width(U) := inf
γ
length(γ ∩M>),
where the infimum is over paths γ in U that join the two boundary
components of U , and M> is the -thick part of M .
A special case of one of our results is the following:
Special case of Corollary 6.23. Given g ≥ 2,  > 0, there is some
L as follows. Suppose M is the interior of a compression body M¯ , and
U ⊂M is a genus g product region with -width at least L. Then each
component of M¯ \ int(U) is a compression body.
So for instance, if M is the interior of a handlebody, the surface in
Figure 2 cannot be a level surface in a wide product region.
Here is another related result. Given a product region U ⊂ M , say
with U ∼= Σg × [0, 1], we can form the double compression body
DC(M,U) ⊂M
from U by attaching a maximal collection of disjoint 2-handles in
M \ int(U) to the two components of ∂U , and filling in any 2-sphere
boundary components of the result with the balls they bound in M .
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Theorem 7.1. Given g ≥ 2,  > 0, there is L as follows. Suppose M
has no cusps, and U has genus g and -width at least L.
(1) If Σ is a boundary component of DC(M,U) that is not isotopic
to a level surface of U , then Σ is incompressible in M .
(2) Either the inclusion DC(M,U) ↪→M is pi1-injective, or U com-
presses to one side in M and bounds a twisted interval bundle
over a nonorientable surface to the other side.
Part (2) is the more difficult part of this result. Now, if ∂U = S1∪S2,
one way the double compression body DC(M,U) could fail to be pi1-
injective is that there could be curves α1, β1 ⊂ S1, where α1 compresses
in M \ int(U) and β1 does not, but where these curves are homotopic
in U to α2, β2 ⊂ S2, which bound an annulus in M \ int(U). So, β1 is
nullhomotopic in M , but might not be in DC(M,U). Essentially, (2)
says that this can only happen if S2 bounds a twisted interval bundle,
in which case any curve on S2 is part of such an annulus.
In contrast, suppose that S is the boundary of a regular neighbor-
hood N (K) of a nontrivial knot K ⊂ S3. Then the double compres-
sion body of (a regular neighborhood of) S can be defined in the same
way as above, and will be isotopic to N (K). However, the inclusion
N (K) ↪→ S3 is certainly not pi1-injective.
1.4. The structure of strong limits. The building blocks in Theo-
rem 14.4 are constructed as compact cores of certain limits of sequences
of manifolds with bounded rank and injectivity radius. Hence, it is im-
portant for us to be able to control the topology of such limits, and
relate their geometry to that of the approximating manifolds.
If ρi : Γ −→ PSL2C is a sequence of discrete representations, one
says that (ρi) converges algebraically to a representation ρ if for every
γ ∈ Γ we have ρi(γ) → ρ(γ) in PSL2C. And if the images ρi(Γ)
converge in the Chabauty topology to some subgroup G < PSL2C, one
says that ρi → G geometrically. If (ρi) converges both algebraically to
ρ and geometrically to G = ρ(Γ), one says that ρi → ρ strongly. The
reader can refer to §9 for more details.
The main reason why we consider -thick manifolds in this paper is
that otherwise, cusps may appear in the limit, drastically complicat-
ing its structure. For instance, by work of Thurston and Bonahon–
Otal [16], there is a sequence of discrete, faithful representations
ρi : pi1S −→ PSL2C,
where S is a closed surface of genus 2, that converges both algebraically
and geometrically, but where the geometric limit is a subgroup of
PSL2C that is not finitely generated. In contrast, if ρi → ρ is an
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Figure 3. An illustration of Theorem 9.5.
algebraically convergent sequence of discrete, faithful surface group
representations, and ρ has no parabolics (e.g., if each H3/ρi(pi1S) is
-thick for some uniform  > 0) then it is known that ρi → ρ converges
strongly. See e.g. [46, Proposition 7.39 and Theorem 7.41].
The structure of algebraic, geometric and strong limits has been
heavily studied for sequences of (ρi) of faithful representations, see for
instance [5, 6, 31, 52]. However, in this paper our representations all
come from (usually unfaithful) markings of the fundamental groups
of hyperbolic 3-manifolds M by free groups that are given by carrier
graphs f : X −→ M . In [10], we studied the algebraic and geometric
limits of discrete, unfaithful representations. Combining our work there
with our work above on wide product regions gives the following, which
is used several times in the proof of Theorem 14.4.
Theorem 9.5, informally. Suppose Γ is a finitely generated group,
ρi : Γ −→ PSL2C is a sequence of discrete representations, ρi → ρ∞
strongly, and none of these representations have parabolics. Set
Mi = H3/ρi(Γ), i = 1, 2, . . . ,∞.
Then there is a standard compact core C∞ ⊂ M∞ that pulls back to
subsets Ci ⊂ Mi as follows. Suppose that a component S ⊂ ∂C∞ pulls
back to components Si ⊂ ∂Ci. Then for large i,
(1) if S faces a degenerate end of M∞, the surface Si is adjacent
to a wide product region in Mi \ int(Ci), on the other side of
which is a compression body, and
(2) if S faces a convex cocompact end of M∞, the surface Si faces
a convex cocompact end of Mi.
See Figure 3 for an illustration.
1.5. Minimizing simplicial ruled surfaces. In the 1970s, Thurston
understood that the geometry of a hyperbolic 3-manifold is in some
sense controlled by the hyperbolic surfaces it contains. Most of his
work involved pleated surfaces, intrinsically hyperbolic surfaces S #M
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that are totally geodesic except along some lamination in S. Recently,
many authors have instead turned to the more robust simplicial hyper-
bolic surfaces, or simplicial ruled surfaces (SRSs) when the underlying
manifold has variable negative curvature. Here, a SRS is a triangu-
lated surface that is mapped into M in such a way that each edge is
a geodesic segment, each triangle is ruled by geodesics, and where the
cone angle at each vertex is at least 2pi. See §5 for details.
The reason these surfaces are useful is that they are ubiquitous. In
particular, there is a family of results that allows one to interpolate
between such surfaces with surfaces of the same type. Perhaps the
most well-known of these is due to Canary [28], who proved that in a
hyperbolic 3-manifold without cusps, any two homotopic, pi1-injective
simplicial hyperbolic surfaces that are ‘useful’ (see §5.2) are homotopic
through simplicial hyperbolic surfaces. While Canary’s argument does
not directly apply to variable curvature, Agol [3] gave a slightly weaker
interpolation result for SRSs in manifolds with pinched negative cur-
vature as part of his proof of the Tameness Theorem.
In these interpolation results, and in other manipulations of SRSs,
it is convenient to consider only surfaces that are pi1-injective in M .
In [64], Soma showed that one can also work with surfaces that are ‘2-
incompressible’ relative to an appropriate geodesic link Λ ⊂M , greatly
simplifying earlier technology of Calegari-Gabai [25].
For our work on wide product regions, we found it necessary to
adapt the above as follows. First, we develop an alternative theory of
minimizing simplicial ruled surfaces in manifolds with pinched negative
curvature, in which there is an Interpolation Theorem (see §5.2) for pi1-
injective surfaces that is completely natural. Then if M is a hyperbolic
3-manifold, S # M is a surface and there is an appropriate geodesic
link Λ ⊂M such that S is incompressible in the complement M \Λ, we
can just endow M \Λ with a metric of pinched negative curvature, and
work with pi1-injective simplicial ruled surfaces in M \Λ homotopic to
S, instead of using Soma or Calegari–Gabai.
We refer the reader to sections 5.2 and 5.4 for details. We will not
state any of the results precisely here, but we thought it was worth
mentioning this in the introduction, since we find this new theory to
be quite elegant, a bit simpler and a bit more powerful than its prede-
cessors. For instance, cusps present no problems for our Interpolation
Theorem, and one never needs to say ‘2-incompressible’, as being in-
compressible in a link complement suffices.
Briefly, the idea behind minimizing simplicial ruled surfaces is that
we start with a triangulated surface S in which the edges of the triangu-
lation have been assigned positive weights and a pi1-injective homotopy
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class of maps S −→ M , find a map in the right homotopy class from
the 1-skeleton of S to M that minimizes the weighted sum of the edge
lengths, and then extend the map to all of S via ruled triangles. The
result is unique, at least on the 1-skeleton, and will be a simplicial ruled
surface (although the triangulation can ‘collapse’, see Lemma 5.5). To
interpolate between two such maps, we just take a common refinement
of the two triangulations of S and take any interpolation from the in-
duced system of weights supported on the edges of the first, to that on
the edges of the second. See the Interpolation Theorem, in §5.2.
1.6. Plan of the paper. In the next section, §2, we give a detailed
outline of the paper that includes informal statements of many of the
main results. Sections 3 and 4 furnish some necessary background on 3-
manifold topology and the geometry of manifolds with pinched negative
curvature, respectively. In §5, we discuss some familiar background on
simplicial ruled surfaces, and show how to prove variants of some of the
standard related theorems using minimizing simplicial ruled surfaces.
Section 6 sets up the machinery necessary to manipulate wide product
regions in M , and we understand how products regions can compress
in §7. Sections 8 and 9 flesh out the material on carrier graphs and
strong limits presented above. The actual proof of Theorem 14.4 is
contained in Sections 10–14; the reader should refer to the outline in
§2 to understand how the individual sections fit into the proof.
1.7. Conventions. All manifolds in this paper are orientable and all
Riemannian manifolds are complete.
1.8. Acknowledgements. The authors would like to thank Ian Agol
and Jason DeBlois for helpful conversations. The first author was par-
tially supported by NSF grant DMS-1611851 and CAREER Award
DMS-1654114.
2. An outline of the proof
In this section, we sketch how to construct the geometric decom-
position in Theorem 14.4. Fix k,  > 0 and assume that M is an
-thick hyperbolic 3-manifold with rank(pi1M) ≤ k. We want to con-
struct a collection of at most n = n(k) pairwise disjoint thin 1-handles
and product regions in the convex core CC(M) such that the com-
plementary components have bounded diameter, and only boundedly
many topological types. (Everywhere below, ‘bounded’ means bounded
above by some constant depending only on k, .)
As mentioned in §1.2, the first step is to construct the thin 1-handles,
one for each component of the thin part of ∂CC(M). By passing to
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the cover of M corresponding to some component of their complement
in CC(M), we can reduce Theorem 14.4 to the case that ∂CC(M)
is thick. This reduction is done in §14. So, assuming from now on
that ∂CC(M) is thick, we want to show that there is a collection of
at most some n = n(k) product regions in CC(M) such that the com-
plementary components have bounded diameter and boundedly many
topology types. (This is stated in §13 as Theorem 13.1.)
Ideally, one would now just take any maximal collection of product
regions in M , and show that all the complementary components have
bounded diameter and topology. This kind of statement is true after
the fact, but it is hard to make this into a proof of Theorem 14.4,
primarily because there are no a priori rank bounds for the comple-
mentary components. So while we will at some point below say ‘take a
maximal collection of product regions’, we need to first decompose M
enough so that we can understand the topology of the result.
Step 1, splitting along barriers, see §10 and §13. A barrier of a product
region U ⊂M is a boundary component
S ⊂ ∂DC(M,U)
of the double compression body of U such that S is incompressible
in M . Note that by Theorem 7.1 (1), stated above in §1.3, if U is
sufficiently wide then the only way that a component S ⊂ ∂DC(M,U)
can be compressible in M is if we can write ∂U = S ∪ T , where S, T
are incompressible and compressible in M \ int(U), respectively.
The reason we consider barriers is that while the decomposition of M
given by an arbitrary collection of product regions is hard to control,
the splitting of pi1M given by a union Σ of disjoint, pairwise non-
isotopic barriers of sufficiently wide product regions in M is almost
always 7-acylindrical, i.e. there is no annulus in M that is a concatena-
tion of 7 essential annuli in M \ Σ. (This is Lemma 10.3—the 7 is not
optimal, see §10.) Work of Weidmann [70] on acylindrical splittings
then implies that number of components of Σ and the rank of each
component of M \ Σ are bounded above by some function of k.
Using this, we show:
Theorem 10.2, informally. For some k′ = k′(k), there is a union
Σ of at most n = n(k) pairwise disjoint and non-isotopic barriers of
wide genus-at-most-k′ product regions, such that Σ is ‘maximal’, in the
sense that even for some huge K >> k′, any barrier of a sufficiently
wide genus-at-most-K product region is isotopic to a component of Σ.
See Figure 4 for an illustration.
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Figure 4. The Σ in Theorem 10.2 is in heavy ink, and each com-
ponent of Σ is a barrier of one of the pictured product regions.
The proof is inductive. We start with Σ = ∅, and look for any
barrier that comes from a product region with genus at most some
huge bound, and width at least some even larger constant—it turns
out that any such collection of barriers can be realized disjointly in M .
We then increase the genus upper bound and the width lower bound,
and continue. The process terminates because of the universal upper
bound (depending on k, and discussed in the previous paragraph) for
the number of disjoint, non-isotopic barriers one can place in M .
Step 2, reducing to the case where barriers are peripheral, see §13. Let
Σ be as in Theorem 10.2. For each component N ⊂M \ Σ, let
MN −→M
be the cover corresponding to the subgroup pi1N ⊂ pi1M . We show:
Theorem 13.1, informally. One can construct a geometric decompo-
sition for CC(M) from geometric decompositions for each CC(MN).
In other words, if for every MN , the convex core CC(MN) admits
a collection of disjoint product regions with bounded complementary
components, these collections will project down and union over N to a
similar geometric decomposition for M .
Now any sufficiently wide product region in MN projects down to
give a wide product region in N , and any barrier of a genus-at-most-K
product region in N is isotopic to one of the adjacent components of
Σ, by the maximality condition in Theorem 10.2. So, any barrier of
a genus-at-most-K product region in MN is peripheral, meaning that
it bounds a product neighborhood of an end of MN . In other words,
after replacing M with MN , we can assume from now on that
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(?) for some huge K, all barriers of sufficiently wide, genus-at-most-
K product regions in M are peripheral in M .
Step 2, finding short carrier graphs, see §11. The reason that (?) makes
the problem of finding geometric decompositions tractable is the fol-
lowing, which is in some sense the core result of the paper.
Proposition 11.1, informally. When M satisfies (?), the manifold
M admits a carrier graph f : X −→ M whose rank is at most some
function of k, and whose total length is bounded.
Remember that when unqualified, ‘bounded’ means at most some
constant depending only on k, . The proof of Proposition 11.1 is what
we called in §1.2 the kernel of the entire paper. The idea is to start
with an arbitrary minimal rank, minimal length carrier graph
X −→M,
and to perform a sequence of surgeries on X to eliminate all extremely
long edges. Each surgery can increase the rank of X by some constant
factor, but will strictly decrease the total number of ‘long’ edges, so
that the total number of steps is at most the number of long edges in
the original X. Therefore, the final carrier graph will still have rank at
most some constant depending on k.
Formally, the proof of Proposition 11.1 is a massive contradiction
argument. We assume that there is no length bound that works, take
a sequence of counterexamples (Mi) to larger and larger bounds, and
do the surgeries above simultaneously for each i while passing to an
extraordinary number of subsequences. Instead of adopting that per-
spective here, we instead explain how to perform one of the surgeries
above on a single carrier graph X −→M . Now a crucial ingredient in
the surgery is Theorem 8.2, stated above in §1.2, which is about mini-
mal length carrier graphs. However, our surgeries may produce graphs
that do not have minimal length, so in order to iterate the process we
need to ensure that Theorem 8.2 still applies to the result.
Corollary 11.4, informally. If X −→M is a carrier graph to which
Theorem 8.2 applies, and X has a long edge, there is a new carrier
graph X ′ −→M with at most a uniform constant times as many edges
as X, that still satisfies Theorem 8.2 (maybe with a larger constant),
and that has strictly fewer long edges than X does.
Here is the idea of the proof. LetXsh ⊂ X be the subgraph consisting
of all ‘short’ edges, i.e. those with bounded length. Unless Xsh = X, in
which case we are done, Theorem 8.2 says that there is some long edge
e ⊂ X \Xsh that has only a bounded amount of length outside of the
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hyperbolic convex hulls CH(Y0) of the adjacent components Y0 ⊂ Y .
For simplicity, let’s assume that e spends all but a bounded amount
of its (large) length inside a single adjacent CH(Y0). Replace e by a
geodesic segment with the same endpoints that is distance minimizing
(in the cover corresponding to pi1Y0). If e is still long, it must be that
CH(Y0) is huge. One can then show that the image of pi1Y0 −→ pi1M
contains the fundamental group of some wide product region
U ⊂M
with genus at most rank(pi1Y0) that the edge e traverses soon after it
leaves Y0. By (?), all barriers of U are peripheral in M . Together with
Theorem 7.1, this implies that some component
C ⊂M \ int(U)
is a compression body with missing interior boundary. (So, the exterior
boundary is the adjacent component of ∂U .)
Now, C ∪U is also a compression body with missing interior bound-
ary. Create a new carrier graph X ′ from X by chopping off the part of
X that lies in C ∪ U and replacing it with a minimal length, minimal
rank carrier graph for the surface ∂(C ∪ U), as in Figure 5. Since
∂(C ∪ U) ↪→ C ∪ U
is pi1-surjective, this X
′ is still a carrier graph for M . Since
genus(U) ≤ rankpi1Y0,
the number of edges in X ′ is at most a constant factor times the number
in X. One can show that Theorem 8.2 still applies, so it remains only
to show that the number of long edges strictly decreases.
For simplicity, let’s just assume that Y0 ∩ U = ∅. There are now
two cases, depending on whether Y0 ⊂ C or not. In the former case,
one can show (see Corollary 7.8) that the product region U extends all
the way out to the boundary of CH(Y0), so that e expends all but a
bounded amount of its length inside of C ∪ U . Hence, e is no longer
long in X ′. If Y0 6⊂ C, then the fact that e is distance minimizing
implies that e implies that e does not exit C ∪ U after it enters U , so
again at most a bounded subsegment of e is left in X ′.
Step 3, constructing the geometric decomposition assuming the exis-
tence of a short carrier graph, see §12. In light of Proposition 11.1, we
can now assume that there is a carrier graph
X −→M
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Figure 5. Before and after shots of the surgery.
with rank at most some constant depending on k, and with total length
bounded in terms of k, . The rest of the proof is a(nother) big con-
tradiction argument. We assume that we have a sequence Mi of such
manifolds, each containing a bounded rank, bounded length carrier
graph Xi, and that for each possible diameter bound B, and each fi-
nite collection M of compact 3-manifolds, there is some Mi that does
not admit a geometric decomposition in which the building blocks have
diameter at most B and are homeomorphic to elements ofM. Hoping
for a contradiction, we want to show that after passing to a subse-
quence, the Mi do all admit geometric decompositions in which the
building blocks have bounded diameter and assume only finitely many
topological types, where ‘bounded’ and ‘finite’ are over all i.
For simplicity, we assume here that CC(Mi) = Mi for all i.
So, we are looking for geometric decompositions of the Mi
themselves into product regions and building blocks, instead of
decompositions of their convex cores. The proof is essentially
the same in the general case.
We first construct in each Mi a ‘central’ building block
N ci ⊂Mi
that lies near Xi. Since the Xi all have bounded rank, we can pass to a
subsequence in which every pi1Xi can be identified with some fixed free
group F . We then use the carrier graphs Xi to mark the fundamental
groups of the Mi, producing associated discrete representations
ρi : F −→ PSL2C, H3/ρi(F ) = Mi.
Using what is essentially a theorem from our earlier paper [10], see
Proposition 9.4 in this paper, after possibly doubling the rank of the
free group F and passing to a subsequence, we can assume that (ρi)
converges strongly to some ρ∞. Theorem 9.5 then implies that there is
some compact core C∞ for the limit
M∞ := H3/ρ∞(F )
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i→∞Xi
Figure 6. We construct the ‘central’ building block N ci around
the carrier graph Xi by pulling back the core of a geometric limit.
that pulls back to a compact set N ci ⊂Mi that is bounded bounded by
product regions and neighborhoods of convex cocompact ends of Mi.
This N ci will have diameter bounded above independently of i, since
for large i it is 2-bilipschitz image of the fixed compact set C∞. See
Figure 6 for an illustration.
So, we have now constructed the building block N ci and its collection
of adjacent product regions, which we call U ci , say. The idea now is that
by Theorem 9.5, the parts of Mi that lie on the other sides of the prod-
uct regions U ∈ U ci are all compression bodies. To further divide up
all of these compression bodies into bounded diameter building blocks
and product regions, we just extend U ci to any maximal collection of
pairwise disjoint product regions Ui in Mi \ N ci . By Theorem 6.23,
any product region in a compression body divides it into two smaller
compression bodies. So, the components
Ni ⊂Mi \ ∪U∈UiU
consist of N ci and a number of bounded rank compression bodies, as
illustrated in Figure 7. These components will be our building blocks.
Note that the topological type of N ci is fixed, independent of i, so there
are a finite number of topological types in total. It remains to show
that all these components have bounded diameter.
So, fixing a sequence Ni of such components, we want to show that
sup
i
diamNi <∞.
To do this, we use another limiting argument. We know the N ci have
bounded diameter, so we can assume Ni 6= N ci for all i, in which case
Ni is a compression body that is bounded in M by wide product re-
gions. We can assume that the widths of these product regions go to
infinity with i. (If not, just throw out any product region in Ui that has
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handlebodies
compression bodies
N ci
Xi
∈ Uci
Figure 7. The collection U ci of product regions adjacent to N ci
extends to a maximal collection Ui.
bounded length, and look at complementary components of the result.)
By arguments similar to those we used to produce the N ci , one can now
show that there is a geometric limit of the Mi, with base points chosen
within Ni, that is a tame hyperbolic 3-manifold with only degenerate
ends. Pieces of the degenerate ends pull back to product regions in Mi,
which must be the product regions adjacent to Ni, since the collection
Ui was maximal. Hence, a compact core in the limit pulls back to a
submanifold of Mi that contains Ni, showing that supi diamNi <∞.
3. Some topology
A compact (orientable) 3-dimensional manifold M with possible non-
empty boundary ∂M is said to be irreducible if every embedded sphere
S2 bounds a ball, and does not contain embedded real projective planes
RP 2. A compact, connected, orientable, properly immersed surface
S 6= S2,D2,RP 2 in M is pi1-injective if the homomorphism pi1(S) →
pi1(M) is injective. A pi1-injective embedded surface is said to be incom-
pressible. At the other extreme, a properly embedded surface S ⊂ M
is geometrically compressible if there is an embedded disk D ⊂M such
that ∂D = D ∩ S is a homotopically essential curve in S; a surface
which is not geometrically compressible is said to be geometrically in-
compressible. By the loop theorem, a two-sided embedded surface is
incompressible if and only if it is geometrically incompressible. On the
other hand, a one-sided geometrically incompressible surface does not
need to be pi1-injective. Observe that the orientability of M implies
that a one-sided surface has to be non-orientable. An irreducible and
atoroidal 3-manifold M has incompressible boundary if every properly
embedded disk (D2, ∂D2) in (M,∂M) is properly homotopic into ∂M .
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By the discussion above this is equivalent to the assumption that every
component of ∂M is pi1-injective.
Theorem 3.1 (Freedman-Hass-Scott, Bonahon). Assume that f : S −→
M is a pi1-injective map of a closed orientable surface into a compact,
orientable irreducible 3-manifold M , and that f is homotopic to a em-
bedding. Then given any neighborhood U of f(S), one can find an
embedding g : S −→ U that is homotopic to f within M .
A word is in order about the attributions. Freedman-Hass-Scott [32,
Theorem 5.3] proved that any least area surface in a compact Riemann-
ian 3-manifold is either embedded or double covers an embedding, and
then in our case can be perturbed to be an embedding. Bonahon [15]
was the first to observe that one can apply their results to a metric
on M that is blown up outside of a small neighborhood of f(S), and
that the least area surface that is produced lies nearby. See also [29,
Theorem 2.5] and [40], where it is explained that the technicalities that
arise in this argument can be simplified by working with a combinato-
rial version of ‘least area’ instead of the usual Riemannian one.
3.1. Interval bundles. An interval bundle over a closed surface S is
a compact, orientable and irreducible manifold M homeomorphic to
the total space of a [0, 1]-bundle over S. Observe that the bundle has
to be trivial if the surface S is orientable. If not, the bundle has to be
twisted and ∂M is connected.
Waldhausen’s cobordism theorem (see [69]). Let M be an irre-
ducible and orientable 3-manifold.
• Assume that S, S ′ ⊂ M are closed, disjoint, embedded and in-
compressible surfaces in M . If S and S ′ are homotopic then
they bound a trivial interval bundle in M .
• Assume that S ⊂ M is a closed, embedded and incompressible
surface in M and
f : (S × [0, 1], S × {0, 1})→ (M,S)
a map whose restriction to each component of S × {0, 1} is a
homeomorphism onto S. Either f is homotopic as a map of
pairs to some map f ′ with f ′(S × [0, 1]) ⊂ S, or one of the
connected components of M \ S is homeomorphic to a possibly
twisted interval bundle.
Waldhausen’s cobordism theorem is not explicitly stated in Wald-
hausen’s paper [69] but it follows easily from the results therein and is
known to all experts in the field.
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3.2. Fibers. An orientable 3-manifold M fibers over the circle with
fiber of genus g if it is homeomorphic to the total space of a Σg-bundle
over S1. Some of these bundles admit orientation preserving, fixed-
point free involutions mapping fibers to fibers in such a way that the
induced homeomorphism of S1 is orientation reversing. The quotient
of the bundle under such an involution is a manifold which fibers over
the orbifold S1/〈z → z¯〉. The regular fibers have genus g and there are
two singular fibers homeomorphic to the non-orientable surface with
euler-characteristic 1 − g. Observe that while a connected 3-manifold
M without boundary fibers over the circle if ond only if it is obtained
from two trivial interval bundles by identifying boundary components,
M fibers over S1/〈z → z¯〉 if and only if it is constructed by identifying
the boundaries of two twisted interval bundles.
3.3. Compact cores. Let M be an orientable, irreducible open 3-
manifold with pi1M finitely generated. Scott [60] showed that M admits
a compact submanifold C ⊂ M such that the inclusion C ↪→ M is a
homotopy equivalence; here, C is called a compact core of M .
Suppose now thatM is tame, i.e. it is homeomorphic to the interior of
a compact 3-manifold M¯ . A compact core C ⊂M is standard if M \C
is homeomorphic to ∂C × R. Note that this is equivalent to asserting
that the induced embedding C → M¯ is isotopic to a homeomorphism.
For a nonstandard example, one can take a knotted embedding of a
solid torus into itself that induces an isomorphism on pi1. However,
when M¯ has incompressible boundary all cores are standard:
Lemma 3.2. Suppose that M is a tame orientable irreducible 3-manifold
whose fundamental group does not split as a free product. Then every
compact core of M is standard.
Proof. Let C be a compact core of M . By [47, Theorem 2], there is
an identification C −→ M¯ such that every component of ∂C is homo-
topic within M¯ to the corresponding component of ∂M¯ . Since pi1M
is freely indecomposable, ∂C and ∂M¯ are incompressible, so Wald-
hausen’s cobordism theorem (see §3.1) implies that every component
of ∂C bounds an interval bundle with a component of ∂M¯ . 
3.4. Compression bodies. A compression body is a compact, ori-
entable and irreducible 3-manifold C which has a boundary component
∂eC such that the homomorphism
pi1(∂eC)→ pi1(C)
is surjective. Here, ∂eC is called the exterior boundary of C. The
remaining boundary components form the interior boundary ∂intC. A
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handlebody C is a compression body with empty interior boundary. A
compression body is trivial if ∂eC is incompressible; equivalently, C is
homeomorphic to the trivial interval bundle ∂eC × [0, 1]. Observe that
twisted interval bundles are not compression bodies.
Lemma 3.3. If C is a nontrivial compression body that is not a solid
torus, we have χ(∂intC) > χ(∂eC).
Proof. Regard C as being obtained from S = ∂eC by compressing
some collection of disjoint, essential and pairwise non-homotopic simple
closed curves a1, . . . , an on S, see e.g. [13]. This means that we attach
2-handles to S × {0} ⊂ S × [0, 1] along annular neighborhoods of the
curves a1, . . . , an, and then fill in any 2-sphere boundary components
that we make with balls.
To construct the interior boundary ∂intC from such a description, cut
S open along all the curves a1, . . . , an, cap off all resulting boundary
components with discs, and throws away spheres. So,
χ(∂intC) = χ(∂eC) + 2n− 2s,
where s is the number of spheres. Each sphere corresponds to a compo-
nent of S\a1∪· · ·∪an that is a planar surface. Since the ai are essential,
no complementary component can be a disk. Since no two ai 6= aj are
homotopic, the only way a complementary component can be an an-
nulus is if the two boundary components of the annulus are actually
the same curve ai, in which case S is a torus and C is a solid torus.
Hence, we can assume that each planar surface that is a component of
S \ a1 ∪ · · · ∪ an has at least three boundary components.
Now, a given ai is adjacent to at most two planar surfaces. So, if X
is the number of pairs (P, ai), where P is one of these planar surfaces
and ai is a component ∂P , it follows that
3s ≤ X ≤ 2n, =⇒ n > s. 
The following fact will also be useful.
Fact 3.4 (see, e.g. Corollary 5.22 [39]). Let C be a compression body
and let S ⊂ C an embedded, closed, connected, incompressible surface
that is not a sphere. Then S is isotopic to a component of ∂intC.
Let F be a boundary component of a compact, orientable and irre-
ducible 3-manifold M . The characteristic compression body of F is a
submanifold C ⊂M with F ⊂ ∂C satisfying the following conditions:
• C is a compression body with exterior boundary F , and
• each interior boundary component of C is incompressible in M .
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Proposition 3.5 (Bonahon [15]). Let M be a compact orientable irre-
ducible 3-manifold and S is a boundary component of M . Then S has
a characteristic compression body, and any two are isotopic in M rela-
tive to S. Moreover, the characteristic compression bodies of different
boundary components of M can be isotoped to be disjoint.
We will now denote the characteristic compression body of S ⊂ ∂M
by C(M,S). Here is a way to recognize ∂intC(M,S).
Fact 3.6. Suppose that M is a compact, orientable, irreducible 3-
manifold and S is a boundary component of M . Then up to isotopy,
the components of ∂intC(M,S) are exactly the incompressible surfaces
in M that are not spheres and are obtained from S by a sequence of
isotopies and compressions. Finally, if C ⊂M is any compression body
with ∂eC = S, then every component of ∂intC(M,S) can be obtained by
a sequence of isotopies and compressions from a component of ∂intC.
Here, a surface T ′ is obtained from T by a compression if T ′ is isotopic
to a boundary component of a regular neighborhood of T ∪D, where
D is an embedded disc in M such that ∂D ⊂ T and int(D) ∩ T = ∅.
Proof. It is a standard fact that the components of ∂intC(M,S) can
be obtained from S by compressions and isotopies, see e.g. [13, §2].
Similarly, if C ⊂ M is a compression body with ∂eC = S, then C
is isotopic to a subcompression body of C(M,S), and the same logic
implies that every component of ∂intC(M,S) can be obtained by a
sequence of isotopies and compressions from a component of ∂intC.
For the converse, let MS be the cover of M corresponding to the
subgroup pi1S. Then C(M,S) lifts to a submanifold of MS, whose in-
clusion is a homotopy equivalence. Since ∂intC(M,S) is incompressible
in C(M,S), it follows from Lemma 3.2 that MS \C(M,S) is homotopic
to ∂intC(M,S)× R. In particular, MS admits a compactification that
is naturally homeomorphic to C(M,S).
Any finite sequence of isotopies and compressions starting with S lifts
homeomorphically to MS. If the resulting surface is incompressible in
M , its lift is incompressible in MS, so if it not a sphere it is isotopic to
a component of ∂intC(M,S) by Fact 3.4. 
4. Negatively curved manifolds
In this paper we will be mostly interested in hyperbolic 3-manifolds.
However, manifolds of variable negative curvature will be used as tools
in the proofs. In these section we remind the reader of a few facts about
such manifolds. A few of these facts can be found in the literature only
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for hyperbolic manifolds; the proofs remain exactly the same and we
will only add a few remarks needed to clarify some minor differences.
Throughout this section assume that M is a complete Riemannian
3-manifold M with pinched negative sectional curvature
κ− ≤ κM ≤ κ+ < 0
Below, we will refer to κ± as the pinching constants. Recall that M is
hyperbolic if its sectional curvature is −1 everywhere; equivalently, M
is locally isometric to hyperbolic space H3.
By the Cartan-Hadamard theorem, the universal cover of M is dif-
feomorphic to R3. This implies that M is irreducible and that its
fundamental group has no torsion. In particular, pi1(M) is infinite un-
less M is simply connected. Those manifolds M as above with abelian
fundamental group are well-understood and we will assume from now
on and without further mention that pi1(M) is not abelian.
4.1. Thin-thick decomposition. The injectivity radius injx(M) of
M at the point x is half of the length of the shortest homotopically
essential loop in M through x, and the injectivity radius of M is
inj(M) = inf{injx(M) | x ∈M}.
Given a small  > 0, we will denote by M≤ the set of points in M with
injectivity radius at most  and refer to it as the -thin part of M . The
-thick part M> = M \M< is its complement. The manifold M is
called -thick if inj(M) > , or equivalently if M> = M .
The Margulis Lemma [8] asserts that there is some µ > 0, called
Margulis constant, depending only on the pinching constants κ±, with
the property that for every positive  < µ, every connected component
of the -thin part M≤ has abelian fundamental group. For hyperbolic
M , i.e. when κ± = −1, Meyerhoff [48] has estimated that µ ≥ 0.1.
Suppose that  > 0 is smaller than the Margulis constant. The non-
compact components of M≤ are called -cusps or just cusps when  is
understood from the context. A cusp U has rank k if its fundamental
group is isomorphic to Zk; there are rank 1 and rank 2 cusps.
It is well-known that M has cusps if and only if there is some homo-
topically essential curve which is not freely homotopic to a geodesic. A
manifold with positive injectivity radius has no cusps. The manifold
M is said to have hyperbolic cusps if there is some  > 0 such that the
curvature is constant −1 on all the -cusps. Throughout the paper, we
will only encounter this kind of manifolds.
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4.2. Relative distances. And much of our work, and is important to
measure distances in M relative to the -thin part M≤. See also our
earlier paper [12], in which we called these ‘-electric distances’.
Fix some  > 0 and define the -length of a path γ in M as
length(γ) = length(γ ∩M>).
One then defines -distances by taking infima over relative path lengths,
and distances between sets and diameters of sets then have obvious
-analogues. The following lemma shows that changing  results in
coarsely equivalent -distances. Namazi proved this lemma for hyper-
bolic 3-manifolds, but the argument works in pinched negative curva-
ture under the obvious modifications.
Lemma 4.1 (Namazi, Lemma 5.2 [51]). Given 2 > 1 > 0 less than
the Margulis constant, there exists a constant C = C(1, 2, κ
−, κ+) ≥ 0
such that for every Riemannian 3-manifold M with pinched negative
curvatures κ− ≤ KM ≤ κ+ < 0 and x, y ∈M we have
d2(x, y) ≤ d1(x, y) ≤ (C + 1)d2(x, y) + C.
To illustrate the usefulness of -distances, we quickly record the fol-
lowing lemma; it can be proved using the exponential decrease of path
lengths under convex projection.
Lemma 4.2 (see e.g. Namazi [51]). Let  > 0, and γ be a homotopically
essential loop in M . Then the following distance estimates hold.
(1) If γ is homotopic to a geodesic γ∗, then
cosh
(√
|κ+|d(γ, γ∗)
)
≤ length(γ)

.
(2) If γ is parabolic, then
cosh
(√
|κ+|d(γ, U)
)
≤ length(γ)

,
where U is the non-compact component of the -thin part of M
(i.e. the cusp neighborhood) into which γ is homotopic.
Here is a useful consequence of the above.
Corollary 4.3. Suppose that a, b ∈ pi1M generate a non-elementary
subgroup. For every L > 0, let K be the set of points x ∈ M for
which there are loops α, β of length at most L based at x that are freely
homotopic to a and b, respectively. Then K is compact.
Proof. If either a, b is homotopic to a closed geodesic in M , this follows
immediately from Lemma 4.2 (1). So, assume that both a, b are par-
abolic, fix  > 0 smaller than the Margulis constant and let Ua, Ub be
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the components of the -thin part of M into which a, b are homotopic.
Since 〈a, b〉 ⊂ pi1M is non-elementary, these components are distinct.
The set of points in M that lie at bounded distance to both components
is compact, so the corollary follows from Lemma 4.2 (2). 
4.3. Convex cores. Suppose now that M is a complete Riemannian
3-manifold with pinched negative curvature and no cusps. The convex-
core of M , written CC(M), is the smallest closed convex subset of M
whose inclusion into M is a homotopy equivalence. This is well-defined
unless M is simply connected, in which case we set CC(M) = ∅.
In all cases of interest, CC(M) has non-empty interior; in order to
simplify the exposition we will assume from now on that this is the case.
In particular, the convex-core CC(M) is a 3-dimensional submanifold
of M and M \ CC(M) is homeomorphic to R× ∂CC(M).
The surface ∂CC(M) is not always a smooth submanifold of M ,
even if M is hyperbolic, but it is rectifiable, meaning in particular
that compact pieces have finite area. The following result of Agol [3,
Appendix] asserts that the area of ∂CC(M) is bounded only in terms
of the topological type and the pinching constants.
Theorem 4.4 (Agol). For all κ−, κ+ < 0, there is some A such that
whenever M is a complete 3-manifold with finitely generated fundamen-
tal group and pinched negative curvature κ− ≤ κ ≤ κ+ < 0 and S is a
component of ∂CC(M), then area(S) ≤ A · |χ(S)|.
As in [3], a general fact about Riemannian surfaces with bounded
area (see Gromov [34, 4.5 3/4]) gives:
Corollary 4.5. With M,S as in Theorem 4.4, there is a homotopically
essential loop γ in S with length at most some C = C(χ(S)).
As another application of the area bound, we prove:
Corollary 4.6 (Relative BDL for ∂CC). With M and S as in Theorem
4.4, if S is incompressible then there is some C = C(κ±) such that
diam(S) ≤ C · |χ(S)|/.
Recall that the -distances are infima of path -lengths, and -lengths
are calculated by ignoring the parts of a path that lie in M≤. See §4.2.
Proof. Let x ∈ S be a point where injM(x) ≥  and let Bδ be the δ-ball
around x in M , where δ ≤ 
4
. Then Bδ is strictly convex in M . Let Dδ
be the component of S ∩ Bδ containing x. Since S is incompressible,
∂Dδ ⊂ S bounds a disk D′ in S. By minimality of CC(M), the disk D′
is contained in the (boundary of the) closure of the convex hull of ∂Dδ,
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see the proof of Lemma 11.1 in Agol’s tameness paper [3]. Therefore,
we must have D′ ⊂ B, and hence D′ = Dδ.
So, Dδ is a disk contained in the convex hull of its boundary. Since
Dδ contains x, it follows that ∂Dδ is not contained in the convex open
δ-ball around any point of ∂Bδ. (Convexity of these balls is why we
chose δ ≤ /4.) Hence, the length of ∂Dδ is at least 2δ. Integrating, we
obtain from the co-area formula that
(4.1) area(D 
4
) ≥
∫ 
4
0
2δ dδ =
2
16
.
Given p, q ∈ S, let p = p1, . . . , pn = q be a maximal sequence of points
on S such that the following properties hold for all i:
• injM(pi) ≥ ,
• 
2
≤ d(pi, pi+1) ≤ .
The disks Di ⊂ S that one obtains by intersecting S with /4-balls
around pi ∈M are disjoint, so by (4.1) and Theorem 4.4 we have
d(p, q) ≤ n ≤ area(S)
2/16
≤ C · area(S)

,
after adjusting the constant C from Theorem 4.4. 
4.4. Ends of negatively curved 3-manifolds. We discuss here the
geometry of ends of infinite volume manifolds with pinched negative
curvature, finitely generated fundamental group and hyperbolic cusps.
A natural starting point is the following theorem.
Tameness Theorem (Agol, Calegari-Gabai). Let M be a complete
Riemannian manifold with pinched negative curvature and hyperbolic
cusps. If M has finitely generated fundamental group, then M is tame.
Agol [3] and Calegari–Gabai [25] gave simultaneous proofs of the
tameness theorem for hyperbolic manifolds. Agol’s argument is writ-
ten directly in the context of non-positively curved manifolds with hy-
perbolic cusps, and one can also apply the outline of Calegari-Gabai’s
argument in the variable curvature case.
With M as in the Tameness Theorem, let C ⊂ M be a standard
compact core (see §3.3). Every component S ⊂ ∂C bounds a compo-
nent of M \ C that is homeomorphic to S × R. This component is a
neighborhood of a topological end E of M ; we say that S faces E . The
rule S 7→ E then defines a bijection from pi0(∂C) to the set of ends.
An end E of M has no cusps if it has a neighborhood whose inter-
section with every component of M≤ is bounded. Here,  is positive
and smaller than the Margulis constant. Ends E that do not have
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cusps fall into two categories. If E has a neighborhood disjoint from
the convex core CC(M), then E is called convex-cocompact. On the
other hand, an end E of M facing S ⊂ ∂C is degenerate if there is a
sequence fi : S −→M \C of simplicial ruled surfaces (see §5) that are
homotopic to S within M \ C to and where d(C, fi(S))→∞.
The following is a corollary of the Tameness Theorem and earlier
work of Canary [27] and Bonahon [15].
Geometric Tameness Theorem. Assume that M is a complete 3-
manifold with pinched negative curvature, finitely generated fundamen-
tal group and hyperbolic cusps. Every end E of N that has no cusps is
either convex-cocompact of degenerate.
We conclude this section by stating two results about how ends of 3-
manifolds can cover. The first is the Thurston-Canary covering theorem
[28]; see Agol [3] for a proof in variable curvature.
Covering theorem. Let N a complete 3-manifold with pinched neg-
ative curvature, finitely generated fundamental group and hyperbolic
cusps and let pi : N → M be a Riemannian covering. If E is a degen-
erate end (without cusps) then one of the following holds:
• M is closed and S is a virtual fiber.
• There is a neighborhood E ∼= S × R of E in N , a degenerate
end E ′ of M and a neighborhood E ′ ∼= S ′ × R of E ′ in M such
that pi(E) = E ′ and the restriction
pi|E : E → E ′
is a finite covering.
The second result is the following easy observation.
Lemma 4.7 (Ends embed out to convex core boundary). Let M1,M2
be complete hyperbolic 3-manifolds with no cusps and let
pi : M1 −→M2
be a Riemannian covering map. Suppose pi restricts to an embedding
from some neighborhood of a convex cocompact end E1 in M1 to a neigh-
borhood of an end E2 in M2. Then pi is an embedding on the component
E1 ⊂M1 \ CC(M1)
that is a neighborhood of E2, and the image E2 := pi(E1) is the compo-
nent of M2 \ CC(M2) that is a neighborhood of E2.
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Proof. Write Mi = H3/Γi, where Γ1 ⊂ Γ2, and for each i = 1, 2 let
M¯i = H3∪Ω(Γi) be the associated Kleinian manifold. Let ∂EM¯i be the
component of ∂M¯i that compactifies E , and let
ΩE ⊂ ∂∞H3
be its preimage. Since a neighborhood of E embeds in M2, we have
Λ(Γ) ∩ ΩE = ∅.
So if E˜1 is the preimage of E1 in H3, then H3 ∪ ∂∞H3 \ (E˜1 ∪ ΩE) is a
convex subset of H3∪∂∞H3 that contains the limit set Λ(Γ). Projecting
down to M2, the lemma follows. 
4.5. Constructing covering maps. We briefly record here two re-
sults that we will use to construct covering maps below.
Lemma 4.8 (Extending covering maps). Suppose N,M are complete
Riemannian 3-manifolds, possibly with boundary, and that
ρ : N −→M
is a Riemannian map such that for every component S ⊂ ∂N , restric-
tion ρ|S is a covering map onto either
(1) a component of ∂M , or
(2) an embedded, incompressible surface Σ ⊂M .
Then there is a complete Riemannian 3-manifold Nˆ , an isometric em-
bedding ι : N −→ Nˆ such that for every component S ⊂ ∂N , the
surface ι(S) ⊂ Nˆ separates Nˆ , and a Riemannian covering map
ρˆ : Nˆ −→M, ρˆ ◦ ι = ρ.
Furthermore, if M is hyperbolic with no boundary and ∂N does not have
any components that are spheres, we can assume that N˜ deformation
retracts onto ι(N).
The role of the metric above is not really that important. In all
applications, N will be some manifold constructed by gluing together
covering spaces of submanifolds of M with incompressible boundary.
If M is given a Riemannian metric, then any covering space of a sub-
manifold of M inherits a lifted metric such that the map into M is
Riemannian. However, it would be ungainly to state the lemma for
’gluings of covers of submanifolds’, and it is not true if we only require
ρ to be a local homeomorphism.
Proof. Let S ⊂ ∂N be some component that covers an incompressible
surface Σ := ρ(S) ⊂M . Let
pS : MS −→M
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be the cover corresponding to the subgroup ρ∗(pi1S) ⊂ pi1M . Since Σ
is incompressible in M , the map ρS then lifts to an embedding
ιS : S −→MS, pS ◦ ιS = ρ|N (S),
which we can extend to an embedding (also called ιS) of some collar
neighborhood N (S) of S ⊂ ∂N . Equip MS with a Riemannian metric
such that pS is Riemannian, let
CS ⊂MS \ ιS(int(N (S)))
be the component containing ιS(S), and let
Nˆ = N ∪
⋃
S⊂∂N
CS / ∼,
where ∼ identifies each S ⊂ ∂N with ι(S) ⊂ ∂CS. Setting
ι : N −→ Nˆ
to be the inclusion map, we certainly have that every component of
∂N separates Nˆ . Moreover, if M is hyperbolic with no boundary and
no S ⊂ ∂N is a sphere, then the Tameness Theorem [3, 25] (or really,
earlier work of Bonahon [15]) implies that MS ∼= S×R, with ι(S) ⊂MS
a level surface. Hence, CS ∼= S × [0,∞) deformation retracts onto
its boundary. Applying this for every S, we see that Nˆ deformation
retracts onto N .
Now Nˆ has a complete Riemannian metric that restricts to the given
metrics on N and each CS. Define the map
ρˆ : Nˆ −→M
to be ρ on N , and pS on CS. This is a (well-defined) Riemannian map
from a complete Riemannian 3-manifold to M , having the property
that for every component T ⊂ ∂Nˆ , the restriction ρˆ|T is a covering
map onto some component of ∂M . Hence, ρˆ is a covering map by the
usual arguments. (Compare with [36, Theorem 1.9, pg. 148].) 
Here is an application of the above.
Proposition 4.9. Suppose that N is an orientable, irreducible 3-manifold
with incompressible boundary and f : (A, ∂A) −→ (N, ∂N) is an es-
sential map from an annulus. Then there is a cover and a lift
pi : N˜ −→ N, f˜ : (A, ∂A) −→ (N˜ , ∂˜N), pi ◦ f˜ = f,
such that if a, b are the components of ∂A, then the components S, T ⊂
∂N˜ containing f˜(a), f˜(b) are distinct, and both S, T project down home-
omorphically to components of ∂N .
32 IAN BIRINGER & JUAN SOUTO
Proof. If the components of ∂N containing f(a), f(b) are distinct, we
can just take N˜ = N , and are done. So, we assume that f(a), f(b) are
both contained in some component Σ ⊂ ∂N .
By work of Jaco–Shalen [37] and Johannsson [38], we can properly
homotope the annulus f into some component (C,X) of the charac-
teristic submanifold of (N,Σ). Here, C is a 3-submanifold of N and
X = ∂C ∩Σ, and the pair (C,X) is either a (possibly twisted) interval
bundle (I-bundle, ∂I-subbundle), or a solid torus fibered by circles in
which X ⊂ ∂C is a collection of fibered annuli. Moreover, if C is an
interval bundle we can assume that f is a vertical annulus, while if C
is a solid torus we can assume that f is fibered by circles.
It suffices to show that there is a cover
Y −→ Σ ∪ C
and a lift f˜ of f such that f˜(a) and f˜(b) lie on different components of
the preimage of Σ, both of which project homeomorphically to Σ. For
we can then extend this to a cover of a regular neighborhood of Σ∪C,
all of whose boundary components are incompressible in N , and apply
Lemma 4.8 to extend the result to a cover of N .
If (C,X) is a trivial interval bundle, we construct the cover Y by
gluing two copies of Σ to two copies of C along the (four) copies of X,
as in Figure ??. If (C,X) is a twisted interval bundle, we construct Y
by taking a trivial interval bundle (C ′, X ′) that double covers (C,X),
and then gluing two copies of Σ to the two components of X ′.
Next, suppose that C is a fibered solid torus, so that X is a disjoint
union of n parallel annuli A1, . . . , An on ∂C. Suppose that f(a), f(b)
lie in the annuli Ak, Al, respectively.
Case (1), where k 6= l. Construct the space Y by taking n copies of Σ
and C, calling them
Σ1, . . . ,Σn, C1, . . . , Cn,
denoting the annuli in ∂Ci by Ai1, . . . , A
i
n, and for each i, j, gluing
Aij ⊂ ∂Ci to Σi+j (modn) along the appropriate annulus. The map
Y −→ Σ ∪ C
that takes each Ci to C and each Σi to Σ is then a covering map.
Moreover, our f lifts to an annulus f˜ in C1, say, such that f˜(a) and
f˜(b) lie in A1k, A
1
l ⊂ ∂C. Since these annuli are glued to Σk+1 and Σl+1,
respectively, and k 6= l, we have that f˜(a) and f˜(b) lie on different
components of the preimage of Σ as desired.
Case (2), where k = l. Since f is an essential annulus in (C,X),
for some m ≥ 2 all the annuli Ai are neighborhoods of (1,m)-curves
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on ∂C, with respect to appropriate meridian–longitude coordinates for
pi1(∂C). (Here, if m = 0 then f is not pi1-injective and if m = 1 then
C deformation retracts onto Ak, so f is homotopic into Ak ⊂ X.) Let
pi : Cm −→ C
be the unique m-sheeted cover; so, Cm is also a solid torus. Each
preimage pi−1(Aj) ⊂ Cm is a union of m disjoint annuli
A1j , . . . , A
m
j ,
each of which projects homeomorphically to Aj. Also, note that each
Aij is a neighborhood of a (1, 1)-curve on ∂Cm, in meridian–longitude
coordinates for pi1(∂Cm). The map f lifts to an essential annulus f˜
in (Cm, pi
−1(X)), so arguing as above f˜(a), f˜(b) must lie on different
annuli, say A1k and A
2
k. (Since these annuli are neighborhoods of (1, 1)-
curves, Cm deformation retracts onto each component of pi
−1(X).)
Construct Y by taking m copies Σ1, . . . ,Σm of Σ, and gluing each
Aij ⊂ ∂Cm to Σi. The natural map Y −→ Σ ∪ C is a covering map,
and f˜(a), f˜(b) lie on distinct components Σ1 6= Σ2 as required. 
Finally, we recall a construction from [10] that extends an isometric
immersion from a manifold with convex boundary to a covering map.
Proposition 4.10. Suppose that N is a complete hyperbolic 3-manifold
that has compact, smooth convex boundary and
pi : N −→M
is an isometric immersion into a (complete) hyperbolic 3-manifold M .
Then there is a complete boundaryless hyperbolic 3-manifold N ′ ⊃ N
and an extension pi′ : N ′ −→M of pi such that
(1) N ′ \N is homeomorphic to ∂N × R,
(2) pi′ is a covering map.
Proof. The manifold N ′ is obtained by extending the action of pi1N on
a convex subset of H3 to all of H3, see Theorem I.2.4.1 in [26] and (1)
follows from properties of the nearest point projection. See [26, II.1].
In [10, Cor 4.2], we show that pi radially extends to a locally bilips-
chitz map pi′ : N ′ −→M , which is then necessarily a covering map. 
5. Simplicial ruled surfaces
Let M be a complete, oriented, 3-dimensional Riemannian manifold
with pinched negative curvature κ− ≤ κ ≤ κ+ < 0.
Let ∆ be a 2-simplex. An map f : ∆ → M is said to be a ruled
triangle if the following two conditions hold:
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(1) every edge of ∆ is mapped to a geodesic segment,
(2) there is some vertex v ∈ ∆ and a foliation of ∆ by segments
beginning at v and terminating on the opposite edge, such that
each segment is mapped to a geodesic segment by f .
Note that if f : ∆→ M is a ruled triangle, then ∆ inherits from M a
smooth metric with sectional curvatures κ∆ ≤ κ+ < 0.
Let now S be a closed surface. A continuous map f : S → M is a
pre-simplicial ruled surface if there is a triangulation T of S such that
f restricts to a simplicial ruled triangle on every face of T . Sometimes,
we will write a pre-simplicial ruled surface as
f : (S, T ) −→M
when it is important to name the triangulation. Note that the induced
metrics on the ruled triangles mentioned above piece together to give
a path metric on S, which is smooth off the 1-skeleton T 1.
Assume now that p is a vertex of T and let e1, . . . , er, er+1 = e1 be
the adjacent edges with their natural cyclic order. The (extrinsic) cone
angle α(p) of S at p is the sum of the angles in M between the geodesic
segments f(e1), . . . , f(rr), more concretely
α(p) =
r∑
i=1
∠(f(ei), f(ei+1))
When the cone angle α(p) ≥ 2pi at every vertex p of T , one says that
f : S →M is a simplicial ruled surface. Every simplicial ruled surface
is rectifiable, and the pulled-back path metric on S is locally CAT(κ+).
Abusing terminology, we will often refer to the surface S endowed with
the pull-back metric and the image f(S) as simplicial ruled surfaces
as well. Finally, if the ambient manifold M is hyperbolic, then ruled
triangles are totally geodesic triangles, and we will usually call f a
simplicial hyperbolic surface instead of a simplicial ruled surface.
Remark. The most important property of a simplicial ruled surface is
that the induced metric is CAT(κ+). This could also be achieved by
requiring the intrinsic cone angles of the metric to be at least 2pi at
every vertex, instead of having a condition on the extrinsic cone angles.
However, the definition above implies that a presimplicial ruled surfaces
which agrees on the 1-skeleton of the triangulation with some simplicial
ruled surface is actually simplicial; i.e. the difference between being
simplicial and presimplicial is independent of the particularly chosen
foliation of the faces of the triangulation. Notice also that if M is
hyperbolic then the intrinsic and the extrinsic angles agree.
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5.1. Bounded diameter lemmas. We mentioned above that when
f : S −→ M is a simplicial ruled surface, then S is CAT(κ+). The
Gauß-Bonnet Theorem then implies
(5.1) vol(S) ≤ 2pi|κ+| |χ(S)|.
Since an embedded metric ball in a CAT(κ+) surface has at least the
area of a disk with the same radius in R2, one can bound the length of
any minimizing path γ in the -thick part of S by choosing a maximal
collection of disjoint 
2
-balls whose centers lie on γ. Hence,
Bounded Diameter Lemma (Thurston, Bonahon). If f : S −→ M
is a simplicial ruled surface of genus g ≥ 2, then every two points on
S are joined by a path γ such that
length(γ ∩ S>) ≤ 8(g − 1)|κ+| .
Here, S> is the -thick part of S, so the lemma says that the diameter
of S is bounded rel S>. Note that in general, we have no fixed lower
curvature bound for simplicial ruled surfaces in M , so a priori there
may be simplicial ruled surfaces whose -thick parts are empty, even
when  is small relative to the pinching constants κ± of M .
Definition 5.1. A simplicial ruled surface f : S −→ M is not acci-
dentally thin (NAT) if when S is endowed with the pullback metric,
f(S≤) ≤M≤.
As an example, any incompressible simplicial ruled surface S −→M
is NAT. More generally, any S −→ M that is incompressible within a
-neighborhood of its image is also NAT. We then have the following
version of the Bounded Diameter Lemma for NAT surfaces.
Bounded Diameter Lemma rel M≤. Fix  > 0. If f : S −→ M
is a NAT simplicial ruled surface, then any two points x, y ∈ S can be
joined by a path γ such that
length(f(γ)) ≤ D :=
8(g − 1)
|κ+| .
In particular, we have that diam f(S) ≤ D.
See §4.2 for a discussion of length and diam.
The following result is a strengthening of the Bounded Diameter
Lemma, although it lacks the explicit constants.
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Lemma 5.2 (Uniformly lipschitz markings). Let S −→ M be a sim-
plicial ruled surface and endow S with the pullback path metric. Then
there is a hyperbolic surface Shyp and an L = L(|χ(S)|, κ+)-lipschitz
homeomorphism Shyp −→ S.
Here is a simple corollary of this that we will find useful below.
Corollary 5.3. Let S −→M be a simplicial ruled surface and suppose
that the pullback metric on S is -thick. Then there is a minimal size
generating set for pi1S that can be realized as a wedge of loops on S that
has length at most some L′ = L′(|χ(S)|, , κ+).
Proof. The surface Shyp given by Lemma 5.2 is /L-thick, so (at worst)
by Mumford’s compactness theorem there is some L′ such that the
conclusion of the corollary is satisfied for Shyp. To finish, push the
wedge of loops on Shyp forward to S via the lipschitz map. 
Proof of Lemma 5.2. We modify the metric on S around its cone points
to create a smooth metric that is |χ|-bilipschitz to the original and has
Gaussian curvature at most κ+. The Schwartz-Pick-Ahlfors Lemma
and the Uniformization Theorem together imply that any such metric
is the image of a 1/max{√|κ+|, 1}-lipschitz homeomorphism from a
hyperbolic surface, so this will prove the lemma with
L(g, κ+) =
|χ|
max{√|κ+|, 1} .
Take a cone point p ∈ S with cone angle α > 2pi. In polar coordinates
within a punctured δ-neighborhood of p, the metric on S has the form
ds2 = dr2 + f(r, θ)2dθ2,
where 0 < r ≤ δ and 0 ≤ θ < 2pi. We then have:
• the Gaussian curvature at (r, θ) is −frr(r,θ)
f(r,θ)
≤ κ+,
• the cone angle α = limr→0
∫ 2pi
0
f(r, θ) dθ.
Now it is easy to construct a smooth function D : [0, δ] → [1, α
2pi
] of r
with the following properties:
• D(0) = α
2pi
, D(δ) = 1 and ∂
k
∂rk
D(δ) = 0 for all k = 1, 2, . . .
• Dr ≤ 0.
The metric dt2 = D(r)2dr2 + f(r, θ)2dθ2 has cone angle 2pi at the
origin, so it is smooth there. On the boundary of its neighborhood of
definition, it patches together smoothly with our original metric. It is
α
2pi
-bilipschitz to that metric and has Gaussian curvature
K =
Drfr
D3f
− frr
f
( 1
D2
)
.
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The first term is negative if our neighborhood around p is sufficiently
small, so dt2 has curvature bounded above by −frr
f
(
1
12
) ≤ κ+. The
lemma follows once we note that by the Gauß-Bonnet Theorem, we
have α ≤ 2pi|χ|, so in fact dt is |χ|-bilipschitz to ds. 
Remark. One could replace the analytic proof above by a more involved
elementary argument. To illustrate how, suppose for simplicity that
S −→ M is a simplicial hyperbolic surface with a single vertex. If a
triangle of S has side lengths a, b, c, replace it with a new hyperbolic
triangle with side lengths a + r, b + r, c + r, where r > 0. Doing this
for every triangle on S gives a new surface Sr, such that
• the metric of Sr is smooth off of the vertex,
• if αr is the cone angle of Sr at the vertex, we have α0 = α and
limr→∞ αr = 0,
• there is a 1-Lipschitz homotopy equivalence Sr → S.
Since α ≥ 2pi by definition, there is some r0 > 0 with αr0 = 2pi. The
hyperbolic surface Shyp = Sr0 has the desired properties.
5.2. Minimizing simplicial ruled surfaces. Part of the power of
simplicial ruled surfaces is that one can often interpolate between two
of them with a homotopy of simplicial ruled surfaces. Canary [28]
proved a first version of this for hyperbolic M ; a concrete statement
that one can prove using his arguments is the following.
Canary’s Interpolation Theorem (see [28, §5]). Let M be a hyper-
bolic 3-manifold with no cusps and let f0, f1 : S −→ M be homotopic
pi1-injective useful simplicial hyperbolic surfaces. Then there is a ho-
motopy (ft) from f0 to f1 through simplicial hyperbolic surfaces.
Here, a simplicial ruled surface f : S →M is useful if the associated
triangulation of S has a single vertex and there is an edge e such that
f(e) is a closed geodesic in M . Canary’s proof involves a discussion
of hyperbolic tetrahedra that does not immediately translate to the
negatively curved setting, and the statement is a bit awkward if M
has cusps. Agol [3] proved a similar, but weaker, interpolation result
in pinched negative curvature, again when M has no cusps. Here, we
prove an interpolation theorem for manifolds with pinched negative
curvature and possibly cusps.
Let M be a complete 3-manifold with pinched negative curvature,
let S be a closed orientable surface of genus g ≥ 2, let G be a finite
graph embedded in S, and choose a function
ω : E(G) −→ R+
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f0(v)
f0(w)
f0(e) f1(e)
f 1
2
(w)
f 1
2
(v)
f1(v)
f1(w)Q
m
Figure 8. Unless the image of the quadrilateral Q lies on a sin-
gle geodesic, d(f 1
2
(v), f 1
2
(w)) < length f0(e) = length f1(e). For
instance, if m is the midpoint of the appropriate geodesic joining
f0(w) and f1(v), applying [63, Lemma 1] to two appropriate com-
parison triangles in H3κ+ gives that d(f 12 (v),m) <
1
2
length f0(e).
assigning every edge e of G a positive weight ω(e). For the most part,
G will be the 1-skeleton of a triangulation, but we start with arbitrary
graphs since we need Fact 5.4 below to apply more generally.
We say that a (rectifiable) map f : S −→ M minimizes for (G,ω)
in a given homotopy class if it minimizes the weighted sum
(5.2) L(f,G, ω) =
∑
e∈E(G)
ω(e) · ( length f(e))2.
To understand why we square the length, suppose for simplicity that
two edges e, e′ of equal weight intersect in a vertex of valence two. The
image of e∪ e′ under any minimizing map f will be a geodesic, and the
edges f(e) and f(e′) will partition f(e ∪ e′) in half by length. On the
other hand, if there were no square, the partition of f(e ∪ e′) could be
arbitrary. This sort of uniqueness is necessary for the following:
Fact 5.4. Suppose fi : S −→ M , i = 0, 1, are homotopic, both mini-
mize for (G,ω), and (fi)∗(pi1S) ⊂ pi1M is not cyclic. Then f0 = f1 on
G up to orientation-preserving reparametrizations of each edge.
Note that if g : S −→ M and g|G is homotopically trivial, than any
minimizer homotopic to g is constant on G, but the image of G can
be any point in M . Similarly, if G is a cycle and g(G) is homotopic to
a closed geodesic γ in M , then a one parameter family of minimizers
homotopic to g can be obtained by translating along γ.
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Proof. Our proof is a variation of what is essentially an argument of
Siler [63, Theorem 1]. Suppose that f0, f1 both minimize and let (ft)
be a homotopy between them such that
(1) for each vertex v of G, the path ft(v), t ∈ [0, 1] is a (possibly
constant) constant speed geodesic,
(2) the image ft(e) of every edge of G is a geodesic.
By convexity of the distance function, if e is an edge of G, the function
t 7→ (length ft(e))2 is strictly convex unless it is constant. So, define
Lt = L(ft, G, ω). Since f0, f1 are minimizers, we have
L 1
2
≥ L0 = L1,
so length ft(e) is constant for every edge e of G.
In fact, more is true. If e is any edge, the fact that t 7→ length ft(e)
is constant means that the entire quadrilateral in Figure 8 lies along
some geodesic γ in M . As an application, note that if for some vertex
v, the map t 7→ ft(v) is constant, then the same is true for any adjacent
vertex w. So by connectedness, either every vertex of G is fixed in our
homotopy, in which case we are done, or no vertex is fixed. In the
latter case, another appeal to connectedness implies that the entire f0-
image of the 1-skeleton of G lies on a single geodesic γ in M . Hence,
(f0)∗(pi1S) is at most cyclic, contrary to our assumption. 
Below, let T be a triangulation of the surface S. We’ll write
L(f, T , ω) := L(f, T 1, ω),
just to cut down a notation, and will similarly say that f minimizes for
(T , ω) if it minimizes L( · , T , ω). Our goal is to construct simplicial
ruled surfaces by taking a map that minimizes for a given weight on T .
One problem with this approach is that a minimizing map may collapse
edges, and even triangles of T . So, if (S ′, T ′) is another triangulated
surface, we say that a quotient map
c : S −→ S ′
is a collapse if for any triangle ∆ of T , the restriction c|∆ is either
(1) an affine isomorphism onto a triangle of T ′,
(2) an affine map onto an edge e′ of T ′ that restricts to an isomor-
phism on two sides of ∆, and is constant on the third, or
(3) constant.
We will often write collapses as c : (S, T ) −→ (S ′, T ′), and if a collapse
exists we say that the pair (S, T ) collapses to (S ′, T ′).
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Lemma 5.5 (Minimizers are simplicial ruled, after collapse). Suppose
that g : S −→M is a pi1-injective map and (T , ω) is a weighted trian-
gulation of S. Then there are a collapse and a simplicial ruled surface
c : (S, T ) −→ (S ′, T ′), f : (S ′, T ′) −→M,
such that f ◦ c is homotopic to g and minimizes L(f, T , ω).
Proof. Fix a vertex p of T and loops α, β on the one skeleton of T
based at p that represent elements pi1(S, p) that generate a rank 2
free subgroup of pi1S. For any given bound, the set of points x ∈ M
such that there are bounded length loops based at x that are freely
homotopic to g(α), g(β) is compact, by the Margulis Lemma.
Take a sequence of simplicial ruled surfaces fi : (S, T ) −→ M ho-
motopic to g such that L(fi, T , ω) approaches the infimum. By the
paragraph above, the images fi(x) all lie in a compact subset of M , so
Arzela-Ascoli implies the maps fi converge on T 1 to some
f∞ : T 1 −→M.
If ∆ is any triangle in T , the restriction f |∂∆ is nullhomotopic in M ,
as this is true for all fi, hence f∞ extends to some
f∞ : S −→M
that minimizes L(f∞, T , ω). This map f∞ takes every edge e of T to a
(possibly constant) geodesic in M . The edges on which f∞ is constant
define a collapse c as follows. If ∆ is a triangle of T , we define a simplex
∆′ and a map c : ∆ −→ ∆′ in cases, depending on the number k of
edges of ∆ on which f∞ is constant:
(k = 0) ∆′ = ∆, and c : ∆ −→ ∆′ the identity map,
(k = 1) ∆′ is a 1-simplex, and c : ∆ −→ ∆′ is an affine map that
collapses the edge on which f∞ is constant, and is an iso-
morphism on the other two edges,
(k = 3) ∆′ is a point and c : ∆ −→ ∆′ is the (only) map.
The face identifications defining T induce identifications of the sim-
plices ∆′, giving a 2-complex (S ′, T ′) together with a map
c : (S, T ) −→ (S ′, T ′).
After a homotopy that does not change the image of T 1, the map f∞
factors as f∞ = f ◦ c for some f : S ′ −→M .
We claim that S ′ is a surface. Consider first the union C ⊂ S of
all triangles ∆ of T that are collapsed to points by c. If γ ⊂ C is a
simple closed curve, its image is a point in M , and hence γ must be
inessential in S by incompressibility. So, it bounds a disc S in S. The
image f∞(D) is a point, since if it were not, we could replace it with
41
a point and decrease the length of (T , ω). Hence, D ⊂ C. This proves
that every component of C is contractible. A similar argument shows
that if x is a point on the boundary of a case (k = 1) triangle above,
then the set of points that have the same c-image as x is an arc in S, so
in particular is also contractible. Hence S ′ is a surface and the collapse
c : S −→ S ′ is a homotopy equivalence.
Finally, we want to say that the map f : S ′ −→ M simplicial ruled.
The edges of T ′ are mapped to (non-constant) geodesics by f , so by
appropriately alterating the map on the interior of each triangle we can
assume that f is pre-simplicial ruled. Since f∞ minimizes for (T , ω),
the tangent vectors pointing along the f -images of the edges incident
to a vertex v of T ′ form a subset of the sphere T 1Mf(v) that is not
contained in any open hemisphere2; otherwise, one could perturb f(v)
in the direction of that hemisphere, and all edge lengths would decrease
by the first variational formula. If we connect these tangent vectors
by geodesic arcs on the sphere T 1Mf(v) in the order dictated by the
orientation of S, we obtain a closed curve on a unit sphere that is not
contained in an open hemisphere. This curve then has length at least
2pi, implying that the cone angle at v is at least 2pi. 
Below, we will refer to the composition of a collapse and a simplicial
ruled surface as a collapsed simplicial ruled surface (CSRS). While the
CSRSs produced in Lemma 5.5 are not unique, one can make them
unique by imposing additional constraints. An affine structure on T
is an identification of each triangle of T with a Euclidean triangle such
that transition maps are affine on edges. Note that once an affine
structure is fixed, any two points in the same triangle are joined by a
unique affine line, and the parametrization of this line is unique up to a
constant factor, so it makes sense to say that a map into a Riemannian
manifold has constant speed when restricted to such a line.
Lemma 5.6 (Uniqueness, and continuity as weights vary). Fix an
affine structure on T and choose a ‘ruling vertex’ rv(∆) for each tri-
angle ∆ in T . Using the same notation as in Lemma 5.5, the map f ◦c
is unique if we require it to satisfy the following two conditions:
(1) on every edge e of T , the map f ◦ c restricts to a constant speed
geodesic in M ,
(2) whenever ∆ is a triangle in T , the map f ◦ c restricts to a
constant speed geodesic on every affine line connecting the ruling
vertex rv(∆) to a point on the opposite side.
2This is Canary’s not locally strictly convex, or NLSC, property from [28], and
the implication about cone angles is from his paper.
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Moreover, the (now well-defined) map ω 7→ f ◦ c is continuous, where
the topology on functions S −→M is that of uniform convergence.
Below, we will sometimes summarize conditions (1) and (2) by saying
that f ◦ c is ‘compatible’ with the affine structure and ruling vertices.
Proof. Uniqueness follows immediately from Fact 5.4. It suffices to
check continuity of the map ω 7→ f ◦ c on the 1-skeleton T 1, since the
ruling vertices have been specified. But given any convergent sequence
ωi → ω, Arzela-Ascoli allows us to pass to a subsequence where the
associated maps fi ◦ ci converge on T 1 to some h : S −→ M . Then
L(fi ◦ ci, T , ωi)→ L(h, T , ω). The minimum value that L( · , T , ω) can
achieve cannot be strictly less than L(h, T , ω), since if it were then we
would have L(h, T , ωi) < L(fi◦ci, T , ωi) for large i. Hence, h minimizes
for (T , ω), and thus is the unique map h = f ◦ c that minimizes. So,
every sequence ωi that converges to ω has a subsequence such that the
corresponding maps fi◦ci → f ◦c, which shows that the map ω 7→ f ◦c
is continuous. 
Below, we will also need to understand how minimizing surfaces de-
generate when some of the edge weights tend to zero.
Lemma 5.7 (Degenerating minimizers). Suppose that g : S −→ M
is a pi1-injective map from a closed orientable surface of genus at least
two and T is a triangulation of S. Let
ω : E(T ) −→ [0, 1]
be a system of nonnegative edge weights on T , and let G ⊂ T 1 be the
subgraph consisting of those edges e where ω(e) > 0.
Fix an affine structure on T , let ωi be a sequence of positive weights
on T such that ωi → ω, and let fi : S −→ M be CSRSs that are
minimizing for (T , ωi) and constant speed on edges of T . Then either
(1) there is some map f : S −→ M that is minimizing for the
weighted graph (G,ω|G) such that fi → f on G.
(2) the image g∗(pi1G) is a cyclic parabolic subgroup of pi1M , and
as i → ∞, the images fi(G) exit the corresponding cusp of M
as their lengths tend to zero.
(3) the image g∗(pi1G) is trivial.
Note that in (1), any minimizer f for (G,ω|G) that has constant
speed on the edges of G will do, by Fact 5.4.
Proof. Let’s assume that the image g∗(pi1G) is nontrivial. First, sup-
pose g∗(pi1G) is a cyclic parabolic subgroup of pi1M . Then g can be
homotoped so that the length of g(G) is arbitrarily small, by taking
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g(G) out the corresponding cusp. The minimizing surfaces fi do the
same, since for large i all edges not in G have ωi-weights close to zero,
and hence their lengths do not contribute significantly to L(fi, T , ωi).
So, we can now assume that g∗(piG) is a non-elementary subgroup of
pi1M . It follows that the length of fi(G) in M is bounded below by the
Margulis constant. We claim that the length of fi(G) is also bounded
above, independent of i. Then if E is the number of edges in G,
length fi(G) ≤ L(fi, G, 1) + E ≤ L(fi, G, ωi)
mine∈G ωi(e)
+ E.(5.3)
Here, L is defined as the sum of the squared lengths of edges. If some
edge of fi(G) has length less than 1, squaring the length gives a smaller
value, but we can compensate for this by adding 1. Note that since
ωi → ω, which is positive on G, the denominator on the right side of
in (5.3) is bounded away from zero for large i. But then
L(fi, G, ωi) ≤ L(fi, T , ωi) ≤ L(g, T , ωi) ≤ L(g, T , 1),
which is bounded if t ≤ 1
2
. (After a small perturbation, we can assume
that g is rectifiable.) So, length fi(G) is bounded above.
Due to the length bounds discussed in the previous paragraph, all
the restrictions fi|G are uniformly lipschitz. Moreoever, their images
are contained in some compact subset of M , by Lemma 4.3. So, for
any subsequence fij , Arzela–Ascoli gives a further subsequential limit
f of fij on G. Such an f extends to a map f : S −→M (for instance,
one can just pick some huge ij and perturb fij to agree with the limit
map on G) and this f will minimizes the quantity L( · , G, ω).
We have shown that every subsequence of fi has a subsequence that
converges on G to some restriction f |G, where f : S −→ M minimizes
L( · , G, ω). Any such f must be constant speed on the edges of G,
since the fi are constant speed on edges. So, Fact 5.4 says that f |G
is independent of the subsequence chosen. In other words, picking any
such f , we have that fi|G actually converges to f |G. 
As an application, we can construct simplicial ruled surfaces nearby
closed geodesics and cusps. The reader should compare this with the
well-known constructions of ‘useful’ simplicial ruled surfaces realizing
a given simple closed curve due to Thurston and Bonahon [15].
Corollary 5.8. Suppose that g : S −→ M is a pi1-injective map from
a closed orientable surface of genus at least two and γ ⊂ S is a simple
closed curve. Then there is a family of minimizing CSRSs
ft : S −→M
44 IAN BIRINGER & JUAN SOUTO
homotopic to g such that as t→ 0, ft(γ) either converges to a closed ge-
odesic or exits a cusp of M , depending on whether g∗(γ) is a hyperbolic
or parabolic element of pi1M .
Proof. Take a triangulation T of S in which γ can be realized as a
simple cycle in the 1-skeleton of T , and let ft : S −→M be a homotopy
of simplicial ruled surfaces that minimize the squared-lengths of the
weighted triangulations (T , ωt), where ωt(e) = 1 if e is an edge on γ,
and ωt(e) = t otherwise. 
We now prove the main result of this section.
The Interpolation Theorem. Let M be a complete 3-manifold with
pinched negative curvature, S be a closed surface of genus g ≥ 2 and
suppose we have two homotopic pi1-injective CSRSs
fi : (S, Ti) −→M, i = 0, 1
that minimize for (Ti, ωi), respectively. Isotope the triangulations T0, T1
so that their 1-skeleta are transverse and choose a common refinement
T . Then there is a homotopy
F : S × [0, 1]→M, F (x, t) = Ft(x)
with the following two properties:
(1) for t ∈ [0, 1], each Ft : (S, T ) −→ M is a minimizing CSRS
with respect to some weight on T ,
(2) for i = 0, 1, there is a homotopy from fi to Fi that is contained
in an R-neighborhood NR(fi(S)) of the image of S, where R
depends only on the pinching constants of M .
With a little more work, one can even produce a homotopy from fi
to Fi all of whose tracks have bounded length. However, we do not
have an application for that here so we will just prove (2) above.
The reader may be aesthetically frustrated by the fact that the ho-
motopy is through collapsed simplicial ruled surfaces. But remember,
every CSRS has the same image as a simplicial ruled surface. Also,
one could even perform the necessary collapses continuously to get a
homotopy through (noncollapsed) simplicial ruled surfaces, although
the associated triangulations would then vary with t.
Proof. For each i = 0, 1, let T ′i be the subset of edges of T 1 that come
from edges of Ti. The ωi then induce weight functions oi on T that
are supported on T ′i , where if an edge e of Ti is subdivided into n
edges e1, . . . , en of T ′i , then we have oi(ej) = ωi(e)/n for all j. After
precomposing fi with an isotopy, we can assume that the segments
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Figure 9. The weights ot defining the interpolation.
fi(ej) all have the same length in M , in which case fi minimizes for
the cell decomposition of S with edge set T ′i and weight oi.
For t ∈ [0, 1], let ot be the system of weights on T described in
Figure 9, remembering that the weights oi are already defined when
i = 0, 1. Fix an affine structure on T so that the maps fi have con-
stant speed when restricted to edges of T ′i —this is used in the next
paragraph. The weights ot are positive when t ∈ (0, 1), so after arbi-
trarily specifying ruling vertices, the minimizing CSRSs Ft, t ∈ (0, 1)
given by Lemmas 5.5 and 5.6 form a homotopy.
By Lemma 5.7, as t→ 0 the restrictions Ft|T ′0 converge to f0|T ′0 . So,
pick some very small t0 > 0. There is a homotopy with very short
tracks from Ft0 to a map F
′
t0
that agrees with f0 on T ′0 . If ∆ is a com-
plementary region of T ′0 , the irreducibility of M implies that the maps
f0|∆ and F ′t0 |∆ are homotopic rel ∂. Moreover, by Gauss–Bonnet the
areas of the discs f0(∆) and F
′
t0
(∆) are bounded above in terms of the
pinching constant κ+, so an argument using the isoperimetric inequality
(see Agol’s [3, Lemma 12.1]) implies that the two maps are homotopic
rel ∂ in M within an R-neighborhood of the union of their images, for
some R = R(κ±). However, by the argument proving the Bounded Di-
ameter Lemma, both discs are contained in a bounded neighborhood
of their common boundary, so really f0|∆ and F ′t0 |∆ are homotopic rel
∂ in a bounded neighborhood of f0(S). Applying this to every com-
plementary region and then increasing R slightly to replace F ′t0 with
Ft0 , it follows that f0 is homotopic to Ft0 within an R-neighborhood of
f0(S) ⊂M, for some R = R(κ±).
The same argument gives some t1 very close to 1 such that f1 is
homotopic to Ft1 within some bounded neighborhood NR(f1(S)). To
finish, just reparametrize the homotopy Ft, where t ∈ [t0, t1], so that
the parameter t lies in [0, 1]. 
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Remark. Most of the work in this section works just as well with com-
pressible surfaces. In fact, the only place that we used incompressibility
was in Lemma 5.5, to say that S actually collapses to another surface,
and not to an arbitrary 2-complex. The proof of the Interpolation The-
orem goes through verbatim for compressible surfaces as long as one
allows these more general collapses. The reason we restrict our atten-
tion to incompressible surfaces is that in the general case, the collapsed
surfaces need not satisfy a bounded diameter lemma.
5.3. A useful aside. We imagine that most readers are at this point
more comfortable with the useful simplicial ruled surfaces that ap-
peared in Canary’s Interpolation Theorem, which we discussed at the
beginning of §5.2, than they are with our minimizing surfaces. The
reader who distrusts new technology can still prove an interpolation
result for useful surfaces using our Interpolation Theorem.
Corollary 5.9. Let M be a complete 3-manifold with pinched negative
curvature, S be a closed surface of genus g ≥ 2 and let  > 0. Suppose
we have two homotopic pi1-injective useful simplicial ruled surfaces
fi : S −→M, i = 0, 1.
Then there is some R = R(, g) and a homotopy (ft) between f0 and
f1 such that diam(ft(S)) ≤ R for all t ∈ [0, 1].
Proof. Suppose that fi is associated to the one-vertex triangulation Ti
of S with distinguished edge ei. First, we claim that for each i, there
is a 1-parameter family of minimizing CSRSs that limits to a useful
simplicial ruled surface with the same triangulation and distinguished
edge as fi. For if we choose weights (ω
t
i) on Ti such that ωti(ei) = 1 for
all i, while ωti(e) = t for every other edge e of Ti, then as in the proof
of the Interpolation Theorem, the corresponding CSRSs f ti converge as
t→ 0 to a useful CSRS f 0i mapping ei to a closed geodesic.
By [28, Lemma 5.1], fi and f
0
i are homotopic through simplicial ruled
surfaces. The Interpolation Theorem then applies to f ti , for small t, and
the corollary follows, where R depends on the constant in the Bounded
Diameter Lemma and the R in the Interpolation Theorem. 
5.4. Ruled surfaces in link complements. In [25], Calegari-Gabai
showed how to shrinkwrap a surface in a hyperbolic 3-manifold M
around a geodesic link Λ. This was the crucial technical tool in their
proof, in the same paper, of the Tameness Theorem. Shrinkwrapping
was later refined and greatly simplified by Soma [64], see also Namazi
[51, Section 3], who replaced the minimal surfaces used by Calegari-
Gabai with simplicial ruled surfaces. In both versions, the idea is to
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take a surface S ⊂M and homotope it without passing through Λ to be
‘tight’, in either the sense of being minimal or being simplicial ruled.
In this section, we develop an even simpler alternative to shrinkwrap-
ping. Instead of working in M relative to the link Λ, we just drill out
Λ and work with simplicial ruled surfaces in M \ Λ.
A geodesic link in a Riemannian 3-manifold M is a finite disjoint
union of simple, closed geodesics. The tube radius of a geodesic link Λ
is the maximal δ such that the metric neighborhood
Nδ(Λ) = {x ∈M | dM(x,Λ) ≤ δ}
is a (closed) regular neighborhood of Λ. A geodesic link is δ-separated if
its tube radius is at least δ, and hyperbolically δ-separated if in addition,
the metric of M is hyperbolic when restricted to Nδ(Λ).
Lemma 5.10 (PNC metrics on link complements). For all δ there
are κ− ≤ κ+ < 0 as follows. Suppose Λ ⊂ M is a hyperbolically δ-
separated geodesic link in a complete Riemannian 3-manifold (M,ρ0).
Then the manifold M \Λ admits a complete Riemannian metric ρ with
the following properties:
(1) the sectional curvature of ρ is between κ− and κ+ on Nδ(Λ).
(2) the metrics ρ and ρ0 agree outside of Nδ(Λ),
(3) the ends of (M \ Λ, ρ) corresponding to the components of Λ
have neighborhoods on which ρ is hyperbolic.
In the literature one can find numerous constructions of negatively
curved metrics in the complement of a geodesic link; see for instance
Kojima [41, Theorem 1.2.1] (using an argument of Kerckhoff) and
Agol [4]. The idea is to work in polar coordinates around Λ and stretch
the metric in the radial direction to create a cusp. We leave the proof
of Lemma 5.10 to the reader.
The following theorem plays a crucial role in this paper.
Theorem 5.11 (Shrinkwrapping onto links). Let M be a 3-manifold
with a complete metric ρ0 of pinched negative curvature and let Λ ⊂M
be a hyperbolically δ-separated geodesic link. Suppose that S is a closed
orientable surface of genus at least 2 and that
h : S −→M \ Λ
is a pi1-injective map. Fix a complete negatively curved metric ρ on
M \ Λ such that the metrics ρ and ρ0 agree outside of Nδ(Λ). Then h
is homotopic in M \ Λ to a minimizing simplicial ruled surface
f : S −→ (M \ Λ, ρ),
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and if there is a simple closed curve γ ⊂ S such that h(γ) is homotopi-
cally trivial in M , we can take f(S) ∩Nδ(Λ) 6= ∅.
The above is our replacement for the shrinkwrapping theorems of
Calegari–Gabai [25] and Soma [64]. The version we state above is ad-
vantageous for us since it fits in better with our Interpolation Theorem,
its hypotheses are weaker (Calegari–Gabai and Soma need a stronger
incompressibility condition on h), and its proof is short given §5.2.
Proof. In general, the existence of such an f is immediate from, say,
Lemma 5.5. If h(γ) is homotopically trivial in M , it is either homotopic
in MΛ to a geodesic that intersects Nδ(Λ) nontrivially, or it is parabolic
and can be homotoped completely into Nδ(Λ). So, for t ≈ 0, the image
of the surface ft from Corollary 5.8 intersects Nδ(Λ). 
Perhaps the only drawback of our approach is that we produce sim-
plicial ruled surfaces in MΛ, while Calegari–Gabai and Soma produce
surfaces in M . In other words, the Bounded Diameter Lemma applies
to the surfaces produced in Theorem 5.11, but the metric involved is
ρ, not the hyperbolic metric. However, all of our links in this paper
will have bounded length and ρ = ρ0 outside Nδ(Λ). So, we can bound
the relative diameter in M with the following trivial consequence of
Theorem 5.4 and the Bounded Diameter Lemma3.
Corollary 5.12. Using the notation of Theorem 5.4, if (M,ρ0) has
an upper sectional curvature bound of some κ+, the metric ρ is selected
using Proposition 5.10, each component of the link Λ has length at most
L and we fix  > 0, then the -diameter of f(S) ⊂ M is at most some
constant D = D(κ+, , δ, g, L). In particular, if there is a simple closed
curve γ ⊂ S such that h(γ) is null-homotopic in M , we have that the
entire image of f(S) lies at -distance at most D + δ from Λ ⊂M .
6. Wide product regions
As the reader might recall, our main theorem is that a closed hy-
perbolic 3-manifold with rank bounded above and injectivity radius
bounded below decomposes into a union of bounded diameter ‘build-
ing blocks’ and wide product regions. In this section, we define product
regions precisely, and detail their useful properties. Many of the results
here are technical lemmas that will be used later.
3Note that for the proof of Corollary 5.12, the complete metric on M \Λ will have
sectional curvature bounded above by the maximum of κ+ and the upper sectional
curvature bound in Proposition 5.10, which depends only on δ.
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For simplicity, we will assume everywhere below that M is a complete
Riemannian 3-manifold with pinched negative curvature
κ− ≤ κ(M) ≤ κ+ < 0.
For the most part, we only care about the case where M is hyperbolic,
and when we define product region below, we will actually specify that
the metric of M is hyperbolic within a product region. However, it is
necessary for §7 to allow there to be some variable negative curvature
somewhere in M , even if it occurs far from the part of M with which
we are concerned. In particular, if we phrase all of the following for
manifolds with pinched negative curvature, then we can start with a
hyperbolic M , drill out some link Λ ⊂ M , and then work without
comment in the manifold M \Λ, equipped with the complete metric of
variable negative curvature described in Proposition 5.10.
We will fix below some  ∈ (0, 1) smaller than the Margulis constant
and some genus bound g ∈ N, and we will often write things like
L = L(κ+, , g)
to indicate that L is a constant depending on , g and κ+.
Intuitively, a ‘product region’ is a subset of M homeomorphic to
Σg × [0, 1] that satisfies a Bounded Diameter Lemma in the surface
direction. We give two related definitions in this section. Generally,
we prefer the first one because it does not require fixing an arbitrary
constant, but the second is needed is order to show that product regions
are preserved under bilipschitz maps (Proposition 6.14). However, we
will see in Proposition 6.13 that the two definitions characterize the
same objects, up to some boundary error.
Definition 6.1 (Product region). A product region of genus g in M
is the image U ⊂M of a proper embedding
Σg × I −→M, I = [0, 1], [0,∞), or (−∞,∞),
such that for some regular neighborhood N (U) ⊃ U , we have:
(1) every point p ∈ U is in the image of a NAT simplicial ruled
surface Σg −→ N (U) that is a homotopy equivalence,
(2) each component S ⊂ ∂U lies in the 1-neighborhood of another
such NAT simplicial ruled surface,
(3) the sectional curvature κ of M satisfies κ ≡ −1 on N (U).
Above, recall from §5.1 that a simplicial ruled surface f : S −→ M
is not accidentally thin (NAT) if when S is endowed with the pullback
path metric, we have f(S≤) ⊂M≤.
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For the second definition, if S is a closed surface, we say that a map
f : S −→M has intrinsic diameter at most B rel M≤ if for every two
points x, y ∈ S, there is a path γ on S from x to y such that
length(f(γ) ∩M>) ≤ B.
Definition 6.2 (B-product region). A B-product region in M of genus
g is the image U ⊂M of a proper embedding
Σg × I −→M, I = [0, 1], [0,∞), or (−∞,∞),
such that for some regular neighborhood N (U) ⊃ U , we have:
(1) every p ∈ U is in the image of homotopy equivalence Σg −→
N (U) that has intrinsic -diameter at most B, and
(2) for each component S ⊂ ∂U , we have diam(S) ≤ B + 2,
(3) the sectional curvature κ of M satisfies κ ≡ −1 on N (U).
We saw in §5.1 that NAT simplicial ruled surfaces in hyperbolic M
have intrinsic diameter rel M≤ at most
(6.1) B0 :=
8(g − 1)

.
It follows that any product region as in Definition 6.1 is a B0-product
region. Here, the reason for the +2 in Definition 6.2 (2) is that there
is a 1 in Definition 6.1 (2) and 1 + 1 = 2.
Condition (2) in Definition 6.2 is on the diameter of S as a subset
of M , not a bound on its intrinsic diameter rel M≤. The difference is
not really important and is just for convenience, since it is a bit harder
to construct embedded surfaces with intrinsic diameter bounds4, and
having this property for the not-necessarily-embedded surfaces in (1) is
sufficient. Also, most of what we will say about product regions applies
without (3), but we include it because we do not know a reference for
Proposition 5.10 without some assumption of hyperbolicity.
We expect it is not wrong to think of a (B-)product region as a hy-
perbolic region homeomorphic to Σg×I that is foliated by surfaces with
bounded intrinsic -diameter. This stronger characterization would be
a pain to verify, however, and is not needed here. We do refer the
reader to White [72], though, who essentially shows that our definition
is equivalent to the stronger one inside -thick manifolds.
There are still other definitions of product region in the literature.
For instance, Namazi [51] defines product regions as subsets of M
4At least, our constructions always go through Freedman–Hass–Scott (see
Lemma 3.1), and as referenced, this method does not produce surfaces with in-
trinsic diameter bounds.
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that are bilipschitz to certain subsets of doubly degenerate hyper-
bolic 3-manifolds homeomorphic to S × R. Up to some boundary er-
ror, his product regions are also product regions as in (either) of our
definitions—one can deduce this from Proposition 6.13 below—and the
converse should also be true in some sense, although the proof would
likely involve the machinery developed by Minsky-Brock-Canary in the
proof of the ending lamination conjecture [49, 20].
Proposition 6.3 (Constructing PRs). Let M be a complete hyperbolic
3-manifold with no cusps that has a degenerate end E. Then there is
a (closed) neighborhood of E that is a product region homeomorphic to
Σ× [0,∞), for some closed surface Σ.
Conversely, note that if a product region U in a hyperbolic manifold
M is homeomorphic to Σ × [0,∞), then U is a neighborhood of a
degenerate end, basically by definition of ‘degenerate’, c.f. [46].
Proof. Canary’s Filling Theorem [28] implies that there is a pair of
neighborhoods U ⊂ U ′ of E , both homeomorphic to Σ × (0,∞), such
that every point of U lies in the image of a NAT simplicial ruled surface
Σ→ U ′ that is a homotopy equivalence.
First note that U has infinite -diameter. For the components of the
-thin part M≤ are all compact, and the distance between any two
components of M≤ is bounded below by some constant C() > 0, so
any geodesic exiting E has infinite -length.
Pick a point p ∈ U such that d(p, U) is larger than one plus the
constant in the Bounded Diameter Lemma, and pick a NAT simpli-
cial ruled surfaces σ : Σ → U ′ through p. Then the 1-neighborhood
N1(σ(Σ)) of the image of σ lies in U . Since σ is incompressible in U
and homotopic within U to an embedding, Theorem 3.1 implies that
σ is homotopic to an embedded surface S whose image is contained in
N1(σ(Σ)). This S bounds a (closed) neighborhood of E that is homeo-
morphic to Σ× [0,∞) and is contained in U . It is immediate from the
construction that this neighborhood is a product region. 
6.1. Width and Topological Product Regions. A level surface S
in a product region U is an embedded surface such that the inclusion
S ↪→ U is a homotopy equivalence. We say that U is a subproduct
region of V if both are product regions and U ⊂ V as a homotopy
equivalence. The width of a product region is the shortest length of a
path in it that connects one of its ends or boundary components to the
other. We also define the -width of a product region to be the shortest
-length of a path from one of its ends or boundary components to
the other, see Section 5. (So if U ∼= Σg × [0,∞), the -width of U is
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the smallest -length of a path that starts on ∂U and exits the end of
U .) Note that the width of any noncompact product region is infinity,
although it may have finite -width if each of its ends has a cusp.
Fact 6.4 (Width vs. Diameter). Suppose U ⊂ M is a (compact)
product region of genus g that has -width L <∞. Then
L/2 ≤ diam(U) ≤ L+D, where D = 4 · 8(g − 1)|κ+| + 2.
Here, diam(U) is the extrinsic diameter rel M≤ of U as a subset
of M . So, the L/2 would be nearly realized, for instance, if the two
components of ∂U lie very close to each other in M \ int(U). One
would get a lower bound of L using intrinsic diameter, but then there
would be no possible upper bound, since we do not impose any local
regularity on the boundary components of U .
Proof. Let γ be a path in U realizing its -width. The midpoint of
γ lies at a d-distance at least L/2 from ∂U , which proves the lower
bound. For the upper bound, just note that if p0, p1 ∈ U then we can
pick NAT simplicial ruled surfaces
f0, f1 : S −→ N (U)
in the correct homotopy class whose images pass through p0, p1, respec-
tively. By the Bounded Diameter Lemma for NAT surfaces, if T is a
component of ∂U , we have:
diam fi(S) ≤ 8(g − 1)|κ+| , diam T ≤
8(g − 1)
|κ+| + 2.
But fi(S) ∩ ∂U ∪ γ 6= ∅ for each i = 0, 1. So, we can construct a path
from p0 to p1 by concatenating appropriate paths joining points in the
sets fi(S), ∂U , and γ, which gives the upper bound above. 
Finally, we will refer to properly embedded copies of Σg × I in M
as topological product regions, in contrast with the (geometric) product
regions above. The terms level surface and topological subproduct region
will be used for topological product regions in the obvious ways.
6.2. Basic properties. Throughout this section, we remind the reader
that M is a complete Riemannian 3-manifold with pinched negative
curvature κ− ≤ κ(M) ≤ κ+ < 0. The following lemma will be used
over and over again, perhaps more than anything else in this paper.
Lemma 6.5 (Geodesics and SRSs in B-PRs). There is some D =
D(κ+, B, g, ) as follows. Let U ⊂ M be a genus g B-product region
with -width at least D, and let p ∈ U . Then
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(1) There is a closed geodesic γ ⊂ U that is homotopic in U to a
simple closed curve on a level surface, such that
d(p, γ) ≤ D, length γ ≤ D.
Moreover, if the inclusion U ↪→M is pi1-injective then
(3) for every p ∈ U , there is a minimizing (or useful) simplicial
ruled surface f : Σg −→ U in the correct homotopy class with
d(p, f(Σg)) ≤ D.
Note that since (unqualified) product regions as in Definition 6.1 are
also B0-product regions, where B0 = 8(g−1)/, the lemma also applies
to them, and the resulting constant D only depends on κ+, , g.
Proof. The -diameter of each component of ∂U is at most B, so if the
-width of U is bigger than 2A (for some A to be determined later)
there is a point q ∈ U with
d(p, q) ≤ B + A, d(q, ∂U) ≥ A.
Choose a homotopy equivalence f : Σg −→ N (U) with intrinsic -
diameter at most B that passes through q.
For (1’s), we can pick a simple closed curve α on S such that the
length of f(α) is at most 2B. If the curve α is null-homotopic in M ,
it bounds a disk in M with diameter 2B; this disk must then exit U ,
which is impossible if A ≥ 3B. We also claim the element f(α) ∈ pi1M
is not parabolic as long as d(p, ∂U) is large. For if it were parabolic,
Lemma 4.2 would give a noncompact component of the -thin part of M
at a -distance of at most 2B/ from f(α). This component would have
to exit U , which is a contradiction as long as A ≥ 2B/. Therefore,
f(α) is homotopic to a geodesic γ in M . Again by Lemma 4.2, we
have d(f(α), γ) ≤ 2B/, so d(p, γ) ≤ 2B/+B +B +A. So, for any
A ≥ max{3B, 2B/}, claim (2) holds for any D ≥ 2B/+ 2B + A.
Finally, Corollary 5.8 ogives a minimizing simplicial ruled surface
f : Σ −→ M in the correct homotopy class whose image intersects a
1-neighborhood of the geodesic γ above. (If a useful simplicial ruled
surface is desired, we can just find one that realizes γ.) If we increase
A appropriately, the Bounded Diameter Lemma says that f(Σ) ⊂ U
as desired. 
The same types of arguments also prove:
Lemma 6.6 (Level surfaces). We have the following related construc-
tions of level surfaces in product regions and B-product regions:
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(1) Given , g, κ+, there is some D as follows. Let U ⊂ M be a
genus g product region of -width at least D and let p ∈ U . Then
there is a level surface S ⊂ U that lies in the 1-neighborhood of
a NAT simplicial ruled surface f : Σg −→ U , and where
d(p, q) ≤ D, ∀q ∈ S.
(2) Given , g, κ+, B, there is some D as follows. If U ⊂ M is a
genus g B-product region of -width at least D and p ∈ U , then
there is a level surface S ⊂ U such that diam(S) ≤ B + 2 and
d(p, q) ≤ D, ∀q ∈ S.
Proof. For (1), let B0 be the constant in the Bounded Diameter Lemma
for NAT simplicial ruled surfaces. The -diameter of each component
of ∂U is at most B0 + 2, so if D is large there is a point q ∈ U with
d(q, ∂U) > B0, d(p, q) ≤ D − (B0 + 1).
Let f : Σg −→ N (U) be a NAT simplicial ruled surface whose image
passes through a point q ∈ U , and note that since d(q, ∂U) ≥ B0, we
have f(Σg) ⊂ int(U). By work of Freedman-Hass-Scott (see Lemma
3.1), the map f is homotopic in U to an embedded (level) surface S
that lies in N1(f(Σg)). So since d(p, q) ≤ D − (B0 + 1), we have.
d(p, q) ≤ D, ∀q ∈ S.
The proof of (2) is the same, except that we use B instead of B0 and
surfaces with intrinsic -diameter at most B instead of NAT simplicial
ruled surfaces in M . 
Lemma 6.6 can be used to construct subproduct regions V ⊂ U while
prescribing the positions of the two components of ∂V up to a bounded
-distance. For instance, the following is immediate:
Corollary 6.7 (Chopping PRs). There is some D = D(, κ+, g) (or,
D = D(, κ+, g, B)) as follows. Suppose that U ⊂ M is a compact
genus g product region (or, a B-product region) with -width L. Pick
L1, . . . , Ln with
∑
i Li = L, and assume that each Li ≥ D. Then U can
be decomposed as the union of n subproduct regions (or, as a union of
sub-B-product regions) with disjoint interiors
U = U1 ∪ · · · ∪ Un,
where each Ui has -width in [Li −D,Li +D].
Proof. Let D1 be at least the constant in Lemma 6.6, and let us also
assume that D1 ≥ B + 2 if U is a B-product region. Set D = 2D1.
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Pick a path γ realizing the -distance between the components ∂±U
of ∂U . For each i = 1, . . . , n, let pi be a point on γ such that
d(pi, ∂−U) =
i∑
j=1
Lj.
And for each i = 1, . . . , n, pick a level surface Si ⊂ U by applying
Lemma 6.6 to pi ∈ Ui, and also define S0 = ∂−U , and Sn+1 = ∂+U .
Then the -distance between each Si and Si+1 is between Li − 2D1
and Li + 2D1 > 0, so in particular Si, Si+1 are disjoint as we have
assumed that each Li ≥ D = 2D1. Hence, Si, Si+1 bound a topological
subproduct region Ui ⊂ U . Each Si is contained in the 1-neighborhood
of a NAT simplicial ruled surface in U (or, has intrinsic -diameter
at most B + 2), so each Ui is a subproduct region of U (or, a sub-
B-product region). Finally, since γ minimizes the -distance between
∂±U , the surface Si separates Si+1 from ∂−U in U . So, one can see
inductively that all the Ui have disjoint interiors, and ∪iUi = U . 
Here is a version of the above that works for noncompact product
regions. The proof is essentially the same, so we leave it to the reader5.
Corollary 6.8 (Truncating noncompact PRs). Fix κ+, , g and let D
be as in Lemma 6.5. Suppose that U ⊂ M is a noncompact genus g
product region. Then for any L > D, we have:
(1) If ∂U 6= ∅, we can write U = U1 ∪U2 as a union of two product
regions with disjoint interiors, where U2 is compact and has -
width in [L−D,L+D], while U1 is noncompact.
(2) If ∂U = ∅, we can write U = U1∪U2∪U3 as a union of product
regions with disjoint interiors, where U2 is compact and has -
width in [L−D,L+D], and U1, U3 are both noncompact.
One advantage of Corollary 6.8 is that we can now state most of our
results for compact product regions, knowing that they translate to the
noncompact case using the above.
Finally, we record the following.
Corollary 6.9 (PRs in the convex core). Given κ+, , g, there is some
C > 0 as follows. Let U ⊂M be a genus g product region. Then there
is a subproduct region V ⊂ U such that each component of U \ V has
-width at most C, and where V ⊂ int(CC(M)).
Proof. By Lemma 6.5 (2) and Corollary 6.7, there is a subproduct
region V ⊂ U such that each component of U \ V has -width at
5The industrious reader could also write down a version for B-product regions.
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most some C = C(κ+, , g) and contains the image of a (minimizing,
say) simplicial ruled surface f : Σg −→ U in the correct homotopy
class. The image of any such surface f is contained in CC(M), and no
component of M \CC(M) can be contained in U , since the injectivity
radius at every point of U is bounded above by Lemma 6.5 (1). So
as the images of the simplicial ruled surfaces f above separate V from
∂U , it follows that V ⊂ CC(M). 
6.3. Links in product regions. The following technical tool, essen-
tially due to Namazi, is indispensable in all our work to come. It shows
that product regions can be made incompressible by drilling out ap-
propriate links. This is useful, since then one can apply results like
Lemma 6.5 (2) in the drilled manifold.
Theorem 6.10 (Existence of links). There is some L = L(κ+, g, )(or,
L = L(κ+, g, , B)) as follows. Let U ⊂ M a compact genus g product
region (or, a B-product region) that has -width at least L. Then U
can be divided into subproduct regions (or, sub-B-product regions)
U = U1 ∪ U2 ∪ U3,
where Ui, Ui+1 share a boundary component for i = 1, 2, each of U1, U3
has -width at most L, and such that there is a 0.025-separated geodesic
link Λ ⊂ U1 ∪ U3 with the following properties:
(1) length(Λ) ≤ L and d(Λ, ∂(U1 ∪ U3)) ≥ D,
(2) the inclusions into M \Λ of U2 and every component of M \U
are all pi1-injective.
Moreover, there is a 0.025-separated geodesic link Λ2 ⊂ U2 such that
(3) there is no pi1-injective map f : S
1× [0, 1] −→ U2 \Λ2 such that
f(S1×{0}) and f(S1×{1}) lie on different components of ∂U2.
Finally, if we fix a complete metric on M \ Λ with pinched negative
curvature that agrees with the metric of M outside N0.025(Λ), as in
Theorem 5.11, then U2 ⊂ M \ Λ is a product region (or, a B-product
region, respectively).
Most of Theorem 6.10 is essentially due to Namazi [51], except that
his manifolds are hyperbolic, his definition of product region is much
stronger than ours (see §6.4), he doesn’t discuss (3), and he proves a
stronger incompressibility statement, which is overkill here given our
new shrinkwrapping technology (Theorem 5.11). However, his proof
works in our setting, and is even a bit simpler since our incompressibil-
ity conclusion is weaker. Since Theorem 6.10 is one of the most crucial
technical tools in this paper, we include a proof sketch.
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Sj
V2
V1
α1 α2 α3 β3 β2 β1
Figure 10. The surface Sj in the proof of Theorem 6.10. The
decomposition U = U1 ∪ U2 ∪ U3 is not pictured; if it were, U2
would be a region between α3 and β3.
Below, ‘huge’ is much bigger than ‘bounded’, and both terms should
be interpreted relative to the constants κ+, B, , g.
Proof Sketch. (See Namazi [51, §5].) It suffices to do the construction
so that U2 is incompressible in M \Λ, since then M \U is incompressible
in M \Λ by Van Kampen’s theorem. Also, by replacing M by the cover
corresponding to pi1U , we can assume that U separates M .
Fix n = n(g), to be determined later. If U has huge -width, then
by Lemma 6.5 (1) and Corollary 6.7, we can decompose U as a union
of product regions (or, B-product regions)
U = U1 ∪ U2 ∪ U3
and find a union Λ of disjoint closed geodesics in U1 ∪ U3, with n
geodesics contained in each of U1, U3, such that
• each component α of Λ has bounded length,
• there is a huge -distance between any two components α, β in
Λ, and between any component α and ∂U1 ∪ ∂U3.
Moreoever, we can do this so that the widths of U1, U3 are at most
some (huge) constant depending only on B, , g. If any α comes within
0.025 of itself, perform a surgery to get a shorter closed geodesic. (This
argument is due to Gabai [33], but see Namazi’s proof.) Hence, we can
assume each component α of Λ is 0.025-separated.
Pick a level surface S ⊂ U2. Hoping for a contradiction, suppose that
S is compressible in M \ Λ. The Loop Theorem then gives a simple
closed curve on S that bounds an embedded disc D ⊂M disjoint from
Λ. Surger S along D to produce a new surface in M \ Λ. Repeating,
we obtain a collection of at most |χ(S)| surfaces S1, . . . , Sr in M that
are all incompressible in M \ Λ. (Possibly some are spheres.)
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Whenever components α and β of Λ lie in U1 and U3, respectively,
they are separated in M by S, and hence they are also separated in M
by some Sj. (One proves this by cutting up S one surgery at a time—
remember that U separates M .) If the number n of components of Λ
we constructed in each of U1, U3 is very large, there is even some fixed
Sj that separates three components α1, α2, α3 that lie in U1 from three
components β1, β2, β3 that lie in U3. Place four bounded -diameter
level surfaces between these 6 components of Λ, so that we have the
situation shown in Figure 10.
Since Sj separates distinct components of Λ, it cannot be a sphere.
As the components of Λ have bounded length, Corollary 5.12 implies
that we may homotope Sj in M\Λ to a (possibly nonembedded) surface
with bounded -diameter. As this new Sj (algebraically) separates
α3, β3, it must intersect the subproduct region V2 ⊂ U pictured in
Figure 10; consequently, it will be contained in the larger region V1 ⊂ U
as long as the -distance between any two level surfaces is huge. But
since Sj separates α1 from β1, it then also separates the components
of ∂U , which is impossible if the genus of Sj is less than g. Hence,
no compressions were performed and S was incompressible in M \ Λ,
contradicting our initial assumption that it was not.
We now prove (3). At the expense of starting with a slightly larger
L, pick using the same techniques as above two bounded length, 0.025-
separated geodesics α, β in U2 such that d(α, β) is huge, and let Λ2 =
α∪β. By the annulus theorem (c.f. Scott [61]), it suffices to show there
is no properly embedded annulus
f : S1 × [0, 1] −→ U2 \ Λ2
such that f(S1 × {0}) and f(S1 × {1}) lie on different components
of ∂U2. So, suppose such an f exists. Then there are simple closed
curves on the two components of ∂U2 that are homotopic in U2 \Λ2. It
follows from Corollary 5.8 that the components of ∂U2 are homotopic
in M \ (Λ ∪ Λ2), which we consider equipped with a metric of pinched
negative curvature as in Proposition 5.10, to surfaces Σ1,Σ2 that have
bounded -diameter, and that intersect along some closed (M \ Λ)-
geodesic. But then the union Σ1 ∪ Σ2 has bounded -diameter, and
hence cannot algebraically separate both α and β from ∂U in M , since
d(α, β) is huge. This is a contradiction, since the components of ∂U2
separate α, β from ∂U .
Finally, we must show that when we endow M \ Λ with a complete
negatively curved metric as in Theorem 5.11, we can assume that the
subset U2 ⊂M \Λ is also a product region (or, a B-product region). In
the construction above, the -distance from Λ to U2 in M was chosen
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to be large. So, we can assume that the distance is large enough to use
Corollary 6.7 to construct a regular neighborhood U ⊃ N (U2) ⊃ U2
that does not intersect N0.025(Λ). Moreover, we can assume that this
distance is large enough so that no NAT simplicial ruled surface (or,
surface with -diameter at most B) can intersect both U2 andN0.025(Λ).
Hence, if use this N (U) in the definition of a product region (or, B-
product region) in M \Λ, all the required properties come directly from
the fact that U2 is a product region (or, B-product region) in M . 
As a simple corollary of Theorem 6.10, we have the following version
of Theorem 6.10 for unions of multiple product regions.
Corollary 6.11. Suppose that {U i} is a collection of compact product
regions (or, B-product regions) in M as in Theorem 6.10 and that
Λi ⊂ U i is obtained by applying Theorem 6.10 to each U i. Then the
inclusion into M \ ∪iΛi of each component of M \ U i is pi1-injective.
Proof. This follows from Van Kampen’s Theorem, since for each i the
middle subproduct region U i2 ⊂ U i from Theorem 6.10 will be incom-
pressible in M \ Λ. 
In light of Theorem 5.11, our shrinkwrapping theorem, we will often
be homotoping surfaces in the complement of links. The following
observation will be useful, and so is worth mentioning now.
Fact 6.12. If {U i} is a collection of product regions (or, B-product
regions) in M and Λi ⊂ U i, Λi2 ⊂ U i2 ⊂ U i are links as in Theorem
6.10, then if two maps f, g : X −→M \ ∪iU i with nontrivial pi1-image
are homotopic in M \∪i(Λi∪Λi2), they are also homotopic in M \∪iU i.
Proof. We first claim that the images of f, g are contained in the same
component N of M \ ∪iU i2. If they are not, then since they have non-
trivial pi1-image there is some smooth map g : A −→ M \ Λ from
an annulus where the boundary components map into different com-
ponents of M \ ∪iU i. Homotope g so that all intersections with the
(incompressible) boundary components of the U i2 are essential in A.
Then g restricts to a map on some subannulus of A that maps into
some U i2 \ Λi2 and connects distinct boundary components of U i2. By
(3) in Theorem 6.10, this is a contradiction.
We now claim that f, g are homotopic in N . But N \Λ is a subman-
ifold of M \ Λ with incompressible boundary, so it lifts to a standard
compact core in a cover Nˆ of M \Λ. The maps f, g and the homotopy
between them all lift to Nˆ , and the homotopy can be homotoped into
the given standard compact core of Nˆ . Projecting down to M , the
maps f, g are homotopic in N . 
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6.4. Reconciling the definitions, and bilipschitz maps. Here, we
show that B-product regions are the same as product regions, up to
some boundary error depending on B. We then use the equivalence
to show that bilipschitz images of product regions are product regions,
again up to some boundary error.
Proposition 6.13 (B-PR =⇒ PR). There is some C = C(κ+, g, B)
as follows. Suppose that U ⊂ M is a compact B-product region of
genus g and -width L+C, where L ≤ 0. Then U contains a topological
subproduct region that is a product region in the sense of Definition 6.1,
and that has -width at least L.
Recall that for the converse, every product region is a B0-product
region, where B0 = 8(g − 1)/, by the Bounded Diameter Lemma. In
particular, this shows that up to some boundary error, every B-product
region is a B0-product region for this fixed B0.
Proof. Suppose that the -width of U is very large. Using Corollary
6.7 and Theorem 6.10, divide U into three topological product regions
U = U1 ∪ U2 ∪ U3,
satisfying (1) and (2) in the statement of Proposition 6.13, where re-
gions with adjacent indices share a boundary component, where the
-widths of U1 and U3 are at most some L0 = L0(, g, B), and where
there is a 0.025-separated geodesic link Λ ⊂ U1 ∪ U3 with length at
most L0 such that the region U2 is incompressible in M \Λ. Moreover,
fixing a complete metric on M \Λ with pinched negative curvature that
agrees with the metric of M outside N0.025(Λ), as in Theorem 5.11, we
can assume U2 is an (incompressible) B-product region in M \ N (U).
By Lemma 6.5 (2), there are simplicial ruled surfaces
f1, g1, f3, g3 : Σg −→ U2 ⊂M \ Λ
such that the images of all four surfaces are all separated from each
other and from ∂U2 by some to-be-determined bounded distance, the
images of f1, g1 and f3, g3 lie at a bounded distance from U1 and U3,
respectively, and where f1, f3 are homologically separated by both g1
and g3. Moreover, by choosing these surfaces to have distance at least
 to ∂U2, we can ensure that they are all NAT when included into
M . Applying Freedman–Hass–Scott (Lemma 3.1), choose level surfaces
S1, S3 in U2 that are contained in 1-neighborhoods of the images of
g1, g3, respectively. Then S1, S3 bound a topological product region
V ⊂ U2 whose -width differs from that of U by only some constant
C = C(, g, B). We must show that every point of V is in the image of
a NAT simplicial ruled surface S −→ U in the correct homotopy class.
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As mentioned above, we can assume that the images of f1, f3, g1, g3
are all at least R from each other, where R is as in the Interpolation
Theorem. Hence, after replacing f1, f3 by nearby maps, we can assume
that there is a homotopy (ft), t ∈ [1, 3], from f1 to f3 in MΛ such
that ft is a (collapsed) simplicial ruled surface for all t. One can also
homotope f1 to f3 by first homotoping it to S1 within U2 \ V , then
homotoping S1 to S3 through disjoint level surfaces in V , and finally
homotoping S3 to f3 in U2 \ V . This homotopy passes through every
point of V exactly once. Concatenating it with the homotopy (ft)
by simplicial ruled surfaces gives a map from some closed 3-manifold
fibering over the circle to M whose image is disjoint from Λ. If this
map were smooth it would have degree zero, showing that every point
of V lies in the image of the homotopy by simplicial ruled surfaces, and
we would be done, and the general case follows from the smooth case
by smooth approximation. Hence, every point in V is in the image of
some ft. And as long as d(V, ∂U2) is large, every such ft is a NAT
simplicial hyperbolic surface in M . 
From now on, we will almost always work with product regions in-
stead of B-product regions. As a consequence of Proposition 6.13, we
now prove the following proposition, promised at the beginning of §6.
Proposition 6.14 (Bilipschitz maps preserve PRs). Given K ≥ 1 and
, g, there is some C = C(K, , g) as follows.
Let M1,M2 be complete hyperbolic 3-manifolds and let U1 ⊂M1 be a
genus g product region of -width at least L+ C, where L > 0, and let
F : U1 −→ U2 ⊂M2
be a K-bilipschitz embedding onto some subset U2 ⊂ M2. Then U2
contains a product region V of -width at least L whose inclusion into
U2 is a homotopy equivalence.
Here, we are only assuming our manifolds are hyperbolic (really it
only matters that M2 is) because we require the metric on a product
region to be hyperbolic, and hyperbolicity is certainly not preserved
under bilipschitz distortion.
Proof. Perhaps shrinking U1 slightly, we can assume that F maps
F (U1 ∩ (M1)≤) ⊂ (M2)≤K.
For if not, some homotopically essential loop γ of length at most  in
U1 is mapped to a homotopically trivial loop F (γ) in U2. Since
lengthF (γ) ≤ K,
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the loop F (γ) bounds a disk with diameter at most K in M2. This
disk must exit U2, which can only happen if γ was within K
2 of ∂U1.
By the Bounded Diameter Lemma and Corollary 6.7, we can pass to
a subproduct region V ⊂ U1, with nearly the same -width as U1, such
that every point p ∈ V is in the image of a NAT simplicial hyperbolic
surface f : S −→ U1 in the correct homotopy class. These surfaces have
intrinsic diameter at most B0 := 8(g − 1)/ rel M≤, by the Bounded
Diameter Lemma, and the components of ∂V have -diameter at most
B0+2. For any f as above, the composition F ◦f has intrinsic diameter
at most KB0 rel M≤K and hence intrinsic diameter rel M≤ at most
some B = B(K, g, ), by Lemma 4.1. A similar -diameter bound
applies to the components of f(∂V ). Therefore, f(∂V ) is a B-product
region, and Proposition 6.13 finishes the proof. 
6.5. Multiple product regions. In this short section, we prove two
properties of pairs of product regions in M . First, we show that if two
product regions overlap significantly, they share a level surface.
Lemma 6.15. Given g, , there is some D = D(g, , κ+) as follows.
Suppose that U, V are two product regions in M , both with genus at
most g, and suppose that there is some p ∈ U ∩ V such that
d(p, ∂U ∪ ∂V ) ≥ D.
Then there is an embedded surface S ⊂M that is a level surface in the
interiors of both U and V . Moreover, we can assume every point in S
lies at a d-distance at most D from p.
Proof. If D is much larger than the constants from Lemma 6.6 (1) and
Corollary 6.7, there is a level surface S for U that lies within D of p
that is contained in a subproduct region V ′ ⊂ V , where V ′ is a subset
of U . This S is an incompressible embedded surface in V ′, and hence
is a level surface. Certainly, if D is large enough this S will lie in the
interiors of U, V . 
Second, we show that if wide product regions co-bound a trivial in-
terval bundle, the whole picture is contained in a single product region.
This is important in the proof of Theorem 12.1. Because the metric
on a product region is assumed to be hyperbolic, even when M has
variable curvature, we must assume that M itself is hyperbolic here.
Lemma 6.16. Given g, , there is some L = L(g, ) as follows. Sup-
pose that U0, U1 are two disjoint genus g product regions in a complete
hyperbolic 3-manifold M , that each have -width at least L, and that V
is a component of M \ int(U0∪U1) that is a trivial interval bundle (i.e.,
a topological product region). Then U0 ∪ V ∪ U1 is a product region.
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Proof. It suffices to show that every point p ∈ V is in the image of
a NAT simplicial ruled surface f : S −→ U0 ∪ V ∪ U1 in the correct
homotopy class. Using Corollary 6.7 divide each Ui into two product
regions U1i , U
2
i , of roughly equal width, where U
1
i is adjacent to V . As
long as L is large, there is a 0.025-separated geodesic link
Λ ⊂ U21 ∪ U22
such that the inclusion V ↪→ M \ Λ is pi1-injective. To do this, we
apply Theorem 6.10 to get for each i, a link in U2i and a subproduct
region of U2i that is pi1-injective in the complement. But then V is
bounded on both sides by parallel topological product regions that are
pi1-injective in the corresponding link complements, so V is pi1-injective
in the complement of the union of the links.
By Lemma 6.5, if L is large there is for each i a minimizing simplicial
ruled surface fi : S −→ U1i in the correct homotopy class. The maps f0
and f1 are incompressible and homotopic in M \ Λ, so after replacing
them by nearby surfaces, the Interpolation Theorem gives a homotopy
(ft) between them in M \ Λ such that ft is simplicial ruled for all t.
The rest of the argument is the same as the end of the proof of
Proposition 6.13. Briefly, if L is large we can also assume that there
is a homotopy from f0 to f1 that touches each point of V once. So,
concatenating that with (ft) gives a map from some closed mapping
torus to M that misses Λ, and hence has degree zero. Therefore, each
point of V is in the image of some ft. And the image of any such ft is
far from the product regions U2i if L is large, so any such ft is a NAT
simplicial hyperbolic surface in M . us 
6.6. A covering theorem. Recall that our main source for product
regions is degenerate ends of hyperbolic 3-manifolds. In Section 4.4,
we saw that Canary’s Covering Theorem [28] limited the ways in which
degenerate ends can cover. Similar covering theorems can be made for
product regions with sufficiently large width; below is one version that
will find use in later sections. We state it just for -thick manifolds,
since then we can deduce it as a corollary of Canary’s result via a
geometric limit argument. However, we expect that a similar statement
holds for product regions with large -width in arbitrary M , and that
one may be able to prove it using arguments more or less along the
same lines as those in Canary’s paper.
Theorem 6.17 (A PR covering theorem). There is some L = L(g, )
as follows. Let M be a complete hyperbolic 3-manifolds and let
U, V,W ⊂M
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be -thick, genus g product regions that have disjoint interiors, and
where each shares one boundary component with the next. Assume that
f : M −→ M¯
is a covering map, that f |U is an embedding, and that the widths of
U,W are at least L. Then either
(1) the restriction f |U∪V is an embedding,
(2) some component of M¯ \f(int(U)) is a compact interval bundle.
A less brief, but more clear way to rephrase (2) is that either some
component of f(∂U) bounds a twisted interval bundle over a non-
orientable surface in M¯ \ f(int(U)), or the entire complement M¯ \
f(int(U)) is a trivial interval bundle, in which case M¯ fibers over the
circle in such a way that level surfaces of f(U) are fibers.
Note that with two applications of Theorem 6.17, one can prove that
if a product region V has a sufficiently wide subproduct region U ⊂ V
that embeds under a covering map, then V has a subproduct region
W ⊂ V that also embeds, and where each component of V \W has
bounded width. However, the version stated above is that which we
will need in this paper.
Before starting the proof, we need to establish a couple preliminary
results about product regions in -thick hyperbolic 3-manifolds. The
first is a (slightly more involved) cousin of Corollary 6.7.
Lemma 6.18. Given g, , there is some D = D(g, ) as follows. Sup-
pose that M is a complete, -thick hyperbolic 3-manifold and that U ⊂
M is a product region with genus g. Fix some r > 0 and assume that
p ∈ U is a point with d(p, ∂U) ≥ r + D. Then there is a subproduct
region V ⊂ U with BM(p, r −D) ⊂ V ⊂ BM(p, r +D).
Proof. By Lemma 6.6 (1), there is some D1 = D1(, g) such that the
D1-ball around any point in a genus g product region in an -thick
hyperbolic 3-manifold contains a level surface that is contained in the
open 1-neighborhood of a NAT simplicial hyperbolic surface in the
correct homotopy class. Set D = 3D1.
Assume for concreteness that the product region U is compact, i.e.
homeomorphic to Σg× [0, 1]. The other cases are similar, and we leave
them to the reader. Choose a level surface S that is contained in the
D1-ball around p, and let ∂±U be the two components of U . Since
d(p, ∂U) ≥ r + 3D1, there is a unit speed geodesic
γ : R −→M
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such that for some t− < −r − 4D1 < 0 < r + 4D1 < t+, we have
γ(0) ∈ S, γ([t−, t+]) ⊂ U, γ(t−) ∈ ∂−U, γ(t+) ∈ ∂+U,
and where γ|[t−,t+] minimizes the distance in U between the components
∂±U . Note that the bounds on t−, t+ imply that B(p, r + 3D1) ⊂ U .
Let S−, S+ be level surfaces of U that are contained in the D1-balls
around γ(r) and γ(−r), respectively. So
S± ⊂ B(p, r + 2D1) \B(p, r − 2D1),
since γ is distance minimizing. Moreover, S−, S+ are disjoint, and thus
bound a topological subproduct region V ⊂ U . Note that
(1) γ
(
[−r +D1, r −D1]
) ⊂ V,
(2) γ
(
[t−, t+] \ [−r −D1, r +D1]
) ⊂ U \ V,
since the geodesic γ|[t−,t+] passes through each of S−, S+ an odd number
of times, which occur in the intervals
[−r −D1,−r +D1], [r −D1, r +D1],
respectively, and V is the set of points in U that are separated from
∂U by the level surfaces S±.
Suppose q ∈ B(p, r−3D1) and let T be a level surface of U contained
in the D1-ball around q. For some t ∈ [t−, t+], we have γ(t) ∈ T , and
since γ is minimizing we must have t ∈ [−r + D1, r − D1]. There is
then a path of length at most D1 from q to γ(t), and this path cannot
intersect either S±. Hence, q ∈ V by (1) above.
Next, suppose q ∈ V . If d(q, S− ∪ S+) ≤ D1, then q ∈ B(p, r+ 3D1)
and we are done. Otherwise, for any level surface T ⊂ U contained in
the D1-ball around q, we have T ⊂ V . Pick t ∈ [t−, t+] with γ(t) ∈ T .
Then by (2) above, we have t ∈ [−r − D1, r + D1]. Hence, d(p, q) ≤
D1 + (r +D1) +D1 ≤ r + 3D1 and we are done. 
Second, we use Lemma 6.18 to prove the following:
Lemma 6.19. Fix g ≥ 2 and  > 0. Let (Mi) be a sequence of com-
plete, -thick hyperbolic 3-manifolds, let Ui ⊂Mi be genus g product re-
gions, and pi ∈ Ui a sequence of points with d(pi, ∂Ui)→∞. Then after
passing to a subsequence, (Mi, pi) converges geometrically to a doubly
degenerate hyperbolic 3-manifold (M, p) homeomorphic to Σg × R.
Moreover, if (φi) is a sequence of almost isometric maps coming from
the geometric convergence, as in Definition 9.1, then
(a) for any level surface S ⊂M , the image φi(S) is a level surface
in Ui for all large i, and similarly,
66 IAN BIRINGER & JUAN SOUTO
(b) if Si ⊂ Ui are level surfaces such that Si ⊂ B(pi, R) for some
R independent of i, then the image of φi contains Si for large
i, and φ−1i (Si) is a level surface in M .
Proof. Since the Mi are all -thick, after passing to a subsequence we
can assume that (Mi, pi) converges geometrically to some pointed hy-
perbolic 3-manifold (M, p). Let (φ) be a sequence of almost isometric
maps given by the geometric convergence, as in Definition 9.1. Then
sup
x∈M
injM(x) <∞,
since given any x ∈ M , we can take i large enough so that φi(x) is
contained deep inside Ui. By Lemma 6.5, there is a closed geodesic γ in
Ui that lies near φi(x), and the preimage φ
−1(γ) is a closed curve with
bounded length that lies near x. Moreover, φ−1(γ) is homotopically
essential in M , since if it were not, it would bound a disk with bounded
diameter, which we could compose with φi to get a nullhomotopy of
γ ⊂Mi, which is impossible since γ is a geodesic.
It therefore suffices to show that M ∼= Σg × R. For M is -thick,
and hence has no cusps, and any such M where the injectivity radius
is uniformly bounded above is doubly degenerate. To do this, let D
be as in Lemma 6.18 and fix n ∈ N. Then as d(pi, ∂Ui) → ∞, for all
i ≥ i0 = i0(n), there is a subproduct region Vn,i ⊂ Ui with
BMi(pi, 2Dn−D) ⊂ Vn,i ⊂ BMi(pi, 2Dn+D).
If i is large, φi is almost isometric and its image contains Vn,i, so we
then have a topological product region φ−1i (Vn,i) ⊂M such that
BMi(pi, 2Dn− 2D) ⊂ φ−1i (Vn,i) ⊂ BMi(pi, 2Dn+ 2D).
Here, 2D is just some constant bigger thanD, which we need to increase
because of the bilipschitz distortion in the maps φi. Set
Wn := φ
−1
i (Vn,in),
for some large in chosen as above. Then since
2Dn+ 2D ≤ 2D(n+ 1)− 2D,
we have Wn ⊂ Wn+1 for all n. Moreover, for large n each Wn is a
subproduct region of Wn+1. One way to see this is to note that with i =
in+1, the image φin+1(Wn) is an almost isometric image of Wn in Min+1 ,
and hence contains a subproduct region with nearly the same width
by Proposition 6.14. If n is large, the point pin+1 is contained in both
this subproduct region and in Vn+1,in+1 , far away from the boundaries
of both. So, Lemma 6.15 implies that φin+1(Wn) and Vn+1,in+1 share a
level surface. Applying φ−1in+1 , we see that Wn and Wn+1 share a level
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Figure 11. The product regions in Lemma 6.20, and the points
involved in its proof.
surface as well. This proves that M is a nested union of topological
product regions, each a subproduct region of the next. So, M ∼= Σg×R.
The statements about level surfaces are immediate from the con-
struction. For we can assume that we have passed to the subsequence
Min , n = 1, 2, . . . , and then any fixed level surface S ⊂ M lies in Wn
for large n, and therefore is a level surface in Wn. Hence, S pulls back
to a level surface in Vn,in ⊂ Uin . Similarly, for any sequence of level
surfaces Sn ⊂ Uin that lie at bounded distance from pin , we have that
Sin ⊂ Vn,in is a level surface for large n. This implies that φ−1in (Sin) is
a level surface of Wn, and hence is a level surface of M . 
Before starting on Theorem 6.17, we first prove two lemmas.
Lemma 6.20 (Overlapping embeddings). There is some L = L(, g)
as follows. Suppose that M is a complete hyperbolic 3-manifold,
f : M −→ M¯
is a covering map, and U1, . . . , U4 are compact, -thick, genus g product
regions with disjoint interiors, each sharing a boundary component with
the next, and where U1, U2, U4 all have width at least L. Set
V = U1 ∪ U2, W = U2 ∪ U3 ∪ U4.
If both f |V and f |W are embeddings, either
(1) f |U1∪U2∪U3 is an embedding, or
(2) some component of M¯ \ f(int(V )), say, is a compact interval
bundle.
See Figure 11 for an illustration.
Proof. Assume that f |U1∪U2∪U3 is not an embedding. Then there are
points x ∈ U1 and y ∈ U3 with f(x) = f(y).
Fix some D1, to be specified below. Taking L large, we can assume
that d(y, ∂W ) ≥ D2 for some to be determined D2 = D2(D, , g). The
D2-ball around f(y) ∈ M¯ is then contained in the product region f(W ).
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Since each component of ∂f(V ) has diameter bounded in terms of , g
and f(V ) is very wide, if D2 = D2(D, , g) is large we can assume that
there is some point x′ ∈ V with
f(x′) ∈ B, d(x′, ∂V ) ≥ D1.
Then we will have f(x′) = f(y′) for some y′ ∈ W . Note that
d(x, x′), d(y, y′) ≤ D2.
So, if L is much larger than D1, D2, we can also assume that
x 6= y′ and d(y′, ∂W ) ≥ D1
Since f is an embedding on V,W , we then have
x′ ∈ U1, y′ ∈ U3 ∪ U4.
Let D be the constant in Lemma 6.15. As long as D1 ≥ D, the
product regions f(V ), f(W ) ⊂ M¯ share a level surface S that lies in a
D-ball around the point f(x′) = f(y′). Lifting, we obtain level surfaces
Sx, Sy of U and V that in D-balls around x
′, y′, respectively, and that
both project to S. As long as D1 ≥ 2D, say, the surface Sx will lie
at least D away from U3 ∪ U4, while Sy lies in the D-neighborhood of
U3 ∪U4. So, Sx 6= Sy. Any homotopy from Sx to Sy then projects to a
nontrivial homotopy from S to itself, and then Waldhausen’s cobordism
theorem implies that some component of M¯ \ f(int(V )) is a compact
interval bundle. 
Lemma 6.21 (Propagating the embedding). Given L+, there is some
L′ = L′(g, , L+) as follows. Let M be a complete hyperbolic 3-manifold
and let U, V,W ⊂M be compact, -thick, genus g product regions with
disjoint interiors, which are adjacent, in the sense that each shares a
boundary component with the next. Let
f : M −→ M¯
be a covering map, and assume that f |U is an embedding, that V has
width at most L+, and that U,W have width at least L
′. Then either
(1) f |U∪V is an embedding, or
(2) some component of M¯\f(int(U)) is a (compact, possibly twisted)
interval bundle.
Proof. Fix L+, and assume that this is not the case, for any L
′. Then
there is a sequence of counterexamples, by which we mean
fi : Mi −→ M¯i, Ui, Vi,Wi ⊂Mi, width(Ui),width(Wi)→∞,
such that for all i, the product regions Vi have width at most L+, the
restriction fi|Ui is an embedding, but the restriction fi|Ui∪Vi is not, and
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where no component of M¯i \ fi(int(Ui)) is an interval bundle. Fixing
some sufficiently large L−, to be determined below, Corollary 6.7, we
may also pick subproduct regions U ′i ⊂ Ui and W ′i ⊂ Wi, both adjacent
to Vi, that have width in the interval [L, 2L], where L = L(, g) is
constant at least as large as the constant in Lemma 6.20.
Pick base points pi ∈ Vi for Mi. Since all our manifolds are -thick,
after passing to a subsequence, we can assume by Arzela–Ascoli that
(fi) converges to a covering
f : (M, p) −→ (M¯, f(p)),
where (M, p) and (M¯, f(p)) are geometric limits of the sequences of
pointed manifolds (Mi, pi) and (M¯i, fi(p)), respectively. If (φi) and
(φ¯i) are sequences of almost isometric maps coming from these two
geometrically convergent sequences, as in Definition 9.1, this means
that on every fixed compact subset of M , the composition φ¯−1i ◦ fi ◦ φi
is defined for large i and converges to f as i → ∞. By Lemma 6.19,
we may assume that M is a doubly degenerate hyperbolic 3-manifold
homeomorphic to Σg × R, and that both
(a) for any level surface S ⊂ M , the image φi(S) is a level surface
in Ui for all large i,
(b) the image of φi contains Vi for large i, and φ
−1
i (Vi) is a topo-
logical subproduct region of M .
Here, to get (b) above from Lemma 6.19 (b), we are using the fact that
(6.2) sup
i
diam(Vi) <∞,
which follows from Fact 6.4 since each Vi is -thick and has width at
most L+, which is independent of i. There is a similar diameter bound
for the product regions U ′i , so we may also assume after excluding
finitely many i that U ′i lies in the image of φi for every i.
Since φ¯−1i ◦ fi ◦ φi → f , for large i there is a homotopy
(6.3) f ◦ φ−1i |U ′i ∼ φ¯i ◦ fi|U ′i
By (b) above, φ−1i |U ′i is a topological subproduct region in M . More-
over, φ¯i ◦ fi|U ′i is an embedding, and by (6.3), its image
U¯ := φ¯i ◦ fi(U ′i) ⊂ M¯
lifts homeomorphically to a topological subproduct region of M .
Thurston’s Covering Theorem (see [28]) then implies that either f is
a homeomorphism, or that some component
I ⊂ M¯ \ int(U¯)
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is a (compact, possibly twisted) interval bundle. Suppose for a moment
that we are in the second case. Then when i is large, the image φ¯i(I)
is defined, and is an embedded interval bundle in M¯i whose boundary
is a subset of ∂fi(Wi). Hence, φ¯i(I) is a component of M¯i \ fi(int(U ′i)),
which is a contradiction since U ′i is a subproduct region of Ui and we
assumed no component of M¯i \ fi(int(Ui)) was an interval bundle. It
follows that f is a homeomorphism.
Let Ni be the 1-neighborhood of U ′i ∪ Vi ∪Wi ⊂ Mi. If i is large,
the composition g¯i := φ¯i ◦ f ◦ φ−1i is defined on Ni, and since f is a
homeomorphism, this g¯i will be an embedding of Ni into M¯i. And since
φ¯−1i ◦ fi ◦ φi → f , we know that for large i, the maps
fi, g¯i : Ni −→ M¯i
are homotopic via a homotopy with tracks of length less than 1. Lifting
this homotopy to Mi, we get a homotopy between two maps
ι, gi : Ni ↪→M,
where ι is the inclusion and where fi◦gi = g¯i. Since this homotopy also
has tracks of length less than 1, we have gi(Ni) ⊃ U ′i ∪ Vi ∪Wi. So as
g¯i is an embedding on Ni, the map fi is an embedding on U ′i ∪Vi ∪Wi.
We now know that fi is an embedding on both Ui and U
′
i ∪ Vi ∪Wi.
So, applying Lemma 6.20 to the four adjacent product regions
Ui \ int(U ′i), U ′i , Vi,Wi,
we see that either some component of M¯i \ fi(int(Ui)) is a compact
interval bundle or that fi restricts to an embedding on Ui ∪ Vi. 
We are now ready to prove the main result of the subsection. We
would like to let the reader know that we initially wrote a version of
the following that introduced all the relevant constants explicitly at
the beginning of the proof, but the result of this was that the first two
paragraphs were basically unreadable. We hope that the reader will
appreciate the more informal approach adopted below.
Proof of Theorem 6.17. It suffices to prove Theorem 6.17 when the
product regions U, V are compact. Any noncompact U can be ex-
hausted by compact product regions using Corollary 6.8, and the reader
can use this to deduce the general case from the compact case.
Using Corollary 6.7, write U, V,W as a union of subproduct regions
with disjoint interiors
U = V0, V = V1 ∪ · · · ∪ Vn, W = Vn+1,
where each Vi shares a boundary component with Vi+1. We may assume
that the Vi, i ∈ [1, n] all have width at most some L+ = L+(, g), and
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that both U = V0 and W = Vn+1 have width at least L
′, where L+
is larger than the constant obtained by applying Claim 6.21 with the
inputs L+, , g. Here, n is determined by the width of V .
Pick some maximal k ≥ 0 such that f restricts to an embedding on
V k := V0 ∪ · · · ∪ Vk
We may assume that k < n, since otherwise we are done. Apply
Lemma 6.21 to the three adjacent product regions
V k, Vk+1, Vk+2,
noting that Vk+1 has width at most L+ and the other two have width
at least L′ = L′(L+, , g). If some component of M¯ \ f(int(V k)) is a
compact interval bundle, it follows from the fact that U ⊂ V k that some
component of some component of M¯ \ f(int(U)) is a compact interval
bundle, so we are done. Therefore, f restricts to an embedding on
V k ∪ Vk+1, violating the maximality of k. 
6.7. Wide product regions are unknotted. If a surface S is em-
bedded in a 3-manifold, the existence of a wide product neighborhood
puts strong topological constraints on the embedding.
A first result in this direction is the following. See also the subsequent
Corollary 6.23, and especially Theorem 7.1 in §7.
Proposition 6.22 (Small surfaces compress in complement, if at all).
There is some L = L(g, , κ+) as follows. Assume that U ⊂ V are
two collections of product regions in M , where each product region has
-width at least L and genus at most g. Let Σ ⊂ M \ ∪V ∈VV be an
embedded, two-sided closed surface of genus at most g. If Σ is incom-
pressible in M \ ∪V ∈VV and compressible in M \ ∪U∈UU , then Σ is
homotopic in M \ ∪U∈UU to a level surface of some V ∈ V \ U .
Proof. In the proof below, a number is ‘bounded’ if it is less than some
constant depending on g, , and is ‘huge’ if it is much bigger than any
of the other bounded constants in the proof.
Suppose that the -width of each product region in V is huge and
that Σ ⊂ M \ ∪V ∈VV is a two-sided incompressible surface that is
compressible in M . Increasing U if necessary, we may assume that
U ⊂ V is a a maximal subcollection such that Σ is compressible in
M \ ∪U∈UU . Fix some V ∈ V \ U .
By Corollary 6.7, we can decompose V as a union of product regions
V = V1 ∪ V2 ∪ V3,
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each with huge -width. We now apply Theorem 6.10 to all the product
regions U ∈ U and V1, V2, V3 to get 0.025-separated, bounded length
geodesic links ΛU ∈ U and λi ⊂ Vi. These links satisfy:
(1) for i = 1, 2, 3, the link Λi has huge -diameter and huge -
distance from ∂Vi (the same properties can be arranged for the
ΛU , but this is not necessary for us),
(2) for each i = 1, 2, 3, the surface Σ is incompressible in
Mi := M \ (Λi ∪
⋃
U∈U
ΛU).
In (1), the huge -diameter comes from the fact that in Theorem 6.10,
some of the components of the link lie near one boundary component
of the product region and some lie near the other. Property (2) comes
from Corollary 6.11 and the fact that Σ is incompressible in M \ (V ∪
∪U∈U), by maximality of the subcollection U .
Since Σ is incompressible in Mi but compressible in M \
⋃
U∈U ΛU ,
Corollary 5.12 implies that Σ is homotopic within Mi to a surface Σi
whose entire image lies at a bounded -distance from Λi ⊂ M . Since
Λi has huge -distance from ∂Vi, it follows that
Σi ⊂ Vi ⊂ V.
And then by work of Freedman–Hass–Scott (see Lemma 3.1), we can
assume that Σi is embedded in M .
Each Σi is separating in V , since it is homotopic to Σ, which lies
outside V . Hence, we can write V = A unionsqΣi B. We claim that one
component of ∂V lies in A and the other lies in B. Suppose not, and
that B does not contain either component of ∂V . Then B does not
contain any level surface of V . But for every p ∈ V , Lemma 6.6 gives
a level surface of V whose entire image lies at a bounded -distance
from p. So since B does not contain level surfaces, every point in
B is at a bounded -distance from Σi = ∂B. But Σi has bounded
-diameter, so diamB is bounded as well. However, Waldhausen’s
cobordism theorem implies that Σ and Σi bound a topological product
region Mi. Since Σ lies outside V , this product region contains A.
Hence the link Λi ⊂ B, contradicting that Λi has huge -diameter.
Let’s denote by Wi a topological product region with ∂Wi = Σ∪Σi,
as discussed above. There are three of these Wi, so it follows that two of
these, emanate from the same side of Σ and hence are nested, say W1 ⊂
W2. The difference W = W2 \W1 is then also a topological product
region. But W is one of the (a fortiori, at most two) components of
M \ Σ1 ∪ Σ2. Since both Σ1,Σ2 separate the boundary components of
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V , one of these components lies in V , and the other contains M \ V .
So since Σ 6⊂ W , it follows that W ⊂ V .
So, we now have a topological product region W ⊂ V bounded
by Σ1 ∪ Σ2. The level surface ∂V1 ∩ ∂V2 of V is contained in W ,
and is incompressible in W since it is incompressible in V . But any
incompressible embedded closed surface in W is a level surface of W ,
hence Σ was homotopic to a level surface of V as desired.
Finally, note that by Fact 6.12, the homotopies in Mi = M \ (Λi ∪⋃
U∈U ΛU) above can be promoted to homotopies in M \
⋃
U∈U U . 
One can interpret Proposition 6.22 as saying that collections of prod-
uct regions are ‘unknotted’ with respect to embedded surfaces with
bounded genus in their complements. Here is a corollary that will help
to better explain this intuition.
Corollary 6.23 (WPRs in compression bodies are unknotted). There
is some L = L(, g, κ+) as follows. Write M as the interior of a com-
pact manifold M¯ , and suppose that U is a (possibly empty) collection
of product regions in M , each with genus at most g and -width at least
L, and that there is a connected component
C ⊂ M¯ \ ∪U∈U int(U)
that is a compression body. Suppose that V ⊂ C is a compact product
region with genus at most g and -width at least L. Then C \ int(V )
is the union of two compression bodies C1, C2, where ∂eC1 = ∂eC and
∂eC2 is a boundary component of V .
In other words, V is a product neighborhood of an interior bound-
ary component of some subcompressionbody of C. The corollary has
content even if U is empty, as long as M is a compression body. For ex-
ample, if S is the boundary of a knotted compact core in a handlebody
M , then S cannot be a level surface in a wide product neighborhood.
Proof. Let ∂eC be the exterior boundary of C, and let Σ ⊂ C be an
interior boundary component of the characteristic compression body of
∂eC within C \ int(V ). By Proposition 6.22, if L is large then either
(1) Σ is isotopic in C to a level surface of V ,
(2) Σ is incompressible in C, and hence is isotopic to an interior
boundary component Σ′ of the compression body C.
In the first case, V is a product neighborhood of an interior boundary
component of a subcompressionbody of C, and hence C \ int(V ) is a
union of two (possibly trivial) compression bodies of the form desired.
In the second case, Σ and Σ′ bound a topological product region W
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containing V . We need to show that V is a topological subproduct
region of W .
Since Σ is incompressible in M , the cover Mˆ corresponding to pi1Σ
is homeomorphic to Σ×R. Note that V lifts isometrically to a product
region Vˆ ⊂ Mˆ . Suppose L is huge, and pick a point p ∈ Vˆ at -distance
L/2 from ∂V . By Lemma 6.5, p is within a bounded -distance from
a closed geodesic, and hence from the convex core CC(Mˆ). Work of
Thurston and Bonahon (see Canary [28, Theorem 6.2]) then implies
that p lies at a bounded -distance from a simplicial hyperbolic surface
f : Σ −→ Mˆ ∼= Σ× R
in the correct homotopy class. If L is large, the Bounded Diameter
Lemma implies that f(Σ) ⊂ V . As f(Σ) is then an incompressible
surface in Vˆ , which can be homotoped to an embedding in Vˆ by work of
Freedman–Hass–Scott (Lemma 3.1), it follows that it is homotopic to a
level surface in Vˆ . Hence, V is embedded as a subproduct region inside
the interval bundle W bounded by Σ,Σ′ in M , and we are done. 
Here is a strengthened version of the above for multiple product
regions lying in a compression body complementary component.
Corollary 6.24. There is some L = L(, g, κ+) as follows. Write M
as the interior of a compact manifold M¯ , suppose that U is a collection
of product regions in M , each with genus at most g and -width at least
L, and that there is a connected component
C ⊂ M¯ \ ∪U∈U int(U)
that is a compression body with exterior boundary ∂eC. Suppose V is a
finite collection of compact product regions in int(C), each with genus
at most g and -width at least L. Then every component
N ⊂ C \ ∪V ∈Vint(V )
is a compression body. Moreover, create a graph T whose vertices are
these N , whose edges are product regions V ∈ V, and where for a
product region V , each of the two components S ⊂ ∂V determines an
adjacency of V with the vertex N with S ⊂ ∂N .
Then T is a tree. Root this tree at the component
N c ⊂ C \ ∪V ∈Vint(V )
whose boundary contains ∂eC. Then for every vertex N 6= N c that
is a nontrivial compression body, the exterior boundary ∂eN faces the
product region V ∈ V that connects N to its parent. Moreover, there
are at most 2g − 2 vertices N that are nontrivial compression bodies.
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Here, the parent of a non-root vertex N in a rooted tree is the unique
vertex adjacent to N that is closer to the root.
Proof. Everything except the bound on the number of nontrivial ver-
tices follows via induction on |V|, where the base case V = ∅ is trivial.
Namely, if V is as above, fix a product region V0 ∈ V . By induction,
the claim is true for Vold := V \ V0, so the components
N ⊂ C \
⋃
V ∈Vold
int(V )
are compression bodies that fit together into a tree Told satisfying the
properties in the statement of the corollary. In particular, the compo-
nent N0 containing V0 is a compression body, and either ∂eC = ∂eN0,
in which N0 is the root of Told , or the exterior boundary ∂eN0 faces
the product region connecting N0 to its parent.
Let T be the graph whose vertices are the components of
N ⊂ C \
⋃
V ∈V
int(V ).
If L is large, then Corollary 6.23 implies that N0 \ int(V0) is a union
of two compression bodies N1, N2, where ∂eN1 = ∂eN0 and ∂eN2 is
a boundary component of V0. In particular, V0 separates N0, so T
is obtained from Told by replacing N0 by an edge and partitioning its
adjacent vertices between the two vertices of this edge, where the par-
tition corresponds to the partition of the components of ∂N0 induced
by the decomposition ∂N0 = ∂N1 ∪ ∂N2. So, T is a tree, and all of its
vertices are compression bodies.
If N0 is the root of Told, then N1 is the root of T . Otherwise, the
exterior boundary ∂N1 = ∂N0 faces the parent of N0 in Told, which
is also the parent of N1 in T , by the description of T in the previous
paragraph. Similarly, the parent of N2 is N1, and the exterior boundary
∂N2 faces N1.
It remains to verify the bound on the number of vertices that are non-
trivial compression bodies. Enumerate the vertices of T as N0, . . . , Nm
in such a way that the index of a parent is always less than the index
of its child, and for i = 0, . . . ,m let Ci ⊂ C be the submanifold that
is the union of all vertices and edges in the subgraph of T spanned by
N0, . . . , Ni. So, Ci is obtained from Ci−1 by gluing some product re-
gion V ∈ V onto a component of ∂Ci−1, and then attaching the exterior
boundary ∂eNi to the free boundary component of V .
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No Ni is a solid torus, since it shares its exterior boundary with a
product region, which by definition has higher genus. So,
χ(∂intNi) > χ(∂eNi).
for every nontrivial Ni, by Lemma 3.3. So, for all such i, we have
χ(∂Ci) > χ(∂Ci−1).
Since C0 is a compression body with exterior boundary of genus at
most g, we have χ(∂C0) ≥ 2 − 2g. So as χ(C) ≥ 0, the number of Ni
that are nontrivial compression bodies is at most 2g − 2. 
7. Double compression bodies
Suppose that U is a compact topological product region in an irre-
ducible 3-manifold M , and assume that M \ int(U) is irreducible.
Remark. It follows from the Sphere Theorem (see e.g. [35]) that the
complement M \ int(U) is irreducible when, for example, the homo-
morphism pi1(U)→ pi1(M) is non-trivial.
Let S1 and S2 be the components of ∂U . For i = 1, 2, let
Ci ⊂M \ int(U)
be the characteristic compression body of Si. Up to proper isotopy we
may assume that C1 and C2 are disjoint. The double compression body
DC(M,U) of U is then the union
DC(M,U) = C1 ∪N (U) ∪ C2
Existence and uniqueness up to isotopy of the double compression body
follow directly from Proposition 3.5.
Remark. With U ⊂ M as above, DC(M,U) is the smallest irreducible
submanifold containing U with the property that any disc
(D2, ∂D2) ↪→ (M,U)
with interior disjoint from U can be homotoped rel-∂ into DC(M,U).
By ‘smallest’, we mean that DC(M,U) can be homotoped, relative to
U , into any other irreducible submanifold having this property.
Our main goal in this section is the following theorem.
Theorem 7.1 (Compressing wide product regions). For all g ≥ 2 and
 > 0, there is some L = L(, g) as follows. Suppose M is a complete
hyperbolic 3-manifold with no cusps and U ⊂ M is a compact genus g
product region of -width at least L.
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(1) If Σ is a boundary component of DC(M,U) that is not isotopic
to a level surface of U , then Σ is incompressible in M
(2) Either the inclusion DC(M,U) ↪→M is pi1-injective, or U com-
presses to one side in M and bounds a twisted interval bundle
over a nonorientable surface to the other side.
These conclusions do not hold for general topological product regions
in 3-manifolds. For instance, suppose that K is a nontrivial knot in
S3 and U is a topological product region obtained by taking a regular
neighborhoodN (K) ⊃ K and removing the interior of a smaller regular
neighborhood. Then we have DC(S3, U) = N (K), which certainly does
not pi1-inject in S3. In some sense, (2) says that a wide product region
separates its two sides enough that compressions one performs on one
side do not affect the other side.
As a further illustration of Theorem 7.1, note the following corol-
lary, which will never be used in this paper, but which we think is
particularly instructive.
Corollary 7.2. For all g ≥ 2 and  > 0, there is L as follows. Suppose
M is a non-Haken hyperbolic 3-manifold and S ⊂ M is a genus g
surface that has a product neighborhood of -width at least L. Then at
least one of the components of M \ S is a handlebody H. Moreover,
either pi1(H) → pi1(M) is injective or M \ H is homeomorphic to a
handlebody or a twisted interval bundle.
The rest of the section is devoted to the proof of Theorem 7.1. It
would be possible, albeit very messy, to give a direct bound for L in
terms of all the constants we have met so far, but we will not attempt
this, to keep the argument as transparent as possible.
7.1. Proof of Theorem 7.1, (1). Assume that U is wider than the
constant L provided by Proposition 6.22. By construction,
DC(M,U) = C1 ∪ U ∪ C2
where C1, C2 ⊂ M \ U are the characteristic compression bodies in
M \ U associated to the boundary components S1 and S2 of U . It
follows from the construction of the characteristic compression body
that the every interior boundary component Σ of Ci is either parallel
in M \ U to the exterior boundary Si, or has at most genus g − 1 and
is incompressible in M \U . In the former case Σ is parallel to S in M .
In the latter case, Σ is incompressible by Proposition 6.22.
7.2. Proof of Theorem 7.1, (2). The second half of the proof is
much more involved. As in the previous case, let U be a wide compact
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C
U
S
DC
M
V4
Λ
Figure 12. The difficult case in (2), see Claim 7.3.
product region, let S1, S2 be the two components ∂U , and write
DC(M,U) = C1 ∪ U ∪ C2.
If C1 and C2 are trivial compression bodies, i.e. interval bundles
over components of ∂U , the Loop Theorem [35] implies that U is pi1-
injective inM . Since in this caseDC(M,U) is isotopic to U , it is also pi1-
injective. Also, if both C1, C2 are nontrivial, then Proposition 6.22 says
that ∂DC(M,U) is incompressible in M , and hence DC(M,U) ↪→M is
again pi1-injective. This reduces Theorem 7.1 (2) to the case that C2,
say, is a trivial compression body and C1 is not.
To limit notation, we now disregard the trivial compression body C2,
write C = C1 and DC = DC(M,U) = C ∪ U , and set S to be the
boundary component of M \DC adjacent to U . See Figure 12.
Our goal now is to prove:
Claim 7.3. If U has -width at least some L0 = L0(, g), then either
DC ↪→M is pi1-injective, or S bounds a twisted interval bundle over a
non-orientable surface in M \DC.
Suppose that U has huge -width. By Corollary 6.7 we can decom-
pose U as the union of three subproduct regions
U = V1 ∪ V2 ∪ V3
with disjoint interiors, each of which has at least width some huge L,
such that Vi and Vi+1 are adjacent to each other, and such that the
boundary component S of U is contained in ∂V3. Perhaps starting out
with a smaller U , we may also assume that there is a product region
V4 on the other side of S from V3, and that V4 also has -width at least
L. (This V4 is used in Lemmas 7.4 and 7.5.) See Figure 12 again.
The rest of the proof will operate under the assumption that the
lower bound L for the widths of the Vi is large with respect to g, . In
particular, we will feel free to increase L a finite number of times to
make it bigger than various constants depending on g,  that appear in
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Sections 5 and 6. We think that this approach makes the section more
readable (and writable) than if we were to try to identify an appropriate
L at the start. That said, L = (100 + g + 1

)! surely works.
Assuming that L is large enough so that Theorem 6.10 holds, there
is a 0.025-separated link Λ ⊂ V2 such that M \ U is incompressible
in M \ Λ. In particular, the surface ∂DC is incompressible in M \ Λ.
Consider the manifold M \Λ and let ρ be the negatively curved metric
provided by Lemma 5.10. We set from now on
MΛ = (M \ Λ, ρ).
Moreover, if W ⊂ M is a 3-dimensional submanifold containing Λ we
will write WΛ = W \ Λ when we want to think of it as a submanifold
of the Riemannian manifold MΛ. For instance, we will encounter DCΛ
and TΛ, where TΛ is the 0.025-tubular neighborhood of Λ. For the
convenience of the reader we recall a few facts about MΛ:
• ρ agrees with the hyperbolic metric on M outside of TΛ.
• MΛ has hyperbolic cusps and sectional curvature pinched by
κ− ≤ κMΛ ≤ κ+,
where κ was fixed at the beginning of this section. In the fol-
lowing, we will assume that L is huge when compared to any
previously seen constants depending on κ.
As we mentioned above, the components of ∂DC are incompressible
in M \ Λ. So, the inclusion DCΛ ↪→MΛ is pi1-injective. Let
p : NΛ −→MΛ
be the cover corresponding to the subgroup pi1(DCΛ) ⊂ pi1(MΛ). By
construction, the submanifold DCΛ ⊂ MΛ lifts homeomorphically to
a submanifold of NΛ, which we will also denote by DCΛ, hoping that
no confusion will arise. By construction, NΛ has finitely generated
fundamental group and hyperbolic cusps; hence NΛ is tame by the
Tameness Theorem [3]. Since compact cores are standard when the
boundary is incompressible (Lemma 3.2), it follows that NΛ \DCΛ is
homeomorphic to ∂DCΛ × R.
Let E be the component of NΛ\DCΛ adjacent to S, so E is a product
neighborhood of an end [E ] of NΛ. For later use, we record:
Lemma 7.4. If L is at least some L0 = L0(, g), then S ⊂ CC(NΛ),
and if [E ] is convex cocompact, we also have ∂[E]CC(NΛ) ⊂ E .
Here, ∂[E]CC(NΛ) is the boundary component of CC(NΛ) that faces
the convex cocompact end E .
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Proof. By Lemma 6.5 (2), if L is large there are minimizing simplicial
ruled surfaces fi : S −→ Vi, i = 3, 4, that are in the correct homotopy
classes. Both images fi(S) lie in CC(NΛ) and the component of NΛ \
∪i=3,4fi(S) that contains S is compact, and hence does not contain any
component of NΛ \ CC(NΛ). It follows that S ⊂ CC(NΛ).
Now suppose that [E ] is convex cocompact, and let S¯ be the boundary
component of V4 that is not S. By Lemma 6.5, there is a closed geodesic
whose -distance to S¯ is at most some C1 = C1(, g). It follows that
d(S¯, CC(NΛ)) ≤ C1.
Either S¯ is contained in CC(NΛ), and we are done, or we have
d(S¯, ∂CC(NΛ)) ≤ C1 as well. By Corollary 4.6, diam(∂[E]CC(NΛ)) is
at most some constant C2 = C2(, g). So since V4 has width at least L,
as long as L > C1 + C2 we have ∂[E]CC(NΛ) ⊂ E as desired. 
Let N1(TΛ) be the radius one neighborhood around TΛ in NΛ. The
two cases of Claim 7.3 will depend on whether there are points in E
that lie in the convex core of NΛ and project into TΛ.
Case 1. p(E ∩ N1(CC(NΛ))) does not intersect TΛ.
We will prove that DC ↪→M is pi1-injective by building a hyperbolic
3-manifold Mˆ with convex boundary and an isometric immersion
ρ : Mˆ −→M
such that DC embeds as a compact core in Mˆ on which ρ restricts to
the inclusion DC ↪→ M . By Proposition 4.10, ρ will then extend to a
covering map from a complete hyperbolic 3-manifold in which DC is a
compact core, implying that pi1DC injects into pi1M .
Let Σ ⊂ ∂DC be a boundary component different from S and recall
that any such Σ is pi1-injective in M . Let MΣ ∼= Σ×R be the cover of
M associated to Σ. Then Σ lifts to a level surface Σ˜ ⊂ MΣ; let UΣ be
the component of MΣ \ Σ˜ such that points in UΣ sufficiently close to Σ˜
project under the cover MΣ →M to points outside DC.
Since we are in Case 1 and our original manifold M had no cusps,
the end [E ] also has no cusps. If [E ] is degenerate, let W be the product
neighborhood of [E ] bounded by S. If [E ] is convex cocompact, let W
be the topological product region bounded by S and ∂[E]N1(CC(NΛ)));
note that Lemma 7.4 implies that the latter surface lies in E .
In both cases, Lemma 7.4 says that S ⊂ CC(NΛ), which implies that
W ⊂ N1(CC(NΛ)). So since we are in Case 1, the restriction of the
81
metric of NΛ to W is hyperbolic. Define
Mˆ =
 ⋃
Σ⊂∂DC\S
UΣ
 ∪DC ∪S W.
Here, each UΣ is attached to DC along Σ, and DC is glued to W along
S. Note that the gluing respects the metrics, so Mˆ is a hyperbolic
manifold with one convex boundary component. Each of the pieces
defining MΣ comes with an isometric immersion into M : for DC it is
the inclusion, for UΣ it is the restriction of MΣ −→ M , and for W it
is the restriction of p : NΛ −→ MΛ, since p(W ) does not intersect TΛ.
These maps combine to give an isometric immersion
ρ : Mˆ −→M
as desired, which finishes the proof.
Case 2. p(E ∩ N1(CC(NΛ))) intersects TΛ.
Our goal now is to prove that S bounds a twisted interval bundle in
M \ U . The first step is to prove the following Lemma.
Lemma 7.5. If L is at least some L0 = L0(g, ), there is a map
f : S −→ E ⊂ NΛ
homotopic to the inclusion S ↪→ NΛ, such that p ◦ f(S) ⊂ UΛ.
Proof. Suppose first that the end [E ] has cusps, and pick a simple closed
curve γ ⊂ S that is homotopic into a cusp of [E ]. By Corollary 5.8,
there is a family of simplicial ruled surfaces ft : S −→ NΛ in the correct
homotopy class such that ft(γ) exits that cusp.
Since M had no cusps, the projections p ◦ ft(γ) exit a cusp of MΛ
that was obtained by drilling out Λ from M . So in particular,
p ◦ ft(S) ∩ TΛ 6= ∅
for small t. Now TΛ is separated from ∂U by product regions V1, V3
of -width at least L, so if L is large, the Bounded Diameter Lemma
implies that p ◦ ft(S) ⊂ UΛ. Similarly, for small t the surface ft(S)
intersects E \ V4. So if L is large, we have ft(S) ⊂ E .
Suppose now that [E ] has no cusps. The Tameness Theorem [3]
implies that [E ] of NΓ is either convex-cocompact or degenerate. Sup-
pose for simplicity that [E ] is convex-cocompact; we will deal with the
degenerate case at the end of the proof. By Lemma 7.4, the surface
∂[E]CC(NΛ) is then contained in E .
By Corollary 4.5, there is a simple closed curve γ on S that can be
realized as a curve on ∂[E]CC(NΛ) with length at most C|χ(S)|, for
82 IAN BIRINGER & JUAN SOUTO
some constant C = C(κ±). Suppose for a moment that γ represents a
parabolic element of pi1NΛ. Then by Lemma 4.2, the -distance from
∂[E]CC(NΛ) to the cusp of NΛ corresponding to γ is bounded. However,
[E ] does not have cusps, and ∂[E]CC(NΛ) ⊂ E is separated from all other
ends of NΛ by the product regions V2, V3, which have -width at least
L. So, if L is large enough, this is a contradiction.
Hence, we can assume that γ is homotopic to a geodesic in NΛ,
which then lies at a bounded -distance from ∂[E]CC(NΛ) by Lemma
4.2. Using Corollary 5.8 again, there is a minimizing simplicial ruled
surface f0 : S −→ NΛ in the correct homotopy class whose image lies
at a bounded -distance from ∂[E]CC(NΛ).
By Lemma 6.5, if L is large there is a minimizing simplicial ruled
surface f1 : S −→ NΛ in the correct homotopy class whose image is
contained in UΛ. Perhaps after moving f0, f1 a bounded amount in NΛ,
the Interpolation Theorem (see §5.2) gives a homotopy (ft) between
them through simplicial ruled surfaces. Every point x ∈ N1(CC(NΛ))∩
E is within a bounded -distance of the image of this homotopy. So,
as we are in Case 2, there is some ft whose image comes within a
bounded -distance of some such x such that p(x) ∈ TΛ. As L is large
and x 6∈ V4, the Bounded Diameter Lemma implies that ft(S) ⊂ E .
Another application of the BDL shows that if L is large, p◦ft(S) ⊂ UΛ.
The case where [E ] is degenerate is exactly the same, except that
instead of constructing f0 near the convex core boundary, we fix x ∈
E with p(x) ∈ TΛ and take f0 deep enough in the end so that any
homotopy from it into UΛ passes through x. 
By construction, DCΛ lifts homeomorphically to NΛ. So if
f : S −→ E ⊂ NΛ
is as in Lemma 7.5, we can lift p ◦ f to a new map
fˆ : S −→ UΛ ⊂ NΛ.
The maps f, fˆ are not equal, but they are homotopic in NΛ. Hence,
any homotopy between them projects to an essential homotopy from
p ◦ f = p ◦ fˆ to itself. But p ◦ f is homotopic to the inclusion S ↪→MΛ,
so there is also an essential homotopy from S to itself in MΛ.
Since S is incompressible in MΛ, Waldhausen’s cobordism theorem
(see §3.1) implies that one of the connected components of MΛ \ S is
a (possibly twisted) interval bundle. Since the component of MΛ \ S
containing TΛ is not compact, it cannot be an interval bundle. Hence,
S must be separating in MΛ and the other component is a twisted
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interval bundle. However, this implies that S separates M and bounds
a twisted interval bundle in M outside DC as desired.
This completes the proof of Theorem 7.1.
7.3. Some applications. In this section, we give two applications of
Theorem 7.1. The first is a corollary of Theorem 7.1 and the unknotting
results of §6.7; it and its corollaries will be used in §10, and to prove
our characterization of strong convergence in Theorem 9.5.
Theorem 7.6. Given g, , there is some L = L(g, ) as follows. Sup-
pose that M is a complete hyperbolic 3-manifold and that N ⊂M is a
(compact, connected) 3-submanifold such that
(1) the inclusion N ↪→M is pi1-surjective,
(2) each component S ⊂ ∂N bounds a product region U ⊂ M \
int(N) with -width at least L.
Then every component of M\int(N) is a compression body with missing
interior boundary.
Proof. Enumerate the components of ∂N as S1, . . . , Sn and let U1, . . . , Un
be the adjacent product regions. For each i = 1, . . . , n, let Ti be the
component of ∂Ui that is not Si, and let
Ci = C(M \ int(Ui), Ti).
Since N ↪→ M is pi1-surjective, every component of ∂N separates M .
Hence, all the Ci are disjoint, from each other and from N . Let
N ext = N ∪
n⋃
i=1
(Ui ∪ Ci), so ∂N ext =
⋃
i
∂intCi,
Claim 7.7. The inclusion N ext ↪→M is pi1-injective.
Assuming this for a moment, let’s finish the proof of the theorem.
Since N ext ↪→ M is also pi1-surjective, we have that N ext is a compact
core for M . It suffices to show that N ext is a standard compact core,
since certainly every component of int(N ext) \ int(N) is a compression
body with missing interior boundary.
By the Tameness Theorem, M is the interior of a manifold with
boundary M¯ . Let T be a component of some ∂Ci ⊂ ∂N ext, let T¯ be
the component of ∂M¯ that T faces, and let
E ⊂ M¯ \ int(N ext)
be the component bounded by T and T¯ . Note that by the main result
of [47], say, T¯ and T are homeomorphic and are homotopic in M .
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We want to show that E is a trivial interval bundle. This follows from
Waldhausen’s cobordism theorem when T and T¯ are incompressible in
M¯ , so we can assume that they are both compressible. Let
Mˆ −→ M¯
be the cover corresponding to pi1T¯ . Since Mˆ has a pi1-surjective bound-
ary component, it compactifies to a compression body. We claim that E
lifts homeomorphically to Mˆ . It suffices to show that any loop γ ⊂ E
can be homotoped in M to a loop on T . Since N ext ↪→ M is pi1-
surjective, γ can be realized as one component of f(∂A), where
f : A −→M
is a smooth map from an annulus A, and where the other component
of f(∂A) lies in the compact core N ext. If we take f to be transverse
to T , which separates the two components of f(∂A) in M , then some
component of f−1(T ) must separate the boundary components of A,
and hence must be an essential loop in A. It follows that γ is homotopic
to a curve on T as desired.
Since T, T¯ are compressible in M , Theorem 7.1 (1) implies that as
long as L is large, the compression body Ci with T ⊂ ∂intCi is in fact
a trivial interval bundle. So since E lifts homeomorphically to Mˆ , so
does the entire union Ui ∪ Ci ∪ E. Let’s write this lift as
Uˆi ∪ Cˆi ∪ Eˆ ⊂ Mˆ,
where each term in the union projects to the corresponding term in
M . Since Mˆ is a compression body, we have by Corollary 6.23 that the
component Cˆi∪Eˆ ⊂ Mˆ \int(Uˆi) is a compression body too. But its two
boundary components have the same genus, so it is a trivial interval
bundle. Hence Ci∪E is a trivial interval bundle as well, implying that
the same is true for E.
We now prove Claim 7.7, i.e. that N ext ↪→ M is pi1-injective. It
suffices to show that whenever γ ⊂ ∂N ext is an essential closed curve
that is null-homotopic in M , then γ is also null-homotopic in N ext. For
if this is true, one can take a smooth map f : (D2, ∂D2) −→ (M,N ext)
such that f |∂D2 is essential in N ext, and such that f is transverse to
∂N ext and minimizes the number of components of the 1-manifold
If := f−1(∂N ext) ⊂ int(D2).
Taking an outermost component c ⊂ If , we can redefine f on the disk
bounded by c to be a null-homotopy of the curve γ = f(c) ⊂ ∂N ext in
N ext. After a perturbation, this reduces the number of components of
If , a contradiction to the minimality condition.
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So, let γ ⊂ ∂N ext be an essential closed curve that is null-homotopic
in M . Since we have that γ ⊂ ∂intCi for some i. Let
Di := C(M \ int(Ui), Si), DC(M,Ui) = Di ∪ Ui ∪ Ci.
Suppose first that DC(M,Ui) ↪→ M is pi1-injective. Then γ is null-
homotopic in DC(M,Ui), so it suffices to show that Di is homotopic rel
Si to a submanifold of N
ext, for then we can isotope our null-homotopy
to lie in N ext too. This is obvious if the characteristic compression
body C(N,Si) is isotopic to Di, so we may assume this is not the
case. In other words, C(N,Si) has an interior boundary component
X ⊂ ∂intC(N,Si) that is compressible in M \ int(Ui). As X is incom-
pressible in N , Proposition 6.22 says that X is homotopic in N to some
component Sj ⊂ ∂N , where j = j(X) 6= i. Since X,Sj are embedded
and incompressible in N , they bound a trivial interval bundle IX in N
by Waldhausen’s cobordism theorem. Then
D′i := C(N,Si) ∪
⋃
X⊂∂intC(N,Si)
X compressible in M\int(Ui)
IX ∪ Uj(X) ∪ Cj(X)
is a compression body in M \ int(Ui) with exterior boundary Si. By
definition of the compression bodies Cj(X), no interior boundary com-
ponent of D′i compresses in M \ int(D′i). Hence, D′i is a characteristic
compression body for Si ⊂ ∂(M \ int(Ui)), and hence Di is homotopic
rel Si to D
′
i. But D
′
i ⊂ N ext by construction, so we are done.
Now assume that DC(M,Ui) ↪→M is not pi1-injective. Theorem 7.1
says that some component of M \ int(Ui) is a twisted interval bundle
I over a non-orientable surface, and that Ui compresses nontrivially to
the other side. Let’s first suppose that the component Ti ⊂ ∂Ui defined
above bounds such a component I, so that
N ∩ I = ∅.
Now I has a double cover which is a trivial interval bundle over the
orientation cover of the given non-orientable surface. Attaching two
copies of M \ int(I) to this double cover, we can construct a nontrivial
connected cover of M to which N lifts homeomorphically, contradicting
the fact that N ↪→M is pi1-surjective.
Next, suppose that the component Si ⊂ ∂Ui bounds a twisted in-
terval bundle I ⊂ M \ int(Ui), so that N ⊂ I. As in the previous
paragraph, we can construct a double cover
Mˆ −→M
and a pair of product regions Uˆ1i , Uˆ
2
i ⊂ Mˆ , each of which projects
homeomorphically onto Ui, and which together bound a trivial interval
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bundle Iˆ ⊂ Mˆ that double covers I ⊂ M . Now any product region
Uj ⊂ I is covered by a product region Uˆj in Iˆ. A priori, Uˆj could be a
double cover of Uj, and could have genus at most
6 2g, but if L is large,
then Corollary 6.24 implies that any product region in Iˆ with genus
at most 2g and -width at least L is actually a topological subproduct
region of Iˆ, and hence Uˆj is a homeomorphic lift of Uj, while I \ int(Uj)
is the union of a trivial interval bundle adjacent to Ui, and a smaller
twisted interval bundle. From this, it follows that we are in one of the
following two situations:
(1) N is a trivial interval bundle bounded by Ui and some Uj, and
the component of M \ int(Uj) that does not contain N is a
twisted interval bundle over a non-orientable surface,
(2) N is a twisted interval bundle over a non-orientable surface.
Since N ↪→ M is pi1-surjective, case (1) is impossible, as shown sn the
previous paragraph. In case (2), the manifold N ext is just N ∪Ui ∪Ci,
and as mentioned above Ci is a nontrivial compression body. So by
Theorem 7.1 (1), N ext has incompressible boundary in M , and hence
is pi1-injective. 
In Theorem 6.17, we showed that product regions in -thick hy-
perbolic 3-manifolds obey a ‘covering theorem’ analogous to Canary’s
Covering Theorem [28] for degenerate ends. Combining this with The-
orem 7.1 gives the following application.
Corollary 7.8 (Extending product regions). For all g ≥ 2 and  > 0,
there are L,D as follows. Let M be a complete -thick hyperbolic 3-
manifold and U ⊂M be a product region of width at least L, such that
no component of M \ int(U) is a compact interval bundle. Suppose that
S ⊂ ∂U is a component that is incompressible in M \ int(U). Then U
is a subproduct region of some product region
U e ⊃ U
such that one of the two following possibilities holds.
(1) S faces a component of U e \ U that is a product neighborhood
of a degenerate end of M .
(2) S faces a component Se ⊂ ∂U e, and letting
Mˆ −→M
be the cover corresponding to pi1U and lifting S
e ⊂ ∂U e homeo-
morphically to Sˆe ⊂ ∂Uˆ e ⊂ Mˆ , the component Eˆe ⊂ Mˆ\int(Uˆ e)
6Here, 2g is an overestimate, since it is χ that multiplies by two.
87
adjacent to Sˆe is a product neighborhood of a convex cocompact
end of Mˆ , and diam(Eˆe ∩N1(CC(Mˆ))) < D.
Informally, the corollary says that the product region U can be ex-
tended almost all the way to the boundary of its ‘convex hull’ in M ,
while staying embedded.
Proof. As in the statement of the corollary, let
pi : Mˆ −→M
be the cover corresponding to pi1U . Suppose that S ⊂ ∂U is a compo-
nent that is incompressible in M \ int(U), and lift it to
Sˆ ⊂ Uˆ ⊂ Mˆ.
If L is large, then Theorem 7.1 (2) implies that DC(M,U) ↪→ M is
pi1-injective, so DC(M,U) is a compact core for Mˆ . But since S is
incompressible in M \ int(U), the double compression body DC(M,U)
is just the union of U with a compression body, so Mˆ is a compression
body by the Tameness Theorem [3, 25] and the uniqueness of compact
cores up to homeomorphism [47]. Corollary 6.23 then implies that
DC(M,U) ⊂ Mˆ is a standard compact core, so the component
Eˆ ⊂ Mˆ \ int(Uˆ)
adjacent to Sˆ is a product neighborhood of some end Eˆ of Mˆ . This Eˆ
is either convex cocompact or degenerate, since Mˆ has no cusps.
Case (1), when Eˆ is degenerate. By Proposition 6.3, Eˆ has a neighbor-
hood that is a product region, which we can take to be contained in Eˆ
by Corollary 6.7. This product region bounds a trivial interval bundle
with Uˆ , so Lemma 3.1 implies that Uˆ ∪ Eˆ is itself a product region,
as long as L is large. Since no component of M \ int(U) is a compact
interval bundle, Theorem 6.17 says that there is a subproduct region
Uˆemb ⊂ Uˆ ∪ Eˆ
that embeds in M , and where the difference (Uˆ∪Eˆ)\Uemb is a subprod-
uct region with bounded width that is adjacent to the single component
of ∂Uˆ ∪ Eˆ. Now if L is large, U is wide enough so that
(Uˆ ∪ Eˆ) \ Uemb ⊂ Uˆ ,
in which case pi(Eˆ) is an embedded product region in M that is a
product neighborhood of a degenerate end of M , so we are done with
U e = U ∪ pi(Eˆ).
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Case (2), when Eˆ is convex cocompact. Let ∂EˆCC be the component
of ∂CC(Mˆ) that faces the end Eˆ . Using Theorem 6.10 and Corollaries
6.7 and 6.9, if we are given any L− > 0, there are L+, L depending on
L−, , g such that as long as U as width at least L, we can write
Uˆ = Uˆ1 ∪ Uˆ2 ∪ Uˆ3 ∪ Uˆ4
as a union of adjacent product regions, where Sˆ ⊂ ∂Uˆ3, where
(7.1) Uˆ2 ∪ Uˆ3 ⊂ int(CC(Mˆ)),
where Uˆ1, Uˆ3, Uˆ4 all have width in [L−, L+], and where there is some
0.025-separated geodesic link Λ ⊂ Uˆ1 with length at most L+, say, such
that the inclusion of the trivial interval bundle
Uˆ2 ∪ Uˆ3 ∪ Uˆ4 ∪ Eˆ ↪→ Mˆ \ Λ
is pi1-injective. Note that as long as L− ≥ , say, we have:
(?) for any map f : S −→ Uˆ2∪ Uˆ3∪ Uˆ4∪ Eˆ in the correct homotopy
class, there is no essential closed curve on S whose image has
length less than .
By Lemma 6.1 of [29], there is a homotopy
ft : S −→ Uˆ2 ∪ Uˆ3 ∪ Uˆ4 ∪ Eˆ, t ∈ [0, 1/2]
where f0 parameterizes ∂EˆCC and f1/2 is a useful simplicial hyperbolic
surface, and where for each fixed x ∈ S, the track ft(x), t ∈ [0, 12 ]
has length that most 1, say. As in the proof of Corollary 5.9, there is
then a homotopy (ft), t ∈ [1/2, 1] where f1 is a minimizing simplicial
ruled surface, and where the entire homotopy is contained in the R-
neighborhood NR(∂EˆCC), for some R = R(, g). By Lemma 6.5, we
can also choose a minimizing simplicial ruled surface
f2 : S −→ Uˆ2
in the correct homotopy class. After modifying f1 and f2 by homo-
topies supported within balls of bounded radius, we may assume that
the Interpolation Theorem applies, giving a homotopy (ft), t ∈ [1, 2]
through minimizing simplicial ruled surfaces. Increasing R appropri-
ately, we may assume by the Bounded Diameter Lemma that for every
t ∈ [0, 2], the image ft(S) has diameter at most R.
Pick some point p ∈ CC(Mˆ) with
2R + 1 ≤ d(p, ∂EˆCC) ≤ 2R + 2.
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By (7.1), the surface ∂ECC lies in Uˆ4 ∪ Eˆ. So as long as L− is large
enough, we can assume that
p ∈ Uˆ3 ∪ Uˆ4 ∪ Eˆ.
So, p is in the image of some ft0 , t0 ∈ [0, 2]. Work of Freedman–Hass–
Scott, see Lemma 3.1, implies that the map ft0 is homotopic to an
embedding Tˆ e ⊂ N1(ft0(S)). If L− is large, we can assume
Tˆ e ⊂ Uˆ3 ∪ Uˆ4 ∪ Eˆ;
note that Tˆ e is a level surface therein. Note also that since ft0(S) has
diameter at most R, we have
(7.2) Tˆ e ∩NR(∂EˆCC) = ∅,
by our definition of the point p. Let
Vˆ e ⊂ Uˆ ∪ Eˆ
be the topological subproduct region bounded by Tˆ e and containing
the product regions Uˆ1, Uˆ2. Every point x ∈ Vˆ e is in the image of
some simplicial hyperbolic surface in the correct homotopy class. If
x ∈ Uˆ1 ∪ Uˆ2, this is clear since Uˆ is a product region. Otherwise, x is
in the image of some ft, t ∈ [0, 2]. By (7.2), we have x 6∈ NR(∂CˆE), so
in fact t ∈ [1, 2], in which case ft is a simplicial ruled surface. Now,
a priori all these surfaces are in the variably curved manifold Mˆ \ Λ,
but since Λ ⊂ Uˆ1 and L− is large, all the surfaces we are considering
are very far from Λ, and hence are NAT simplicial hyperbolic surfaces
in Mˆ . Finally, as Tˆ e was constructed to be in the 1-neighborhood of
a simplicial ruled surface (which again, is NAT simplicial hyperbolic),
we have that Vˆ e is a product region, not just a topological one.
If L− is large, we can write
Vˆ e = Uˆ e ∪W,
in such a way that Uˆ1 ⊂ Uˆ e, say, and W has width in the interval
[L, 2L], where L = L(, g) is the constant in Theorem 6.17. Let
Sˆe ⊂ ∂Uˆ e
be the component facing Eˆ , and let
Iˆ ⊂ Mˆ
be the topological product region bounded by Sˆe and ∂EˆCC. The
distance d(Sˆe, Tˆ e) = width(W ) ≤ 2L, and by construction of our point
p, the distance from Tˆ e to ∂EˆCC is also bounded, say by 3R+3. Hence,
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Iˆ has bounded width. Let γ be a path in Iˆ realizing this width. Since
∂EˆCC ⊂ Uˆ4 ∪ Eˆ, as long as L− is large, we can assume that
Iˆ ⊂ Uˆ3 ∪ Uˆ4 ∪ Eˆ,
so any point x ∈ Iˆ is in the image of some ft, t ∈ [0, 2]. Each such
image ft(S) has diameter at most R, and we must have
ft(S) ∩ (Sˆe ∪ γ ∪ ∂EˆCC) 6= ∅.
So, since each of Sˆe, γ, and ∂EˆCC has bounded diameter, Iˆ also has
diameter at most some constant depending only on , g. In particu-
lar, this implies that if Eˆe ⊂ Mˆ \ Uˆ e is the component facing Eˆ , the
intersection Eˆe ∩N1(CC(Mˆ)) has bounded diameter as desired.
Suppose for the moment that Uˆ ⊂ Uˆ e. As long as L− is large, we can
assume that the width of Uˆ is at least the constant L from Theorem
6.17. As we are assuming that no component of M\int(U) is a compact
interval bundle, if we apply Theorem 6.17 to the triple
Uˆ , Uˆ e \ int(Uˆ),W
of adjacent product regions, we see that the covering map pi restricts
to an embedding on Uˆ e. So, setting U e = pi(Uˆ e), we are done.
If Uˆ 6⊂ Uˆ e, then we have
d(Uˆ , ∂EˆCC) ≤ d(Sˆe, ∂EˆCC),
which is bounded above by some constant depending on , g. We can
then discard the Uˆ e produced above, set U e = U , and the required
diameter bound will follow from the same arguments as above. 
8. Carrier graphs
A carrier graph in a hyperbolic manifold M is a pi1-surjective map
f : X −→M , where X is a connected finite graph. We say that carrier
graphs f : X −→ M and g : Y −→ M are equivalent if there is a
homotopy equivalence h : X −→ Y such that g ◦ h is homotopic to f .
For instance, any generating set for pi1M gives a carrier graph whose
domain is a wedge of circles. We will assume everywhere below that
all carrier graphs are rectifiable.
If f : X −→M is a carrier graph, the hyperbolic metric on M pulls
back to a path (pseudo)-metric on X, which we use to measure the
lengths of the edges of X. We say that f has minimal length if its
total edge length is at most that of any other equivalent carrier graph
Y −→ M . It follows from Arzela-Ascoli that any equivalence class of
carrier graphs has a minimal length representative.
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White [71] has shown that when f : X −→ M is a minimal length
carrier graph, X is trivalent and the edges of X map to geodesic seg-
ments in M that connect at 2pi/3-angles. He used this to show that
any minimal length carrier graph has a cycle with total edge length
less than some constant depending on rank(pi1X). In fact, we will see
that minimal length carrier graphs have a lot of extra structure.
Definition 8.1 (Relatively connected). A carrier graph f : X −→ M
with geodesic edges is D-relatively connected if whenever Y ⊂ X is a
proper subgraph, there is an edge e ⊂ X \ Y with lengthfY (e) ≤ D.
Here, lengthfY (e) is the length of e relative to Y , which we will define
below. Informally (and slightly inaccurately) it is the length of the
subsegment of e that lies outside the convex hull of Y in M .
Extending earlier results of ours in [9, 66], we prove:
Theorem 8.2. Fixing  > 0, there is some constant D = D() as
follows. Let M be a complete -thick hyperbolic 3-manifold and assume
that every essential closed curve on ∂CC(M) that is nullhomotopic
in M has length at least . The any minimal length carrier graph
f : X −→M is D-relatively connected.
We should mention that there is also a relative version of Theorem 8.2
that works without the -thick assumption, compare with the version
in the appendix of [12], but we will not need it in this paper.
We now give the definition of relative length. Let f : X −→M be a
carrier graph with geodesic edges in a hyperbolic 3-manifold M .
Definition 8.3. A rooted edge of X is a pair (e, v) where e is a directed
edge of X and v is the initial vertex of e.
For the most part, one can ignore the direction of e. We only mention
it since our carrier graphs can have edges that are closed loops, and in
a rooted edge we want to specify a ‘side’ of e that is attached to v.
Given a rooted edge (e, v) and a subgraph Y ⊂ X, we want to define
a number called the convex hull length
CHLfY (e, v) ∈ [0,∞).
This will be zero if v 6∈ Y , and if v ∈ Y , it will informally measure the
amount of length f(e) expends near the convex hull of f(Y ) ⊂M just
after leaving the vertex v. However, to make this precise we need to
pass to universal covers. So, assume v ∈ Y and let
pi : X˜ −→ X, pi : H3 −→M, f˜ : X˜ −→ H3, pi ◦ f˜ = f ◦ pi
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be the appropriate universal covers and lifts. Lift e to an edge e˜ in
X˜ and let v˜ be the initial endpoint of e˜, with respect to the lifted
orientation. If the component of pi−1(Y ) containing v˜ is
Y˜0 ⊂ pi−1(Y ) ⊂ X˜,
we define the convex hull length of (e, v) to be
(8.1) CHLfY (e, v) := length
(
f˜(e˜) ∩N1(CH(f˜(Y˜0)))
)
.
Here, N1( · ) denotes the 1-neighborhood in H3. Note that the inter-
section above is a subsegment of f˜(e˜) starting at the vertex v˜, and that
CHLfY (e, v) does not depend on any of the choices of lifts.
Definition 8.4 (Relative length). The length of e relative to Y is
lengthfY (e) = max
{
0, length(e) −
∑
vertices
v of e
CHLfY (e, v)
}
.
There are only two terms in the summation. Recall that each term
CHLfY (e, v) is the length of some subsegment of f(e). These segments
may overlap, in which case the difference above will be negative. This
is the reason for the maximum. Note that as defined, relative length is
then just the length of the part of f(e) that is not contained in either
of the subsegments defining convex hull length.
Before beginning the proof of Theorem 8.2, note that the definition
of convex hull length (and hence, that of relative length) would change
drastically if we used the convex hulls themselves instead of their 1-
neighborhoods in (8.1). For taking the convex set to be a plane, a
geodesic can run for a long time in the 1-neighborhood before inter-
secting the plane. However, the following standard lemma shows that
convex hull length only changes by a uniform constant if the radius is
changed from 1 to another fixed constant.
Lemma 8.5 (Changing the radius). If C is a convex set in H3 and γ
is a geodesic segment contained in Nb(C) \ Na(C), where b > a, then
length γ ≤ 2b
1− 1
cosh a
.
Proof. Since γ ⊂ H3 \ Na(C), we have
length γ ≥ cosh a · lengthpi(γ),
where pi is the nearest point projection to C. But also
length γ ≤ 2b+ length pi(γ),
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since γ minimizes the distance between its endpoints. Putting these
two estimates together proves the lemma. 
8.1. Proof of Theorem 8.2. The proof is somewhat similar to that in
the appendix of [12]. Before starting the proof proper, we identify the
constant D = D() in the statement of the theorem. It will depend on
two constants, L and A, which are described in the two claims below.
Claim 8.6 (Long segments, bounded angles). Given , there is some
L = L() > 0 as follows. Suppose that γ is a path in H3 that is a
concatenation of geodesic segments γi = [pi, pi+1], where i = 0, . . . , n−
1, such that for all i = 0, . . . , n− 2, we have
(1) the angle made by γ′i and γi+1 at pi+1 is at least pi/3,
(2) length γi ≥ L.
Let P ⊂ H3 be the plane through p0 that is perpendicular to γ0, and let
piP : H3 −→ P
be the closest point projection. Then we have
d(p0, piP (pn)) < sinh
−1(

2pi
) and γ ∩ P = {p0}.
Note that i = 0, . . . , n − 2 in (2), as well as in (1). So, it is not a
problem if the last segment we are concatenating is short. Also, pi/3
and sinh−1( 
2pi
) could be replaced by arbitrary positive constants; we
phrase it as above just so that it is clear how we are defining L below.
Proof. For each i = 0, . . . , n−2, let Pi be the plane that perpendicularly
bisects the segment γi. A hyperbolic geometry exercise shows that if L
is at least some constant depending on α, then each Pi is disjoint from
Pi+1, when defined. Similarly, we can assume that γn−1 is disjoint from
Pn−2. It follows that each Pi intersects the path γ exactly once.
Now if if L is also at least some constant depending on , then
diam(piP (P0)) ≤ sinh−1( 
2pi
).
The first part of the claim follows since P0 separates pn from P . For
the second part, just note that P0 separates every point on γ \ γ0 from
P , so (γ \ γ0) ∩ P = ∅, and certainly γ0 ∩ P = {p0}. 
We also need the following, which we leave to the reader.
Claim 8.7. There is some A = A() > L such that
(i) if an isometry g : H3 −→ H3 has translation length at least ,
we have that d(g(x), x) ≥ L for every point x ∈ H3 that lies at
least A away from the axis of g, and
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(ii) any geodesic ray emanating from a convex subset K ⊂ H3 that
leaves NA(K) meets ∂NA(K) in an angle of at least pi/3.
To prove Theorem 8.2, it would suffice to show that if D = 2L and
X −→M
is a minimal length carrier graph that is not D-relatively connected,
then there is an essential closed curve on ∂CC(M) with length at most
 that is nullhomotopic in M . We will do this, but whenever we speak
of convex hull length or relative length below, we will use the constant
A instead of 1 in (8.1). One can then use Lemma 8.5 to translate
this back into a statement about relative connectedness with the usual
definition, and the D produced will differ from by 2L only by a constant
depending on A, which depends only on .
So, assume that Y ⊂ X is a proper subgraph such that every edge
e ⊂ X \ Y has relative length lengthY (e) ≥ D. (Again, we are using
A instead of 1 in the definition of convex hull length (8.1) throughout
the rest of the proof.) In a further abuse of power, we will’s assume
throughout the proof that our carrier graph is embedded in M , just so
that we can cut down on notation by not naming the map. Let
pi : H3 −→M
be a universal covering map, and let
X˜ = pi−1(X), Y˜ = pi−1(Y ).
So, if (e, v) is a directed edge of X \ Y with v ∈ Y , we compute its
convex hull length by lifting it to a directed edge (e˜, v˜) in X˜, letting
Y˜0 ⊂ Y˜ be the component containing v˜, and setting
(8.2) CHLY (e, v) = length
(
e˜ ∩NA(CH(Y˜0))
)
.
Then lengthY (e) is then defined as in Definition 8.4.
Fix an edge e0 ⊂ X˜ \ Y˜ . Since lengthY (pi(e0)) ≥ D = 2L, there some
p ∈ e0 such that for each component Y˜0 ⊂ Y˜ containing a vertex of e0,
the point p lies at a distance of at least L along e0 from NA(CH(Y˜0)).
So for instance, we can take p to be the midpoint of the subsegment of
e0 whose length defines lengthY (pi(e0)). We claim:
Claim 8.8. If P ⊂ H3 is the plane through p that is perpendicular to
e0, and piP : H3 −→ P is the orthogonal projection, then
piP (X˜) ⊂ B := BP
(
p, sinh−1
( 
2pi
))
and P ∩ X˜ = {p}.
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Postponing the proof of the claim for a moment, we finish the proof of
Theorem 8.2. Since piP takes (unparameterized) geodesics to geodesics
and the disk B ⊂ P is convex, the preimage pi−1P (B) is a convex subset
of H3 that contains X˜. Hence, we have a closed curve
c := ∂B¯ ⊂ H3 \ CH(X˜), length c = 2pi sinh(sinh−1 ( 
2pi
)
) = .
There is a bi-infinite edge path in X˜ that passes through e0 exactly
once, and whose inclusion in H3 is proper. (If not, one of the two
components Z ⊂ X˜ \ int(e0) is compact, and we can create a shorter
equivalent carrier graph by collapsing Z ∪ e0 to a point and propogat-
ing the change pi1M -equivariantly, contradicting that X −→ M has
minimal length.) This path intersects B exactly once, so c = ∂B can-
not bound a disk in the complement of this path, implying that c is
homotopically essential in H3 \ CH(X˜).
The convex core CC(M) is the quotient of the convex hull in H3 of
the limit set Λ(M) ⊂ S2∞. Since X is compact, we have
CH(Λ(M)) ⊂ CH(X˜) ⊂ Nr(CH(Λ(M)))
for some r > 0. It follows that H3 \ CH(Λ(M)) deformation retracts
onto H3 \ CH(X˜), since we can map x ∈ CH(X˜) \ CH(Λ(M)) to the
unique point in ∂CH(X˜) that lies along the ray through x that em-
anates perpendicularly out from ∂CH(Λ(M)). So, c is homotopically
essential in H3 \CH(Λ(M)) as well. The projection pi(c) is then a loop
with length  that is essential in M \CC(M), but not in M , and then
projecting pi(c) onto ∂CC(M) gives a loop as desired.
Proof of Claim 8.8. Let q ∈ X˜ be a point that is not lie on the edge
e0. We will construct a path γ
′ from p to q that is a concatenation of
geodesic segments connected with angles at least pi/3, such that
(1) except possibly for the segment incident to q, all our geodesic
segments have length at least L,
(2) the segment incident to p is a subsegment of e0.
Claim 8.8 will then follow from our definition of L in Claim 8.6.
Since X −→ M is pi1-surjective, X˜ is connected. Hence, there is an
embedded path γ in X˜ from p to q. Note that γ certainly starts at p
with a subsegment of e0. We will modify γ to give a path γ
′ as above.
Index the maximal subpaths of γ that lie in Y˜ as γi ⊂ γ, where γi
lies in the component Y˜i ⊂ Y˜ , and set
Ci := NA(CH(Y˜i)).
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For each i, let γexti ⊃ γi be the maximal subpath contained in Ci, and
let xi, yi be the endpoints of γ
ext
i . As i varies, the paths γ
ext
i are disjoint:
if two intersect, they will do so along a lift of an edge e ⊂ X \ Y with
lengthY (e) = 0, contradicting our choice of Y .
Create γ′ from γ by replacing every subpath γexti with the geodesic
[xi, yi] ⊂ H3 connecting its endpoints. The result is a concatenation of
geodesic segments of the following two types, which appear in alterna-
tion as one traverses γ′:
(1) (e∩ γ) \ ∪i∈ICi, where e is an edge of X˜ \ Y˜ and I is the set of
(at most two) indices of components Y˜i that are adjacent to e,
(2) segments [xi, yi] ⊂ Ci constructed above.
In (1), note that the intersection e∩ γ = e unless e contains one of the
endpoints p, q of γ, in which case e∩γ ⊂ e is some subsegment. Before
the statement of Claim 8.8, we chose p to lie at a distance of at least
L along e0 from any Ci, so γ
′ begins at p with a type (1) subsegment
of e0 of length at least L. We want to show that
• all our segments above connect with angles at least pi/3, and
• all the rest of them (except possibly the one incident to q) also
have length at least L.
The type (1) segments where e = e ∩ γ are exactly those we use to
compute relative length, so each of these has length at least D ≥ L by
our assumption that there every edge e ⊂ X \ Y has lengthY (e) ≥ D.
We have already dealt with the segment incident to p, and we do not
care about the length of the segment incident to q.
Now suppose there is a type (2) segment with length less than L, so
for some i, we have d(xi, yi) < L. Assume that [xi, yi] is not incident
to q. (It can’t be incident to p, as explained above.) Then xi, yi ∈ ∂Ci,
since γexti was a maximal segment of γ contained in Ci. It follows that
xi, yi lie on edges ei, fi ⊂ X˜ \ Y˜ , respectively. By Claim 8.7 (i), we
have pi(xi) 6= pi(yi). Hence, pi(e) and pi(f) are distinct edges of X. We
can then replace e ∩ Ci with the geodesic [xi, yi] and propagate this
change equivariantly to create a new carrier graph that is equivalent to
X. Since e∩Ci has one endpoint on Y˜i and the other on ∂Ci, we have
length[xi, yi] < L < A ≤ length(e ∩ Ci).
So the new carrier graph is shorter, contradicting the fact that X has
minimal length.
Finally, we must check that all the angles in γ′ are at least pi/3.
There are two types of angles: those at vertices of X˜, and those at the
endpoints of the segments [xi, yi]. Since X has minimal length, the first
kind are all equal to 2pi/3, by an observation of White [71]. If some
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endpoint, say xi, of some [xi, yi] is not also an endpoint of γ, then it is
adjacent in γ′ to a subsegment of an edge e ⊂ X˜ \ Y˜ with one vertex
on Y˜i. By Claim 8.7 (ii), e makes an angle of at least pi/3 with ∂Ci,
and hence an angle of at least pi/3 with [xi, yi] ⊂ Ci. 
8.2. Further observations about relative connectivity. Here is
another way to phrase the definition of convex hull length, without
passing all the way to the universal cover. Suppose (e, v) is a rooted
edge and v lies in a component Y0 ⊂ Y . Let
pi : Mˆ −→M
be the cover corresponding to the subgroup f∗(pi1Y0) ⊂ pi1M . Let
Y ′0 = Y0 ∪v e
be the graph obtained by attaching e to Y0 at v, and lift f |Y ′0 to
fˆ : Y ′0 −→ Mˆ.
Let C ⊂ Mˆ be the smallest convex subset of Mˆ containing fˆ(Y0).
Here, we say that a subset of Mˆ is convex if every geodesic segment
with endpoints in the subset lies in the subset. So for instance, C
contains the convex core of Mˆ . Then we have that
(8.3) CHLfY (e, v) = length(fˆ(e) ∩N1(C)).
To reconcile this with the previous definition, just note that the
convex hull in (8.1) projects to C under the covering map H3 −→ Mˆ .
We will need the following consequence of relative connectedness
during the main construction in this paper, see §11.
Lemma 8.9. Suppose that f : X −→ M is a D-relatively connected
carrier graph with k edges in a hyperbolic 3-manifold M with injectivity
radius at least  > 0. Then the image f(X) lies in a D′ = D′(D, k, )-
neighborhood of the convex core CC(M).
Proof. For each i ≤ k, we’ll show that for every f as above, there is a
subgraph Y ⊂ X with i edges such that for some D′i = D′i(D, i, ), every
edge e ⊂ Y with fi(e) 6⊂ ND′i(CC(M)) is contained in a component
Y0 ⊂ Y such that length f(Y0) ≤ D′i and the restriction f |Y0 is null-
homotopic. Taking i = k will prove the lemma, since X is connected
and f is not null-homotopic.
The base case i = 0 is trivial. So, assume the above holds for some
i and let f : X −→ M be as in the statement of the lemma. Pick a
subgraph Y ⊂ X with i edges as given by the induction hypothesis,
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C0
C1
δ
δ
γ ∩Wδ
Figure 13. The length of γ outside a neighborhood of convex
sets C0, C1 containing its endpoints is approximately the distance
between C0 and C1.
and pick an edge e ⊂ X \ Y with lengthfY (e) ≤ D. We want to show
that Y ∪ e is a subgraph of X with i+ 1 edges that satisfies our claim.
First, if e does not share any vertices with Y then length e ≤ D and
we are done if D′i+1 is set to be bigger than D and D
′
i.
Next, assume that e is adjacent only to components Y0 ⊂ Y that
are not contained in ND′i(CC(M)). Lift Y0 to Y˜0 ⊂ X˜, as in Definition
8.4. Since fY0 is null-homotopic and length f(Y0) ≤ D′i, the convex hull
of f˜(Y˜0) ⊂ H3 has diameter at most D′i. Hence, at most a segment
of e˜ of length D′i + 1 can lie inside N1(CY˜0). This shows that length e
is bounded above by D + 2(D′i + 1), so the total length length(Y ∪ e)
is at most some D′i+1 depending on D,D
′
i. If the restriction f |Y ∪e is
null-homotopic, we are done. If not, there is a simple cycle γ in Y ∪ e
whose image is essential in M . This γ has length at most D′i+1, so
by Lemma 4.2 the distance from f(γ) to CC(M) is bounded above by
some constant depending on D′i+1 and . So, f(Y ∪e) lies in a bounded
neighborhood of CC(M) and we are done after increasing D′i+1.
Next, assume that e is adjacent only to components Y0 ⊂ Y that are
contained in ND′i(CC(M)). It follows from the definition of relative
length that at most a segment of e of length D can be contained outside
ND′i(CC(M)). Hence, we are done with D′i+1 = D′i +D.
We leave the mixed case—where e is adjacent to one component of
Y that lies in ND′i(CC(M)) and one that does not—to the reader as
the argument is a combination of the previous two paragraphs. 
In fact, using the notation of Definition 8.4, the following lemma
implies that the length of e relative to Y does not really depend on the
geodesic e˜, but just on the adjacent components of pi−1(Y ) ⊂ H3.
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Lemma 8.10. Let C0, C1 be convex sets in H3, let γ be a geodesic with
endpoints vi ∈ Ci, where i = 0, 1, and let
Wδ = H3 \ (Nδ(C0) ∪Nδ(C1)).
Then length(γ ∩W ) is within some D = D(δ) of dHn(C0, C1).
Proof. Let α be a geodesic minimizing the distance between C0 and C1,
and form the geodesic quadrilateral where α, γ are opposite sides. The
other two sides are contained in C0 and C1, respectively, so as geodesic
quadrilaterals in H3 are 4-thin, we have that
α ∩W8 ⊂ N4(γ ∩W4), γ ∩W8 ⊂ N4(α ∩W4).
But by Lemma 8.5, the intersections of α and γ with W4 \W8 have
length at most 17, so this means that the Hausdorff distance between
α ∩W8 and γ ∩W8 is at most 2 · 17 + 4 = 38. See Figure 8.4. So,
38 · 2 ≥ | length(γ ∩W8)− length(α ∩W8)|
≥ | length(γ ∩W8)− d(C0, C1)− 16|,
which proves the theorem for δ = 8, and the result for arbitrary δ
follows from Lemma 8.5. 
The following corollary of Lemma 8.10 will be used in §11.
Corollary 8.11 (Edge homotopies). Suppose that M is a complete
hyperbolic 3-manifold, f : X −→ M is a carrier graph with geodesic
edges, Y ⊂ X is a subgraph and e = (v, w) ⊂ X \ Y , with v ∈ Y . Let
g : X −→M
be a carrier graph such that g = f on X \ e and g|e is a geodesic that
is homotopic rel endpoints to the concatenation of some loop γ in Y
based at v with the edge f |e. Then for some uniform constant D,
| lengthfY (e)− lengthgY (e)| ≤ D.
Moreover, we also have that
|(length f(e)− CHLfY (e, v))− (length g(e)− CHLgY (e, v))| ≤ D.
Proof. In Definition 8.4, the components Y˜0 that appear if we use (8.1)
to define convex hull length are unchanged when f |e is homotoped to
g|e. So, the first part of corollary follows from Lemma 8.10 with δ = 1.
The second part also follows from Lemma 8.10 if we take C0 to be the
convex hull of the Y˜0 used to define CHL
f
Y (e, v), and C1 = {f˜(w)}. 
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9. Algebraic and geometric limits
In this section, we discuss algebraically and geometric limits of se-
quences of representations ρn : Γ −→ PSL2C. The results here will be
applied to representations of free groups coming from bounded length
graphs in hyperbolic 3-manifolds. So while the majority of the available
literature on algebraic and geometric limits concerns faithful represen-
tations, it is crucial that our results hold more generally.
There are three parts below. First, we recall some well-known facts
about geometric and algebraic convergence, and describe how to extract
such limits from sequences of hyperbolic 3-manifolds with bounded
length carrier graphs. Second, we recall and extend some of our work
from [10], where we compared algebraic and geometric limits of se-
quences of (unfaithful) representations and gave a criterion that en-
sures they coincide, i.e. that the convergence is strong. Finally, we use
techniques from [10] and Theorem 7.1 to understand quite precisely
the topology of strong limits.
9.1. Background and notation. Recall that a sequence (Gi) of closed
subgroups of PSL2C converges geometrically to a subgroupG < PSL2C
if G is the set of all g ∈ PSL2C that are accumulation points of se-
quences (gi), where gi ∈ Gi.
Most of our arguments are based on an interpretation of geometric
convergence in terms of the quotient manifolds H3/Gi. Below, a pointed
hyperbolic manifold is a manifold together with a base point.
Definition 9.1. A sequence (Mi, pi) of pointed hyperbolic 3-manifolds
converges geometrically to a pointed manifold (M∞, p∞) if there is a
nested sequence K1 ⊂ K2 ⊂ · · · of compact sets with ∪iKi = M∞ such
that for large i, there are (1 + i)-bilipschitz smooth maps
φi : Ki −→Mi, φi(p∞) = pi,
where i → 0 as i → ∞. We will refer to the maps φi as the almost
isometric embeddings provided by geometric convergence.
When A ⊂M∞ is compact, we will often talk about the image φi(A),
understanding implicitly that this only makes sense for large i.
Fixing some p ∈ H3, every discrete, torsion free subgroup G <
PSL2C gives a pointed hyperbolic 3-manifold M = H3/G, where we
take the projection of p as the basepoint. This gives a surjection
{discrete, torsion free G} −→ {pointed (M, p)}/pointed isometry,
where the fiber containing G consists of all groups γGγ−1, where γ is a
hyperbolic isometry fixing p. We then have the following relationship
between geometric convergence of groups and manifolds:
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Proposition 9.2 (see e.g. [8, 40]). Let G1, G2, . . . , G∞ be discrete and
torsion-free subgroups of PSL2C and consider for all i = 1, . . . ,∞ the
pointed hyperbolic 3-manifold (Mi, pi) where Mi = H3/Gi and pi is the
projection of a fixed point p ∈ H3. Then the following hold.
(1) If Gi converge geometrically to G∞, then (Mi, pi) converge geo-
metrically to (M∞, p∞).
(2) If (Mi, pi) converge geometrically to (M∞, p∞), then there are
elements γi ∈ PSL2C with γi(p) = p such that the conjugates
γiGγ
−1
i converge geometrically to G.
Moreover, if Gi → G∞ and Mi →M∞ one can take the almost isomet-
ric maps φi provided by geometric convergence to satisfy
(9.1) (φi)∗(γ)→ γ in PSL2C,
for any γ ∈ G∞. Here, for i = 1, 2, . . . ,∞ we identify Gi with
pi1(Mi, pi) by taking g ∈ Gi to be the projection to Mi of a path in
H3 from p to g(p), so there is a map (φi)∗ : G∞ −→ Gi above.
Note that using base frames instead of base points, one would get
a more aesthetically pleasing ‘if and only if’ criterion for convergence
above, since discrete, torsion free groups G < PSL2C correspond ex-
actly to framed hyperbolic 3-manifolds. However, for the most part we
would rather not fuss with base frames below.
Now let Γ be a finitely generated group. Recall that a sequence
(ρi) of representations ρi : Γ → PSL2C converges algebraically to a
representation ρ if for every γ ∈ Γ we have ρi(γ) → ρ(γ) in PSL2C.
When a sequence (ρi) converges algebraically to a representation ρ and
the images ρi(Γ) converge geometrically to some group G, it is easy
to see that ρ(Γ) ⊂ G. In other words, the algebraic limit manifold
H3/ρ(Γ) covers the geometric limit manifold H3/G.
All algebraic and geometric limits we consider in this paper will
be constructed from sequences of manifolds that are marked by short
carrier graphs. In the following example, we explain in detail how
to extract such limits, and show that the carrier graphs ‘converge’ to
a carrier graph in the algebraic limit. We include this here so that
later in the paper, we do not have to pollute our main arguments with
references to base points and representations.
Example 1 (Algebraic limits via short carrier graphs). Suppose that
(Mi) is a sequence of complete -thick hyperbolic 3-manifolds and that
for each i, we have a carrier graph
fi : X −→Mi
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where X is a fixed finite graph and supi length fi(X) <∞. Then after
picking a base point x ∈ X and universal covering maps
(H3, p) −→ (Mi, fi(x))
taking a fixed p ∈ H3 to fi(x), we get holonomy representations
ρi : Γ −→ PSL2C, Γ := pi1(X, x), H3/ρi(pi1(X, x)) ∼= Mi
such that a path from p to ρi(γ)(p) in H3 projects down to a loop in
pi1(Mi, fi(x)) representing (fi)∗(γ).
Each fi(X) has bounded length in Mi. So for any fixed finite gen-
erating set for pi1(X, x), the image in pi1(M, fi(x)) of each generator γ
can be represented by a loop with bounded length. Hence, the isometries
fi(γ) will all translate p ∈ H3 a bounded amount, so after passing to a
subsequence we can extract an algebraic limit
ρ : Γ −→ PSL2C, MA := H3/ρ(pi1(X, x)).
Passing to a subsequence, we may also assume that the groups ρi(Γ)
converge geometrically to some subgroup G < PSL2C. Since the Mi are
all -thick, G is discrete, so by Proposition 9.2 the pointed manifolds
(Mi, fi(x)) converge geometrically to the quotient
MG := H3/G,
which we consider based at the projection pG ∈MG of p ∈ H3. Let
pi : MA −→MG
be the associated covering map and let
φi : Ki −→Mi
be the almost isometric maps given by geometric convergence, chosen
to satisfy (9.1) in Proposition 9.2. By Arzela-Ascoli, after passing to
a subsequence we may assume that the maps
(φi)
−1 ◦ fi : X −→MG,
which are defined for large i, converge uniformly to some map
fG : X −→MG.
Note that fG(x) = pG. When we identify pi1(M, pG) with G, it follows
from (9.1) that the image (fG)∗(pi1(X, x)) is equal to the subgroup ρ(Γ).
Hence fG lifts to a carrier graph
f : X −→MA,
such that the composition φi ◦ pi ◦ f is homotopic to fi via a homotopy
with tracks of lengths at most i, where i → 0 as i→∞.
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9.2. Criteria for strong convergence. A sequence of representa-
tions ρn : Γ −→ PSL2C converges strongly to ρ if ρn → ρ algebraically
and the images ρn(Γ) converge to ρ(Γ) geometrically. In [10], we gave
the following criterion for strong convergence.
Theorem 9.3 (see [10]). Let Γ be a finitely generated group and ρi :
Γ −→ PSL2C be discrete, torsion-free representations. Assume that
(ρi) converges algebraically to ρ and geometrically to G < PSL2C, and
set MA = H3/ρ(Γ) and MG = H3/G. If
• ρ(Γ) does not contain parabolic elements, and
• every degenerate end of MA has a neighborhood which embeds
under the covering pi : MA −→MG,
then G = ρ(Γ).
We used Theorem 9.3 in [10] to prove that geometric limits of al-
gebraically convergent sequences are finitely generated, provided that
there are no parabolics. Here is a more precise version of this that we
will need here, but which is unfortunately not stated in [10].
Proposition 9.4. Let Γ be a finitely generated group and
ρi : Γ −→ Isom+(H3)
be a sequence of discrete, torsion free representations converging ge-
ometrically to a group G ⊂ PSL2C with infinite co-volume and no
parabolic elements. Assume that Γ′ ⊂ Γ is a rank k subgroup such that
the restrictions ρi|Γ′ converge algebraically.
Then for some n ≤ 2k there are maps σi : F n −→ Γ with Γ′ ⊂ σi(F n)
such that after passing to a subsequence, the representations
ρi ◦ σi : F n −→ PSL2C
converge algebraically to some ρ, and every degenerate end of H3/ρ(F n)
has a neighborhood that embeds under the covering
H3/ρ(F n) −→ H3/G.
In particular, if Γ′ = Γ then G = ρ(F n) by Theorem 9.3, and hence G
is finitely generated.
Note that even if σi(F
n) = Γ′ for all i, the algebraic limit of ρi ◦ σi
may be bigger than that of ρi|Γ′ . The point is that for large i the
generators of F n may map to very complicated words in Γ′, words
which may otherwise be lost in the algebraic limit.
Proof. The proof of Proposition 9.4 is essentially contained in [10], but
here is a quick sketch. Assume that ρi|Γ′ converge algebraically to
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ρ′ : Γ′ −→ PSL2C and that some degenerate end E of MA = H3/ρ′(Γ′)
does not have a neighborhood that embeds under the covering map
MA −→MG := H3/G.
By the Covering Theorem [28], the end E then has a neighborhood that
maps finite to one onto (but does not embed into) a neighborhood of
a degenerate end EG of MG.
Pick generators γ1, . . . , γk for Γ′ ⊂ G and let g ∈ G represents a loop
in pi1MG that is homotopic into EG, but does not lift homeomorphically
into E . Note that gm ∈ ρ(Γ) for some m; we say g is a root of an element
of ρ(Γ). Since G is discrete and ρi(Γ)→ G geometrically, if we choose
a sufficiently small open neighborhood U ⊂ PSL2C of g, then for large
i there is some γi ∈ Γ such that ρi(γi) is the unique element of ρi(Γ)
that lies in U . Then for large i we define
σi : F
k+1 −→ Γ
by sending the generators to γ1, . . . , γk, γi. The sequence ρi ◦ σi then
algebraically converges to some ρ : F k+1 −→ PSL2C with
ρ(F k+1) = 〈ρ′(Γ′), g〉 ⊂ G.
If every degenerate end of ρ(F k+1) has a neighborhood that embeds
inMG, we are done, but this may not be the case. However, we obtained
ρ(F k+1) from ρ(Γ) by adjoining a root of some element, and the end
E of MA has a neighborhood that finitely covers a neighborhood of an
end of M1A := H3/ρ(F k+1), but no neighborhood that embeds. One
can use these two properties to show that Euler characteristics satisfy
|χ(M1A)| < |χ(MA)|.
This is done during the proof of Proposition 5.1 in [10]; the point is to
show that the dimension of the character variety decreases.
We now iterate the process above, each time adding a single root,
constructing new algebraic limits, and decreasing the absolute value
of the Euler characteristic. This process must terminate in at most
|χ(MA)| ≤ k steps, so as in each step we added a single generator to
our representations, the end result is a sequence of maps
σi : F
n −→ Γ, ρi ◦ σi → ρ
where n ≤ 2k and where every degenerate end of H3/ρ(F n) has a
neighborhood that embeds under the covering
H3/ρ(F n) −→ H3/G. 
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9.3. The structure of strong limits. We conclude with the following
result, whose proof combines techniques from [10] with Theorem 7.1.
Theorem 9.5. Suppose that Γ is a finitely generated group and
ρn : Γ −→ PSL2C
are discrete, torsion free representations that converge strongly to a
representation ρ∞, and assume that for i = 1, 2, . . . ,∞ and γ ∈ Γ, no
element ρi(γ) is parabolic. Let  > 0, let
Mi = H3/ρi(Γ), i = 1, 2, . . . ,∞,
and let (φi) be a sequence of almost isometric maps given by the geo-
metric convergence Mi →M∞, as in Definition 9.1.
Given any compact C0 ⊂M∞, there is a standard compact core
C ⊂M∞, C ⊃ C0,
and a sequence Li → ∞ such that after excluding finitely many i, the
following holds for every component S ⊂ ∂C.
(a) If S faces a degenerate end of M∞, then φi(S) is a boundary
component of a product region
V Si ⊂ CC(Mi) \ int(φi(C))
that has -width at least Li. Moreover, the component of Mi \
int(φi(C)) containing φi(S) is a compression body with missing
interior boundary.
(b) If S faces a convex-cocompact end of M∞, then φi(S) bounds a
component ESi ⊂Mi \ int(φi(C)) that is a product neighborhood
of a convex cocompact end of Mi, where
ESi ⊂Mi \ N1(CC(Mi)).
Above, CC always denotes the convex core and N1( · ) is a closed
metric 1-neighborhood. Also, note that pi1M∞ is finitely generated, so
M∞ is tame by the Tameness Theorem (see §4.4). Since M∞ has no
cusps, every end of M∞ is either convex cocompact or degenerate.
Proof. Let E be a degenerate end of M∞. Using Proposition 5.8 and
Corollary 6.8, pick a product region UE ⊂M∞ that is a neighborhood
of E , where UE ∩ C0 = ∅ . Fixing some to-be-determined `− > 1,
Lemma 6.5 gives a useful simplicial hyperbolic surface
fE : S −→ UE
in the correct homotopy class whose -distance from ∂UE lies in the
interval [`−, 2`−]. It then follows from work of Freedman–Hass–Scott
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(see Lemma 3.1) that there is a level surface
SE ⊂ N 1
2
(fE(S)) ⊂ UE .
For any ` > 0, Corollary 6.8 then gives a compact subproduct region
UE` ⊂ UE ,
that has -width at least `, and where
∂UE ⊂ ∂UE` , N2(fE(S)) ⊂ UE` .
Claim 9.6. For each `, we have that for large i, the surface φi(S
E) is
contained in the 1-neighborhood of a NAT simplicial hyperbolic surface
fi : S −→ φi(UE` ) in the correct homotopy class.
Proof. Suppose that e is the distinguished edge of the triangulation T
of S associated to the useful simplicial hyperbolic surface f : S −→ UE` ,
so that f(e) is a closed geodesic in M∞. For large i, the composition
φi◦f is defined and maps each edge of T to a path in Mi whose geodesic
curvature goes to zero with i. So, if i is large, the restriction φi ◦ f |T 1
can be homotoped to a map fi : T 1 −→ Mi that takes e to a closed
geodesic and takes every other edge of T to a geodesic segment, in
such a way that each track of the homotopy has length at most some
i, where i → 0 with i. For large i, this homotopy can be extended to
a homotopy from φi ◦ f to a simplicial hyperbolic surface fi such that
d(φi ◦ f(x), fi(x)) ≤ 14 . For large i, the surface φi(SE) is contained in
the 3
4
-neighborhood of φi ◦ f(x), and hence in the 1-neighborhood of
fi. If i is large, certainly fi will map into φi(U
E
` ), and will be in the
correct homotopy class. It will be NAT as long as its distance to the
boundary of φi(U
E
` ) is at least , which is the case for all large i. 
If ` is at least some constant depending only on , g, `−, Proposi-
tion 6.14 implies that if i is sufficiently large the topological product
region φi(U
E
` ) contains a topological subproduct region
W Ei,` ⊂ φi(UE` )
that is a (geometric) product region of width at least `/2, say. More-
over, if `− is at least some constant depending only on , g, we can
assume that φi(S
E) ⊂ W Ei,`. Now the surface φi(SE) divides W Ei,` into
two topological subproduct regions, which are actually (geometric) sub-
product regions in light of Claim 9.6. Let
V `i,` ⊂ W Ei,`
be the one of these two subproduct regions that faces the side of φi(S
E)
that is the φi-image of the side of S
E facing E . Then as long as ` is much
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larger than `−, we will have, say, widthV Ei,` ≥ `/4. So, taking a sequence
of constants ` converging to infinity, finding an appropriate large i for
each `, and then passing to a subsequence of (Mi) and reindexing, we
can assume that for each i, the surface φi(S
E) is a boundary component
of some product region V Ei ⊂ Mi that lies on the side of φi(SE) that is
the φi-image of the side of S
E facing E, and where
lim
i→∞
widthV Ei =∞.
Fix someR ≥ 3 large enough so that C0 ⊂ NR(CC(M∞)). Whenever
E is a convex cocompact end of M∞, let
SE ⊂ ∂NR(CC(M∞))
be the component that faces E . We now let
C ⊂M∞, C0 ⊂ C
be the standard compact core bounded by the surfaces SE , where E
ranges over all the ends of M∞. Part (1) of the theorem follows directly
from our work above, after renaming the product regions V Ei . So, we
must prove part (2). If E is a convex cocompact end of M∞, let
SE1 ⊂ ∂N1(CC(M∞))
be the component facing E , and consider the component
F Ei ⊂Mi \ φi(SE1 )
on the side of φi(S
E
1 ) corresponding to the side of S
E
1 facing E . Let
Ni = Mi \ ∪EF Ei .
By strong convergence, the inclusion Ni ↪→Mi is pi1-surjective, and Ni
has convex boundary in Mi for large i. So, Proposition 4.10 implies
that every component of Mi\Ni is a product neighborhood of an end of
Mi. It follows that every φi(S
E) bounds such a product neighborhood.
Moreover, since Ni is convex, it follows that CC(Mi) ⊂ Ni. And since
we selected R ≥ 3, for large i the surfaces φi(SE) will lie outside the
1-neighborhood of Ni, and the rest of part (2) follows. 
10. Splitting along barriers
Let M be a complete hyperbolic 3-manifold.
Definition 10.1 (Barrier). Let U ⊂ M be a compact product region
and let DC(M,U) be the associated double compression body, as defined
in §7. An embedded surface Σ ⊂ M is a barrier of U if it is isotopic
in M to a component of ∂DC(M,U) that is incompressible in M .
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Recall that Theorem 7.1 (1) states that if U has genus g and -width
at least some L = L(g, ), then any boundary component of DC(M,U)
that is not isotopic to a level surface of U is incompressible in M .
The reader should note that DC(M,U) is only defined up to isotopy,
so it makes sense that being a barrier should be invariant of isotopy.
Also, it is a theorem of Waldhausen [69] that any two homotopic embed-
ded surfaces in M are isotopic, so one could also have said ‘homotopic’
above. We will use this without comment below.
Convention: In the rest of this paper a (k, L)-product region will be a
product region with genus at most k and -width at least L. A barrier
of a (k, L)-product region is called a (k, L)-barrier.
Essentialy, the goal of this section is to bound the complexity of
a decomposition of M along a maximal collection of disjoint, noniso-
topic barriers. There is some necessary complication in the statement,
however, since the definition of barrier depends on genus.
Theorem 10.2 (Splitting along barriers). Fix k and  and a function
K : N −→ N. Then there are k′ = k′(k,K) and L = L(k, ,K)
such that in every complete hyperbolic 3-manifold M with no cusps and
rank(pi1(M)) ≤ k, there is an embedded incompressible surface Σ ⊂M ,
with at most 5k connected components, each of which has genus at most
k′, such that for every component N ⊂M \ Σ, we have that
(1) rank(pi1(N)) ≤ k′, and
(2) every (K(k′), L)-barrier in M is isotopic to a component of Σ.
The key step in the proof of Proposition 10.2 is the following. If U is
a collection of disjoint compact product regions, we say that a surface
Σ ⊂M represents the barriers of U if
• every component of Σ is a barrier of some U ∈ U ,
• every barrier of every U ∈ U is isotopic to a component of Σ.
Lemma 10.3 (Acylindricity). Given g,  > 0, there is some L > 0
as follows. Let M be a complete hyperbolic 3-manifold and let U be a
collection of disjoint, compact (g, L)-product regions in M . Then there
is a surface Σ ⊂M that represents the barriers of U such that either
(1) Σ is connected, and is a regular fiber with respect to some fibra-
tion of M over S1 or S1/(z 7→ −z), or
(2) the splitting of pi1M associated to Σ is 7-acylindrical.
We’ll defer the proof of Lemma 10.3 for a moment. First, we will
recall some key facts about acylindrical splittings, make some remarks
about the constant 7, and in §10.1 we show how Lemma 10.3 implies
Theorem 10.2. In §10.2, we essentially show how to construct the
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barriers Σ above, and then in §10.3 we will prove the dichotomy in
Lemma 10.3.
Also, it is worth mentioning that for the purposes of Theorem 10.2,
it would suffice if the 7 in Lemma 10.3 were replaced by any function
of g. We expect that one could prove this weaker version of Lemma
10.3 using an extension of the topological ‘vegematic’ argument used
in [30, Theorem 4.1], for example. See also [18, §7].
Recall that a splitting of a group G as a graph of groups is `-
acylindrical if in the associated action of G on the Bass-Serre tree,
there is no element that fixes a segment of length `+ 1. One can inter-
pret this in our situation more concretely as follows. If f : A −→M is
a map from an annulus such that f(∂A) ⊂ Σ, then after a homotopy
rel ∂, the map f is transverse to Σ and decomposes as a concatena-
tion of essential annuli in MΣ, the manifold with boundary obtained
by splitting M along Σ. If the number of such essential subannuli is
called the ‘length’ of f , then the splitting of pi1M determined by Σ is
`-acylindrical if and only there are no such annuli with length `. This
geometric interpretation of `-acylindricity was first described by Sela
[62]; see also DeBlois [30] for a very detailed proof of the correspondence
in the case that Σ is connected.
The reason we care about `-acylindricity is that Weidmann [70]
proved an analogue of Grushko’s theorem for such splittings, a weak-
ened version of which is as follows: if a torsion-free group G splits as a
minimal `-acylindrical graph of groups with vertex groups {Av | v ∈ V }
and (nontrivial) edge groups {Ae | e ∈ E}, then we have
(10.1) rankG ≥ 1
2`+ 1
(∑
v∈V
rrank(Av) + |E|
)
.
Here, rrank(Av) is the relative rank of Av with respect to its edge
groups, i.e. the minimal number of elements of Av that, together with
a conjugate of each adjacent edge group, will generate Av. Note that
7
(10.2)
∑
v∈V
rrank(Av) ≥
∑
v∈V
rank(Av)− 2
∑
e∈E
rank(Ae).
The reader may wonder whether the 7 in Lemma 10.3 is optimal, and
in fact it is not. The optimal number should be 4, and it is true that
using 4 one could produce slightly better bounds for the k′ in Propo-
sition 10.2, if desired. And while the arguments to come could also be
used to prove 4-acylindricity, everything is a bit easier to organize if
7Our graphs of groups do not have directed edges. If one takes edges to be
directed, as Weidmann does in [70], then there is no 2 in Equation (10.2).
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U1 U2
twisted interval bundles
Σ1 Σ2N
Figure 14. One can produce a 3-manifold by gluing two twisted
interval bundles to a hyperbolizable 3-manifold N that is not a triv-
ial interval bundle, but where there is an embedded annulus joining
its two boundary components. Using the results of BMNS [23], one
could show that if the gluing maps are sufficiently complicated, the
resulting manifold M is hyperbolic and the gluing surfaces Σ1,Σ2
are adjacent to wide product regions. We can take the barriers to
be the gluing surfaces, and then there will be a length 3 annulus
in (M,Σ1 ∪ Σ2).
we are content with 7. Note, however, that the splitting may not be
3-acylindrical, see Figure 14.
10.1. Proof of Proposition 10.2, given Lemma 10.3. The proof
will be algorithmic. In order to present it in a way that is as under-
standable as possible, we will first give a fairly detailed sketch without
worrying about things like the appropriate widths of product regions,
and the exceptional cases in Lemma 10.3. Then we will give a rigorous
version of the argument. This two-step process is necessary, since in
order to write down a rigorous proof one has to know in advance how
large the genera of the surfaces produced during the algorithm will be,
and one cannot know this without going through the algorithm.
Before starting the first pass, let’s briefly discuss how to apply the
Weidmann inequality (10.1), which makes the whole argument work.
Suppose that U (i) is a collection of i disjoint product regions in M ,
each with genus at most g, and that the splitting of pi1M given by Σ1
is 7-acylindrical. Then (10.1) and (10.2) give that
(10.3)
∑
components
N⊂M\Σ
rankpi1N ≤ 15k + 2
∑
components
X⊂Σ1
rank pi1X ≤ 15k + 4 · i · g,
where the last inequality comes from the fact that for a surface X, we
have rankpi1X = 2genus(X), and the genera of all the barriers of a
product region sum to at most twice the genus of the product region.
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Moreover, (10.1) says that the number of components of Σ is
(10.4) |E| ≤ 15k
The first pass. Start with Σ = ∅, k(0) := k and iteratively define
(10.5) k(i) = 15k + 4 · i · g(i), g(i) = K(k(i−1))
Since rank pi1M = k, we are done unless there is some product region
U (1) ⊂ M with genus at most g(1) such that the union Σ(1) of all its
barriers is nonempty. Hopefully, (10.3) applies, in which case each
component of M \Σ(1) has rank at most k(1). We are then done unless
there is some product region U (2) ⊂M with genus at most g(2) that has
a barrier that is not isotopic to a component of Σ(1). Hopefully the two
product regions are disjoint, and we let Σ(2) ⊂ M represent all their
barriers. Hopefully, (10.3) tells us that each component of M \Σ(1) has
rank at most k(2), and then we are done unless there is some U (3) ⊂M
with genus at most g(3) that has a barrier that is not isotopic to a
component of Σ(2). Continue this process as long as possible.
At each step, the surface Σ(i) has at least i components. So, assuming
the associated splitting is always 7-acylindrical, (10.4) says that the
process must terminate in at most 15k steps. This (more or less) proves
Proposition 10.2, with k′ = k(15k).
The real proof. Note that in the proof sketch above, we never produce
product regions that have genus bigger than
gmax := g
(15k+1).
(You may think that g(15k) suffices, but the logic in saying that the
process terminates after 15k steps involves first taking 15k+1 steps, and
then using (10.4) to get a contradiction, so we may consider product
regions with genus g(15k+1), if briefly.) Let Lmax be the constant given
by Lemma 10.3, with respect to the inputs  and gmax. The main step
of the argument is as follows.
Claim 10.4 (The repeated step). Suppose U (i) is a collection of i dis-
joint (g(i), Lmax)-product regions in M , where i ≤ 15k. Then there is
a surface Σ(i) ⊂ M that represents the barriers of U (i), and where for
every component N ⊂M \ Σ we have
rankpi1N ≤ k(i).
Moreover, there is some L = L(, gmax, Lmax) such that if V ⊂ M is
a (g(i+1), L)-product region that has a barrier that is not isotopic to a
component of Σ(1), there is a subproduct region V ′ ⊂ V of -width at
least Lmax that is disjoint from every U ∈ U (i).
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This claim fulfills all our hopes from the first pass. Namely, the
constants k′, L in Proposition 10.2 will just be k(15k) and the L in
Claim 10.4, and the proof proceeds as follows. Starting with U (0) = ∅,
assume that we have constructed a collection U (i) of disjoint genus
(g(i), Lmax) product regions in M with at least i barriers. Claim 10.4
shows that the components of M \ Σ(i) have rank at most k(i), so we
are done with Σ = Σ(i) unless there is some (g(i+1), L)-product region
V ⊂M that has a barrier that is not isotopic to a barrier from U (i). If
there is such a V , we apply Claim 10.4, and set U (i+1) = U (i) ∪ {V ′}.
Since our product regions given all have -width at least Lmax, (10.4)
says that the process terminates in at most 15k steps, as explained in
the first pass. (So, the requirement i ≤ 15k in Claim 10.4 is not an
issue.)
Proof of Claim 10.4. Since i ≤ 15k, we have g(i) ≤ gmax, so we know
that Lemma 10.3 applies to the collection U (i), giving a surface Σ(1) ⊂
M that represents the barriers of U (i). If the associated splitting of
pi1M is 7-acylindrical, each component of M \ Σ(1) has rank at most
k(i), by (10.3). If Σ(1) is a fiber in a fibration of M over the circle, we
have
rankpi1(M \ Σ(1)) = 2genus(Σ(1)) ≤ 2g(i) ≤ k(i)
as desired. If Σ(1) is a regular fiber in a fibration over S1/(z 7→ −z),
then each component of M \ Σ(1) compactifies to a twisted interval
bundle over a non-orientable surface with Euler characteristic
χ = χ(Σ(1))/2 ≤ (2g(i) − 2)/2 = g(i) − 1.
This surface is a connected sum of at most g(i) − 1 copies of RP 2, and
hence has rank at most g(i) − 1 ≤ k(i).
Assume now that V ⊂ M is a (g(i+1), L)-product region that has
a barrier that is not isotopic to a component of Σ(1), for some huge
constant L = L(, gmax, Lmax) soon to be determined. (Note that
g(i+1) ≤ gmax := g(15k+1), since i ≤ 15k.) Then V cannot share a
level surface with any U ∈ U (i), so by Lemma 6.15, there is some
D = D(, gmax) such that for any U ∈ U (i),
p ∈ U ∩ V =⇒ d(p, ∂U ∪ ∂V ) ≤ D.
By the Bounded Diameter Lemma and Fact 6.4, each
BU = {p ∈ U | d(p, ∂U) ≤ D}, U ∈ U (i)
is a union of 2 sets, one for each component of ∂U , each of which has -
diameter at most some D′ = D′(, gmax). Since U (i) only has i product
regions in it, this means that if L is huge with respect to i and D′,
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there is a point in V that lies at an -distance much bigger than Lmax
from both ∂V and from every U . We can then use Corollary 6.7 to find
a subproduct region V ′ ⊂ V with -width at least Lmax that is disjoint
from every U ∈ U (i). 
10.2. Setting up the barriers. Working towards Lemma 10.3, we
first need to discuss how to best represent the barriers of a collection
U of product regions. Note that the barriers of each U ∈ U are only
well-defined up to isotopy, so that there is some ambiguity about how
to best place the barriers of one product region in relation to those of
another. One would ideally like to isotope all the double compression
bodies DC(M,U), where U ∈ U to be pairwise disjoint, and then just
take of the barriers to be the corresponding incompressible boundary
components. In general this may not be possible, since product regions
can be ‘nested’, in the sense that some V ∈ U is contained in one of
the compression bodies used in constructing DC(M,U). However:
Lemma 10.5 (Non-nested subcollections). There is some L = L(g, )
as follows. Suppose U is a finite collection of disjoint (g, L)-product
regions in M . Then there is some sub-collection V ⊂ U such that
(1) every barrier of every U ∈ U is also a barrier of some V ∈ V,
(2) no two distinct product regions V0, V1 ∈ V are isotopic in M ,
(3) all the double compression bodies DC(M,V ), where V ∈ V, can
be realized in M in such a way that
V0 6= V1 =⇒ DC(M,V0) ∩ DC(M,V1) = ∅.
The proof of Lemma 10.5 will appear below, and will be a quick
consequence of the following lemma and Proposition 6.22.
Lemma 10.6 (Recognizing barriers). There is some L = L(g, ) such
that if U is a (g, L)-product region in M , an embedded incompressible
surface Σ ⊂ M is a barrier of U if and only if it can be obtained from
a level surface of U via a sequence of compressions and isotopies.
To understand the point of the lemma, note that Fact 3.6 implies
that the barriers of U are exactly the incompressible surfaces that are
obtained from some component S ⊂ ∂U via a sequence of compressions
and isotopies in M \ int(U). So, the point is that if U is wide enough,
one does not produce any extra surfaces if one allows the compressions
and isotopies to pass through U .
Proof. The obvious direction is obviously obvious, so let Σ be an in-
compressible surface in M obtained from a level surface of U via a
sequence of compressions and isotopies. We want to show that Σ is a
barrier of U . To do this, it will be convenient to work in a cover of M .
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Let pi : Mˆ −→M be the cover corresponding to the image of the map
pi1U −→ pi1M induced by inclusion. Then U lifts homeomorphically
to a product region Uˆ such that the inclusion Uˆ ↪→ Mˆ is pi1-surjective.
Using Corollary 6.7, split Uˆ into three adjacent product regions
Uˆ = V1 ∪ V2 ∪ V3.
Taking L to be large, we can assume that each Vi has -width at least
any given L′ = L′(g, ). With V2 as the N in Theorem 7.6, it follows
that for large L′, each component of Mˆ \ Uˆ is a compression body with
missing interior boundary.
Regard Mˆ as the interior of a manifold with boundary M¯ , so that
each component of M¯ \ int(Uˆ) is an actual compression body.
Claim 10.7. Every incompressible surface in Mˆ that is homotopic to
a component of ∂M¯ projects to a surface that is homotopic to a barrier
of U in M .
Postponing the proof the claim for a moment, let’s finish the lemma.
Compressions and isotopies lift to covers, so Σ lifts homeomorphically
to an incompressible surface Σˆ ⊂ Mˆ . By Corollary 5.8, we may homo-
tope the inclusion of Σˆ to a simplicial ruled surface f : Σˆ −→ Mˆ.
If f(Σˆ) intersects V2, the Bounded Diameter Lemma implies that
f(Σˆ) ⊂ Uˆ as long as L′ is large. But then f is a pi1-injective map from
a surface into a product region, where the surface has genus at most
that of the product region, implying that f : Σˆ −→ Uˆ is a homotopy
equivalence. In other words, U ⊂ M was incompressible and Σ was
homotopic to a level surface in U , and hence Σ is a barrier of U .
So, suppose that f(Σˆ) does not intersect V2. Then f(Σˆ) is an incom-
pressible surface in a component of M¯ \ int(V2), which is a compression
body whose interior boundary is a union of components of ∂M¯ . So by
Fact 3.4, f is homotopic to a component of ∂M¯ . Hence, Claim 10.7
implies that the (embedded) surface Σ is a barrier of U .
It remains to prove Claim 10.7. To do this, it suffices to construct
a compact core for Mˆ and prove that every incompressible boundary
component of this core projects to a surface homotopic to a barrier of
U in M . So, let DC := DC(M,U) be the double compression body
of U . If DC ↪→ M is pi1-injective, then DC lifts homeomorphically
to a compact core DˆC ⊂ Mˆ , and the claim is clear. We can therefore
assume that DC ↪→M is not pi1-injective. If L is large, Theorem 7.1 (2)
then implies that some component I ⊂M \ int(U) is a twisted interval
bundle and that if S ⊂ ∂U faces the other component of M \ int(U),
the compression body C := C(M \ int(U), S) is nontrivial.
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Now I is double covered by a trivial interval bundle Iˆ −→ I, and
we can construct a double cover M ′ −→ M by gluing two copies of
M \ int(I) to the boundary components of Iˆ. This M ′ contains a union
K ′ := C ′1 ∪ U ′1 ∪ Iˆ ∪ U ′2 ∪ C ′2,
where each subset shares a boundary component with the next, each
C ′i projects homeomorphically onto C, and each U
′
i projects homeo-
morphically onto U . Moreover, we can assume that pi factors as
Mˆ −→M ′ −→M
in such a way that Uˆ projects homeomorphically onto U ′1, say. Since
the inclusion U ′1 ↪→ K ′ is pi1-surjective, we can then lift K ′ homeomor-
phically to a subset
Kˆ := Cˆ1 ∪ Uˆ1 ∪ Iˆ ∪ Uˆ2 ∪ Cˆ2 ⊂ Mˆ, where Uˆ1 = Uˆ .
But the compression body C was nontrivial, so Theorem 7.1 (1) implies
that ∂intC is incompressible in M , and hence Kˆ ⊂ Mˆ has incompress-
ible boundary. Therefore Kˆ ↪→ Mˆ is pi1-injective, in addition to being
pi1-surjective, implying that Kˆ is a compact core for Mˆ . And by con-
struction, every boundary component of Kˆ projects to component of
∂intC, and hence to a barrier of U in M . 
We are now ready to prove Lemma 10.5.
Proof of Lemma 10.5. Let V ⊂ U be a minimal sub-collection satisfy-
ing (1), and let
MV := M \ ∪V ∈Vint(V ).
It suffices to show that whenever V ∈ V and S ⊂ ∂V is some boundary
component, the characteristic compression body C(MV , S) is also a
characteristic compression body for S in the larger manifold M\int(V ).
If this is true, then for all V , say with ∂V = S1 ∪ S2, we will have
DC(M,V ) = C(MV , S1) ∪ V ∪ C(MV , S2).
And since the characteristic compression bodies of the boundary com-
ponents of MV can all be taken to be disjoint, see Proposition 3.5, this
will prove property (2) above.
So, let V ∈ V and let S ⊂ ∂V be a boundary component. Assume
C := C(MV , S)
is not a characteristic compression body for S in M \ int(V ). Then
some component X ⊂ ∂intC is compressible in M \ int(V ). If L is
large, then Proposition 6.22 implies that X is homotopic in MV to a
boundary component of some W ∈ V , where W 6= V . In particular, a
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level surface of W can be obtained from a level surface of V via by a
sequence of compressions and isotopies in M , where we use a theorem
of Waldhausen [69] to convert the homotopy given by Proposition 6.22
to an isotopy. It follows from Lemma 10.6 that any barrier of W is
also a barrier of V . So, we can eliminate W from our collection of
product regions without changing the collection of associated barriers,
contradicting the minimality of V . 
10.3. Proof of Lemma 10.3. As in the statement of the lemma, let
M be a complete hyperbolic 3-manifold, let U be a collection of disjoint
(g, L)-product regions in M . Since the conclusion of Lemma 10.3 does
not involve the collection of product regions, but only the associated
collection of barriers, we may assume via Lemma 10.5 that no two
distinct U, V ∈ U are isotopic in M , and the double compression bodies
DC(M,U), where U ∈ U , have been chosen so that
U 6= V =⇒ DC(M,U) ∩ DC(M,V ) = ∅.
Write U = U i ∪ U c, where U i is the set of all U ∈ U such that the
inclusion U ↪→ M are pi1-injective, and U c = U \ U i. In other words,
U i is the set of incompressible product regions and U c is the set of
compressible product regions.
The statement of Lemma 10.3 refers to an (orientable, hence two-
sided) surface Σ ⊂ M . Instead of working with surfaces, it is slightly
more convenient to work with disjoint unions of trivial interval bundles
in M . There is a clear dictionary between the two points of view,
since we can pass from a two-sided surface to its regular neighborhood,
and from a trivial interval bundle to a level surface therein. For each
U ∈ U c and each component S ⊂ ∂DC(M,U) that is incompressible in
M , let IS ∼= S × [0, 1] be a trivial interval bundle in M such that
IS ∩ DC(M,U) = S.
We may choose these IS so that as S and U vary, the IS are all disjoint,
and so that IS ∩ DC(M,V ) 6= ∅ =⇒ V = U. Let
I =
⋃
U∈U i
U ∪
⋃
S⊂∂DC(M,U)
S incompressible, U∈Uc
IS.
We want to show that if L = L(, g) is large, then either
(1) I is a (connected) regular neighborhood of some regular fiber
with respect to a fibration of M over S1 or S1/(z 7→ −z), or
(2) the splitting of pi1M associated to I is 7-acylindrical.
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Here, the splitting of pi1M in (2) has vertices corresponding to the
fundamental groups of components of
MI := M \ int(I),
and edges corresponding to the fundamental groups of components of
I. (All these components pi1-inject into M .) To interpret acylindricity
geometrically, define a length n annulus in (M, I) to be a map
f : S1 × [0, 2n− 1] −→M
such that if fi := f |S1×[i,i+1], where i = 0, . . . , 12, we have
• when i is even, fi is an essential map
fi : (S
1 × [i, i+ 1], S1 × {i, i+ 1}) −→ (MI , ∂MI),
• when i is odd, fi is a vertical annulus in some component Ii ⊂ I,
i.e. we can identify Ii ∼= S × [0, 1] in such a way that
fi : S
1 × [i, i+ 1] −→ S × [0, 1]
has the form fi(p, t) = (γ(p), t− i) for some loop γ : S1 −→ S.
Then the splitting of pi1M associated to I is n-acylindrical exactly when
there is no length n annulus in (M, I).
We’ll prove the dichotomy (1) or (2) in a moment, but first we show
how to reduce the problem to considering only U ∈ U i.
Lemma 10.8. Set A = S1 × [0, 1], take an essential map
f : (A, ∂A) −→ (MI , ∂MI),
and for each i = 0, 1, let γi := f(S
1×{i}), and let Σi be the component
of ∂MI containing γi. Then if L = L(, g) is large, neither Σi cannot
be a component of ∂DC(M,U), where U ∈ U c.
Proof of Lemma 10.8. By the Annulus Theorem (c.f. Scott [61]) we can
assume f is an embedded annulus in MI . If the lemma is false, then
up to reversing the parametrization of f , we can assume that Σ0 is a
component of ∂DC(M,U), where U ∈ U c. By Corollary 6.7, if L is
large we can write
U = U1 ∪ U2 ∪ U3
as a union of three adjacent product regions, each of which has -width
at least some large L′ = L′(, g), to be determined. Write
DC(M,U) = C ∪ U2 ∪D,
where C,D are compression bodies, and assume that γ0 ⊂ ∂C. Since
U is not pi1-injective, C is a nontrivial compression body. Finally, let
N ⊂MI
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be the component containing the image of f .
Claim 10.9. Let γ be the geodesic in M homotopic to the curves γ0, γ1.
Then for some i ∈ {0, 1}, the curve γi is not homotopic to γ in M \U2.
Proof. Hoping for a contradiction, suppose that for each i, there is a
homotopy in M \ U2 from γi to γ. (So, in particular γ ⊂ M \ U2.)
Concatenating these two homotopies with f gives a homotopy g from
γ to itself in M . Let Mˆ −→ M be the cover corresponding to the
subgroup 〈γ〉 ⊂ pi1M , and lift g to a homotopy gˆ starting at the geodesic
γˆ ⊂ Mˆ . Then gˆ ends at another lift of γ, which must be γˆ again, since
it is geodesic. But Mˆ deformation retracts onto γˆ, so the homotopy
gˆ can be homotoped rel boundary to have image γˆ. Projecting to M ,
this means that the homotopy g can be homotoped rel boundary so
that its image is just γ, which lies in M \ U2. But f is homotopic to
the concatenation of g with two homotopies in M \ U2, so this means
f is homotopic rel boundary in M to an annulus whose image lies
in M \ U2. Finally, since N ⊂ M is a 3-submanifold each of whose
boundary components is incompressible in M , and f is an annulus in
N , it follows that f is actually homotopic rel boundary in N to an
annulus whose image lies in N \ U2. (To pass from homotopies in M
to homotopies in N , consider the cover M˜ −→ M corresponding to
pi1N . The submanifold N lifts to a standard compact core in N˜ ⊂ M˜ ,
and our original f lifts to an annulus in f˜ ⊂ M˜ . We can then lift the
homotopy H that takes f into M \U2 to a homotopy H˜ from f˜ to some
new annulus in M˜ . Compose H˜ with a retraction M˜ −→ N˜ that takes
M˜ \ N˜ into ∂N˜ , and then project the result to N ⊂M .)
We can therefore assume after a homotopy rel boundary that the
image of f does not intersect U2. Now, all the interior boundary com-
ponents of C are boundary components of N . So, this means that C
is the entire component of N \ int(U2) that contains the image of f .
In other words, f is a properly embedded annulus in (C, ∂intC). A
quick surgery argument then proves that f is inessential, a contradic-
tion. (Cut C into trivial interval bundles via a system of discs, and
note that f cannot intersect the discs essentially.) 
We can now assume that some γi is not homotopic to the geodesic γ
within M \U2. Assume first that γ ⊂M \U2. As long as the -width of
U2 is large, there is by Theorem 6.10 and Fact 6.12 a bounded length,
0.025-separated geodesic link8 Λ ⊂ U2 such that γi is not homotopic
to γ in M \ Λ. Corollary 5.12 then implies that Σi is homotopic to a
8In the notation of Theorem 6.10, this Λ is really Λ ∪ Λ2.
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surface in M that is contained in a bounded-radius neighborhood of Λ.
Since Λ ⊂ U2 and d(U2, ∂U) is large, Σi is homotopic into U . But then
by Lemma 3.1, there is an embedded surface in U that is homotopic
to Σi, and hence is incompressible in M . This is impossible, as this
surface would be a level surface in U , but U ↪→M is not pi1-injective.
Assume now that γ∩U2 6= ∅. By Corollary 5.8, Σi is then homotopic
to a simplicial ruled surface in M that intersects U2. Since d(U2, ∂U)
is large, the Bounded Diameter Lemma implies that Σi is contained in
U , which gives a contradiction as in the previous paragraph. 
We now want to prove the dichotomy (1) or (2) above, so let
f : S1 × [0, 13] −→M
be a length 7 annulus in (M, I). We want to show that I is a regular
neighborhood of some regular fiber in a fibration of M over S1 or
S1/(z 7→ −z). For later use, we set for each i = 0, . . . , 13,
fi := f |S1×[i,i+1], γi := f(S1 × {i})
and we let Σi be the component of ∂I that contains γi.
Every component of I is either an incompressible product region
U ∈ U i, or shares a boundary component with some DC(M,U), where
U ∈ U c. So, Lemma 10.8 implies that for each odd i, the annulus fi is
a vertical annulus in some product region Ui ∈ U . For each even i, let
Ni ⊂M \ int(I)
be the component containing the image of fi.
It will now be convenient to work in a certain cover M˜ −→ M . We
will construct this cover in pieces, so fix some i. If i is even, we define
U˜i to be a copy of Ui, and we call its boundary components Σ˜i, Σ˜i+1,
and for consistency of notation we let
pii : U˜i −→ Ui
just be the identity map. Now assume i is odd. By Proposition 4.9,
there are a cover and a lift
pii : N˜i −→ Ni, f˜i : S1 × [i, i+ 1] −→ N˜i, pi ◦ f˜i = fi
such that the curves f˜i(S
1 × {i}) and f˜i(S1 × {i + 1}) lie on distinct
components Σ˜i, Σ˜i+1 ⊂ ∂N˜i, and where the restrictions
pii|Σ˜i : Σ˜i −→ Σi, pii|Σ˜i+1 : Σ˜i+1 −→ Σi+1
are both homeomorphisms. Let
(10.6) N˜ = N˜0 ∪Σ˜1 U˜1 ∪Σ˜2 N˜2 ∪Σ˜3 · · · ∪Σ˜11 U˜11 ∪Σ˜12 N˜12.
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Here, for each i we have defined Σ˜i both as a component of ∂N˜i+1 or
∂Ni−1, and also as a component of either U˜i or U˜i−1, where in both cases
the ‘or’ depends on the parity of i. In both cases, we have exhibited a
homeomorphism pii : Σ˜i −→ Σi, and we perform the gluing in (10.6) so
that these maps agree.
There is a natural map pi : N˜ −→ M , which agrees with pii on
each N˜i and is the inclusion on each Ui. Moreover, we can endow N
with a Riemannian metric with respect to which pi is a local isometry.
Under pi, every component of ∂N covers a component of ∂I. Since all
components of ∂I are incompressible in M , it follows from Lemma 4.8
that pi can be extended to a Riemannian covering map
pi : M˜ −→M, N˜ ⊂ M˜.
Furthermore, Lemma 4.8 says that every component of ∂N˜ separates
M˜ , and that M˜ deformation retracts onto N˜ . So, we can write
(10.7) M˜ = N˜ ext0 ∪Σ˜1 U˜1 ∪Σ˜2 N˜ ext2 ∪Σ˜3 · · · ∪Σ˜11 U˜11 ∪Σ˜12 N˜ ext12 ,
where each N˜ exti ⊂ M˜ is a (connected) submanifold containing N˜i
whose only boundary components are the adjacent Σ˜j. Each product
region U˜i in (10.7) separates M˜ , and we say a set X ⊂ M˜ lies on the
left of U˜i if it is contained in the union of the terms in (10.7) that are
written strictly to the left of U˜i; on the right is defined similarly.
Each of the annuli fi := f |S1×[i,i+1] lifts to an annulus in the corre-
sponding U˜i or N˜i, by construction. By concatenating (some of) these
pieces, we obtain an annulus in M˜ that starts on Σ˜1 and ends on Σ˜12.
By the annulus theorem (c.f. Scott [61]), there is an embedded such
annulus. Moreover, since all the U˜i are incompressible in M˜ and each
separates the terms on its left in (10.7) from the terms on its right, we
can homotope this annulus so that it intersects each Σ˜i in an essential
simple closed curve γi ⊂ Σ˜i. Since M˜ is a cover of M , it is hyperbolic
with no cusps, and hence the (homotopic) curves γi are all homotopic
in N˜ to a single closed geodesic γ ⊂ N˜ .
For each i, we now find a minimizing simplicial ruled surface in the
product region adjacent to Σ˜i and interpolate between this and a min-
imizing simplicial ruled surface that (almost) realizes the geodesic γ.
More precisely, using Lemma 6.5, Corollary 5.8, and the Interpolation
Theorem for simplicial ruled surfaces, there is a homotopy
Σ˜ti, t ∈ [0, 1] where Σ˜0i = Σ˜i,
such that each Σ˜ti has -diameter at most some D = D(, g), and where
the 1-neighborhood of Σ˜1i contains γ. It follows that the union ∪iΣ˜1i
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has -diameter at most 2D + 2. Setting n = 7, it follows that if the
lower bound L for the -widths of the U˜i is large, we have that either
(1) ∪iΣ˜1i lies to the left of U7, or
(2) ∪iΣ˜1i lies to the right of U5.
Assume for the moment that we are in case (1). The surfaces Σ˜t9
all have bounded diameter, and Σ˜09 = Σ˜9 is separated from Σ˜
1
9 by
U˜7. So, if L is large, some Σ˜
t
9 is contained in U˜7. Since Σ˜
t
9 is an
incompressible surface that is homotopic to an embedding in M˜ , it is
also homotopic to an embedding in U˜7, by Freedman–Hass–Scott [32],
and hence is homotopic to a level surface in U˜7. In other words, there
are level surfaces of U˜7 and U˜9 that are homotopic in M˜ . But since M˜
deformation retracts onto N˜ , these level surfaces are also homotopic in
N˜ . Waldhausen’s cobordism theorem then implies that N˜8 is a trivial
interval bundle. Similarly, N˜10 is a trivial interval bundle.
When we began the proof of Lemma 10.3, we assumed that no two
distinct product regions in U were homotopic in M . Since the product
regions U˜7, U˜9 are homotopic in the cover M˜ , the product regions U7, U9
are also homotopic in M , and hence they are equal in M . Set
U := U7 = U9.
Under the covering map pi8 : N˜8 −→ N8, each component of ∂N˜8
projects homeomorphically to a component of ∂N8. Since ∂N˜8 has two
components, pi8 is either a homeomorphism, or is two-to-one.
If pi8 is a homeomorphism, then N8 is a trivial interval bundle both
of whose boundary components are also components of U , so M fibers
over the circle and U is a regular neighborhood of a fiber. Moreover,
since N8 is a component of M \∪V ∈U int(V ) and U ∪N8 = M , we have
that U = {U} and I = U is a regular neighborhood of a fiber in a
fibration of M over the circle.
If pi8 is two-to-one, then N8 is a manifold with a single boundary
component, in which there is a nontrivial homotopy from ∂N8 to itself.
By Waldhausen’s cobordism theorem, N8 is a twisted interval bundle
over a non-orientable surface. Repeating the above argument for pi10,
we see that either pi10 is a homeomorphism and M fibers over the circle
with I a regular fiber, or pi10 is also two-to-one and N10 is a twisted
interval bundle over a non-orientable surface. We then have that
M = N8 ∪ U ∪N10
is a 3-manifold obtained by gluing two twisted interval bundles along
their boundaries, and fibers over S1/(z 7→ −z) with I = U a regular
neighborhood of a regular fiber.
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Case (2) is exactly the same: one shows that either N2 or N4 is a
trivial interval bundle, in which case M fibers over the circle, or both
are twisted interval bundles, in which case M fibers over S1/(z 7→ −z).
11. Short carrier graphs
Throughout this section, we fix k,  > 0 and assume that M is a
convex cocompact hyperbolic 3-manifold such that
(1) rank(pi1(M)) ≤ k and inj(M) ≥ ,
(2) every essential closed curve on ∂CC(M) that is nullhomotopic
in M has length at least .
Whenever we introduce a new constant below, this constant depends
(only) on k, , unless otherwise specified.
Here is the main result of this section.
Proposition 11.1 (No barriers implies short carrier graph). Given
, k, L0, there are K0, r0, D, where K0, r0 depend only on k, as follows.
If every barrier of a (K0, L0)-product region in M is peripheral, there is
a carrier graph f : X −→M with rankpi1X ≤ r0 and length f(X) ≤ D.
We first prove Proposition 11.1 in a special case. We say M is (K,L)-
exceptional if there is a (K,L)-product region V ⊂ M such that both
components of M \int(V ) are either (possibly trivial) compression bod-
ies with missing interior boundary or twisted interval bundles over non-
orientable surfaces. Note that if all barriers of (K,L)-product regions
are peripheral, then it cannot be that both components of M \ int(V )
are twisted interval bundles, so we are really prohibiting the cases where
either both components are compression bodies, or one is a compression
body and the other is a twisted interval bundle.
Claim 11.2 (The exceptional case). Given K, , there are L,D such
that if M is (K,L)-exceptional, M admits a carrier graph f : X −→M
with rank pi1X ≤ 2K and length f(X) ≤ D.
Proof. Suppose that V ⊂ M is a (K,L)-product region, that C,N
are the components of M \ V , that C is a compression body with
missing interior boundary, and that N is either a compression body
with missing interior boundary or a twisted interval bundle.
If N is a compression body with missing interior boundary, then the
inclusion V ↪→ N is pi1-surjective. As long as L is large, we can use
Lemma 6.5 to find a NAT simplicial ruled surface f : S −→ V in the
correct homotopy class. Since M is -thick, Corollary 5.3 says that
when S is endowed with the pullback metric, there is a minimal rank
123
carrier graph X ⊂ S with bounded length. Since then rank(X) =
rank pi1S ≤ 2K, restricting f to X proves the claim.
Now suppose N is a twisted interval bundle over a non-orientable
surface S. By Theorem 6.10, V contains a geodesic link Λ such that
M \ V ↪→M \ Λ
is pi1-injective and Λ lies far from ∂V . Fix a metric with pinched
negative curvature on M \ Λ that agrees with the hyperbolic metric
outside of N0.025(Λ), as in Proposition 5.10, and homotope the base of
the twisted interval bundle N −→ S to a simplicial ruled surface
f : S −→M \ Λ.
Here, |χ(S)| = K − 1, so for instance we know that S is a connected
sum of at most K + 1 copies of RP 2.
Since the pi1-image of f is the same as that of the twisted interval
bundle, which pi1-injects in M \Λ, the image f(S) cannot be completely
contained in V . So, since Λ is far from ∂V , the Bounded Diameter
Lemma (applied in M \ Λ) says that the image f(S) cannot intersect
the 0.025-neighborhood of Λ ⊂ M . Hence, f is simplicial hyperbolic
when regarded as a map into M . Moreover, since it lies (much) further
than a distance of  from Λ and is incompressible in M \ Λ, the fact
that M is -thick implies that S is -thick as well when considered with
the pullback metric.
Now f : S −→ M is pi1-surjective, since the other component C of
M \ int(V ) is a compression body with missing interior boundary. By
Corollary 5.3, there are carrier graphs X −→ S with rank at most
K + 1 and bounded length. Composing with f gives a rank K + 1
bounded length carrier graph for M . 
The idea in general is to start with a minimal length carrier graph
in M and iteratively modify it until it has bounded length. To that
end, recall from §8 that a carrier graph
f : X −→M
with geodesic edges is called D-relatively connected if for every proper
subgraph Y ⊂ X there is an edge e ⊂ X \ Y that has relative length
lengthfY (e) ≤ D.
Here, relative length is obtained from the actual length by subtracting
the convex hull length CHLfY (e, v) of each of the two associated rooted
edges (e, v), and then taking a max with zero, see Definition 8.4.
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When f : X −→M is D-relatively connected, and the constant D is
specified, we say that an edge e of X is short if length f(e) ≤ D. Let
Xsh ⊂ X
be the subgraph consisting of all short edges in X. The key step that
is iterated in the proof of Proposition 11.1 is the following. Essentially,
it says that if e is a long edge that has bounded length relative to Xsh,
and v is a vertex of e, then we can produce a new carrier graph in
which we can chop off the part of e lying in the convex hull adjacent
to v, i.e. the part whose length is CHLf
Xsh
(e, v).
Lemma 11.3 (Modifying carrier graphs). Given , k,D, L, there are
K = 3k and D′ as follows. Let M be a complete hyperbolic 3-manifold
with freely indecomposable fundamental group and inj(M) ≥ , and
suppose that the manifold M is not (K,L)-exceptional and every barrier
of a (K,L)-product region is peripheral in M .
Let f : X −→ M be a D-relatively connected carrier graph with at
most k edges, and suppose there is an edge e = (v, w) ⊂ X with
lengthf
Xsh
(e) ≤ D.
Then there is a D′-relatively connected carrier graph f ′ : X ′ −→ M
with at most 9k edges, and an edge e′ = (v′, w′) in X ′ such that
(1) length f ′(e′)− CHLf ′
(X′)sh(e
′, w′) ≤ D′
(2) length f ′(e′) ≤ length f(e)− CHLf
Xsh
(e, v) +D′, and
(3) the number of long edges in X ′ \ e′ is at most the number of
long edges in X \ e.
Really, the point here is the following consequence.
Corollary 11.4. Given , k,D, L, there are K = 27k and D′′ as fol-
lows. Assume M and f : X −→ M are as in Lemma 11.3, and that
not all edges of X are short. Then there is a D′′-relatively connected
carrier graph f ′′ : X ′′ −→M with at most 81k edges, where the number
of long edges in X ′′ is strictly less than the number in X.
Proof. Since f is D-relatively connected and Xsh 6= X, there is a long
edge e = (v, w) in X such that lengthf
Xsh
(e) ≤ D. Let f ′ : X ′ −→ M
and e′ = (v′, w′) ⊂ X ′ be as given by Lemma 11.3. If e′ is short, we
are done by property (3) of the lemma. If e′ is long, we apply Lemma
11.3 to f ′ and e′, reversing the roles of the two vertices of e′, to get a
D′′-relatively connected carrier graph
f ′′ : X ′′ −→M
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and an edge e′′ = (v′′, w′′) such that
length f ′′(e′′) ≤ length f ′(e′)− CHLf ′
(X′)sh(e
′, w′) +D′′.
(Since K = 27k = 3 · 9k, the pair (M, f ′) still satisfies the assumptions
of the lemma.) But f ′ satisfies property (1) in Lemma 11.3, so
length f ′′(e′′) ≤ D′ +D′′.
So, after replacing D′′ by D′ + D′′, the edge e′′ is short. It follows
from property (3) in the lemma that the number of long edges in X ′′
is strictly less than the number in X. 
Here is how Corollary 11.4 implies Proposition 11.1.
Proof of Proposition 11.1. Fix K0 = K0(k), whose value we will make
explicit at the end of the proof. Given this K0, pick L ≥ L0 big enough
so that Claim 11.2 applies. This means that we may assume that
M is not (K0, L)-exceptional, and that all barriers of (K0, L)-product
regions are peripheral. Pick a minimal length rank k carrier graph
f : X −→ M . By Theorem 8.2, X is D(0)-relatively connected for
some D(0) = D(0)(k, ). Since X is trivalent, the total number of edges
in X is at most n = 3(k− 1). So, after iterating Corollary 11.4 a total
of n times, we obtain a D(n)-relatively connected carrier graph
f (n) : X(n) −→M
with at most n · 81n edges, and no long edges. In other words,
length f (n)(X(n)) ≤ D(n) · n · 81n
is bounded as desired. Similarly, rankpi1X
(n) ≤ r0 := n · 81n.
The above works as long the constant K0 in Proposition 11.1 is
initially chosen large enough so that we can apply the corollary n times.
In particular, all carrier graphs that we produce above have at most
n · 81n edges, so it suffices to take
K0 = 3 · n · 81n = 3 · 3(k − 1) · 813(k−1). 
It remains to prove the lemma. This following argument is in some
sense the kernel of the entire paper, so it merits its own subsection.
11.1. Proof of Lemma 11.3. The constant D′ in the statement of the
lemma will not be explicitly constructed. Rather, we reduce the lemma
to the following claim about sequences of carrier graphs in manifolds.
Below, a sequence of carrier graphs fi is uniformly relatively connected
if all the fi are D-relatively connected for some D independent of i.
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Claim 11.5. Let Mi be a sequence of complete hyperbolic 3-manifolds
with freely indecomposable fundamental group and inj(Mi) ≥ , set
K = 3k and assume that every barrier of a (K,L)-product region in
Mi is peripheral, and no Mi is (K,L)-exceptional.
Let fi : X −→ Mi be sequence of uniformly relatively connected
carrier graphs with at most k (geodesic) edges, and assume the limit
(11.1) lim
i→∞
length(fi(e)) ∈ [0,∞]
exists for every edge e ⊂ X. Call an edge e short if this limit is finite,
and long otherwise. Let Xsh ⊂ X be the subgraph consisting of all
short edges, and fix an edge e0 = (v0, w0) ⊂ X such that
sup
i
lengthfi
Xsh
(e0) <∞.
Then after passing to a subsequence of (Mi), there is a sequence of
uniformly relatively connected carrier graphs
f ′i : X
′ −→Mi
with at most 9k edges, and an edge e′0 = (v
′
0, w
′
0) in X
′ such that
(1) supi
(
length f ′i(e
′
0)− CHLf
′
i
(X′)sh(e
′
0, w
′
0)
)
<∞.
(2) supi
(
length f ′i(e
′
0)− length fi(e0) +CHLfiXsh(e0, v0)
)
<∞, and
(3) the number of ‘long’ edges in X ′ \ e′0, i.e. those e′ for which
sup
i
length f ′i(e
′) =∞,
is at most the number of long edges in X \ e0.
This claim implies the lemma, by the following contradiction argu-
ment. One supposes that there is no uniform D′ that satisfies the
conclusion in Lemma 11.3 and takes a sequence
fi : Xi −→Mi, ei = (vi, wi) ⊂ Xi
of manifolds, carrier graphs and distinguished edges satisfying the hy-
potheses of Lemma 11.3 for which larger and larger D′ fail. Since all
the Xi have at most k edges, we can assume after passing to a subse-
quence that Xi = X is some fixed graph, the distinguished edges are
all the same, and that the limit (11.1) exists for every edge. Apply
Claim 11.5 and take D′ larger than all the suprema in its conclusion,
and large enough so that the f ′i are D
′-relatively connected. For this
D′, the conclusion of Lemma 11.3 then holds for all i, contradicting
that it was supposed to fail for larger and larger D′ as i→∞.
We now start on the proof of the claim. Set
li := CHL
fi
Xsh
(e0, v0).
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If supi li <∞, we can just set f ′i = fi and e′i = e and properties (1)–(4)
above will be trivially satisfied. So, we assume from now on that
li →∞.
Our goal is to modify the carrier graphs fi without adding too many
edges, and in particular without adding any long edges, so that we can
chop off the part of fi(e0) whose length gives li.
Let’s recall the definition of the convex hull length li given in §8,
specifically the version in (8.3). If v0 6∈ Xsh, then li = 0 for all i by
definition, contrary to our assumption that li → ∞. So, suppose v0
lies in a connected component Y ⊂ Xsh. Let
pii : Mˆi −→Mi
be the cover corresponding to (fi)∗(pi1Y ) ⊂ pi1Mi,
Y ′ = Y ∪v e0
be the graph obtained by attaching e0 to Y along v0, and
fˆi : Y
′ −→ Mˆi,
be a lift of fi|Y ′ into Mˆi. Then
(11.2) li = length(fˆi(e0) ∩N1(CH(fˆi(Y )))).
Step 1: extracting limits and simplifying the problem. The maps
fˆi|Y : Y −→ Mˆi
are all pi1-surjective and bounded length, so as in Example 1 in §9
we can pass to a subsequence so that when marked by these graphs,
the manifolds (Mˆi) algebraically converge to some MˆA. Since all our
manifolds are -thick, we can also assume that when a basepoint y ∈ Y
is fixed, we have a geometric limit
(Mi, fi(y))→ (MG, ?).
Let (φi) be a sequence of almost isometric maps given by this geometric
convergence. By Arzela-Ascoli, we have
(fi|Y : Y −→Mi) i→∞−→ (fG : Y −→MG)
after passing to a subsequence, where here convergence means that
(φi)
−1 ◦ fi is defined for large i and converges to fG as i → ∞. More-
over, as long as our maps (φi) were selected to be compatible with the
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Chabauty convergence of the images of the algebraically convergent se-
quence of representations we picked (see (9.1) in Proposition 9.2), we
can assume that there is a covering map
pi : MˆA −→MG
and a pi1-surjective map fˆA : Y −→ MˆA such that fG = pi ◦ fˆA. Again,
we refer the reader to Example 1 in §9 for details.
Claim 11.6. Replacing the carrier graphs fi by new carrier graphs with
at most 3k edges, we can assume after passing to a subsequence that
(1) (Mˆi, fˆi(y)) converges geometrically to (MˆA, fˆA(y)),
(2) every degenerate end of MˆA has a neighborhood on which the
covering map pi restricts to an embedding.
Here, by ‘we can assume’ we mean that the new graphs have all the
same properties that we required of the old graphs (except that the
edge bound is 3k) and that proving Claim 11.5 for these new carrier
graphs will imply it for the old carrier graphs.
Proof. By Proposition 9.4, the covering map pi factors through an in-
termediate cover MˆA −→ N −→MG, where
rank(pi1N) ≤ 2 rank(Y ) ≤ 2k,
and where every degenerate end in N has a neighborhood that embeds
in MG. Create a new graph in MG by letting Z be a wedge of 2k circles,
letting Y ∨y Z be the graph obtained by attaching the wedge point of
Z to our basepoint y ∈ Y , and extending fG to
f¯G : Y ∨y Z −→MG
in such a way that (f¯G)∗(pi1(Z, y)) = pi1(N) ⊂ pi1(MG, fG(y)). Define
f¯i : X ∨y Z −→Mi, f¯i|X = fi
so that the image of each edge of X is a geodesic segment in Mi, and
so that the compositions (φi)
−1 ◦ f¯i|Y ∨yZ are defined and converge to
f¯G as i→∞. Then the sequence of covers
Mˆ ′i −→Mi, pi1(M ′i) = (f¯i)∗(pi1Y ∨y Z) ⊂ pi1(Mi)
converges algebraically to N , when each Mˆ ′i is marked by a lift of the
bounded length graphs f¯i|Y ∨yZ . After passing to a subsequence, we
can also assume that (Mˆ ′i , f¯i(y)) converges geometrically to some Mˆ
′
G.
There are then covering maps
N
p−→ Mˆ ′G −→MG.
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Since degenerate ends of N embed in MG, they also embed in M
′
G, and
hence p : N −→ Mˆ ′G is an isometry by Theorem 9.3. So, the required
properties (1) and (2) hold for the augmented maps f¯i.
The f¯i have at most 3k edges, and otherwise have all the same proper-
ties we required of the fi. For instance, the graphs f¯i(Z) have bounded
length and f¯i|X is a slight perturbation of fi for large i, so the carrier
graphs f¯i are uniformly relatively connected. And including Z into the
short subgraph (X ∨y Z)sh, we still have that:
sup
i
lengthf¯i
(X∨yZ)sh(e0) ≤ sup
i
lengthfi
Xsh
(e0) <∞
Finally, note that proving Claim 11.5 for the f¯i will prove it for the
original fi. The only thing to be careful with is that property (2) in
Claim 11.5 references convex hull length relative to the short subgraph,
and this could change when we add in Z. However, the only way that
it can change is to increase, and proving (2) with a larger value for the
convex hull length certainly proves it for a smaller value. 
Recall that e0 is adjacent to Y ⊂ X and the maps fi|Y ∪ve0 lift to
(11.3) fˆi : Y ∪v e0 −→ Mˆi, li = length(fˆi(e0) ∩N1(CH(fˆi(Y )))).
Claim 11.7. After replacing the fi by new carrier graphs satisfying all
the same properties, we may assume that fˆi(e0) minimizes the distance
in Mˆi between its endpoints.
Proof. Replace fˆi(e0) by a distance minimizing geodesic in Mˆi joining
its endpoints, and modify fi on e0 accordingly. Since
fˆi|Y : Y −→ Mˆi
is pi1-surjective, the new fi(e0) is homotopic to a concatenation of the
old one and the image under fi of a loop in Y . In particular, fi is still a
carrier graph for Mi. We claim it has all the same properties as before.
First, Corollary 8.11 implies that lengthfiZ (e0) changes by a bounded
amount when fi is modified. So, we still have
(11.4) sup
i
lengthfi
Xsh
(e0) <∞.
Second, we claim that we can still assume that the fi are uniformly
relatively connected. It suffices to show that if Z ⊂ X is a proper
subgraph, there is always an edge e ⊂ X \ Z with
sup
i
lengthfiZ (e) <∞.
We do this in three cases.
(1) If Z does not contain Xsh, just pick e ⊂ Xsh.
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(2) If Z contains Xsh but not e0, set e = e0 and use (11.4).
(3) Suppose Z contains Xsh and also e0. Note that the convex hull
of fi(Y ∪v e0) in Mˆi is unchanged when fi is modified. So, for
any edge e ⊂ X \ Z we have that lengthfiZ (e) is unchanged, so
there is still some e with bounded relative length.
Finally, if after the modification li is bounded, then we are done, setting
f ′i = fi and e
′
0 = e0 as in the beginning of the proof of Claim 11.5. So,
we can assume after passing to a subsequence that li →∞.
In summary, all the properties that held before still hold and we also
have that fˆi(e0) minimizes the distance in Mˆi between its endpoints.
The only thing left to mention is that by Corollary 8.11, the difference
length(fi(e))− CHLfiXsh(e0, v0)
only changes by a bounded amount when we do the above modifica-
tions. So, proving (2) in Claim 11.5 for the new carrier graphs will
prove it for the old ones. 
Abusing notation, let’s define new maps
fi : Y ∪v [0,∞) −→Mi,
where v ∈ Y is glued to 0 ∈ [0,∞), by identifying e0 by arclength with
[0, length fi(e0)] ⊂ [0,∞)
and then defining fi to be constant on [length fi(e0),∞). After choosing
appropriate parametrizations and passing to a subsequence, the maps
(φi)
−1 ◦ fi converge on compact sets9 to a map
fG : Y ∪v [0,∞) −→MG
that extends our original fG : Y −→MG. Lift this fG to a map
fˆA : Y ∪v [0,∞) −→ MˆA
that also extends our original map with the same name. Then because
the edges fi(e0) are distance minimizing in Mi, the map fˆA takes [0,∞)
to a distance minimizing geodesic ray in MˆA.
The ray fˆA([0,∞)) must exit an end Eˆ of MˆA. As MˆA is an alge-
braic limit, its fundamental group is finitely generated, and hence it
is topologically and geometrically tame by the Tameness Theorem (or
more historically, by [29] or [19] in this case). Note that since MˆA has
a carrier graph with at most 3k edges, we have rankpi1MˆA ≤ 3k. In
9Note that one has to first restrict to a compact subset of Y ∪v [0,∞) before one
can even say that the maps (φi)
−1 ◦ fi are defined for large i.
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particular, the first homology of a 3-manifold compactification of MˆA
has rank at most 3k, so by half-lives-half-dies, we have
(11.5) genus(Eˆ) ≤ 3k.
Claim 11.8. The end Eˆ is degenerate.
Proof. Suppose not. Since MˆA is geometrically tame and has no cusps,
the end Eˆ must then be convex cocompact. Choose a lift
φˆi : MˆA −→ Mˆi, pii ◦ φˆi = φi
that takes the basepoint fˆA(y) ∈ MˆA to fˆi(y) ∈ Mˆi. So,
(φˆi)
−1 ◦ fˆi i→∞−→ fˆA.
Since supi length fˆi(Y ) < ∞ and each fˆi(Y ) has nontrivial image in
pi1Mˆi, Lemma 4.2 gives some R independent of i such that
fˆi(Y ) ⊂ NR−1(CC(Mˆi)).
Let t ∈ [0,∞) be maximal such that fˆA(t) ∈ NR+1(CC(MˆA)), let K
be a compact core of MˆA such that ∂N1(CC(MˆA)) ⊂ ∂K, and let
S := ∂EˆN1(CC(MˆA))
be the boundary component facing Eˆ .
Since the convergence Mˆi → MˆA is strong, Theorem 9.5 implies
that φˆi(S) faces a component of Mˆi \ φˆi(K) that is a neighborhood
of a convex cocompact end of Mˆi, and that φˆi(S) is homotopic to the
corresponding boundary component of N1(CC(Mi)) via a homotopy
with tracks of length i → 0. It follows that for large i,
fˆi(t) 6∈ NR(CC(Mˆi)) ⊃ N1(CH(fˆi(Y ))),
and hence li ≤ t for all i, contradicting that li →∞. 
Step 2: Finding product regions. The surgeries we will perform on the
carrier graphs fi will be directed by wide product regions in the Mi,
which we produce using the degenerate end Eˆ . By Claim 11.6, there is
a product neighborhood of Eˆ that embeds under the covering
pi : MˆA −→MG,
and whose image in MG does not intersect the graph fG(Y ). By Propo-
sition 6.3 and Corollary 6.8, there is a very wide, compact product
region Uˆ ⊂ MˆA contained as a topological subproduct region of this
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neighborhood. Then pi restricts to a homeomorphism from Uˆ onto some
product region
U = pi(Uˆ) ⊂MG.
Proposition 6.14 then implies that if U is sufficiently wide and i is large,
the topological product regions φi(U) ⊂ Mi and φˆi(Uˆ) ⊂ Mˆi contain
very wide (geometric) subproduct regions
Wi ⊂Mi, Wˆi ⊂ Mˆi, pii(Wˆi) = Wi.
We are being intentionally vague at the moment about how wide we
want our product regions to be. While we could write down all the
properties that we want their widths to satisfy right now, we think it
will be easier for the reader if we introduce them one by one. So, below
we will repeatedly say things like ‘as long as the Wi were chosen wide
enough...’ understanding that this can be arranged by starting with a
larger Uˆ , as long as the desired widths are independent of i.
As a first example, we may assume that the Wi are wide enough
relative to  and the genus bound 3k so that Theorem 7.1 applies,
and so that Wi is wider than the L in the statement of the lemma,
guaranteeing that all barriers of Wi are peripheral in Mi, and that
it is not the case that both components of Mi \ int(Wi) are either
compression bodies with missing interior boundary or twisted interval
bundles over non-orientable surfaces. From Theorem 7.1 (1), one can
then see that Mi \ int(Wi) is the disjoint union of a (possibly trivial)
compression body C ′i with missing interior boundary, and a 3-manifold
with incompressible boundary that is not a twisted interval bundle over
a non-orientable surface.
Second, we can assume that Wi is wide enough so that Corollary 7.8
applies. This means that Wi is a subproduct region of some Vi ⊂ Mi
such that the following paragraph holds. Let
Ci := C
′
i ∪ Vi,
which is a compression body with missing interior boundary in which
Vi is a product neighborhood of the exterior boundary ∂eCi. Let
M˜i −→Mi
be the cover corresponding to pi1Vi. If C˜i ⊂ M˜i is a homeomorphic lift
of Ci, Corollary 7.8 says that the difference
E˜i := M˜i \ C˜i
is a product neighborhood of an end Ei of M˜i. This end Ei is convex
cocompact: if not, Canary’s Covering Theorem [28] implies that either
• Mi fibers over the circle and level surfaces of Wi are fibers,
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• Mi \ Ci is a product neighborhood of a degenerate end of Mi.
The first option is impossible, since then any level surface of Wi is
a barrier that is not peripheral in Mi, while in the second case, Mi
is (K,L)-exceptional. So, Corollary 7.8 says that the diameter of the
intersection E˜i∩N1(CC(M˜i)) is at most some constant depending only
on K, . Informally, we have now constructed Ci so that ∂Ci is at
bounded distance from the boundary of the ‘convex hull’ of Ci in Mi.
Step 3, the modification. Here, we modify each carrier graph fi by
‘chopping off’ the part of it that lies in Ci and replacing it by a short
carrier graph for Ci that lies near ∂Ci. We will obtain a new sequence
of carrier graphs
f ′i : X
′ −→Mi,
and the goal is to show that these f ′i are still D
′-relatively connected
for some D′ independent of i, and that the edge e0 = (v0, w0) ⊂ X
corresponds to an edge e′0 = (v
′
0, w
′
0) ⊂ X ′ such that properties (1)–(4)
in Lemma 11.3 hold.
Claim 11.9 (Short markings near ∂eC). Let W be a graph with one
vertex ? ∈ W and 6k edges. Then there are pi1-surjective maps
ωi : W −→ Vi, ?i := ωi(?)
such that each edge of W is mapped to a geodesic segment by ωi, the
images ωi(W ) have length bounded above independent of i, and
sup
i
d(?i, ∂Ci) <∞.
Proof. Pick -thick simplicial ruled surfaces in Vi in the correct homo-
topy classes that lie at bounded distance from ∂eCi, and apply Corollary
5.3 to find short graphs marking these surfaces. 
Proceeding with the construction, for each i homotope ∂Ci slightly so
that it is transverse to fi, and then let Ci ⊂ X be the union of all com-
ponents of f−1i (Ci) ⊂ X that contain vertices of X. Each component
of Ci is the union of a subgraph of X with some adjacent subsegments
of edges. After passing to a subsequence, we can assume that the
combinatorics of Ci is independent of i, i.e. the only difference when
i varies is that the endpoints of the subsegments change. And then
after reparameterizing edges10 we can actually assume that Ci is itself
independent of i. So, instead of Ci we now write
C ⊂ X.
10 These reparametrizations may change the fact that the restrictions fi|Y point-
wise converge, but we will not use this again in the proof.
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Form a new graph X/C by collapsing C to a point ?, and let
q : X −→ X/C
be the quotient map. Glue ? ∈ X/C to ? ∈ W to create the wedge
X ′ := X/C ∨?W.
Claim 11.10 (Pinch and replace). There is a homotopy F ti : X −→
Mi, where t ∈ [0, 1], from F 0i = fi to a composition
X
h−→ X ′ f
′
i−→Mi, f ′i ◦ h = F 1i ,
such that the following properties hold.
(1) f ′i has geodesic edges and f
′
i |W = ωi, as in Claim 11.9.
(2) h = q on X \ C, while h(C) ⊂ W .
(3) If x ∈ X is on an edge that does not intersect C, then the path
t 7→ F ti (x) is constant.
(4) If x ∈ X \ C, the path t 7→ F ti (x) has length at most some
universal constant independent of i and x.
(5) If x ∈ C, the path t 7→ F ti (x) is contained in Ci.
See Figure 15 for an illustration.
Proof. Since supi d(?i, ∂Ci) <∞, there is for each i a homotopy
(F ti ), t ∈ [0, 1/2], F 0i = fi
such that (3), (4), (5) all hold, and where f
1/3
i (x) = ?i for all x ∈
∂Ci. (One can even make this homotopy supported in an arbitrarily
small neighborhood of ∂Ci: just pick a bounded length path from each
fi(x), x ∈ ∂Ci to ?i and near each x, drag fi along this path.)
Since each ωi : W −→ Vi is pi1-surjective, we can now find a homo-
topy (F ti ), t ∈ [1/3, 2/3] supported on C and satisfying (5), such that
f
2/3
i |C factors through a map h : (C, ∂C) −→ (W, ?). Finally, extend
this to a homotopy (F ti ), t ∈ [2/3, 1] that is constant on C and homo-
topes each edge of X\int(C) rel endpoints to be geodesic. (Here, we are
regarding X \ int(C) as a graph itself, so an ‘edge’ can be a segment of
an edge of X that has an endpoint in ∂C.) Since fi had geodesic edges,
we can do this so that (3) and (4) hold. The resulting map F 1i clearly
factors as indicated in the claim, and satisfies conditions (1)–(5). 
Focus now on f ′i : X
′ −→Mi. This f ′i is a carrier graph for Mi, since
fi is homotopic to something that factors through it. The number of
edges of X ′ is at most 9k = 3k+6k, where 3k is a bound for the number
of edges of X and 6k is the number of edges in W .
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no vertices in Ci,
ωi(W )
so leave alone
Vi ?i
Ci
Figure 15. In Claim 11.10, we create new carrier graphs f ′i by
pinching all intersections of fi with ∂Ci to the point ?i, and then
replacing fi(X) ∩ Ci with ωi(W ). However, if part of an edge of
fi(X) enters and exits Ci without going through any vertices, we
leave it alone.
Claim 11.11 (Convex hulls can’t shrink). Fix a proper subgraph Z ⊂
X and let Z ′ = q(Z) ∪ W . Suppose e is an edge of X that is not
completely contained in C. Let v be a vertex of e and let e′ = q(e) and
v′ = q(v) be the corresponding edge and vertex in Z ′. Let ev,i, e′v′,i be
the segments of e, e′ beginning at v, v′ that have length
length ev,i = CHL
fi
Z (e, v), length e
′
v′,i = CHL
f ′i
Z′(e
′, v′), .
Then if x ∈ ev,i, we have that
sup
i
de′(q(x), e
′
v′,i) <∞,
where here de′(·, ·) is the distance along the edge e′, endowed with the
pullback metric induced by f ′i .
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Here, we assume that e is not completely contained in C just so that
e′ = q(e) is actually an edge, rather than a vertex. However, suitably
interpreted the claim also holds in this degenerate case.
Deferring the proof for a moment, we have:
Corollary 11.12. The f ′i are uniformly relatively connected.
Proof. Let Z ′ ⊂ X ′ be a proper subgraph. It suffices to show that there
is an edge e′ in X ′ \ Z ′ with
sup
i
length
f ′i
Z′(e
′) <∞.
If Z ′ does not contain W , then we can set e′ to be any edge of W since
f ′i(W ) has bounded (absolute) length.
Suppose Z ′ ⊃ W , and let Z ⊂ X be the subgraph formed by all
edges e ⊂ X with q(e) ⊂ Z ′. Since Z ′ is a proper subgraph of X ′ and
contains W , the subgraph Z ⊂ X is also proper. The fi are uniformly
relatively connected, so there is an edge e = [v, w] ⊂ X \ Z with
sup
i
lengthfiZ (e) <∞.
Note that e 6⊂ C, since C ⊂ Z, and let e′ = [v′, w′] be the q-image of e =
[v, w]. Apply Claim 11.11 twice, once for each vertex of e, remembering
that the two subsegments ev,i, ew exhaust all but a segment of e with
bounded fi-length. In light of part (4) of Claim 11.10, the result is that
the two segments e′v′,i, e
′
w′,i exhaust all but a segment of e
′ with bounded
f ′i -length. So, e
′ has bounded length relative to Z ′ as desired. 
We now prove the claim.
Proof of Claim 11.11. The claim is trivial if x ∈ C, since then q(x) is
an endpoint of e′. It is also trivial unless v lies in some component
Z0 ⊂ Z, for if it does not then ev,i = {v}. Moreover, if this Z0 does not
intersect C, then the homotopy from fi to f ′i ◦ h is constant on Z0 and
has bounded tracks on e \ C, in which case the claim is trivial. So, we
assume below that Z0 intersects C0, in which case the corresponding
component Z ′0 of Z
′ contains W .
Let M˜ ′i be the cover of Mi corresponding to the subgroup
(f ′i)∗(pi1Z
′
0) ⊂ pi1Mi.
Letting Z0 ∪v e and Z ′0 ∪v′ e′ be the graphs obtained by attaching e, e′
to Z0, Z
′
0 exactly at v, v
′, we can now lift the entire homotopy F ti |Z0∪ve
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to M˜ ′i , along with the associated maps fi|Z0∪ve and f ′i |Z′0∪v′e′ , giving
F˜ ti : Z0 ∪v e −→ M˜ ′i , f˜i : Z0 ∪v e −→ M˜ ′i , f˜ ′i : Z ′0 ∪v′ e′ −→ M˜ ′i
F 0i = f˜i, F
1
i = f˜
′
i ◦ h.
Even more, since the map ωi : W −→ Vi ⊂ Ci is pi1-surjective and
W ⊂ Z ′0, we can lift Vi ⊂ Ci homeomorphically to V˜i ⊂ C˜i ⊂ M˜ ′i in a
way that is compatible with the lifted homotopy above; that is, so that
f ′i |W is the composition of f˜ ′i |W and the homeomorphism V˜i −→ Vi. By
part (5) of Claim 11.10, it follows from this that
(11.6) f˜i(x) ∈ C˜i, ∀x ∈ Z0 ∩ C.
By Lemma 6.5 (1) and the fact that the Mi are all -thick, V˜i is
contained in an r-neighborhood of CC(M˜ ′i) for some r independent of
i. Any components of C˜i \ Nr(CC(M˜ ′i)) must then be product neigh-
borhoods of convex cocompact ends of M˜ ′i that map down homeomor-
phically to components of Mi \ Nr(CC(Mi)). By Lemma 8.9, after
increasing r by some amount depending only on D, we can assume
that the image fi(X) is contained in Nr(CC(Mi)). So, it follows that
for all x such that f˜i(x) ∈ C˜i, e.g. by (11.6) for all x ∈ Z0 ∩ C, we have
f˜i(x) ∈ Nr(CC(M˜ ′i)) ⊂ Nr(CH(f˜i(Z ′0))).
Here as in §8, CH stands for the convex hull in M˜ ′i . But if x ∈ Z0 \ C,
part (2) of Claim 11.10 says that the path x 7−→ F˜ ti (x) has length
bounded independently of i, so after increasing r further, we have
(11.7) f˜i(Z0) ⊂ Nr(CH(f˜ ′i(Z ′0))).
Let’s return now to the edges e and e′. Note that
(11.8) e′v′,i = (f˜
′
i)
−1(N1(CH(f˜ ′i(Z ′0)))) ∩ e′.
A similar formula holds for ev,i: one passes to the cover of Mi corre-
sponding to the subgroup (fi)∗(pi1Z0), and takes the part of e that an
appropriate lift of fi takes into the 1-neighborhood of the convex hull of
the image of Z0. This cover factors through M˜i, and the corresponding
convex hull maps to CH(f˜i(Z0)) ⊂ M˜i. So by (11.7),
(11.9) f˜i(ev,i) ⊂ Nr(CH(f˜ ′i(Z ′0)).
So, let x ∈ e \ C. By part (2) of Claim 11.10, the path x 7−→ F˜ ti (x)
has uniformly bounded length, independent of x, i. So, for some new
uniform r, we have by (11.9) that f˜ ′i ◦ q(x) ∈ Nr(CH(f˜ ′i(Z ′0)). In
particular, Lemma 8.5 implies that there is a point on e′ at a uniformly
bounded distance from q(x) that is in e′v′,i. 
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We now need to show that the carrier graphs f ′i satisfy properties
(1)–(3) in the statement of Claim 11.5. In other words, we need to
show that there is an edge e′0 = (v
′
0, w
′
0) in X
′ such that
(1) supi
(
length f ′i(e
′
0)− CHLf
′
i
(X′)sh(e
′
0, w
′
0)
)
<∞.
(2) supi
(
length f ′i(e
′
0)− length fi(e0) +CHLfiXsh(e0, v0)
)
<∞, and
(3) the number of ‘long’ edges in X ′ \ e′0, i.e. those e′ for which
sup
i
length f ′i(e
′) =∞,
is at most the number of long edges in X \ e0.
If our original edge e0 ⊂ C, just choose e′0 to be any edge of W .
Since f ′i(e0) has bounded length, (1) and (2) are trivially satisfied, and
(3) is satisfied since no new long edges are created when we pinch and
replace fi to get f
′
i , but the long edge e0 ⊂ C is collapsed to a point.
So, suppose e0 is not contained in C. Let e′0 = q(e0) be the corre-
sponding edge of X ′, and let v′0 = q(v0) and w
′
0 = q(w0). Property (4)
is immediate, since no new long edges were created in f ′i . To prove (1)
and (2), we need to remember some of the details of the proof so far.
Recall that e0 = [v0, w0] was an edge of X with
sup
i
lengthfi
Xsh
(e0) <∞,
and that if Y is the component of Xsh in which v0 lies, then
li := CHL
fi
Y (e0, v0)→∞.
We defined the sequence of covers pii : Mˆi −→Mi corresponding to the
subgroups (fi)∗(pi1Y ) ⊂ pi1Mi, which converged strongly to MˆA when
marked with the appropriate lifts fˆi : Y −→ Mˆi. After extending these
lifts to Y ∪v0 e0, we saw that they limited to a map
fˆA : Y ∪v0 [0,∞) −→ MˆA,
where fˆA|[0,∞) is a distance minimizing ray that exits a degenerate end
E of MˆA. Moreover, if MG is the corresponding geometric limit of
(Mi)¡ then this E has a neighborhood that embeds under the covering
MˆA −→MG. We then constructed product regions
Wˆi ⊂ Vˆi ⊂ Mˆi, Wi ⊂ Vi ⊂Mi, Wi = pii(Wˆi), Vi = pii(Vˆi),
showed that Vi is a neighborhood of the exterior boundary inside a
compression body Ci ⊂ Mi with missing interior boundary, and used
this Ci in the construction above. Let Cˆi ⊂ Mˆi be the homeomorphic
lift of Ci such that Vˆi ⊂ Cˆi.
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We now break into cases, depending on whether fi(Y ) is contained
deep inside of the compression body Ci or not. Namely, let
D = D(,K)
be a constant to be determined later. After passing to a subsequence,
we can assume that the distance d(fi(Y ),Mi \Ci) is either greater than
D for all i, or at most D for all i. These will be the two cases below.
For the most part, we will be working in Mˆi, so before breaking into
cases note that the dichotomy can also be seen in Mˆi, since
d(fˆi(Y ), Mˆi \ Cˆi) = d(fi(Y ),Mi \ Ci).
Case 1, when d(fi(Y ),Mi \ Ci) ≤ D for all i. Recall that if (φi)
are the almost isometric maps coming from the geometric convergence
Mˆi → MˆA, the product regions Wˆi were constructed inside the images
φi(Uˆ), where Uˆ is a fixed product region in the degenerate end Eˆ of
MˆA. So as φ
−1 ◦ fˆi(v0) converges to a point in MˆA,
(11.10) sup
i
diamMˆi(fˆi(v0) ∪ Wˆi) <∞.
As long as the Wˆi were constructed to be sufficiently wide, we can
use Lemma 6.6 to pick level surfaces Si ⊂ Wˆi such that
(11.11) d(Si, ∂Cˆi) > 2 diam(fˆi(Y )) +D + diam(∂eCˆi).
Here, we are using that both terms on the right are bounded inde-
pendently of i. The first term is bounded since Y ⊂ Xsh and the
second term is bounded by the Bounded Diameter Lemma, since it is
a boundary component of a product region and therefore lies in the
1-neighborhood of a NAT simplicial hyperbolic surface.
In our construction, we chose the product region Uˆ ⊂ MˆA from a
neighborhood of E that is disjoint from fˆA(Y ). The ray fˆA|[0,∞) starts
on fˆA(Y ) and exits E , so it passes through Uˆ . Excluding finitely many
i, we may therefore assume that fˆi(e0) intersects Si for all i. Write
e0 = bi ∪ ci,
where bi is the segment beginning at v0 and ending at the first point
x ∈ e0 where fˆi(x) ∈ Si. By Claim 11.7, fˆi(e0) minimizes the distance
in Mˆi between its endpoints, so (11.10) implies that
sup
i
length fˆi(bi) <∞.
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Combining (11.11) and the fact that fˆi(e0) is distance minimizing,
we see that fˆi(ci) ∩ ∂eCˆi = ∅. So,
fˆi(ci) ⊂ Cˆi.
It follows that ci ⊂ C. So by Claim 11.10, we have that length f ′i(e′0) is
at most a bounded amount larger than length fˆi(bi). In particular,
sup
i
length f ′i(e
′
0) <∞.
So, e′0 is short, and properties (1) and (2) of Claim 11.5 follow.
Case 2, when d(fˆi(Y ), Mˆi \ Cˆi) ≥ D for all i. Restating the fact that
each Ci lifts homeomorphically to Cˆi, the inclusion fi(Y ) ↪→ Ci is pi1-
surjective. In other words, the cover M˜i corresponding to
pi1Vi = pi1Ci ⊂ pi1Mi
that was referenced at the end of Step 2 of the proof is just Mˆi. Hence,
• the complement Eˆi := Mˆi \ Cˆi is a product neighborhood of a
convex cocompact end Ei of Mˆi,
• the diameter of the intersection E˜i ∩ N1(CC(M˜i)) is at most
some constant depending only on K, .
As long as the constant D is large enough, we can use Lemma 6.6 to
find for each i a level surface Si ⊂ Vˆi such that
• Si separates fˆi(Y ) from Mˆi \ ∂eCˆi in Mˆi,
• diamSi < 2d(Si, ∂eCˆi),
• supi d(Si, ∂eCˆi) <∞.
Note that if Xi is the topological product region bounded by Si and
∂eCˆi, it then follows from (3) that
sup
i
diamXi <∞
for if γi is a geodesic realizing the distance between Si and ∂eCˆi, and
we choose a point p ∈ Xi, then any bounded diameter surface through
p that is in the correct homotopy class must intersect Si ∪ ∂eCi ∪ γi, a
set with diameter bounded independently of i.
Recall that we have assumed that it is not the case that e0 ⊂ C.
Since v0 ∈ C, this means that we can write
e0 = c ∪ b,
where c is the maximal segment of e0 containing v0 that lies in C. Now
fˆi(c) intersects Si, since Si separates fˆi(v0) from ∂eCˆi. It follows that
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fˆi(b) cannot intersect Si: if it did, the length minimizing geodesic fˆi(e0)
would intersect Si, then ∂eCˆi, and then Si again, contradicting that
diamSi < 2d(Si, ∂eCˆi).
So, fˆi(b) ∩ N1(CC(Mˆi)) is contained in the union of the topological
product region Xi bounded by Si and ∂eCˆi and the intersection E˜i ∩
N1(CC(M˜i)). Since fˆi(e0) is length minimizing and these sets both
have bounded diameter, it follows that
sup
i
length(fˆi(b) ∩N1(CC(Mˆi))) <∞.
Adopting the notation of Claim 11.11, let (e0)v0,i be the segment of
e0 adjacent to v0 that has length CHL
fi
Xsh
(e0, v0). By definition, this
is just the part of e0 that fˆi maps into N1(CC(Mˆi)), so we have
(11.12) sup
i
length fi
(
(e0)v0,i ∩ b
)
<∞.
But since lengthfi
Xsh
(e0) is bounded, it follows from (11.12) that
(11.13) sup
i
length fi
(
b \ (e0)w0,i
)
<∞.
Informally, the convex hull corresponding to w0 contains all but a
bounded subsegment of the part of e0 that is not collapsed to a point
when we create the new graph X ′. Claim 11.11 and part (4) of Claim
11.10 then show that
sup
i
(
length f ′i(e
′
0)− CHLf
′
i
(X′)sh(e
′
0, w
′
0)
)
<∞,
which was the first of the properties that we wanted to verify for f ′i .
Similarly, part (4) of Claim 11.10 implies that
sup
i
length f ′i(e
′
0)− length fi(b) <∞,
and (11.12) shows that
sup
i
length fi(b)− length fi(e0) + CHLfiXsh(e0, v0) <∞,
implying the second property we were trying to verify for the f ′i :
sup
i
(
length f ′i(e
′
0)− length fi(e0) + CHLfiXsh(e0, v0)
)
<∞.
This concludes the proof of Claim 11.5, and therefore Lemma 11.3.
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12. When all barriers are peripheral
This section is devoted to a proof of the following theorem.
Theorem 12.1 (No barriers gives PRs and diameter bounds). Given
k, , L0, there are constants K0, g, n, B, where g, n depend only on k,
as follows. Let M be an orientable hyperbolic 3-manifold such that
• rank(pi1(M)) ≤ k and inj(M) ≥ ,
• every essential closed curve on ∂CC(M) that is nullhomotopic
in M has length at least ,
• all barriers of (K0, L0)-product regions in M are peripheral.
Then there is a collection U of at most n (g, L0)-product regions in
int(CC(M)) such that diam(N) ≤ B for every component
N ⊂ N1(CC(M)) \ ∪U∈U int(U).
Although it is not necessary to state this above, as mentioned in the
introduction the complementary components N are connected by the
product regions U in the pattern of a rooted tree, where all N other
than the root are compression bodies. See Figure 7.
The proof of Theorem 12.1 is a complicated contradiction argument,
similar to that employed in Proposition 11.1. First, we define some of
the constants above. Let K0, r0 be as in Proposition 11.1, and set
g = 2r0, n = 4g = 8r0.
The constantB will not be explicitly constructed. Rather, we assume
that there are no B as required in the statement of the theorem, and
take a sequence of counterexamples Mi that illustrate the failure of
larger and larger constants B. To derive a contradiction, we will show
that after passing to a subsequence, there are collections Ui of (g, Li)-
product regions in CC(Mi), where |Ui| ≤ n, where Li →∞, and where
supi diam(Ni) <∞ for every choice of components
Ni ⊂ N1(CC(Mi)) \ ∪U∈Uiint(U).
As a first step, let’s show how to construct the central component
N ci in Figure 7, corresponding to the root of the rooted tree, and the
collection U ci of product regions adjacent to N ci .
Lemma 12.2 (The central component). Passing to a subsequence,
there is a sequence Li → ∞, a collection U ci of (g, Li)-product regions
in int(CC(Mi)), and a component
N ci ⊂ N1(CC(Mi)) \ ∪U∈Uci int(U),
such that the following properties hold:
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(1) rankpi1N
c
i ≤ g,
(2) supi diam(N
c
i ) <∞,
(3) each component of Mi\int(N ci ) is a compression body with miss-
ing interior boundary.
Proof. By Proposition 11.1, after passing to a subsequence so that the
isomorphism type of graph stabilizes, there is a fixed graph X with
rank pi1X ≤ r0 and a sequence of carrier graphs
fi : X −→Mi, sup
i
length fi(X) <∞.
After passing to a subsequence, we can extract algebraic and geo-
metric limits of (Mi) marked by the carrier graphs fi, as in Example
1. Moreover, Proposition 9.4 says that after doubling the ranks of the
markings, we may assume that the algebraic and geometric limits co-
incide. So, picking basepoints pi ∈ fi(X) ⊂Mi, we can assume
(a) the pointed manifolds (Mi, pi) converge geometrically to an -
thick hyperbolic 3-manifold (MG, pG),
(b) with respect to suitable markings of the fundamental groups by
a free group on g = 2r0 generators, this convergence is strong.
Note that (b) implies that rankpi1MG ≤ g, so MG is tame by the
Tameness Theorem [3, 25], and all ends of MG have neighborhoods
homeomorphic to S × (0,∞), where S has genus at most g.
Let (φi) be a sequence of almost isometric maps given by the geomet-
ric convergence Mi →MG. Since the convergence Mi →MG is strong,
Theorem 9.5 gives a standard compact core C ⊂MG and Li →∞ such
that for large i, the following holds for every component S ⊂ ∂C.
(a) If S faces a degenerate end of MG, then φi(S) bounds a prod-
uct region V Si ⊂ CC(Mi) \ int(φi(C)) with width at least Li.
Moreover, the component of Mi \ int(φi(C)) containing φi(S)
is a compression body with missing interior boundary.
(b) If S faces a convex-cocompact end of MG, then φi(S) bounds
a component ESi ⊂Mi \ int(φi(C)) that is a product neighbor-
hood of a convex cocompact end of Mi, where
ESi ⊂Mi \ N1(CC(Mi)).
Let U ci be the collection of product regions V Si above, where S ranges
over the components of ∂C facing degenerate ends of MG, and let
N ci = φi(C) ∩N1(CC(M)).
Since all our product regions are contained in CC(Mi), the manifold
N ci is a component of N1(CC(Mi)) \ ∪U∈Uci int(U). Moreover, (a) and
(b) imply that each component of φi(C) \ int(N1(CC(Mi))) is a trivial
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interval bundle co-bounded by some φi(S), where S ⊂ ∂C bounds
a convex cocompact end of MG, and a component of N1(CC(Mi)).
Hence, each N ci is homeomorphic to φi(C), and therefore to C. Hence,
rankpi1N
c
i = rankpi1MG ≤ g,
so property (1) of the lemma holds. The diameter bound in property
(2) is immediate, since each N ci ⊂ φi(C), and for large i the latter is a
2-bilipschitz image of the fixed compact subset C ⊂MG. Property (3)
is stated directly in (a) above. 
We now construct the collections of product regions Ui in Mi.
Claim 12.3. After passing to a subsequence, there is some A inde-
pendent of i, a sequence Li → ∞, and a collection Ui of at most n
(g, Li)-product regions in int(CC(Mi)) such that:
(1) N ci is a component of N1(CC(Mi)) \ ∪U∈Uiint(U),
(2) every (4g, A)-product region in Mi intersects some U ∈ Ui.
Above, 4g could be replaced by any integer, but we will apply it in
Proposition 12.5 using 4g and so we just state the claim as above to
avoid further proliferation of constants.
Proof. Fix some L′′ > 0 larger than the widths required in Lemma 3.1
and Corollary 6.24 for the genus bound g. By Lemma 12.2, for large
i the collection U ci consists of (g, L′′)-product regions in CC(Mi), and
satisfies (1). We want to extend U ci to a maximal such collection. To
do this, first choose for each degenerate end E of Mi a (noncompact)
product region UE that is a (closed) neighborhood of E , as given by
Proposition 6.3. By Corollary 6.8, we can assume that each UE∩N ci = ∅
and UE ⊂ int(CC(Mi)). As the difference CC(Mi) \ ∪Eint(UE) is
compact, we can construct a maximal collection U ′i of (g, L′′)-product
regions in int(CC(Mi)) that satisfies (1) by adding the UE and some
other compact product regions to our initial collection U ci . Finally,
Lemma 6.16 says that whenever two (g, L′′)-product regions co-bound
a trivial interval bundle, the union of the two regions with the interval
bundle is also a product region. So, we can assume that no two distinct
product regions U, V in U ′i co-bound a trivial interval bundle in Mi \
∪U∈Uci int(U), unless that trivial interval bundle is N ci .
Corollary 6.24 gives a bound of 2g− 2 for the number of non-trivial-
interval-bundle complementary components of a set of compact product
regions in a compression body C with genus at most g. By construc-
tion, no compact component of Mi \ ∪U∈U ′i int(U) is a trivial interval
bundle, except possibly N ci . However, there may be peripheral inter-
val bundles if some U ∈ U ′i bounds a convex cocompact end of Mi.
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In any case, though, the number of compact product regions in each
compression body C that is a component of Mi \ int(N ci ) is at most,
say, 4g. Every noncompact product region in C is a product neighbor-
hood of one of the (missing) interior boundary components of C, and
hence there are at most g of these, for a total of at most 5g. Since
rank pi1N
c
i ≤ g, the number of boundary components of N ci , and hence
the number components C as above, is at most g, by half-lives-half-
dies. So summing over all C, the number of product regions in U ′i is at
most n := 5g2, say. (This bound is not optimal.)
We claim that after passing to a subsequence, there is some L′ ≥ L′′
independent of i such that if Ui ⊂ U ′i is the subset of product regions
with width bigger than L′, we have that
(12.1) lim
i→∞
min{width(U) | U ∈ Ui} =∞.
Setting Li to be the sequence of minima above (these may be larger
than the constants called Li in Lemma 12.2), each U ∈ Ui will then be
a (g, Li)-product region, and we will have Li →∞ as desired. To con-
struct the collections Ui satisfying (12.1), pass to a subsequence so that
the sets U ′i can all be marked by some common index set {1, . . . , n},
and then pass to a further subsequence so that for each index, the
widths of the corresponding product regions either converge to ∞ or
are bounded. Take L′ to be the maximum width of any product region
corresponding to a ‘bounded’ index, and Ui to be the subset corre-
sponding to the ‘unbounded’ indices.
Property (1) still holds for the collections Ui, since by Lemma 12.2
the product regions adjacent to N ci have widths tending to infinity, so
are still present in Ui after excluding finitely many i.
Finally, we prove (2). By Lemma 12.2 (2) and Fact 6.4, the diameters
of N ci and of all the product regions U ∈ U ′i \Ui are uniformly bounded.
Since there are only boundedly many of these sets, Corollary 6.7 says
there is some huge A independent of i such that any (4g, A)-product
region V ⊂ Mi contains a subproduct region V ′ of width at least L′′
that is disjoint from all U ∈ U ′i \ Ui and N ci . Moreover, Corollary 6.9
says that if we take A slightly larger we may assume that V ′ ⊂ CC(Mi).
So, assume that V is a (4g, A)-product region in Mi that is dis-
joint from all U ∈ Ui. If V ′ is as above, it lies in some component
C ⊂ Mi \ int(N ci ), and Lemma 12.2 (3) says that C is homeomorphic
to a compression body with missing interior boundary. The exterior
boundary ∂eC is a boundary component of N
c
i , so has genus at most
rank pi1N
c
i ≤ g.
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Increasing A and discarding finitely many i, we can assume that all our
product regions are wide enough so that Corollary 6.24 applies, in which
case we see that in fact the product region V ′ ⊂ C has genus at most
g. Since V does not intersect any U ∈ Ui, it follows from the definition
that V ′ is a (g, L′′)-product region that intersects neither N ci nor any
U ∈ U ′i . But U ′i was chosen to be a maximal collection of (g, L′′)-
product regions in CC(Mi) satisfying (1), which is a contradiction. 
For each i, fix now some component
Ni ⊂ N1(CC(Mi)) \ ∪U∈Uiint(U).
We claim that after passing to a subsequence, we have
rankpi1Ni ≤ 2g, sup
i
diamNi <∞.
Lemma 12.2 shows that rank pi1N
c
i ≤ g and gives a uniform diameter
bound for N ci , so from now on we assume that Ni 6= N ci .
The rank bound is easy. Discarding finitely many i, we can assume
that all our project regions are wide enough so that Corollary 6.24 ap-
plies. Since Ni 6= N ci , it lies in some component C ⊂ Mi \ int(N ci ),
which is a compression body with missing interior boundary. The ex-
terior boundary ∂eC has genus at most rankpi1N
c
i ≤ g, and Corollary
6.24 implies that Ni is a compression body (possibly with some missing
interior boundary components) whose exterior boundary also has genus
at most g. Hence, rank pi1Ni ≤ 2g.
A first step toward the diameter bound is the following, which says
that the rank bound can be realized with short carrier graphs.
Claim 12.4 (Short graphs). After discarding finitely many i, there are
graphs Xi with rank pi1Xi ≤ 2g and maps
fi : Xi −→Mi, (fi)∗(pi1X) = [pi1Ni]
such that supi length(fi(X)) <∞ and supi d(fi(X), Ni) <∞.
Here, [pi1Ni] is the image of the map pi1Ni −→ pi1Mi induced by the
inclusion Ni ↪→Mi.
Proof. Let U ei be the product region that contains the exterior bound-
ary ∂eNi as a boundary component. Discarding finitely many i, we
may assume that U ei is wider than the constants in Lemma 6.5. We
can then construct a NAT simplicial hyperbolic surface φi : Si −→ U ei
in the correct homotopy class, whose image lies at a bounded distance
from Ni. Since Mi is -thick and Si has genus at most g, Corollary 5.3
implies that if X is a wedge of 2g circles, there is a carrier graph
ψi : Xi −→ Si
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where the length of φi ◦ ψi(Xi) is bounded independently of i. The
maps fi = φi ◦ ψi are carrier graphs for N ei , so we are done. 
In light of Claims 12.3 and 12.4, the following proposition will finish
our proof. We state it carefully here so that we can reuse it in §13.
Proposition 12.5 (Diameter and topology bounds). Suppose that Mi
is a sequence of complete hyperbolic 3-manifolds with inj(Mi) ≥  and
Ni ⊂ N1(CC(Mi)) are submanifolds with the following two properties:
(1) there are graphs Xi with rankpi1Xi ≤ g and a sequence of car-
rier graphs fi : Xi −→ Mi such that (fi)∗(pi1X) = [pi1Ni],
supi length(fi(X)) <∞ and supi d(fi(X), Ni) <∞.
(2) each component Si ⊂ ∂Ni is either a component of N1(CC(Mi)),
or is a boundary component of a (g, Li)-product region Ui ⊂
CC(Mi) \ int(Ni), where Li →∞,
(3) for some A independent of i, there is no (2g, A)-product region
contained in Ni.
Then after passing to a subsequence, all the manifolds Ni are homeo-
morphic, and supi diam(Ni ∩NR(CC(Mi))) <∞.
Note that while proving Proposition 12.5 we can assume that any
product regions given in (2) are compact. For if they are not, we can
replace them with appropriate truncations using Corollary 6.8.
The rest of the section is devoted to the proof of Proposition 12.5.
The idea is to use the short graphs to extract algebraic and geometric
limits, in the same way that we did when we constructed the central
component N ci in Lemma 12.2. In fact, the following argument is really
a fancier version of the proof of Lemma 12.2, so we suggest that the
reader understand that fully before proceeding further. Let
N exti ⊂Mi
be the union of Ni with all adjacent product regions U ∈ Ui, and
all adjacent components of Mi \ int(N1(CC(Mi))), where in each case
adjacent means sharing a boundary component with Ni. Let
pii : Mˆi −→Mi
be the cover corresponding to the subgroup [pi1Ni] ⊂ pi1Mi. Then
Ni ⊂ N exti lift isometrically to submanifolds
Nˆi ⊂ Nˆ exti ⊂ Mˆi
and the fi lift to bounded length carrier graphs
fˆi : Xi −→ Mˆi
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that lie at bounded distance from the submanifolds Nˆi ⊂ Mˆi. So,
passing to a subsequence we can extract algebraic and geometric limits
of (Mˆi) marked by these carrier graphs, as in Example 1. Moreover,
Proposition 9.4 says that after doubling the ranks of the markings, we
may assume that the algebraic and geometric limits coincide. In other
words, for any choice of basepoints pˆi ∈ Mˆi such that
sup
i
d(pˆi, fˆi(Xi)) <∞,
we can assume after passing to a subsequence that
(1) the pointed manifolds (Mˆi, pˆi) converge geometrically to an -
thick hyperbolic 3-manifold (MG, pG),
(2) with respect to suitable markings of the fundamental groups by
a free group on 4g generators, this convergence is strong.
Note that (2) implies that rankpi1MG ≤ 4g. In fact, we also have
(3) if pi = pi(pˆi) ∈Mi, the pointed manifolds (Mi, pi) also converge
geometrically to (MG, pG),
which explains the notation MG. To prove (3), just note that since pii
is an embedding on N exti and d(pˆi, Nˆ
ext
i )→∞, we have:
(4) For any fixed t > 0, the map pii : Mˆi −→ Mi restricts to an
embedding on the radius-t ball BMˆi(pˆi, ti).
Finally, we note that since fˆi(Xi) lies at a bounded distance from Nˆi,
we can assume above that
(5) pˆi ∈ Nˆi and pi ∈ Ni.
Let (φˆi) and (φi) be a sequences of almost isometric maps given by
the geometric convergence in (1) and (3) above, as in Definition 9.1,
and where pii ◦ φˆi = φi for all i. Since Mˆi →MG strongly, Theorem 9.5
implies that the following holds after discarding finitely many i. There
is a standard compact core C ⊂MG containing the basepoint pG and a
sequence Li →∞ such for every component S ⊂ ∂C, we have:
(a) If S faces a degenerate end of MG, then φˆi(S) bounds a product
region Vˆ Si ⊂ CC(Mˆi) \ int(φˆi(C)) with width at least Li.
(b) If S faces a convex-cocompact end of MG, then φˆi(S) bounds a
component Eˆi ⊂ Mˆi \ int(φˆi(C)) that is a product neighborhood
of a convex cocompact end of Mˆi, and Eˆi ⊂ Mˆi \ N1(CC(Mˆi)).
We would like to translate statements (a) and (b) above, which are
about Mˆi, to similar statements in Mi. We first claim:
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Claim 12.6. Let A > 0. If S bounds a degenerate end of MG, then for
large i the surfaces φi(S) ⊂Mi bound product regions
W S,Ai ⊂ CC(Mi) \ int(φi(C))
such that A ≤ widthW S,Ai for each i, and supi widthW S,Ai <∞.
Proof. Since the widths of the product regions Vˆ Si tend to infinity, we
can use Corollary 6.7 to find a subproduct region Wˆ S,Ai ⊂ Vˆ Si that
shares the boundary component Sˆi, has width at least A, and diameter
bounded independently of i. (Corollary 6.7 allows us to prescribe the
width of Wˆ S,Ai up to some bounded error, and Fact 6.4 translates a
width upper bound into a diameter upper bound.) Since Wˆ S,Ai shares
a boundary component with φˆi(C), which has bounded diameter and
contains pˆi, it follows that Wˆ
S,A
i lies in a t-ball around pi for some
t independent of i. So by (4), the covering map pii restricts to an
embedding on Wˆ S,Ai , and its image is the desired W
S,A
i . 
We would also like to say that part (b) can be stated in Mi.
Claim 12.7. If S faces a convex-cocompact end of MG, then for large
i, the surface φi(S) bounds a component E ⊂Mi \ int(φi(C)) that is a
product neighborhood of a convex cocompact end of Mi, and
E ⊂Mi \ N1(CC(Mi)).
Proof. Let Eˆi be as in (b) above. By Lemma 4.7, it suffices to show that
Eˆi embeds in Mi. Since φi(C) has bounded diameter, the base points
pˆi ∈ φˆi(C) lie at bounded distance from the surfaces φˆi(S). Hence,
sup
i
d(∂Eˆi, pˆi) <∞.
Since d(pˆi, ∂Nˆ
ext
i )→∞ with i and pˆi ∈ Nˆi ⊂ Nˆ exti , it follows that
∂Eˆi ⊂ Nˆ exti , ∀ large i.
Suppose for a moment that Nˆ exti has a boundary component Σ con-
tained in Eˆi. Since Σ is adjacent to a wide product region, Lemma 6.5
implies that there is a closed geodesic γ in Mˆi of bounded length at a
bounded distance from Σ, where here ‘bounded’ means independent of
i. But for large i, the surface Σ lies very far from ∂Eˆi, so if Σ ⊂ Eˆi
then Σ lies deep within Eˆi for large i. This means that for large i, the
closed geodesic γ ⊂ int(Eˆi), which is impossible since closed geodesics
always lie in the convex core.
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So, we may assume that for large i, there are no boundary compo-
nents of Nˆ exti contained in Eˆi. It follows that Eˆi ⊂ Nˆ exti , and the claim
follows since pii restricts to an embedding on Nˆ
ext
i . 
To finish Theorem 12.1, it suffices to prove the following claim.
Claim 12.8. For large i, all the Ni are homeomorphic to the standard
compact core C ⊂MG. Moreover, for some A > 0 independent of i,
Ni ⊂ CAi := φi(C) ∪
⋃
S⊂∂C facing
degenerate ends of MG
W S,Ai .
Here, the desired uniform diameter bound on Ni follows since φi(C)
has bounded diameter and the widths (and hence diameters by Fact
6.4) of the product regions W S,Ai are also bounded above.
Proof. A word is in order about the genus of W S,Ai . A priori, we only
know rankpi1MG ≤ 4g, so the usual half-lives-half-dies argument gives
that the genus of W S,Ai is at most 4g. Actually, though, we claim
genus(W S,Ai ) ≤ g.
To see this, choose product regions Ui ∈ Ui such that the compo-
nent of Mi \ int(Ui) containing Ni is a compression body with missing
interior boundary, and hence exterior boundary of genus at most g.
For instance, one could take Ui to be the product region adjacent to
the central component N ci that separates N
c
i from Ni, appealing to
Lemma 12.2. The product regions W S,Ai all lie at bounded distance
from Ni, and the widths of the Ui tend to infinity, so for large i there
are subproduct regions U ′i ⊂ Ui such that
• U ′i has width at least A,
• W S,Ai is contained in a component of Mi \ int(U ′i) that is a
compression body with missing interior boundary.
As long as A is bigger than the constant L in Corollary 6.24, given the
genus bound of 4g, it follows that
genus(W S,Ai ) ≤ genus(U ′i) ≤ g.
Let D be the constant from Lemma 6.15. Then the set
X =
⋃
U∈Ui
{p ∈ U | d(p, ∂U) ≤ D}
is a union of at most 2n sets of diameter at most D, where we have
one such set for each boundary component of each U . So, if A is very
large, each W S,Ai has a subproduct region Y such that
(i) Y is disjoint from X,
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(ii) d(Y, ∂W S,Ai ) ≥ D,
(ii) width(Y ) is at least the constant A in Claim 12.3.
By Claim 12.3 (2), it follows that Y intersects some product region
USi ∈ Ui. In light of (i) and (ii), Lemma 6.15 then implies that W S,Ai
shares a level surface Σi with some U
S
i ∈ Ui.
This USi must share a boundary component with Ni, since its dis-
tance to Ni is bounded above, and any product region not adjacent to
Ni is separated from Ni by other product regions, all of whose widths
tend to infinity. Moreover, φi(C) ∩Ni 6= ∅, as they both contain pi, so
the side of the level surface Σ ⊂ W S,Ai facing φi(C) is the same side
that faces Ni when we consider Σ as a level surface of U
S
i . In partic-
ular, since d(Σ, Ni) is bounded and width(U
S
i ) → ∞, the component
of ∂W S,Ai that lies on the other side of Σ, i.e. the one that is also a
component of ∂CAi , is also a level surface of U
S
i .
Since CAi intersect Ni and has bounded diameter, C
A
i ⊂ N exti for
large i. Moreover, we know from Claim 12.7 that whenever S ⊂ ∂C
bounds a convex cocompact end of MG, the boundary component
φi(S) ⊂ ∂CAi lies outside N1(CC(Mi)) and is isotopic to a compo-
nent of ∂N1(CC(Mi)) that is also a component of ∂Ni. And whenever
S ⊂ ∂C bounds a degenerate of MG, the component of ∂CAi that is
contained in W S,Ai is a level surface in some product region U
S
i ∈ Ui
adjacent to Ni. So, it follows that
Ni ⊂ CAi ⊂ N exti ,
and that CAi is a standard compact core for int(N
ext
i ). In particular,
Ni is homeomorphic to C
A
i , and therefore to C. 
13. When there are no short compressible curves
In this section we prove the following result.
Theorem 13.1. Given k, , there are a finite collection M of compact
3-manifolds, and constants n = n(k), g = g(k) and B = B(k, ) as
follows. Let M be an orientable hyperbolic 3-manifold such that
• rank(pi1(M)) ≤ k and inj(M) ≥ ,
• every essential closed curve on ∂CC(M) that is nullhomotopic
in M has length at least .
Then int(CC(M)) contains a collection U of at most n product regions,
each with genus at most g, such that every component
N ⊂ CC(M) \ ∪U∈U int(U)
has diameter at most B and is homeomorphic to an element of M.
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The outline of the proof is as follows. We use Theorem 10.2 to split
M into submanifolds in which all barriers are peripheral, construct col-
lections of product regions in these submanifolds using Theorem 12.1,
and show that the union of all these collections satisfies the assump-
tions in Theorem 13.1. The fact of the complementary components N
can be selected from a a finite number of topological types is a conse-
quence of the diameter bound, so we will prove that separately at the
end of the section. We now fill in the details.
13.1. Product regions and diameter bounds. The K0 in Proposi-
tion 11.1 depends only on the single input k, so we can consider it as a
function K0 : N −→ N. Let Σ ⊂M be the incompressible surface pro-
vided by Theorem 10.2, for our given k,  and the function k 7→ K0(k).
So, Σ has at most 5k connected components, each with genus at most
some k′ = k′(k).
By work of Schoen–Yau [57], Sacks–Uhlenbeck [56] and Freedman–
Hass–Scott [32], we can assume Σ is homotopic to a minimal surface
via a homotopy with tracks of length at most 1
2
, say. (One would
like to just assume that Σ is minimal, but it may be that a minimal
surface homotopic to Σ is not embedded. However, the only way this
can happen is if a component of the minimal surface double covers an
embedded non-orientable surface, in which case we can homotope take
the corresponding component of Σ to be an embedded perturbation
of the minimal surface. See e.g. Souto [65, §4] for details. There is a
Bounded Diameter Lemma for connected minimal surfaces in -thick
hyperbolic 3-manifolds (again, see [65, §4]), and this gives a slightly
larger bound for the diameters of the components of Σ. In particular,
after an isotopy we may assume that each component of Σ has diameter
at most some constant d = d(k, ).
For each component N ⊂ M \ Σ, let piN : MˆN −→ M be the cover
of M corresponding to pi1N , so that N ⊂ M lifts isometrically to
the interior of a submanifold Nˆ ⊂ MˆN . Note that every component
S ⊂ ∂Nˆ is an isometric lift of some component of Σ, and bounds a
submanifold of MˆN homeomorphic to S × [0,∞).
Then for each N , we have that
(1) rank(pi1(M
N)) ≤ k and inj(MN) ≥ ,
(2) every essential closed curve on ∂CC(MN) that is nullhomotopic
in MN has length at least ,
(3) every barrier of a (K0, L)-product region in N is peripheral,
where L is as given by Theorem 10.2.
153
To see that (2) holds, note that every component of ∂CC(MN) either
projects homeomorphically down to a component of ∂CC(M), in which
case (2) follows from the similar assumption on M , or projects to a
surface isotopic to some component of Σ, and hence is incompressible.
We would like to apply Theorem 12.1, but (3) is not quite what we
need, since it applies to N and not MˆN . However:
Claim 13.2. There is some L0 = L0(k, ) such that every barrier of a
(K0, L0)-product region in Mˆ
N is peripheral.
Proof. Fix L0, to be determined during the course of the proof. Let U
be a (K0, L0)-product region in Mˆ
N . If L0 is large enough, we can use
Corollary 6.7 to find a subproduct region U ′ ⊂ U such that
widthU ′ ≥ L, d(U ′, ∂U) > d,
where d is the upper bound for the diameters of components of Σ, and
L is from (3) above.
First assume U ′ ∩ ∂Nˆ 6= ∅. By our choice of d, the product region U
must contain some component S ⊂ ∂Nˆ . Any incompressible embedded
surface in a project region is a level surface, so this means U is a regular
neighborhood of S, which is incompressible in MˆN . Hence, all barriers
of U are isotopic to S, and are therefore peripheral.
If U ′ ⊂ Nˆ , then U ′ projects to a product region in N and we are
done by (3). If U ∩ Nˆ = ∅, then U ′ is contained in a component
C ⊂ MˆN \ Nˆ ,
and C ∼= S × [0,∞) for some surface S of genus at most k′. Applying
Corollary 6.24 in the cover of MˆN corresponding to pi1C, it follows that
U ′ is a topological subproduct region of C as long as L0 is larger than
the constant L from Corollary 6.24, given the input g = max{4K0, k′}.
Then as before, all barriers of U are isotopic to level surfaces of C, and
therefore are peripheral in MˆN . 
We can now apply Theorem 12.1 with the inputs of k′,  and the L0
in Claim 13.2. The result is that there are g, n′ depending on k′ and
B′ = B′(k′, ) such that CC(MˆN) contains a collection UN of at most
n′ (g, L0)-product regions such that every component of
N1(CC(MˆN)) \ ∪U∈UN int(U)
has diameter at most B′. We now want to alter the product regions
U ∈ UN so that they lie in Nˆ . Namely, we will show:
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Claim 13.3. There is a collection VN of at most n′ product regions
V ⊂ CC(MˆN) ∩ int(Nˆ),
each with genus at most g, such that every component
C ⊂ Nˆ ∩N1(CC(MˆN)) \ ∪V ∈VN int(V )
has diameter at most some B′ = B′(k′, ).
Proof. We will construct each V ∈ VN as a subproduct region of some
U ∈ UN . To begin with, recall that each component S ⊂ ∂ˆN is
incompressible in MˆN and has diameter at most some d = d(k, ). So
if S intersects some U ∈ UN , then either
• S ⊂ U , and is therefore a level surface of U , or
• S ∩ ∂U 6= ∅, and S is contained in a d-neighborhood of ∂U .
Since Nˆ separates MˆN , at most two components of ∂Nˆ can be level
surfaces of U . (This only happens if Nˆ itself happens to be a topological
subproduct region of U .) So, the intersections of U with ∂Nˆ can be
roughly grouped into at most four bounded diameter sets: at most two
adjacent to the boundary components of U , and at most two enclosing
level surfaces of U . More precisely, Corollary 6.7 gives some D =
D(g, ) and a collection of disjoint subproduct regions
(13.1) Ui ⊂ U, i ∈ I, where |I| ≤ 4,
such that ∂Nˆ ∩ U ⊂ ∪iint(Ui), and where for each i, we have
diamUi ≤ D.
By construction, each component of U \ ∪iint(Ui) is a product re-
gion11 and either lies in int(Nˆ), or lies outside Nˆ . In fact, at most one
such component can lie inside int(Nˆ), since Nˆ separates MˆN . If such
a component exists, call it VU and call U admissible. Let
VN = {VU | U ∈ UN is admissible}.
Then VN is a collection of at most n′ product regions in CC(MˆN)∩ Nˆ ,
each with genus at most g. Moreover, every component
C ⊂ Nˆ ∩N1(CC(MˆN)) \ ∪V ∈VN int(V )
is a union of (boundedly many) submanifolds of the following types:
• components of N1(CC(MˆN)) \ ∪U∈UN int(U),
• subproduct regions Ui ⊂ U as in (13.1),
11Here, take int(Ui) to mean the interior of Ui as a subset of U . The Ui may
share boundary components with U , so if we take the interior in MˆN then the
difference may contain components that are surfaces.
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• components of U \ ∪iUi as in (13.1) that lie outside Nˆ .
All three of these types of submanifolds have bounded diameter inter-
sections with Nˆ , so the claim follows. 
We now construct the collection of product regions in M . Let
U =
⋃
N
{
piN(V ) | V ∈ VN},
where the union is over all components N ⊂ M \ Σ. Since for each
N , we have that int(Nˆ) ⊂ MˆN projects isometrically under piN to
N ⊂ M , the elements of U are all product regions, and are pairwise
disjoint. The size |U| is bounded, at worst, by
n := 10k · n′,
where 10k is a bound for the number of components N and n′ is a
bound for the size of each VN . Since for each N we have
piN(CC(MˆN)) ⊂ CC(M),
every U ∈ U is contained in the convex core of M .
Claim 13.4. For each component N ⊂M \ Σ, we have that
N ∩ CC(M) ⊂ piN(Nˆ ∩N1(CC(MˆN))).
Proof. Above, we assumed that Σ was homotopic to a minimal surface
in M via a homotopy with tracks of length at most 1
2
. Minimal surfaces
are always contained in the convex core, so lifting the homotopy and
applying this observation in MˆN , we see that
(13.2) ∂Nˆ ⊂ N 1
2
(CC(MˆN)).
So, assume p ∈ N∩CC(M), and lift p to pˆ ∈ Nˆ , piN(pˆ) = p. Suppose
that pˆ 6∈ N1(CC(MˆN)), for otherwise we are done. Then (13.2) implies
that the entire component E ⊂ MˆN \ N1(CC(MˆN)) containing pˆ is
contained in Nˆ . (If not, there would have to be some component of
∂Nˆ that intersects E.) It follows that piN restricts to an embedding
on E, in which case Lemma 4.7 implies that piN(E) ⊂ M \ CC(M),
contrary to the assumption that p ∈ CC(M). 
It now follows from Claims 13.3 and 13.4 that for each component
(13.3) C ⊂ N ∩N1(CC(M)) \ ∪V ∈VN int(piN(V )),
the diameter of C ∩ CC(M) is at most some B′ = B′(k′, ). But
since every component of CC(M) is intrinsically an -thick hyperbolic
surface, the Bounded Diameter Lemma implies that every component
ofN1(CC(M))\CC(M) has diameter bounded above by some constant
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depending on k, . In particular, this means that the components C in
(13.3) themselves have diameter bounded above in terms of k, . Since
every component of N1(CC(M))\∪U∈U int(U) is a union of (boundedly
many) components C as in (13.3), we are done.
13.2. Bounding the number of topological types. We have show
that in each hyperbolic 3-manifold M such that
(1) pi1M is freely indecomposable,
(2) rankpi1M ≤ k,
(3) inj(M) ≥ ,
there is a collection U of at most n = n(k) product regions in CC(M),
each with genus at most g = g(k), such that every component
C ⊂ N1(CC(M)) \ ∪U∈U int(U)
has diameter at most some B = B(k, ). We want to show that we can
choose these U so that the complementary components C take on only
finitely many topological types.
The argument is by contradiction. Choose an enumeration of the
set of all homeomorphism types of compact 3-manifolds. If the claim
is false, there is a sequence (Mi) of hyperbolic 3-manifolds satisfying
(1)–(3) above such that Mi does not admit any collectionWi of at most
n genus g product regions in CC(Mi) such that for every component
C ⊂ N1(CC(Mi)) \ ∪W∈WN int(W ),
we have that both diamC ≤ i, and C is homeomorphic to one of the
first i compact 3-manifolds, with respect to our enumeration.
For each i, let Ui be a collection of at most n genus g product regions
in CC(Mi) such that every component of N1(CC(Mi)) \ ∪U∈Uiint(U)
has diameter at most some B independent of i. We can assume that
min{width(U) | U ∈ Ui} → ∞,
for if it does not, the fact that the number of product regions is bounded
independently of i means that there is some L independent of i such
that the widths of all product regions that are wider than L go to
infinity with i. We can then exclude the product regions with width
less than this L from our collections, at the expense of replacing B by
some larger constant independent of i. See the proof of Claim 12.3,
where the same argument was used, for more details.
By our assumption, for each i there must be a component
Ni ⊂ N1(CC(Mi)) \ ∪U∈Uiint(U)
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that is not homeomorphic to one of the first i compact 3-manifolds.
We would like to apply Proposition 12.5 to Ni, so we now verify the
relevant assumptions.
First, the ranks of the subgroups [pi1Ni] ⊂ pi1M are bounded above,
independently of i. For if we take an -net in Ni, the number of points
in the net is bounded above independent i, by the uniform diameter
bound, and the incidence graph Xi of the collection of -balls in M
centered at points in our net pi1-surjects onto [pi1Ni]. Note that since
the boundary components of Ni are framed by wide topological product
regions, the image of pi1Xi cannot strictly contain [pi1Ni]. Also, it is
perhaps worth mentioning that one could get much better rank bounds
by tracing through the construction of the Ui, but this is irrelevant for
the current argument.
By construction, each component of ∂Ni is either a component of
N1(CC(Mi)), or is adjacent to a product region whose widths goes
to infinity with i. Since diamNi ≤ B, no Ni can contain a product
region with width bigger than 2B, by Fact 6.4. So, Proposition 12.5
applies, where we set the referenced g to be the maximum of the genus
bound for the product regions in our Ui and the rank bound for the
Ni, say. It follows that there is some subsequence Nij in which all the
manifolds are homeomorphic, say to some fixed compact 3-manifold
N . For some j, we must have that ij is larger then the index of N
in our enumeration. So, this contradicts our assumption that no Ni is
homeomorphic to one of the first i compact 3-manifolds.
14. The general case
Let M be a complete, 0-thick hyperbolic 3-manifold with finitely
generated fundamental group. The convex core boundary ∂CC(M) is
a compact pleated surface [67], so in particular it is intrinsically hyper-
bolic. Assume for convenience that 0 is less than the 2-dimensional
Margulis constant. Then if  < 0, any component
A ⊂ (∂CC(M))≤
of the -thin part of the convex core boundary is a (compact) annulus
that is compressible, i.e. nullhomotopic in M .
Somewhat following Bowditch [17], we define:
Definition 14.1. An -thin 1-handle is a topological ball H ⊂ CC(M)
whose boundary decomposes as a union ∂H = D1 ∪A∪D2, where A is
a component of (∂CC(M))≤ and D1, D2 are properly embedded discs
in CC(M), each with intrinsic diameter less than 2, say, such that
∂A = ∂D1 ∪ ∂D2.
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The terminology reflects the fact that the ball H is most naturally
thought of as a 1-handle. For convenience, we say H is associated to A
and we define the horizontal and vertical boundaries of H as
∂hH := A, ∂vH := D1 ∪D2,
respectively. Of course, the precise constant 2 in Definition 14.1 is not
important, but it will be useful to have some diameter bound.
At this point, the reader could skip ahead and read the statement of
Theorem 14.4, if desired. However, we will find it convenient to first
establish a few properties about -thin 1-handles.
Claim 14.2. For every  < 0 and every component A ⊂ (∂CC(M))≤,
there is an -thin 1-handle H with ∂hH = A.
Proof. As  is less than the Margulis constant, which is ≈ .2629, one
can check that each component of ∂A has length less than 1
2
. Coning
each component to one of its points, we obtain properly embedded discs
D1, D2 ⊂ CC(M), each with intrinsic diameter strictly less than 1, such
that ∂A = ∂D1 ∪ ∂D2. Perturbing to general position and employing
the usual surgery arguments, these disks can be made disjoint, at the
expense of doubling (after perturbing) the diameter bounds. So, 2 is a
diameter bound for the new D1, D2. The union D1 ∪ ∂A ∪D2 is then
an embedded sphere in CC(M), which bounds a ball H. 
Claim 14.3. For fixed ′ < 0, the following holds for sufficiently small
 < ′. If A ⊂ A′ are components of the -thin and ′-thin parts of
∂CC(M), and H,H ′ are associated - and ′-thin 1-handles, we have
H ⊂ H ′, dM(H, ∂vH ′) ≥ 2.
Proof. It suffices to show that the intrinsic distance dH′(∂H, ∂vH
′) ≥ 2,
since any geodesic in M from H to ∂vH
′ has a segment that runs from
∂H to ∂vH
′ within H ′. Note that if we prove this, we will obviously
have ∂vH ∩ ∂vH ′ = ∅, so it will follow automatically that H ⊂ H ′.
Since A′ is compressible, there must be some spanning arc α of A′
that is part of the bending lamination of ∂CC(M). Each component
of A′ \ int(A) is spanned by a segment of α, and if we take ′ << 
we can assume that the length of any spanning arc in A′ \ int(A) is at
least 7. Since α is a geodesic in H ′, which is simply connected, it is the
shortest path in H ′ between its endpoints, so we then have
dH′(∂A, ∂A
′) ≥ 7− ′ −  > 6,
where the ′,  are bounds for the diameters of the boundary compo-
nents of A,A′, respectively. Since the components of ∂vH and ∂vH ′ all
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have diameter at most 2, it follows that
dH′(∂H, ∂vH
′) > 6− 2− 2 = 2. 
We can now state the most general version of our result. It is slightly
more convenient to state the following using CC(M) rather than its 1-
neighborhood, which we used in Theorem 13.1, so we include below the
assumption that CC(M) is a 3-dimensional submanifold of M . There
is no loss of generality in assuming this, since if Theorem 13.1 does not
already apply, then M is the interior of a manifold with compressible
boundary, in which case CC(M) is automatically 3-dimensional.
Theorem 14.4 (Decomposition by -thin 1-handles and PRs). Given
k, 0, there are a finite collection M of compact 3-manifolds, and con-
stants n = n(k), g = g(k),  = (0) < 0 and B = B(k, 0) as follows.
Suppose M is a complete, orientable hyperbolic 3-manifold with
rank(pi1(M)) ≤ k, inj(M) ≥ 0,
and assume that CC(M) is a 3-dimensional submanifold of M . Then
CC(M) contains a collection H of pairwise disjoint -thin 1-handles
and a collection U of at most n product regions, each with genus at
most g, such that for each U ∈ U , we have
U ⊂ int(CC(M)) \ ∪H∈HH,
and where the closure of every component of
N ⊂ CC(M) \ ((∪U∈UU) ∪ (∪H∈HH))
has diameter at most B and is homeomorphic to an element of M.
Proof. Pick ′ < 0 and let  be given by Claim 14.3. Let H be a collec-
tion of -thin 1-handles, one for each (∂CC(M))≤, choose a collection
H′ of ′-thin 1-handles, such that there is a bijection
(14.1) H H 7→H′−−−−→ H′, where H ⊂ H ′, dM(H, ∂vH ′) ≥ 2.
Note that for any two H1, H2 ∈ H, we have that ∂hH2 ∩H ′1 = ∅, so
as each component of ∂vH2 has diameter less than’s 2, H2 ∩ H1 = ∅.
That is, the -thin 1-handles in H are pairwise disjoint, as required.
Fix a component N ⊂ CC(M) \ ∪H∈HH, and define the horizontal
and vertical boundaries of N as
(14.2) ∂hN = ∂N ∩ ∂CC(M), ∂vN = ∂N ∩ int(CC(M)).
So, ∂vN is a union of vertical boundary components of -thin 1-handles.
Since -thin 1-handles are balls and CC(M) ↪→ M is a homotopy
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equivalence, pi1N injects into pi1M as a free factor, and hence has rank
at most k by Grushko’s theorem. Call the corresponding cover
piN : MN −→M.
This MN has rank at most k and injectivity radius at least , and N
lifts homeomorphically to Nˆ ⊂MN .
Claim 14.5. There are constants δ, B depending only on , k such that
(1) CC(MN) ⊂ Nˆ ,
(2) each component of Nˆ \ CC(MN)) is a trivial interval bundle
that has diameter at most B,
(3) every essential closed curve on ∂CC(MN) has length at least δ.
Proof. The manifold N contains a unique component
N ′ ⊂ CC(M) \ ∪H′∈H′int(H ′).
Note that N \ N ′ is a union of balls, each of which is a component
of some H \ H ′, where H ∈ H. Define the horizontal and vertical
boundaries of N ′ just as in (14.2), e.g. ∂hN ′ = ∂N ′ ∩ ∂CC(M).
Pick a point pˆ ∈ Nˆ ′, and let γˆ be a geodesic segment in MN that
starts and ends at pˆ. To show (1), it suffices to prove that γ ⊂ Nˆ . We
will work in M rather than MN , so project γˆ down to a geodesic γ that
starts and ends at some p ∈ N ′. We want to show that γ ⊂ N .
Now γ is contained in CC(M) and is homotopic within CC(M) into
N ′, so we can pick a smooth map
f : A −→ CC(M)
from an annulus A such that ∂A = aunionsq b and f |a parameterizes γ while
f(b) ⊂ N ′. After a perturbation, we can assume that ∂vN ′ is smooth
and transverse to f . Consider the 1-manifold
If := f
−1(∂vN ′) ⊂ A.
Since γ is homotopically nontrivial and each component of ∂vN
′ is a
disc, no component of If is an essential simple closed curve on A. And
as CC(M) is irreducible, we can assume after a homotopy of f that no
component of If is an inessential simple closed curve. So as f(b) ⊂ N ′,
every component of If is an arc in A with both endpoints on a. Let
asep ⊂ a be the set of all points that are separated from b by If . Then
f(a \ asep) ⊂ N ′,
since f(b) ⊂ N ′. Every component a′ ⊂ asep maps under f to a segment
γ′ ⊂ γ that is homotopic rel endpoints to an arc in some component of
∂vN
′. Since every component of ∂vN ′ has intrinsic diameter less than
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2, the geodesic segment γ′ has length less than 2. By (14.1), we have
d(∂vN
′, H) ≥ 2 for all H ∈ H, so it follows that γ ⊂ N as desired.
We now have proven (1), i.e. that CC(MN) ⊂ Nˆ . Let E be a convex-
cocompact end of MN , let ∂ECC(MN) be the component of the convex
core boundary that faces E , and let
E ⊂MN \ int(CC(MN))
be the component that is a neighborhood of E . We cannot have E ⊂ Nˆ ,
since then piN(E) ⊂ N would be a convex cocompact end of M , but
N ⊂ CC(M). So, some component S ⊂ ∂Nˆ is contained in E. By
the uniqueness of compact cores12 up to homeomorphism [47], S is
homeomorphic to ∂ECC(MN). Since S separates ∂ECC(MN) from
infinity in E, it follows that S is a level surface of E.
Now ∂N is a union of components of the -thick part of ∂CC(M)
and a collection of discs, each with intrinsic diameter at most 2. So
by the bounded diameter lemma, each component of ∂N has intrinsic
diameter bounded by some constant depending on  and its genus. As
the genus of any component of ∂CC(M) is at most rankpi1M ≤ k and
our S above is isometric to the component piN(S) ⊂ ∂N , we have that
S has intrinsic diameter at most some constant depending only on k, .
We are now in a position to prove (2) and (3). Let
p : MN −→ CC(MN)
be the nearest point retraction. Then p(S) = ∂CC(MN) and p is 1-
lipschitz, so ∂CC(MN) has intrinsic diameter bounded above by some
constant depending only on k, . As ∂CC(MN) is a hyperbolic surface,
its injectivity radius is then at least some δ depending only on k, ,
which proves (3). For (2), recall that if x ∈ E, then the lipschitz con-
stant of p near x is an exponential in −d(x, p), see [26]. So, the fact that
p(S) = ∂CC(MN), which has some diameter bounded above by some
uniform constant, implies that S intersects a radius r neighborhood of
∂CC(MN), for some r = r(k, ). Since S has bounded diameter, it
is then contained in Nr(∂CC(MN)) for some larger r = r(k, ). Fi-
nally, as ∂CC(MN)) has bounded diameter and S is a level surface of
E, it follows that the component of Nˆ \ CC(MN) contained in E has
diameter at most some constant B = B(k, ), as desired. 
We now finish the proof of Theorem 14.4. For each component
N ⊂ CC(M) \ ∪H∈HH, the manifold MN has rank at most k and
12Both CC(MN ) and Nˆ may be noncompact, but one can apply the uniqueness
theorem to compact cores of each.
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injectivity radius at least , so Claim 14.5 (3) implies that MN satis-
fies the assumptions of Theorem 13.1, at least after replacing  with δ,
which only depends on k, . Hence, for each N there is a collection UˆN
of at most n = n(k) product regions in int(CC(MN)), each with genus
at most g = g(k), such that every component of
CC(MN) \ ∪Uˆ∈UˆN int(Uˆ)
has diameter at most B = B(k, ) and is homeomorphic to some ele-
ment of a subset M of compact 3-manifolds depending on k, . Define
UN = {piN(Uˆ) | Uˆ ∈ UˆN}, U = ∪NUN .
By Claim 14.5 (1), each UN ∈ U lies in int(N) ⊂ int(CC(M)). By
Claim 14.5 (2), for each N every component
C ⊂ N \ ∪U∈UN int(U)
is isometric to the union of a component of
CC(MN) \ ∪Uˆ∈UˆN int(Uˆ)
with some bounded diameter trivial interval bundles glued onto its
boundary components. Hence, C has diameter at most some constant
depending on k, , and is homeomorphic to an element ofM above. As
the closure of every component of
CC(M) \ ((∪U∈UU) ∪ (∪H∈HH))
is equal to such a C, we are done. 
14.1. Proofs of the three corollaries. The reader might guess that
we prove here the three corollaries from the introduction.
Before doing so, we first show that both -thin 1-handles and product
regions are quasi-isometric to intervals. The proofs are similar.
Lemma 14.6. Fix 0 <  < 1 smaller than the Margulis constant.
Suppose that M is a hyperbolic 3-manifold, H ⊂ CC(M) is an -thin
1-handle. Then for some compact interval I ⊂ R, there is a (1, 12)-
quasi-isometry ρ : (H, dH) −→ I such that the two components of ∂vH
map to the the two endpoints of I, respectively.
Here, dH is the path metric in H.
Proof. Since the annulus ∂hH is compressible, it must have a spanning
arc γ : I −→ ∂hH that is part of the bending lamination of ∂CC(M),
where here I ⊂ R is a compact interval. So, this γ is a geodesic segment
in M , which is distance minimizing with respect to dH . We claim that
for each point x ∈ H we have
dH(x, γ(I)) ≤ 5.
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Since H is a ball, it lifts isometrically to H˜ ⊂ H3. Lift γ as well to
γ˜ : I −→ ∂hH˜. Foliate ∂hH˜ by circles Ct with length at most 2, where
each Ct intersects γ˜ transversely at γ(t). In H3, cone each circle Ct to
γ˜(t), producing a continuously varying family of disks Dt, each with
diameter at most 2. (For instance, the circles Ct can be the boundary
components of regular neighborhoods of the core geodesic of the hyper-
bolic annulus ∂hH˜.) The discs Da and Db have the same boundaries
as the components of D1, D2 ⊂ ∂vH˜, each of which has diameter at
most 2. So, Da∪D1 and Db∪D2 are two (singular) spheres, each with
diameter at most 3, say. Fill in these spheres with (singular) balls of di-
ameter at most 3, e.g. by coning again. Regard the balls as homotopies
rel ∂ from Da to D1, and from Db to D2, respectively. Concatenating
with our original interpolation, this gives an interpolation via disks of
diameter at most 3 between D1, D2. Moreover, if we regard this inter-
polation as a 3-chain in H3, its boundary is ∂H˜. So, the interpolation
must pass through every point of H˜. This implies that every point
x ∈ H˜ is within 3 of γ˜(I) in H3. Since every point of ∂H˜ can be joined
to γ˜(I) by a path on ∂H˜ of length at most 2, the intrinsic distance
from any x ∈ H˜ to γ(I) is at most 5.
So, given x ∈ H, let ρ(x) be any t ∈ I for which the distance
dH(x, γ(t)) is minimal. Since γ is dH-minimizing, we have
(14.3) dH(x, y)− 10 ≤ |ρ(x)− ρ(y)| ≤ dH(x, y) + 10.
Moreover, ρ is surjective, since ρ(γ(t)) = t. Hence, ρ is a (1, 6)-quasi-
isometry. Since the endpoints of γ lie on components of ∂vH, it follows
that these components map within the 2-neighborhoods of the end-
points of I. So, we can just change ρ so that it maps the components
of ∂vH to the endpoints, at the expense of changing 10 to 12. 
Lemma 14.7. Given g,  > 0, there is some C as follows. Suppose
that M is -thick, U ⊂ M is a product region and consider U with its
path metric dU . Then for some properly embedded interval I ⊂ R, there
is a (1, C)-quasi-isometry ρ : (U, dU) −→ I such that each component
S ⊂ ∂U maps to an endpoint of I, in a way that induces a bijection
between the components of ∂U and the endpoints of I.
Proof. Pick a dU -minimizing, unit speed geodesic γ : I −→ U that
realizes the width of U . Here, we can take I = R, [0,∞) or I = [0, L]
for some L. By Lemma 6.6, there is some uniform constant D = D(, g)
such that for each x ∈ U , there is a level surface Sx ⊂ U that is
contained in the D-neighborhood of x, say with respect to the metric
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dU . This Sx must intersect γ, so
dU(x, γ(I)) ≤ D.
Given x ∈ U , let ρ(x) be any t ∈ I for which the distance dU(x, γ(t))
is minimal. Since γ is dU minimizing, it follows that
(14.4) dU(x, y)− 2D ≤ |ρ(x)− ρ(y)| ≤ dU(x, y) + 2D.
Moreover, ρ is surjective, since ρ(γ(t)) = t. Hence, ρ is a (1, C)-quasi-
isometry. As in the previous lemma, we can ensure that the components
of ∂U map to endpoints of I by changing ρ and increasing C. 
Corollary 14.8. There is some C = C(k, ) such that the convex core
of any hyperbolic 3-manifold M with
rank(pi1(M)) ≤ k, inj(M) ≥ 
is (1, C)-quasi-isometric to a metric graph with at most n = n(k) edges,
some of which some of which may be half-infinite or biinfinite.
Proof. The corollary is obvious if CC(M) is not 3-dimensional. For if
it is 2-dimensional, it is a totally geodesic surface with bounded genus,
and hence has bounded diameter, by the Bounded Diameter Lemma.
If it is 1-dimensional, it is a closed geodesic, which is itself a metric
graph. If M = H3, then CC(M) = ∅ is an empty graph. We can
therefore assume that Theorem 14.4 applies.
Take C to be the maximum of the constants 12 and C from Lemmas
14.6 and 14.7, and the constant B from Theorem 14.4. Let H,U be
the -thin 1-handles and product regions in Theorem 14.4. For each
H ∈ H, pick an interval IH ⊂ R and a (1, C)-quasi-isometry
ρH : H −→ IH
as in Lemma 14.6, and define for each U ∈ U a (1, C)-quasi-isometry
ρU : H −→ IU similarly using Lemma 14.7. Finally, for each component
N ⊂ CC(M) \ ((∪U∈UU) ∪ (∪H∈HH))
define a point called vN .
Build a graph G with vertices the vN and edges the IH and IU as
follows. For every surface S that is a component of some ∂N and also
of some ∂U , we identify the endpoint ρU(S) ∈ IU with vN . Similarly,
if S ⊂ ∂N and S ⊂ ∂vH, we identify ρH(S) ∈ IH with vN . Then the
maps ρH , ρU combine to give a surjective map
ρ : CC(M) −→ G,
which we can define to be constant on each N . Let n = n(k) be an
upper bound for the total number of thin 1-handles H and product
regions U , as given by Theorem 14.4.
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We claim that the map ρ is a (1, C ′)-quasi-isometry, for some uniform
C ′ = C ′(C, n). So, let x, y ∈ CC(M). For simplicity, let us assume
that x, y do not lie in the union of all the thin 1-handles and product
regions. We will comment on the modifications necessary to deal with
the remaining case during the proof.
For the upper bound, take any minimizing geodesic γ connecting
points x, y ∈ CC(M), and orient γ from x to y. Then there are disjoint
segments γ1, . . . , γk of γ, indexed in the order they appear along γ, with
(1) the initial endpoint of γ1 lies in the same complementary com-
ponent N as x, and the terminal endpoint of γk lies in the same
complementary component as y,
(2) each γi is contained in some H ∈ H, or in some U ∈ U , and the
initial and terminal endpoints of γi lie on distinct components
of ∂vH or ∂U , respectively,
(3) the terminal endpoint of γi is lies on the boundary of the same
complementary component N as the initial endpoint of γi+1,
(4) if i 6= j, then γi, γj do not lie in the same 1-handle H or product
region U .
Here, (4) implies that the number of segments k is at most n. Then
each γi maps into some edge ei of G under ρ, and the lengths γi is
within C of the length of ei. By (3), e1, . . . , ek is an edge path in G, so
dG(ρ(x), ρ(y)) ≤
∑
i
length γi + nC ≤ d(x, y) + nC.
Note that if x or y are allowed to lie in thin 1-handles H or product
regions U , the same argument essentially works, but the constant will
be (n + 1)C instead of nC since the path γ may start and end inside
of a single H ∈ H, say, but may exit this H in between. (So, (4) will
have an exception for {i, j} = {1, k}.)
For the lower bound, take x, y ∈ CC(M) and a length minimiz-
ing edge path γ in G connecting ρ(x) and ρ(y). This path is sim-
ple, and hence traverses at most n edges. For each such edge, find
an intrinsically minimizing geodesic in the associated thin 1-handle or
product region that joins the corresponding (vertical, if a 1-handle)
boundary components. Concatenate these geodesics with (at most
n+1) minimizing geodesics in complementary component N , to create
a path from x to y. Since ρ restricts to a (1, C)-quasi-isometry on each
segment of our concatenation, the resulting path has length at most
length(γ)− (2n+ 1)C. So, we have
d(x, y)− (2n+ 1)C ≤ dG(ρ(x), ρ(y)).
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(The proof if x, y lie in 1-handles product regions is basically the same,
but the constant will be (2n+ 2)C, for the same reason as above.) 
Corollary 14.9. If M is a hyperbolic 3-manifold with rank at most k
and injectivity radius at least , the radius rM of the largest embedded
ball in CC(M) is at most some function of k, .
Proof. This follows from the previous corollary. For suppose that
ρ : CC(M) −→ G
is a (1, C)-quasi-isometry, where C = C(k, ) and G is a graph with
at most n = n(k) edges. If CC(M) contains an embedded ball with
huge radius, it also contains an embedded ball with (not quite as) huge
radius whose image under ρ is contained in a single edge of G. But for
every C, it is easy to see that there is some r such that an r-ball in H3
is not (1, C)-quasi-isometric to an interval. 
Corollary 14.10. The Heegaard genus g(M) of a hyperbolic 3-manifold
M is bounded above by some function of rank(pi1M) and inj(M).
Proof. With the notation of Theorem 14.4, each component
N ⊂ CC(M) \ ((∪U∈UU) ∪ (∪H∈HH))
is homeomorphic to some element of M, which is finite and depends
only on k, . So, each such N has Heegaard genus at most some g =
g(k, ). But then a standard compact core C ⊂ M can be created
topologically by gluing these components N along subsurfaces of their
boundaries. One can then combine the Heegaard splittings for the
components N to give a Heegaard splitting for C via a process called
amalgamation, see Schultens [58]. Since the number of components N
is bounded above by some function of k, the genus of the resulting
splitting is bounded above by some function of k, . 
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