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By a (v, k, h)-difference family in an additive abelian group G of order v, 
we mean a family (4 j i E Z) of subsets of G, each of cardinality k, and such 
that among the differences (a - b / q b E Z3< ; a # b; i E Z) each nonzero g E G 
occurs X times. The existence of such a difference family implies the existence 
of a (v, k, X)-BIBD with G as a regular group of automorphisms. The multiplicative 
structure of finite fields is used here to construct difference families in their 
additive groups. It is proven that if q is a prime power and q > {ik(k - l)}klk-l), 
then there exists a (q, k, h)-difference family in the elementary abelian group 
of order q i f f  X(q - 1) = 0 (mod k(k - 1)). Some extensions of known con- 
structions and partially balanced designs are also discussed. 
1. BALANCED INCOMPLETE BLOCK DESIGNS 
An incidence structure is a triple (P, L, 9) where P is a set of points, 
L is a set of lines, and Y is an incidence relation between P and L which 
we view as a mapping from P x L into the set of integers (0, I}. A point p 
and a line 1 are said to be incident iff 9(p, 1) = 1. We may identify a line I 
with the set of points B, = (p I 9(p, r) = l}, which we call a block, but 
then we must be careful to count each block B with a multiplicity equal 
to the number of lines 1 with B = B1 . 
If Xis a finite set, / X I will denote the cardinality of X. A (u, k, A)-BIBD 
(balanced incomplete block design) is an incidence structure (P, L, 3) 
such that 
6) I P I = 0, 
(ii) CPEP 9(p, I) = k, for each I EL, and 
(iii> ifpl , pz E P, p1 f p2 , then CI.L J(PI ,0 9(p2 ,0 = A. 
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We shall always assume v 3 1, k > 2, X 3 1. Condition (ii) says that 
every line is incident with precisely k points, and an incidence structure 
satisfying (ii) is said to have block size k. Condition (iii) says that the 
number of lines incident with both of a pair of distinct points is precisely h, 
and an incidence structure satisfying (iii) is said to be a pairwise balanced 
design with index of pairwise balance h. For a discussion of incidence 
structures in general, see Dembowski [4], and for BIBD’s in particular, 
see Hall [6] as well as [4]. 
A difficult combinatorial problem is the determination of those 
parameter triples (a, k, h) for which (a, k, h)-BIBD’s exist. It is well known 
[6] that in any (a, k, X)-BIBD, every point is incident with precisely r lines 
and the total number of lines is b, where r(k - 1) = h(u - 1) and 
bk(k - 1) = hu(v - 1). Since r and b must be integers, necessary con- 
ditions for the existence of a (a. k, h)-BIBD are 
h(v - 1) = O(mod k - 1) and Xv(v - 1) = O(mod (k - 1)). (1.1) 
These conditions are not in general sufficient. (a, 3, l)-BIBD’s are also 
known as Steiner triple systems and it is known [6] that v = 1 or 3(mod 6) 
is also a sufficient condition for the existence of a Steiner system on v 
points, H. Hanani [7, 81 has recently proved, using a combination of 
direct and recursive construction methods, that for k = 3,4, 5 the 
conditions (1.1) are in fact sufficient for the existence of a (v, k, h)-BIBD 
with one exception, viz., no (15, 5, 2)-BIBD exists. At this point we 
mention the following conjecture (see [6, p. 238]), the original proposer of 
which seems to be unknown: 
The Existence Conjecture 
Given k and h, there exists a constant M = M(k, h) such that for 
21 3 M, there exists a (v, k, h)-BIBD iff X(v - 1) = 0 (mod k - 1) and 
Xv(v - 1) = 0 (mod k(k - 1)). 
This conjecture is the subject of two papers of this author [15] which 
have been submitted to the Journal of Combinatorial Theory. There the 
existence conjecture is established for pairs k, h whenever k/(k, A) is one or 
a prime power (in particular, whenever k is a prime power) and whenever 
h 3 ([&k] - l)([$k] - 2). (Here [x] denotes the greatest integer not 
exceeding x.) Partial results are given in any case. Indeed a more general 
problem-the existence of pairwise balanced designs with more than one 
block size-is considered. The methods used are of a recursive nature and 
an essential fact necessary for the results of [15] is that there are infinitely 
many integers v for which a (a, k, l)-BIBD exists, and more generally, 
that there are “enough” (v, k, h)-BIBD’s. These facts will be furnished by 
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our results here. A special case of the Existence Conjecture will be 
established in Section 4: for u’s which are prime powers relatively prime 
to k. 
2. THE METHOD OF DIFFERENCES 
By a Zist, we mean a collection of objects in which each object occurs 
with a certain nonnegative multiplicity. More formally, a list Tof elements 
of a finite set X can be regarded as an element of the free abelian monoid 
generated by X, i.e., a formal sum T = CreX m,(x) where the nonnegative 
integer m, is the multiplicity of x in the list T, or the number of times x 
occurs in T. In this context, it is clear how to define addition of lists and 
scalar multiplication of a list by a nonnegative integer. However, we shall 
be informal and take list as a primitive concept. 
A notation for a list T is furnished by listing those elements which occur 
in T, each with its proper multiplicity, within parentheses. Of course, 
order is to be disregarded so that (a, a, b) and (a, b, a) denote the same list. 
This notation is continued by using the parentheses in (ai 1 i E Z) to indicate 
the list of ai’s (Zis some indexing set). That is, each ui is to be counted with 
a multiplicity equal to the number of indices i’ E Z such that ui = ui, . 
This list is to be identified with the set {at 1 i E I} iff at # uj for i # j. 
We informally reserve the word family for lists of subsets of a given set. 
A method for the direct construction of BIBD’s (the method of differ- 
ences) arises from the hypothetical investigation of the structure of a 
BIBD with respect to a given group of automorphisms. This technique was 
first described and applied in 1939 in a classic paper of R. C. Bose [l] 
(also see [6]). We do not go very deeply into this but only consider a 
special case. 
Let G, for notational convenience, be a finite additive abelian group, 
and let 2Y be a family of subsets (base blocks) of G. With respect to a fixed 
indexing a = (Bi I i E Z) we construct an incidence structure, the develop- 
ment (dev) of g by G, denoted dev a = devc 2?, in the following manner. 
As our point set we take the elements of G, as lines we take the set G x Z, 
andweputdevg=(G,G xZ,flwhereY(u,g xi)=lifu~B~+g= 
(b + g I b E B,}, and f(u, g x i) = 0 otherwise. The family of blocks of 
this incidence structure is (Bi + g 1 i E I, g E G). 
The group G appears as a group of automorphisms of dev g. An 
automorphism of an incidence structure (P, L, Y) is a pair (u, T) where u 
is a permutation of P, T is a permutation of L, and such that 9(po, I’) = 
9(p, 1) for all p E P, 1 E L. We may associate to each g E G an auto- 
morphism (a, , T,) of dev a = (G, G x Z, 5) in the following manner: 
cg is to be the translation (TV : x I-+ x + g and TV : x x i H (x + g) x i. 
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The group of automorphisms G* = {(Ok , T,) j g E G} is isomorphic to G 
and sharply transitive (regular) on the points. 
To determine when such an incidence structure is a pairwise balanced 
design, we introduce for a subset B C G, the list of difSerences from B, 
AB = (a - b 1 a, b E B, a # b). And if 9 = (Bi / i E I) is a family of 
subsets of G, we define Aa = Ciel ABi . Let us fix a subset B _C G and a 
pairset (x, y> C G. The map g ++ (X - g, y - g) is a one-to-one cor- 
respondence between the set of group elements g such that (x, y} C B + g 
and the set of ordered pairs {(a, b) / a, b E B; a - b = x - u}. Thus the 
number of lines of dev(B) which are incident with both x and y is equal to 
the number of times x - y occurs in the list AB. As a direct consequence of 
this, we have 
LEMMA 1. Let .98 be a family of subsets of G. Then dev S# is pairwise 
balanced with index h @j- Ag = h(G - {0}), i.e., ifs every nonzero g E G 
occurs h times in the list of d$erences from g. 
A family g of subsets of an additive group G of order u will be called 
a (v, k, A)-difirence family in G iff all subsets which occur in SY have size k 
and A6S? = X(G - (0)). In view of Lemma 1, we have 
LEMMA 2. If .!JY is a (v, k, X)-dy 1 erence family in G, then dev &? is a 
(a, k, X)-BIBD. 
As an example, let G be the additive group of integers modulo 9. Then 
a = ((0, 1,2, 51, (0, 2, 3, 5)) is a (9,4, 3)-difference family in G. The 
blocks of dev Z+Y are 
to, 1,2,5>, {O, 2, 3,5), 
U,2,3,6), U,3,4,6), 
{2,3,4,7), {2,4,5,7), 
(394, 5, % {3,5,6,8>, 
(4, 5, 6% (496 79% 
(59% 7, 11, (5,798, 11, 
{6,7,8,2), V, 60,219 
179% 0,319 {7,0, 1, 31, 
(8, 0, 1,419 (8, 1,2,4), 
each being counted with multiplicity one. 
We remark that if CC@ is a (u, k, X)-difference family in G, then the family 
tB obtained by multiplying the list &Y by the scalar t, a positive integer, 
is a (v, k, t&difference family. A difference family with X = 1 will be 
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called a simple difference family. The family L% = ({I, 3,9}, (2, 5,6}) of 
subsets of the group of integers modulo 13 is a simple (13,3, l)-difference 
family. It is clear that every simple difference family is actually a class 
(set) of subsets, i.e., no base block can occur in L@ more than once. 
If a (0, k, A)-difference family ~8 consists of n base blocks, then the total 
number of differences listed in AS? is nk(k - 1). If this list of differences 
is to coincide with h(G - {0}), then necessarily h(v - 1) = nk(k - 1). 
Thus a necessary condition for the existence of such a difference family is 
X(u - 1) = 0 (mod k(k - 1)). (2.1) 
In particular, if there exists a simple (u, k, I)-difference family, then 
u z 1 (mod k(k - I)). (2.2) 
If the family consisting of a simple base block B is a difference family, 
then B is called, naturally, a dziSfence set. If B is a (u, k, A)-difference set, 
then h(v - 1) = (k - 1) and the resulting BIBD dev ~8 is said to be 
symmetric. There is an extensive literature on difference sets [6, 9, 11, 141. 
3. CONSTRUCTIONS FROM FINITE FIELDS, BLOCKS WITH EVENLY 
DISTRIBUTED DIFFERENCES 
In the remainder of this article, 9 will denote a prime power and GF(q) 
will denote the Galois field with q elements. We consider the construction 
of difference families in G(q), the additive group of GF(q). This is the 
elementary abelian group of order q. The cyclic multiplicative group of 
GF(q) will be denoted by H1 = H,,l. If e is a divisor of q - 1, then H1 has 
a unique subgroup H” = H,,” of index e, namely, the group of all e-th 
powers of nonzero field elements. 
For convenience, we select and fix for each q, a primitive element 6 of 
GF(q). If e I q - 1, we define the cosets modulo the e-th powers, HO”, 
H,“,..., HZ-1 , by 
H,* = {et 1 t = m (mod e)}. 
We read the subscripts modulo e, so that if a E Hme and b E H,“, then 
ab E HA+,, . X” will denote the class of cosets (Hoe , H,“,..., Hz-d. 
We note that ifq is even, i.e., if q is a power of 2, then -1 = 1 is always 
an e-th power in GF(q). If q is odd, then -1 E He ifY 2e 1 q - 1, for 
-1 = @*-1)/Z is an e-th power iff (q - 1)/2 SE 0 (mod e). 
It will be convenient to define the product TI 0 Tz of two lists of 
elements of GF(q) as the list of products. More precisely, if TI = (ai 1 i E I) 
and T, = (bj I j E J), then TI 0 T, is to be the list (aibj 1 i E I, j E J). If 
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TI = (a) is a list with a single nonzero entry and T, = S is a set of field 
elements, then TI 0 T, coincides with the set US = {as 1 s ES}. List 
multiplication is associative, commutative, and distributive over addition 
of lists. 
THEOREM 1. If there exists a (q, k, h)-d@erence family in G(q), then 
there exists a (qn, k, X)-dfirence family in G(q”), n > 1. 
Proof. Let &4?? = (Bi 1 i E 1) be a (q, k, h)-difference family in G(q), so 
that dg = CiEIdBi = X(G(q) - (0)). If we consider GF(q) as a subfield 
of GF(q”), then GF(q) - (0) is the group He of e-th powers in GF(qn) where 
e = (q” - I)/(q - 1). 
Let S be any system of representatives for the cosets JP modulo H” in 
GF(q”). So S is a set of e field elements and S 0 He = G(q”) - (0). Consider 
the family g* = (s& 1 i E Z, s E S). Noting that the list of differences from 
the set sBi is (s) 0 O& , we have 
A9* = C C (s) o AB, = S o A3 = S 0 X(H”) = h(G(q”) - (0)). 
ssS icl 
That is, a* is a (q”, k, h)-difference family. 
The set (0, 1,3,8, 12, 181 is a (31,6, I)-difference set in G(31). By 
Theorem 1, there exists a (961, 6, I)-difference family in G(312). 
Given a list T of elements of GF(q) and a divisor e of q - 1, we say that 
T is evenly distributed over the e-th power cosets &‘” iff T has the same 
number of entries, counting multiplicities, in each of the cosets H,“, 
HI” ,..., H;hl . 
THEOREM 2. Let e be a divisor of q - 1 and let B C GF(q) be a set of 
size k with the property that AB is evenly distributed over X”. (Say AB has I 
entries in each coset Hme. Necessarily, then, le = k(k - l).) Then there 
exists a (q, k, I)-d$erence family in G(q), and if 2e I q - 1, then there exists 
a (q, k, @)-dxerence family. 
Proof. Consider first the family a = (aB 1 a E H”). We have Aa = 
He 0 A39 = l(H,&) + l(H,“) + *** + l(H;-,) = l(G(q) - (0)). Thus a is a 
(q, k, I)-difference family in G(q). 
Assuming 2e / q - 1, we have -1 E He. Writing B = {b, , b2 ,..., ba}, 
we see AB = (1, -1) o D where D is the list (bi - b( ( 1 < i < j < k). 
Since -1 E He, D must have precisely +Z entries in each coset H,“, 
0 < m < e - 1. Let S be any system of representatives for the cosets of 
the factor group He/{l, -l}, so that He = S 0 (1, -1). Let @ denote the 
family (sBIsES). Then A.?&=SOAB==S~(~,--~)OD=H~~D= 
?J(G(q) - {0}), i.e., 9’ is a (q, k, +&difference family. 
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COROLLARY. rf q = 1 (mod k(k - 1)) and there exists u set B = 
@, , bz ,..., k - b } C GF(q) such that two dz&ences of AB lie in each coset 
modulo Hiktk-l), or equivalently, such that {bj - bi 1 1 < i < j < k} is a 
system of representatives for the cosets Z? tkfk-l), then there exists a simple 
(q, k, I)-dz#erence family in G(q). 
As an example, consider the block B = (0, 1, 3,24} as a subset of 
GF(37). We take 2 as a primitive root of GF(37) so that 2 E H16. The list 
of differences from B is AB = (il, f2, f3, f21, f23, 124) and it 
may be verified that 
1 = 2O E Ho6, 
2 = 2l E H16, 
3 = 2= E H 6 2, 
21 =222~H6 49 
23 = 215~H6 39 
24 = 22g E H 6 5’ 
Thus AB has 2 differences in each coset of SP (or 1 difference in each of 
the 12 cosets of P2). As in the proof of Theorem 2, a = (aB 1 a E W2) = 
((0, 1,3,24>, (0,4,26,32}, (0, 10, 18, 30)) is a (37,4, I)-difference family. 
For k > 6, relatively few examples of (v, k, I)-BIBD’s are known. If 
q = 30t + 1 is a prime power and there exists a block 
B = (b, , b, ,..., b6) C GF(q) 
such that {bj - bi I i < i < j < 6) is a system of representatives for the 
cosets Xl5 modulo the 15-th powers in GF(q), then the Corollary to 
Theorem 2 in conjunction with Lemma 2 asserts the existence of a (v, 6, l)- 
BIBD. But a complete computer search shows that there is no such block 
B C GF(61). However, a computer search for such blocks B C GF(q) was 
met with success in the following cases (the only other cases tried) where 
q = 30t + 1 is prime. 
B = (0, 1, 6, 15, 58, 238) C GF(271), 
B = (0, 1,6, 13, 54, 214) C GF(331), 
B = (0, 1,3,22, 125, 380) _C GF(421), 
B = (0, 1, 3,22, 195, 354) C GF(541), 
B = (0, 1, 5, 21, 126, 228) C GF(571), 
B = (0, 1, 5,20, 449, 532) C GF(601), 
B = (0, 1, 5,23, 39, 528) C GF(661), 
B = (0, 1, 5,21, 30, 244) C GF(81 l), 
B = (0, 1, 521, 34, 103) C GF(991). 
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That the above blocks are as claimed may be verified with the aid of the 
tables of [12]. 
4. THE HIGHER CYCLOTOMIC NUMBERS 
With the question of the existence of blocks with evenly distributed 
differences in mind, we consider a more general problem-that of finding 
blocks B _C GF(q) whose list of differences is distributed in some given 
manner. Let q be a prime power, e / q - 1, r > 2, and let P, be the set of 
ordered pairs ((i,j) 1 1 < i c j < r>. We define a choice to be any map 
C : P, --+ Xc, assigning to each pair (i,j) E P, a coset C(i,j) modulo the 
e-th powers in GF(q). An r-tuple (al, a2 ,..., a,.) of elements of GF(q) is 
consistent with the choice C ifI aj - ai E C(i, j) for all 1 < i < j < r. The 
cyclotomic class V(C) is the set of ail r-tuples consistent with C and the 
higher cyclotomic number N(C) is the cardinality of g(C). 
Given a choice C, : P, -+ X6, we note that (al , u2 ,..., a,) E %(C,) iff 
(4 + c, a2 + c,..., u7 + c) E U(C,). Indeed, N(C,) is q times the number 
of (r - I)-tuples (6,) b, ,..., b,) with bi E C(1, i) for 2 d i d r and 
b, - bi E C(i,j) for 2 < i < j < r, since each such (r - l)-tuple yields 
the q elements (c, b, + c,..., b, + c) of %(C,). We conclude that, for 
c, : P2 ---f SF”, 
N(C,) = q(q - ‘) 
e * (4.1) 
Since the number of (b, , b, ,..., b,) with b( E C(l, i), 2 d i < r, is 
(q - l/e)‘-‘, we have, in general, 
N(C,) < q c+)+l. (4.2) 
Consider the choice C, : Pa -+ X” where, say, C,(l, 2) = H,*, C,(2,3) = 
H,“, and C,(l, 3) = H,“. To each element c E Hfpi such that c + 1 E HFmi , 
there correspond the q(q - l/e) distinct triples (b, b + a, b + u(c + l)), 
b E GF(q), a E Hi”, consistent with the choice C, ; and every triple con- 
sistent with C, “comes from” such a c. The number of such c’s is, by 
definition, the cyclotomic number (j - i, 1 - i), and thus with this 
notation, 
f,,(C,) = q(q - ‘1 . (J - i, I - i)e . (4.3) e 
This is the justification for calling the numbers N(C,) higher cyclotomic 
numbers. 
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Our need for blocks with evenly distributed differences is furnished for 
large q by the following fundamental theorem. 
THEOREM 3. If q E 1 (mod e) is a prime power and q > er+l), then 
for any choice C : P, -+ Se, there exists an r-tuple (al ,..., a,) of elements 
of GF(q) consistent with C. 
Theorem 3 follows from the stronger Theorem 4 below. 
Now the number of choices C : P, --f Xe is e*++l) and the number of 
r-tuples with distinct components from GF(q) is 
4tq - ljtq - 2) ... (4 - r + 1). 
Thus the average value for N(C) is e-@+l)q(q - 1) ... (q - r + 1). There 
is a tendency for the higher cyclotomic numbers to be close to their 
average value. 
THEOREM 4. Let q = 1 (mod e) be a prime power. Then for any choice 
C: P,-+Z?” we have 
The proofs of Theorems 3 and 4 will be presented in Section 5. We 
pause here for an application. Theorem 3 gives us more information about 
the possible distribution of differences than we shall need here, but the 
more general statement promises to be useful in more elaborate con- 
structions of BIBD’s, the construction of partially balanced designs (see 
Section 6), and can be used to construct difference families with more than 
one block size. 
THEOREM 5. Let q be aprimepower, q > {$k(k - l)}k(k-l). There exists 
a (q, k, A)-dzfirence family in G(q) ZF h(q - 1) = 0 (mod k(k - 1)). 
Proof. As we have mentioned in Section 2, the existence of a (q, k, h)- 
difference family implies X(q - 1) = (mod k(k - 1)). 
Let q, k, and h be given such that this last congruence is valid and 
q > (&k(k - l)}k(k-l). Put X, = (X, k(k - 1)). It will be sufficient to 
exhibit a (q, k, Q-difference family, for multiplying this family by the 
scalar X/h,, yields a (q, k, hj-difference family. 
Case 1. k(k - 1)/X, is even. Let e = k(k - 1)/2X, and let C : Pk +X6 
be any choice that maps precisely h, of the gk(k - 1) ordered pairs 
(i,j) E P, onto each coset H,,,” modulo the e-th powers in GF(q). Since 
q > ek(k-l), we can find by Theorem 3 a k-tuple (a, , a, ,..., akj consistent 
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with the choice C. The block B = {a,, a2 ,..., a3 C GF(q) is such that 
precisely 2h, of the differences of dB lie in each coset H,,e, HI”,..., Hz-_, . 
In this case 2e 1 q - 1 and hence there exists a (q, k, X,)-difference family 
in G(q) by Theorem 2. 
Case 2. k(k - 1)/h,, is odd. Necessarily, h, is even. We take e = 
k(k - l)/&, and let C : Pk --f &‘” be any choice mapping &h, elements of P,, 
onto each coset of 2”. A block B = {a, , a2 ,..., a3 C GF(q) where 
(al , a2 ,..., a3 is consistent with C is such that dB is evenly distributed 
over &‘“. Such a block exists by Theorem 3 since q > F-l) and then 
Theorem 2 asserts the existence of a (q, k, X,)-difference family in G(q). 
COROLLARY 1. rf q r= 1 (mod k(k - 1)) is a prime power and 
q > U&k - 1)) k(k-l), then there exists a simple (q, k, I)-difference family 
in G(q). 
COROLLARY 2. There exists a constant M such that I$ q > M is a 
prime power relatively prime to k, then there exists a (q, k, h)-BIBD isf 
h(q - 1) = 0 (mod k - 1) and hq(q - 1) = 0 (mod k(k - 1)). 
Proof As we have remarked in Section 1, Eq. (1. l), the existence of 
a (q, k, h)-BIBD . implies h(q - 1) E 0 (mod k - 1) and hq(q - 1) = 0 
(mod k(k - 1)). 
Conversely, suppose q satisfies these congruences and is relatively prime 
to k. The second congruence implies h(q - I) = 0 (mod k). Combining 
this with the first congruence and noting that (k, k - 1) = 1, we have 
h(q - 1) = 0 (mod k(k - 1)). Thus by Theorem 5 and Lemma 2, our 
conclusion holds if we take M = ($k(k - l)}k(k-l). 
5. AN ESTIMATE OF THE HIGHER CYCLOTOMIC NUMBERS 
This section is entirely devoted to the proofs of Theorems 3 and 4. 
In Section 6, we observe that the construction of Theorem 2, even when 
applied to a base block which is not evenly distributed, always yields an 
incidence structure which is partially balanced with respect to a certain 
association scheme naturally arising from the e-th powers. 
In Section 7, we take advantage of the distribution of differences arising 
from particular blocks to prove that the condition h(q - 1) = 0 
(mod k(k - 1)) is always sufficient for the existence of a (q, k, h)-difference 
family in G(q) whenever 2h is a multiple of k or k - 1, or when 
h > k(k - 1). This includes as a special case some constructions of 
Sprott [13] and Majindar [lo]. 
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Further variations on the theme are illustrated in the case of simple 
difference families in Section 8. Some constructions of Bose [l] are 
generalized. We pay particular attention to the case of block size k = 6 
and conclude by constructing (4, 6, 1)-simple difference families in G(q) 
for all prime powers q = 1 (mod 30) with 151 ,< q < 2000. 
Sections 5-8 are mutually independent. 
Theorem 4 will be proved by induction on r. Let us fix a prime power q 
and a divisor e of q - 1. Let 2” = {H,,“, HI&,..., Hz-,} be the cosets modulo 
the e-th powers in GF(q) and let 5 be a primitive e-th root of unity in the 
field of complex numbers. We introduce the characters x0, x1 ,..., xeel as 
maps from GF(q) into the complex numbers defined by 
if a E Hde 
if a = 0, 
for m = 0, l,..., e - 1. These characters satisfy x,(ab) = x,(a) xm(b) for 
all a, b E GF(q). xrn will denote the complex conjugate map n&a) = x,(a). 
We read the subscripts modulo e, so that x,&z) x,(u) = xnz+,Ja) and 
xm = xVrn . If a E GF(q) is nonzero, then n&a) = ~,(a-‘). Equations (5.1) 
and (5.2) of the following lemma are of course well known. 
LEMMA 3. 
c x?&) = 1; _ l if m fr 0 (mod e) 
a if m = 0 (mod e). 
(5.1) 
(5.2) 
I 
q---l if b=c 
c xm(b - a) ~wdc - a) = q - 2 if b # c, m = 0 (mod e) (5.3) 
a -1 if b # c, m $ 0 (mod e). 
(The sums in (5.1) and (5.3) are taken over all a E GF(q).) 
Proof. Surely, Ca x,,(u) = q - 1. If m f 0 (mod e), then there is a 
nonzero b E GF(q) such that x&b) # 1 (e.g., b E HI”). Then 
c xd4 = c x&a) = x,,db) C xda). a a a 
But Xm(b) # 1 implies C, x,Ja) = 0, which establishes Eq. (5.1). 
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If a E HO”, then surely Ciz0 x&) = e. If a $ H,,“, then there is some n 
such that x,(a) # I (e.g., n = 1). Then 
e-1 c-1 ('-1 
m&o x,(u) = ,Z" Xm+n(Q) = X,(4 c xnm. 
1), -0 
But x,(u) f 1 implies CiLio x,(u) = 0 and Eq. (5.2) is established. 
Finally, 
c Xm@ - 4 zm(c - 4 = .zc Xm(b - a) );im(c - a) a 
where the indicated quotients are in GF(q). If b = c, this latter sum is 
q - 1. Otherwise, as a ranges over GF(q) - {c}, b - c/c - a takes on 
all nonzero values. Hence by Eq. (5.1), we have 
which completes the proof of the lemma. 
THEOREM 4. Let q = 1 (mod e) be a prime power. Then for any choice 
C, : P, + Z”, we have 
N(c,) _ 4(4 - l)(q - 2) ... (4 - r + 1) 
etr(r-l) < e-ljzqr-lls. (5.4) 
ProoJ We proceed to develop the induction step, the Inequality (5.9) 
below. 
Let r > 2 be given and let C,.+l : P,+l -+ Xe be any choice. Let C, be 
the restriction of C,,, to P, and put N,. = N(C,), N,,, = N(C,+,). 
Given any r-tuple (a) = (al , u2 ,..., a,) E V, = %‘(C,), let M(u) denote 
the number of field elements b E GF(q) such that b - ui E C,+,(i, r + 1) for 
all i = 1, 2,..., r. Then M(u) is the number of ways to “extend” (a) to an 
(r + l)-tuple (a,, u2 ,..., a,, b) E %?(C,.+,) and hence 
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Select and Sx elements c, , c, ,..., c, such that x E C,+#, r + 1) ifF 
cix E 23,” (if C,+,(i, r + 1) = H,“, we may take any element of IS& for ci). 
BY Eq. (54, 
if b - ai E C,+l(i, r + 1) 
if b - ai $ C,+l(i, r + 1). 
Consequently, 
fi igo xmi(ci(b - ad> 
I 
= zj x,&(b - al)) xm,(c2(b - a2>) .** xm,k@ - aA) 
(where the sum is taken over all r-tuples (m) = (m, , m2 ,..., m,.) with 
0 < mi < e - 1) has the value eP if b - ai E C,+,(i, r + 1) for each 
i = 1, 2,..., r, and is 0 otherwise. Thus for (a) E gT , we have 
erM(a) = c c xml(cl(b - al)) .a* xm,(c,(b - a,)). 
b (m) 
Referring to Eq. (5.9, we sum over all (a) E %?+. and interchange the order 
of summation to get 
We can evaluate the inner double sum of Eq. (5.6) when (m) = (0) = 
(0, O,..., 0); since each (a) E V, has distinct components, 
c x&(b - a,)) *.- x&(b - 4) = q - r, 
b 
whence 
,=& F xoW - 4) ... x&-(b - aJ> = (4 - r) NT . 
I 
Using the multiplicative property xmi(ci(b - ai)> = ,yn2((cJ x,,,i(b - ati) 
and Eq. (5.6), we arrive at 
@X-+1 - fq - r> NT 
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Now if in the Cauchy-Schwarz inequality 1 C wizi / < (C 1 wi 1”)” x 
(C 1 zi 12)+ we put wi = 1, we find that for complex numbers z1 , z2 ,..., z, , 
Noting that 1 xm,(ci)l = 1, we apply this inequality to Eq. (5.7) to obtain 
I erNr+l - (4 - r> N, I 
< {(er - 1) N,}lj2 
7 
j ; xmp - 4 ... Xm,(b - .r)j2/1’2. 
If we put 
S(m) = c 1 1 xm,(b - 4 *** xm,@ - 4jz, 
(a) b 
where the sum is taken over all r-tuples (a), then surely 
I e”N,+, - (q - r) N, I < W+N,P2 I,,;(.) S(m)!1’2. 
However, 
(5.8) 
W4 = 1 11 xm,@ - a,> 
(a) b 
.+* xm,@ - a,)/ !C R& - 4 ... ~rn,(c - 41 
c 
= ,c, 1; xw# - 4 R& - uA/ ... [c xm,(b - 4 %n,(c - uJ/ - 
* 1 a, 
By Eq. (5.3) of Lemma 3, when b = c each sum Ca, x,,Jb - ai) zm((c - ai) 
is q - 1, and when b # c the value is q - 2 if mi = 0 and -1 otherwise. 
So letting s(m) denote the number of components of(m) = (ml , m2 ,..., mT) 
which are nonzero, we see 
hence 
S(m) = q(q - 1)’ + q(q - l)(- l)sc”)(q - 2)r-scm); 
C S(m) = (er - 1) q(q - 1)’ + q(q - 1) C (-l)s(m) (q - 2)‘-S(m). 
(rn) #Ku Cm) #CO) 
Now the number of r-tuples (m) with s(m) =j is (S)(e - l)i, where (;) is 
the binomial coefficient. Thus 
,m;(o) (-l)s(m) (4 - T 2) - S(m) = j$ (1) (1 - e)j (q - 2)r-j 
= ((1 - e) + (q - 2NT - (q - 2)r < 0, 
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and, consequently, 
C S(m) < (er - 1) q(q - 1)’ < eTqr+l. 
(rn) f(O) 
Substituting this inequality into Inequality (5.8) and dividing by er yields 
N q--r r+1 - ___ NT 1 < qt(+-+I) d\/N,. 
e7 
It should be mentioned at this point that the estimate of Theorem 4 is 
is not the best that can be derived from this induction step, but is only 
a convenient expression. However, the exponent r - 4 of q on the right 
side of Inequality (5.4) above does use the full power of Inequality (5.9). 
We now substitute Inequality (4.2), N, < q(q - l/e)‘-’ < el+qr, into 
Inequality (5.9) to obtain 
N Tfl _ y N, < ei(l-~)q~+l/2e 
We now conclude the proof of Theorem 4. The theorem is trivially valid 
for e = 1, so we shall assume e > 2. The inequality also holds when r = 2, 
where for any choice C, : Pz -+ A@” we have N(C,) = q(q - 1)/e from 
Eq. (4.1). Now let C,,, : P,+l -+ Xe be any choice, let C, be the restriction 
of C,,, to P, , and put N,,, = N(C,+i), N, = N(C,.). With r = 2, 
Inequality (5.10) reads 1 N3 - q(q - l)(q - 2)/e3 1 < e-*q2f. 
Now fix r > 3 and assume that Inequality (5.4) is valid for this r. Thus 
NT _ dq - ‘1 “’ (4 - ’ + ‘1 
e)"r-l' 
< e-l/2q'-1/2; 
whence 
In conjunction with Inequality (5.10), this forces 
I N 462 - 1) ... (4 - r> w-1 - e+P(r+l) < e-112qr+llZ(el-t7 + e-T). 
With e > 2, r > 3, we have el-+r + e+ 6 1 and hence 
i 
N 4k - 1) *f- (q - r> r+1 - ejrw+l) I 
< e-1,2qr+l,2 
This completes the proof of Theorem 4 by induction. 
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We now prove 
THEOREM 3. Let q be aprimepower, q = 1 (mod e). Ij’q > ercr-l), then 
for any choice C : P, + Se, there exists an r-tuple (al , a2 ,..,, a,) of 
elements of GF(q) consistent with the choice C. 
Proof. The assertion is trivial for e = 1 and r = 2; so we may assume 
e > 2, r 3 3. From Theorem 4, 
N(C) > 4(4 - 1) a-* (4 - r + 1) - 
e+r(T-l) e-1129+ 
> (9 - r)' _ e-1/2qr-1/2. 
ejTw-l) 
Thus if we show that qe(q - r/q)2’ > eV(r-l), it will follow that N(C) > 0 
as claimed. Since q > e’+l), it will suffice to prove that e(q - r/q)2r 2 1. 
Now under the assumptions e 3 2, r 3 3, q > er+l), this last inequality 
is in fact valid. First notice that r2/q < (er-1)2/er(r-1) < a. Then 
e (7,” 3 2 (1 - $j”’ 3 2 (1 - tj”’ 
=2/l-;+ g(;j(-&j”j 
Ii-2 
= l + 2 z [( “2; j(&j’” - (,[? lj(-&j2z+1/  2(&,“’ 
COROLLARY. If q = 1 (mod e) is a prime power and q > e6, then the 
cyclotomic numbers (i, j), are allpositive. 
Proof. Given i and j, define the choice C, : P3 -+ Ze by C,(l, 2) = H,,“, 
C,(2, 3) = H,“, C,(l, 3) = Hi”. By Theorem 3, N(C,) > 0, but from 
Eq. (4.31, WC,) = dq - 1)/e GA . 
6. PARTIALLY BALANCED DESIGNS 
If B C GF(q), q = 1 (mod e), then the indicence structure dev(aB ] a E He) 
is always partially balanced in a sense which we now make precise. Partially 
balanced designs were introduced by R. C. Bose and K. R. Nair in 1939 [2]. 
Inherent in their definition is the concept of association scheme which was 
explicitly introduced by Bose and T. Shimamoto in 1952 [3]. A survey of 
results concerning these notions may be found in [4, Section 7.11. 
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Let X be a set of u elements. We denote by $(X) the complete graph 
on X, i.e., the set of &J(U - 1) unordered pairs (x, y>, x, y E X, x # y. 
Any subset of Pz(X) will be called an (undirected) graph on X. By an 
m-class association scheme on Xwe mean a partition 9’ = (A, , A, ,..., A,} 
of 9??(X) into m nonempty graphs Ai for which 
(i) There are integers ni , 1 < i < m, such that for any x E X, the 
number of y E X with {x, y} E Ai is precisely ni . 
(ii) There are integers pe , 1 < i, j, h < m, such that for any 
{x, y> E Ah, the number of z E X with (x, z} E Ai and {y, z} E Ai is 
precisely pFj . 
Condition (i) asserts that each of the graphs Ai is regular. If {x, y} E At 
we also say that x and y are i-th associates. The numbers v, m, ni , pb are 
the parameters of Y. 
We say that an incidence structure (P, L, 9) is a partially balanced 
design with respect to an m-class association scheme Y on P iff there are 
integers Xi , 1 < i < m, such that for any pair x, y of i-th associates, the 
number of lines 1 E L incident with both x and y is precisely Ad . The integers 
hi are the indices of partial balance. Clearly, an incidence structure is 
partially balanced with respect to the unique l-class association scheme 
on its points iff it is a pairwise balanced design as defined in Section 1. 
Finite fields yield some very symmetric association schemes. Let q be a 
prime power and e be given such that 2e j q - 1 (or such that q = 2 and 
e 1 q - 1). We define (what turns out to be) an e-class association scheme 
Ye(q) on the set of elements of GE’(q) by saying that two distinct elements 
x, y E GF(q) are i-th associates iff x - y E Hie, 0 < i < e - 1. That is, 
wedefinethegraphsAi,O<i<e-l,byAi ={{x,y}lx--NEHRU}. 
(Note that since -1 E H,,“, x - y E Hi” iff y - x E H,“.) It is clear that 
E(q) = {A, , A, ,-.., A,-,) is a partition of S$(GF(q)) and also that each 
x E GF(q) has precisely n, = n = (q - 1)/e i-th associates. Given a pair 
x, y of h-th associates, the number of z E GF(q) which are i-th associate 
to x and j-th associate to y is 
/{z 1 z - x E Hie and z - y E H/)1 
= l{z’ I z’ E Hie and z’ + x - y E H,“}] 
= l{z’ I z’(x - y)-’ E Hfdh and z’(x - y)” + 1 E HjB-b}I 
= I{c I c E H& and c + 1 E Hf&l. 
And this cardinality is, by definition, the cyclotomic number (i - h, j - h)e . 
In particular, it is independent of the particular pair x, y of h-th associates 
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given; and thus Ye(q) is indeed an association scheme with parameters 
pfJ = (i-h,j-Ah),. 
Remark. The graphs Ai of y;‘,(q) are all isomorphic. (An isomorphism 
of a graph A on X onto a graph A’ on x’ is a bijective map g, : X-t X’ 
such that {x, y} E A iff {y(x), F( y)} E A’.) The permutation x H ax + b of 
GF(q) (a, b E GF(q), a # 0) is either an automorphism of A, or an iso- 
morphism of A, onto Ai depending on which coset Hie contains a. 
7 0 
FIGURE 1 
The graph A, of the association scheme Ys(13) is shown in Fig. 1. Two 
elements of GF(13) are adjacent in this graph (i.e., are 0-th associates) 
iff their difference belongs to { f 1, &3, f4) = Ho2. If x and y are adjacent, 
then the number of points adjacent to both is 2; if x and y are not adjacent, 
then the number of points adjacent to both is 3. 
The incidence structure dev(B) where B = (0, 1, 4) C GF(l3) is partially 
balanced with respect to Yz(13). The number of lines of dev(B) incident 
with a pair of 0-th associates is one; no lines are incident with a pair of 
1 -associates. 
Now as we have remarked in Section 2, the number of lines of dev(B) 
which are incident with a given pair x, y is equal to the number of times 
that x - y occurs in the list of differences AB. As an immediate con- 
sequence of this we have 
LEMMA 4. Let 33 be a family of subsets of GF(q) and let 2e ( q - 1 (or q 
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even and e / q - I). Then dev 9 is partially balanced with respect to Ye(q) 
and with indices of partial balance h, , XI ,..., X,-, tj7 
ALa = &(H$) + X,(H,“) + ... + h,-,(H:-J. 
For example, the family 3 = (0, 1, 9,20,34, 58) (0, 8, 11,28, 37, 38)) 
of subsets of GI;(61) has the property that A&I = (Ho3) + 2(HZ3) (taking 2 
as a primitive root, so that 2 E H13). Thus in the incidence structure 
dev SS’ a pair of points which are 0-th associates in Y3(61) are incident 
with one line; a pair of 2nd associates are incident with two lines; no 
lines are incident with both of a pair of 1st associates. 
The meaning of the first sentence of this section is now clear. Let 
B C GP(q) and 2e 1 q - 1 (or q even and e 1 q - 1). Then the family 
B = (aB 1 a E H,“) is a “partial difference family” with respect to Ye(q). 
Indeed, Ag = (He) 0 AB = h,(H,“) + h,(H,“) + .a* + h,-,(HL,) where 
hi is the number of differences of AB which lie in Hi”. If q is odd, e 1 q - 1, 
but 2e r q - 1, the family SS’ is still a partial-difference family with respect 
to Ye,2(q). For we can always write AB = (1, -1) D D and then Ag = 
(Hoe) 0 (1, -1) 0 D = (Hl’2) 0 D in this case. 
We apply Theorem 3 to construct a certain class of partial difference 
families. By Lemma 4, dev g is partially balanced with indices of partial 
balance 
A, = 1, A, = A, = ... = A,-, = 0 
iff 
Aa = H,e. (6.1) 
If each member of S? has k elements (so that dev S@ has block size k) and 
g consists of n blocks, then the number of differences listed in Aa is 
nk(k - 1). If Eq. (6.1) holds, then we have nk(k - 1) = q - l/e. Thus a 
necessary condition for the existence of this type of partial-difference 
family is 
q s 1 (mod ek(k - 1)). 
THEOREM 6. Let k 3 2 and e > 1 be given. There is a constant 
C = C(k, e) with the property that for every prime power q = 1 
(mod ek(k - 1)) with q > C, there exists a family S? of subsets of GF(q), 
each of size k, and such that A49 = Hoe. We may take C(3, e) = 0. 
Proof. Given k and e, put m = +k(k - 1). We may take C(k, e) = 
{em}k(k-l). Let q = 1 (mod 2em) be a prime power, q > {em}k(k-l). By 
Theorem 3, we are assured of the existence of a k-tuple (al , a, ,..., ah) 
of elements of GF’(q) such that the list D = (ai - ai I 1 < i < j < k) has 
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one entry in each of the pn cosets H,“““, H,“““, Hip,..., El{;;-,,, . Let 
B := {a, , a, )...) a,},sothatdB=(l,-l)oD.Since2emjq-ll,wehave 
- 1 E H;“‘. Letting S be a system of representatives for the cosets of the 
factor group Ht”/{l, -I}, we put g = (sB / s E S). Then 
o~==so(B)=So(l,-l)oD=H,““oD 
= (Hi”) + (Him) + ... + (H$-_,,,) = H,“. 
We now show that the condition q = 1 (mod 6e) is always sufficient for 
the existence of a family a of triples with the property that A39 = H,“. 
Let 5 be a primitive cube root of unity in GF(q) and put B = (0, 1, -f}. 
Since I + [ + t” = 0, dB = {fl, &f, -&e”} = H,$‘P1)‘6. HP-l”’ is a 
subgroup of H,“. Let S be a system of representatives for the factor group 
HOe/H,jq-1)‘6 and put 9 = (sB j s ES). Then Aa = S 0 AB = HOP. 
7. DIFFERENCES FROM UNIONS OF COSETS 
If B is a subset of GF(q), then by Lemma 4, dev B is partially balanced 
with respect to Ye(q) iff AB = He 0 L for some list L. One way of assuring 
that AB is divisible by He = HO” is given below. 
LEMMA 5. Let q = ef + 1 be a prime power and let B be the union of 
some of the cosets H,,“, H,” ,..., H,“-, , andpossibly (0). Then for some list L 
of elements of GF(q), AB = H,” 0 L. Zf q andf are both odd, then AB = 
HiI 0 L’ ,for some list L’. 
Proof. B is the union of cosets modulo H,,” and possibly (0) iff aB = B 
for each a E HO”. 
The first assertion of the Lemma is equivalent to the statement that 
two field elements b, c which belong to the same coset Hi” each occur the 
same number hi of times in the list of differences AB. But if we put 
a = cb-‘, then a E H,” and (x, y) F+ (ax, ay) is a one-to-one corre- 
spondence between the ordered pairs {(x, y) I x, y E B; x - J’ = 6) and 
{(x’, y’) / x’? y’ E B; x’ - y’ = c}, proving the above statement. 
Suppose now that q and f are both odd. Let b and c be two field elements 
belonging to the same coset Hf’2, and let a = cb-l. Then a E Ho’2, 
and since -1 E H$2 , either a E HO” or --a E H,,“. In the first case, 
(x, y) F+ (ax, ay) is a one-to-one correspondence between the sets 
{(x, y) 1 x, y E B; x - y = b} and {(x’, y’) j x’, y’ E B; x’ - y’ = c]; in the 
second case, (x, y) H (-ay, -ax) is such a one-to-one correspondence. 
Thus in either case, b and c occur in AB with the same multiplicity and the 
second assertion of the Lemma is established. 
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It is essentially the observation of Lemma 5 in the special cases B = He 
and B = He u (0) which enabled Sprott [13] and Majindar [lo] to construct 
classes of difference families with h = k, k - 1, &k, and i(k - 1). These 
constructions are contained in the more general result below. 
THEOREM I. Let k and h be given positive integers. If 2h is a multiple 
of either k or k - 1, then for prime powers q > k, 
h(q - 1) = 0 (mod k(k - 1)) (7.1) 
is a necessary and sujicient condition for the existence of a (q, k, A)-dfirence 
family in G(q). 
Proof. We have already remarked in Section 2 that (7.1) is necessary. 
For the proof of sufficiency, we distinguish four cases. 
Case la. k / A, say h = mk. Let m, = (m, k - l), f = (k - I)/mo . 
If q is a prime power satisfying (7.1), then q = 1 (modf), say q = ef + 1. 
Assuming q > k, in GF(q) we put B = uyil’ Hi” u (0). Then B is a subset 
of cardinality k and by Lemma 5, we can write AB = He 0 L for some list 
L with necessarily km, entries. If S is any system of representative for the 
cosets modulo He, then g = (sB / s E S) is a (q, k, km&difference family. 
Since km, 1 A, a (q, k, A)-difference family exists. 
Case lb. k I 2h but, k r h, say 2h = mk. Again put m, = (m, k - l), 
f = (k - 1)/m,, . k is necessarily even, so f is odd. Given q, (7.1) implies 
q = 1 (mod 2f), say q = ef + 1. Let B = uz[’ Hi” u (0). Since q and f 
are both odd, Lemma 5 asserts AB = Hei 0 L’ for some list L’ of neces- 
sarily *km,, elements. If S is a system of representatives for the cosets 
modulo He12, then g = (sB / s E S) is a (q, k, *km&difference family. But 
*km, 1 A; so a (q, k, X)-difference family exists. 
Case 2a. (k - 1) [ h, say h = m(k - 1). Let m, = (m, k), f = k/m,, . 
If q satisfies (7.1), then q = 1 (modf), say q = ef + 1. In GF(q), let 
B = uzi’ Hie. Then B is a set of k elements and by Lemma 5, AB = 
He 0 L for some list L of (k - l)m, entries. If S is a system of represen- 
tatives for the cosets modulo He, then 9Y = (sB 1 s E S) is a (q, k, (k - l)m,,)- 
difference family. Since (k - l)m, I A, a (q, k, X)-difference family exists. 
Case 2b. (k - 1) I 2A but (k - 1) 7 A, say 2X = m(k - 1). Let 
m, = (m, k), f = k/m,. Here f is odd. If q satisfies (7.1), then q = 1 
(mod 2f), say q = ef + 1. Put B = lJzil Hie. Since q and f are both odd, 
Lemma 5 asserts AB = HeI 0 L’ for some list L’ of &(k - l)m, entries. 
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If S is a system of representatives for the cosets modulo He/z, 
then g = (sB 1 s ES) is a (4, k, +(k - l)m,)-difference family. Since 
$(k --I)m, j h, a (q, k, h)-difference family exists. 
For example, q = 1 (mod 6) is a necessary and sufficient condition for 
the existence of a (q, 3, l)-, (q, 4,2)-, or (q, 6, 5)-difference family in 
G(q); q = 1 (mod 10) is necessary and sufficient for a (q, 5,2)- or (q, 6, 3)- 
difference family in G(q). 
Because of the use of the groups He in the above constructions (and in 
the other constructions of this paper), one can see that the resulting 
BIBD’s have automorphisms other than the translations mentioned in 
Section 2. 
We comment on the construction for h = k - 1 in Case 2a above. 
There we have observed that if q = ek + 1 and S is a system of represent- 
atives for the cosets modulo HE (the k-th roots of unity) in GF(q), then 
&Y = (sHe / s ES) is a (q, k, k - I)-difference family. Now if in addition 
(k, e) = 1, then we may take S = Hk. For each pair (Q, b) of field elements, 
a # 0, we may then define an automorphism (u~,~, T,,J of the (q, k, k - l)- 
BIBD dev g = (GF(q), GF(q) x Hk, 9) as follows: We write a (uniquely) 
as a = a, , a2 , a, E He, a2 E Hk, and define 
u,.b : X - OX + b, T,>b :X X S I--t (ax + b) X U,S. 
The group of automorphisms r = ((u.a,b , T,,~) / a, b 6 GF(q); a # 0} is 
sharply 2-transitive on the points and sharply flag transitive. (A$ug of 
an incidence structure (P, L, 9) is a pair (p, 1) for which 4(p, I) = 1.) 
Note that if 9& and =@& are (u, k, h,)- and (v, k, X,)-difference families in 
a group G, then the family &9 obtained by counting each member of g!,s 
times and each member of 2&t times is a (v, k, h)-difference set where 
h = sh, + tX, . This simple observation and the supply of difference 
families furnished by Theorem 7 allow us to prove 
THEOREM 8. Let k and h be given positive integers where h 3 k(k - 1). 
Then for prime powers q 3 k, 
)I(q - 1) = 0 (mod k(k - 1)) 
is a necessary and suficient condition for the existence of a (q, k, A)- 
difference family in G(q). 
Proof. To prove sufficiency, let q, k, and X be given satisfying the 
above hypotheses. Let h, = (k - l)(k, h) and X, = k(k - 1, X). 
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We have X,(q - 1) = h2(q - 1) = 0 (mod k(k - 1)); so by Theorem 7, 
(q, k, hJ and (q, k, X,)-difference families exist. To complete the proof, 
it will be sufficient to show that for some nonnegative integers s and t, 
we have h = sh, + tA2 . 
Now k/(k, h) and k - l/(k - 1, h) are relatively prime integers, so there 
exists an integer s, 0 < s < k/(k, h), such that 
k-l 
’ (k - 1, A) - (k(k x I), A) i 
So for some integer t, 
h 
---=S(;,;A)+t&. 
W - 0, 8 
Multiplying the above equation by (k(k - I), h) = (k - 1, h)(k, A), we 
find h = sh, + th, . The inequalities 0 < s < k/(k, h) and X 3 k(k - 1) 
imply that t > 0. 
8. SOME SIMPLE DIFFERENCE FAMILIES 
It sometimes happens that the e-th powers He, or the e-th powers and 
zero He u (0}, form a difference set. For “small” e there are interesting 
results which include: If 4 = 2f + 1, then Hz is a difference set ifff is odd. 
If q = 4f + 1, then H4 is a difference set iff q = 4t* + 1 with t odd 
(Chowla); H4 u {0} is a difference set iff q = 4t2 + 9 with t odd. These 
results are obtained by cyclotomy. Other cases for e have been considered 
and the reader is referred to [6, 11, 141 for statements, proofs, and further 
references. [That H2 is a difference set when q = 3(mod 4) follows 
immediately from Lemma 5.1 
It seems to be a relatively rare occurrance when He or He u (0) is a 
simple difference set. (Recall that simple means X = 1. Such difference 
sets are also called planar.) There are, of course, the well-known examples 
of the quadratic residues {1,2,4} modulo 7, the octic residues {1,2,4, 8, 
16, 32,64, 55, 37) modulo 73, the quartic residues and zero {0, 1,3,9} 
modulo 13. No other examples are known. E. Lehmer [9] has shown that 
the only primes p = e(e + 1) + 1 < 2561600 where He is a simple 
difference set are 7 and 73. 
It is somewhat easier to find simple difference families consisting of 
multiplicative cosets of He in GE’(q), or where each base block is the 
union of a coset of H” and {O}. A nice example is the (41, 5, I)-difference 
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family ((1, 10, 18, 16, 37}, (2, 20, 36, 32, 33)) where Hs = (1, 10, 18, 16, 37) 
is the group of 5-th roots of unity in GF(41) and (2,20, 36, 32, 33) is the 
coset of H8 containing 2. 
In [I], R. C. Bose gives constructions for certain classes of such simple 
difference families with k = 3,4, 5. (These may be found in [6, pp. 233- 
2351.) The constructions for k = 4, 5 may be effected when a certain 
cyclotomic condition (here called R, , R, , respectively) holds in the field 
GJ’(q). In Theorems 9 and 10 below, we generalize his constructions and 
also give alternate descriptions of the conditions R, , R, . 
It is relevant to note that if any base block of a simple difference family 
contains a coset of He (thef-th roots of unity) in GF(q), q = ef + 1, f > 2, 
then necessarily f is odd. For if f > 2 is even, - 1 is an f-th root of unity 
and any coset contains a subset of the form {a, --a, b, -b}, from which 
the difference a - b = (-b) - (-a) already arises twice. 
Let k be odd, say k = 2m + 1. We will say that a prime power q 
satisfies condition R, iff q E 1 (mod k(k - 1)) and, where [ is a primitive 
k-th root of unity in GF(q), {g - 1, .$” - l,..., 5” - l} is a system of 
representatives for the m cosets modulo H”. Note that every prime power 
q = 1 (mod 6) satisfies condition R, , namely, 5 - I E H1. 
THEOREM 9. Let k = 2m + 1 be odd. 
(i) Condition R, is well dejmed; it does not depend on the choice of 
the primitive k-th root of unity in GE;(q). 
(ii) If a prime power q satisfies condition RI,, then there exists a 
(q, k, 1)-simple dtrerence family consisting of multiplicative cosets of the 
group H(@--l)lk of k-th roots of unity in GF(q). 
(iii) A prime power q = 1 (mod 20) satisfies condition R, tyin GF(q), 
5 E Hz4. In general, tfq satisfies Rk , then 
-k E H,2” if m is odd, 
kgHim if m is even. 
(iv) A prime power q satisfies R, tflq is an oddpower of a prime p = 1 
(mod 20) which can not be represented in the form p = x2 + 100~~ for 
integers x, y. 
Proof. Let q = k(k - 1)t + 1 be given and let t be a primitive k-th 
root of unity in GF(q). [ and -1 are both m-th powers, and we note that 
fk-” - 1 = -(k-i@ - 1). (8-l) 
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Thus 5” - 1 and t $m+r--i - 1 lie in the same coset modulo H” and we see 
that 5 - 1, 5” - l,..., e” - 1 represent the cosets modulo H” iff precisely 
two elements of the set (5 - 1, t2 - I,..., 4”’ - 1, t*+l - l,..., fzm - l> 
lie in each coset modulo H*. Of course, this latter condition is independent 
of the choice of 5; hence RI, is well defined. 
The list of differences from the group H(“-l)t = (1, E,..., tk-‘> of k-th 
roots of unity in GF(q) is 
dHzmt = (e - 5‘j IO < i, j < k - 1; i fj) 
= (1, E, 5” )...) (k-1) 0 (4 - 1, (2 - l)...) (k-1 - 1) 
= (1, 8 )...) Ck-1) 0 (1, -1) 0 (I$ - 1, 5” - l)..., 5” - 1) 
= Hmt 0 (.$ - 1, 5” - l)...) 5” - 1). 
Let S be a system of representatives for the cosets of the factor group 
Hm/Hmt and put g = (sHPmt / s ES). Then, if q satisfies condition Rk , 
d&49 = So Hmt o (5 - l,..., 5‘” - 1) = H” 0 (f - l,..., 5”” - 1) 
= Wq) - @I, 
i.e., 9J is a (q, k, 1)-difference family in G(q). 
To establish (iii), we observe that e, t2,..., p-l are the roots of 
1 +x+x2+ ... + Xk-l = 0 in GF(q); thus 1 + X + **a + Xk-l = 
(X - .$)(X - 4”) ... (X - p-l). Putting X = 1 yields 
k = (c - l)([” - 1) ... (ek-’ - 1). 
From Eq. (8.1) 
(-l)“k = ,$-lm(m+l) (5 - 1)“(52 - 1)2 ... (5” - 1)2. (8.2) 
If q satisfies Rk , then (t - l)“, (5” - 1)2,..., (5” - 1)” he in the cosets 
H2”a H2” H!h 
toOGFmawheri 
H$+I, in some order and hence their product belongs 
y.2 0 + 2 + 4 + ..* + 2(m - 1). Since e E Hoa”‘, we find 
(-l)mk E HF” by Eq. (8.2). Noting that 1s 0 (mod 2m) if m is odd and 
1 = m (mod 2m) if m is even proves the second assertion of (iii). 
When k = 5 and q = 1 (mod 20), Eq. (8.2) asserts 
5 = [“(ZJ - l)“([” - 1)2. 
tEH4,so5 and (t-- 1)2(t2 - 1)2 belong to the same coset modulo H4. 
q satisfies condition R, iff < - 1 and t2 - 1 are in distinct cosets modulo 
Hz if7 (6 - l)(ta - 1) E HI2 ifT ([ - 1)2([2 - 1)2 E HS4 ifF 5 E H24. 
To establish (iv), we first make some preliminary observations in order 
to reduce the problem to the prime field. By quadratic reciprocity, 5 is a 
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quadratic residue modulo a prime p iff p E +l (mod 5). Let q z 1 
(mod 20) be a prime power, say q = pm, p prime. Then every element of 
GF(p) C GF(q) is a (q - I/p - I)-th power in GE’(q). If 01 = 0 (mod 4), 
then (q - I)/(p - 1) = 1 +p +p2 + ... +pm--l = 0 (mod 4); so every 
element of GF(p), in particular 5, is a 4-th power in GF(q) and q cannot 
satisfy R, . If cy = 2 (mod 4), then necessarilyp = &l (mod 5); so 5 = a2 
for some a E GF(p). But here (q - l)/(p - 1) E 0 (mod 2); so a is a 
square in GF(q); 5 E Ho4. So if q = pm = 1 (mod 20) satisfies R, , 01 is odd 
and it follows that p = 1 (mod 20). 
Suppose now that q is an odd power of a prime p EE 1 (mod 20). 5 is a 
square in GE’(q), and will be a 4-th power in GE;(q) iff it is a 4-th power in 
GF(p). For the prime fields we have a remarkable criterion due to Gauss 
[5, p. 5361: 
Every prime p = 1 (mod 4) can be written as p = x2 + 4y2 where x 
and y are unique up to sign; 5 is a 4-th power (biquadratic residue) in 
GF(p) iffy = 0 (mod 5). 
The conclusion of (iv) immediately follows. 
With the aid of this last assertion of Theorem 9, it is readily verified that 
theprimesp = 20t + 1 < 1OOOsatisfyingR,are41,61,241,281,421,601, 
641, 661, 701, 821, and 881. 
For k = 7,9, 15, a search was made by computer for primes p = 1 
(mod k(k - 1)) satisfying the condition R, . 
The primes p = 42t + 1 < 3361 satisfying R, are 337, 421, 463, 883, 
1723, 3067, 3319. 
The primesp = 72t + 1 < 3529 satisfying R, are 73, 1153, 1873,2017. 
The only primep = 210t + 1 < 104161 satisfy R,, is 76231. As far as 
the author is aware, this is the smallest value of v > 15 for which a 
(0, 15, l)-BIBD is known to exist. 
Remark. The condition RI, is not necessary for the existence of a 
simple-difference family consisting of cosets of the k-th roots of unity. 
For concreteness, consider the case k = 5. Let q = 20t + 1 be a prime 
power and 5 a primitive 5-th root of unity inGF(q). Here R, is the condition 
that E - 1 and E2 - 1 represent different cosets modulo the squares H2. 
On one hand, if t is odd, then R, is necessary and sufficient. For if R, is 
not satisfied, then 4 - 1 and 5” - 1 lie in the same coset modulo H2 and 
the differences from H4t = (1, f,..., t4> are all squares or nonsquares. 
Hence each multiplicative coset Hft contributes differences of 20 squares 
or 20 nonsquares. But the number of squares in GF(q) is lot which is not 
divisible by 20, and hence no simple-difference family may be chosen from 
the cosets. 
On the other hand, such a simple difference family does exist in 
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GF(401). 401 = l2 + 100 * 22, so condition R, does not hold. The tables 
of [12] show that if we choose 0 = 3 as a primitive root modulo 401 and 
put f = (380, then 5 - 1 = P’ E HI4 and 5” - 1 = 027s E HS4. Here 
d{l, 6 ,..., f*} = dHm = H40 o (@“, 0275). 9J = (04i+jH*o 1 i = 0, l,..., 9; 
j = 0, 1) is a (401, 5, 1)-difference family. 
We now define a condition Rk for k even, say k = 2m. A prime power q 
will be said to satisfy Rk iff q = 1 (mod k(k - 1)) and, where 5 is a 
primitive (k - I)-th root of unity in GF(q), (1, 6 - 1, 5” - l,..., tm-’ - l> 
is a system of representatives for the m cosets modulo Hm . 
THEOREM 10. Let k = 2m be even. 
(i) Condition RI, is well defined; it does not depend on the choice of 
a primitive (k - l)-th root of unity. 
(ii) If a prime power q satisfies condition RI, , then there exists a 
(q, k, l)-simple difference family where each base block is the union of (0) 
and a multiplicative coset of the group H (~--l)/+l) of (k - l)-th roots of 
unity in GF(q). 
(iii) Aprimepower q = 1 (mod 12) satisjies R, @in GF(q), -3 E H24. 
In general, if q satisfies RI, , then 
--(k - 1) E H;m [f m is even, 
k - 1 E Hi”’ if m is odd. 
(iv) A prime power q satisjies R, 12 q is an odd power of a prime 
p = 1 (mod 12) wnich can not be represented in the form p = x2 + 36y2 for 
integers x, y. 
Proof. Let q = k(k - 1)t + 1 be given and let t be a primitive 
(k - I)-th root of unity in GF(q). Noting that 
p-1-i _ 1 = qc-l-i@ _ I), (8.3) 
we conclude, as in the proof of Theorem 9, that 1, [ - l,..., tm”-’ - 1 
represent the cosets modulo Hm iff precisely two elements of the set 
(1, -1, [ - 1, f2 - l,..., fk-” - l} lie in each coset module Hm. Hence 
R, is independent of the choice of [. 
The list of differences from B = Hkt u (0) = {0, 1, f...., f”-“} is 
dB = (1, [ ,..., tk-“) 0 (1, -1, 6 - 1, 4” - l,..., [k-2 - 1) 
= (1, 4 ,...) fk-2) 0 (1, -1) 0 (1, .$ - 1, [” - l,...) em-1 - 1) 
= Hmt 0 (1) .$ - I)...) (“-1 - 1). 
Let S be a system of representatives for the cosets of the factor group 
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Hnr/Hm* and put g = (sB 1 s E S). Then, if q satisfies Rk , ~9 is a (q, k,l)- 
difference family in G(q). 
From (5 - I)((” - 1) .‘. (p-i - I) -= k - 1 and Eq. (8.3) we have 
(_ l)“-l(k _ 1) = prim-1) (5 - I)“(.$2 - I)2 .‘. (p-1 - 1)“. (8.4) 
If q satisfies R, , then (5 - l)“, (5” - 1)2,..., (.$“-l - 1)” lie in the cosets 
H2rn H2rn 4 ,..., H$“,,, in some order and hence their product belongs to 
H~m~I=2+4+~~~+2(m-l).Since5~H~~,(-l)~-1(k-1)~Hf~ 
and the second assertion of (iii) follows. 
When k = 4, Eq. (8.4) asserts -3 = [“([ - 1)“. A prime power q s 1 
(mod 12) satisfies R, ilT 1 and 6 - 1 represent the cosets modulo H2 iff 
( - 1 E HI2 ifT(t - 1)2 E H2* iff -3 E HZ4. 
Elementary considerations show that if q = p” = 1 (mod 12), p prime, 
then -3 is always a 4-th power in GF(q) unless cy. is odd; and if 01 is odd, 
thenp = 1 (mod 12) and -3 is a 4-th power in GF(q) iff it is a 4-th power 
in Gl;(p). Again referring back to Gauss [5, p. 5361, for p = 1 (mod 4) 
prime, -3 is a biquadratic residue module p iff y = 0 (mod 3) in the 
unique representation p = x2 + 4y2. The conclusion of (iv) now follows. 
With the aid of this last assertion of Theorem 10, it is readily verified that 
the primes p = 12r + 1 < 500 satisfying the condition R, are 13, 73, 97, 
109, 181, 229, 241, 277, 337, 409, 421, and 457. 
For k = 6, 8, 10 a computer search was made for primes p z 1 
(mod k(k - 1)) satisfying RI, . 
The primes p = 30t + 1 6 3331 satisfying R, are 181, 211, 241, 631, 
691, 1531, 1831, 1861, 2791, 2851, 3061. 
The primes p = 56t + 1 < 4649 satisfying R, are 1009, 3137, 3697. 
No prime p = 90t + 1 < 7741 satisfies RI, . 
The possibilities for using the multiplicative structure of finite fields to 
ease the task of constructing difference families do not end here. To give 
some indication of these further possibilities, we conclude by constructing 
a class of simple difference families with block size 6 where each base block 
is the union of two cosets modulo the cube roots of unity. 
THEOREM 11. Let q = 30t + 1 be aprimepower and let f be a primitive 
cube root of unity in GF(q). If there exists an element c E GF(q) such that 
([ - 1, c(t - l), c - 1, c - I, c - .!j”} is a system of representatives for 
the cosets module H5, then there exists a (q, 6, I)-dzfirence family in G(q). 
Remark. The above condition does not depend on the choice of a 
primitive cube root. The other primitive cube root of unity is E2. But 
5 - 1 and 5” - 1 lie in the same coset modulo H5 since Ez - 1 = 
-$(t - 1) and .$” E H6. 
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Proof. Suppose that there is such an element c and let 
B = (1,5, g2, c, 4, &“I. 
We have 
AB = (1, g, 4”) 0 (1, -1) 0 (g - 1, c(S.- l), c - 1, c - g, c - g”) 
= H5t 0 (g - 1, c(g - l), c - 1, c - g, c - g”). 
Let S be a system of representatives for the cosets of the factor group 
H5/H5t. Then with 9 = (sB 1 s ES), we compute A@ = S 0 AB = 
H5 0 (5 - 1, c(g - I), c - 1, c - g, c - g2) = G(q) - (0). Thus 9 is a 
(q, 6, I)-difference family. 
If the author’s calculations are correct, then there is no such element c 
in GF(q) for q = 61 or q = 121. However, for every other prime power 
q = 30t + 1 < 2000, Th eorem 11 does suffice to establish the existence 
of a simple (q, 6, 1)-difference family in G(q). For the primes 
p=30t+1<2000, t i may be verified with the aid of the tables of 1121 
that, in Theorem 11, we may take 
c = 11 in GF(31); we may take c = 7 in GF(151); 
c = 4 in GF(181); c = 9 in GF(211); c = 80 in GF(241); 
c = 9 in GF(271); c = 24 in GF(331); c = 74 in GF(421); 
c = 100 in GF(541); c = 20 in GF(571); c = 46 in GF(601); 
c = 52 in GF(631); c = 6 in GF(661); c = 78 in GF(691); 
c = 56 in GF(751); c = 6 in GF(811); c = 2 in GF(991); 
c = 29 in GF(1021); c = 11 in GF(1051); c = 112 in GF(1171); 
c = 19 in GF(1201); c = 53 in GF(1231); c = 2 in GF(1291); 
c = 11 in GF(1321); c = 5 in GF(1381); c = 12 in G1;(1471); 
c = 79 in GF(1531); c = 8 in GF(1621); c = 21 in GF(1741); 
c = 47 in GF(1801); c = 63 in GF(1831); c = 22 in GF(1861); 
c = 27 in GF(l951). 
The nonprime prime powers q = 30t + 1 -C 2000 are q - 121, 361, 
931, and 1681. 
In GF(361 = 19’), we take g = 7 as a cube root of unity. Then g2 = 11. 
The 20-th powers in GF(192) are precisely the elements of GF(19). In 
particular, g - 1 = 6 is a 5-th power. We claim that a root c E GF(192) 
of the polynomial X2 + 10X + 7 = 0 (coefficients in GF(19)) satisfies the 
hypothesis of Theorem 11. First we calculate c* = 14(c + 1) 4 GF(19); 
so c is not a 5-th power. We may then assume that c E HI&. From the 
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easily verified relations (c - 11)” = 6c, c4(c - 7) = 4(c - 1 l), cz(c - 1) = 
8(c - 7), we conclude c - 11 E HS5, c - 7 E H45, and c - 1 E Hz5. Thus 
(6 - 1, c@ - I), c - 1, c - t, c - 4”} is a system of representatives for 
the cosets modulo H5. 
An element a E GF(31) C GF(961 = 312) is a 5-th power in GF(312) iff it is 
a 5-th power in GF(31). Thus we may use the “same” c for GF(961) as we 
have used for GF(31), namely, c = 2. 
Elements of GF(41) are 5-th powers in GF(41) C GF(412 = 1681) iff 
they are 5-th powers in GF(41”). 6 is a primitive element of GF(41) and we 
may assume 6 E HI5 C GF(412). Let 5 be a primitive cube root of unity 
in GF(412). We claim c = E + 6 satisfies the hypothesis of Theorem 1 I. 
This is equivalent to the assertion that the 42-nd powers oft - 1, c([ - I), 
c - 1, c - [, c - t2 form a system of representatives for the cosets 
modulo H5 in GF(1681). Now if a, b E GF(41), then (at + b)42 = 
(a( + b)(uf + b)41 = (US + b)(u41t41 + b41) 
= (a[ + b)(ut2 + b) = u2 - ub + b2. 
With this in mind, we compute (c - 1)42 = 1 E Ho5, c42 = 31 = 628 E Hs5, 
(c - 1)42 = 62 E H25, and finally (c - [2)42 = (c + 1 + 5)“” = 6’j E H16. 
In summary, we have established the existence of (q, 6, 1)-difference 
families in G(q) for all prime powers q = 30t + 1 -C 2000 with the 
exception of q = 61, 121, and for q = 30t + 1 > 1530 (Theorem 5). 
Whether there are (61, 6, l)- and (121, 6, 1)-difference families is still an 
open question. 
REFERENCES 
1. R. C. BOSE, On the construction of balanced incomplete block designs, Ann. 
Eugenics 9 (1939), 353-399. 
2. R. C. Bose AND K. R. NAIR, Partially balanced incomplete block designs, Sank& 
4 (1939), 337-372. 
3. R. C. BOSE AND T. SHIMAMOTO, Classification and analysis of partially balanced 
incomplete block designs with two associate classes, J. Amer. Stat. Assoc. 47 
(1952), 151-184. 
4. P. DEMBOWSKI, “Finite Geometries,” Springer-Verlag, New York, 1968. 
5. C. F. GAUSS, “Untersuchungen iiber hiihere Arithmetik (Disquisitiones Arith- 
meticae),” Chelsea, New York, 1965. 
6. M. HALL, JR., “Combinatorial Theory,” Blaisdell, Waltham, MA, 1967. 
7. H. HANANI, The existence and construction of balanced incomplete block designs, 
Ann. Math. Statist. 32 (1961), 361-386. 
8. H. HANANI, On balanced incomplete block designs with blocks having five elements, 
J. Combinatorial Theory, to appear. 
9. E. LEHMER, On residue difference sets, Canad. J. Math. 5 (1953), 425-432. 
CYCLOTOMY AND DIFFERENCE FAMILIES 47 
10. K. N. MAJINDAR, On some methods for construction of b.i.b. designs, Canad. J. 
Math. 20 (1968), 929-938. 
11. H. B. MANN, “Addition Theorems,” Interscience, New York, 1965. 
12. University of Oklahoma Mathematical Tables Project, “A Table of Indices and 
Power Residues,” Norton, New York, 1962. 
13. D. A. SPROTT, A note on balanced incomplete block designs, Canad. .I. Math. 
6 (1954), 341-346. 
14. T. STORER, “Cyclotomy and Difference Sets,” Markham, Chicago, 1967. 
15. R. M. WILSON, An existence theory for pairwise balanced designs, I and II, 
J. Combinatorial Theory, to appear. 
