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EIGENVALUE DISTRIBUTIONS OF VARIANCE COMPONENTS
ESTIMATORS IN HIGH-DIMENSIONAL RANDOM EFFECTS MODELS
ZHOU FAN AND IAIN JOHNSTONE
Abstract. We study the spectra of MANOVA estimators for variance component covariance ma-
trices in multivariate random effects models. When the dimensionality of the observations is large
and comparable to the number of realizations of each random effect, we show that the empirical
spectra of such estimators are well-approximated by deterministic laws. The Stieltjes transforms of
these laws are characterized by systems of fixed-point equations, which are numerically solvable by
a simple iterative procedure. Our proof uses operator-valued free probability theory, and we estab-
lish a general asymptotic freeness result for families of rectangular orthogonally-invariant random
matrices, which is of independent interest. Our work is motivated by the estimation of components
of covariance between multiple phenotypic traits in quantitative genetics, and we specialize our
results to common experimental designs that arise in this application.
1. Introduction
Since the work of R. A. Fisher, random effects linear models have played a foundational role in
quantitative genetics. Fisher described the decomposition of the variance of a quantitative trait
in a population into components, which may be estimated by observing these traits in individuals
of different relations [Fis18]. One important motivation for estimating these components is in
predicting the evolutionary response of the population to natural or artificial selection. If an
episode of selection changes the mean value of a trait in this generation by S, the change ∆µ
inherited by the next generation is predicted by the breeders’ equation ∆µ = σ2A(σ
2
z)
−1S, where σ2z
is the total population variance and σ2A is its additive genetic component. A common method of
estimating σ2A is using a random effects model with a suitable experimental design [LW98].
In reality, selection acting on a trait rarely only induces a response in that single trait, but instead
also affects genetically correlated traits [LA83, PA89, Blo07]. Most of this correlation is likely due
to pleiotropy, the influence of a single gene on multiple traits, and there is evidence that pleiotropic
effects are widespread across the phenome [Bar90, WB09, MCM+14, BM15, BAC+15]. Letting
S ∈ Rp denote the changes in mean values of p traits in this generation due to selection, the changes
inherited by the next generation are predicted by the multivariate breeders’ equation ∆µ = GP−1S,
where P ∈ Rp×p is the total phenotypic covariance of the traits and G ∈ Rp×p is its additive genetic
component [Lan79]. The response to selection may be understood via the principal eigenvectors
of G and the alignment of the “selection gradient” P−1S with these eigenvectors. Hence, there is
significant interest in understanding the spectral structure of G [Kir09, WB09, HMB14, BM15].
Analogously to the univariate setting, G may be estimated by variance components in multivariate
random effects models.
Gene expression microarrays have enabled the measurements of thousands of quantitative phe-
notypic traits in a single experimental study, providing an opportunity to better understand the
nature and extent of pleiotropy and the effective dimensionality of possible evolutionary response
in the entire phenome of an organism [MCM+14, BAC+15]. However, the theory of large random
matrices [PA14] as well as numerical simulations [BM15] both suggest that variance component
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matrices estimated in these settings may exhibit significant spectral noise due to their high dimen-
sionality. In this work, we derive a characterization of the spectra of such estimates.
We study the general multivariate random effects model
Y = Xβ +
k∑
r=1
Urαr, αr ∼ N (0, IdIr ⊗Σr). (1.1)
Y ∈ Rn×p represents n observations of p traits, modeled as a sum of fixed effects Xβ and k random
effects U1α1, . . . , Ukαk. (It is common to add a residual error term ε; for notational convenience we
incorporate ε by allowing Uk = Id and αk = ε.) X ∈ Rn×m and Ur ∈ Rn×Ir are known design and
incidence matrices. Each αr ∈ RIr×p is an unobserved random matrix with i.i.d. rows distributed
as N (0,Σr), representing Ir independent realizations of the rth effect. The regression coefficients
β ∈ Rm×p and variance components Σr ∈ Rp×p are unknown parameters. We study estimators of
Σr that are quadratic in Y and invariant to β, i.e. estimators of the form
Σˆr = Y
TBrY, (BrX = 0) (1.2)
for symmetric matrices Br ∈ Rn×n. In particular, model (1.1) encompasses nested and crossed
classification designs, and (1.2) encompasses MANOVA estimators and MINQUEs. We discuss
examples in Section 2. We consider the asymptotic regime where n, I1, . . . , Ik grow proportionally.
For classification designs, this means that the number of groups at the highest level of division scales
proportionally with n, and all further sub-divisions remain bounded in size. This is the relevant
regime for experiments that estimate components of phenotypic covariance, from considerations of
both experimental practicality and optimal design [Rob59a, Rob59b].
Our main result shows that when p is also comparable to n, the spectra of estimators (1.2) are ac-
curately predicted by deterministic laws which depend on the true variance components Σ1, . . . ,Σk.
We characterize these laws by systems of fixed-point equations in their Stieltjes transforms, which
generalize the Marcenko-Pastur equation for the usual sample covariance matrix [MP67]. These
equations may be solved numerically to approximate the probability density functions of these laws.
For sample covariance matrices, the Marcenko-Pastur equation underpins many procedures for
inferring the population spectrum [Kar08, Mes08, RMSE08, BCY10, LW12] and debiasing sample
eigenvalues in “spiked” covariance models [BS06, Pau07, BGN11, BY12]. Similar inferential ques-
tions are of interest in variance components applications, and we hope that our result will enable
the study of such questions.
1.1. Main result. To present an analogy, we review the Marcenko-Pastur equation for sample
covariance matrices: Given Y ∈ Rn×p consisting of n i.i.d. rows with distribution N (0,Σ), consider
the sample covariance Σˆ = n−1Y TY . When Σ = Id, the spectrum of Σˆ is well-approximated by
the Marcenko-Pastur law [MP67, SB95]. More generally, for any Σ, the spectrum of Σˆ is predicted
by the Marcenko-Pastur equation:
Theorem 1.1 ([MP67, SB95]). Let µΣˆ = p
−1∑p
i=1 δλi(Σˆ) denote the empirical spectral measure of
Σˆ. Suppose n, p→∞ such that c < p/n < C and ‖Σ‖ < C for some constants C, c > 0. Then for
each z ∈ C+, there exists a unique value m0(z) ∈ C+ satisfying
m0(z) =
1
p
Tr
[((
1− p
n
− p
n
zm0(z)
)
Σ− z Idp
)−1]
, (1.3)
and m0 : C+ → C+ defines the Stieltjes transform of a (n, p,Σ-dependent) probability measure µ0
on R such that µΣˆ − µ0 → 0 weakly almost surely.
The Stieltjes transform m0 determines µ0 via the Stieltjes inversion formula.
Theorem 1.1 is usually stated in an alternative form, assuming convergence of p/n to γ ∈ (0,∞)
and of the spectrum of Σ to a weak limit µ∗. In this case µΣˆ converges to a fixed weak limit
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µ0 depending on γ and µ
∗. We have stated this theorem instead in a “deterministic equivalent”
form [HLN07, CDS11], where µ0 is defined by the finite-sample quantities p/n and Σ. This form is
arguably more closely tied to applications, since one typically computes the analytic prediction for
µΣˆ directly from these finite-sample quantities, rather than first passing to an abstract limit. (See
also the discussion in [Kar08].)
The main result of our paper is the following extension of Theorem 1.1 to the setting of model
(1.1). Consider Σˆ = Y TBY for symmetric B ∈ Rn×n satisfying BX = 0. Define I+ =
∑k
r=1 Ir,
U =
(√
I1U1 |
√
I2U2 | · · · |
√
IkUk
) ∈ Rn×I+ , F = UTBU ∈ RI+×I+ .
For any F ∈ CI+×I+ , let Trr F denote the trace of its (r, r) block in the k× k block decomposition
corresponding to CI+ = CI1 ⊕ · · · ⊕ CIk . For a = (a1, . . . , ak) and b = (b1, . . . , bk), define
D(a) = diag(a1 IdI1 , . . . , ak IdIk) ∈ CI+×I+ , b · Σ = b1Σ1 + . . .+ bkΣk.
We state our result also in deterministic equivalent form, which avoids imposing “joint convergence”
assumptions on Σ1, . . . ,Σk:
Theorem 1.2. Suppose n, p, I1, . . . , Ik → ∞ such that c < p/n < C, c < Ir/n < C, n‖B‖ < C,
‖Σr‖ < C, and ‖Ur‖ < C for each r = 1, . . . , k and some constants C, c > 0. Then for each z ∈ C+,
there exist unique z-dependent values a1, . . . , ak ∈ C+ ∪ {0} and b1, . . . , bk ∈ C+ that satisfy, for
r = 1, . . . , k, the equations
ar = − 1Ir Tr
(
(z Idp +b · Σ)−1Σr
)
, (1.4)
br = − 1Ir Trr
(
[IdI+ +FD(a)]
−1F
)
. (1.5)
The function m0 : C+ → C+ given by
m0(z) = −1p Tr
(
(z Idp +b · Σ)−1
)
(1.6)
defines the Stieltjes transform of a probability measure µ0 on R such that µΣˆ−µ0 → 0 weakly almost
surely.
Note that µ0 is a deterministic measure defined by Σ1, . . . ,Σk and the structure of the model,
whereas µΣˆ is random and depends on the data Y .
Remark 1.3. When Y has n i.i.d. rows, the sample covariance Σˆ = n−1Y TY corresponds to the
special case of (1.1) with k = 1, U1 = Id, Σ1 = Σ, and B = n
−1 Idn. In this case, equations
(1.4–1.6) reduce to
a1 = − 1n Tr
(
(z Idp +b1Σ)
−1Σ
)
, b1 = −1/(1 + a1), (1.7)
m0(z) = −1p Tr
(
(z Idp +b1Σ)
−1) , (1.8)
which imply (by the identity A−1 − (A+B)−1 = A−1B(A+B)−1)
−1− 1
b1
= a1 = − z
nb1
Tr
(
(z Idp)
−1 − (z Idp +b1Σ)−1
)
= − p
nb1
+
pzm0(z)
nb1
.
Hence b1 = −1 + (p/n) + (p/n)zm0(z). Together with the above expression for m0(z), this recovers
the Marcenko-Pastur equation (1.3).
In most cases, (1.4–1.6) do not admit a closed-form solution in a1, . . . , ak, b1, . . . , bk, and m0(z).
However, these equations may be solved numerically:
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Theorem 1.4. For each z ∈ C+, the values ar and br in Theorem 1.2 are the limits, as t→∞, of
the iterative procedure which arbitrarily initializes b
(0)
1 , . . . , b
(0)
k ∈ C+ and iteratively computes (for
t = 0, 1, 2, . . .) a
(t)
r from b
(t)
r using (1.4) and b
(t+1)
r from a
(t)
r using (1.5).
This yields a method for computing the density of µ0 in Theorem 1.2: By the Stieltjes inversion
formula, the density at x ∈ R is approximately pi−1=m0(x+ iε) for small ε, which we may compute
from b1, . . . , bk using the above procedure. A software implementation is available upon request.
Theorems 1.2 and 1.4 are inspired by the study of similar models for wireless communication
channels. In particular, [CDS11] establishes analogous results for the matrix
S +
k∑
r=1
Σ1/2r G
∗
rBrGrΣ
1/2
r
where Br ∈ Cnr×nr are positive semidefinite and diagonal. Earlier work of [Lix06, Theorem 1.2.1]
considers k = 1, S = 0, and arbitrary Hermitian B1. For S = 0, this model is encompassed by our
Theorem 4.1; however, we remark that these works do not require Gaussian Gr. In [DL11] and the
earlier work of [MS07] using the replica method, the authors study the model
k∑
r,s=1
Σ1/2r G
∗
rT
1/2
r T
1/2
s GsΣ
1/2
s ,
where Σr, Tr are positive semidefinite and Gr are complex Gaussian. This model is similar to ours,
and we recover their result in Theorem 4.1 using a different proof. We note that [DL11] proves
only mean convergence, whereas we also control the variance and prove convergence a.s. We use a
free probability approach, which may be easier to generalize to other models.
1.2. Overview of proof. We use the tools of operator-valued free probability theory, in particular
rectangular probability spaces and their connection to operator-valued freeness developed in [BG09]
and the free deterministic equivalents approach of [SV12].
Let us write αr in (1.1) as αr = GrΣ
1/2
r , where Gr ∈ RIr×p has i.i.d. N (0, 1) entries. Then
Σˆ = Y TBY takes the form
Σˆ =
k∑
r,s=1
Σ1/2r G
T
r U
T
r BUsGsΣ
1/2
s .
We observe the following: If O0, O1, . . . , Ok ∈ Rp×p and Ok+r ∈ RIr×Ir for each r = 1, . . . , k are
real orthogonal matrices, then by rotational invariance of Gr, µΣˆ remains invariant in law under
the transformations
Σ1/2r 7→ Hr := OTr Σ1/2r O0, UTr BUs 7→ Frs := OTk+rUTr BUsOk+s.
Hence we may equivalently consider the matrix
W =
k∑
r,s=1
HTr G
T
r FrsGsHs (1.9)
for O0, . . . , O2k independent and Haar-distributed. The families {Frs}, {Gr}, {Hr} are independent
of each other, with each family satisfying a certain joint orthogonal invariance in law (formalized
in Section 3).
Following [BG09], we embed the matrices {Frs}, {Gr}, {Hr} into a square matrix space CN×N .
We then consider deterministic elements {frs}, {gr}, {hr} in a von Neumann algebra A with tracial
state τ , such that these elements model the embedded matrices, and {frs}, {gr}, and {hr} are free
with amalgamation over a diagonal sub-algebra of projections in A. We follow the deterministic
equivalents approach of [SV12] and allow (A, τ) and {frs}, {gr}, {hr} to also depend on n and p.
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Our proof of Theorem 1.2 consists of two steps:
1. For independent, jointly orthogonally-invariant families of random matrices, we formalize the
notion of a free deterministic equivalent and prove an asymptotic freeness result establishing
validity of this approximation.
2. For our specific model of interest, we show that the Stieltjes transform of w :=
∑
r,s h
∗
rg
∗
rfrsgshs
in the free model satisfies the equations (1.4–1.6).
We establish separately the existence and uniqueness of the fixed point to (1.4–1.5) using a con-
tractive mapping argument and uniqueness of analytic continuation. This implies that the Stieltjes
transform of w in step 2 is uniquely determined by (1.4–1.6), which implies by step 1 that (1.4–1.6)
asymptotically determine the Stieltjes transform of W .
An advantage of this approach is that the approximation is separated from the computation
of the approximating measure µ0. The approximation in step 1 is general—it may be applied to
other matrix models arising in statistics and engineering, and it follows a line of work establishing
asymptotic freeness of random matrices [Voi91, Dyk95, Voi98, HP00, Col03, CS´06, BG09, SV12].
In the computation in step 2, the Stieltjes transform of w is exactly (rather than approximately)
described by (1.4–1.6). The computation is thus entirely algebraic, using free cumulant tools of
[NSS02, SV12], and it does not require analytic approximation arguments or bounds.
1.3. Outline of paper. Section 2 specializes Theorem 1.2 to several classification designs that
arise in applications. Section 3 reviews free probability theory and states the asymptotic freeness
result. Section 4 performs the computation in the free model. The remainder of the proof and
other details are deferred to the supplementary appendices.
1.4. Notation. ‖ · ‖ denotes the l2 norm for vectors and the l2 → l2 operator norm for matrices.
MT , M∗, and TrM =
∑
iMii denote the transpose, conjugate-transpose, and trace of M . Idn
denotes the identity matrix of size n. diag(A1, . . . , Ak) denotes the block-diagonal matrix with
blocks A1, . . . , Ak. C+ = {z ∈ C : =z > 0} and C+ = {z ∈ C : =z ≥ 0} denote the open and closed
half-planes.
For a ∗-algebra A and elements (ai)i∈I of A, 〈ai : i ∈ I〉 denotes the sub-∗-algebra generated by
(ai)i∈I . We write 〈{ai}〉 if the index set I is clear from context. If A is a von Neumann algebra,
〈{ai}〉W ∗ denotes the generated von Neumann sub-algebra, i.e. the ultraweak closure of 〈{ai}〉, and
‖ai‖ denotes the C∗-norm.
Acknowledgments. We thank Mark Blows for introducing us to this problem and for much help
in guiding us through understanding the quantitative genetics applications.
2. Specialization to classification designs
The form (1.2) encompasses MANOVA estimators, which solve for Σ1, . . . ,Σk in the system of
equations Y TMrY = E[Y TMrY ] for a certain choice of symmetric matrices M1, . . . ,Mk ∈ Rn×n
[SCM09, Chapter 5.2]. From (1.1), the identity E[αTsMαs] = (TrM)Σs for any matrix M , and
independence of αr, we get
E[Y TMrY ] =
k∑
s=1
E[αTs UTs MrUsαs] =
k∑
s=1
Tr(UTs MrUs)Σs.
Hence each MANOVA estimate Σˆr takes the form (1.2), where Br is a linear combination of
M1, . . . ,Mk.
In balanced or fully-nested classification designs, standard choices for M1, . . . ,Mk project onto
subspaces of Rn such that each Y TMrY corresponds to a “sum-of-squares”. We may simplify (1.5)
in such settings by analytically computing the matrix inverse and block trace. We provide several
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examples below, deferring matrix algebra details and a more general procedure for obtaining such
simplifications to Appendix A.
For more general designs and models, M1, . . . ,Mk may be ad-hoc, although Theorem 1.2 still
applies to such estimators. The theorem also applies to MINQUEs [Rao72, LaM73] in these settings,
which prescribe a specific form for B ∈ Rn×n based on a variance minimization criterion.
2.1. One-way classification. {Yi,j ∈ Rp : 1 ≤ i ≤ I, 1 ≤ j ≤ Ji} represent observations of p traits
across n =
∑I
i=1 Ji samples, belonging to I groups of sizes J1, . . . , JI . The data are modeled as
Yi,j = µ+ αi + εi,j , (2.1)
where µ ∈ Rp is a vector of population mean values, αi ∼ N (0,Σ1) are i.i.d. random group effects,
and εi,j ∼ N (0,Σ2) are i.i.d. residual errors. In quantitative genetics, this is the model for the
half-sib experimental design and also for the standard twin study, where groups correspond to
half-siblings or twin pairs [LW98].
Defining the sums-of-squares
SS1 =
I∑
i=1
Ji(Y¯i − Y¯ )(Y¯i − Y¯ )T , SS2 =
I∑
i=1
Ji∑
j=1
(Yi,j − Y¯i)(Yi,j − Y¯i)T ,
where Y¯i ∈ Rp and Y¯ ∈ Rp denote the mean in the ith group and of all samples, respectively, the
standard MANOVA estimators are given [SCM09, Chapter 3.6] by
Σˆ1 =
1
K
(
1
I − 1SS1 −
1
n− I SS2
)
, Σˆ2 =
1
n− I SS2, (2.2)
where K = (n − 1n
∑I
i=1 J
2
i )/(I − 1). The balanced case corresponds to J1 = . . . = JI = K.
Theorem 1.2 yields the following corollary:
Corollary 2.1. Assume p, n, I →∞ such that c < p/n < C, I/n > c, (n− I)/n > c, maxIi=1 Ji <
C, ‖Σ1‖ < C, and ‖Σ2‖ < C for some C, c > 0. Denote I1 = I and I2 = n. Then:
(a) For Σˆ1, µΣˆ1 − µ0 → 0 weakly a.s. where µ0 has Stieltjes transform m0(z) determined by
as = − 1Is Tr
(
(z Id +b1Σ1 + b2Σ2)
−1Σs
)
for s = 1, 2,
b1 = −
∑I
i=1
Ji
KI+IJia1+na2
, b2 =
n−I
K(n−I)−na2 −
∑I
i=1
1
KI+IJia1+na2
,
m0(z) = −1p Tr
(
(z Id +b1Σ1 + b2Σ2)
−1) .
(b) For Σˆ2, µΣˆ2 − µ0 → 0 weakly a.s. where µ0 has Stieltjes transform m0(z) determined by
a2 = − 1n Tr
(
(z Id +b2Σ2)
−1Σ2
)
, b2 = − n−In−I+na2 ,
m0(z) = −1p Tr
(
(z Id +b2Σ2)
−1) .
“Determined by” is in the sense of Theorem 1.2, i.e. for each z ∈ C+ there exists a unique solution
to these equations with as ∈ C+ ∪ {0}, bs ∈ C+, and m0(z) ∈ C+. This system may be solved by
the procedure of Theorem 1.4.
Figure 1 displays the simulated spectrum of Σˆ1 in various settings. This spectrum depends
on both Σ1 and Σ2. Overlaid on each histogram is the density of µ0, approximated as f(x) =
pi−1=m0(x+ 0.0001i) and computed using the procedure of Theorem 1.4.
For Σˆ2 (but not Σˆ1), as in Remark 1.3, the three equations of Corollary 2.1(b) may be simplified
to the single Marcenko-Pastur equation for population covariance Σ2. This also follows directly
from the observation that Σˆ2 is equal in law to ε
Tpiε where ε ∈ Rn×p is the matrix of residual errors
and pi is a normalized projection onto a space of dimensionality n − I. This phenomenon holds
generally for the MANOVA estimate of the residual error covariance in usual classification designs.
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Figure 1. Simulated spectrum of Σˆ1 for the balanced one-way classification model,
p = 500, with theoretical predictions of Corollary 2.1 overlaid in black. Left: 400
groups of size 4. Right: 100 groups of size 8. Top: Σ1 = 0, Σ2 = Id. Bottom: Σ1
with equally spaced eigenvalues in [0, 0.3], Σ2 = Id.
2.2. Balanced nested classification. {Yj1,...,jk ∈ Rp : 1 ≤ j1 ≤ J1, . . . , 1 ≤ jk ≤ Jk} are
observations of p traits across n = J1J2 . . . Jk samples. The samples are divided into J1 ≥ 2 groups
of equal size J2 . . . Jk, the samples within each group are further divided into J2 ≥ 2 subgroups
of equal size J3 . . . Jk, etc., and there are Jk ≥ 2 samples in each subgroup at the finest level of
division. The data are modeled as
Yj1,...,jk = µ+ α
(1)
j1
+ α
(2)
j1,j2
+ . . .+ α
(k−1)
j1,...,jk−1 + εj1,...,jk , (2.3)
where µ ∈ Rp is the population mean, α(r)j1,...,jr ∼ N (0,Σr) are i.i.d. group effects for the rth level
of grouping, and εj1,...,jk ∼ N (0,Σk) are i.i.d. residual errors. The case k = 2 is the one-way
classification model of Section 2.1 when the design is balanced. The two-way model (k = 3) is the
model for the full-sib half-sib design in which outer groups correspond to half-siblings and inner
groups to full siblings. It is also the model for the monozygotic-twin half-sib design, in which outer
groups correspond to offspring of one of two twins, and inner groups to offspring of one twin in the
pair [LW98].
Sums-of-squares and MANOVA estimators Σˆr for Σr are defined analogously to the one-way
model of Section 2.1; we review these definitions in Appendix A. Theorem 1.2 yields the following
corollary for these estimators:
Corollary 2.2. Fix J2, . . . , Jk ≥ 2, let n = J1J2 . . . Jk, and assume p, n, J1 → ∞ such that
c < p/n < C and ‖Σr‖ < C for all r = 1, . . . , k and some C, c > 0. Then for any r ∈ {1, . . . , k},
µΣˆr − µ0 → 0 weakly a.s. where µ0 has Stieltjes transform m0(z) determined by
as = − 1J1...Js Tr
(
(z Id +brΣr + . . .+ bkΣk)
−1Σs
)
for s = r, . . . , k,
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bs =

− Jr−1
Jr−1+Jr
∑k
j=r aj
if s = r,
− 1Jr+1...Js
(
Jr−1
Jr−1+Jr
∑k
j=r aj
− Jr+1−1
Jr+1−1−
∑k
j=r+1 aj
)
if s ≥ r + 1,
m0(z) = −1p Tr
(
(z Id +brΣr + . . .+ bkΣk)
−1) .
2.3. Replicated crossed two-way classification. {Yi,j,k,l ∈ Rp : 1 ≤ i ≤ I, 1 ≤ j ≤ J, 1 ≤
k ≤ K, 1 ≤ l ≤ L} represent observations across n = IJKL samples. The samples belong to I
replicated experiments of a J × K crossed design with fixed numbers J and K of levels for two
factors, and with L samples in each replicate i corresponding to each level cross j × k. The data
are modeled as
Yi,j,k,l = µ+ αi + βi,j + γi,k + δi,j,k + εi,j,k,l, (2.4)
where µ ∈ Rp is the population mean, αi ∼ N (0,Σ1) are replicate effects, βi,j ∼ N (0,Σ2) and
γi,k ∼ N (0,Σ3) are effects for the two factors, δi,j,k ∼ N (0,Σ4) are effects for the factor interactions,
and εi,j,k,l ∼ N (0,Σ5) are residual errors. This crossed J ×K design corresponds to the Comstock-
Robinson model or North Carolina Design II commonly used in plant studies, in which each of J
males is mated to each of K females. We consider the replicated setting with small J,K,L and
large I, as is often done in practice for reasons of experimental design [LW98].
Definitions of MANOVA estimators Σˆ1, . . . , Σˆ5 are reviewed in Appendix A. Theorem 1.2 yields
the following for, e.g., the factor effect estimate Σˆ2.
Corollary 2.3. Fix J,K,L ≥ 2, let n = IJKL, and assume p, n, I → ∞ such that c < p/n < C
and ‖Σr‖ ≤ C for each r = 1, . . . , 5 and some C, c > 0. Denote I2 = IJ , I4 = IJK, and I5 = n.
Then µΣˆ2 − µ0 → 0 weakly a.s. where µ0 has Stieltjes transform m0(z) determined by
as = − 1Is Tr
(
(z Id +b2Σ2 + b4Σ4 + b5Σ5)
−1Σs
)
for s = 2, 4, 5,
b2 = − J−1J−1+J(a2+a4+a5) ,
b4 = − 1K
(
J−1
J−1+J(a2+a4+a5) −
(J−1)(K−1)
(J−1)(K−1)−J(a4+a5)
)
,
b5 =
1
Lb4,
m0(z) = −1p Tr
(
(z Id +b2Σ2 + b4Σ4 + b5Σ5)
−1) .
Appendix A discusses how to obtain analogous results for Σˆ1, Σˆ3, Σˆ4, Σˆ5.
3. Operator-valued free probability
3.1. Background. We review definitions from operator-valued free probability theory and its ap-
plication to rectangular random matrices, drawn from [VDN92, Voi95, BG09].
Definition. A non-commutative probability space (A, τ) is a unital ∗-algebra A over C and
a ∗-linear functional τ : A → C called the trace that satisfies, for all a, b ∈ A and for 1A ∈ A the
multiplicative unit,
τ(1A) = 1, τ(ab) = τ(ba).
In this paper, A will always be a von Neumann algebra having norm ‖ · ‖, and τ a positive,
faithful, and normal trace. (These definitions are reviewed in Appendix D.) In particular, τ will be
norm-continuous with |τ(a)| ≤ ‖a‖.
Following [BG09], we embed rectangular matrices into a larger square space according to the
following structure.
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Definition. Let (A, τ) be a non-commutative probability space and d ≥ 1 a positive integer. For
p1, . . . , pd ∈ A, (A, τ, p1, . . . , pd) is a rectangular probability space if p1, . . . , pd are non-zero
pairwise-orthogonal projections summing to 1, i.e. for all r 6= s ∈ {1, . . . , d},
pr 6= 0, pr = p∗r = p2r , prps = 0, p1 + . . .+ pd = 1.
An element a ∈ A is simple if praps = a for some r, s ∈ {1, . . . , d} (possibly r = s).
Example 3.1. Let N1, . . . , Nd ≥ 1 be positive integers and denote N = N1 + . . . + Nd. Consider
the ∗-algebra A = CN×N , with the involution ∗ given by the conjugate transpose map A 7→ A∗. For
A ∈ CN×N , let τ(A) = N−1 TrA. Then (A, τ) = (CN×N , N−1 Tr) is a non-commutative probability
space. Any A ∈ CN×N may be written in block form as
A =

A11 A12 · · · A1d
A21 A22 · · · A2d
...
...
. . .
...
Ad1 Ad2 · · · Add
 ,
where Ast ∈ CNs×Nt . For each r = 1, . . . , d, denote by Pr the matrix with (r, r) block equal to IdNr
and (s, t) block equal to 0 for all other s, t. Then Pr is a projection, and (CN×N , N−1 Tr, P1, . . . , Pd)
is a rectangular probability space. A ∈ CN×N is simple if Ast 6= 0 for at most one block (s, t).
In a rectangular probability space, the projections p1, . . . , pd generate a sub-∗-algebra
D := 〈p1, . . . , pd〉 =
{
d∑
r=1
zrpr : zr ∈ C
}
. (3.1)
We may define a ∗-linear map FD : A → D by
FD(a) =
d∑
r=1
prτr(a), τr(a) = τ(prapr)/τ(pr), (3.2)
which is a projection onto D in the sense FD(d) = d for all d ∈ D. In Example 3.1, D consists of
matrices A ∈ CN×N for which Arr is a multiple of the identity for each r and Ars = 0 for each
r 6= s. In this example, τr(A) = N−1r Trr A where Trr A = TrArr, so FD encodes the trace of each
diagonal block.
The tuple (A,D,FD) is an example of the following definition for an operator-valued probability
space.
Definition. A B-valued probability space (A,B,FB) is a ∗-algebra A, a sub-∗-algebra B ⊆ A
containing 1A, and a ∗-linear map FB : A → B called the conditional expectation satisfying, for
all b, b′ ∈ B and a ∈ A,
FB(bab′) = bFB(a)b′, FB(b) = b.
We identify C ⊂ A as a sub-algebra via the inclusion map z 7→ z1A, and we write 1 for 1A and
z for z1A. Then a non-commutative probability space (A, τ) is also a C-valued probability space
with B = C and FB = τ .
Definition. Let (A, τ) be a non-commutative probability space and FB : A → B a conditional
expectation onto a sub-algebra B ⊂ A. FB is τ -invariant if τ ◦ FB = τ .
It is verified that FD : A → D defined by (3.2) is τ -invariant. If B is a von Neumann sub-algebra
of (a von Neumann algebra) A and τ is a positive, faithful, and normal trace, then there exists
a unique τ -invariant conditional expectation FB : A → B, which is norm-continuous and satisfies
‖FB(a)‖ ≤ ‖a‖ (see [Kad04, Theorem 7 and Proposition 1]). If D ⊆ B ⊆ A are nested von Neumann
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sub-algebras with τ -invariant conditional expectations FD : A → D, FB : A → B, then we have the
analogue of the classical tower property,
FD = FD ◦ FB. (3.3)
We note that D in (3.1) is a von Neumann sub-algebra of A, as it is finite-dimensional.
In the space (A, τ), a ∈ A may be thought of as an analogue of a bounded random variable, τ(a)
its expectation, and FB(a) its conditional expectation with respect to a sub-sigma-field. The fol-
lowing definitions then provide an analogue of the conditional distribution of a, and more generally
of the conditional joint distribution of a collection (ai)i∈I .
Definition. Let B be a ∗-algebra and I be any set. A ∗-monomial in the variables {xi : i ∈ I}
with coefficients in B is an expression of the form b1y1b2y2 . . . bl−1yl−1bl where l ≥ 1, b1, . . . , bl ∈ B,
and y1, . . . , yl−1 ∈ {xi, x∗i : i ∈ I}. A ∗-polynomial in {xi : i ∈ I} with coefficients in B is any
finite sum of such monomials.
We write Q(ai : i ∈ I) as the evaluation of a ∗-polynomial Q at xi = ai.
Definition. Let (A,B,FB) be a B-valued probability space, let (ai)i∈I be elements of A, and let
Q denote the set of all ∗-polynomials in variables {xi : i ∈ I} with coefficients in B. The (joint)
B-law of (ai)i∈I is the collection of values in B{
FB
[
Q(ai : i ∈ I)
]}
Q∈Q. (3.4)
In the scalar setting where B = C and FB = τ , a ∗-monomial takes the simpler form zy1y2 . . . yl−1
for z ∈ C and y1, . . . , yl−1 ∈ {xi, x∗i : i ∈ I} (because C commutes with A). Then the collection
of values (3.4) is determined by the scalar-valued moments τ(w) for all words w in the letters
{xi, x∗i : i ∈ I}. This is the analogue of the unconditional joint distribution of a family of bounded
random variables, as specified by the joint moments.
Finally, the following definition of operator-valued freeness, introduced in [Voi95], has similarities
to the notion of conditional independence of sub-sigma-fields in the classical setting.
Definition. Let (A,B,FB) be a B-valued probability space and (Ai)i∈I a collection of sub-∗-
algebras of A which contain B. (Ai)i∈I are B-free, or free with amalgamation over B, if for all
m ≥ 1, for all i1, . . . , im ∈ I with i1 6= i2, i2 6= i3, . . ., im−1 6= im, and for all a1 ∈ Ai1 , . . . , am ∈ Aim ,
the following implication holds:
FB(a1) = FB(a2) = . . . = FB(am) = 0⇒ FB(a1a2 . . . am) = 0.
Subsets (Si)i∈I of A are B-free if the sub-∗-algebras (〈Si,B〉)i∈I are.
In the classical setting, the joint law of (conditionally) independent random variables is deter-
mined by their marginal (conditional) laws. A similar statement holds for freeness:
Proposition 3.2. Suppose (A,B,FB) is a B-valued probability space, and subsets (Si)i∈I of A are
B-free. Then the B-law of ⋃i∈I Si is determined by the individual B-laws of the Si’s.
Proof. See [Voi95, Proposition 1.3]. 
3.2. Free deterministic equivalents and asymptotic freeness. Free deterministic equiva-
lents were introduced in [SV12]. Here, we formalize a bit this definition for independent jointly
orthogonally-invariant families of matrices, and we establish closeness of the random matrices and
the free approximation in a general setting.
Definition 3.3. For fixed d ≥ 1, consider two sequences of N -dependent rectangular probability
spaces (A, τ, p1, . . . , pd) and (A′, τ ′, p′1, . . . , p′d) such that for each r ∈ {1, . . . , d}, as N →∞,
|τ(pr)− τ ′(p′r)| → 0.
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For a common index set I, consider elements (ai)i∈I of A and (a′i)i∈I of A′. Then (ai)i∈I and
(a′i)i∈I are asymptotically equal in D-law if the following holds: For any r ∈ {1, . . . , d} and any
∗-polynomial Q in the variables {xi : i ∈ I} with coefficients in D = 〈p1, . . . , pd〉, denoting by Q′
the corresponding ∗-polynomial with coefficients in D′ = 〈p1, . . . , pd〉, as N →∞,∣∣τr[Q(ai : i ∈ I)]− τ ′r[Q′(a′i : i ∈ I)]∣∣→ 0. (3.5)
If (ai)i∈I and/or (a′i)i∈I are random elements of A and/or A′, then they are asymptotically equal
in D-law a.s. if the above holds almost surely for each individual ∗-polynomial Q.
In the above, τr and τ
′
r are defined by (3.2). “Corresponding” means that Q
′ is obtained by
expressing each coefficient d ∈ D of Q in the form (3.1) and replacing p1, . . . , pd by p′1, . . . , p′d.
We will apply Definition 3.3 by taking one of the two rectangular spaces to be (CN×N , N−1 Tr) as
in Example 3.1, containing random elements, and the other to be an approximating deterministic
model. (We will use “distribution” for random matrices to mean their distribution as random
elements of CN×N in the usual sense, reserving the term “B-law” for Definition 3.1.) Freeness
relations in the deterministic model will emerge from the following notion of rotational invariance
of the random matrices.
Definition 3.4. Consider (CN×N , N−1 Tr, P1, . . . , Pd) as in Example 3.1. A family of random
matrices (Hi)i∈I in CN×N is block-orthogonally invariant if, for any orthogonal matrices Or ∈
RNr×Nr for r = 1, . . . , d, denoting O = diag(O1, . . . , Od) ∈ RN×N , the joint distribution of (Hi)i∈I
is equal to that of (OTHiO)i∈I .
Let us provide several examples. We discuss the constructions of the spaces (A, τ, p1, . . . , pd) for
these examples in Appendix D.
Example 3.5. Fix r ∈ {1, . . . , d} and let G ∈ CN×N be a simple random matrix such that the
diagonal block Grr ∈ CNr×Nr is distributed as the GUE or GOE, scaled to have entries of variance
1/Nr. (Simple means Gst = 0 for all other blocks (s, t).) Let (A, τ, p1, . . . , pd) be a rectangular
space with τ(ps) = Ns/N for each s = 1, . . . , d, such that A contains a self-adjoint simple element
g satisfying g = g∗ and prgpr = g, with moments given by the semi-circle law:
τr(g
l) =
∫ 2
−2
xl
2pi
√
4− x2 dx for all l ≥ 0.
For any corresponding ∗-polynomials Q and q as in Definition 3.3, we may verify N−1r TrrQ(G)−
τr(q(g)) → 0 a.s. by the classical Wigner semi-circle theorem [Wig55]. Then G and g are asymp-
totically equal in D-law a.s. Furthermore, G is block-orthogonally invariant.
Example 3.6. Fix r1 6= r2 ∈ {1, . . . , d} and let G ∈ CN×N be a simple random matrix such
that the block Gr1r2 has i.i.d. Gaussian or complex Gaussian entries with variance 1/Nr1 . Let
(A, τ, p1, . . . , pd) satisfy τ(ps) = Ns/N for each s, such that A contains a simple element g satisfying
pr1gpr2 = g, where g
∗g has moments given by the Marcenko-Pastur law:
τr2((g
∗g)l) =
∫
xlνNr2/Nr1 (x)dx for all l ≥ 0
where νλ is the standard Marcenko-Pastur density
νλ(x) =
1
2pi
√
(λ+ − x)(x− λ−)
λx
1[λ−,λ+](x), λ± = (1±
√
λ)2. (3.6)
By definition of τr and the cyclic property of τ , we also have
τr1((gg
∗)l) = (Nr2/Nr1)τr2((g
∗g)l).
For any corresponding ∗-polynomials Q and q as in Definition 3.3, we may verify N−1r2 Trr2 Q(G)−
τr2(q(g)) → 0 and N−1r1 Trr1 Q(G) − τr1(q(g)) → 0 a.s. by the classical Marcenko-Pastur theorem
[MP67]. Then G and g are asymptotically equal in D-law a.s., and G is block-orthogonally invariant.
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Example 3.7. Let B1, . . . , Bk ∈ CN×N be deterministic simple matrices, say with PriBiPsi = Bi
for each i = 1, . . . , k and ri, si ∈ {1, . . . , d}. Let O1 ∈ RN1×N1 , . . . , Od ∈ RNd×Nd be independent
Haar-distributed orthogonal matrices, define O = diag(O1, . . . , Od) ∈ RN×N , and let Bˇi = OTBiO.
Let (A, τ, p1, . . . , pd) satisfy τ(ps) = Ns/N for each s, such thatA contains simple elements b1, . . . , bk
satisfying pribipsi = bi for each i = 1, . . . , k, and
N−1r TrrQ(B1, . . . , Bk) = τr(q(b1, . . . , bk)) (3.7)
for any corresponding ∗-polynomials Q and q with coefficients in 〈P1, . . . , Pd〉 and 〈p1, . . . , pd〉.
As TrrQ(B1, . . . , Bk) is invariant under Bi 7→ OTBiO, (3.7) holds also with Bˇi in place of Bi.
Then (Bˇi)i∈{1,...,k} and (bi)i∈{1,...,k} are exactly (and hence also asymptotically) equal in D-law, and
(Bˇi)i∈{1,...,k} is block-orthogonally invariant by construction.
To study the interaction of several independent and block-orthogonally invariant matrix families,
we will take a deterministic model for each family, as in Examples 3.5, 3.6, and 3.7 above, and
consider a combined model in which these families are D-free:
Definition 3.8. Consider (CN×N , N−1 Tr, P1, . . . , Pd) as in Example 3.1. Suppose (Hi)i∈I1 , . . .,
(Hi)i∈IJ are finite families of random matrices in CN×N such that:
• These families are independent from each other, and
• For each j = 1, . . . , J , (Hi)i∈Ij is block-orthogonally invariant.
Then a free deterministic equivalent for (Hi)i∈I1 , . . . , (Hi)i∈IJ is any (N -dependent) rectangu-
lar probability space (A, τ, p1, . . . , pd) and families (hi)i∈I1 , . . . , (hi)i∈IJ of deterministic elements
in A such that, as N →∞:
• For each r = 1, . . . , d, |N−1 TrPr − τ(pr)| → 0,
• For each j = 1, . . . , J , (Hi)i∈Ij and (hi)i∈Ij are asymptotically equal in D-law a.s., and
• (hi)i∈I1 , . . . , (hi)i∈IJ are free with amalgamation over D = 〈p1, . . . , pd〉.
The main result of this section is the following asymptotic freeness theorem, which establishes
the validity of this approximation.
Theorem 3.9. In the space (CN×N , N−1 Tr, P1, . . . , Pd) of Example 3.1, suppose (Hi)i∈I1, . . .,
(Hi)i∈IJ are independent, block-orthogonally invariant families of random matrices, and let (hi)i∈I1,
. . ., (hi)i∈IJ be any free deterministic equivalent in (A, τ, p1, . . . , pd). If there exist constants C, c > 0
(independent of N) such that c < Nr/N for all r and ‖Hi‖ < C a.s. for all i ∈ Ij, all Ij, and all
large N , then (Hi)i∈Ij ,j∈{1,...,J} and (hi)i∈Ij ,j∈{1,...,J} are asymptotically equal in D-law a.s.
More informally, if (hi)i∈Ij asymptotically models the family (Hi)i∈Ij for each j, and these
matrix families are independent and block-orthogonally invariant, then a system in which (hi)i∈Ij
are D-free asymptotically models the matrices jointly over j.
Theorem 3.9 is analogous to [BG09, Theorem 1.6] and [SV12, Theorem 2.7], which establish
similar results for complex unitary invariance. It permits multiple matrix families (where matrices
within each family are not independent), uses the almost-sure trace N−1 Tr rather than E◦N−1 Tr,
and imposes boundedness rather than joint convergence assumptions. This last point fully embraces
the deterministic equivalents approach.
We will apply Theorem 3.9 in the form of the following corollary: Suppose that w ∈ A satisfies
|τ(wl)| ≤ C l for a constant C > 0 and all l ≥ 1. We may define its Stieltjes transform by the
convergent series
mw(z) = τ
(
(w − z)−1) = − ∞∑
l≥0
z−(l+1)τ(wl) (3.8)
for z ∈ C+ with |z| > C, where we use the convention w0 = 1 for all w ∈ A.
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Corollary 3.10. Under the assumptions of Theorem 3.9, let Q be a self-adjoint ∗-polynomial (with
C-valued coefficients) in (xi)i∈Ij ,j∈{1,...,J}, and let
W = Q(Hi : i ∈ Ij , j ∈ {1, . . . , J}) ∈ CN×N ,
w = Q(hi : i ∈ Ij , j ∈ {1, . . . , J}) ∈ A.
Suppose |τ(wl)| ≤ C l for all N, l ≥ 1 and some C > 0. Then for a sufficiently large constant
C0 > 0, letting D = {z ∈ C+ : |z| > C0} and defining mW (z) = N−1 Tr(W − z IdN )−1 and
mw(z) = τ((w − z)−1),
mW (z)−mw(z)→ 0
pointwise almost surely over z ∈ D.
Proofs of Theorem 3.9 and Corollary 3.10 are contained in Appendix B.
3.3. Computational tools. Our computations in the free model will use the tools of free cumu-
lants, R-transforms, and Cauchy transforms discussed in [Spe98, NSS02, SV12]. We review some
relevant concepts here.
Let (A,B,FB) be a B-valued probability space and FB : A → B a conditional expectation. For
l ≥ 1, the lth order free cumulant of FB is a map κBl : Al → B defined by FB and certain
moment-cumulant relations over the non-crossing partition lattice; we refer the reader to [SV12]
and [Spe98, Chapters 2 and 3] for details. We will use the properties that κBl is linear in each
argument and satisfies the relations
κBl (ba1, a2, . . . , al−1, alb
′) = bκBl (a1, . . . , al)b
′, (3.9)
κBl (a1, . . . , aj−1, ajb, aj+1, . . . , al) = κ
B
l (a1, . . . , aj , baj+1, . . . , al) (3.10)
for any b, b′ ∈ B and a1, . . . , al ∈ A.
For a ∈ A, the B-valued R-transform of a is defined, for b ∈ B, as
RBa (b) :=
∑
l≥1
κBl (ab, . . . , ab, a). (3.11)
The B-valued Cauchy transform of a is defined, for invertible b ∈ B, as
GBa (b) := F
B((b− a)−1) =
∑
l≥0
FB(b−1(ab−1)l), (3.12)
with the convention a0 = 1 for all a ∈ A. The moment-cumulant relations imply that GBa (b) and
RBa (b) + b−1 are inverses with respect to composition:
Proposition 3.11. Let (A,B,FB) be a B-valued probability space. For a ∈ A and invertible b ∈ B,
GBa (b
−1 +RBa (b)) = b, (3.13)
GBa (b) =
(
b−RBa (GBa (b))
)−1
. (3.14)
Proof. See [Voi95, Theorem 4.9] and also [Spe98, Theorem 4.1.12]. 
Remark. WhenA is a von Neumann algebra, the right sides of (3.11) and (3.12) may be understood
as convergent series in A with respect to the norm ‖ · ‖, for sufficiently small ‖b‖ and ‖b−1‖
respectively. Indeed, (3.12) defines a convergent series in B when ‖b−1‖ < 1/‖a‖, with
‖GBa (b)‖ ≤
∑
l≥0
‖b−1‖l+1‖a‖l = ‖b
−1‖
1− ‖a‖‖b−1‖ . (3.15)
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Also, explicit inversion of the moment-cumulant relations for the non-crossing partition lattice
yields the cumulant bound
κBl (a1, . . . , al) ≤ 16l
l∏
i=1
‖ai‖ (3.16)
(see [NS06, Proposition 13.15]), so (3.11) defines a convergent series in B when 16‖b‖ < 1/‖a‖, with
‖RBa (b)‖ ≤
∑
l≥1
16l‖a‖l‖b‖l−1 = 16‖a‖
1− 16‖a‖‖b‖ .
The identities (3.13) and (3.14) hold as equalities of elements in B when ‖b‖ and ‖b−1‖ are suffi-
ciently small, respectively.
Our computation will pass between R-transforms and Cauchy transforms with respect to nested
sub-algebras of A. Central to this approach is the following result from [NSS02] (see also [SV12]):
Proposition 3.12. Let (A,D,FD) be a D-valued probability space, let B,H ⊆ A be sub-∗-algebras
containing D, and let FB : A → B be a conditional expectation such that FD ◦ FB = FD. Let
κBl and κ
D
l denote the free cumulants for F
B and FD. If B and H are D-free, then for all l ≥ 1,
h1, . . . , hl ∈ H, and b1, . . . , bl−1 ∈ B,
κBl (h1b1, . . . , hl−1bl−1, hl) = κ
D
l (h1F
D(b1), . . . , hl−1FD(bl−1), hl).
Proof. See [NSS02, Theorem 3.6]. 
For sub-algebras D ⊆ B ⊆ A and conditional expectations FD : A → D and FB : A → B
satisfying (3.3), we also have for any a ∈ A and invertible d ∈ D (with sufficiently small ‖d−1‖), by
(3.12),
GDa (d) = F
D ◦GBa (d). (3.17)
Finally, note that for B = C and FB = τ , the scalar-valued Cauchy transform GCa (z) is simply
−ma(z) from (3.8). (The minus sign is a difference in sign convention for the Cauchy/Stieltjes
transform.)
4. Computation in the free model
We will prove analogues of Theorems 1.2 and 1.4 for a slightly more general matrix model:
Fix k ≥ 1, let p, n1, . . . , nk,m1, . . . ,mk ∈ N, and denote n+ =
∑k
r=1 nr. Let F ∈ Cn+×n+ be
deterministic with F ∗ = F , and denote by Frs ∈ Cnr×ns its (r, s) submatrix. For r = 1, . . . , k,
let Hr ∈ Cmr×p be deterministic, and let Gr be independent random matrices such that either
Gr ∈ Rnr×mr with (Gr)ij iid∼ N (0, n−1r ) or Gr ∈ Cnr×mr with =(Gr)ij ,<(Gr)ij iid∼ N (0, (2nr)−1).
Define
W :=
k∑
r,s=1
H∗rG
∗
rFrsGsHs ∈ Cp×p,
with empirical spectral measure µW . Denote b ·H∗H =
∑k
s=1 bsH
∗
sHs, and let D(a) and Trr be as
in Theorem 1.2.
Theorem 4.1. Suppose p, n1, . . . , nk,m1, . . . ,mk → ∞, such that c < nr/p < C, c < mr/p < C,
‖Hr‖ < C, and ‖Frs‖ < C for all r, s = 1, . . . , k and some constants C, c > 0. Then:
(a) For each z ∈ C+, there exist unique values a1, . . . , ak ∈ C+ ∪ {0} and b1, . . . , bk ∈ C+ that
satisfy, for r = 1, . . . , k, the equations
ar = − 1nr Tr
(
(z Idp +b ·H∗H)−1H∗rHr
)
, (4.1)
br = − 1nr Trr
(
[Idn+ +FD(a)]
−1F
)
. (4.2)
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(b) µW − µ0 → 0 weakly a.s. for a probability measure µ0 on R with Stieltjes transform
m0(z) := −1p Tr
(
(z Idp +b ·H∗H)−1
)
. (4.3)
(c) For each z ∈ C+, the values ar, br in (a) are the limits, as t → ∞, of a(t)r , b(t)r computed by
iterating (4.1–4.2) in the manner of Theorem 1.4.
Theorems 1.2 and 1.4 follow by specializing this result to F = UTBU and mr = p, nr = Ir, and
Hr = Σ
1/2
r for each r = 1, . . . , k.
In this section, we carry out the bulk of the proof of Theorem 4.1 by
1. Defining a free deterministic equivalent for this matrix model, and
2. Showing that the Stieltjes transform of the element w (modeling W ) satisfies (4.1–4.3).
These steps correspond to the separation of approximation and computation discussed in Section
1.2.
For the reader’s convenience, in Appendix E, we provide a simplified version of these steps for the
special case of Theorem 4.1 corresponding to Theorem 1.1 for sample covariance matrices, which
illustrates the main ideas.
4.1. Defining a free deterministic equivalent. Consider the transformations
Hr 7→ OTr HrO0, Frs 7→ OTk+rFrsOk+s
for independent Haar-distributed orthogonal matrices O0, . . . , O2k of the appropriate sizes. As in
Section 1.2, µW remains invariant in law under these transformations. Hence it suffices to prove
Theorem 4.1 with Hr and Frs replaced by these randomly-rotated matrices, which (with a slight
abuse of notation) we continue to denote by Hr and Frs.
Let N = p +
∑k
r=1mr +
∑k
r=1 nr, and embed the matrices W,Hr, Gr, Frs as simple elements
of CN×N in the following regions of the block-matrix decomposition corresponding to CN = Cp ⊕
Cm1 ⊕ · · · ⊕ Cmk ⊕ Cn1 ⊕ · · · ⊕ Cnk :
W H∗1 · · · H∗k
H1 G
∗
1
...
. . .
Hk G
∗
k
G1 F1,1 · · · F1,k
. . .
...
. . .
...
Gk Fk,1 · · · Fk,k
Denote by P0, . . . , P2k the diagonal projections corresponding to the above decomposition, and
by W˜ , F˜r,s, G˜r, H˜r ∈ CN×N the embedded matrices. (I.e. we have P0 = diag(Idp, 0, . . . , 0), P1 =
diag(0, Idm1 , . . . , 0), etc. W˜ has upper-left block equal to W and remaining blocks 0, etc.) Then
W˜ , F˜r,s, G˜r, H˜r are simple elements of the rectangular space (CN×N , N−1 Tr, P0, . . . , P2k), and the
k + 2 families {F˜r,s}, {H˜r}, G˜1, . . ., G˜k are independent of each other and are block-orthogonally
invariant.
For the approximating free model, consider a second (N -dependent) rectangular probability space
(A, τ, p0, . . . , p2k) with deterministic elements frs, gr, hr ∈ A, such that the following hold:
1. p0, . . . , p2k have traces
τ(p0) = p/N, τ(pr) = mr/N, τ(pk+r) = nr/N for all r = 1, . . . , k.
2. frs, gr, hr are simple elements such that for all r, s ∈ {1, . . . , k},
pk+rfrspk+s = frs, pk+rgrpr = gr, prhrp0 = hr.
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3. {frs : 1 ≤ r, s ≤ k} has the same joint D-law as {F˜r,s : 1 ≤ r, s ≤ k}, and {hr : 1 ≤ r ≤ k} has
the same joint D-law as {H˜r : 1 ≤ r ≤ k}. I.e., for any r ∈ {0, . . . , 2k} and any non-commutative
∗-polynomials Q1, Q2 with coefficients in 〈P0, . . . , P2k〉, letting q1, q2 denote the corresponding
∗-polynomials with coefficients in 〈p0, . . . , p2k〉,
τr [q1(fst : s, t ∈ {1, . . . , k})] = N−1r TrrQ1(F˜s,t : s, t ∈ {1, . . . , k}), (4.4)
τr [q2(hs : s ∈ {1, . . . , k})] = N−1r TrrQ2(H˜s : s ∈ {1, . . . , k}). (4.5)
4. For each r, g∗rgr has Marcenko-Pastur law with parameter λ = mr/nr. I.e. for νλ as in (3.6),
τr((g
∗
rgr)
l) =
∫
xlνmr/nr(x)dx for all l ≥ 0. (4.6)
5. The k + 2 families {frs}, {hr}, g1, . . . , gk are free with amalgamation over D = 〈p0, . . . , p2k〉.
The right sides of (4.4) and (4.5) are deterministic, as they are invariant to the random rotations
of Frs and Hr. Also, (4.6) completely specifies τ(q(gr)) for any ∗-polynomial q with coefficients in
D. Then these conditions 1–5 fully specify the joint D-law of all elements frs, gr, hr ∈ A. These
elements are a free deterministic equivalent for F˜r,s, G˜r, H˜r ∈ CN×N in the sense of Definition 3.8.
The following lemma establishes existence of this model as a von Neumann algebra; its proof is
deferred to Appendix D.
Lemma 4.2. Under the conditions of Theorem 4.1, there exists a (N -dependent) rectangular prob-
ability space (A, τ, p0, . . . , p2k) such that:
(a) A is a von Neumann algebra and τ is a positive, faithful, normal trace.
(b) A contains elements frs, gr, hr for r, s ∈ {1, . . . , k} that satisfy the above conditions. Further-
more, the von Neumann sub-algebras 〈D, {frs}〉W ∗, 〈D, {hr}〉W ∗, 〈D, g1〉W ∗, ..., 〈D, gk〉W ∗ are
free over D.
(c) There exists a constant C > 0 such that ‖frs‖, ‖hr‖, ‖gr‖ ≤ C for all N and all r, s.
4.2. Computing the Stieltjes transform of w. We will use twice the following intermediary
lemma:
Lemma 4.3. Let (A, τ, q0, q1, . . . , qk) be a rectangular probability space, where A is von Neumann
and τ is positive, faithful, and normal. Let D = 〈q0, . . . , qk〉, let B, C ⊂ A be von Neumann sub-
algebras containing D that are free over D, and let FD : A → D and FC : A → C be the τ -invariant
conditional expectations.
Let brs ∈ B and cr ∈ C for 1 ≤ r, s ≤ k be such that qrbrsqs = brs, qrcr = cr, ‖brs‖ ≤ C, and
‖cr‖ ≤ C for some constant C > 0. Define a =
∑k
r,s=1 c
∗
rbrscs and b =
∑k
r,s=1 brs. Then for e ∈ C
with ‖e‖ sufficiently small,
RCa(e) =
k∑
r=1
c∗rcrτr
(
RDb
(
k∑
s=1
τs(csec
∗
s)qs
))
,
where RCa and RDb are the C-valued and D-valued R-transforms of a and b.
Proof. We use the computational idea of [SV12]: Denote by κCl and κ
D
l the C-valued and D-valued
free cumulants. For l ≥ 1 and e ∈ C,
κCl (ae, . . . , ae, a)
= κCl
 k∑
r,s=1
c∗rbrscse, . . . ,
k∑
r,s=1
c∗rbrscse,
d∑
r,s=1
c∗rbrscs

EIGENVALUE DISTRIBUTIONS OF MANOVA ESTIMATORS 17
=
k∑
r1,s1,...,rl,sl=1
κCl (c
∗
r1br1s1cs1e, . . . , c
∗
rl−1brl−1sl−1csl−1e, c
∗
rl
brlslcsl)
=
k∑
r1,s1,...,rl,sl=1
c∗r1κ
C
l (br1s1cs1ec
∗
r2 , . . . , brl−1sl−1csl−1ec
∗
rl
, brlsl) csl
=
k∑
r1,s1,...,rl,sl=1
c∗r1κ
D
l (br1s1F
D(cs1ec
∗
r2), . . . , brl−1sl−1F
D(csl−1ec
∗
rl
), brlsl) csl ,
where we applied the definition of a, multi-linearity of κCl , the identities (3.9) and (3.10), and
Proposition 3.12 using freeness of B and C over D.
By the identity cr = qrcr, each csec
∗
r is simple, and we have from (3.2)
FD(csec∗r) =
{
0 if s 6= r
τs(csec
∗
s)qs if s = r.
Furthermore, for any d ∈ D, as d = τ0(d)q0 + . . .+ τk(d)qk, we have c∗rdcs = c∗rcrτr(d) if r = s and
0 otherwise. Hence we may restrict the above sum to s1 = r2, s2 = r3, . . . , sl−1 = rl, sl = r1.
Then, setting
d =
k∑
r=1
τr(crec
∗
r)qr (4.7)
and applying the identity qrbrsqs = brs,
κCl (ae, . . . , ae, a) =
k∑
r1,...,rl=1
c∗r1cr1τr1
(
κDl (br1r2d, . . . , brl−1rld, brlr1)
)
. (4.8)
On the other hand, similar arguments yield
κDl (bd, . . . , bd, b)
=
k∑
r1,s1,...,rl,sl=1
κDl (br1s1d, . . . , brl−1sl−1d, brlsl)
=
k∑
r1,s1,...,rl,sl=1
qr1κ
D
l (br1s1qs1dqr2 , . . . , brl−1sl−1qsl−1dqrl , brlsl) qsl
=
k∑
r1,...,rl=1
qr1κ
D
l (br1r2d, . . . , brl−1rld, brlr1).
Comparing with (4.8), κCl (ae, . . . , ae, a) =
∑k
r=1 c
∗
rcrτr
(
κDl (bd, . . . , bd, b)
)
. Summing over l and
recalling (3.11), for ‖e‖ sufficiently small,
RCa(e) =
∑
l≥1
k∑
r=1
c∗rcrτr
(
κDl (bd, . . . , bd, b)
)
.
Noting that ‖d‖ ≤∑ks=1 ‖cs‖2‖e‖ and applying (3.16), we may exchange the order of summations
on the right and move the summation over l inside τr by linearity and norm-continuity of τ , yielding
the desired result. 
We now perform the desired computation of the Stieltjes transform of w.
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Lemma 4.4. Under the conditions of Theorem 4.1, let (A, τ, p0, . . . , p2k) and frs, gr, hr be as in
Lemma 4.2, and let w =
∑k
r,s=1 h
∗
rg
∗
rfrsgshs. Then for a constant C0 > 0, defining D := {z ∈ C+ :
|z| > C0}, there exist analytic functions a1, . . . , ak : D → C+ ∪ {0} and b1, . . . , bk : D → C that
satisfy, for every z ∈ D and for m0(z) = τ0((w − z)−1), the equations (4.1–4.3).
Proof. If Hr = 0 for some r, then we may set ar ≡ 0, define br by (4.2), and reduce to the case
k − 1. Hence, it suffices to consider Hr 6= 0 for all r.
Define the von Neumann sub-algebras D = 〈pr : 0 ≤ r ≤ 2k〉, F = 〈D, {frs}〉W ∗ , G =
〈D, {gr}〉W ∗ , and H = 〈D, {hr}〉W ∗ . Denote by FD, RD, and GD the τ -invariant conditional
expectation onto D and the D-valued R-transform and Cauchy transform, and similarly for F , G,
and H.
We first work algebraically (Steps 1–3), assuming that arguments b to Cauchy transforms are
invertible with ‖b−1‖ sufficiently small, arguments b to R-transforms have ‖b‖ sufficiently small,
and applying series expansions for (b − a)−1. We will check that these assumptions hold and also
establish the desired analyticity properties in Step 4.
Step 1: We first relate the D-valued Cauchy transform of w to that of v := ∑kr,s=1 g∗rfrsgs. We
apply Lemma 4.3 with q0 = p0 +
∑2k
r=k+1 pr, qr = pr for r = 1, . . . , k, C = H, and B = 〈F ,G〉. Then
for c ∈ H,
RHw (c) =
k∑
r=1
h∗rhrτr
(
RDv
(
k∑
s=1
psτs(hsch
∗
s)
))
. (4.9)
To rewrite this using Cauchy transforms, for invertible d ∈ D and each r = 1, . . . , k, define
αr(d) := τr
(
hrG
H
w (d)h
∗
r
)
, (4.10)
βr(d) := τr
(
RDv
(
k∑
s=1
psαs(d)
))
. (4.11)
Then (3.14) and (4.9) with c = GHw (d) imply
GHw (d) =
(
d−RHw
(
GHw (d)
))−1
=
(
d−
k∑
r=1
h∗rhrβr(d)
)−1
. (4.12)
Projecting down to D using (3.17) yields
GDw(d) = F
D
(d− k∑
r=1
h∗rhrβr(d)
)−1 . (4.13)
Applying (4.12) to (4.10),
αr(d) = τr
hr(d− k∑
s=1
h∗shsβs(d)
)−1
h∗r
 . (4.14)
Noting that (p1 + . . .+ pk)v(p1 + . . .+ pk) = v, (3.11) and (3.9) imply RDv (d) ∈ 〈p1, . . . , pk〉 for any
d ∈ D, so we may write (4.11) as
RDv
(
k∑
r=1
prαr(d)
)
=
k∑
r=1
prβr(d).
For r = 0 and r ∈ {k+ 1, . . . , 2k}, set βr(d) = 0 and define αr(d) arbitrarily, say by αr(d) = ‖d−1‖.
Since vpr = prv = 0 if r = 0 or r ∈ {k + 1, . . . , 2k}, applying (3.11) and multi-linearity of κDl , we
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may rewrite the above as
RDv
(
2k∑
r=0
prαr(d)
)
=
2k∑
r=0
prβr(d).
Applying (3.13) with b =
∑2k
r=0 prαr(d), we get
GDv
(
2k∑
r=0
pr
(
1
αr(d)
+ βr(d)
))
=
2k∑
r=0
prαr(d). (4.15)
The relation between GDw and GDv is given by (4.13), (4.14), and (4.15).
Step 2: Next, we relate the D-valued Cauchy transforms of v and u := ∑kr,s=1 frs. We apply
Lemma 4.3 with q0 =
∑k
r=0 pr, qr = pr+k for r = 1, . . . , k, C = G, and B = F . Then for c ∈ G,
RGv (c) =
k∑
r=1
g∗rgrτr+k
(
RDu
(
k∑
s=1
ps+kτs+k(gscg
∗
s)
))
. (4.16)
To rewrite this using Cauchy transforms, for invertible d ∈ D and all r = 1, . . . , k, define
γr+k(d) = τr+k(grG
G
v (d)g
∗
r ), (4.17)
δr+k(d) = τr+k
(
RDu
(
k∑
s=1
ps+kγs+k(d)
))
. (4.18)
As in Step 1, for r = 0, . . . , k let us also define δr(d) = 0 and γr(d) = ‖d−1‖. Then, noting
(pk+1 + . . . + p2k)u(pk+1 + . . . + p2k) = u, the same arguments as in Step 1 yield the analogous
identities
GDv (d) = F
D
(d− k∑
s=1
g∗sgsδs+k(d)
)−1 , (4.19)
γr+k(d) = τr+k
gr(d− k∑
s=1
g∗sgsδs+k(d)
)−1
g∗r
 , (4.20)
GDu
(
2k∑
r=0
pr
(
1
γr(d)
+ δr(d)
))
=
2k∑
r=0
prγr(d). (4.21)
As g∗rgr has moments given by (4.6), we may write (4.19) and (4.20) explicitly: Denote d =
d0p0 + . . .+ d2kp2k for d0, . . . , d2k ∈ C. As d is invertible, we have d−1 = d−10 p0 + . . .+ d−12k p2k. For
any x ∈ A that commutes with D,
(d− x)−1 =
∑
l≥0
d−1(xd−1)l =
∑
l≥0
xld−l−1.
So for r = 1, . . . , k, noting that pr = p
2
r and that D commutes with itself,
τr
(
(d− x)−1) = N
mr
∑
l≥0
τ
(
prx
ld−l−1pr
)
=
N
mr
∑
l≥0
τ
(
(prx
lpr)(prd
−1pr)l+1
)
=
∑
l≥0
τr(x
l)
dl+1r
.
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Noting that g∗sgs commutes with D, applying the above to (4.19) with x =
∑k
s=1 g
∗
sgs, and recalling
(4.6),
τr(G
D
v (d)) =
∑
l≥0
τr((g
∗
rgr)
l)δr+k(d)
l
dl+1r
=
∫ ∑
l≥0
xlδr+k(d)
l
dl+1r
νmr/nr(x)dx
=
∫
1
dr − xδr+k(d)νmr/nr(x)dx
=
1
δr+k(d)
GCνmr/nr (dr/δr+k(d)), (4.22)
where GCνmr/nr is the Cauchy transform of the Marcenko-Pastur law νmr/nr .
Similarly, we may write (4.20) as
γr+k(d) =
mr
nr
τr
(d− k∑
s=1
g∗sgsδs+k(d)
)−1
g∗rgr

=
mr
nr
∫
x
dr − xδr+k(d)νmr/nr(x)dx
=
mr
nr
(
− 1
δr+k(d)
+
dr
δr+k(d)2
GCνmr/nr (dr/δr+k(d))
)
=
mr
nr
(
− 1
δr+k(d)
+
dr
δr+k(d)
τr(G
D
v (d))
)
, (4.23)
where the first equality applies the cyclic property of τ and the definitions of τr+k and τr, the second
applies (4.6) upon passing to a power series and back as above, the third applies the definition of
the Cauchy transform, and the last applies (4.22). The relation between GDv and GDu is given by
(4.22), (4.23), and (4.21).
Step 3: We compute m0(z) for z ∈ C+ using (4.13), (4.14), (4.15), (4.22), (4.23), and (4.21).
Fixing z ∈ C+, let us write
αr = αr(z), βr = βr(z), dr =
1
αr
+ βr, d =
2k∑
r=0
drpr,
γr = γr(d), δr = δr(d), er =
1
γr
+ δr, e =
2k∑
r=0
erpr.
Applying (4.13) and projecting down to C,
m0(z) = −τ0
(z − k∑
r=1
h∗rhrβr
)−1 .
Note that h∗rhr commutes with D and p0h∗rhrp0 = h∗rhr for each r = 1, . . . , k. Then, passing to a
power series as in Step 2, and then applying (4.5) and the spectral calculus,
m0(z) = −
∑
l≥0
z−(l+1)τ0
( k∑
r=1
h∗rhrβr
)l
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= −
∑
l≥0
z−(l+1)
1
p
Tr
( k∑
r=1
βrH
∗
rHr
)l
= −1
p
Tr
(
z Idp−
k∑
r=1
βrH
∗
rHr
)−1
. (4.24)
Similarly, (4.14) implies for each r = 1, . . . , k
αr =
1
mr
Tr
(z Idp− k∑
s=1
βsH
∗
sHs
)−1
H∗rHr
 . (4.25)
Now applying (4.22) and recalling (4.15) and the definition of dr, for each r = 1, . . . , k,
αr = τr(G
D
v (d)) =
1
δr+k
GCνmr/nr
(
1
αrδr+k
+
βr
δr+k
)
.
Applying (3.14) and the Marcenko-Pastur R-transform RCνλ(z) = (1− λz)−1, this is rewritten as
βr
δr+k
= RCνmr/nr (αrδr+k) =
nr
nr −mrαrδr+k . (4.26)
By (4.23) and (4.15),
γr+k =
mr
nr
αrβr
δr+k
. (4.27)
We derive two consequences of (4.26) and (4.27). First, substituting for βr in (4.27) using (4.26)
and recalling the definition of er+k yields
er+k =
nr
mrαr
. (4.28)
Second, rearranging (4.26), we get βr/δr+k = 1 +mrαrβr/nr. Inserting into (4.27) yields this time
βr =
nr
m2rα
2
r
(nrγr+k −mrαr). (4.29)
By (4.21), for each r = 1, . . . , k,
γr+k = τr+k(G
D
u (e)) = τr+k((e− u)−1).
Passing to a power series for (e− u)−1, applying (4.4), and passing back,
γr+k =
1
nr
Trr+k
(
diag (e0 Idp, . . . , e2k Idnk)− F˜
)−1
=
1
nr
Trr (diag (ek+1 Idn1 , . . . , e2k Idnk)− F )−1
=
1
nr
Trr(D
−1 − F )−1 (4.30)
where the last line applies (4.28) and sets D = diag(D1 Idn1 , . . . , Dk Idnk) for Dr = mrαr/nr.
Noting TrrD = mrαr, (4.29) yields
βr =
1
nrD2r
Trr[(D
−1 − F )−1 −D]
=
1
nr
Trr[(F
−1 −D)−1] = 1
nr
Trr((Idn+ −FD)−1F ) (4.31)
where we used the Woodbury identity and TrrDAD = D
2
r TrA. (These equalities hold when F is
invertible, and hence for all F by continuity.) Setting ar = −mrαr/nr and br = −βr, we obtain
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(4.1), (4.2), and (4.3) from (4.24), (4.25), and (4.31).
Step 4: Finally, we verify the validity of the preceding calculations when z ∈ D := {z ∈ C+ : |z| >
C0} and C0 > 0 is sufficiently large. Call a scalar quantity u := u(N, z) “uniformly bounded” if
|u| < C for all z ∈ D, all N , and some constants C0, C > 0. Call u “uniformly small” if for any
constant c > 0 there exists C0 > 0 such that |u| < c for all z ∈ D and all N .
As ‖w‖ ≤ C by Lemma 4.2(c), c = GHw (z) is well-defined by the convergent series (3.12) for
z ∈ D. Furthermore by (3.15), ‖c‖ is uniformly small, so we may apply (4.9). αr(z) as defined by
(4.10) satisfies
αr(z) = τr
(
hr
∞∑
l=0
FH
(
z−1(wz−1)l
)
h∗r
)
=
∞∑
l=0
z−(l+1)τ(pr)−1τ
(
hrF
H(wl)h∗r
)
=
∞∑
l=0
z−(l+1)
N
mr
τ(wlh∗rhr)
for z ∈ D. Since |τ(wlh∗rhr)| ≤ ‖w‖l‖hr‖2, αr defines an analytic function on D such that αr(z) ∼
(zmr)
−1 Tr(H∗rHr) as |z| → ∞. In particular, since Hr is non-zero by our initial assumption,
αr(z) 6= 0 and =αr(z) < 0 for z ∈ D. This verifies that ar(z) = −mrαr(z)/nr ∈ C+ and ar is
analytic on D. Furthermore, αr is uniformly small for each r. Then applying (3.11), multi-linearity
of κl, and (3.16), it is verified that βr(z) defined by (4.11) is uniformly bounded and analytic on
D. So br(z) = −βr(z) is analytic on D.
As βr is uniformly bounded, the formal series leading to (4.24) and (4.25) are convergent for
z ∈ D. Furthermore, dr = 1/αr + βr is well-defined as αr 6= 0, and ‖d−1‖ is uniformly small. Then
c = GGv (d) is well-defined by (3.12) and also uniformly small, so we may apply (4.16). By the same
arguments as above, γr+k(d) as defined by (4.17) is non-zero and uniformly small, and δr+k(d) as
defined by (4.18) is uniformly bounded. Then the formal series leading to (4.22) and (4.23) are
convergent for z ∈ D. Furthermore, er = 1/γr + δr is well-defined and ‖e−1‖ is uniformly small, so
the formal series leading to (4.30) is convergent for z ∈ D. This verifies the validity of the preceding
calculations and concludes the proof. 
To finish the proof of Theorem 4.1, we show using a contractive mapping argument similar to
[CDS11, DL11] that (4.1–4.2) have a unique solution in the stated domains, which is the limit of
the procedure in Theorem 1.4. The result then follows from Lemma 4.4 and Corollary 3.10. These
arguments are contained in Appendix C.
Appendix A. Details for classification designs
We discuss the details of Section 2 and prove Corollaries 2.1, 2.2, and 2.3. We denote by 1l ∈ Rl
the vector of all 1’s and Jl = 1l1
T
l ∈ Rl×l the matrix of all 1’s. For A ∈ Rl×m and B ∈ Rl
′×m′ , we
use standard tensor product notation
A⊗B =
a11B · · · a1mB... . . . ...
al1B · · · almB
 ∈ Rll′×mm′ .
For m = l1 + . . .+ lk and the direct sum decomposition Rm = Rl1 ⊕ . . .⊕ Rlk , we call
A =
A11 · · · A1k... . . . ...
Ak1 · · · Akk
 ∈ Rm×m, Aij ∈ Rli×lj for all i, j ∈ {1, . . . , k}
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the corresponding block matrix decomposition. For subspaces S1 ⊂ S2 of Rm, we denote by S2	S1
the orthogonal complement of S1 in S2.
A.1. One-way classification. The model (2.1) may be written in the form (1.1) with k = 2 upon
identifying Xβ = 1nµ
T , stacking the αi’s and εi,j ’s as the rows of α1 ∈ RI×p and α2 ∈ Rn×p, and
setting
U1 =

1J1 0 · · · 0
0 1J2 · · · 0
...
...
. . .
...
0 0 · · · 1JI
 ,
U2 = Idn, and I1 = I and I2 = n.
Consider the nested subspaces col(1n) ⊂ col(U1) ⊂ Rn, where col(1n) is the 1-dimensional span
of 1n and col(U1) is the column span of U1. Let pi0, pi1, pi2 be the orthogonal projections onto
col(1n), col(U1) 	 col(1n), and Rn 	 col(U1). Then the quantities SS1 and SS2 are equivalently
expressed as SS1 = Y
Tpi1Y and SS2 = Y
Tpi2Y , so the MANOVA estimators (2.2) are given by
Σˆ1 = Y
TB1Y and Σˆ2 = Y
TB2Y for
B1 =
1
K
(
1
I − 1pi1 −
1
n− I pi2
)
, B2 =
1
n− I pi2.
To study Σˆ1, let us consider instead the matrix Σˇ1 = Y
T Bˇ1Y for
Bˇ1 =
1
K
(
1
I
(pi0 + pi1)− 1
n− I pi2
)
.
Note that the given assumptions imply K ≥ c and ‖U1‖ ≤ C for constants C, c > 0. Then∥∥∥∥( 1K(I − 1) − 1KI
)
Y Tpi1Y
∥∥∥∥ ≤ 1KI(I − 1)‖Y ‖2 ≤ C/N
a.s. for large N , so Σˆ1 − Σˇ1 is the sum of a rank-one matrix and a matrix of norm at most C/N .
Then we have µΣˆ1 − µΣˇ1 → 0 a.s.
We apply Theorem 1.2 to Σˇ1: Let us set
E = diag(J1, . . . , JI) = U
T
1 U1, V1 = U1E
−1/2.
Then pi0 + pi1 = V1V
T
1 . We may complete the basis and write pi2 = V2V
T
2 for V2 of size n× (n− I),
so that [V1 | V2] is an orthogonal matrix of size n. Define the orthogonal change of basis matrix
Q =
(
IdI 0
0 [V1 | V2]
)
∈ R(I+n)×(I+n).
Recall F = UT Bˇ1U from Theorem 1.2, where U = (
√
I1U1 |
√
I2U2) = (
√
IV1E
1/2 | √n Idn). Then
UQ = (
√
IV1E
1/2 | √nV1 |
√
nV2) in the decomposition RI+n = RI ⊕ RI ⊕ Rn−I , so
M := QTFQ =
1
K
 E √nIE1/2 0√n
IE
1/2 n
I IdI 0
0 0 − nn−I Idn−I
 .
We must compute the block traces of (Id +FD(a))−1F in the decomposition RI+n = RI ⊕ Rn,
where D(a) = diag(a1 IdI , a2 Idn). Note that Q preserves this decomposition as well as D(a), so
S := QT (Id +FD(a))−1FQ = (Id +MD(a))−1M.
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Moving now to the block decomposition RI+n = R2I⊕Rn−I , let us write M = diag(RRT ,−r22 Idn−I)
and D(a) = diag(∆, a2 Idn−I), where we set r20 = 1/K, r21 = n/(KI), r22 = n/(K(n− I)), and
R =
(
r0E
1/2
r1 IdI
)
, ∆ =
(
a1 IdI 0
0 a2 IdI
)
.
To compute the upper-left 2I × 2I block S11 in this decomposition, we use the Woodbury identity
(∆−1 +RRT )−1 = ∆−∆R(IdI +RT∆R)−1RT∆
to obtain
S11 = (Id2I +RR
T∆)−1RRT = ∆−1(∆−1 +RRT )−1RRT = R(IdI +RT∆R)−1RT . (A.1)
We compute IdI +R
T∆R = IdI +a1r
2
0E + a2r
2
1 IdI , which yields
S11 =
diag ( IJiKI+IJia1+na2) ∗
∗ diag
(
n
KI+IJia1+na2
)
for values ∗ that we omit for brevity. The lower-right (n− I)× (n− I) block of S is given by
S22 = (Id−r22a2 Id)−1(−r22 Id) = −
n
K(n− I)− na2 Idn−I .
As Q preserves the decomposition RI+n = RI ⊕Rn, the block traces of S in this decomposition are
the same as those of (Id +FD(a))−1F . This yields the formulas for b1 and b2 in Corollary 2.1(a).
We next apply Theorem 1.2 for Σˆ2: The matrix F = U
TB2U is now given by
F =
(
0 0
0 nn−Ipi2
)
∈ R(I+n)×(I+n).
Then in the decomposition RI+n = RI ⊕ RI ⊕ Rn−I , we have
QTFQ =
0 0 00 0 0
0 0 nn−I Idn−I
 , QT (Id +FD(a))−1 FQ =
0 0 00 0 0
0 0 nn−I+na2 Idn−I
 .
Taking block traces, a1 is irrelevant, b1 ≡ 0, and b2 has the form of Corollary 2.1(b).
A.2. Balanced models. We consider models of the form (1.1) given by balanced crossed and
nested classification designs. These satisfy the following “balanced model conditions”:
1. For each r, let cr = n/Ir. Then U
T
r Ur = cr IdIr , and Πr := c
−1
r UrU
T
r is an orthogonal projection
onto a subspace Sr ⊂ Rn of dimension Ir.
2. Define S0 = col(X) as the column span of X. Then S0 ⊂ Sr ⊂ Sk = Rn for each r = 1, . . . , k−1.
3. Partially order the subspaces Sr by inclusion, r
′  r if S′r ⊆ Sr. Let S˚r denote the orthogonal
complement in Sr of all Sr′ properly contained in Sr. Then for each r,
Sr =
⊕
r′r
S˚r′ , (A.2)
where ⊕ denotes the orthogonal direct sum. In particular, Rn = Sk = ⊕kr=0S˚r.
We verify below that the models of Sections 2.2 and 2.3 are of this form, with the partial orderings
of S0, S1, . . . , Sk depicted in Figure 2.
Let dr = dim(S˚r) and let pir denote the orthogonal projection onto S˚r. By (A.2), Πr =
∑
r′r pir′ .
The sum-of-squares and mean-squares corresponding to S˚r are defined respectively as
SSr = Y
TpirY, MSr = SSr/dr.
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S0
S1
Sr
.....
Sr+1
Sk
.....
S0
S1
S2 S3
S4
S5
Figure 1: Inclusion lattices for the subspaces {Sr} determined by the nested (left) and
crossed (right) examples.
and, in particular, Rn =  kr=0S˚r. This follows by construction in those cases where Sr ⇢
Sr+1. In the crossed example, we also have that S˚2 = S2 S1 is orthogonal to S˚3 = S3 S1.
Now let dr = dim(S˚r) and ⇡r denote orthogonal projection on S˚r. From (2), we have
⇧r =
P
r0 r ⇡r0 . The sum of squares and mean square corresponding to S˚r are respectively
defined as
SSr = Y
T⇡rY, MSr = SSr/dr. (3)
To evaluate the expected mean squares, recall that for ↵r ⇠ Np(0, IdIr ⌦⌃r), we have
E↵Tr M↵r = (TrM)⌃r. For t   1, we have ⇡tµ = 0 and so from model (1) [in the paper]
and the mutual independence of {↵r}, we obtain
ESSt =
kX
r=1
E↵Tr UTr ⇡tUr↵r =
kX
r=1
Tr(UTr ⇡tUr)⌃r.
From the definitions, Tr(UTr ⇡tUr) = I
0
r Tr(⇡t⇧r) = I
0
rdtI{t   r}, which yields
EMSt =
X
r⌫t
I 0r⌃r =
X
r
⇣(t, r)I 0r⌃r (4)
where ⇣(t, r) = I{t   r} is the ‘zeta function’ associated with the partial order. We can
then use Mo¨bius inversion to write ⌃r in terms of the expected mean squares
I 0r⌃r =
X
u
µ(r, u)EMSu,
where µ(r, u) is the associated ‘Mo¨bius function’. General discussions may be found in
Speed [1983], Aigner [1979], but it is perhaps easier to solve for µ(t, u) directly in our
examples, see below.
From the previous display and (3) we obtain unbiased MANOVA estimators
⌃ˆt = Y
TBtY, Bt =
rX
u=1
 tu⇡u,  tu =
µ(t, u)
I 0tdu
. (5)
We compute M = UTBtU by changing to a new basis for RI+ . Let Vr be an n ⇥ dr
matrix whose columns form an orthonormal basis for S˚r. Let Vˇr be the n ⇥ Ir matrix
2
Figure 2. Inclusion lattices for the subspaces {Sr} determined by the nested (left)
and crossed (right) examples.
To evaluate E[SSt] for t ≥ 1, note that pitX = 0 by the condition S0 ⊂ St. Then
E[SSt] =
k∑
r=1
E[αTr UTr pitUrαr] =
k∑
r=1
Tr(UTr pitUr)Σr.
From the definitions, Tr(UTr pitUr) = cr T (pitΠr) = crdt1{t  r}, which yields
E[MSt] =
∑
rt
crΣr =
∑
r
ζ(t, r)crΣr,
where ζ(t, z) := 1{t  r} is the “zeta function” associated with the partial order. We can then use
Mo¨bius inversion to write Σr in terms of the expected mean squares,
crΣr =
∑
u
µ(r, u)E[MSu],
where µ(r, u) is the associated “Mo¨bius function”. The MANOVA estimators are defined by sub-
stituting MSu for E[MSu], which yields
Σˆt = Y
TBtY, Bt =
∑
u
βtupiu, βtu =
µ(t, u)
ctdu
. (A.3)
For our examples, we may solve for µ(t, u) directly; more general discussions regarding the Mo¨bius
inversion may be found in [Spe83].
We apply Theorem 1.2 to each Σˆt: To compute F = U
TBtU , we change to a new basis for RI+ .
Let Vr be an n× dr matrix whose columns form an orthonormal basis for S˚r. Let Vˇr be the n× Ir
matrix obtained by combining the columns of each Vr′ for r
′  r. In view of (A.2), the columns of
Vˇr are an orthonormal basis for Sr, and we have
Ur =
√
crVˇrWˇ
T
r
for some rthogonal matrix Wˇr of size Ir. The block diagonal matrix Q = diag(Wˇr) of size I+ is
also orthogonal, and
U = (
√
I1U1 | · · · |
√
IkUk) =
√
n(Vˇ1 | · · · | Vˇk)QT .
This yields n−1/2UQ = (Vˇ1 | · · · | Vˇk). The matrix Vr occurs in each Vˇr′ for which r′  r. Let P be
the permutation that collects all such occurrences of each Vr. Thus, if we set s(r) = |{r′ : r′  r}|
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for r ≥ 1 and s(0) = k, then we have
n−1/2UQP =
[
1Ts(0) ⊗ V0 | · · · | 1Ts(k) ⊗ Vk
]
.
(This is now in the decomposition RI+ = Rs(0)d0 ⊕ · · · ⊕ Rs(k)dk .) Now write O = QP . Recalling
that F = UTBtU with Bt =
∑
u βtuV
T
u Vu, and noting that V
T
r Vu = 1{r = u} Iddu , we can write
the (r, r′) block of OTFO, for 0 ≤ r, r′ ≤ k, in the form
(OTFO)rr′ = n(1s(r) ⊗ V Tr )Bt(1Ts(r′) ⊗ Vr′)
= 1{r = r′}nβtrJs(r) ⊗ Iddr .
Thus we obtain the block diagonal representation
M := OTFO = diag(nβtrJs(r) ⊗ Iddr).
We wish to compute the block trace of (Id +FD(a))−1F in the original decomposition RI+ =
RI1 ⊕ · · · ⊕ RIk . As the blocks of Q = diag(Wˇr) are orthogonal of size Ir, Q preserves this
decomposition as well as D(a), so we have
E(a) := OTD(a)O = P TD(a)P = diag(D0(a)⊗ Idd0 , . . . , Dk(a)⊗ Iddk),
where Dr(a) = diag(ar′ : r
′  r) is s(r)× s(r). Hence
S := OT (Id +FD(a))−1FO
= (Id +ME(a))−1M
= diag
{
([Ids(r) +nβtrJs(r)Dr(a)]
−1nβtrJs(r))⊗ Iddr
}k
r=0
.
We apply the Woodbury formula via (A.1) with R =
√
nβtr1s(r) and ∆ = Dr(a), to obtain
S = diag{γtrJs(r) ⊗ Iddr}kr=0, γtr :=
nβtr
1 + nβtrqr
, qr := 1
T
s(r)Dr(a)1s(r) =
∑
r′r
ar′ . (A.4)
Now undo the permutation P and observe that the (r, r) block corresponding to the decomposition
RI+ = RI1 ⊕ · · · ⊕ RIk is given by
((P T )−1SP−1)rr = diag(γtu Iddu : u  r).
Hence, we obtain the block trace
Trr(Id +FD(a))
−1F = Trr[(P T )−1SP−1] =
∑
ur
γtudu.
Recall from (A.3) that nβtudu = Itµ(t, u). Then substituting for γtu as defined in (A.4), the
equation (1.5) simplifies to
br(z) = − It
Ir
∑
ur
µ(t, u)
1 + (It/du)µ(t, u)qu
. (A.5)
A.2.1. Balanced nested classification. The model (2.3) may be written in the form (1.1) upon
identifying Ir =
∏r
s=1 Js, cr = n/Ir, Xβ = 1nµ
T , Ur = IdIr ⊗1cr , and stacking the vectors α(r)∗ as
rows of αr ∈ RIr×p and ε∗ as rows of αk ∈ Rn×p. The balanced model conditions are easily verified,
with (A.2) following from the linear structure of the inclusion lattice. Direct inversion yields
µ(t, u) =

1 if u = t
−1 if u = t+ 1
0 otherwise.
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We also have dt = It−1(Jt − 1), so the form of the MANOVA estimator from (A.3) is
Σˆt = Y
T
(
Jt
n(Jt − 1)pit −
1
n(Jt+1 − 1)pit+1
)
Y
for t = 1, . . . , k − 1, and the same without the pit+1 term for t = k. As It/dt = Jt/(Jt − 1) and
It/dt+1 = 1/(Jt+1 − 1), (A.5) may be written as
br =

0 if r < t
− Jt−1Jt−1+Jtqt if r = t
− 1Jt+1...Jr
(
Jt−1
Jt−1+Jtqt −
Jt+1−1
Jt+1−1−qt+1
)
if r > t.
Noting qt =
∑
r≥t ar, this implies that a1, . . . , ar−1 are irrelevant, and we obtain Corollary 2.2.
A.2.2. Replicated crossed two-way classification. The model (2.4) may be written in the form (1.1)
with k = 5, upon identifying
I1 = I, I2 = IJ, I3 = IK, I4 = IJK, I5 = n,
Xβ = 1nµ
T , U1 = IdI ⊗1JKL, U2 = IdIJ ⊗1KL, U3 = IdI ⊗1J ⊗ IdK ⊗1L, U4 = IdIJK ⊗1L,
U5 = Idn, and stacking the vectors α∗, β∗, γ∗, δ∗, ε∗ as the rows of matrices α1, . . . , α5 respectively.
The balanced model conditions are easily verified, where (A.2) uses the observation that S˚2 = S2	S1
and S˚3 = S3 	 S1 are orthogonal.
From the lattice structure of Figure 2 and direct evaluation, or by a general formula such as
[Spe83, p. 380], we find that M = (µ(t, u))t,u=1,...,5 has the upper triangular form
M =

1 −1 −1 1 0
1 0 −1 0
1 −1 0
1 −1
1
 .
We also have the following values:
t 1 2 3 4 5
dt I − 1 I(J − 1) I(K − 1) I(J − 1)(K − 1) IJKL
qt
∑5
1 ai a2 + a4 + a5 a3 + a4 + a5 a4 + a5 a5
Then, for example, the MANOVA estimator Σˆ2 from (A.3) is given by
Σˆ2 = Y
T
(
1
I(J − 1)KLpi2 −
1
I(J − 1)(K − 1)KLpi4
)
Y,
and the forms of the other estimators follow similarly.
To explicitly write (A.5), for t > 1, let σ(t) be the successor of t in the partial order. (We do
not need σ(t) for t = 5.) Then µ(t, u) is only non-zero for u = t and u = σ(t), so we have
br =

− 11+(It/dt)qt if r = t
− ItIr
(
1
1+(It/dt)qt
− 11−(It/dσ(t))qσ(t)
)
if r  t
0 otherwise.
Specializing to t = 2 yields Corollary 2.3, and analogous expressions may be derived for t = 3, 4, 5.
For t = 1, we have the following values for γˇu := (1 + (I1/du)µ(1, u)qu)
−1:
u 1 2 3 4
γˇu
I − 1
I − 1 + I∑51 ai J − 1J − 1− (a2 + a4 + a5) K − 1K − 1− (a3 + a4 + a5) (J − 1)(K − 1)(J − 1)(K − 1) + a4 + a5
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Then (A.5) simplifies to the equations
b1 = −γˇ1
b2 = −J−1(γˇ1 − γˇ2)
b3 = −K−1(γˇ1 − γˇ3)
b4 = −(JK)−1(γˇ1 − γˇ2 − γˇ3 + γˇ4)
b5 = L
−1b4.
Appendix B. Proof of asymptotic freeness
We prove Theorem 3.9 and Corollary 3.10. To ease subscript notation, throughout this section
we denote by M [i, j] the (i, j) entry of a matrix M .
Let Q be a ∗-polynomial in (xi)i∈Ij ,j∈{1,...,J} with coefficients in 〈P1, . . . , Pd〉, and let q denote
the corresponding ∗-polynomial with coefficients in 〈p1, . . . , pd〉. For Theorem 3.9, we wish to show
for any r, almost surely as N →∞,∣∣N−1r TrrQ (Hi : i ∈ Ij , j ∈ {1, . . . , J})− τr (q (hi : i ∈ Ij , j ∈ {1, . . . , J}))∣∣→ 0. (B.1)
The high-level strategy of the proof is the same as [BG09, Theorem 1.6], and follows these steps:
1. By applying linearity of Tr and τ , we may reduce to the case Q =
∏K
k=1Qk, where each Qk is a
simple-valued polynomial of a single family (Hi : i ∈ Ijk).
2. By “centering” each Qk and inducting on K, it suffices to consider the case where j1 6= j2, j2 6=
j3, . . . , jK 6= j1 and each Qk satisfies TrQk(Hi : i ∈ Ijk) = 0.
3. The main technical ingredient is Lemma B.2 below, which establishes the result for such Q.
We use orthogonal invariance in law of (Hi : i ∈ Ijk) to introduce independently random
block-orthogonal matrices, and then condition on the Hi’s to reduce to a statement about Haar-
orthogonal and deterministic matrices.
The last step above uses an explicit computation of the trace, together with basic properties of the
joint moments of Haar-orthogonal matrices. We follow an approach inspired by [HP00, Theorem
2.1], but which (we believe) fills in an omission in the proof and also extends the combinatorial
argument to deal with rectangular matrices and the orthogonal (rather than unitary) case.
Proof of Theorem 3.9. To show (B.1), by linearity of Tr and τ , it suffices to consider the case where
Q is a ∗-monomial, which we may always write as a product of Q1, . . . , QK where each Qk depends
only on the variables of a single family Ijk . Writing Qk = (P1 + . . .+Pd)Qk(P1 + . . .+Pd) and again
applying linearity of Tr and τ , it suffices to consider the case where each Qk is simple-valued, i.e.
PrkQkPsk = Qk for some rk, sk ∈ {1, . . . , d}. If sk 6= rk+1 for any k (with the cyclic identification
rK+1 = r1), then (B.1) is trivial as both quantities on the left are 0. If sk = rk+1 for all k, then it
suffices to consider r = r1 and to replace N
−1
r Trr by N
−1 Tr and τr by τ . The result then follows
from Lemma B.1 below. 
Lemma B.1. Under the assumptions of Theorem 3.9, fix K ≥ 1, j1, . . . , jK ∈ {1, . . . , J}, and
r1, . . . , rK ∈ {1, . . . , d}. For each k = 1, . . . ,K, let Qk be a ∗-polynomial with coefficients in
〈P1, . . . , Pd〉 of the variables (xi)i∈Ijk of the single family Ijk , such that PrkQkPrk+1 = Qk (with the
identification rK+1 := r1). Let q1, . . . , qK denote the corresponding ∗-polynomials with coefficients
in 〈p1, . . . , pd〉. Then, almost surely as N →∞,∣∣∣∣∣ 1N Tr
K∏
k=1
Qk (Hi : i ∈ Ijk)− τ
(
K∏
k=1
qk (hi : i ∈ Ijk)
)∣∣∣∣∣→ 0. (B.2)
Proof. We induct on K. For K = 1, (B.2) holds by the assumption that (hi)i∈Ij1 and (Hi)i∈Ij1 are
asymptotically equal in D-law a.s.
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For K ≥ 2, assume inductively that (B.2) holds for each value 1, . . . ,K − 1 in place of K. Let
tk =
1
τ(prk)
τ (qk (hi : i ∈ Ijk)) ,
and define the “centered” ∗-polynomials
Dk = Qk − tkPrk , dk = qk − tkprk .
We clarify that tk ∈ C is a fixed constant (evaluated at the hi’s, not at the arguments xi’s of
these ∗-polynomials), and thus Dk and dk are still ∗-polynomials of (xi)i∈Ijk with coefficients in〈P1, . . . , Pd〉 and 〈p1, . . . , pd〉. We have tk = 0 if rk 6= rk+1, because qk is simple. Denoting by SK
the collection of all subsets of {k : rk = rk+1} and applying a binomial expansion,
1
N
Tr
K∏
k=1
Qk (Hi : i ∈ Ijk) =
∑
S∈SK
Q(S)
where
Q(S) :=
∏
k∈S
tk · 1
N
Tr
∏
k∈{1,...,K}\S
Dk (Hi : i ∈ Ijk) .
Each Dk still satisfies PrkDkPrk+1 = Dk. Hence, for every S 6= ∅, applying the induction hypothesis,∣∣∣∣∣∣Q(S)−
∏
k∈S
tk · τ
 ∏
k∈{1,...,K}\S
dk (hi : i ∈ Ijk)
∣∣∣∣∣∣→ 0. (B.3)
For S = ∅, if jk = jk+1 for some k ∈ {1, . . . ,K} (or jK = j1), then combining DkDk+1 into a single
polynomial (and applying cyclic invariance of Tr and τ if jK = j1), the induction hypothesis still
yields (B.3).
The remaining case is when S = ∅ and jk 6= jk+1 for each k = 1, . . . ,K. Note, by definition of
dk, that
τ (prdk (hi : i ∈ Ijk) pr) = 0
for each r and k, so by freeness of (hi)i∈I1 , . . . , (hi)i∈Ik with amalgamation over 〈p1, . . . , pd〉,
τ
(
K∏
k=1
dk (hi : i ∈ Ijk)
)
= 0.
Thus, it remains to show that Q(∅) → 0. Note first that the definition of the free deterministic
equivalent and the condition Nr/N > c imply, almost surely as N →∞,∣∣∣∣ NNrk − 1τ(prk)
∣∣∣∣→ 0, ∣∣∣∣ 1N Tr (Qk (Hi : i ∈ Ijk))− τ (qk (hi : i ∈ Ijk))
∣∣∣∣→ 0.
Hence |tk − Tk| → 0 a.s. for
Tk =
1
Nrk
TrQk (Hi : i ∈ Ijk) .
Then it suffices to show
M(∅) := 1
N
Tr
K∏
k=1
Mk → 0
for the matrices
Mk = Qk (Hi : i ∈ Ijk)− TkPrk ,
as we may replace in Q(∅) each tk by Tk and bound the remainders using the operator norm.
Finally, let us introduce random matrices (Oj,r)j∈N,r∈{1,...,d} that are independent of each other
and of the Hi’s, such that each Oj,r is orthogonal and Haar-distributed in RNr×Nr . For each j ∈ N,
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define the block diagonal matrix Oj = diag(Oj,1, . . . , Oj,d). By orthogonal invariance in law of
(Hi)i∈Ijk , we have the equality in law
M(∅) L= 1
N
Tr
K∏
k=1
OjkMkO
−1
jk
.
Write Mˇk ∈ RNrk×Nrk+1 as the non-zero block of Mk. Then the above may be written as
M(∅) L= 1
N
Tr
K∏
k=1
Ojk,rkMˇkO
−1
jk,rk+1
IdNrk+1 . (B.4)
Conditional on the Hi’s, Mˇk are deterministic matrices satisfying ‖Mˇk‖ ≤ C for some constant
C > 0 and all large N a.s., and if rk = rk+1 then Tr Mˇk = TrMk = 0 by definition of Tk.
Furthermore, recall that we are in the case jk 6= jk+1 for each k.
The claim M(∅)→ 0 follows from the following lemma:
Lemma B.2. Fix d,K ≥ 1, l1, . . . , lK ∈ N, r1, . . . , rK ∈ {1, . . . , d}, and e1, . . . , eK ∈ {−1, 1}. For
N1, . . . , Nd ≥ 1, let {Ol,r}l∈N,r∈{1,...,d} be independent random matrices such that each Ol,r is a Haar-
distributed orthogonal matrix in RNr×Nr . Let D1 ∈ CNr1×Nr2 , D2 ∈ CNr2×Nr3 , . . . , DK ∈ CNrK×Nr1
be deterministic matrices such that, for each k = 1, . . . ,K (and cyclically identifying lK+1 := l1,
etc.), if (lk, rk, ek) = (lk+1, rk+1,−ek+1), then TrDk = 0.
Let N = N1 + . . . + Nd, and suppose there exist constants C, c > 0 such that, as N → ∞,
Nr/N > c for each r = 1, . . . , d and ‖Dk‖ < C for each k = 1, . . . ,K. Then, almost surely,
N−1 Tr
(
Oe1l1,r1D1O
e2
l2,r2
D2 . . . O
eK
lK ,rK
DK
)
→ 0.
(We emphasize that the matrices Ol,r and Dk are N -dependent, while (lk, rk, ek, k = 1, . . . ,K)
remain fixed as N grows.)
Assuming this lemma for now, write the right side of (B.4) in the form
N−1 Tr
(
Oe1l1,r1D1O
e2
l2,r2
D2 . . . O
e2K
l2K ,r2K
D2K
)
,
by making the identifications
(l2k−1, r2k−1, e2k−1, D2k−1)← (jk, rk, 1, Mˇk)
(l2k, r2k, e2k, D2k)← (jk, rk+1,−1, IdNrk+1 ).
Then Lemma B.2 implies M(∅)→ 0 a.s. conditional on the Hi’s, and hence unconditionally as well.
Thus (B.3) holds for all S ∈ SK .
Finally, reversing the binomial expansion,
∑
S∈SK
∏
k∈S
tk · τ
 ∏
k∈{1,...,K}\S
dk (hi : i ∈ Ijk)
 = τ ( K∏
k=1
qk (hi : i ∈ Ijk)
)
.
This establishes (B.2), completing the induction. 
To conclude the proof of Theorem 3.9, it remains to establish the above Lemma B.2. We require
the following fact about joint moments of entries of Haar-orthogonal matrices:
Lemma B.3. Let O ∈ RN×N be a random Haar-distributed real orthogonal matrix, let K ≥ 1 be
any positive integer, and let i1, j1, . . . , iK , jK ∈ {1, . . . , N}. Then:
(a) There exists a constant C := CK > 0 such that
E
[∣∣O[i1, j1]O[i2, j2] . . . O[iK , jK ]∣∣] ≤ CN−K/2.
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(b) If there exists i ∈ {1, . . . , N} such that ik = i for an odd number of indices k ∈ {1, . . . ,K} or
jk = i for an odd number of indices k ∈ {1, . . . ,K}, then E[O[i1, j1] . . . O[iK , jK ]] = 0.
Proof. [CS´06, Eq. (21) and Theorem 3.13] imply E[O[i1, j1]2 . . . O[iK , jK ]2] ≤ CN−K for a constant
C := CK > 0. Part (a) then follows by Cauchy-Schwarz. Part (b) follows from the fact that the
distribution of O is invariant to multiplication of row i or column i by −1, hence if ik = i or jk = i
for an odd number of indices k, then E[O[i1, j1] . . . O[iK , jK ]] = −E[O[i1, j1] . . . O[iK , jK ]]. 
Proof of Lemma B.2. Define Vk = O
ek
lk,rk
(which is OTlk,rk if ek = −1). Expanding the trace,
Tr
[
K∏
k=1
VkDk
]
=
∑
i,j
V (i, j)D(i, j), (B.5)
where the summation is over all tuples (i, j) := (i1, j1, i2, j2, . . . , iK , jK) satisfying
1 ≤ ik, jk ≤ Nrk (B.6)
for each k = 1, . . . ,K, and where we have defined (with the identification iK+1 := i1)
V (i, j) =
K∏
k=1
Vk[ik, jk], D(i, j) =
K∏
k=1
Dk[jk, ik+1].
Denote
E = E
∣∣∣∣∣N−1 Tr
(
K∏
k=1
VkDk
)∣∣∣∣∣
2
 = N−2∑
i,j
∑
i′,j′
D(i, j)D(i′, j′)E[V (i, j)V (i′, j′)], (B.7)
where the second equality uses that each Vk is real and each Dk is deterministic. By the Borel-
Cantelli lemma, it suffices to show E ≤ CN−2 for some constant C := CK > 0.
Let R be the set of distinct pairs among (lk, rk) for k = 1, . . . ,K, corresponding to the set of
distinct matrices Ol,r that appear in (B.5). By independence of the matrices Ol,r,
E[V (i, j)V (i′, j′)] =
∏
(l,r)∈R
E
 ∏
k:(lk,rk)=(l,r)
Vk[ik, jk]Vk[i
′
k, j
′
k]
 . (B.8)
Since Ol,r is invariant in law under permutations of rows and columns, each expectation on the
right side above depends only on which indices are equal, and not on the actual index values. (For
example, denoting O := Ol,r,
O[1, 2]O−1[2, 3]O[1, 4]O−1[3, 3] L= O[8, 7]O−1[7, 6]O[8, 5]O−1[6, 6] (B.9)
where the equality in law holds by permutation of both the rows and the columns of O.) We
therefore analyse E by decomposing the sum in (B.7) over the different relevant partitions of
(i, j, i′, j′) specifying which indices are equal.
More precisely, let
I = (ik, jk, i′k, j′k : k = 1, . . . ,K)
be the collection of all indices, with cardinality |I| = 4K. For each (l, r) ∈ R, let
I(l, r) = (ik, jk, i′k, j′k : k such that lk = l, rk = r).
These sets I(l, r) form a fixed partition of I. For each (l, r), denote by Q(l, r) any further partition
of the indices in I(l, r), and let
Q =
⊔
(l,r)∈R
Q(l, r) (B.10)
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be their combined partition of I. Denoting by Ql,r = |Q(l, r)| the number of elements of Q that
partition I(l, r), we may identify
Q ≡ {(l, r, q) : (l, r) ∈ R, q ∈ {1, . . . , Ql,r}}.
We say that (i, j, i′, j′) induces Q if, for every two indices belonging to the same set I(l, r), they
are equal in value if and only if they belong to the same element of Q.1 Then E[V (i, j)V (i′, j′)]
is the same for all (i, j, i′, j′) that induce the same partition Q. Thus we may define E(Q) =
E[V (i, j)V (i′, j′)] for any such (i, j, i′, j′) and write
E = N−2
∑
Q
E(Q)
∑
i,j,i′,j′|Q
D(i, j)D(i′, j′),
where the first sum is over all partitions Q of the form (B.10), and the second is over all (i, j, i′, j′)
satisfying (B.6) and inducing Q.
Applying Lemma B.3(a) and the bound Nr/N > c to (B.8), we have |E(Q)| ≤ CN−K for a
constant C := CK > 0 and all partitions Q. Thus
E ≤ CN−2−K
∑
Q:E(Q)6=0
|D(Q)| (B.11)
where
D(Q) :=
∑
i,j,i′,j′|Q
D(i, j)D(i′, j′) =
∑
i,j,i′,j′|Q
K∏
k=1
Dk[jk, ik+1]
K∏
k=1
Dk[j
′
k, i
′
k+1].
For fixed Q, we may rewrite D(Q) as follows: Denote L = 2K, Mk = Dk, and MK+k = Dk. Let
q, q′ : {1, . . . , L} → Q be the maps such that q(k), q′(k), q(K + k), q′(K + k) are the elements of Q
containing jk, ik+1, j
′
k, i
′
k+1, respectively. Then
D(Q) =
∑
α
L∏
`=1
M`[αq(`), αq′(`)],
where
∑
α denotes the summation over all maps α : Q → N such that α(l, r, q) ∈ {1, . . . , Nr} for
each (l, r, q) ∈ Q and α(l, r, q) 6= α(l, r, q′) whenever q 6= q′. (So α gives the index values, which
must be distinct for elements of Q corresponding to the same (l, r) ∈ R.)
We may simplify this condition on α by considering the following embedding: Let
N˜ =
∑
(l,r)∈R
Nr,
and consider the corresponding block decomposition of CN˜ with blocks indexed by R. (So the (l, r)
block has size Nr.) For each ` = 1, . . . , L, if q(`) = (l, r, q) and q
′(`) = (l′, r′, q′), then note that M`
is of size Nr × Nr′ . Let M˜` ∈ CN˜×N˜ be its embedding whose (l, r) × (l′, r′) block equals M` and
whose remaining blocks equal 0. Then
D(Q) =
∑
α
L∏
`=1
M˜`[αq(`), αq′(`)],
where
∑
α now denotes the summation over all maps α : Q → {1, . . . , N˜} such that each α(l, r, q)
belongs to the (l, r) block of {1, . . . , N˜}, and the values α(l, r, q) are distinct across all (l, r, q) ∈ Q.
1For example, if K = 2, in display (B.9), both (i1, j1, i2, j2, i
′
1, j
′
1, i
′
2, j
′
2) = (1, 2, 2, 3, 1, 4, 3, 3) and (8, 7, 7, 6, 8, 5, 6, 6)
induce
Q(l, r) = {{i1, i′1}, {j1, i2}, {j2, i′2, j′2}, {j′1}} with Ql,r = 4.
.
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Extending the range of summation of each α(l, r, q) to all of {1, . . . , N˜} simply adds 0 by the
definition of M˜`, so we finally obtain
D(Q) =
∗∑
α1,...,αQ
L∏
`=1
M˜`[αq(`), αq′(`)] (B.12)
where Q = |Q| and the sum is over all tuples of Q distinct indices in {1, . . . , N˜}.
We must bound |D(Q)| for any Q such that E(Q) 6= 0. By Lemma B.3(b) and the expression
(B.8) for E(Q), if E(Q) 6= 0, then for each (l, r) ∈ R and each index value i ∈ {1, . . . , Nr}, there
must be an even number of indices in I(l, r) equal in value to i, i.e. each element S ∈ Q must have
even cardinality. Furthermore, if exactly two indices in I(l, r) equal i, then they must both be row
indices or both be column indices for Ol,r. In particular, if S ∈ Q has cardinality |S| = 2, and if
S = {jk, ik+1} or S = {j′k, i′k+1}, then this implies (lk, rk, ek) = (lk+1, rk+1,−ek+1). The condition
of the lemma ensures in this case that TrDk = 0, so also Tr M˜k = Tr M˜K+k = 0.
We pause to formulate a lemma which provides the bound for |D(Q)| that we need.
Lemma B.4. Fix integers L,Q ≥ 1 and a constant B > 0. Let q, q′ : {1, . . . , L} → {1, . . . , Q}
be two fixed maps. Let M1, . . . ,ML ∈ CN×N be such that ‖Ml‖ ≤ B for all l. Call an index
q ∈ {1, . . . , Q} “good” if both of the following hold:
• Exactly two of q(1), . . . , q(L), q′(1), . . . , q′(L) are equal to q.
• If q(`) = q′(`) = q for some `, then TrM` = 0.
Let T be the number of good indices q ∈ Q.
Denote by
∑∗
α1,...,αQ
the sum over all tuples of Q indices α1, . . . , αQ ∈ {1, . . . , N} with all values
distinct. Then, for some constant C := C(L,Q,B) > 0,∣∣∣∣∣∣
∗∑
α1,...,αQ
L∏
`=1
M`[αq(`), αq′(`)]
∣∣∣∣∣∣ ≤ CNQ−T/2. (B.13)
Assuming this lemma for now, we can complete the proof of Lemma B.2. We saw that any
S ∈ Q of cardinality |S| = 2 is good, for if S = {q(`), q′(`)}, then either S = {jk, ik+1} or
S = {j′k, i′k+1} and so Tr M˜` = 0. Letting T be the number of elements of Q with cardinality 2, we
have 2T + 4(Q− T ) ≤ 4K. But T is also the number of good indices q, so Lemma (B.13) implies
|D(Q)| ≤ CN˜Q−T/2 ≤ CN˜K . (B.14)
Noting that N˜/N and the number of distinct partitions Q are also both bounded by a K-dependent
constant, and combining with (B.11), we obtain E ≤ CN−2 as desired, and hence Lemma B.2. 
Proof of Lemma B.4. Denote [L] = {1, . . . , L} and [Q] = {1, . . . , Q}. We will show the following
claim by induction on t: For any L,Q ≥ 1 and B > 0, if the number of good indices T satisfies
T ≥ t, then there exists a constant C := C(L,Q,B, t) > 0 for which∣∣∣∣∣∣
∗∑
α1,...,αQ
L∏
l=1
Ml[αq(l), αq′(l)]
∣∣∣∣∣∣ ≤ CNQ−t/2. (B.15)
The desired result follows from this claim applied with t = T and C = maxQt=0C(L,Q,B, t).
For the base case t = 0, the left side of (B.15) is bounded by CNQ for C = BL, regardless of T ,
as each entry of Ml is bounded by B.
For the inductive step, let t ≥ 1, suppose the number T of good indices satisfies T ≥ t, and
suppose the inductive claim holds for t − 1, t − 2, . . . , 0. We consider two cases corresponding to
the two possibilities for goodness of an index q:
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Case 1: There exists a good index q and some l ∈ [L] such that q(l) = q′(l) = q and TrMl = 0.
For notational convenience, assume without loss of generality that q = Q and l = L. Summing first
over α1, . . . , αQ−1 and then over αQ, and noting that no other q(l) or q′(l) equals Q for l ≤ L− 1
because Q is good, the left side of (B.15) may be written as
LS :=
∣∣∣∣∣∣∣∣∣
∗∑
α1,...,αQ−1
(
L−1∏
l=1
Ml[αq(l), αq′(l)]
)
N∑
αQ=1
αQ /∈{α1,...,αQ−1}
ML[αQ, αQ]
∣∣∣∣∣∣∣∣∣ .
Then applying TrML = 0, if Q = 1, then LS vanishes and there is nothing further to do. If Q > 1,
we get
LS =
∣∣∣∣∣∣
∗∑
α1,...,αQ−1
(
L−1∏
l=1
Ml[αq(l), αq′(l)]
) ∑
αQ∈{α1,...,αQ−1}
ML[αQ, αQ]
∣∣∣∣∣∣
≤
Q−1∑
k=1
∣∣∣∣∣∣
∗∑
α1,...,αQ−1
(
L−1∏
l=1
Ml[αq(l), αq′(l)]
)
ML[αk, αk]
∣∣∣∣∣∣ .
We may apply the induction hypothesis to each of the Q − 1 terms of the above sum: Define
q˜, q˜′ : [L] → [Q − 1] by q˜(l) = q(l) and q˜′(l) = q′(l) for l ∈ [L − 1] and q˜(L) = q˜′(L) = k. Each
q ∈ [Q− 1] that was good for i, j remains good for i˜, j˜, except possibly q = k. Thus the number of
good indices for q˜, q˜′ is at least tˇ := max(t− 2, 0). The induction hypothesis implies
LS ≤ (Q− 1) · C(L,Q− 1, B, tˇ)NQ−1−tˇ/2 ≤ (Q− 1) · C(L,Q− 1, B, tˇ)NQ−t/2.
Case 2: There exists a good index q and distinct l 6= l′ ∈ [L] such that one of q(l), q′(l) and one
of q(l′), q′(l′) equal q. For notational convenience, assume without loss of generality that q = Q,
l = L − 1, and l′ = L. By possibly replacing ML−1 and/or ML by MTL−1 and/or MTL , we may
further assume q′(L− 1) = q(L) = Q.
Summing first over α1, . . . , αQ−1 and then over αQ as in Case 1, and noting that no q(l) or q′(l)
equals Q for l ≤ L− 2 because Q is good, the left side of (B.15) may be written as
LS :=
∣∣∣∣∣∣∣∣∣
∗∑
α1,...,αQ−1
(
L−2∏
l=1
Ml[αq(l), αq′(l)]
)
N∑
αQ=1
αQ /∈{α1,...,αQ−1}
ML−1[αq(L−1), αQ]ML[αQ, αq′(L)]
∣∣∣∣∣∣∣∣∣ .
Define M = ML−1ML. Then ‖M‖ ≤ B2, and
LS =
∣∣∣∣∣
∗∑
α1,...,αQ−1
(
L−2∏
l=1
Ml[αq(l), αq′(l)]
)(
M [αq(L−1), αq′(L)]
−
∑
αQ∈{α1,...,αQ−1}
ML−1[αq(L−1), αQ]ML[αQ, αq′(L)]
)∣∣∣∣∣
≤
∣∣∣∣∣∣
∗∑
α1,...,αQ−1
(
L−2∏
l=1
Ml[αq(l), αq′(l)]
)
M [αq(L−1), αq′(L)]
∣∣∣∣∣∣
+
Q−1∑
k=1
∣∣∣∣∣∣
∗∑
α1,...,αQ−1
(
L−2∏
l=1
Ml[αq(l), αq′(l)]
)
ML−1[αq(L−1), αk]ML[αk, αq′(L)]
∣∣∣∣∣∣ .
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We may again apply the induction hypothesis to each term of the above sum: For the first term,
each original good index q ∈ [Q− 1] remains good, except possibly k := q(L− 1) = q′(L) if k was
originally good but now TrM 6= 0. Hence for this first term there are still at least tˇ := max(t−2, 0)
good indices. The other Q − 1 terms are present only if Q > 1. For each of these terms, each
original good index q ∈ [Q− 1] remains good, except possibly q = k—hence there are also at least
tˇ good indices. Then the induction hypothesis yields, similarly to Case 1,
LS ≤
(
C(L− 1, Q− 1, B2, tˇ) + (Q− 1) · C(L,Q− 1, B, tˇ)
)
NQ−t/2.
This concludes the induction in both cases, upon setting C(L,Q,B, t) = C(L − 1, Q − 1, B2, tˇ) +
(Q− 1) · C(L,Q− 1, B, tˇ). 
This concludes the proof of Theorem 3.9. Finally, we prove Corollary 3.10 which establishes the
approximation at the level of Stieltjes transforms.
Proof of Corollary 3.10. Under the given conditions, there exists a constant C0 > 0 such that
|τ(wl)| ≤ C l0 for all N and l ≥ 0, and also |N−1 TrW l| ≤ ‖W‖l ≤ C l0 a.s. for all l ≥ 0 and
all sufficiently large N . Fix z ∈ C+ with |z| > C0. Then mw(z) = −
∑∞
l=0 z
−(l+1)τ(wl) and
mW (z) = −N−1 Tr(z −W )−1 = −
∑∞
l=0 z
−(l+1)N−1 TrW l define convergent series for all large N .
For any ε > 0, there exists L such that∣∣∣∣∣
∞∑
l=L+1
z−(l+1)N−1 TrW l
∣∣∣∣∣ < ε,
∣∣∣∣∣
∞∑
l=L+1
z−(l+1)τ(wl)
∣∣∣∣∣ < ε
for all large N , while by Theorem 3.9, as N →∞∣∣∣∣∣
L∑
l=0
z−(l+1)N−1 TrW l − z−(l+1)τ(wl)
∣∣∣∣∣→ 0.
Hence lim supN→∞ |mW (z)−mw(z)| ≤ 2ε a.s., and the result follows by taking ε→ 0. 
Appendix C. Analysis of fixed-point equations
We analyze the fixed-point equations (4.1–4.2) and conclude the proof of the main result, The-
orem 4.1. The analysis follows arguments similar to those in [CDS11] and [DL11].
Lemma C.1 ([CL11]). Let Ω ⊆ C be a connected open set, let E ⊆ Ω be any set with an accu-
mulation point in Ω, let a, b ∈ C be any two distinct fixed values, and let {fn}∞n=1 be a sequence
of analytic functions fn : Ω → C. If fn(z) /∈ {a, b} for all z ∈ Ω and n ≥ 1, and if limn→∞ fn(z)
exists (and is finite) for each z ∈ E, then {fn}∞n=1 converges uniformly on compact subsets of Ω to
an analytic function.
Proof. The result is originally due to [CL11]. It also follows by the theory of normal families:
{fn}∞n=1 is a normal family by Montel’s fundamental normality test, see e.g. [Sch13, Section 2.7].
Hence every subsequence has a further subsequence that converges uniformly on compact sets to
an analytic function. All such analytic functions must coincide on E, hence they coincide on all of
Ω by uniqueness of analytic extensions, implying the desired result. 
In the notation of Theorem 4.1, denote a = (a1, . . . , ak), b = (b1, . . . , bk),
fr(z, b) = − 1
nr
Tr
(
(z Idp +b ·H∗H)−1H∗rHr
)
,
gr(a) = − 1
nr
Trr
(
[Idn+ +FD(a)]
−1F
)
.
Lemma C.2. Under the conditions of Theorem 4.1:
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(a) For all z ∈ C+ and b ∈ (C+)k, z Idp +b ·H∗H is invertible, fr(z, b) ∈ C+∪{0}, and m0(z) ∈ C+
for m0 as defined by (4.3).
(b) For all a ∈ (C+ ∪ {0})k, Idn+ +FD(a) is invertible and gr(a) ∈ C+.
Proof of Lemma C.2. For any v ∈ Cp,
= [v∗(z Idp +b ·H∗H)v] = (=z)v∗v +
∑
s
(=bs)v∗H∗sHsv > 0.
Hence z Idp +b ·H∗H is invertible. Letting T = (z Idp +b ·H∗H)−1,
nrfr(z, b) = −TrTH∗rHr = −TrTH∗rHrT ∗ (z Idp +b ·H∗H)∗
= −zTrTH∗rHrT ∗ −
k∑
s=1
bs TrTH
∗
rHrT
∗H∗sHs.
As TrTRT ∗S is real and nonnegative for any Hermitian positive-semidefinite matrices R and S,
the above implies =fr(z, b) ≥ 0. In fact, as TrTH∗rHrT ∗ > 0 unless Hr = 0, either =fr(z, b) > 0 or
fr(z, b) = 0. Similarly,
pm0(z) = −TrT = −zTrTT ∗ −
k∑
s=1
bs TrTT
∗H∗sHs,
and as TrTT ∗ > 0, =m0(z) > 0. This establishes (a).
For (b), let us first show Idn+ +FD(a) is invertible. Note if a1 = 0, then by the fact that a block
matrix (
A B
0 C
)
is invertible if and only if A and C are invertible, it suffices to show invertibility of the lower-right
(n2 + . . . + nk) × (n2 + . . . + nk) submatrix. Hence we may reduce to the case where as 6= 0, i.e.
as ∈ C+, for all s. Suppose rank(F ) = m and let F † denote the pseudo-inverse of F , so that FF †
is a projection matrix of rank m onto the column span of F . F † is Hermitian, since F is. Let Q
denote the projection orthogonal to FF †, of rank n+ −m. Then
Idn+ +FD(a) = Q+ F (F
† +D(a)).
For each s = 1, . . . , k, let Ps be the projection of rank ns such that D(a) =
∑k
s=1 asPs. Then for
any v ∈ Cn+ ,
=[v∗(F † +D(a))v] = =[v∗D(a)v] =
∑
s
(=as)v∗Psv > 0,
as v∗F †v and v∗Psv are real and =as > 0 for each s. Hence F †+D(a) is invertible, so Idn+ +FD(a)
is of full column rank and thus also invertible.
For the second claim, supposing momentarily that F is invertible and letting M = (F−1 +
D(a))−1,
nrgr(a) = −TrrM = −Trr
(
M
(
F−1 +
k∑
s=1
asPs
)∗
M∗
)
= −TrPrMF−1M∗ −
k∑
s=1
as TrPrMPsM
∗.
As TrPrMF
−1M∗ is real and TrPrMPsM∗ is real and nonnegative, this implies =gr(a) ≥ 0. By
continuity in F , this must hold also when F is not invertible, establishing (b). 
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Lemma C.3. Let C,M > 0 and let S denote the space of k-tuples b = (b1, . . . , bk) such that each
br is an analytic function br : C+ → C+ and supz∈C+:=z>M ‖b(z)‖ ≤ C. For sufficiently large C
and M (depending on p, nr,mr and the matrices Hr and Fr,s in Theorem 4.1):
(a) ρ : S × S → R defined by
ρ(b, b˜) := sup
z∈C+:=z>M
‖b(z)− b˜(z)‖
is a complete metric on S, and
(b) Letting g = (g1, . . . , gk) and f = (f1, . . . , fk) where gr and fr are as above, b 7→ g(f(z, b))
defines a map from S to itself, and there exists c ∈ (0, 1) such that for all b, b˜ ∈ S,
ρ(g(f(z, b)), g(f(z, b˜))) ≤ cρ(b, b˜).
Proof. For part (a), ρ is clearly nonnegative, symmetric, and satisfies the triangle inequality. By
definition of S, ρ(b, b˜) <∞ for all b, b˜ ∈ S. By uniqueness of analytic extensions, ρ(b, b˜) = 0⇔ b = b˜,
hence ρ is a metric. If {b(l)}∞l=1 is a Cauchy sequence in (S, ρ), then for each z ∈ C+ with =z > M ,
{b(l)(z)}∞l=1 is Cauchy in (C+)k and hence converges to some b(z) = (b1(z), . . . , bk(z)) ∈ (C+)k.
Then Lemma C.1 implies each br(z) has an analytic extension to all of C+, and b
(l)
r → br uniformly
over compact subsets of C+. This implies br(z) ∈ C+ for all z ∈ C+ and supz∈C+:=z>M ‖b(z)‖ ≤ C,
so b ∈ S. Furthermore ρ(b(l), b)→ 0, hence (S, ρ) is complete.
For part (b), clearly if b = (b1, . . . , bk) is a k-tuple of analytic functions on C+, then g(f(z, b)) is
as well. Now consider z ∈ C+ with =z > M and fixed values b ∈ (C+)k with ‖b‖ ≤ C, and define
T = (z Idp +b ·H∗H)−1 , R =
(
Idn+ +FD(f(z, b))
)−1
, (C.1)
where invertibility of these quantities follows from Lemma C.2. Since H∗sHs is positive-semidefinite,
[CDS11, Lemma 8] implies ‖T‖ ≤ (=z)−1. Then if C,M > 0 (depending on p, nr,mr, Hr, Fr,s) are
sufficiently large, we have |fr(z, b)| ≤ C(=z)−1, ‖FD(f(z, b))‖ < 1/2, ‖R‖ < 2, and ‖g(f(z, b))‖ ≤
C. This establishes that for sufficiently large C,M > 0, if b ∈ S, then g(f(z, b)) ∈ S.
Next, consider also b˜ ∈ (C+)k with ‖b˜‖ ≤ C, and define T˜ and R˜ by (C.1) with b˜ in place of b.
For each s = 1, . . . , k, let Ps be the projection such that D(a) =
∑k
s=1 asPs. Then by the matrix
identity A−1 − (A+ E)−1 = A−1E(A+ E)−1,
fr(z, b)− fr(z, b˜) = 1
nr
Tr
(
T˜ (T−1 − T˜−1)TH∗rHr
)
=
1
nr
k∑
s=1
(bs − b˜s) Tr
(
T˜H∗sHsTH
∗
rHr
)
,
gr(f(z, b))− gr(f(z, b˜)) = 1
nr
TrPrR˜(R
−1 − R˜−1)RF
=
1
nr
k∑
s=1
(fs(z, b)− fs(z, b˜)) TrPrR˜FPsRF.
Then g(f(z, b))− g(f(z, b˜)) = M (2)M (1)(b− b˜) for the matrices M (1),M (2) ∈ Ck×k having entries
M (1)rs =
1
nr
Tr
(
T˜H∗sHsTH
∗
rHr
)
, M (2)rs =
1
nr
TrPrR˜FPsRF.
For sufficiently large C,M > 0, we have ‖T‖ ≤ (=z)−1, ‖T˜‖ ≤ (=z)−1, ‖M (1)‖ ≤ C(=z)−2,
‖R‖ < 2, ‖R˜‖ < 2, and ‖M (2)‖ ≤ C, hence ‖M (2)M (1)‖ ≤ C2(=z)−2 ≤ C2M−2. Increasing M if
necessary so that C2M−2 < 1, this yields part (b). 
We conclude the proof of Theorem 4.1 using these lemmas, Corollary 3.10, and Lemma 4.4.
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Proof of Theorem 4.1. Let C,M > 0 be (p, nr,mr-dependent values) such that the conclusions of
Lemma C.3 hold. Increasing C if necessary, assume ‖b(0)‖ < C where b(0) = (b(0)1 , . . . , b(0)k ) are the
initial values for the iterative procedure of part (c). Lemma C.3 and the Banach fixed point theorem
imply the existence of a unique point b ∈ S such that g(f(z, b)) = b. Defining a = f(z, b), Lemma
C.2 implies a ∈ (C+ ∪ {0})k for each z ∈ C+. Then ar, br satisfy (4.1) and (4.2) for each z ∈ C+
by construction, which verifies existence in part (a). For part (c), define the constant functions
b˜
(0)
r (z) ≡ b(0)r over z ∈ C+. Then b˜(0) := (b˜(0)1 , . . . , b˜(0)r ) ∈ S. Define iteratively b˜(t+1) = g(f(z, b˜(t))).
Then Lemma C.3 implies
cρ(b, b˜(t)) ≥ ρ(g(f(z, b)), g(f(z, b˜(t)))) = ρ(b, b˜(t+1)),
for b the above fixed point and some c ∈ (0, 1). Hence ρ(b, b˜(t)) → 0 as t → ∞. This implies by
Lemma C.1 that b˜(t)(z) → b(z) for all z ∈ C+, which establishes part (c) upon noting that b˜(t)r (z)
is exactly the value b
(t)
r of the iterative procedure applied at z. Part (c) implies uniqueness in part
(a), since (b
(t)
1 , . . . , b
(t)
k ) would not converge to (b1, . . . , bk) if this iterative procedure were initialized
to a different fixed point. For part (b), Lemma C.2 verifies that m0(z) ∈ C+ for z ∈ C+. As
b1(z), . . . , bk(z) are analytic, m0(z) is also analytic. Furthermore, as b ∈ S, b1(z), . . . , bk(z) remain
bounded as =z →∞, so m0(z) ∼ −z−1 as =z →∞. Then m0 defines the Stieltjes transform of a
probability measure µ0 by [GH03, Lemma 2].
It remains to verify that µ0 approximates µW . Let frs, gr, hr ∈ A be the free deterministic
equivalent constructed by Lemma 4.2, and let N = p+
∑
rmr +
∑
r nr. Uniqueness of the solution
ar, br to (4.1) and (4.2) in the stated domains implies that the analytic functions a1, . . . , ak, b1, . . . , bk
in Lemma 4.4 must coincide with this solution for z ∈ D. Then Lemma 4.4 implies, for z ∈ D,
mw(z) := τ((w − z)−1) = p
N
m0(z)− N − p
Nz
.
The conditions of Corollary 3.10 are satisfied by Lemma 4.2, so Corollary 3.10 implies mW˜ (z) −
mw(z)→ 0 as p, nr,mr →∞, pointwise a.s. over D, where W˜ ∈ CN×N is the embedding of W and
mW˜ is its empirical spectral measure. As
mW˜ (z) =
p
N
mW (z)− N − p
Nz
,
we have mW (z) − m0(z) → 0 pointwise a.s. over D. As mW − m0 is uniformly bounded over
{z ∈ C+ : =z > ε} for any ε > 0, Lemma C.1 implies mW (z) − m0(z) → 0 pointwise a.s. for
z ∈ C+. Hence µW − µ0 → 0 vaguely a.s. (see, e.g., [BS10, Theorem B.9]). By the conditions
of the theorem and [YBK88], ‖W‖ is almost surely bounded by a constant for all large p, nr,mr.
Furthermore, by Lemma 4.2, we have τ(wl) ≤ ‖w‖l ≤ C l for some constant C > 0 and all l ≥ 0,
so mw and m0 are Stieltjes transforms of probability measures with bounded support. Then the
convergence µW − µ0 → 0 holds weakly a.s., concluding the proof of the theorem. 
Appendix D. Free probability constructions
We construct the spaces (A, τ, p1, . . . , pd) in Examples 3.5, 3.6, 3.7, and point the reader to the
relevant references that establish Lemma 4.2.
Recall that a von Neumann algebra A is a sub-∗-algebra of the space of bounded linear operators
B(H) acting on a Hilbert space H, such that A is σ-weakly closed and contains the identity.
The trace τ is positive, faithful, and normal if τ(a∗a) ≥ 0 for all a ∈ A, τ(a∗a) = 0 only if
a = 0, and τ is σ-weakly continuous. (See I.9.1.2 and III.2.1.4 of [Bla06] for equivalent topological
characterizations.) B is a von Neumann sub-algebra of A if it is algebraically and σ-weakly closed.
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Lemma D.1. Rectangular probability spaces (A, τ, p1, . . . , pd) satisfying the properties of Examples
3.5, 3.6, and 3.7 exist, such that in each example, A is a von Neumann algebra and τ is a positive,
normal, and faithful trace.
Proof. In Examples 3.5 and 3.6, let (Ω,P) be a (classical) probability space and let A be the von
Neumann algebra of d× d random matrices with entries in L∞(Ω,P), the bounded complex-valued
random variables on Ω. (A acts on the Hilbert space H of length-d random vectors with elements
in L2(Ω,P), endowed with inner-product v, w 7→ E〈v, w〉.) Defining τ(a) = N−1E[∑dr=1Nrarr], τ
is a positive and faithful trace. As a 7→ E[arr] is weakly continuous and hence σ-weakly continuous
for each r = 1, . . . , d, τ is normal. Letting pr ∈ A be the (deterministic) matrix with (r, r) entry
1 and remaining entries 0, (A, τ, p1, . . . , pd) is a rectangular probability space, and τ(pr) = Nr/N
for each r = 1, . . . , d. For Example 3.5, the element g ∈ A may be realized as the random matrix
with (r, r) entry equal to X and all other entries 0, where X ∈ L∞(Ω,P) is a random variable with
standard semi-circle distribution on [−2, 2]. For Example 3.6, the element g ∈ A may be realized
as the matrix with (r1, r2) entry equal to X and all other entries 0, where X ∈ L∞(Ω,P) is the
square root of a random variable having the Marcenko-Pastur distribution (3.6) with λ = Nr2/Nr1 .
For Example 3.7, we may simply take (A, τ, p1, . . . , pd) to be the rectangular probability space of
deterministic N×N matrices from Example 3.1. (A is the space B(H) for H = CN , and τ is clearly
positive, faithful, and normal as H is finite-dimensional.) We may take the elements b1, . . . , bk ∈ A
to be the original matrices B1, . . . , Bk. 
The sub-∗-algebrasD in the three examples above are isomorphic. They are also finite-dimensional,
hence σ-weakly closed, so each is a von Neumann sub-algebra of A.
Proof of Lemma 4.2. For each r = 1, . . . , k, let (A(r), τ (r), p0, . . . , p2k) be the space constructed
as in Lemma D.1 corresponding to Example 3.6 and containing the element gr, satisfying condi-
tions 1, 2, and 4. Let (A(k+1), τ (k+1), p0, . . . , p2k) and (A(k+2), τ (k+2), p0, . . . , p2k) be the spaces
constructed as in Lemma D.1 corresponding to Example 3.7 and containing the families {hr} and
{frs}, respectively, satisfying conditions 1, 2, and 3. D = 〈p0, . . . , p2k〉 is a common (up to isomor-
phism) (2k + 1)-dimensional von Neumann sub-algebra of each A(r), and each τ (r) restricts to the
same trace on D. Then the construction of the finite von Neumann amalgamated free product of
(A(1), τ (1)), . . . , (A(k+2), τ (k+2)) with amalgamation over D [Voi85, Pop93] yields a von Neumann
algebra A with a positive, faithful, and normal trace τ such that:
• A contains (as an isomorphically embedded von Neumann sub-algebra) each A(r), where
A(r) contains the common sub-algebra D.
• Letting F : A → D and F(r) : A(r) → D denote the τ -invariant and τ (r)-invariant conditional
expectations, F|A(r) ≡ F(r).
• τ = τ (r) ◦ F for any r, so in particular, τ |A(r) = τ (r).
• The sub-algebras A(1), . . . ,A(k+2) of A are free with amalgamation over D in the D-valued
probability space (A,D,F).
(For more details about the amalgamated free product construction, see the Introduction of [Dyk95]
and also Section 3.8 of [VDN92].) Since τ restricts to τ (r) on each A(r), conditions 1–4 continue
to hold for the elements pr, frs, gr, hr in A. The generated von Neumann algebra 〈D, gr〉W ∗ is
contained in A(r) and similarly for 〈D,h1, . . . , hk〉W ∗ and 〈D, f11, f12, . . . , fkk〉W ∗ , so D-freeness of
these algebras is implied by the D-freeness of the sub-algebras A(r). The elements frs, gr, hr have
bounded norms in the original algebras A(1), . . . ,A(k+2) and hence also in the free product. 
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Appendix E. Marcenko-Pastur case
We illustrate the proof of Theorem 4.1 in the special setting of Remark 1.3: Y has n i.i.d. rows
distributed as N (0,Σ) and we consider the sample covariance matrix, so that k = 1, B = n−1 Idn,
W = n−1Y TY = Σ1/2GTGΣ1/2,
and G is an n× p matrix with i.i.d. N (0, 1/n) entries.
Let Ol and Or be Haar distributed p × p orthogonal matrices, independent of each other and
of G, and let H = OTl Σ
1/2Or be a randomized version of Σ
1/2. With slight abuse of notation, we
rewrite
W = HTGTGH,
as the spectrum of W is unchanged by the replacement.
Approximation. The matrices W , H, and G are embedded into larger block matrices, in the
following regions corresponding to the decomposition CN = Cp ⊕ Cp ⊕ CnW H∗ ·H · G∗
· G Idn

(we use conjugate transpose notation even though – at this point – all matrix entries are real).
More formally, let N0 = N1 = p, N2 = n and N = 2p+n. We define diagonal projection matrices
Pi having IdNi in the ith diagonal block and zeros elsewhere. Let H˜ and G˜ denote the embeddings
of H and G into N × N matrices, as above. Then (CN×N , N−1 Tr, P0, P1, P2) is a rectangular
probability space as in Example 3.1, and H˜, G˜ are independent simple matrices in CN×N , with each
being block-orthogonally invariant. That is, for any orthogonal matrices Or ∈ RNr×Nr , OT1 HO0
has the same law as H and OT2 GO1 has the same law as G.
For the approximating free model, consider a rectangular probability space (A, τ, p0, p1, p2) with
sub-∗-algebra D = 〈p0, p1, p2〉 and with deterministic elements g, h ∈ A satisfying the following
conditions:
1. τ(p0) = τ(p1) = p/N , τ(p2) = n/N .
2. g and h are simple: p2gp1 = g, p1hp0 = h.
3. For each l ≥ 0,
τ0((h
∗h)l) = p−1 Tr((H∗H)l). (E.1)
4. g∗g has Marcenko-Pastur law: For each l ≥ 0,
τ1((g
∗g)l) =
∫
xlνλ(x)dx (E.2)
where νλ is as in (3.6) with λ = p/n.
5. 〈D, g〉W ∗ and 〈D, h〉∗W are D-free.
Since h is (1, 0)-simple, (E.1) is enough to specify the full D-law of h, and it implies that h
and H˜ are equal in D-law. Similarly, (E.2) is enough to specify the full D-law of g, and g and
G˜ are asymptotically equal in D-law as argued in Example 3.6. Finally, by definition, τ(pr) =
N−1 Tr(Pr). Therefore (A, τ, p0, p1, p2) along with g, h forms a free deterministic equivalent for
(CN×N , N−1 Tr, P0, P1, P2) along with G˜, H˜.
For constants C, c > 0, suppose that n, p → ∞ in such a way that c < p/n < C and ‖Σ‖ < C.
Theorem 3.9 asserts that the pairs (H˜, G˜) and (h, g) are jointly asymptotically equal in D-law a.s.
In particular
N−1r Tr[Q(G˜, H˜)]− τr[Q(g, h)] a.s.→ 0
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for any ∗-polynomial Q. Corollary 3.10 applies this to Q(g, h) = (h∗g∗gh)l for each positive integer
l, and arrives at a conclusion about approximation of Stieltjes transforms of W˜ and w = h∗g∗gh,
namely that for all large z ∈ C+,
mW˜ (z)−mw(z)
a.s.→ 0.
In terms of the non-embedded matrix W , denoting m0(z) = τ0((w − z)−1), we deduce
mW (z)−m0(z) a.s.→ 0.
Computation. We develop equations for m0(z) = τ0((w − z)−1) in the approximating free
model, proving the special case of Lemma 4.4: For C0 > 0 large, there exist analytic functions
a1 : D(C0)→ C+ ∪ {0} and b1 : D(C0)→ C so that equations (1.7–1.8) of Remark 1.3 hold.
A suitably specialized form of Proposition 3.12 shows the role of D-freeness of g and h: Let
b = g∗g. If H := 〈D, h〉W ∗ and 〈D, b〉W ∗ are D-free, then for all l ≥ 1,
κHl (bh, . . . , bh, b) = κ
D
l (bF
D(h), . . . , bFD(h), b). (E.3)
Remark E.1. Classical cumulants of a random variable X are derived from the log moment
generating function logEebX =
∑
l≥1 κl(X)b
l/l!. In the notation of classical multivariate conditional
cumulants (e.g. [Bri69, Spe83]), the conditional distribution of X given a σ-field H is described by
logE(ebX |H) =
∑
l≥1
κl(bX, . . . , bX | H)/l!.
If classical variables X and Y are conditionally independent given a σ-field D, and H is the σ-
field generated by D and Y , then E(ebX |H) = E(ebX |D). Proposition 3.12 may be seen as a
non-commutative version of this identity, written in terms of cumulants.
Using (E.3), we may express a possibly complicated transform RHw in terms of a simpler one,
namely RDg∗g. Indeed, the simpler version of Lemma 4.3 needed here is
Lemma E.2. Let 〈D, g〉W ∗ and H := 〈D, h〉W ∗ be D-free, and let w = h∗g∗gh. For c ∈ H with ‖c‖
sufficiently small,
RHw (c) = h∗h τ1(RDg∗g(p1τ1(hch∗))). (E.4)
Proof. We use expression (3.11) for RHw (c) in terms of cumulants. We have
κHl (wc, . . . , wc, w) = h
∗κHl (g
∗g hch∗, . . . , g∗g hch∗, g∗g)h
= h∗κDl (g
∗gFD(hch∗), . . . , g∗gFD(hch∗), g∗g)h.
Here the first equality uses properties (3.9–3.10) of κH, while the second equality relies on D-
freeness of g and h through (E.3). Since hch∗ is (1, 1)-simple, we have from (3.2) that FD(hch∗) =∑
prτr(hch
∗) = p1τ1(hch∗). Summing over l in the previous display, we obtain
RHw (c) = h∗RDg∗g(p1τ1(hch∗))h.
Since h is (1, 0)-simple, for any a ∈ D we have h∗ah = ∑r h∗prhτr(a) = h∗hτ1(a). Noting that
RDg∗g is D-valued, we obtain (E.4). 
To deduce (1.7–1.8), note first that since τ0(F
D(a)) = τ0(a), we have
−m0(z) = τ0((z − w)−1) = τ0 ◦ FD((z − w)−1) = τ0(GDw(z)) = τ0 ◦ FD(GHw (z)), (E.5)
the last step applying (3.17). For fixed z ∈ D(C0), define
α = τ1(hG
H
w (z)h
∗), β = τ1(RDg∗g(p1α)). (E.6)
We can then rewrite the inversion formula (3.14) using (E.4), with c = GHw (z), as
GHw (z) = (z −RHw (GHw (z)))−1 = (z − h∗hβ)−1. (E.7)
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Lemma E.3 below computes RDg∗g(p1α) using the R-transform of the standard Marcenko-Pastur
law, yielding
RDg∗g(p1α) = p1(1− λα)−1
for λ = p/n. Applying this and (E.7) to (E.5–E.6), we obtain the equations
α = τ1(h(z − h∗hβ)−1h∗), β = (1− λα)−1, −m0(z) = τ0((z − h∗hβ)−1).
Now passing to a power series, then applying (E.1) and the spectral calculus, we obtain
−m0(z) =
∑
l≥0
z−(l+1)τ0((h∗h)l)βl =
∑
l≥0
z−(l+1)
1
p
Tr((H∗H)l)βl =
1
p
Tr(z Idp−βH∗H)−1. (E.8)
Using the definition of τr and cyclic property of τ , a similar calculation shows that
α =
τ(p0)
τ(p1)
τ0((z − h∗hβ)−1h∗h) = 1
n
Tr[(z Idp−βH∗H)−1H∗H]. (E.9)
Setting a1 = −(p/n)α = −λα and b1 = −β and recalling that Σ = H∗H, we recover (1.7–1.8).
We check a few analytic details of the above argument: For z ∈ D(C0) and C0 sufficiently large,
α is defined by the series expansion (3.12) and we have
α = τ1
(
h
∞∑
l=0
FH(z−1(wz−1)l)h∗
)
=
∞∑
l=0
z−(l+1)τ1(hwlh∗).
For C0 sufficiently large, boundedness of τ implies that α is analytic in z, with α ∼ z−1τ1(hh∗) as
z → ∞. Then either h = 0 in which case α = 0 for all z, or positivity and faithfulness of τ yields
=α < 0 and =a1 > 0 for all z ∈ D(C0). Furthermore, this implies β = (1 − λα)−1 is also analytic
in z and bounded over D(C0), which justifies the use of formal series and spectral calculus in (E.8)
and (E.9) for large C0. This establishes Lemma 4.4 in this special case.
Lemma E.3. For any z ∈ C with |z| sufficiently small, RDg∗g(p1z) = p1(1− λz)−1.
Proof. We first verify that the Marcenko-Pastur law νλ given in (3.6) has R-transform R(z) =
(1− λz)−1: Indeed, its Stieltjes transform m(z) satisfies the functional equation
m(z) = (1− λ− λzm(z)− z)−1 (E.10)
for each z ∈ C+ [Sil95, eq.(1.4)]—this is the limiting version of (1.3) for Σ = Id as p/n → λ. The
Cauchy transform w = −m(z) has a functional inverse which we write as z = K(w). Rewriting
(E.10) in terms of w and K(w) yields
1− λ+ (λw − 1)K(w) = −w−1.
The R-transform is then R(w) = K(w)− 1/w, for example from (3.13). Inserting K(w) = R(w) +
1/w into the previous display and rearranging yields R(w) = (1− λw)−1.
Now denote by RC,1g∗g the scalar R-transform of g∗g with respect to trace τ1. By (E.2), the above
implies RC,1g∗g(α) = (1− λα)−1. The lemma follows from relating RDg∗g(p1α) to RC,1g∗g(α). In the full
proof of Lemma 4.4, we do the analogous step by relating RDg∗g to GDg∗g using (3.13), projecting
down to GCg∗g using (3.17), and relating this back to RCg∗g. Here, we use a simpler direct argument:
Noting that α ∈ C ⊂ D and g∗gp1α = αg∗g, we have by (3.11) and (3.9–3.10) that
RDg∗g(p1α) =
∑
l≥1
αl−1κDl (g
∗g, . . . , g∗g). (E.11)
Since g∗g is (1, 1)-simple, the D-valued moments of g∗g are given by FD((g∗g)l) = p1τ1((g∗g)l).
The cumulants are defined by the moment-cumulant relations
κDl (g
∗g, . . . , g∗g) =
∑
pi∈NC(l)
µ(pi, {1, . . . , l})
∏
S∈pi
FD((g∗g)|S|),
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where NC(l) is the lattice of non-crossing partitions on {1, . . . , l} and µ is the Mobius inversion
function on this lattice, see e.g. [NS06, Eq. (11.5)]. Then
κDl (g
∗g, . . . , g∗g) = p1
∑
pi∈NC(l)
µ(pi, {1, . . . , l})
∏
S∈pi
τ1((g
∗g)|S|) = p1κ
C,1
l (g
∗g, . . . , g∗g),
where κC,1l are the scalar-valued free cumulants for trace τ1. Recalling (E.11), we obtainRDg∗g(p1α) =
p1RC,1g∗g(α), which concludes the proof. 
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