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The code capacity threshold for error correction using qubits which exhibit asymmetric or biased
noise channels is known to be much higher than with qubits without such structured noise. However,
it is unclear how much this improvement persists when realistic circuit level noise is taken into
account. This is because implementations of gates which do not commute with the dominant error
un-bias the noise channel. In particular, a native bias-preserving controlled-NOT (CX) gate, which
is an essential ingredient of stabilizer codes, is not possible in strictly two-level systems. Here we
overcome the challenge of implementing a bias-preserving CX gate by using stabilized cat qubits in
driven nonlinear oscillators. The physical noise channel of this qubit is biased towards phase-flips,
which increase linearly with the size of the cat, while bit-flips are exponentially suppressed with
cat size. Remarkably, the error channel of this native CX gate between two such cat qubits is also
dominated by phase-flips, while bit-flips remain exponentially suppressed. This CX gate relies on
the topological phase that arises from the rotation of the cat qubit in phase space. The availability
of bias-preserving CX gates opens a path towards fault-tolerant codes tailored to biased-noise cat
qubits with high threshold and low overhead. As an example, we analyze a scheme for concatenated
error correction using cat qubits. We find that the availability of CX gates with moderately sized cat
qubits, having mean photon number < 10, improves a rigorous lower bound on the fault-tolerance
threshold by a factor of two and decreases the overhead in logical Clifford operations by a factor of
5. We expect these estimates to improve significantly with further optimization and with direct use
of other codes such as topological codes tailored to biased noise.
I. INTRODUCTION
With fault-tolerant quantum error-correction, it is pos-
sible to perform arbitrarily long quantum computations
provided the error rate per physical gate or time step
is below some constant threshold value and the correla-
tions in the noise remain weak [1]. However, codes which
exhibit high thresholds, such as surface codes, come at
the cost of prohibitively large overheads in the number
of physical qubits and gates [2, 3]. Current efforts in
quantum error correction (QEC) are largely devoted to
recovery from generic noise which lacks any special struc-
ture. For example, in the widely studied depolarizing
noise model, errors are represented with the stochastic
action of the Pauli operators Xˆ, Yˆ , Zˆ, and the proba-
bility of these errors is assumed to be (roughly) equal.
However, several types of physical qubits have a biased
noise channel, that is, one type of error dominates over
all the others. Some examples of such biased-noise qubits
are superconducting fluxonium qubits [4], quantum-dot
spin qubits [5, 6], nuclear spins in diamond [7], and many
others. It is therefore natural to consider whether the
threshold and overhead requirements for fault-tolerant
QEC can be improved by exploiting the structure of the
noise.
Some efforts have been made towards designing QEC
codes for biased-noise qubits [8–13]. In particular, recent
studies have shown ultra-high code-capacity thresholds
for surface codes tailored to biased noise [12, 13]. The
code capacity is calculated by assuming noisy data qubits
and noiseless syndrome-extraction circuits. However, er-
rors during gate operations or circuit-level noise must be
taken into account in order to estimate the fault-tolerance
threshold. Importantly, in the case of qubits with biased
noise, operations which do not commute with the dom-
inant error can un-bias or depolarize the noise channel,
reducing or eliminating any advantages conferred by the
original biased noise.
To illustrate this point, consider first a system that
preserves the noise bias. Suppose we have a gate
ZZ(θ) = exp(iθZˆ1Zˆ2/2) (1)
between two qubits suffering only from phase-flip er-
rors with a tuneable phase angle θ. When θ = pi/2,
we recover the usual controlled-PHASE gate, CZ, up
to local Pauli rotations and an overall phase. The
ZZ(θ) gate can be implemented with an interaction of
the form HˆZZ = −V Zˆ1Zˆ2 with the evolution unitary
Uˆ(t) = exp(iV tZˆ1Zˆ2). A ZZ(θ) gate is realized at time
T = θ/2V . Suppose a phase-flip error occurs in either
of the two qubits at time 0 ≤ τ ≤ T , in which case the
evolution is modified into Uˆe(T ) = Uˆ(T − τ)Zˆ1/2Uˆ(τ) =
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2Zˆ1/2Uˆ(T ). In other words, an erroneous gate operation
Uˆe(T ) is equivalent to an error-free gate followed by a
phase-flip and therefore the ZZ(θ) gate preserves the er-
ror bias.
Now consider a CX gate between the two qubits, im-
plemented with an interaction of the form
HˆCX = V
[(
Iˆ1 + Zˆ1
2
)
⊗ Iˆ2 +
(
Iˆ1 − Zˆ1
2
)
⊗ Xˆ2
]
with the evolution unitary Uˆ(t) = exp(−iHˆCXt). Here
the qubits labeled 1 and 2 are the control and target
respectively. A CX gate is realized at time T when V T =
pi/2 and
Uˆ(T ) =
[(
Iˆ1 + Zˆ1
2
)
⊗ Iˆ2 +
(
Iˆ1 − Zˆ1
2
)
⊗ Xˆ2
]
,
where we have ignored an overall phase. In this case, a
phase-flip error in the target qubit at time 0 ≤ τ ≤ T
modifies the evolution to
Uˆe(T ) = Uˆ(T − τ)Iˆ1 ⊗ Zˆ2Uˆ(τ)
= Iˆ1 ⊗ Zˆ2eiV (T−τ)(Iˆ1−Zˆ1)⊗Xˆ2Uˆ(T ). (2)
Consequently, a phase-flip error is introduced in the con-
trol qubit depending on when the phase error on the tar-
get occurred. But more importantly, the phase-flip of
the target qubit during the gate propagates as a com-
bination of phase-flip and bit-flip in the same qubit (for
τ 6= 0, T ). Application of the CX gate therefore reduces
the bias of the noise channel by introducing bit-flips in
the target qubit. In the same way, coherent errors in the
gate operation arising from any uncertainty in V and T
will also give rise to bit-flip errors in the target qubit.
As a result, a native bias-preserving CX gate seems to
be unphysical [8, 14]. This is a serious drawback be-
cause the CX is a standard gate required to extract er-
ror syndromes in many error-correcting codes, including
codes tailored to biased noise [12, 13]. In the absence
of a bias-preserving CX, alternate circuits are required
for syndrome extraction. This was achieved in Ref [8],
for example, by using teleportation schemes which re-
quire several CZ gates, measurements and state prepara-
tions. The added complexity, however, limits the poten-
tial gains in fault-tolerance thresholds for error correction
with biased-noise qubits.
In this paper, we show that a radical solution to the
problem of implementing a bias-preserving CX exists
with two-component cat-qubits realized in a parametri-
cally driven nonlinear oscillator [15]. We choose to work
in a basis in which the cat states |C±α 〉 = N±(|α〉 ± |−α〉)
define the X-axis of the qubit Bloch sphere shown in
Fig 1 (that is, |±〉 ≡ |C±α 〉). Here |±α〉 are coherent
states, which have the same amplitude but differ in phase
by pi and N± = 1/
√
2(1± e−2|α|2) are the normaliza-
tion constants. Note that the cat states are orthogonal,
〈C−α |C+α 〉 = 0. For simplicity, we assume that the qubit is
FIG. 1. Bloch sphere of the cat qubit. The figure also shows
cartoons of the Wigner functions corresponding to the eigen-
states of Xˆ, Yˆ and Zˆ Pauli operators.
defined with real and positive α. The Z-axis of the Bloch
sphere, or the computational basis, is defined as,
|0〉 = |C
+
α 〉+ |C−α 〉√
2
, |1〉 = |C
+
α 〉 − |C−α 〉√
2
. (3)
Note that, in the limit of large α, the states (|C+α 〉 ±
|C−α 〉)/
√
2 are exponentially close to the coherent states
|±α〉.
The cat states, or equivalently their superpositions, |0〉
and |1〉, are the degenerate eigenstates of a parametri-
cally driven Kerr-nonlinear oscillator [15]. Compared to
schemes based on harmonic oscillators [16–18], the ad-
vantage of the realization considered here is that the in-
trinsic Kerr nonlinearity, required to realize the cat qubit,
also provides the ability to perform fast gates [19]. Ad-
ditionally, it has been theoretically shown that although
phase-flips increase linearly with the size of the cat α2,
bit-flips are exponentially suppressed [15, 20]. As a re-
sult, this cat-qubit exhibits a strongly biased noise chan-
nel. Remarkably, with such cats we show that it is pos-
sible to perform a native CX gate while preserving error
bias. This gate is based on the topological phase that
arises from the rotation of the cats in phase space gen-
erated by continuously changing the phase of the para-
metric drive. Because of the topological construction, the
proposed CX gate preserves the error bias. Moreover, the
noise channel of the gate also remains biased in the pres-
ence of coherent control errors. The ability to realize a
bias-preserving CX gate differentiates the cat-qubit from
strictly two-level systems with biased noise and demon-
strates the advantage of continuous-variable systems for
fault-tolerant quantum computing.
This paper is organized as follows. We first describe
the preparation of the driven cat-qubit and present its er-
ror channel. We also discuss the implementation of triv-
ially biased Z(θ)- and ZZ(θ)-gates. The ZZ(θ)-gate can
be used to reduce the overhead for magic-state distilla-
tion [10]. We then show how the bias-preserving CX gate
3FIG. 2. Eigenspectrum of the two-photon driven nonlinear os-
cillator in the rotating frame. The Hamiltonian in the rotating
wave approximation is given in Eq. (5). The cat states |C±
αeiφ
〉
with α =
√
P/K are exactly degenerate. The eigenspectrum
can be divided into an even and an odd parity manifold. The
cat subspace, highlighted in green, is separated from the first
excited state by an energy gap |∆ωgap| ∼ 4Kα2. In the rotat-
ing frame, the excited states appear at a lower energy. This
is because the Kerr nonlinearity is negative and implies that
transitions out of the cat manifold occur at a lower frequency
compared to transitions within the cat subspace. The energy
difference between the first n ∼ α2/4 pairs of excited states
(highlighted in orange) |ψ±e,n〉 decreases exponentially with P
or equivalently with α2. These excited state pairs are conse-
quently referred to as quasi-degenerate states.
is implemented and provide the χ-matrix representation
of the noisy gate. Finally, in order to demonstrate the
advantage of having physical bias-preserving CX gates,
we analyze the scheme for concatenated error correction
tailored to biased noise in Ref. [8]. The scheme first uses
a repetition code to correct for the dominant phase-flip
errors. The overall noise strength after the first encoding
is reduced compared to the unencoded qubits and the
effective noise strength is more symmetric. The repeti-
tion code is then concatenated with a CSS code. We find
that the availability of a bias-preserving CX considerably
simplifies the gadgets needed to implement fault-tolerant
logical gates. Consequently, we are able to achieve an in-
crease in the threshold by a factor of & 2 and a reduction
in the overhead by a factor of & 5 for the repetition code
gadgets.
II. STABILIZED CAT-QUBIT
A. Two-photon driven nonlinear oscillator
The Hamiltonian of a two-photon driven Kerr-non-
linear oscillator in a frame rotating at the oscillator fre-
quency ωr is given by
Hˆ0(φ) = −Kaˆ†2aˆ2 + P (aˆ†2e2iφ + aˆ2e−2iφ), (4)
= −K (aˆ†2 − α2e−2iφ) (aˆ2 − α2e2iφ)+ P 2
K
. (5)
Here K is the strength of the nonlinearity while P and
φ are respectively the amplitude and phase of the drive
and α =
√
P/K. The second line makes it clear that the
even- and odd-parity cat states |C±
αeiφ
〉 = N±(|αeiφ〉 ±
|−αeiφ〉) are the degenerate eigenstates of this Hamil-
tonian [15, 21]. Figure 2 shows the eigenstates of the
oscillator in the rotating frame.
Since Eq. (5) commutes with the photon number par-
ity operator, its eigenspace can be divided into even- and
odd-parity subspaces, labeled in the figure by the red and
blue levels, respectively. The degenerate cat-subspace C
(green) is separated from the rest of the Hilbert space
C⊥ (orange) by a large energy gap, which in the rotating
frame and in the limit of large α is well approximated as
∆ωgap ∼ −4Kα2. The negative energy gap implies that
in the lab frame, transitions out of the cat manifold oc-
cur at a lower frequency compared to ωr, the transition
frequency within it. For large α, the energy gap between
pairs of even and odd excited states |ψ±e,n〉 decreases ex-
ponentially for n / α2/4. As a result, the eigenspace
of the two-photon driven oscillator reduces to α2/4 pairs
of quasi-degenerate states (recall that the cat-subspace
is exactly degenerate). This Hilbert space symmetry is
important for the exponential suppression of bit-flip er-
rors. Moreover, observe that in the limit P → 0, the even
and odd parity cat states continuously approach the vac-
uum and single-photon Fock states respectively. Conse-
quently, starting from an undriven oscillator in vacuum
(or single-photon Fock state) it is possible to adiabati-
cally prepare the state |C+
αeiφ
〉 (or |C−
αeiφ
〉) by increasing
the amplitude of a resonant two-photon drive at a rate
 1/|∆ωgap| [15].
The phase φ of the two-photon drive is a continuous pa-
rameter that specifies the orientation of the cat in phase
space. We define the cat-qubit with the phase φ = 0 (see
Fig. 1) and for the discussion of the following two sections
we will fix this phase. This phase degree of freedom is
however crucial for the implementation of the CX gate
and we will return to it in section IV.
B. Dynamics in the qubit subspace
Suppose a single-photon drive is applied to the oscilla-
tor at the resonance frequency ωr. In the rotating frame,
the resulting Hamiltonian is Hˆ1 = Hˆ0 +J(aˆe
−iθ + aˆ†eiθ).
Since coherent states are eigenstates of aˆ it is easy to see
that aˆ|C±α 〉 = αr±1|C∓α 〉, where
r = N+/N− =
√
1− e−2α2√
1 + e−2α2
∼ 1− e−2α2 , (6)
and the last expression is taken in the limit of large α.
Unlike for aˆ, coherent states are not eigenstates of aˆ†.
The action of aˆ† on a state in the cat-subspace causes
transitions to the excited states aˆ†|C±α 〉 ∼ α|C∓α 〉+ |ψ∓e,1〉.
Recall that the cat-subspace is separated from the rest
of the Hilbert space by an energy gap. The applied drive
however is at frequency ωr and therefore the probabil-
ity of excitation to the states |ψ∓e,1〉 is suppressed by
∼ (J/∆ωgap)2. On the other hand these excitations
4would be permitted if the external drive had a frequency
close to ωr +∆ωgap ∼ ωr−4Kα2. Since the on-resonance
drive only causes transitions within the cat-subspace, the
Hamiltonian projected onto C is
PˆCHˆ1PˆC = α cos(θ)J
(
r + r−1
)
Zˆ
+ α sin(θ)J
(
r − r−1) Yˆ ,
where PˆC = |C+α 〉〈C+α | + |C−α 〉〈C−α | is the projection oper-
ator onto the cat subspace. In the limit of large α (or
equivalently P ), the above equation reduces to
PˆCHˆ1PˆC ∼ 2α cos(θ)JZˆ − 2α sin(θ)Je−2α2 Yˆ . (7)
This expression shows that it is possible to implement an
arbitrary rotation around the Z-axis of the Bloch sphere
using a single-photon drive by choosing θ = 0 [15, 20].
The angle of rotation is determined by the strength J
and duration of the single-photon drive, and the ampli-
tude α of the cat state. Importantly, equation (7) also
shows that, unlike rotation around the Z-axis, rotation
around the Y -axis is suppressed exponentially with α2.
In other words, the external drive couples predominantly
to Zˆ. This observation implies that control errors (such
as errors in the amplitude, frequency, phase and duration
of the single-photon drive) will lead to over-rotation or
under-rotation around the Z-axis, but only cause expo-
nentially small angle rotations around the Y -axis. Recall
that for virtual excitations out of the cat-subspace to
be small we require J  |∆ωgap|. That is, the energy
gap governs rate of gate operations. It is easy to achieve
|∆ωgap|/2pi ∼ 200 MHz in superconducting cavities and
therefore fast rotations . 100 ns are possible [19]. This
is to be contrasted with cat states produced in a har-
monic oscillator by means of two-photon drive and dis-
sipation [14, 22, 23]. The “dissipative gap” which de-
fines the cat qubit subspace is significantly smaller (. 1
MHz) [17, 18] and therefore the gates are slower (& 1
µs.)
It is easy to extend the analysis above to realize a
ZZ(θ) = exp (iθZˆ1Zˆ2)/2 gate. This gate is imple-
mented between two driven nonlinear oscillators coupled
via a resonant beam-splitter type interaction [15, 24],
HˆZZ = Hˆ0,1 + Hˆ0,2 + J12(aˆ
†
1aˆ2 + aˆ
†
2aˆ1), with Hˆ0,i =
−Kaˆ†2i aˆ2i + P (aˆ†2i + aˆ2i ), and i = 1, 2. For small J12 the
evolution under the Hamiltonian HˆZZ is confined within
the cat subspace and
PˆCHˆZZ PˆC = J12α2(r2 + r−2)Zˆ1Zˆ2
+ J12α
2(r2 − r−2)Yˆ1Yˆ2
∼ 2J12α2Zˆ1Zˆ2 − 4J12α2e−2α2 Yˆ1Yˆ2. (8)
The last line in the above equation is written in the limit
of large α. In this limit, the term ∝ Yˆ1Yˆ2 is negligibly
small. Therefore, the unitary evolution under HˆZZ real-
izes a ZZ(θ) gate with θ = 4J12α
2tgate, where tgate is the
duration for which the beam-splitter coupling is turned
on. Following the previous arguments, the control er-
rors during this gate only lead to over- or under-rotation
around the Z-axis, or correlated Zˆ1Zˆ2-errors. On the
other hand, errors involving Xˆi or Yˆi are exponentially
suppressed with α2.
III. ERROR CHANNEL OF THE CAT-QUBIT
We will now show that irrespective of the nature of the
coupling between the cat qubit and the bath, its error
channel is biased towards dephasing error.
A. Noise with narrow-band spectral density
Suppose the oscillator couples to the environment with
a general operator Oˆ =
∑
m,n χm,n(t)aˆ
†maˆn+h.c.. From
the analysis in the previous section, we see that aˆ†m
will cause excitations out of the cat subspace. In fact,
in the limit of large α, aˆ†m will excite the mth ex-
cited manifold. However, when the frequency spectrum
of χm,n(t) is narrow and centered around (n − m)ωr
and max[|χm,n(t)|]αm+n−1  |∆ωgap|, then resonant (or
real) and non-resonant (or virtual) excitations out of the
cat-manifold are negligible. The effect of the coupling
in the cat manifold is then described by PˆCOˆm,nPˆC =
gm,nf
∗m(t)fn(t)aˆ†mC aˆ
n
C . Here,
aˆC = PˆC aˆPˆC = α
(
r + r−1
2
)
Zˆ + iα
(
r − r−1
2
)
Yˆ ,
aˆ†C = PˆC aˆ
†PˆC = α
(
r + r−1
2
)
Zˆ − iα
(
r − r−1
2
)
Yˆ , (9)
are the annihilation and creation operators projected
onto the cat manifold. Note that for large α, we have
aˆC , aˆ
†
C ≈ αZˆ ∓ iαe−2α
2
Yˆ . Hence, we find that the
oscillator-environment interaction is dominant along the
Z-axis (∝ αm+n), while suppressed along X,Y -axis (∝
αm+ne−2α
2
) and the resulting noise channel is biased.
We now list the error channels for a few sources of narrow-
bandwidth noise.
A.1. Thermal bath with narrow spectral density
By far, the main source of noise in oscillators is single-
photon loss. In the cat subspace, one photon at a time
is lost to the environment at frequency ωr. However, it
is also possible for the oscillator to gain photons if the
bath is at non-zero temperature. If the spectral density
of thermal photons is narrow, but smooth and centered
around ωr then addition of a single photon to the oscil-
lator (i.e., action of aˆ†) cannot cause transitions out of
the cat subspace. The Born-Markov approximation in
this limit leads to the Lindbladian D[Oˆ1]ρˆ+D[Oˆ2]ρˆ [20]
5Noise type Error Channel Coefficients
Single-photon dissipation (λIIˆ + λXXˆ)ρˆ(λIIˆ + λXXˆ)+ λI,X = (
√
1− pr−2 ±√1− pr2)/2
(bath at zero temperature) (λZZˆ + iλYYˆ )ρˆ(λZZˆ − iλYYˆ ) λZ,Y = √p
(
r ± r−1) /2, p = κtα2
Thermal bath (λIIˆ + λXXˆ)ρˆ(λIIˆ + λXXˆ)+ λI,X = (
√
1− p1r−2 − p2r2 ±
√
1− p1r2 − p2r−2)/2
(narrow spectral density) (λZZˆ + iλYYˆ )ρˆ(λZZˆ − iλYYˆ ) λZ,Y = √p1
(
r ± r−1) /2, λ′Z,Y = √p2 (r ± r−1) /2
(λ′ZZˆ − iλ′YYˆ )ρˆ(λ′ZZˆ + iλ′YYˆ ) p1 = κtα2[1 + nth(ωr)], p2 = κtα2nth(ωr)
Pure-dephasing (λIIˆ + λXXˆ)ρˆ(λIIˆ + λXXˆ)+ λI,X = (
√
1− pr−4 ±√1− pr4)/2
(narrow spectral density) (λ′IIˆ − λ′XXˆ)ρˆ(λ′IIˆ − λ′XXˆ)+ λ′I,X = √p(r2 ± r−2)/2, p = κφtα4
Thermal bath & λIIIˆ ρˆIˆ + λIXIˆ ρˆXˆ + λ
∗
IXXˆρˆIˆ+
two-photon dissipation λXXXˆρˆXˆ + λYYYˆ ρˆYˆ + λYZYˆ ρˆZˆ+ See Eq. (21) & Fig. 4
(white spectral density) λ∗YZZˆρˆYˆ + λZZZˆρˆZˆ
Pure-dephasing &
two-photon dissipation λIIIˆ ρˆIˆ + λIXIˆ ρˆXˆ + λ
∗
IXXˆρˆIˆ + λXXXˆρˆXˆ See Eq. (63) & Fig. 15
(white spectral density)
TABLE I. The table lists the error channel of the cat-qubit for different sources of decoherence. For the first three error
sources, single-photon dissipation, thermal noise with narrow spectral density and pure-dephasing with narrow spectral density,
it is possible to obtain an analytical expression for the channel. The expressions for the coefficients in the limit when the
product of rate of decoherence and time is small (i.e., κtα2 < 1 and κφtα
4 < 1) are given in the third column. Recall that
r =
√
1− e−2α2/
√
1 + e−2α2 approaches 1 in the limit of large α. Consequently, we find that all the coefficients involving the
matrices Xˆ and Yˆ are suppressed exponentially in α2.
with,
Oˆ1 =
√
κ[1 + nth(ωr)]α
[(
r+r−1
2
)
Zˆ + i
(
r−r−1
2
)
Yˆ
]
,
(10)
∼
√
κ[1 + nth(ωr)]α[Zˆ − ie−2α2 Yˆ ] (α→ large),
(11)
Oˆ2 =
√
κnth(ωr)α
[(
r+r−1
2
)
Zˆ − i
(
r−r−1
2
)
Yˆ
]
, (12)
∼
√
κnth(ωr)α[Zˆ + ie
−2α2 Yˆ ] (α→ large). (13)
In the above expressions nth(ωr) is the thermal photon
number at ωr. When nth = 0, the above equation re-
duces to the master equation of the cat qubit coupled to
zero temperature bath. Table I shows the error-channel
corresponding to the above Lindbladian in the operator-
sum representation, in the limit of small κα2t for both
nth = 0 and nth 6= 0.
A.2. Narrow spectral density frequency noise
Apart from gain and loss of photons, it is possible that
coupling with the environment causes the frequency of
the oscillator to fluctuate. This noise channel is often
referred to as pure dephasing. However, if these fluctu-
ations are slow and of small amplitude compared to the
energy gap, such as in the case of flux noise in supercon-
ducting circuits [25, 26], then the out-of-cat excitations
are suppressed. Consequently, in the Born-Markov ap-
proximation the Lindbladian is given by D[Oˆ]ρˆ [20] with,
Oˆ =
√
κφα
2
[(
r2 + r−2
2
)
Iˆ +
(
r2 − r−2
2
)
Xˆ
]
, (14)
∼ √κφα2[Iˆ − 2e−2α2Xˆ] (α→ large). (15)
Table I presents the corresponding error channel in the
limit of small κφα
4t.
B. Noise with wide-band spectral density
The previous section described the noise channel of the
cat qubit coupled to a bath with narrow-band spectral
density so that leakage is avoided. But what if the spec-
trum of the environment-oscillator coupling is such that
leakage out of the cat subspace becomes non-negligible?
Firstly, we will show that the leakage errors can be au-
tonomously corrected by addition of photon dissipation.
Secondly, we find that the amount of non-dephasing er-
rors introduced due to the autonomous correction pro-
cess depends on the energy difference between the even
and odd parity states of the mth excited manifold |ψ±e,m〉.
6However, since this energy difference decreases exponen-
tially with α2 for m < α2, the non-dephasing errors also
remain exponentially suppressed with α2. It is important
to emphasize that for the exponential suppression of non-
dephasing errors, the weight m must be smaller than the
number of quasi-degenerate pairs of excited states α2/4.
Therefore, it becomes possible to think of the driven non-
linear oscillator as a code which protects against non-
dephasing errors in the cat-qubit. Moreover, the distance
of this protection is ∼ α2/4, which increases with the
strength of the drive P . We explain these results further
using explicit examples in the following sections.
B.1. Two-photon dissipation channel
In the presence of two-photon dissipation, the oscilla-
tor loses pairs of photons to the environment. The master
equation of the parametrically driven oscillator in pres-
ence of a white two-photon dissipation channel is given
by,
˙ˆρ = −i[Hˆ0(φ), ρˆ] + κ2D[aˆ2]ρˆ, (16)
where κ2 is the rate of two-photon dissipation. Supercon-
ducting cavities with κ2/2pi ∼ 200 kHz have been engi-
neered [18]. The dissipative dynamics can be understood
in the quantum-jump approach in which the determin-
istic evolution governed by the non-Hermitian effective
Hamiltonian Hˆ = H0− iκ2aˆ†2aˆ2/2 is interrupted by two-
photon jump events. The non-Hermitian Hamiltonian is
analogous to Eq. (5) with the Kerr-nonlinearity K re-
placed by a complex quantity K + iκ2/2. The nature of
the eigenspectrum of the non-Hermitian Hamiltonian is
therefore the same as the actual Hamiltonian of Eq. (5).
However, unlike Eq. (5), the eigenenergies of Hˆ become
complex implying linewidth broadening.
The cat states |C±β 〉 are degenerate eigenstates of the
non-Hermitian Hamiltonian Hˆ|C±β 〉 = E|C±β 〉 where E
is a complex quantity E = P 2/(K + iκ2/2) and β =
eiφ
√
P/(K + iκ2/2). Moreover, the cat states are also
eigenstates of the two-photon jump operator aˆ2|C±β 〉 =
β2|C±β 〉. Therefore, the states |C±β 〉 are invariant to
two-photon dissipation. We have defined the cat qubit
|C±α 〉 using real and positive coherent state amplitude α.
For this qubit to be stabilized in the presence of two-
photon dissipation, the phase and amplitude of the re-
quired two-photon drive are 2φ0 = tan
−1(κ2/2K) and
P = α2
√
K2 + κ22/4, respectively.
B.2. Thermal bath with white-noise spectrum
White thermal noise leads to the Lindbladian master
equation,
˙ˆρ = −i[Hˆ0(φ), ρˆ] + κ(nth + 1)D[aˆ]ρˆ+ κnthD[aˆ†]ρˆ, (17)
where nth is the number of thermal photons. Again fol-
lowing the quantum-jump approach, the dynamics of the
Initial state
     gains a single photon
Final state
Free evolution for time
followed by two-photon loss
FIG. 3. As shown in the top panel, addition of single
photon at frequency ωr + ∆ωgap ∼ ωr − 4Kα2 excites the
|ψ0〉 = x+|C+α 〉 + x−|C−α 〉 to x+|ψ−e,1〉 + x−|ψ+e,1〉. The state
then evolves freely for some time τ before a two-photon loss
event brings it back to the cat subspace. This transition is
shown in the bottom panel. During the time τ , |ψ∓e,1〉 acquire
phases ∼ τE∓e,1 (assuming that the linewidth is small.) That
is, just before the loss of two photons, the state of the sys-
tem is x+e
−iτE−e,1 |ψ−e,1〉 + x−e−iτE
−
e,1 |ψ+e,1〉. Loss of two pho-
tons causes transition within the same parity subspace, and
hence the final state is x+e
−iτE−e,1 |C−α 〉 + x−e−iτE
+
e,1 |C+α 〉 ≡
Zˆei(E
−
e,1−E
+
e,1)τXˆ/2|ψ0〉. Therefore, the autonomous correc-
tion of leakage leads to both dephasing and non-dephasing er-
ror. However, E−e,1−E+e,1 decreases exponentially with α2 and
hence the non-dephasing error is exponentially suppressed.
oscillator can be described by evolution under a non-
Hermitian Hamiltonian Hˆ = Hˆ0(φ)− iκ(1 +nth)aˆ†aˆ/2−
iκnthaˆaˆ
†/2 which is interrupted by stochastic quantum
jumps corresponding to the operators aˆ, aˆ† [27]. When
κ |∆ωgap|, it is possible to replace aˆ, aˆ† with their pro-
jections in the cat basis aˆC , aˆ
†
C given in Eq. (9). As a re-
sult, the dominant effect of the non-Hermitian terms in Hˆ
is to broaden the linewidths of the cat states. A stochas-
tic jump corresponding to the action of aˆ on a state in
the cat-qubit subspace does not cause leakage. More im-
portantly however, the action of aˆ† on a state in the cat
subspace causes leakage, aˆ†|C±α 〉 ∼ α|C∓α 〉 + |ψ∓e,1〉 (note
the change in parity). In other words, 〈ψ∓e,1|aˆ†|C±α 〉 ∼ 1
so that a single photon gain event excites the first ex-
cited subspace at a rate ∼ κnth. This transition to
the first excited state is illustrated in Fig. 3. In fact,
m photon gain events excite the mth excited subspace
(with opposite parity if m is odd, or same parity if m
is even). Suppose a single-photon loss event followed a
gain event. In this case, 〈C±α |aˆ|ψ∓e,1〉 ∼ 1 and hence a
single-photon loss event corrects the leakage at a rate
κ(nth + 1). As a result, at steady state, the amount
of leakage is ∼ κnth/κ(nth + 1) ∼ nth (for nth  1).
7Now suppose a two-photon dissipation channel is intro-
duced such that the rate of two-photon loss is κ2. In
this case 〈C±α |aˆ2|ψ±e,1〉 ∼ 2α and hence a two-photon loss
event will correct the leakage at a rate 4κ2phα
2. As a
result, the residual leakage at steady state, is given by
∼ κnth/4κ2phα2 < nth for 4κ2phα2 > κ. Typically in
superconducting circuits κ/2pi ∼ 10 KHz, nth = 1% so
that even with a moderately sized cat α = 2 and small
amount of two-photon dissipation κ2/2pi = 200 kHz, the
residual leakage is reduced to ∼ 3× 10−3%.
Observe that the loss of two-photons causes transi-
tions within the same parity subspace. Therefore, as
illustrated in Fig. 3, two-photon loss immediately af-
ter a single-photon gain event does result in phase-flips.
But phase-flips are already the dominant error channel
in the system and therefore this effect does not change
the structure of noise. However, the process of correct-
ing leakage can also introduce bit-flips. Before a two-
photon jump event brings the population back to the cat
manifold, the states |ψ±e,1〉 accumulate a phase propor-
tional to their energies E±e,1, shown in the second panel
in Fig. 3. As a result, when the population in the state
|ψ±e,1〉 returns to the cat manifold, the two states |C+α 〉
and |C−α 〉 accumulate a phase difference ∝ (E+e,1 − E−e,1)
(see Fig. 3). In the cat-qubit’s computational basis
|0, 1〉 = (|C+α 〉 ± |C−α 〉)/
√
2, this corresponds to a bit-flip.
However, recall from section II that (E+e,1 − E−e,1) de-
creases exponentially with α2 and the exited state mani-
fold is quasi-degenerate. Consequently, the probability of
a bit-flip error due to leakage also decreases exponentially
with α2 and the noise bias is preserved.
In order to confirm the analysis above, we numerically
evaluate the error channel of the cat-qubit as a function
of α2 by simulating the master equation,
˙ˆρ =− i[Hˆ0(φ0), ρˆ] + κ(1 + nth)D[aˆ]ρˆ+ κnthD[aˆ†]ρˆ
+ κ2phD[aˆ2]ρˆ. (18)
The Hamiltonian Hˆ0(φ0) stabilizes a cat qubit of real
and positive amplitude α. Following the results in sec-
tion II.B.1,
Hˆ0(φ0) = −Kaˆ†2aˆ2 + P (aˆ†2e2iφ0 + h.c.), (19)
2φ0 = tan
−1(κ2ph/2K), P = α2
√
K2 +
κ22
4
. (20)
From the simulations, we find that the error channel takes
the form,
E(ρˆ) =λIIIˆ ρˆIˆ + λIXIˆ ρˆXˆ + λ∗IXXˆρˆIˆ + λXXXˆρˆXˆ
+ λYYYˆ ρˆYˆ + λYZYˆ ρˆZˆ + λ
∗
YZZˆρˆYˆ + λZZZˆρˆZˆ.
(21)
The coefficients λII, λIX, etc. are shown in Fig. 4 at time
t = 50/K as a function of α for nth = 0.01, κ = K/400
and κ2ph = K/10. Appendix VII. A discusses how the
error channel is extracted from master equation simula-
tions. The time 50/K is chosen because it is the typical
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FIG. 4. Natural logarithm of the coefficients of the error
channel Eq. (21) of an idle cat qubit in the presence of white
thermal noise and two-photon dissipation. As expected the
amount of non-phase errors decreases exponentially with α2.
The parameters for the simulations are nth = 0.01, κ = K/400
and κ2ph = K/10 . The coefficients are evaluated at t =
50/K.
gate time on the stabilized cat qubit. As expected, for
large α |λIX|, λXX, |λYZ| and λYY decreases exponen-
tially with α2. The amount of leakage is quantified by
1 − Tr[E(Iˆ)] which is shown in Fig. 5(a) for κ2ph = 0
(solid red line) and Fig 5(b) for κ2ph = K/10 (solid
blue line). As expected leakage decreases in the pres-
ence of two-photon dissipation. The simple theoretical
model predicts that for large α, the leakage rate out of
the cat manifold is ∼ κnth. The rate at which the excited
state population decays back to the cat manifold due to
single- and two-photon dissipation is ∼ κ(1 + nth) and
∼ 4κ2phα2 respectively. Using these rates, it is possible
to analytically estimate the amount of leakage, which is
shown by the dashed black lines in Fig. 5(a,b). Indeed,
the agreement between the numerical results and approx-
imate analytical expressions is very good at large α.
Just like thermal noise, frequency fluctuations of the
oscillator can also have a white spectral density. In Ap-
pendix VII. B, we discuss the error channel for white fre-
quency noise and provide numerical estimate for the cor-
responding error channel. As expected, we find that the
non-dephasing errors are suppressed exponentially with
α2.
The analysis in this section can easily be extended
to any form of incoherent and coherent (or control) er-
rors. We can now summarize the results for a general
environment-oscillator interaction. Suppose, the system
operator that enters in the interaction Hamiltonian is of
the form
∑
m,n χm,naˆ
†maˆn + h.c.. The aˆ†m term excites
|C±α 〉 to the mth excited manifold |ψ±e,m〉. Addition of two-
photon dissipation autonomously corrects for this leak-
age error. Moreover, if the order of aˆ† in the interaction,
is smaller than the number of pairs of quasi-degenerate
excited states, α2/4, the dominant error is of the form
f(α)Zˆ, while the non-dephasing errors are exponentially
suppressed. Here f(α) is a polynomial function which
depends on the details of the interaction and amount of
two-photon dissipation added to correct for leakage. In
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FIG. 5. Natural logarithm of the amount of leakage, log[1 −
Tr[E(Iˆ)]] in the presence of white thermal noise without two-
photon dissipation (red solid line in (a)) and with it (blue
solid line in (b)). As expected, the two-photon dissipation au-
tonomously corrects for leakage. The dashed black line shows
the leakage predicted by the theoretical expressions for the
rates of out-of-subspace excitations (∼ κnth) and correction
due to single-photon loss ∼ κ(1 + nth) and two-photon loss
∼ 4κ2phα2. These expressions are only approximations which
become more and more exact as α increases. As we also see
from the figure, the numerically estimated leakage converges
to the theoretically predicted value for large α.
other words, the two-photon driven nonlinear oscillator
effectively results in an inherent quantum code to correct
for up to α2/4 bit-flip errors.
IV. BIAS-PRESERVING CX GATE
A. Overview
As discussed in section I, for the noise channel to
remain biased, the time-dependent unitary describing
the system evolution during the gate must not explic-
itly contain a Xˆ operator. How can we then implement
a controlled-Xˆ (CX) gate? In order to build intuition
about on how to address this problem, it is useful to note
that Xˆ|C±α 〉 = ±|C±α 〉. Now, recall from Eq. (5) that the
orientation of the cat state in phase-space is defined by
the phase φ of the two-photon drive. If this phase changes
adiabatically from 0 to pi, then the cat states |C±α 〉 trans-
form to |C±−α〉 = ±|C±α 〉. Therefore, rotating the phase
of the two-photon drive by pi is equivalent to a Xˆ oper-
ation. Our proposal for a two-qubit bias-preserving CX
gate is based on this phase-space rotation of a target cat-
qubit conditioned on the state of a control cat-qubit. In
this section, we first describe the desired evolution of the
system under a CX gate and show that this evolution
preserves the bias. Subsequently, in the next section we
describe the underlying Hamiltonian achieving this evo-
lution.
Consider two cat qubits each stabilized in a two-photon
driven Kerr nonlinear oscillator. The initial state of the
system is
|ψ(0)〉 = (c0|0〉+ c1|1〉)⊗ (d0|0〉+ d1|1〉)
= (c0|0〉+ c1|1〉)⊗ [(d0 + d1)|C+α 〉+ (d0 − d1)|C−α 〉],
where the first and second terms in the tensor product
refer to the control and target qubits, respectively. Now
suppose that the phase of the two-photon drive applied
to the target oscillator is conditioned on the state of the
control cat-qubit so that at time t the state of the system
is
|ψ(t)〉 =c0|0〉 ⊗ [(d0 + d1)|C+α 〉+ (d0 − d1)|C−α 〉]
+ c1|1〉 ⊗ [(d0 + d1)|C+αeiφ(t)〉+ (d0 − d1)|C−αeiφ(t)〉].
(22)
If the phase φ(t) is such that φ(0) = 0 and φ(T ) = pi,
then at time T
|ψ(T )〉 =c0|0〉 ⊗ {(d0 + d1)|C+α 〉+ (d0 − d1)|C−α 〉}
+ c1|1〉 ⊗ {(d0 + d1)|C+αeipi 〉+ (d0 − d1)|C−αeipi 〉}
=c0|0〉 ⊗ {(d0 + d1)|C+α 〉+ (d0 − d1)|C−α 〉}
+ c1|1〉 ⊗ {(d0 + d1)|C+α 〉 − (d0 − d1)|C−α 〉}
=c0|0〉 ⊗ (d0|0〉+ d1|1〉) + c1|1〉 ⊗ (d0|1〉+ d1|0〉)
=UˆCX|ψ(0)〉. (23)
As expected from the above discussion, a CX gate is re-
alized by rotating the phase of the cat in the target os-
cillator by pi conditioned on the control cat. The CX
operation is based on the fact that during this rotation,
the |C−α 〉 state acquires a pi phase relative to |C+α 〉. This is
a topological phase as it does not depend on energy like
a dynamic phase, or the geometry of the path like a geo-
metric phase. This phase will arise as long as the states
|±α〉 move along a loop in phase space that doesn’t come
too close to the origin (see further discussion in the next
section and Appendix D.) If the number of times that the
states |±α〉 go around the origin to |∓α〉 is given by u,
then the phase acquired by |C−α 〉 is eiupi. In other words,
u is the winding number.
Coupling with the environment during this evolution
leads to errors in both the control and target cats. From
the analysis in section III, the predominant stochastic
errors are of the form Oˆc = f(α)Zˆc in the control cat
and Oˆτt = f
′(αeiφ(τ))Zˆτt in the target cat where the su-
perscript τ refers to the operator in the instantaneous
basis Zˆτt = |C+αeiφ(τ)〉〈C−αeiφ(τ) | + |C−αeiφ(τ)〉〈C+αeiφ(τ) |. We
now show that these dominant phase errors during the
CX evolution propagate as phase errors. To see this, as-
sume that a phase error occurred in the control qubit at
time τ . Consequently, immediately after this error has
occured the state of the system is
9|ψ(τ)〉phase−flipcontrol = Oˆc ⊗ Iˆτt
{
c0|0〉 ⊗ [(d0 + d1)|C+α 〉+ (d0 − d1)|C−α 〉] + c1|1〉 ⊗ [(d0 + d1)|C+αeiφ(τ)〉+ (d0 − d1)|C−αeiφ(τ)〉]
}
= c0|0〉 ⊗ [(d0 + d1)|C+α 〉+ (d0 − d1)|C−α 〉]− c1|1〉 ⊗ [(d0 + d1)|C+αeiφ(τ)〉+ (d0 − d1)|C−αeiφ(τ)〉]. (24)
After this phase-flip event, the conditional phase continues to evolve and at time T ,
|ψ(T )〉phase−flipcontrol = c0|0〉 ⊗ [(d0 + d1)|C+α 〉+ (d0 − d1)|C−α 〉]− c1|1〉 ⊗ [(d0 + d1)|C+α 〉 − (d0 − d1)|C−α 〉]
= Zˆc ⊗ Iˆτt
{
c0|0〉 ⊗ [(d0 + d1)|C+α 〉+ (d0 − d1)|C−α 〉] + c1|1〉 ⊗ [(d0 + d1)|C+α 〉 − (d0 − d1)|C−α 〉]
}
= (Zˆc ⊗ Iˆτt )UˆCX|ψ(0)〉. (25)
Therefore, a phase error on the control cat qubit at any time during the implementation of the CX is equivalent to a
phase-flip on the control qubit after an ideal CX.
Now, assume that a phase error occurred on the target at time τ . Immediately after this error, the state is
|ψ(τ)〉phase−fliptarget =Iˆc ⊗ Oˆτt
{
c0|0〉 ⊗ [(d0 + d1)|C+α 〉+ (d0 − d1)|C−α 〉] + c1|1〉 ⊗ [(d0 + d1)|C+αeiφ(τ)〉+ (d0 − d1)|C−αeiφ(τ)〉}
]
=f(α)
{
c0|0〉 ⊗ [(d0 + d1)|C−α 〉+ (d0 − d1)|C+α 〉]
]
+ f(αeiφ(τ))
[
c1|1〉 ⊗ [(d0 + d1)|C−αeiφ(τ)〉+ (d0 − d1)|C+αeiφ(τ)〉]
}
. (26)
As before, after this phase-flip event the conditional phase continues to evolve, and at time T ,
|ψ(T )〉phase−fliptarget =f(α)
{
c0|0〉 ⊗ [(d0 + d1)|C−α 〉+ (d0 − d1)|C+α 〉]
}
+ f(αeiφ(τ))
{
c1|1〉 ⊗ [−(d0 + d1)|C−α 〉+ (d0 − d1)|C+α 〉]
}
=Iˆc ⊗ Zˆt
{
f(α)c0|0〉 ⊗ [d0|0〉+ d1|1〉]− f(αeiφ(τ))c1|1〉 ⊗ [d0|1〉+ d1|0〉]
}
=
[
Zˆcf(αe
iφ(τ)(1−Zˆc)/2)⊗ Zˆt
]
UˆCX|ψ(0)〉. (27)
Remarkably, the above equations show that a phase-
flip error on the target qubit at any time during the CX
evolution is equivalent to phase errors on the control and
target qubits after the ideal CX gate. In other words,
this CX gate based on rotation of the target cat-qubit in
phase space does not un-bias the noise channel. This is in
stark contrast with the CX gate implementation between
two strictly two-level qubits and shows the advantage of
using the larger Hilbert space of an oscillator. Although
we have only explicitly showed the bias preserving na-
ture of the CX with respect to one phase-flip in either
the control or target cats, it is easy to extend the anal-
ysis above to multiple phase-flips to see that the bias
remains preserved. Moreover, note that any control er-
rors in the target or control qubit can be expanded in the
form
∑
m,n,p,q χm,n,p,qaˆ
†m
c aˆ
n
c aˆ
†p
t aˆ
q
t , where aˆc and aˆt are
the annihilation operators for control and target oscilla-
tors respectively. Of course the terms aˆ†mc , aˆ
†p
t will excite
the control and target oscillators out of the cat qubit
subspace. As we have already seen, addition of photon
dissipation will autonomously correct this leakage while
keeping bit-flips exponentially suppressed as long as the
weights p,m < α2/4. In fact, small amounts of control
error will only lead to low weight terms in the expansion
above and therefore the bias will be maintained. We will
now explain this more in detail with an example.
Suppose the control error was such that at the end of
the gate, φ(T ) = pi + ∆ (instead of φ(T ) = pi). That is,
|ψ(T )〉 =c0|0〉 ⊗ [(d0 + d1)|C+α 〉+ (d0 − d1)|C−α 〉]
+ c1|1〉 ⊗ [(d0 + d1)|C+−αei∆〉+ (d0 − d1)|C−−αei∆〉].
(28)
Now, |C±−αei∆〉 = ±ei∆aˆ
†aˆ|C±α 〉 = ±(1 + i∆aˆ†aˆ −
∆2aˆ†aˆaˆ†aˆ/2 + ...)|C±α 〉 and, for small ∆, only a few terms
in the expansion are important. In fact, below a thresh-
old error ∆ < ∆th the high weight (> α
2/4) terms
exponentially decrease. The control error in this case
only causes excitation of states in the pair-wise quasi-
degenerate manifold, which are subsequently corrected
by two-photon dissipation. Note that during this au-
tonomous correction, the cat states pick up an overall
phase depending on when the photon jump events hap-
pened, |C±−αei∆〉 → ±eiχ|C±α 〉. Similar to Eq. (27), this
extra phase leads to dephasing of the control cat-qubit.
In general, the threshold ∆th depends on the strength of
the Kerr nonlinearity and rate of two-photon dissipation.
However, numerical and analytical estimates predict that
in the experimentally relevant limit K  κ2, the thresh-
old is as large as ∆th ∼ pi/6 (see Appendix VII. C). The
large threshold shows the robustness of the gate to rota-
tion errors.
Note that there is another source of rotation errors in
the target cat. Indeed, any non-dephasing error in the
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control qubit during the CX gate will cause leakage in
the target oscillator. For example, a bit-flip error in the
control cat at t = T/2 causes a phase-space rotation error
in the target cat by pi/2. That is, at the end of the gate
the target cat states are |C±iα〉 rather than |C±α 〉. This
can, however, be corrected by two-photon dissipation.
Moreover, since the non-dephasing errors in the control
cat are exponentially suppressed, so is the leakage and
the non-dephasing faults from subsequent correction of
leakage.
B. Hamiltonian of the bias-preserving CX gate
Having seen that the evolution in Eq. (22) results in
a CX gate with biased-noise error channel, we will now
present the physical interaction Hamiltonian required to
implement it. In general we assume that the amplitude
of the cats in the target and control oscillators, α and β
respectively, are different. The following time-dependent
interaction Hamiltonian implements the bias-preserving
CX between the two oscillators,
HˆCX =−K
(
aˆ†2c − β2
) (
aˆ2c − β2
)
−K
[
aˆ†2t − α2e−2iφ(t)
(
β − aˆ†c
2β
)
− α2
(
β + aˆ†c
2β
)]
×
[
aˆ2t − α2e2iφ(t)
(
β − aˆc
2β
)
− α2
(
β + aˆc
2β
)]
− φ˙(t)
4β
aˆ†t aˆt(2β − aˆ†c − aˆc). (29)
The first line in the above expression is the Hamiltonian
of the parametrically driven nonlinear oscillator stabiliz-
ing the control cat-qubit. The phase of the drive to this
oscillator is fixed φ = 0. To understand the other two
lines, recall that aˆ†c, aˆc ∼ βZˆc ± iβe−2β
2
Yˆc. Therefore, if
the control qubit is in the state |0〉 (∼ |β〉, for large β)
and we ignore the exponentially small contribution from
the term ∝ Yˆc, then the above Hamiltonian is equivalent
to
Hˆ
|0〉c
CX ≡−K
(
aˆ†2c − β2
) (
aˆ2c − β2
)
−K
(
aˆ†2t − α2
) (
aˆ2t − α2
)
. (30)
Consequently, when the control qubit is in the state |0〉
the state of the target oscillator remains unchanged. On
the other hand, if the control qubit is in the state |1〉
(∼ |−β〉, for large β) then Eq. (29) is equivalent to
Hˆ
|1〉c
CX ≡−K
(
aˆ†2c − β2
) (
aˆ2c − β2
)
−K
(
aˆ†2t − α2e−2iφ(t)
)(
aˆ2t − α2e2iφ(t)
)
− φ˙(t)aˆ†t aˆt. (31)
From the second line of this expression we see that the cat
states |C±
αeiφ(t)
〉 are the instantaneous eigenstates in the
target oscillator. As a result, if the phase φ(t) changes
adiabatically, respecting φ˙(t)  |∆ωgap| then the ori-
entation of the target cats follow φ(t) and α evolves in
time to αeiφ(t). During this rotation in phase space
the target cat also acquires a geometric phase Φ±g (t)
proportional to the area under the phase space path,
eiΦ
±
g (t)|C±
αeiφ(t)
〉 where Φ±g (t) = φ(t)α2r∓2. The differ-
ence in the two geometric phases, Φ+g and Φ
−
g , reflects
the fact that the mean photon numbers are different for
the two states |C±
αeiφ(t)
〉 and the area of the path followed
by |C−
αeiφ(t)
〉 in phase space is larger than that followed
by |C+
αeiφ(t)
〉. This geometric phase has some interest-
ing properties which are discussed in Appendix D. In the
limit of large α, the difference in the two decreases ex-
ponentially in α2, Φ−g −Φ+g = 4φ(t)α2e−2α
2
/(1− e−4α2).
Consequently, for large α, the state |1〉⊗d0|C+α 〉+d1|C−α 〉
evolves in time to eiΦg(t)|1〉 ⊗ d0|C+αeiφ(t)〉 + d1|C−αeiφ(t)〉
where Φg(t) = Φ
−
g (t) ∼ Φ+g (t). In other words, the geo-
metric phase, effectively, is only an overall phase which
results in an additional Zc(Φg) rotation on the control
qubit. This rotation can be accounted for in software or
by an application of Zc(−Φg) operation. Or it can be
directly cancelled during the CX gate itself by the addi-
tion of an additional interaction, given by the last term
in Eq. (31). The projection of this term in the cat basis
is given by
φ˙(t)aˆ†t aˆt ≡φ˙(t)α2
[
r2|C+
αeiφ(t)
〉〈C+
αeiφ(t)
|
+ r−2|C−
αeiφ(t)
〉〈C−
αeiφ(t)
|] . (32)
The above equation shows that the last term of
Eq. (31) leads to a dynamic phase which exactly can-
cels the geometric phase. As a result, we find that
when the control cat is in state |1〉, an arbitrary state
of the target qubit d0|C+α 〉 + d1|C−α 〉 evolves in time to
d0|C+αeiφ(t)〉+d1|C−αeiφ(t)〉. Consequently, the Hamiltonian
in Eq. (29) leads to the evolution desired to implement
the bias-preserving CX gate.
C. Numerical simulations
To show that the Hamiltonian of Eq. (29) does re-
sult in a bias-preserving CX, we first simulate Eq. (29)
without noise in the oscillators. We chose α = β = 2,
φ(t) = pit/T and T = 10/K. Figure (6) shows the Pauli
transfer matrix obtained in this way. The infidelity be-
tween the CX resulting from the evolution under Eq. (29)
and an ideal CX is as small as ∼ 9.3× 10−7. This small
infidelity, primarily resulting from non-adiabatic transi-
tions due to finite KT , clearly shows that the Hamilto-
nian of Eq. (29) implements an ideal CX gate with an
extremely high degree of accuracy.
Next, in order to account for losses we numerically
simulate evolution under the master equation
˙ˆρ =− i[HˆCX, ρˆ] + κ(nth + 1)
∑
i=c,t
D[aˆi]ρˆ
+ κnth
∑
i=c,t
D[aˆ†i ]ρˆ. (33)
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FIG. 6. Pauli transfer matrix of the CX gate obtained by
simulating the Hamiltonian in Eq. (29) with α = β = 2,
φ(t) = pit/T and T = 10/K. The infidelity of this CX oper-
ation w.r.t. an ideal two-level CX is 9.3 × 10−7 and results
from non-adiabatic transitions due to finite KT .
From this, we obtain the Pauli transfer matrix of the
noisy CX, RCXnoisy. The transfer matrix of the error chan-
nel is evaluated as Rnoise = R
CX
noisy(R
CX
ideal)
−1. Finally, the
error channel in the operator sum form is obtained from
this transfer matrix. Instead of listing all the 256 matrix
entries of the channel, we present its dominant terms.
Moreover, to quantify the asymmetry in the noise chan-
nel of the CX gate, we introduce a quantity η referred
to as the bias. The bias, ηCX, is defined as the ratio of
probability of dephasing and non-dephasing faults. The
probability of dephasing errors is obtained from the er-
ror channel as the sum of the coefficients corresponding
to the terms IˆcZˆtρˆIˆcZˆt, ZˆcIˆtρˆZˆcIˆt and ZˆcZˆtρˆZˆcZˆt. In
the same way, the probability of non-dephasing error is
the sum of the coefficients corresponding to the remain-
ing diagonal terms (except for IˆcIˆtρˆIˆcIˆt). The coefficient
corresponding to IˆcIˆtρˆIˆcIˆt yields the gate fidelity.
For nth = 0, we find that the error channel is domi-
nantly given by
E(ρˆ) ∼λIcIt,IcIt IˆcIˆtρˆIˆcIˆt + λZcZt,ZcZtZˆcZˆtρˆZˆcZˆt
+ λZcIt,ZcItZˆcIˆtρˆZˆcIˆt + λIcZt,IcZt IˆcZˆtρˆIˆcZˆt
+
(
iλIcZt,ZcZt IˆcZˆtρˆZˆcZˆt + h.c.
)
. (34)
For κ = K/4000, T = 10/K and α = β = 2, λIcIt,IcIt ∼
0.94, λZcIt,ZcIt ∼ 0.029, λIcZt,IcZt ∼ 0.015, λZcZt,ZcZt ∼
0.015, λIcZt,ZcZt ∼ −0.009 and the gate fidelity is 94%.
The leakage is 9.6 × 10−7 which does not significantly
increase from the case when losses are absent and the
bias is η ∼ 107.
Next, we obtain the error channel for nth = 1%.
In order to correct for leakage two-photon dissipation
κ2D[aˆ2]ρˆ is added after the gate operation (see Ap-
pendix E for details). In the absence of the two-photon
dissipation κ2 = 0, the amount of leakage due to thermal
photons is ∼ 3 × 10−5. With κ2 = K/5, leakage is re-
duced by almost two-orders of magnitude to ∼ 5× 10−6.
The gate fidelity in this case is reduced to ∼ 89% and
the error channel is dominantly given by
E(ρˆ) ∼λIcIt,IcIt IˆcIˆtρˆIˆcIˆt + λZcZt,ZcZtZˆcZˆtρˆZˆcZˆt
+ λZcIt,ZcItZˆcIˆtρˆZˆcIˆt + λIcZt,IcZt IˆcZˆtρˆIˆcZˆt
+
(
iλIcIt,ZcIt IˆcIˆtρˆZˆcIˆt + h.c.
)
+
(
iλIcZt,ZcZt IˆcZˆtρˆZˆcZˆt + h.c.
)
, (35)
with λIcIt,IcIt ∼ 0.89, λZcIt,ZcIt ∼ 0.052, λIcZt,IcZt ∼
0.016, λZcZt,ZcZt ∼ 0.038, λIcIt,ZcIt ∼ −0.0002 and
λIcZt,ZcZt ∼ −0.008. The order of magnitude of the
other terms in the error channel is ≤ 10−5 and the bias
is η ∼ 732. When the size of the cats is increased to
α = β = 2.2 and α = β = 2.5, the bias increases to
η ∼ 902 and η ∼ 3000 respectively.
Finally, we numerically estimate the error channel in
case of over-rotation. This can happen, for example,
when control errors lead to the gate being implemented
for slightly longer time T ′ = T + δ(T ). For the sim-
ulation we choose piδ(T ) = 0.01T corresponding to an
over-rotation of the target cat by an angle ∆ = 0.01 (see
Eq. (28)). In this case, we simulate the master equation
˙ˆρ = −i[HˆCX, ρˆ] +κD[aˆc]ρˆ+κD[aˆt]ρˆ for time T ′ and then
add two-photon dissipation κ2D[aˆ
2
t ] + κ2D[aˆ
2
c ] to correct
for over-rotation. The dominant terms of the resulting
error-channel are
E(ρˆ) ∼λIcIt,IcIt IˆcIˆtρˆIˆcIˆt + λZcZt,ZcZtZˆcZˆtρˆZˆcZˆt
+ λZcIt,ZcItZˆcIˆtρˆZˆcIˆt + λIcZt,IcZt IˆcZˆtρˆIˆcZˆt
+
(
iλIcZt,ZcZt IˆcZˆtρˆZˆcZˆt + h.c.
)
. (36)
For κ = K/4000, κ2 = K/5, and α = β = 2,
λIcIt,IcIt ∼ 0.97, λZcIt,ZcIt ∼ 0.038, λIcZt,IcZt ∼ 0.015,
λZcZt,ZcZt ∼ 0.024, λIcZt,ZcZt ∼ −0.009 and the bias is
ηCX ∼ 1955. For α = β = 2.2, the bias increases to
ηCX ∼ 2796. The above examples confirm that the noise
channel of the CX gate is biased and the bias increases
with the size of the cat. Because of the large Hilbert space
size, it becomes difficult to perform numerical simulations
for larger α. However, using the insights from single os-
cillator simulations in section III.B.2 and appendix B we
expect to achieve a bias of ∼ 104 for α2 < 10 with exper-
imentally reasonable experimental parameters.
V. THRESHOLD AND OVERHEAD FOR
CONCATENATION-BASED CODES
In section II we have described the adiabatic prepa-
ration of the cat states |C±α 〉, P|±〉. We have also out-
lined the implementation of arbitrary rotations about
the Z-axis and implement ZZ(θ)-gates. In addition,
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measurements along Z-axis, MZˆ , can be performed us-
ing homodyne detection, while measurements along X-
axis, MXˆ , require intermediary gates or ancilla [16, 20].
The preparation operation, measurements and the gates
Z(θ), and ZZ(θ) are trivially biased. More impor-
tantly however, we have shown that it is also possible
to implement a biased-noise CX gate between two cat-
qubits. Observe that, the bias-preserving set of unitaries
{CX, Z(θ), ZZ(θ)} is not universal. In fact, as shown in
Appendix VII. F, no matter how the Hamiltonian evo-
lution is constructed a native, universal set of bias pre-
serving unitaries is impossible. However the unitaries
{CX, Z(θ), ZZ(θ)}, in combination with state prepara-
tion, P|±〉, and measurements MXˆ,Zˆ [20], are sufficient
to implement universal fault-tolerant quantum computa-
tion [28].
In this section, we will use the physical bias preserv-
ing set of operations {CX, Z(θ), ZZ(θ),P|±〉,MXˆ ,MZˆ}
to realize efficient and compact circuits for fault-tolerant
error correction based on concatenation [8] (Ref. [14] also
discusses the repetition code using the idea of CX gates
described here adapted to dissipative cats.) For the fol-
lowing analysis we will consider the error-channel in the
Pauli-twirling approximation. That is, we ignore the off-
diagonal elements in the error-channel. This approxi-
mation can always be enforced by actively randomizing
the Pauli frame at each step of a computation [2, 29]
The resulting channel can then be understood in the
stochastic noise model by assigning a probability to each
fault-path. In this approximation, for example, the error
channel of the two-qubit CX is dominantly of the form
E(ρˆ) ∼ λItIc,ItIc(IˆtIˆcρˆIˆtIˆc) + λZtZc,ZtZc(ZˆtZˆcρˆZˆtZˆc) +
λItZc,ItZc(IˆtZˆcρˆIˆtZˆc) + λZtIc,ZtIc(ZˆtIˆcρˆZˆtIˆc). This noise
channel effectively introduces dephasing errors in the tar-
get and control cat qubits with probability λZtIc,ZtIc +
λZtZc,ZtZc and λItZc,ItZc +λZtZc,ZtZc respectively. For sim-
plicity, we will denote by ε the upper bound on the prob-
ability of a dephasing error in a cat-qubit resulting from
the noise during a single-qubit gate, two-qubit gate, state
preparation or measurement. For the example of the CX
gate, this means that λZtIc,ZtIc + λZtZc,ZtZc , λItZc,ItZc +
λZtZc,ZtZc ≤ ε. We define a bias η so that the probability
of a Xˆ or Yˆ error is ε/η.
The idea introduced in [8] is to first encode the physi-
cal biased-noise qubits in a repetition code C1 and correct
for dominant errors, in this case phase-flips. A repetition
code with n qubits can correct (n − 1)/2 phase-flip er-
rors. The codewords are |0〉L = (|+〉L + |−〉L)/
√
2 and
|1〉L = (|+〉L − |−〉L)/
√
2, where |+〉L = |C+α 〉|C+α 〉|C+α 〉...
and |−〉L = |C−α 〉|C−α 〉|C−α 〉.... The result of the first en-
coding is a more symmetric noise channel with reduced
noise strength. The repetition code with errors below
a threshold can then be concatenated to a CSS code C2
to further reduce the errors. Figure 7 summarizes this
scheme. In [8], error correction and C2-compatible logi-
cal operations at C1 are implemented using only trivially
biased CZ gates, preparations and measurements (see
Fig. 7). The C1 protected C2-gadgets considered in [8] are
{CX, P |0〉, P |+〉,MXˆ ,MZˆ}. These Clifford operations
are supplemented with preparation of magic-states P |+i〉
and P |T〉. The error strengths at C1 is upper-bounded
by the CX gadget. In this section, we simplify the cir-
cuit for the CX and error-correction gadgets by exploit-
ing the availability of the physical biased-noise CX gate
between the cat qubits. We show that the error rate
and volume of this CX-gate is lower than that proposed
in [8]. Implementation of the other C1-protected C2 Clif-
ford operations is the same as in [8] and is outlined in
the Appendix. We also complete the analysis by out-
lining the preparation of magic-states using the trivially
bias-preserving physical ZZ(θ)-gates [10].
A. Error correction in the repetition code
The (n−1) stabilizer generators for the repetition code
are Xˆ1⊗Xˆ2⊗ Iˆ3⊗ Iˆ4..., Iˆ1⊗Xˆ2⊗Xˆ3⊗ Iˆ4..., etc. The most
naive way to detect errors is to measure each stabilizer
generator using an ancilla as shown in Fig 8. Each ancilla
is initialized in the state |C+α 〉. Then two CX gates are
implemented between the ancilla and qubits j, j + 1.
Finally, the (n − 1) ancillas are measured along the X
axis MXˆ . To be fault-tolerant, each of the stabilizer
generator is measured r times and the syndrome bit is
determined with a majority vote on the measurement
outcomes. A syndrome bit is incorrect if m ≥ (r + 1)/2
of the measurements are faulty.
This decoding scheme is equivalent to constructing an
r-bit repetition code for each of the (n−1) stabilizer gen-
erators of the repetition code. Thus, each bit of syndrome
from the inner code is itself encoded in an [r, 1, r] repeti-
tion code so that decoding can proceed by first decoding
the syndrome bits and then decoding the resulting syn-
drome. As we will see shortly, this naive way to decode
the syndrome results in a simple analytic expressions for
the logical error rates. However, it is by no means an
ideal approach to decode and one can imagine that the
two-stage decoder above could be replaced by one that
directly infers the most likely error on the n-qubit rep-
etition code given s measured syndrome bits. Below,
we introduce the notion of a measurement code that ex-
ploits these insights to improve on the naive scheme by
constructing a block code that can directly correct the
bit-flip errors on the n data qubits in a single decoding
step. This will be discussed in section V.D.
B. CX-gate with naive decoding
Since a physical CX with error channel biased to-
wards dephasing errors is available, the CX-gadget can
be implemented with transversal CXs between two code
blocks, as shown in Fig. 9. We will refer to this as CXcat-
gadget, because the biased-noise CX gates are realized
using cat-qubits. We will now estimate an upper bound
for the logical error rate of the CXcat-gadget.
Each data qubit coming into the target and control
blocks of the CXcat-gadget is subject to 2r CX gates dur-
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Physical cat qubits
Highly biased noise Repetition code Symmetric noise CSS
Universal fault-tolerant
quantum computation
FIG. 7. Overview of the scheme for concatenated biased-noise error correction introduced in [8]. The set of physical operations
which have biased noise channel which is used in [8] is highlighted in green. As we have shown, when cat states in parametrically
driven non-linear oscillators are used as qubits, a CX gate (highlighted in blue) respecting the bias becomes possible. In the
first step, the physical qubits are encoded in a repetition code C1 to correct for phase-errors. Next fault-tolerant C1 protected
gadgets are constructed for the next level of concatenation with a CSS code. As shown in the main text, the addition of a
physical CX gate with biased noise simplifies the construction of C1 protected C2 gadgets.
FIG. 8. Error-correction gadget for a repetition code with
n = 3. The black and green lines indicate code and ancilla
qubits respectively. The green triangles facing the left and
right represent preparation and measurement of the ancilla
respectively. In the naive scheme, (n−1) stabilizer generators
for the repetition code are measured using CX gates between
pairs of data qubits and ancilla.
Transversal CX
FIG. 9. CXcat gadget based on tranversal biased-noise
CX gates between the codewords. The codewords are error-
corrected at the input and output.
ing the previous error-correction step. The probability
of a dephasing fault in each data qubit is therefore 2rε.
Next, each data qubit in the target and control block is
subject to one CX gate. Note however that phase er-
rors from the target can spread to phase errors on the
control. Therefore, the probability of a dephasing fault
in each qubit in the target and control blocks is 2rε + ε
and 4rε + ε respectively. A logical error will occur if
m ≥ (n+ 1)/2 qubits in the target or control blocks are
faulty. Therefore, the probability of a logical error in the
control and target blocks before they are input into the
error correction gadgets are
εtarget ≤
(
n
n+1
2
)
(2rε+ ε)(n+1)/2 (37)
εcontrol ≤
(
n
n+1
2
)
(4rε+ ε)(n+1)/2. (38)
Each of the error correction gadgets now measure (n−1)
syndromes and each syndrome bit must be read correctly
for successful decoding. Each syndrome bit is measured
r times and requires 2 CX gates between a pair of code
qubits and an ancilla. A syndrome measurement can
be incorrect if the preparation or measurement of the
ancilla was incorrect, or if there was a dephasing error on
the ancilla during the CXs. Therefore, an upper bound
on the probability of error due to failure of the error
correction in the target and control blocks is
εec ≤ 2(n− 1)
(
r
r+1
2
)
(4ε)(r+1)/2. (39)
In the worst case, a single non-dephasing error occur-
ring with probability /η anywhere in the circuit will
cause the failure of the gadget. There are 4(n− 1)r CX
gates in each of the error-correction gadgets at the input
and output and n transversal CX gates. As a result, the
probability of an error due to a non-dephasing fault is
ε′ ≤ (8(n− 1)r + n) ε
η
. (40)
Finally, the probability of a logical error in the CX-gadget
is given by
εcat =εtarget + εcontrol + εec + ε
′ (41)
=
(
n
n+1
2
)
(2rε+ ε)(n+1)/2 +
(
n
n+1
2
)
(4rε+ ε)(n+1)/2
+ 2(n− 1)
(
r
r+1
2
)
(4ε)(r+1)/2 + (8(n− 1)r + n) ε
η
.
(42)
Figure 10 compares the logical error rates for the
CXcat-gadget in Eq. (42) (blue line) and that for the
gadget in [8] (red line) as a function of the bare error ε
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FIG. 10. Logical error rate for CX given in Eqs. (42) (solid
blue line) and from [8] (solid red line) for different bias η. The
black line with slope=1 is shown for reference.
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FIG. 11. Overhead of the CXcat-gadget (blue line) for a target
logical error rate of 0.67× 10−3 [8, 28]. The overhead for the
gadget proposed in [8] for the same target error rate is shown
in red.
for different bias η. For reference, a line with slope=1 is
also shown (black). The CXcat-gadget clearly has lower
probability for logical errors. In fact, for η = 104 the
threshold error for the gadget (that is, where the blue
curve intersects the black line) is εcat = 7.5× 10−3. This
is more than twice the threshold of the CX-gadget in [8],
εAP = 3.55 × 10−3. For smaller bias, the contribution
from the non-dephasing term in Eq. (42) takes over and
the performance of CX degrades.
Moreover, we find that the CXcat-gadget also requires
less overhead to reach the same target logical error rate
compared to the gadget in [8]. In order to demonstrate
this, we estimate the circuit volume required to reach a
target error rate of 0.67× 10−3. Using Eqs. (42) we find
the n and r required so that εcat ≤ 0.67 × 10−3. The
circuit volume for the CX in Ref [8] and that described
here are 7nr and 8(n − 1)r + 2n respectively. Figure 11
compares these overheads for η = 103 and η = 104, as
a function of ε. Clearly, the CXcat described here has
a smaller overhead. For example, with ε = 2.5 × 10−3
and η = 104, the overhead for CXcat is ∼ 5 times smaller
than that for the gadget described in [8].
C. Magic-state preparation
In this section, we extend the analysis in [10] for the
preparation of magic states P¯|i〉 and P¯|T〉. The gadget
for magic state preparation is shown in Fig 12 (a). The
gadget consists of two repetition code blocks initialized in
the state |+〉L. The non-Clifford operation in this gadget
Error
Correction
(a) (b)
FIG. 12. (a) Scheme for magic state preparation adapted
from [10]. The error-correction gadget used is shown in Fig. 8.
(b) The MZˆ gadget.
is the transversal application of ZZ(θ) gates between the
physical qubits in block 1 and block 2. The transversally
applied ZZ(θ) gates do not preserve the codespace and
this operation is not equivalent to a logical ZZ(θ) gate.
Following this step, aMZˆ measurement is performed on
block 1, followed by MXˆ measurement which disentan-
gles block 1 from block 2. Finally, error correction is
performed on block 2 to map it into the codespace. We
will now elaborate how this gadget leads to a determinis-
tic preparation of |i〉L state and probabilistic preparation
of |T〉L with appropriate choice of θ.
After blocks 1 and 2 are each prepared in the |+〉L =
|+〉⊗n state, the pairwise ZZ(θ) gates entangles them.
The state after the application of this operation is
|ψ〉 = [|0〉|θ〉+ XˆXˆ|0〉|θ〉]⊗n, (43)
where |θ〉 = cos(θ/2)|+〉 + i sin(θ/2)|−〉. The MZˆ mea-
surement on block 1 projects it in a state with even or
odd number of |1〉 depending on the measurement out-
come MZˆ = 1 or MZˆ = −1 respectively. The state of
the system after the MZˆ measurement is
|ψ〉MZˆ=1 =
∑
|a|=even
n⊗
i=1
(XˆXˆ)ai |0〉|θ〉
|ψ〉MZˆ=−1 =
∑
|a|=odd
n⊗
i=1
(XˆXˆ)ai |0〉|θ〉, (44)
where ai ∈ {0, 1}. To give an example, if n = 3,
|ψ〉MZˆ=1 = |000〉1⊗|θθθ〉2+|011〉1⊗IˆXˆXˆ|θθθ〉2+|101〉1⊗
XˆIˆXˆ|θθθ〉2 + |110〉1 ⊗ XˆXˆIˆ|θθθ〉2 and |ψ〉MZˆ=−1 =
|111〉1 ⊗ XˆXˆXˆ|θθθ〉2 + |100〉1 ⊗ XˆIˆIˆ|θθθ〉2 + |010〉1 ⊗
IˆXˆIˆ|θθθ〉2 + |001〉1⊗ Iˆ IˆXˆ|θθθ〉2. Here the subscripts 1, 2
denote the blocks 1 and 2 respectively. Next, an MXˆ
measurement is performed on block 1. That is, each qubit
in block 1 is measured along the X axis and is projected
onto either the |C+α 〉 or |C−α 〉 state. If bi = ±1 represents
the result of the measurement on the ith qubit, then the
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state of the qubits in block 2 is
|ψ〉MZˆ=1b =
∑
|a|=even
n⊗
i=1
(biXˆ)
ai |θ〉 = A1b |θ〉⊗n (45)
|ψ〉MZˆ=−1b =
∑
|a|=odd
n⊗
i=1
(biXˆ)
ai |θ〉 = A−1b |θ〉⊗n. (46)
Here A±1b =
∑
|a|=even/odd
⊗n
i=1(biXˆ)
ai and A−1b =
Xˆ⊗nA1b = XˆLA
1
b . Consequently, the state of block 2
when the result of the MZˆ measurement is −1 differs
from that when the measurement result is 1 simply by
XˆL. Therefore, for fault-tolerance, this measurement is
repeated rz,L times and a majority vote is taken over the
measurement outcomes. The above expressions can be
simplified to
|ψ〉MZˆ=1b =
[
cos
(
θ
2
)]s [
i sin
(
θ
2
)]n−s n⊗
i=1
|Csign(bi)α 〉
+
[
i sin
(
θ
2
)]s [
cos
(
θ
2
)]n−s
ZˆL
n⊗
i=1
|Csign(bi)α 〉
(47)
|ψ〉MZˆ=−1b = XˆL|ψ〉
MZˆ=1
b , (48)
where s is the number of +1 in b. The above ex-
pressions show that block 2 is in a superposition of
qubit states which are completely correlated and com-
pletely anti-correlated to the qubit states in block 1.
To elaborate with an example, for n = 3 if the MZˆ
measurement yields 1 and if the MXˆ measurement
yields b = 1, 1, 1 or b = −1,−1,−1 then the state
of the qubits in block 2 is cos(θ/2)3|C+α 〉|C+α 〉|C+α 〉 +
(i sin(θ/2))3|C−α 〉|C−α 〉|C−α 〉. If the MXˆ measurement
yields b = 1, 1,−1 or b = −1,−1, 1 then the state of
the qubits in block 2 is cos(θ/2)2i sin(θ/2)|C+α 〉|C+α 〉|C−α 〉+
(i sin(θ/2))2 cos(θ/2)|C−α 〉|C−α 〉|C+α 〉. Finally, the error-
correction step on block 2 using the gadget shown in
Fig. 8 projects block 2 back into the codespace,
|ψ〉MZˆ=1b =ZˆH[s−(n+1)/2]L ×{[
cos
(
θ
2
)]s [
i sin
(
θ
2
)]n−s
|+〉L
+
[
i sin
(
θ
2
)]s [
cos
(
θ
2
)]n−s
|−〉L
}
(49)
|ψ〉MZˆ=−1b =XˆL|ψ〉
MZˆ=1
b , (50)
where H[s − (n + 1)/2] is the heaviside step function.
The above expression shows that the resulting code state
depends on the choice of θ and the intermediate mea-
surement results. Using θ = pi/2, the state |i〉L is pre-
pared (up to correctable Pauli rotations) irrespective of
the measurement outcome. Moreover, if we find that if
the error syndromes obtained from the measurement of
the stabilizer generators do not agree with theMZˆ mea-
surement on block 1, then we reject the state on block
2. Using θ = pi/4, the state |T〉L is prepared (up to
correctable Pauli rotations) only when n − s = s ± 1 or
s = (n ± 1)/2. Out of all the 2n possible measurement
results, the number of outputs that result in the correct
state is
(
n
n+1
2
)
+
(
n
n−1
2
)
. Therefore, the probability of suc-
cessful |T〉L state preparation is, psuccess = 21−n
(
n
n−1
2
)
.
For example, with n = 9 or n = 21, psuccess = 0.49 or
0.34 respectively. The probability of success decreases
with increasing n because the ZZ(θ)⊗n gates do not pre-
serve the codespace. Next, we will examine the probabil-
ity of logical error in the preparation of the states.
C.1. Upper bound on the probability of a logical
non-dephasing error
A logical non-dephasing fault in block 2 can be due to
a physical non-dephasing error during the 2nr CX gates
in the error correction gadget or during any of the n
ZZ(θ) gates. Moreover, a faulty MZˆ measurement also
leads to a non-dephasing error (see Eq. (50)). This can
happen due to a non-dephasing error in any of the n
ZZ(θ) gates or any of the nrz,L CZ gates. It can also
result if a majority m = (rz,L +1)/2 of the measurements
are faulty (either due to dephasing faults in any one of
the n CZ gates or the preparation and measurement of
the ancilla.) Therefore, the probability of a logical non-
dephasing error is upper bounded by
εx,L ≤ (2nr + 2n+ nrz,L) ε
η
+
(
rz,L
rz,L+1
2
)
(nε+ 2ε)(rz,L+1)/2.
(51)
C.2. Upper bound on the probability of ZˆL error
A logical dephasing error in block 2 could result from
the failure of the error-correction block to detect any er-
ror. This happens if there is a phase-flip error on all the
n qubits in block 2. Each qubit i in block 2 can undergo a
phase-flip during any one of the 2r CX gates, the ZZ(θ)
gate, preparation and when the ith qubit in block 1 un-
dergoes a phase flip. In block 1, a phase error on a qubit
can occur during preparation, measurement, ZZ(θ) gate
and any one of the rz,L CZ gates. Additionally, a bit-flip
error in the ancilla for MZˆ measurement can also intro-
duce correlated phase-flip errors in block 1, which then
propagates to block 2. To estimate the upper bound, we
assume that a non-dephasing fault in any of the nrz,L CZ
gates results in undetectable error in block 2. Therefore,
the probability of a ZˆL error in block 2 due to failure of
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the error-correction gadget is
ε
(1)
z,L ≤ ((2r + 2)ε+ (rz,L + 3)ε)n + nrz,L
ε
η
≤ (2rε+ rz,Lε+ 5ε)n + nrz,L ε
η
.
(52)
In addition, correlated phase errors in block 1 and block
2 is another source of fault. Recall that if the error
syndromes obtained from the measurement of the sta-
bilizer generators do not agree with the MZˆ measure-
ment on block 1 then the state is rejected. Correlated
phase errors in the ith qubit in blocks 1 and 2, would
however be missed, leading to an incorrect preparation
of the magic state. Such correlated errors could occur
during the n ZZ(θ) gates (probability εzz) or due to in-
dependent errors ε2 occurring during preparation, mea-
surement, ZZ(θ) gates or rz,L CZ gates in theMZˆ mea-
surement. Therefore, the probability of an ε
(2)
z,L error due
to correlated phase errors is
ε
(2)
z,L ≤ nεzz + n(rz,Lε+ 3ε)(2rε+ 2ε). (53)
A final source of fault is the correlated errors in block
2 and stabilizer measurements themselves. If a qubit in
block 2 undergoes a phase-flip and if the stabilizers are
measured correctly, then a comparison between block 1
and 2 will reveal this error and the state can be discarded.
However, if the two stabilizer generators involving that
qubit are measured incorrectly, then the error in block 2
will be missed. An upper bound on the probability for
this fault path is
ε
(3)
z,L ≤ n(2rε+ rz,Lε+ 5ε)
((
r
r+1
2
)
(4ε)
r+1
2
)2
. (54)
Finally, the total probability of a εz,L error is obtained
by combining Eq. (52), Eq. (53) and Eq. (54),
εz,L ≤ nrz,L ε
η
+ (2rε+ rz,Lε+ 5ε)
n + nεzz
+ n(rz,Lε+ 3ε)(2rε+ 2ε)
+ n(2rε+ rz,Lε+ 5ε)
((
r
r+1
2
)
(4ε)
r+1
2
)2
.
(55)
We can now compare the expressions for the logical error
rates in Eq. (51) and Eq. (55) to those in [10]. Recall that
the only difference in the preparation schemes described
here is the error correction gadget based on stabilizer
measurements using CX gates. This does not affect the
leading order sourced of error, which is correlated phase-
flips in block 1 and 2 (∝ εzz, ε2). The main difference is
due to the contribution of correlated errors in block 2 and
syndrome measurements (Eq. (54)) to a logical ZˆL error.
In contrast, faults due to measurement errors in the error-
correction gadget used in Ref. [10] contribute to a logical
XˆL error and are of higher order (see Eq. (17) in [10]).
Figure 13 shows the logical error rates computed here and
that from Ref. [10] for n = r = rz,L = 3. As expected,
the probability of non-dephasing error with the CX based
error-correction is slightly lower than in Ref. [10], while
the probability of dephasing errors is similar.
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FIG. 13. Logical dephasing and non-dephasing error rate
for state preparation given in Eq. (55) (solid blue line) and
Eq. (51) (dashed blue line) using n = r = rz,L = 3. For com-
parion the logical dephasing and non-dephasing rates from
ref. [10] are shown using solid and dashed red lines, respec-
tively. The black line with slope=1 is shown for reference.
D. Fault tolerance with a measurement code
As we discussed in section V.A the naive way to de-
code by measuring (n− 1) stabilizer generators is subop-
timal. We will now discuss how we can improve decod-
ing by using what we refer to as, a measurement code.
To construct a measurement code, we desire that our
syndrome measurement procedure measures a total of s
elements of the stabilizer group (not necessarily the spec-
ified generators) by coupling to ancillas and that it can
correct any t = (d−1)/2 phase-flip errors on the n qubits.
That is, we wish to have a classical code with parame-
ters [n + s, n, d]. However, not every classical code with
those parameters is admissible, because the classical par-
ity checks must still be compatible with the stabilizers
of the original quantum code, in this case the repetition
code. In particular, each parity check in the measure-
ment code must have even weight when restricted to the
data qubits so that it commutes with the logical ZˆL oper-
ator of the quantum phase-flip code. In fact, consistency
with the stabilizer group of the base quantum code is the
only constraint on a measurement code.
The general form of a measurement code can be spec-
ified by the parity check matrix HM . This in turn is
specified as a function of the (generally redundant) par-
ity checks HZ of the quantum repetition code and an ad-
ditional set of s ancilla bits that label the measurements.
Given HZ , the parity check matrix of the measurement
code is the block matrix
HM =
(
HZ Is
)
(56)
where Is is the s × s identity matrix. Since there are s
ancilla bits for readout HM is an s× (n+ s) matrix. The
fact that the rows of HZ come from the stabilizers of a
quantum repetition code is captured by the constraint
they must all have even weight. The rows are clearly lin-
early independent, so the associated code has parameters
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[n+s, n, d] for some d ≤ n. The distance is never greater
than n since a string of Zˆ operators on the data qubits,
corresponding to 1’s on exactly the first n bits, is always
in the kernel of HM .
The measurement of the jth parity check in the mea-
surement code can be done by a standard choice of cir-
cuit. We simply apply a CX gate to qubit i if there is
a 1 in column i, and target the ancilla labeled in col-
umn n + j. Note that by construction there is always a
1 in position (j, n + j) of HM . The effective error rate
of this bare-ancilla measurement gadget will depend on
the number of CX gates used, and hence on the weight
of the stabilizer being measured. Therefore, all other
things (such as code distance) being equal, lower weight
rows are preferred when designing a measurement code.
The two examples we consider here are generated from
the following choices for HZ , displayed here in transpose
to save space:
HTZ =
 1 1 01 0 1
0 1 1
 , (57)
HTZ =

1 0 0 0 1 1 0 0 1
1 1 0 0 0 0 1 1 0
0 1 1 0 0 1 0 1 0
0 0 1 1 0 0 0 1 1
0 0 0 1 1 0 1 1 0
 . (58)
These codes were chosen to saturate the distance bound,
so d = n for each code (so d = 3 and d = 5 respec-
tively). These were found by guesswork, and no at-
tempt at finding optimal measurement codes was made,
although these are the best of the few that were tested.
To contrast our choices with the choice associated to re-
peating the measurements of the standard generators r
times for n = r = 3, the measurement code is specified
by
HTZ =
(
1 1 1 0 0 0
1 1 1 1 1 1
0 0 0 1 1 1
)
. (59)
Both this choice and the n = 3 choice in Eq. (57) have dis-
tance d = 3 as measurement codes. However, our choice
corresponds to a [6, 3, 3] measurement code whereas the
naive repeated generator method yields a [12, 3, 3] mea-
surement code. In general, the naive scheme yields an
[n + (n − 1)r, n, d(n, r)] code, and for smaller r the dis-
tance will not yet saturate to n. For the case n = 5 case,
we need r = 2 before the measurement code has distance
3, and r = 4 before the distance saturates at d = 5.
Thus, the naive scheme yields either an [13, 5, 3] code or
a [21, 5, 5] code, which are inferior in either distance or
rate respectively to the [14, 5, 5] code that results from
the choice in Eq. (58).
These examples also illustrate a counterintuitive fea-
ture of measurement codes. Consider again the naive
repeated generator method with n = 5 and r = 2 or 4.
If the decoder works by first decoding the syndrome bits
individually, then the data are only protected against at
most (r − 1)/2 = 0 or 1 arbitrary errors respectively.
However, a decoder that uses the structure of the as-
sociated measurement code can correct 1 or 2 arbitrary
data errors with these respective parameters, which then
reduces the leading order behavior of the code failure
probability.
Both of the above codes in Eq. (57) and Eq. (58) are
small enough that the exact probability of a decoding
failure can be computed via an exhaustive lookup ta-
ble. To demonstrate the advantage of the measurement
code over naive encoding and decoding, we estimate the
probability of a logical error in the CX-gadget using the
measurement code in Eq. (58) for n = 5. The corre-
sponding threshold is ∼ 6× 10−3. On the other hand, to
reach a similar threshold using the naive decoder requires
n = 11, r = 5. Clearly, the optimal decoder requires
fewer resources than the naive decoder. In general this
optimal (maximum likelihood) decoder is infeasible to
implement because it requires exponential resources in n
and s to compute, so substantially larger codes will need
decoding heuristics such as message passing algorithms
to approach peak decoding performance. The decoder
declares failure whenever the data error is not guessed
exactly right, even though this is not strictly speaking
necessary. When repeated rounds of error correction oc-
cur, it is sufficient to define success as reducing the weight
of any correctable error. This more relaxed definition is
harder to analyze, however, so our stricter definition of
failure is used in all of the threshold calculations.
VI. DISCUSSION
In this paper we have presented a driven cat-qubit with
highly biased noise channel and shown how to perform a
CX gate which preserves the error bias. A bias-preserving
CX gate with strictly two-dimensional systems is impos-
sible [8, 14]. We are able to circumvent this no-go con-
jecture by exploiting the phase space topology of the un-
derlying continuous variable system.
The physical realization of the CX gate requires a
three-wave mixing between the oscillators. The natu-
ral coupling between two oscillators is, however, beam-
splitter type. Fortunately, the oscillators are themselves
fourth-order, Kerr nonlinear. Thus, the required three-
wave mixing can be generated by parametrically driv-
ing the target oscillator at a frequency ωd such that
ωd = 2ωt − ωc. Here ωt and ωc are the frequencies of
the target and control oscillators respectively. When this
condition is satisfied, the fourth order nonlinearity con-
verts a photon in the drive and a photon in the con-
trol to two photons in the target. Thereby, an effective
three-wave mixing is realized between the control and
target. Importantly, the Kerr nonlinearity of the oscilla-
tors themselves is sufficient to realize the CX interaction
Hamiltonian and no additional coupling elements are nec-
essary. Moreover, because of the parametric nature, the
coupling is controllable. A possible realization of the CX
gate Hamiltonian in superconducting circuits is shown
in Fig 14. It is feasible to extend the scheme for the
18
FIG. 14. Schematic for implementation of the bias-preserving CX gate with superconducting circuits. Here the Kerr-nonlinear
oscillators (of frequencies ωt and ωc) are implemented with superconducting nonlinear asymmetric inductive elements or
SNAILs [30, 31]. A SNAIL can be biased with an external magnetic field so that it has both three- and four-wave mix-
ing capabilities. It can therefore be used to implement the two-photon driven Kerr nonlinear oscillator and realize a cat-qubit
with biased noise channel [19]. The Hamiltonian in Eq. (29) can be simplified as Hˆ = −Kaˆ†2c aˆ2c −Kaˆ†2t aˆ2t +Kβ2(aˆ†2c + h.c.) +
Kα2 cos(φ(t))(eiφ(t)aˆ†2t +h.c.)− (Kiα2 sin(φ(t))/β)(iaˆ†2t aˆc+h.c.)+(Kα4/2β) sin(2φ(t))(iaˆ†c +h.c.)− (Kα4 sin2(φ(t))/β2)aˆ†caˆ†c−
φ˙(t)aˆ†t aˆt/2 + (φ˙(t)/4β))aˆ
†
t aˆt(aˆ
†
c + h.c.). By expressing the Hamiltonian in this form, the drives required to realize the Hamil-
tonian become immediately clear. Firstly, a drive to the control cavity (fixed amplitude and time-dependent phase) centered
at 2ωc is required for the two-photon term driving the control cavity via three-wave mixing. Next, a drive to the target cavity
with time-dependent amplitude at 2ωt results in the two-photon term driving the target cavity via three-wave mixing. An
additional drive 2ωt − ωc (time-dependent amplitude and phase) is applied to the target cavity to realize the coupling terms
∝ aˆ2t aˆc in Eq. (29). A drive applied directly to the control cavity centered at ωc with time-dependent phase and amplitude
realizes the single-photon drive to the control cavity. A final drive to the target cavity at ωc with time-dependent amplitude
and phase realizes the last term in the Hamiltonian [32].
CX gate to implement a bias-preserving CCX gate be-
tween three cat qubits. A naive circuit would however
require a controllable four-wave mixing between the os-
cillators which is typically much weaker. Remarkably,
as described in Appendix VII.H, it is possible to imple-
ment a bias preserving CCX gate by using only three
wave-mixing and four cat-qubits. To summarize, the bias
preserving set of unitaries discussed in this paper, which
are also physically implementable with three-wave mix-
ing (or less) are {CX,CCX, ZZ(θ), Z(θ),CCZ}. These
can be supplemented with state preparations P|±〉 and
measurements MXˆ,Zˆ for universal fault-tolerant quan-
tum computation.
Furthermore, by adapting the scheme for concatenated
error correction in [8] we have demonstrated that having
bias-preserving CX gates leads to significant improve-
ments in fault-tolerance thresholds and overheads. At
the level of repetition code, the estimated bound for fault-
tolerance thresholds with naive decoding and experimen-
tally reasonable biases of∼ 103−104 is∼ 0.55% = 0.75%.
Consequently, high quality oscillators will still be re-
quired so that the phase-flip error remain small enough.
One way to improve the threshold is by using better de-
coding techniques as discussed in section V.D. More im-
portantly, the approach based on concatenating a repeti-
tion code to another CSS code is not necessary or ideal. A
more efficient technique would be to directly implement
a code tailored to asymmetric noise such as the surface
code [12, 13] or cyclic code [11] with the cat-qubit. An
analysis of these codes tailored to the cat qubits will be
carried out in future work.
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VII. APPENDIX
A. Error channel from simulations
Here we describe how the error channel in the main
text is extracted from master equation simulations. The
dimension of the system of s cat qubits is d = 2s and the
elements of the Pauli transfer matrix R are
Rij =
1
d
Tr[PˆiE(Pˆj)]. (60)
In the above expression E(·) is the error channel and Pˆi
are the d2 Pauli operators. The Pauli transfer matrix at
time t is extracted by simulating the master equation,
using the software package QuTiP [33], with the Pauli
operators as initial state at t = 0. Once the d2 × d2
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elements of the Pauli transfer matrix are obtained, the
above equation is inverted to obtain the error channel.
B. White frequency noise
Coupling with a white dephasing channel leads to the
Lindbladian master equation,
˙ˆρ = −i[Hˆ0(φ), ρˆ] + κφD[aˆ†a]ρˆ. (61)
In the above expression, κφ is the dephasing rate. Follow-
ing the approach used in section III.B.2, we describe the
dynamics of the oscillator in the quantum-jump formal-
ism. In this approach evolution under a non-Hermitian
Hamiltonian Hˆ = Hˆ0(φ)− iκφaˆ†aˆaˆ†aˆ/2 is interrupted by
stochastic quantum jumps corresponding to the opera-
tors aˆ†aˆ. Again, for κφ  |∆ωgap|, the leading order
effect of the non-Hermitian terms in Hˆ is to broaden the
linewidths of the eigenstates of the oscillator. Action of
aˆ†aˆ on a state in the cat subspace causes leakage to C⊥.
In the limit of large α, aˆ†aˆ|C±α 〉 ∼ α2|C±α 〉+α|ψ±e,1〉 (note
that the parity does not change). Therefore, a dephasing
event excites the first excited subspace at rate ∼ κφα2.
As we saw in the last section, if a two-photon dissipation
channel is introduced then the leakage will be corrected
at a rate 4κ2phα
2. As a result, leakage errors are sup-
pressed by ∼ κφ/4κ2ph.
Observe that both dephasing and two-photon loss
events cause transitions within the same parity subspace.
Therefore, two-photon loss immediately after a dephasing
event does not result in phase-flips. As a result, no phase-
flips are introduced but bit-flips can arise because of the
energy difference between the states |ψ±e,1〉. However, the
energy difference and consequently the probability of a
bit-flip, decreases exponentially with α2 and the noise
bias is preserved. The analysis above is confirmed by
numerically simulating the master equation,
˙ˆρ = −i[Hˆ0(φ0), ρˆ] + κφD[aˆ†aˆ]ρˆ+ κ2phD[aˆ2]ρˆ. (62)
The dissipation rates κ2ph and κφ are fixed, while α is
varied by changing Hˆ0(φ) as in Eq. (20). The error chan-
nel is of the form
E(ρˆ) = λIIIˆ ρˆIˆ + λIXIˆ ρˆXˆ + λ∗IXXˆρˆIˆ + λXXXˆρˆXˆ. (63)
Figure 15 shows the numerically evaluated coefficients
λII, λIX, and λXX at time t = 50/K for κφ = K/1000
and κ2ph = K/10. All other coefficients cause a change
in parity and hence are zero. As expected for large α, the
bit-flips and consequently |λIX| and λXX decrease expo-
nentially with α2. Figure 16 shows the amount of leakage
1 − Tr[E(Iˆ)] with and without the two-photon dissipa-
tion. When α → 0, the cat states |C±0 〉 are the vacuum
and single-photon Fock state respectively. In this case,
frequency jumps do not cause any leakage because the
vacuum and single-photon Fock states are eigenstates of
aˆ†aˆ. Therefore, in the limit of small α, the leakage and
consequently |λIX| and λXX increase as α increases. Once
α becomes sufficiently large, the exponential suppression
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FIG. 15. Natural logarithm of the coefficients of the error
channel Eq. (63) of an idle cat qubit in the presence of white
thermal noise and two-photon dissipation. As expected the
amount of non-phase errors decreases exponentially with α2.
The parameters for the simulations are κφ = K/1000 and
κ2ph = K/10 . The coefficients are evaluated at t = 50/K.
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FIG. 16. Natural logarithm of the amount of leakage,
log[1−Tr[E(Iˆ)]] in the presence of white dephasing noise with-
out two-photon dissipation (red solid line in (a)) and with it
(blue solid line in (b)). As expected, the two-photon dissipa-
tion autonomously corrects for leakage. The dashed black line
shows the leakage predicted by the theoretical expressions for
the rates of out-of-subspace excitations (∼ κφα2) and correc-
tion due to two-photon loss ∼ 4κ2phα2. These expression are
only approximations which become more and more exact as
α increases.
of bit-flips with increase in α begins. The behavior in
the limits of small and large α explains the trend in |λIX|
and λXX (and hence also λII) shown in Fig. 15. Fig-
ure 16 shows the numerically and theoretically estimated
leakage. The theoretical estimation uses the expression
κφα
2 for the rate of leakage and 4κ2phα
2 for the rate
of autonomous correction. We find that the theoretically
predicted leakage is a good approximation for the numer-
ically simulated leakage.
C. Threshold for imperfect rotation
In this section, we will first provide a qualitative esti-
mate for the threshold of rotation error ∆th ∼ 0.5 in the
CX gate (section IV.A). We then provide a numerical es-
timate for the threshold which is in good agreement with
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FIG. 17. The meta potential of the Hamiltonian on the two-
photon driven nonlinear oscillator, f(x, y) = −K(x2 + y2)2 +
2Kα2(x2 − y2). The dark lines are the lines of equi-potential
f(x, y) = const. or the trajectories along which a classical
particle moves. Since the nonlinearity if negative, the mo-
tion of the particle is clockwise. The trajectories for which
f(x, y) < 0 are closed around ±α, while they are delocalized
for f(x, y) ≥ 0. At equilibrium the particle is at one of the
two semiclassical stable points (x, y) = (±α, 0), shown in grey
circles. A rotation error with ∆ = pi/3 places the particle on
the first delocalized path f(x, y) = 0.
the qualitative result.
To begin with, consider a single cat-qubit in a two-
photon driven nonlinear oscillator. We work in the limit
of large α, so that the computational states |0, 1〉 are well
approximated by the coherent states |±α〉. Now sup-
pose that the oscillator is initialized in a coherent state
ei∆aˆ
†aˆ|α〉 = |ei∆α〉 or ei∆aˆ†aˆ|−α〉 = |−ei∆α〉. These are
not computational states, but as we have seen before, ad-
dition of two-photon dissipation will bring them back into
the computational basis. Our task is to find the thresh-
old ∆th so that for ∆ < ∆th the initial state e
i∆aˆ†aˆ|α〉
evolves preferably to |α〉 instead of |−α〉, while the state
ei∆aˆ
†aˆ|−α〉 evolves (exponentially) preferably to |−α〉 in-
stead of |α〉. Consequently, for ∆ < ∆th phase-flips will
be exponentially suppressed. It is reasonable to assume
that the threshold obtained in this manner is identical to
that for the rotation error in the CX gate.
Consider the master equation of such an oscillator in
the presence of two-photon dissipation,
˙ˆρ = −i[Hˆ0(φ0), ρˆ] + κ2phD[aˆ2]ρˆ. (64)
Using 〈aˆ〉 = x+ iy, in the semiclassical approximation
x˙ = 2Ky[α2 + (x2 + y2)]− κ2x[α2 − (x2 + y2)]
y˙ = 2Kx[α2 − (x2 + y2)] + κ2y[α2 + (x2 + y2)]. (65)
The equations of motion have the form of a particle mov-
ing on a metapotential or phase-space potential. For
K  κ2, the metapotential is f(x, y) = −K(x2 +
y2)2 + 2Kα2(x2 − y2), which is an inverted double well
in the phase-space with peaks at ±α [34, 35]. Figure 17
shows the contour plot of the metapotential. In semi-
classical approximation, these contours are the trajec-
tories along which a particle moves (clockwise because
the nonlinearity is attractive.) The trajectories corre-
sponding to f(x, y) < 0 are closed around ±α and for
f(x, y) ≥ 0 they are delocalized. The state of the os-
cillator |ei∆α〉 or |−ei∆α〉 is equivalent to the particle
being at (x0, y0) = (α cos(∆), α sin(∆)) or (x0, y0) =
(−α cos(∆),−α sin(∆)) in the semiclassical approxima-
tion. If ∆ is small, then (x0, y0) lies on one of the
closed trajectories around ±α. Whereas, for large ∆,
(x0, y0) lies on one of the delocalized trajectories. If
the semiclassical trajectory is closed, then under the in-
fluence of quantum fluctuations and two-photon jumps,
the initial states |±ei∆α〉 evolve preferably to |±α〉 re-
spectively. However, if the phase-space path is delocal-
ized, then the initial states |±ei∆α〉 will evolve equally
likely to either |α〉 or |−α〉. The threshold ∆th is then
the rotation angle such that αei∆ lies on the first of
delocalized trajectory f(x, y) = 0. Thus, solving the
equation f(α cos(∆), α sin(∆)) = 0 gives the threshold
∆th = pi/6 ∼ 0.52. This semiclassical estimate of the
threshold is valid in the regime K  κ2. In the oppo-
site regime κ2  K the threshold is ∼ pi/2 [17]. In the
intermediate regime where κ2 and K are of similar mag-
nitudes, we expect the threshold to be between pi/6 and
pi/2.
To justify this simple analysis of we numerically sim-
ulate the master equation ˙ˆρ = −i[Hˆ(φ0), ρˆ] + κ2D[aˆ2]ρˆ
with Hˆ(φ0) = −Kaˆ†2aˆ2 + P (aˆ†2e2iφ0 + aˆ2e−2iφ0), P =
α2
√
K2 + κ22/4 and 2φ0 = tan
−1(κ2/2K). The input
state at t = 0 is exp(i∆aˆ†aˆ)Zˆ exp(−i∆aˆ†aˆ), where Zˆ
is the Pauli operator Zˆ = |0〉〈0| − |1〉〈1| = |C+α 〉〈C−α | +
|C−α 〉〈C+α |. From the simulations we estimate 〈Zˆ〉 at time
t = 2/κ2, κ2 = K/100 for different α and ∆. As shown
in Figure 18, the dependence of 〈Zˆ〉 as a function of ∆
for different α suggests a thresholding behaviour around
∆ ∼ 0.5. The figure shows that the numerical result
does agree qualitatively with the analytic prediction. The
large Hilbert space size limits the numerical simulations
for larger α.
D. Geometric and topological phases during the
CX gate
As described in the main text, the rotation of cat states
in phase space along a closed loop gives rise to both ge-
ometric and topological phase. The topological phase
arises simply because the state |C−β 〉 is 2pi periodic in the
phase of β, while the state |C+β 〉 has the periodicity of pi.
The geometric or Berry phase [36] depends only on the
path in the phase space. The difference in this phase for
the two cat states is related to the mean particle number
difference. Near β = 0 the state |C+β 〉 becomes the vac-
uum and the state |C−β 〉 becomes the single-photon Fock
state, so that the photon number difference is 1. How-
ever for large β, the mean photon numbers for the two cat
states become exponentially close. In phase space where
x = (β + β∗)/2 and x = (β − β∗)/2, the Berry phase for
the states |C±α 〉 can be defined using the corresponding
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FIG. 18. 〈Zˆ〉 as a function of the rotation error ∆ for different
α at t = 2/κ2 for κ2 = K/100. The initial state of the oscil-
lator is rotated by ∆, that is Zˆ → eiaˆ†aˆZˆe−iaˆ†aˆ. Two photon
dissipation is added to refocus the rotated state back into
the cat basis. Non-dephasing errors can be introduced during
this correction process which would decrease 〈Zˆ〉. However,
as expected from analytics, the numerical simulations show a
thresholding behavior. That is, the Zˆ decreases less rapidly
for larger α for small ∆. The plot suggests a thresholding
behaviour around ∆ ∼ 0.5.
Berry connection as [37, 38],
Φ±g =
∫
A±x dx+A
±
y dy (66)
where,
A±x =
1
2
(
1∓e−2(x2+y2)
1±e−2(x2+y2)
)
y,
A±y = − 12
(
1∓e−2(x2+y2)
1±e−2(x2+y2)
)
x
(67)
The corresponding Berry curvatures are,
Ω± =
∂A±y
∂x
− ∂A
±
x
∂y
=− 1∓ e
−2(x2+y2)
1± e−2(x2+y2) ∓
4(x2 + y2)e−2(x
2+y2)
(1± e−2(x2+y2))2 (68)
The Berry curvature and connection can be thought of
as a magnetic flux and an electromagnetic vector poten-
tial respectively. The difference in the Berry curvature
or flux Ω+ − Ω− is small near the origin and at large
x, y or |β|2. The difference in Berry connection or vector
potential is large near the origin and decreases exponen-
tially away from it. Therefore, as long as the |β|2 is large
enough so that the closed path in phase space is not too
close to the origin, then the geometric phase difference
between the |C+α 〉 and |C−α 〉 will be exponentially small.
In this case, topology is the only source of phase differ-
ence between the |C+α 〉 and |C−α 〉 state. Consequently, for
the topological implementation of the CX gate, the size
of the cat state must be large.
E. CX gate in the presence of thermal noise
The error channel of the CX gate in the presence
of thermal noise was given in section IV C. The chan-
nel is obtained from the transfer matrix, which itself
is obtained in two steps. First, the master equation
for the CX, ˙ˆρ = −i[HˆCX, ρˆ] +
∑
i c, tκ(1 + nth)D[aˆi]ρˆ +
κnthD[aˆ†i ]ρˆ, is simulated for time T = 10/K with φ(t) =
pit/T , α = β = 2 and with Pauli matrices as the input.
Here, i = c, t. Next, all the interactions between the con-
trol and target oscillators are removed and the Hamilto-
nian of the system is set to that two uncoupled oscilla-
tors Hˆ ′ = −K[∑i aˆ†2i aˆ2i + α2(aˆ†2i + aˆ2i )]. Now the mas-
ter equation with two-photon dissipation is simulated,
˙ˆρ = −i[Hˆ ′, ρˆ] + ∑i c, tκ(1 + nth)D[aˆi]ρˆ + κnthD[aˆ†i ]ρˆ +
κ2D[aˆ2i ]ρˆ, for time T ′ = 2/κ2 and using the density ma-
trix from the output of the CX simulation as the input.
The transfer matrix from the second simulation is in-
verted to obtain the error channel.
As shown by Eq. (27), two-photon dissipation on the
target oscillator D[aˆ2t ] during the CX gate introduces ad-
ditional phase-flip errors in the control oscillator. This
implies that, although the two-photon dissipation cor-
rects leakage, it will also reduce the gate fidelity. It
is possible to overcome this problem by adding time-
dependent, correlated dissipation between the control
and target oscillators. However, the numerical simula-
tions become significantly harder. To avoid this, we use
the two-step process discussed above.
F. Impossibility of universal set of bias-preserving
gates at the level of physical qubits
Consider physical qubits with a biased noise chan-
nel such that dephasing errors are dominant over
non-dephasing fault. Suppose that the set of gates
(U1, U2, ..., Uk) are universal and preserve the bias. This
set of operations can be single- or multi-qubit gates.
Since each Ui preserves the bias, UiZˆm = f(Zˆ1, Zˆ2, ...)Ui,
where Zˆm is the Pauli matrix for the m
th qubit and
f(Zˆ) is some function of Zˆ-matrices of some number of
qubits. Since (U1, U2, ..., Uk) is a set of universal gates, it
should be possible to construct a Hadamard gate on the
mth qubit, H = ΠiUi. If this were true, then HZˆm =
(ΠiUi)Zˆm = f
′(Zˆ1, Zˆ2, ...)ΠiUi = f ′(Zˆ1, Zˆ2, ...)H. How-
ever, we know that HZˆm = XˆmH 6= f ′(Zˆ1, Zˆ2, ...)H for
any function f ′. Clearly, this a contradiction showing
that it is not possible to have a universal set of bias-
preserving gates to begin with.
G. Clifford gadgets for the second-level encoding
The C1 protected C2 Clifford gadgets are
{CX,P |+〉,P |0〉,MZˆ ,MXˆ}. The CX gadget has
been discussed in the main text. The rest of the gadgets
are similar to ref. [8]. The scheme for non-destructive
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FIG. 19. Fault-tolerant gadgets for non-destructive measure-
ments (a)MZˆ and (b) MXˆ.
measurement MZˆ is shown in Fig. 19(a). The ancilla
is prepared in state |+〉 and CZ gates are implemented
between the ancilla and each qubit in the repetition
code. Finally, the ancilla is measured along the X-axis.
For fault-tolerance measurement with ancilla is repeated
r times and ZˆL is determined by a majority vote on the
measurement outcome. Figure 19(b) shows the gadget
MXˆ. The non-destructive measurement of ZˆL is carried
out by performing transversal measurement of Zˆ on
each qubit in the repetition code. For measuring Zˆ on
each qubit, a CX gate is realized between the qubit and
an ancilla prepared in |+〉. The ancilla is then measured
along Xˆ. For fault-tolerance, each Zˆ measurement
is repeated r times and taking the majority of the
outcome. The state |+〉L can be prepared transversally
by preparing each cat qubit in the |C+α 〉 state. The
preparation |0〉L proceeds by first preparing |+〉L and
then performing non-destructive measurement of ZˆL.
H. Bias-preserving CCX using only three-wave
mixing
One can generalize the CX Hamiltonian, Eq. (29), to
a Hamiltonian for a controlled-controlled-NOT (CCX)
gate—also known as a Toffoli gate—by adding a term to
stabilize the second control oscillator and adapting the
terms (β±aˆc)/2β (and their conjugates) to more involved
|ψc1〉 • •
|ψc2〉 • •
|vac〉 D(α) • D(α)†
|ψt〉
FIG. 20. Implementation of CCX using the CCD gate.
expressions
β − aˆc
2β
→ 1
4
(
1− aˆc1
β
− aˆc2
γ
+
aˆc1aˆc2
βγ
)
(69)
β + aˆc
2β
→ 1
4
(
3 +
aˆc1
β
+
aˆc2
γ
− aˆc1aˆc2
βγ
)
, (70)
where aˆc1 and aˆc2 are the annihilation operators for the
two control oscillators, with stabilized subspaces defined
by the coherent-state amplitudes β and γ. This direct
implementation of a CCX is undesireable, though, be-
cause it requires interaction terms that are quartic in
the creation and annihilation operators arising from the
cross terms between the above expressions and the two-
photon drive of the target oscillator. We instead propose
to implement a CCX in a less direct manner that only
requires interaction terms cubic in the creation and anni-
hilation operator. We accomplish this through the use of
an ancillary oscillator and a three-body entangling gate
that only requires cubic interaction terms and using the
ancillary oscillator as the control for a final CX.
The three-body gate we propose is the controlled-
controlled displacement (CCD) gate. The Hamiltonian
for the gate is
HˆCCD(t) = −K
(
aˆ†2c1 − β2
) (
aˆ2c1 − β2
)−K (aˆ†2c2 − γ2) (aˆ2c2 − γ2)−K (aˆ†2t − α(t)2) (aˆ2t − α(t)2)
− δ
[
aˆ†t − α(t)
1
2
(
1 +
aˆ†c1
β
+
aˆ†c2
γ
− aˆ
†
c1aˆ
†
c2
βγ
)][
aˆt − α(t)1
2
(
1 +
aˆc1
β
+
aˆc2
γ
− aˆc1aˆc2
βγ
)]
+ iα˙(t)
(
aˆ†t − aˆt
) 1
2
(
1 +
aˆc1 + aˆ
†
c1
2β
+
aˆc2 + aˆ
†
c2
2γ
− (aˆc1 + aˆ
†
c1)(aˆc2 + aˆ
†
c2)
2βγ
)
, (71)
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where α(t) adiabatically transitions from α(0) = 0 at the
beginning of the gate to α(T ) = α by the end of the gate.
This gate displaces the target oscillator from vacuum
at t = 0 to |−α〉 ≈ |1〉 at t = T if both control oscillators
are in |1〉, otherwise it displaces the target to |α〉. By
applying this gate from two controls to an ancilla pre-
pared in vacuum, applying a CX from the ancilla to the
ultimate target, and unentangling the ancilla by apply-
ing the inverse of the displacement gate (see Fig 20), an
effective CCX is applied from the two controls to the ulti-
mate target without the need for any quartic interaction
terms.
In the computational subspace the gate effects the
isometry
CCD : |00〉 7→ |000〉 (72)
|01〉 7→ |001〉 (73)
|10〉 7→ |010〉 (74)
|11〉 7→ |111〉 . (75)
To show that the evolution given by Eq. (71) results
in a bias-preserving CCD, we perform simulations equiv-
alent to those described in Sec. C for the CX gate. A
Schro¨dinger-equation simulation of the three oscillators,
with α = β = γ = 2, δ = K/2, α(t) = t/T , and
T = 10/K, yields an average-gate infidelity with the ideal
CCD gate of 1.42× 10−5.
To simulate the master equation evolution in the pres-
ence of loss, we simplify the bath for the two control
oscillators such that the spectral density of its thermal
photons are narrow, as discussed in Sec. A.1, allowing
us to approximate them as qubits with effective Lind-
blad operators given by Eqs. (10) and (12). The target
oscillator is simulated as evolving in the presence of a
thermal bath with a white-noise spectrum as discussed
in Sec. B.2.
Using the same Hamiltonian parameters as for the
Schro¨dinger-equation simulation and setting the error-
channel parameters to κ = K/4000 and nth = 1% yields
an average-gate fidelity of 98%. The leakage due to ther-
mal photons in this case is ∼ 1.5 × 10−5, and the bias
is ηCCD ∼ 2500. We also simulate adding two-photon
dissipation for the gate time T after the gate has com-
pleted, with κ2 = K/5, as a means of reducing the leak-
age. In this case, the leakage is reduced by almost an or-
der of magnitude ∼ 2× 10−6, at the cost of reducing the
average-gate fidelity to 96% and the bias to ηCCD ∼ 2300.
In calculating leakage and bias for the CCD gate there
are some subtleties due to the isometric nature of the
gate. The process matrix is most naturally constructed
as a map from operators on the domain of the gate (the
subspace of inputs to the gate) to operators on the range
of the gate (the subspace spanned by all outputs of the
gate), restricted to the computational subspace of the os-
cillators. For all processes, the coefficient for the mapping
from identity on the domain to identity on the codomain
(the vector space the gate maps into, which can gener-
ally be larger than the range) tells how much of the trace
is preserved when restricting to the computational sub-
space. For unitaries, this is the same as the coefficient
mapping from identity on the domain to identity on the
range, since the range equals the codomain. For isome-
tries, this is not the case, and the coefficient mapping
identity on the domain to identity on the range does not
capture how much trace is retained in the computational
subspace. In the particular case of the CCD gate, when
restricting to the computational subspaces of the oscil-
lators, the range is the 4-dimensional subspace spanned
by {|000〉, |001〉, |010〉, |111〉}, while the codomain is the
8-dimensional subspace spanned by all 3-bit strings. Er-
rors in the gate implementation can map input operators
into operators with support outside of the range but still
within the codomain, and we must be careful to not count
these errors as leakage. It is important then to explicitly
take the image of the computational-identity input in the
whole oscillator space and project on the computational
subspace (the codomain) in order to properly account
for how much trace is preserved, and therefore how much
leakage occurs.
The bias calculation is complicated because one does
not probe all inputs to a 3-qubit error channel. This is
because the states in the range of an ideal CCD cannot
distinguish between certain distinct error processes in the
computational subspace. It is cumbersome to express the
indistinguishable error processes for the CCD gate, so for
clarity consider the simpler CD gate
CD : |0〉 7→ |00〉 (76)
|1〉 7→ |11〉 . (77)
This gate is also an isometry, mapping to a range that is
a 2-dimensional subspace of a 4-dimensional codomain.
The range consists of states of the form c0|00〉 + c1|11〉.
Because of the symmetry of these states, IZ and ZI er-
rors have exactly the same effect, so as far as the CD
gate is concerned these error processes are equivalent.
To characterize the inequivalent errors in our implemen-
tation, it is useful to look at the images of errors on the
input states. For the CD gate, a Z error on the input
has the same effect as either an IZ or a ZI error on the
output. So for the CD gate, one can determine the prob-
ability of a dephasing-type error occurring on the output
by computing the probability of a dephasing error occur-
ring at the input. This ensures that a ZZ error on the
output is correctly ignored, since on the range ZZ acts
like the identity.
Similarly, for the CCD gate, one determines that the
probability of a dephasing error occurring on the out-
put is equal to the probability of a IZ, ZI, or ZZ error
occurring on the input. The probability of other errors
occurring is the probability of staying in the computa-
tional subspace, minus the probability of the II action
and the dephasing errors. The bias is then calculated as
the ratio of these two probabilities.
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