This paper empirically investigates the implications of the imposition of convexity in output prices and concavity in factor endowments on flexible functional forms for the GNP function. Using macroeconomic data for Switzerland, we estimate the Translog and the Symmetric Normalized Quadratic forms to investigate the manner with which curvature restrictions are imposed, the extend of curvature violations and the robustness of estimated elasticities. We also compare the predictive accuracy of the aforementioned flexible functional forms. Our result show that concavity in factor endowments is violated much more often than convexity in output prices. For the Translog, the date at which local restrictions are imposed matters a great deal in terms of remaining curvature violations in the sample, but far less for estimated elasticities. In contrast, we found that the size and sign of elasticities vary across functional forms. In-sample forecasting analysis demonstrates that the Translog model significantly dominates the Symmetric Normalized Quadratic.
Introduction
The imposition of theoretical curvature restrictions on functional forms is an important problem in several areas of applied economics, such as demand analysis, production economics and international trade. 1 This problem stems from the popularity of specific flexible functional forms like the Almost Ideal Demand System of Deaton and Muellbauer (1980) , the Generalized Leontief of Diewert (1974) and the Transcendental Logarithmic or Translog developed by Christensen et al. (1973) for which curvature properties are often violated in practice. Given that theoretical consistency must guide the selection of a functional form (e.g., see Lau (1986, p. 1520)), several studies have examined the imposition of theoretical regularity conditions without sacrificing flexibility to maintain the appeal of the aforementioned functional forms.
In practice, theoretical properties can be imposed globally or locally depending on the functional form. 2 In some cases, global restrictions destroy the flexibility of the functional form and local restrictions provide a more appealing tradeoff. The first attempt to impose curvature conditions on flexible functional forms (hereafter FFF) was made Lau (1978) . The imposition of local curvature conditions was also studied by Gallant and Golub (1984) using a nonlinear optimization procedure to estimate parameters for constrained FFF. Morey (1986) provides an excellent overview of the early literature. More recently, Moschini (1999) and Ryan and Wales (2000) showed that local restrictions can be imposed on the associated Slutsky matrix as proposed by Ryan and Wales (1998) .
Global curvature restrictions were first derived by Diewert and Wales (1987) . They compared different flexible functional forms and discussed the stability of estimated parameters and elasticities. Curvature restrictions can also be dealt with through the imposition of inequality restrictions in a Bayesian estimation framework. Terrell (1996) compared three flexible functional forms while imposing monotonicity and curvature conditions under different prior distributions. Elasticities are computed by drawing many sets of parameters and keeping only the ones for which theoretical conditions are valid. As such, the curvature property is not 3 imposed ex-ante. Griffiths et al. (2000) and Lariviere et al. (2000) also used a Bayesian estimation to investigate the impact of regularity (monotonicity + curvature) conditions on the signs and magnitudes of elasticities. 3 Even though Kohli (1991) is a well-known contribution, few papers discuss curvature conditions in the context of the GNP function (see Kohli (1992 Kohli ( , 1993 and Tombazos (2003) ). These papers mentioned the issue of imposing curvature restrictions, but do not thoroughly assess its impact in terms of regularity violations, robustness of estimated parameters or elasticities and forecasting performance.
This paper empirically investigates the implications of the imposition of curvature conditions on flexible GNP functions. In practice, the properties can be imposed directly on the functional form before the estimation is implemented. Alternatively, one can do the estimation without curvature restrictions and then test if the curvature properties are maintained. If curvature conditions are violated, one can then decide to impose them locally or globally depending on the functional form. Our empirical application focuses on Switzerland. 4 Contributions pertaining to demand systems and cost functions make up the bulk of the literature on curvature restrictions. Far less research has examined the imposition of curvature restrictions on GNP functions. We wish to fill this void by analyzing the implications of local curvature restrictions on two popular flexible functional forms : the Translog (hereafter TL) and the Symmetric Normalized Quadratic (hereafter SNQ). Unlike expenditure and cost functions, two sets of restrictions are needed to deal with the curvature of GNP functions : convexity in output prices and concavity in factor endowments. Our investigation provides insights about the flexible functional forms' performance in terms of curvature coverage, the robustness of elasticities and predictive accuracy comparisons.
We found much variation in the number of violations of curvature restrictions depending when it is imposed locally. The reminder of the paper is organized as follows. Section 2 briefly describes the theoretical foundations and properties of the GNP function. In Section 3, we present the Translog and Symmetric Normalized Quadratic flexible functional forms along with the procedures to impose curvature restrictions on each of them. The data and econometric issues are discussed in Section 4, the estimations and the assessment of the impact of curvature imposition on flexible functional forms and estimated elasticities are presented in Section 5 and in-sample forecasting analysis is provided in Section 6. The final section concludes the paper.
The Gross National Product Function
The GNP function is used in empirical international trade to analyse resource allocation and production for an economy. For an economy, let us assume that the GNP function ,, G p x t , is conditioned by I outputs and J factor endowments. It is defined as the maximum that can be produced by an economy through optimal resource allocation given its technology, factor To derive supply and input demand or share equations for empirical purposes, a functional form must be specified. 
The flexible functional forms
This section describes how to impose convexity and concavity restrictions on two popular flexible functional forms of the GNP function : the Translog and the Symmetric Normalized Quadratic. 5 Wiley et al. (1973) 
where the following restrictions must be imposed for the adding-up, homogeneity and symmetry properties to be verified.
These parametric restrictions greatly reduce the number of parameters to be estimated at the empirical stage.
Differentiating the TL GNP function (2) with respect to ln i p yields the output share of good i :
Similarly, differentiating the Translog GNP function (2) with respect to ln k x yields the input share of production factor j :
where 
with =1 
where T and K are lower triangular matrices. Conditions (6) and (8) . According to (6) and (9), G is convex in output prices if at the reference point,
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By the same token, but from (8) and (9), G is concave in input quantities if at reference point: 
Similarly, from K and (11), we obtain : (13)
The reparametrizations represented by equations (12) and (13) 
Imposing curvature condition at different observation dates
As proposed by Kohli (1991) but not yet tested, the alternative procedure to impose curvature restrictions locally in the case of the TL functional forms for GNP function is to impose restrictions at different points. As in the former case, the objective is to ensure that Hp (respectively Hx ) is positive semi-definite (respectively negative semi-definite) at the observation date 1 t (respectively 2 t ), with 12 tt . The input and output share equations (3) and (4) Following the same procedure as for the imposition of curvature restrictions at the same date, we can write, using (9) and (14), the convexity restrictions as:
where =1 ij if = ij and is 0 otherwise. For concavity, we rely on (9) and (15) to show that:
where =1 kl if = kl and is 0 otherwise. Hence, we can impose convexity and concavity at different dates by applying the same reparametrization as in equation (12) and (13) 
and replacing in each equation
i by ˆi or k by ˆk . Finally, the new system to be estimated is made up of equations (14) and (15) with restrictions given by equations (16) and (17) . The difference here is that the output share 11 equations and input share equation are normalized at different dates. The estimation is implemented in the same manner as when only one date is used.
The Symmetric Normalized Quadratic
The SNQ functional form was developped by Diewert and Wales (1987) , but Kohli (1993) was the first to use it to approximate a GNP function. The SNQ with technological change can be written as : 
Referring to Diewert and Wales (1987) and Kohli (1993) , the SNQ functional form for the GNP function is globally convex in output prices, if and only if A is positive semi-definite, and globally concave in input quantities, if and only if B is negative semi-definite. We can then impose concavity and convexity globally by implementing the technique of Wiley et al. (1973 Morey (1986) provides a complete presentation of necessary and sufficient algebraic conditions for different curvature properties used in applied economics. These conditions revolve around the properties of matrices. A matrix is positive (respectively negative) semi-definite if and only if all of its principal minors are nonnegative (respectively alternate in sign); or equivalently all eigenvalues are nonnegative (respectively nonpositive). Thus, to evaluate the coverage of local restrictions or the extent of curvature violations, we can proceed as follows :
• for global imposition as in the case of SNQ functional form, we check if matrix A has only nonnegative eigenvalues and if B has only nonpositive eigenvalues;
• for local imposition, we check whether the estimated hessian matrix (equations (16) and (17)) have the desired properties at each point in the sample. As Ryan and Wales (2000) maintain, the imposition of local curvature restrictions does not guarantee that regularity conditions will hold at all of the points in the sample.
Data and estimation method
The time series used in our analysis come from OECD statistics and the Main Economic Table 1 . 7 All the price series were normalized to one in 2002.
The equations to be estimated are in the system formed by (3) and (4) for the TL and (19) and (20) for the SNQ. The first thing to assess before the estimation is the stochastic specification of each system. This issue is very important for our study particularly when estimating share equations summing to 1 as in the TL case. We estimate our model using the iterative method for seemingly unrelated equations proposed by Zellner (1962) . 8 Because
Switzerland can be viewed as a small open economy with no capacity to influence its terms of trade, the endogeneity issue can be ignored. Otherwise, three-stage least squares would have to be considered, provided one could find appropriate instruments. We also assume absence of structural change and hence stable parameters.
We assume that the dependant variable in equation i of any system for the TL or the SNQ functional form is specified with additive disturbance i u . Specially, we assume that 0,
, where 0 is a null vector, is the nn symmetric positive matrix ( n is the number of equations in the system), and T I is the identity matrix. With this stochastic specification, the corresponding system can be written in matrix form as : 7 We can notice that the negative sign associated with the import share is explained by the treatment of imports as intermediate inputs. 8 See for example Kohli (1978 Kohli ( , 1992 , Kohli and Werner (1998) (3) and (4) for the TL and (19) and (20) for the SNQ. This corresponds to a non-linear system of equations.
The stochastic specification proposed for equation (21) allows for contemporaneous correlation but not for autocorrelation. Autocorrelation of order one of the error term in (21) can be accommodated by writing :
where = ij RR is a matrix of unknown parameters and t e is a non-auto-correlated vector of disturbance with constant variance matrix. As discussed in Holt (1998), the matrix R can take many forms. In the case of a system of share equations, as for the TL, Berndt and Savin (1975) showed that the matrix R must be diagonal.
Finally, any system of the form of equation (21) can be represented by the following non-constrained model :
Evidence of autocorrelation can be tested by conducting a likelihood ratio test for the constrained model ( =0 R ) against the auto-correlated alternative with a degree of freedom equal to the number of coefficients in the matrix R.
We estimate the different systems using an iterative version of the method proposed by [32] for seemingly unrelated regression equations, which is equivalent to maximum likelihood estimation. All estimations were performed with the nonlinear command in TSP/Givewin for the Translog functional form and Shazam for the SNQ specification. 9 The starting values for each optimization were chosen randomly.
9
In Shazam, the form of the matrix R can be specified by changing the option of the command nl for "auto" for a diagonal matrix with the same coefficient or for "dhro" for a diagonal matrix with different terms or for "across" for a full rank matrix.
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5 Empirical results Tables 2 and 3 present estimated parameters, goodness of fit statistics, autocorrelation test results and statistics about curvature violations for the Translog and SNQ models. 10 The results compare the two estimated models with and without curvature restrictions. For the two models the coefficient of determination is high (over 0.9) and many parameters are significant. The null of no autocorrelation is rejected regardless of wether regularity properties are imposed or not.
Parameter estimates
Autocorrelation tests when global restrictions are imposed require a diagonal matrix R (degree of freedom =6) for the first sub-model and a full matrix for the second (degree of freedom = 36 ) in the case of the SNQ model. For the TL, the autocorrelation matrix R is diagonal with two different parameters (degree of freedom =2).
Curvature coverage and selection of date of imposition
Results related to curvature violations are reported in the last two rows of Tables 2 and 3, in   Tables 4 and 5 , and finally in Figure 1 . In the case of SNQ, we check if regularity properties are respected globally i.e. if the estimated A and B matrices are respectively positive and negative semi-definite after imposition. Table 4 
confirms that the restrictions on
A are global. When the curvature conditions are not imposed, some eigenvalues of the matrix A are negative, thus violating the definition of a positive semi-definite matrix. All eigenvalues become positive or null when the model is restricted. The imposition of curvature conditions does not change anything for matrix B , which has negative eigenvalues in both situations (restricted and unrestricted). For the TL, the local theoretical restrictions can be imposed at the same date or at different dates. First, we consider imposing restrictions at the same date. Summary results about local violations comparing the restricted model and the unrestricted are reported in Table   2 . 11 The performances of the TL and SNQ restricted and unrestricted GNP functions are similar because the imposition of curvature restrictions significantly reduce or completely eliminate 10 The system 2 
R is computed as in McElroy (1977).
11 The model was estimated 38 times, corresponding to the local imposition of properties at each date of our sample.
Results reported in Table 2 Based on the evidence produced from our dataset, it seems that practitioners have potentially much to gain by searching for the best date at which to impose both sets of restrictions if we consider only the number of remaining violations once local restrictions are imposed. However, the gains from searching for the optimal combination of date may not be worth the effort given the small difference in total violations between the "best" date along the diagonal and the "best" date off the diagonal. 12 We chose to present the results for the period 1970 to 1980 because the results for 1981 to 2007 provide similar 17
Curvature coverage and elasticities
To better understand the consequences of imposing theoretical properties at the same points in the case of the Translog model, we now compare estimated elasticities when concavity and convexity restrictions are imposed at two different dates, 1978 and 2000. 13 , 14 We saw previously that imposing local curvature restrictions at 1978 led to a maximum overall number of violations of 29, with 27 for concavity and 2 for convexity while imposing concavity and convexity at year 2000 led to zero violation at other years in the sample. Table 6 The first part of Table 6 shows price elasticities of import demand and output supply. 
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The quantity elasticities of inverse factor demands are low and robust in sign to the date of imposition of the theoretical properties. However, in absolute value the elasticities are clearly lower when the restrictions are imposed at year 1978. The differences are not surprising considering that concavity in factor endowments violations remain high when curvature restrictions are imposed at 1978. Table 3 shows that imposition of concavity affected some estimated parameters more than others, but it was impossible to infer how elasticities would be impacted.
The third part of Table 6 illustrates the effect of a change in factor endowment on insights. Naturally, they are available upon request. 13 We do not present the analysis for the case where theoretical properties are imposed at different dates because the results are qualitatively the same. 14 A more complete and supplementary discussion of elasticities is proposed in the next subsection when comparing elasticities for the TL and SNQ. 15 We conducted a matched pairs test of the mean difference for each elasticity with curvature restrictions imposed locally at 1978 and 2000.
import demand and output supply. Regardless of the date of imposition of the theoretical properties (1978 or 2000) , the sign and the size of the corresponding Rybczynski elasticities are similar, but the elasticities are estimated with sufficient precision to be statistically different.
Globally, consumption goods are affected with the same magnitude by an increase of the quantity of capital or labour used while imports and investments are mostly affected by changes in capital and exports by changes in labour.
The fourth and last part of Table 6 What can be learned from these comparisons? As confirmed by matched pairs tests, there are significant differences between elasticities estimated with local curvature restrictions imposed at different dates. We repeated the comparisons with different dates and obtained similar results. The good news is that the differences between elasticities are often quite small, at least for the Swiss data. Thus, the search for an appropriate date for local curvature restrictions must be
Elasticities and Functional forms : Translog vs SNQ
We evaluate the robustness of elasticities to the choice of functional form which is tantamount to assessing the method of imposing curvature restrictions (global vs local). Table 7 reports the means and the standard errors for the four group of elasticities associated with the TL and SNQ GNP functions. The size and the sign of the elasticities are consistent with those reported by Kohli (1992) , who also used Swiss data and Kohli (1993; 1991, p. 236) . 16 In what follows, we This outcome was also reported by Kohli(1991, p.236 ) when comparing different functional forms. Table 7 shows that own-price elasticities are positive for export, investments and consumption and negative for imports at all the sample dates for both models.
Cross-price elasticities are useful to analyse substitutability of outputs. The SNQ and TL cross-price elasticities between imports and exports are qualitatively different as the sign of forms. The signs of IC and CI are negative for the TL form and consistent with the literature while for the SNQ form, the signs of IC and CI are both positive, meaning that both goods are substitutes for each other. Table 7 also presents the effect of variations in factor endowment on input prices, for a 20 given price of output. For either model, it is clear that an increase in a factor endowment decreases its own price and increases the price of the other factor. As discussed in the previous subsection, TL quantity elasticities for inverse factor demand are near zero and appear to be affected by the imposition of curvature restrictions.
The third part of Table 7 indicates average elasticities for the effect of a variation in factor endowment on the different outputs for both models. According to Rybczynski elasticities labour has a small impact on import demand and investments and a very small effect on consumption for the SNQ specification. For both TL and SNQ, outputs are much more sensitive to capital than to labor except for exports. In fact, the production of imports is not statistically affected by an increase in labor endowment. In the SNQ model, an increase in capital endowment has a negative effect on the production of exports. In addition, increases in labour endowment have an impact on exports particularly in the case of the SNQ form (
The impact of an increase in capital endowment on exports is negative for the SNQ and positive for the TL. However, an increase in capital endowment induces increases in investment and consumption regardless of the functional form.
The fourth part of Table 7 contains the average elasticities sizing up the effects of output price increases on the factor prices for a given factor endowment. These elasticities are called Stolper-Samuelson elasticities (SS). By reciprocity, the signs of Stolper-Samuelson elasticities reflect those of Rybczynski elasticities (RR) and inverse factor demand elasticities. An increase in the price of imports decreases the price of capital and the price of labour in the SNQ case but it has no impact in the TL case. Moreover, in the TL case, labour and capital gain from an increase in the price of exports, investment and consumption. In the SNQ case, investment and consumption favour capital, but an increase in the price of exports is damaging for capital owners and favourable to labour. For both TL and SNQ, capital owners (labour) benefit most from increases in the price of investment (exports).
The estimates of
LX elasticities are all positive and thus have the same sign as in Kohli (1992; 1993; 1991, p.236) . This means that an increase in the price of exports increases demand for labour relatively more than that of capital and hence increases the wage rate. However,
LX means that the effect of an increase in price of exports is greater for the SNQ than 21 for the TL. Regarding the incidence of increases in the prices of consumption and investment goods on the wage rate, the signs are all positive meaning that consumption and investment goods are "friends" of labour. These results are consistent with Kohli (1993; 1991, p.236 ). The price of labour is more sensitive to the consumption price under the TL specification ( SNQ LC TL LC ). For capital, the impact of an increase in the price of imports is negative and quite similar for the SNQ and TL forms. This contrasts with the impact of an increase in the price of exports on the price of capital because the sign of TL and SNQ estimated elasticities differ. For the SNQ, the elasticities have negative sign and are significant, thus showing that an increase in the price exports reduces the price of capital. These results are consistent with Kohli (1993; 1991, p.236 ).
The sign of the TL elasticity is positive as in Kohli (1992) , hence indicating that rising export prices tend to inflate the rental rate. A similar outcome is observed for an increase in the price of investment goods, but the effect is stronger in the case of SNQ than for the TL ( SNQ KI TL KI ). The sign differences in the TL and SNQ elasticities are most worrisome because they lead to opposite qualitative interpretations.
Forecasting evaluation
In the GNP function estimation literature, little attention has been paid to forecasting performances of different models. The objective of this section is to evaluate the predictive accuracy of the two flexible functional forms when curvature conditions are imposed. First we assess the predictive accuracy of each model and second, we test whether the difference in the predictive performance of the TL and the SNQ is significant. To evaluate the predictive accuracy, we rely on the two most popular measures, the Mean Square Error (MSE) and the Mean Absolute Error (MAE). Our statistical inference is based on the Diebold and Mariano (1995) test. 17 Due to the relative small size of our sample, we focus on in-sample comparisons. For the output supply and inverse demand equations, the predictive accuracy evaluation
shows that the SNQ is superior to the TL for import demand, export supply and inverse demand for capital. However, the TL is the best predictive model for consumption supply and the inverse demand for labour (see Table 9 ). The p-values show that the SNQ significantly outperforms the TL for the exports supply and inverse demand for capital, while for the consumption supply the SNQ is outperformed by the TL. For import demand and investment supply the differences are not significant. In the case of the inverse labour demand, the TL outperforms the SNQ for the MAE criteria and the equality of the predictive accuracy performances could not rejected for the MSE criteria. Nevertheless, we can conclude that the TL weakly dominates the SNQ in terms of predictive accuracy.
Conclusion
In this paper, we present an empirical investigation of the imposition of curvature conditions when estimating the GNP function with the Translog (TL) and the Symmetric Normalized Quadratic (SNQ) flexible functional forms over Switzerland aggregate economic data. The convexity in output prices and the concavity in factor endowments are curvature restrictions that can be imposed locally in the TL case and globally in the SNQ case.
We investigated the TL performance in terms of remaining curvature violations when the local restrictions are imposed at different dates. In the unrestricted TL, concavity in factor endowments was violated at all points, but there were no violations of the convexity in output prices property. The number of concavity violations remained high for several dates of local restrictions. This suggests that a search might be warranted, particularly if elasticities are to be 24 reported at several points. Clearly, if the intent is to minimize the total number of curvature violations, finding an appropriate date is crucial. Our TL results show that the number of violations can decline from 29 for 1978 to 0 for 2000. Imposing local concavity restrictions and local convexity restrictions at different dates would be worthwhile if "too many" violations remained when forcing concavity and convexity to hold at the same date. However, we found that the gains in terms of curvature violations were small and that focussing on common dates was sufficient. Thus, the TL and SNQ can be equivalent in terms of curvature violations and other criteria must be used for comparison purposes.
Regarding the effect the date of imposition of curvature violations on TL elasticities, the latter turned up to be quite robust to changes in the year of imposition, even though the observed "small" differences were statistically significant. In contrast, the sign and magnitude of elasticities were not robust across functional forms. However, in terms of in-sample predictive accuracy based on the Mean Square Errors and Mean Absolute Errors loss functions, the TL performed better than the SNQ for 5 of 6 predicted shares. In addition, according to the test of equal forecast accuracy proposed by Diebold and Mariano (1995) , the TL model significantly outperformed the SNQ form for 3 shares : consumption, capital and labour. In the case of the output supply and inverse demand equations, the SNQ significantly outperformed the TL for export supply and inverse demand for capital, while for consumption supply the TL was significantly better than the SNQ.
Our results suggest that a flexible form that allows for the global imposition of curvature restrictions may not be the best choice, contrary to the recommendation of Feng and Serletis (2007) . When the number of curvature violations associated with a TL can be eliminated by choosing an appropriate date for the imposition of local curvature conditions, one must rely on the plausibility of elasticities and/or forecast accuracy to make a determination. In our application on Swiss data, the TL turned out to be a better choice than the SNQ.
of exports and national expenditures minus imports. Imports and exports are evaluated net of foreign transfers. The value or volume of imports () M , exports () X , domestic consumption () C and total investment I and the existing related prices ( ,, M X C P P P and ) I P were extracted from the MEI database. To estimate the missing series, we use the fact that value is the product of volume and price.
In the second approach, we assume that the Gross National Product can be calculated as the sum of the factor remuneration (capital and labour). After approximating the remuneration of labour by the total salary paid per year in the economy, we obtained the amount of the remuneration of the capital by simple deduction with the first approach. We extracted series of confederation bond interest rates and used it as the price of capital () K P and we estimated the volume or quantity of capital () K . We used the unit labour cost of the economy as the price of labour () L P and by deflation, we obtained the volume of labour () L .
Finally, our data verified the following identity :
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