Algorithms for the solution of quadratic knapsack problems  by Pardalos, Panos M. et al.
Algorithms for the Solution of Quadratic Knapsack Problems 
Panes M. Pardalos 
Computer Science Department 
The Pennsylvania State University 
University Park, Pennsylvania 16802 
Yinyu Ye 
Department of Management Sciences 
The University of Iowa 
Iowa City, Iowa 52242 
and 
Chi-Geun Han 
Computer Science Departmetzt 
The Pennsylvania State University 
University Park, Pennsylvania 16802 
Submitted by David M. Gay 
ABSTRACT 
We consider the problem of minimizing a quadratic function with a knapsack 
constraint. Quadratic knapsack problems have numerous applications, including the 
least distance problem, quadratic programming defined on the convex hull of a set of 
points, and the maximum clique problem. We propose and analyze three algorithms 
for solving quadratic knapsack problems. Two algorithms are based on recently 
developed interior point methods. The first solves convex quadratic problems, and the 
second computes a stationary point for the indefinite case. For both, computational 
results on a variety of test problems are presented. The third algorithm, based on 
simplicial partitioning and convex underestimating functions, can be used to compute 
the global optimum of indefinite quadratic knapsack problems. 
1. INTRODUCTION AND GENERAL PROPERTIES 
In this paper, we will consider quadratic problems with a knapsack 
constraint. For simplicity of notation, we consider the following problem 
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formulation: 
min f(x) = rrQr (1.1) 
s.t. &=I, x>o, 
i=l 
where Q is an n X n symmetric matrix. First, we demonstrate that this 
problem has many applications, including the maximum clique problem and 
least distance problems. Furthermore, any quadratic minimization problem 
over a bounded polytope can be transformed to a quadratic knapsack 
problem (although this transformation is not always practical [24]). 
Least distance problems. Let ol,. . . , en be points in R”” whose convex 
hull is P. The least distance problem is that of finding the point of P having 
the smallest Euclidean norm. This problem can be stated as 
min rrl~ (1.2) 
s.t. x = t ZiVi’ 
i=l 
&=I. qzo, i=I )...) n. 
i=l 
The above problem can be formulated as (1.1) with Q = VTV and V = 
[o *,. . . , v,]. An algorithm for the least distance problem can be found in [29]. 
Problems defined on a convex hull of points. Consider the global opti- 
mization problem of the form 
zm2P q( 2) = z?‘Mz, (1.3) 
where the bounded polytope P in R”’ is described as the convex hull of a 
given set of points { 0 ,, . . . , v,J, rather than as the intersection of hyperplanes 
(system of linear inequalities). Given a finite set of k points in R”, its 
convex hull can be described as a set of linear inequalities. However, the 
number of linear inequalities required to represent the convex hull of the 
given set of points may grow exponentially with m. For example [6], consider 
the set of 2 m points in R”‘, X = (I,, - Ij, j = 1,. . . , m}, where Ij is the jth 
column of the identity matrix I,, x,n. The minimal representation for the 
convex hull of X as the set of feasible solutions of a system of linear 
inequalities requires 2’” inequality constraints. These are all constraints of 
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the form a,x,+ *. . + a,~,, < 1, where ai ~(1, - 11. We should mention 
here that, on the other hand, a polytope defined by n constraints may also 
have an exponential number of vertices (e.g. the unit hypercube). It can be 
verified easily that the above general quadratic problem (I.31 has the 
following equivalent formulation: 
global min f( x ) = x r@ (1.4) 
” 
s.t. xgD= x: cXi=l,X>o 
i=l 
with Q=VTICIV and V=[v ,,..., u,,]. Then 
and moreover z * = Vx * [21]. Hence, the problem (1.3) can be solved by 
solving an equivalent linearly constrained quadratic problem in the form 
(1.4). 
The maximum clique problem: Given a graph G(V, E) where V is the 
set of vertices and E is the set of edges, a clique is a complete subgraph of G 
(all its vertices are connected by edges). The maximum clique problem is the 
problem of finding the maximum complete subgraph of G. For each vertex 
oi, introduce a variable xi, i = 1,. . . ,n. Consider the problem 




s.t. Cxi=l, xi>,O,i=l ,..., n. 
i=l 
If G has a maximum clique of size k, then at the global maximum r *, 
jXx*>=$(l-l/k) (th e maximum is attained by putting x,? = l/k on the 
vertices of the maximum clique and zero elsewhere) 1201. Similar formula- 
tions can be obtained for the maximum independent set and node cover 
problems. This also shows that from the complexity point of view, the general 
problem (1.1) is NP-hard (see also [7, 251). 
Convex quadratic programming can be solved in polynomial time using 
the ellipsoid algorithm or an interior point method. When the objective . 
function is indefinite, the problem becomes computationally very difficult 
[23, 241. In such problems, computing an approximate solution or a local 
minimum (even a stationary point) is very useful from the practical point of 
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view. In Section 2, we describe two interior point algorithms for the solution 
of the problem (1.1). The first algorithm solves convex quadratic problems, 
and the second algorithm computes a Kuhn-Tucker point for the indefinite 
problem. For both of these algorithms computational results on a variety of 
test problems are presented. The third algorithm, based on simplicial parti- 
tioning and convex underestimating functions, can be used to compute the 
global optimum of indefinite quadratic knapsack problems. 
2. CONVEX QUADRATIC KNAPSACK PROBLEMS 
Convex quadratic programming can be solved in polynomial time using 
the ellipsoid method [15], the extension of Karmarkar’s projective algorithm 
[ll, 12, 331, or the path-following algorithm [l, 8, 14, 16, 17, 321. The best 
known complexity is 0(&L) iterations and 0(n3L) operations of the 
path-following algorithm, where L denotes the size of the input data of the 
problem. Using Todd and Ye’s primal-dual potential function [27], Ye [30] 
recently developed a potential reduction algorithm for linear programming 
(LPI converging in 0(&L) iterations and O(n3L> operations. Based on this 
potential reduction approach and the path-following algorithm, Kojima et al. 
[13] developed a primal-dual potential reduction algorithm for solving the 
linear complementarity problem (LCP), which is a special case of quadratic 
programming. 
In this section, we extend the potential reduction algorithm (PBA) for 
solving the convex quadratic knapsack problem: 
min q(r) = xrQr (2.1) 
s.t. eTx = 1, x 3 0, 
where e is the vector of all ones. The dual to (2.1) can be written as (see [4]) 
max y-xI‘Qx (2.2) 
s.t. s=2Qx- ye>O, 
where x and s denote vectors of R”, and Q is an n X n positive semidefinite 
matrix. Our extension uses a primal-dual potential function 1271 that charac- 
terizes the primal and dual variables of (2.1) and (2.2). By minimizing the 
potential function, we get the optimum of the original problem. The potential 
function is given by 
&(x,s) =pln(xrs)- t In(xjsj), (2.3) 
j=l 
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where 
The potential function induces the following system of bilinear equations: 
A 
XSe = -e, 
P 
(2.4.1) 
eTx = 1, and s = 2Qx - ye, (2.4.2) 
where 
X=diag(x), S=diag(s), and A=x’s. 
A modified Newton’s method proposed by Kojima et al. [13] for the LCP 
is used for solving (2.4). For given interior points xk > 0, eTxk = 1, and 
sk = 2Qxk - yke > 0, we solve the following system of linear equations for 




Xk As + Sk Ax = -e - XkSke, 
P 
eT Ax = 0, and As = 2QAx - Aye, 
Ak = (xk)‘sk. 
(2.5.1) 
(2.5.2) 
xk+r = xk f eAx and yk+’ = yk + 8Ay. 
Then, choosing 
where 
(XkS’)-“.5 = diag 
74 
and 
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/(*“5:)- [I 05 = min J-- xksk l<j<n I” 
we have 
LEMMA 2.1. Let p > n +fi. Then 
Proof. Note that Kojima et al. [13] proved this result for p = n + 6, 









where v E R” is any positive vector and V = diag(v). In fact, we can further 
show that 
II V-le_P llvl12 v minv>C II ‘2 
for any p > n + 6. This is because 
/I v-le - Pv 
2 
II /I = v-‘e_n 
p-n ’ 
11~112 llvl12 v + ((01/2O II 
= v-ie_ 
/I +f+ Ilhq 
= v-le-L 
I/ I/ 
p+ (P- 4” 
llVl12 v llvl12 










II lIdI . 




v> v- II .I, - n+& lIdI v minv>C II ’ 2 . 
We now state the potential reduction algorithm (PRA) for solving the 
problem (2.1). 
POTENTIAL REDUCTION ALGORITHM (PRA). 
Given eTro = 1, x0 > 0, and so = 2Qx” - y”e > 0; 
let A0 = (x~>~s~; 
set k = 0; 
While (rkjTsk > 2-L do 
begin 
compute Ax, Ay and AS of (2.5); 
let e be given by (2.6); 
xk+’ = xk + 8Ax; 
Y k+i = yk + GAY; 
Sk+l =2 Q Xk+l _ ykf’e. 
&+I =(% k+l)rsk+l. 
ktk+l; ’ 
end. 
The following theorem characterizes the performance of PItA. 
THEOREM 2.1. Let 4(x0, so)< O((p - n)L). Then PRA terminates in 
O((p - n)L) iterations, and each iteration uses 0(n3> arithmetic operations. 
Again, the result of Kojima et al. [13] is a special case (p = n + 6) of 
Theorem 2.1. We derive this general theorem because our computational 
result indicates that p should be chosen much larger than n + 6 in practice 
(see Section 41. 
The initial point x0 can be set to (l/n)e. If for some scalar z such that 
2Qx” = ze, 
then let y” = Z, in which case x0 and y” solve (2.1) and (2.2) immediately. 
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YO = --3 I2Qe- 
2e*Qe I/ 2e*Qe n2 n --Fe ’ /I 
Then 
2e*Qe 
A0 = ( x0)*(2Qxo - y’e) = 7 - 12Qe-Fe 
n 
Then, one can verify from [32] 
and 
so = 2Qx” - y”e > 0 
4(x07 s~)=z(~-~)I~A~+O(~)~O((~-~)L). 
In practice, T can be chosen either by performing a linesearch 
8=argmin4(xk+BAr,sk+0As) 
e>o 
or according to heuristics based on the problem 
for some 0 < p < 1. Additionally, the algorithm can start at any interior points 
x0 and y”. The system (2.5) can be also written as 
2Q+Sk(Xk)-r 
eT 
ie][ i;] = [ $(xk)~le-ske]~ (2.7) 
Let Q= 2Q + Sk(Xk)-’ and n = (Ak/pXXk)-‘e - S”e. Then 
Ay= 
_ e’Q- I77 
e*o-re 
(2.8.1) 
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and 
Ax = A@‘e + Q-‘v. 
77 
(2.8.2) 
Note that if Q has rank m, then it can be decomposed as 
Q = +RR~ (2.9) 
where R is an n X m matrix. Then, using the lower-rank inversion formula, 
we have 




Hence, the inversion of 0 becomes the inversion of I + RT(Sk)-‘XkR, 
which has only dimension m X m. Thus, the total work involved in each 
iteration is 0(m3 + m”n> operations, which leads to the following theorem, 
THEOREM 2.2. Let Q be given by (2.9). Then PRA solves (2.1) in 
O((p - n)L) iterations, and each iteration uses O(m”n) arithmetic opera- 
tions . 
Theorem 2.2 is very useful in practice, since many problems of the form 
(2.1) have a matrix Q given by (2.9) with row rank m. 
3. INDEFINITE QUADRATIC KNAPSACK PROBLEMS 
In the previous section, we introduced an interior point algorithm for 
convex quadratic knapsack problems. In this section, first we describe an 
interior point algorithm that computes stationary points for the indefinite 
problem. Then we present a simplicial partitioning algorithm that computes 
the global minimum of indefinite quadratic knapsack problems. Finding local 
minima can be done very efficiently in cases of nonconvex quadratic knap- 
sack problems. More and Vavasis [19] proposed an O(n log n> algorithm to 
find a local minimizer of separable concave knapsack problems, and Vavasis 
[28] extended this result to an O(n(Iog n)‘) algorithm for the indefinite 
knapsack problem. 
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3.1. Interior Point Approach 
Interior point approaches for solving indefinite quadratic programming 
have been discussed in [31]. In this paper, we use a variation of the affine 
scaling method and the interior trust region method to solve indefinite 
quadratic knapsack problems. In this subsection, we assume that the knap- 
sack constraint becomes e*x = n [hence, in this subsection, (2.1) has this 
knapsack constraint]. Given an interior feasible solution xk and using the 
afbne scaling techniques, we solve the following suboptimization problem for 
some constant r < 1: 
min 4(x) = x’@c (3.1) 
where 
o= XkQXk and e=Xke. 
Denote by F the minimal solution of the problem (3.1). Then 
*k+l = xkf 
(3.2) 
is also an interior feasible point for (2.Q since 





We also note that 
9(xk) -s(e) and 9(xk+‘) =4(X) (3.3) 
Since (3.1) is subject to a spherical constraint, the first and second order 
optimal necessary conditions are also suficient for the global minimal 
solution for (3.1) (see [18] and [26]). Th ese conditions can be written as 
202 + pk( lc - e) - IjF = 0, 
zT, = n 
(3.4.1) 
(3.4.2) 
If - ell f r, pk 2 0, and kk( r - (If - ell) = 0, (3.4.3) 
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and 
pk > max(0, -2pQi3, (3.4.4) 
where B is the orthonormal basis for the null space {x E R” : ETx = 0) of ET, 
and & is the least eigenvalue for BT@. 
Equations (3.4.1) and (3.42) can be rewritten as 
[ 
2Q + /.Lkl 
eT ;z][;]=[F:e]. (3.5) 
The system of (3.4) can be solved in polynomial time via any linesearch 





BINARY SEARCH ALGORITHM (BSA): 
set p, = 0 and /_~s = 2(II@ll/r + nmaxi,jlQijl); 
set j+ = (kr + ,u,)/2; 
let pk = /_~a nd then solve (3.4); 
ifPLg-PJ1 < 2-ocL) then stop and return pk, jz and 4; 
else if 2BTQB + pkI is indefinite or negative definite, or (3.4) has no 
solution, or I(? - e/l of (3.4) is greater than r, then CL, = pu, and 
got0 2; 
else if I/X - el( of (3.4) is less than r, then pa = pa and goto 2; 
BSA terminates in O(n3L) arithmetic operations, and the solution com- 
puted by BSA satisfies (3.4.1)-(3.4.4) with 
/IX - e(( < r +2-oCL). 
Then, using BSA, we successively solve (3.1) to approach a solution for 
(2.1) as in the following algorithm. 
AFFINE SCALING ALGORITHM (ASA): 
set r such that r < 1; 
at the kth iteration do 
begin 
Xk = diag(x k>; 
solve (3.1) using BSA to obtain X and ij; 
Xk+l = XQ; 
k+l_ -. 
k” t k-+‘i; 
end. 
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We can develop the following theorem for the above affine scaling 
algorithm [3I]. 
THEOREM 3.1. Under the assumption of nondegeneracy for (2.1) and 
(2.2), x k and y k generated by ASA converge to a pair satisfying both the first 
and the second order optimal necessary conditions for (2.1). 
In practice, we may relax the restriction r < 1 in the algorithm. In other 
words, we may enlarge the spherical (ellipsoidal) feasible region of (3.1) to 
achieve further improvement as long as xk+’ remains interior to (2.1). 
3.2. Simplicial Partitioning Approach 
In this subsection, we propose an algorithm based on simplicial partition- 
ing and convex underestimating functions. This algorithm is guaranteed to 
converge to the global minimum. Techniques used in this subsection are also 
discussed in [lo] and [24]. 
The objective function f(x) in (I,l) can be easily written as the sum of a 
convex function g(x) and a concave function h(x), by splitting Q into 
positive and negative definite matrices. For example, if k > )IQ)jm, then 
Q=Ql+Qs> where Qr = Q + ~1 is positive definite and Qz = - ,ul is 
negative definite. 
Given n + 1 affinely independent vectors in R”, the convex hull of these 
points is called a simplex. Let 1; i, . . , 21, be the n vertices of the feasible 
domain D = {x : Cy= ,xi = 1, x > 0), and c)o = 0. Then the simplex S gener- 
ated by oO, o,, . . . , o, contains the feasible domain D. 
Let S be a simplex with vertices s,,, . . . , s,, and h(x) a concave function 
defined on S. Consider the linear function y(x) = aTx + a such that 
Y(si) = h(si)T i=O,l,..., n. (3.6) 
LEMMA 3.1. There exists a uniyu-e linear function y(r) defined on S that 
satisfies (3.6). 
Proof. The vector a E R” and the scalar cy can be found by solving the 
system 
aTsi + cx = h(si), i=O,...,n. 
Subtract each equation from the first one to obtain the equivalent system 
(SO- si)Ta=f(so)-_f(si)~ i = l,...,n. 
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Let A be the matrix whose ith row is the vector (sO - si)r. The above system 
can be written in matrix form Au = d, where di = f(s,)- f(si). The matrix 
A is nonsingular, since the vectors s0 - si, i = 1,. . . , n, are linearly indepen- 
dent, and therefore the system has a unique solution a. The scalar cy is also 
defined uniquely. n 
Using the above lemma and the concavity of h(x), we find that the 
convex function G(x) = y(x) + g(x) satisfies 
G(x) <f(x) for all x E D (3.7) 
with equality holding for all vertices of D. 
The convex underestimating problem 
min G(x) (3.8) 
XED 
can be solved efficiently (e.g. using the algorithm PRA described in the 
previous section) to provide an approximate solution. If xg solves (3.8), then 
G(x,)<f(x*)<ff(x,), where x* is the global minimum of (1.1). If the 
difference f(x,) - G( x,) is small enough, then xcr provides a good approxi- 
mate solution. 
Next, we construct a sequence of convex underestimating functions 
satisfying 
G,(x) =G(x) <G,(x) =G 0.. <f(x). (3.9) 
This sequence of underestimating functions can be constructed by using an 
appropriate partition of the feasible domain (simplex partition [lo]). 
LEMMA 3.2. Let S = [ s,,, . . , s,] be a simplex in R”, and let s* be a point 
in S which is not a vertex. If s * = Cyz,, hisi, with hi 2 0 and Cr,ohi = 1, 
then by replacing one vertex si of S (with corresponding hi > 0) by s* we 
havethesubsimpEex~~=[s,,...,s~_,,s*,s~+,,...,s,]ofS.Thesetofallthese 
possible subsimplices f&m.s a partition of S. 
Let S, = S be the original simplex generated by s0 = or,, . . , s, = v,. We 
can construct a sequence of subsimplices Sk in the following way: let s* be 
the midpoint of the longest edge of Sk. Then choose Sk + I to be one of the 
subsimplices constructed according to Lemma 3.2. 
The linear function -yk(x) is computed by solving the linear system 
Aa = d as described in Lemma 3.1. After constructing y,(x) in 0(n3) steps, 
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we can compute yk(x), k > 2, in G(n’) steps [9] by solving the linear system 
Au = d (after one row change). 
LEMMA 3.3. Let G,(x) be the sequence of convex functions defined on 
S,. Then 
G(X) (G+~(x) <f(x). (3.10) 
Proof. The proof follows by concavity of h(x) and the way Sk has been 
constructed. n 
Let xfik be the point of D such that 
Gk&,) = min G,(x). 
XE DnS, 
(3.11) 
If f<x,,> = Gkhg,), then xgt solves (1.1). Otherwise construct G,, ,. It can 
be shown [lo] that every accumulation point of the sequence xFk is a solution 
point. 
SIMPLICIAL PARTITIONING ALGORITHM (SPA). 
Step 0: Start with the original simplex S,, and G,(x) = G(x), the convex 
underestimating function constructed using Lemma 3.1. Set I(‘) = {l} and go 
to step 1. 
Step k (k 2 1): For each i E ZCk) solve the convex program 
G(Q) = min G,(x) 
XE DnSi 
Let jEZ ck) be the index for which 
If f(x,,>- Gj(xgjl B E (for some user specified tolerance E > 0), then stop. 
Otherwise partition Sj into two subsimplices (as described above) Sl and S, 
for 1, m not in Z ck) Let G,(x) and G,(r) be the convex underestimating .
functions on S, and S,,, respectively. Set 
and go to the next step k + 1. 
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Note that for each i E Zck’ n I’ k-1), the corresponding convex problem 
has already been solved at step k - 1. Hence, there are at most two convex 
problems to be solved at each step of the algorithm. As mentioned earlier, we 
may have many possible decompositions of the objective function into convex 
and concave parts. In the general case, the convex underestimating problems 
can be solved by the method of Section 2. However, we may consider the 
decomposition of f(r) based on Q = A +(Q - A), where A is a diagonal 
positive definite matrix and Q - A is a negative definite matrix. In that case, 
each of the convex (separable) subproblems can be solved in O(n) time (see 
12, 3, 221). 
From the description of the algorithm, it is clear that the convex 
underestimating functions depend on the concave part of the objective 
function. If the range of h(r) over D is relatively small, then the algorithm 
will provide a good approximate solution in a few steps. 
4. COMPUTATIONAL RESULTS 
In this section, we present preliminary computational results for the 
convex and indefinite problems (1.1) using the interior point algorithms, PRA 
and ASA. The algorithms were tested on IBM 3090-400E and IBM 3090-6008 
computers with a VS FORTRAN compiler. All the numerical results except 
Table 4 were obtained using the IBM 3090-400E. For Table 4 results, the 
IBM 3090-6008 was used. The IMSL and ESSL (Engineering and Scientific 
Subroutine Library) subroutines were used for implementing the algorithms. 
4.1. Convex Quadratic Knapsack Problems 
We used two stopping criteria for PRA: at step k, (rkjTsK < YL = E, and 
11~~ - zrk-‘(lm < F~, where E*, Ed are specified tolerances. 
The test problems were generated according to the method introduced in 
[5]. In this problem generator, Q = pA + GGT, where A is a diagonal matrix, 
G is an n X m matrix, and p is an input parameter. All elements of G were 
real numbers between 0 and 1 and were generated by the random number 
generating subroutine CGUBS of IMSL, and 
A=diag(d ,,..., d,), where d,=(n-l)m, l<i<n 
The potential reduction algorithm (PRA) works for all p 2 n + &. Com- 
putational experience indicated that the best choice of p was p = 2n. Hence, 
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TABLE 1 
n = 50, E, = 10-5, E2 = lo-“” 
m=5 m = 10 m = 15 m = 20 m = 25 
P Time Itr. Time Itr. Time Itr. Time Itr. Time Itr. 
0.01 0.82 28 0.85 29 0.87 30 0.88 30 0.89 30 
0.02 0.83 28 0.84 29 0.86 29 0.85 29 0.89 30 
0.03 0.82 28 0.85 29 0.86 29 0.86 29 0.86 29 
0.04 0.83 28 0.84 29 0.86 29 0.85 29 0.86 29 
0.05 0.82 28 0.83 28 0.83 28 0.83 28 0.84 28 
0.06 0.83 28 0.83 28 0.82 28 0.81 27 0.81 27 
0.07 0.82 28 0.81 28 0.82 28 0.82 28 0.76 26 
0.08 0.80 27 0.81 28 0.81 27 0.73 25 0.72 24 
0.09 0.80 27 0.79 27 0.79 27 0.72 24 0.70 24 
0.10 0.79 27 0.77 26 0.70 24 0.68 23 0.70 24 
0.20 0.68 23 0.60 20 0.57 19 0.55 18 0.52 18 
0.30 0.57 20 0.53 18 0.51 17 0.50 17 0.48 16 
0.40 0.54 18 0.48 16 0.48 16 0.46 15 0.45 15 
0.50 0.50 17 0.46 15 0.45 15 0.44 15 0.42 14 
0.60 0.47 16 0.45 15 0.44 15 0.42 14 0.42 14 
0.70 0.46 16 0.43 15 0.42 14 0.41 14 0.39 13 
0.80 0.44 15 0.43 14 0.40 13 0.39 13 0.39 13 
0.90 0.44 15 0.41 14 0.39 13 0.39 13 0.37 12 
1.00 0.43 14 0.40 13 0.38 13 0.38 13 0.37 12 
“Times in seconds. 
we used p = 2n in our computational experiments. The step length c was 
computed as described in (2.6). The starting point may also affect the 
efficiency of PRA. Intuitively, the centroid of the feasible domain, (l/n)e, 
gives the smallest average distance to any point of the feasible domain. The 
experimental computations showed that with x’(l/n>e, it took fewer itera- 
tions to obtain the optimum solution than with a random starting point. 
We used five different values of m = 5, 10, 15, 20, and 25 to generate the 
matrix Q. When p 2 1, Q is diagonally dominant, and as p gets close to 0, 
the probability that Q is diagonally dominant becomes small. 
Tables 1, 2, and 3 show the computational results for problems of 
dimension n = 50, 100, and 200, respectively. 
As the value of p increases (the tendency to be diagonally dominant is 
strong), the CPU time decreases. PRA is more predictable than the method 
described in [5], since for any Q (positive semidefinite) matrix with the same 
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TABLE 2 
n = 100, E~ = IO-“, Ed = lo-“” 
m=5 m = 10 m = 15 m = 20 m = 25 
P Time Itr. Time Itr. Time Itr. Time Itr. Time Itr. 
0.01 5.39 30 5.43 30 5.52 30 5.57 30 5.62 31 
0.02 5.31 29 5.26 29 5.50 30 5.43 29 5.67 31 
0.03 5.19 29 5.40 30 5.48 30 5.49 30 5.65 31 
0.04 5.19 29 5.30 29 5.43 30 5.54 30 5.46 30 
0.05 5.28 29 5.34 29 5.36 29 5.40 29 5.41 29 
0.06 5.25 29 5.25 29 5.29 29 5.20 28 5.04 28 
0.07 5.15 29 5.15 28 5.32 29 5.23 28 4.98 27 
0.08 5.15 28 5.26 29 5.02 27 4.67 25 4.55 25 
0.09 5.10 28 5.13 28 5.08 28 4.59 25 4.52 24 
0.10 5.05 28 4.94 27 4.20 23 4.26 23 4.58 25 
0.20 4.20 23 3.64 20 3.51 19 3.34 18 3.18 17 
0.30 3.44 19 3.20 17 2.97 16 2.98 16 2.83 15 
0.40 3.15 17 2.87 15 2.78 15 2.71 15 2.62 14 
0.50 2.92 16 2.75 15 2.69 14 2.63 14 2.51 13 
0.60 2.80 15 2.60 14 2.58 14 2.41 13 2.47 13 
0.70 2.72 15 2.58 14 2.44 13 2.41 13 2.37 13 
0.80 2.58 14 2.46 13 2.34 12 2.26 12 2.26 12 
0.90 2.54 14 2.36 13 2.27 12 2.31 12 2.15 11 
1.00 2.40 13 2.31 12 2.21 12 2.12 11 2.19 12 
“Times in seconds. 
m, the range of the ratio 
maximum CPU time 
minimum CPU time 
is 1.9-2.6. In the computational results presented in [5], it is 9.4-15.0. 
Vectorization 
Vectorization is an architectural method to pipeline the execution of 
implicit or explicit vector operations. Implicit vector operations are in the 
form of do loops in a language without explicit vector constructs like 
FORTRAN. A vectorizing compiler analyzes do loops to determine if a vector 
construct implicitly exists. If one does exist, then the complier generates 
machine vector operations that are significantly faster than the equivalent 
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TABLE 3 
n = 200, &i = lo-“, E2 = 10-7” 
m=S m = 10 m = 15 m = 20 m = 25 
P Time Itr. Time Itr. Time Itr. Time Itr. Time Itr. 
0.01 43.92 35 46.25 36 44.75 35 45.04 35 46.26 36 
0.02 43.99 35 44.42 35 45.82 36 44.60 35 46.32 36 
0.03 43.91 35 43.40 34 44.81 35 46.03 36 43.59 34 
0.04 43.80 35 44.14 35 43.51 34 44.69 35 45.84 35 
0.05 44.47 35 43.54 34 45.63 35 46.04 35 45.79 35 
0.06 44.57 35 43.96 34 46.24 36 46.77 36 47.02 36 
0.07 43.08 34 43.92 34 43.86 34 44.05 34 39.00 30 
0.08 41.89 33 45.30 35 41.69 32 37.81 29 36.53 28 
0.09 43.22 34 41.45 32 38.79 30 41.68 32 36.22 28 
0.10 42.08 33 43.68 34 42.67 33 35.08 27 32.53 25 
0.20 33.30 26 28.28 22 28.59 22 27.41 21 27.29 21 
0.30 30.35 24 27.11 21 24.63 19 24.73 19 25.99 20 
0.40 26.79 21 23.09 18 23.52 18 24.58 19 23.41 18 
0.50 25.44 20 23.54 18 22.30 17 22.27 17 22.09 17 
0.60 22.70 18 23.25 18 22.15 17 20.83 16 21.93 17 
0.70 22.91 18 21.91 17 22.00 17 20.62 16 20.65 16 
0.80 22.72 18 20.67 16 20.81 16 19.46 15 19.44 15 
0.90 21.67 17 20.75 16 19.53 15 19.51 15 18.19 14 
1.00 21.77 17 22.00 17 19.28 15 19.56 15 18.14 14 
“Times in seconds. 
scalar operations needed to perform the do loops. For our computational 
results, we used the IBM 3090-600s vector facility and ESSL. 
The IBM 3090-600s vector facility has a set of 16 vector registers of 
single precision and 8 registers of double precision. Each vector register may 
contain as many elements as the section size of the system, which is 256. 
Each vector is partitioned into a sector in order to execute on the vector 
hardware. Compound vector operations such as multiply-and-add and multi- 
ply-and-subtract can be pipelined by the vector facility. 
ESSL is a collection of high-performance mathematical subroutines coded 
in VS FORTRAN and assembly language and yields good performance for 
matrix-vector linear algebra and matrix multiplication. It uses state-of-the-art 
algorithms tailored to the IBM-3090 vector facility. 
Since PBA requires many vector operations and matrix computations, we 
can expect a large speedup by vectorization. We tested the vector code of 
PR4 for five different dimensions and compared its average CPU times and 
number of iterations needed to find the optimum solutions with those of the 
scalar code. 
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TABLE 4” 
Scalar code Vector code Speed-up 
n Time Itr. Time Itr. 
50 0.53 27.7 0.29 27.7 1.8 
loo 2.96 27.7 1.03 27.7 2.9 
200 24.3 32.5 6.59 32.5 3.7 
300 79.0 32.5 21.8 32.5 3.6 
400 196.9 33.2 49.6 33.2 4.0 
‘Times in seconds. 
Table 4 shows the results with p = 0.1 and m = 10, where p and m are 
parameters used for generating the test problems (10 problems for each 
dimension). ei = lo-‘, e2 =10p6 for n =50 and 100 and E, =10e6, es = 
low7 for n = 200, 300 and 400 were used for stopping criteria. We define the 
speedup as the ratio 
CPU time of scalar code 
CPU time of vector code ’ 
As we anticipated, large speedup was observed in the preliminary compu- 
tational results. Note that the speedup increases as the problem size in- 
creases. But for n = 300, we have almost the same speedup as for n = 200, 
since the section size is 256. We used the same random number generator 
(CCUBS of IMSL) in scalar and vector codes. Note that the vectorization did 
not make any improvement in the number of iterations. Generally, the vector 
code may produce a different result from scalar code, since the order of 
arithmetic operations is different. 
4.2. lnde$nite Quadratic Knapsack Problems (Interior Point Approach) 
The afhne scaling algorithm (ASA) was implemented for solving indefi- 
nite quadratic knapsack problems. In ASA, two stopping criteria were used: 
llXk - xk-lIl_ < 1o-5 was used for the main loop, and pL3 - pi Q 2_O(Q = 
lo-’ was used in the binary search algorithm (BSA). We can select r 
arbitrarily, so long as 0 < r < 1. Experimental computations showed that as r 
got close to 1, ASA converged rapidly. We used r = 0.95 in this experiment. 
Table 5 includes the number of iterations and CPU times required to 
solve randomly generated indefinite quadratic knapsack problems of dimen- 
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TABLE 5 
n Itr. CPU time (set) 
10 21 2.8 
20 34 20.9 
30 45 80.4 
40 61 235.1 
50 67 539.5 
sion n = 10, 20, 30, 40, and 50, using ASA. We used the following method to 
generate the random indefinite matrices Q E Rnx”: 
Q= UTWU, 
where U E R" xn is an orthogonal matrix and 
W=diag(w,,...,w,), 
WI= -1, wn=l, WiE{l,--1}, i=2 ),..) n-l, 
is chosen randomly. 
Next, we generated a class of indefinite quadratic knapsack problems 
with known solutions. Let x* = (ri,. . ., r,,O,. . .,OjT E R", where ri f 0, 
i=l,...,k, and CrZ 1 ri = 1. Then we can verify that the following function 
f( r ) attains its global minimum at x *, and f(r) is indefinite: 
+“;+I+ .a* +x;-(x,+ ... +xk)2. 
It has been observed that this function may have several local minima. 
We tested ASA using the problems of the above form. These test 
problems can be generated by the following method: 
1. Generate k realrandomnumbersO<ri<l,i=l,...,k. 
2. Set ri=O,i=k+l ,..., n. 
3. Normalize ri, i = 1,. . . , n so that cl_ir, = 1. 
For n = 50, we tested ASA by varying the number of nonzero elements at 



























the optimal solution, k = 10, 20, 30, 40, and 50. Table 6 shows the number of 
iterations and CPU times required to solve these test problems. 
Since we solved only one problem for each k in Table 6, we cannot reach 
a definite conclusion. However, when the number of nonzero elements, k 
(see Table 6), is 50 (i.e., the number of active constraints is only one), the 
problem is easy to solve. More generally, the dificulty of the problem 
increases as the number of active constraints decreases. Table 7 gives the 
average number of iterations and average CPU times (10 problems for each 
case) needed to solve the problems (n = 10, 20, 30, 40, 50) when the known 
global solution does not have zero components. These problems are the most 
difficult to solve. It is worth noticing that for the last class of test problems 
with known solutions, the algorithm always computes the global minimum. 
We tested ASA for solving a convex quadratic problem generated as in 
Section 4.1. For rr = 50 (p = 0.01, m = 151, 51 iterations and 359.2 seconds of 
CPU time were needed to solve the problem. Using PRA, it took less than 1 
second of CPU time. It is noted that PRA is much better than ASA for convex 
quadratic problems. 
5. CONCLUDING REMARKS 
We have considered the problem of minimizing a quadratic function with 
a knapsack constraint. When the objective function is convex, an interior 
point algorithm finds the solution very efficiently. For the indefinite case, the 
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interior point algorithm can be used to compute a stationary point. A global 
minimum can be obtained using simplex partition techniques and convex 
underestimating functions. 
Our computational results suggest that the proposed algorithm (PFtA) for 
solving convex quadratic knapsack problems is robust. Preliminary results on 
an interior point algorithm (ASA) for the indefinite case suggest that the 
algorithm depends on the number of zero components at the Kuhn-Tucker 
point. Further computational experience is needed for the indefinite prob- 
lems. 
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