Abstract. Einstein's field equations for a spherically symmetric metric coupled to a massless scalar field are reduced to a system for the metric functions only, decoupled from the scalar field φ. In suitable logarithmic coordinates, these equations involving µ = m/r and y = (α/ra), where a, α, r and m are as in [W.M. Choptuik, "Universality and Scaling in Gravitational Collapse of Massless Scalar Field", Physical Review Letters, vol. 70, pp. 9-12, 1993] form an autonomous system. Solutions for which µ and y are time independent may arise either from scalar fields with φ t = 0 or with φ s = 0 but φ linear in t. The solutions corresponding to these two types of data are called respectively the positive and negative branches. For µ < 1/2, µ s + µ should be nonnegative and the Schwarzschild solution characterized by φ = 0 and µ s + µ = 0 is common to both branches. For the positive branch, the analytic solution is obtained and it is shown that the trivial solution µ = 0 is a global attractor for the region µ s + µ > 0, µ < 1/2. For the negative branch it is proved that µ = 0 is a saddle point for the linearized system, but the non-vacuum solution µ = 1/4 is a stable focus and a global attractor for the region µ s + µ > 0, µ < 1/2.
Introduction
The initial value problem for Einstein's equations with massless scalar field was studied analytically by Christodoulou in [1] and [2] where it was shown that "small initial data" disperses while for "large initial data" the end state is a black hole surrounded by vacuum. The work of Choptuik [3] on the numerical search for "critical initial data" that would separate these two types of behavior led to the discovery of the "threshold phenomenon". For various one parameter families of initial data, where p denotes the amplitude or the width of pulses of various shapes, it was observed that for p ≪ p * the end state of the evolution is a flat space-time (external field dissipates), while for p ≫ p * the end state of the evolution is a black hole. For p near p * , where the black hole formation first starts, the black hole mass is proportional to (p − p * ) γ where the constant γ is nearly equal to 0.37 independently of the initial data. Furthermore, the critical solution exhibits a universal scaling behavior in the sense that it is periodical in suitable time and space coordinates with a period nearly equal to 3.4 for all families. Threshold behavior was studied afterwards for a number of configurations and similar types of critical behavior have been observed. A detailed overview of the literature on the threshold phenomena can be found for example in [4] .
In this paper we shall make use of the complete set of field equations as in [5] to decouple the equations for the metric functions from the equations for the scalar field. In logarithmic coordinates, these equations have no explicit dependency on the independent variables, as expected from the symmetry analysis of the original equations. The second order hyperbolic equation for the mass density involves a parameter that can be either plus or minus one, hence the decoupled system has positive and negative "branches".
When the field equations are written in that form, a non-flat, special solution for the negative branch is obvious: µ = 1 4 , or m = 1 4 r, for which the external field is linear in time. Thus surprisingly, time varying external fields give rise to static metrics. A numerical and perturbative study of the full system is deferred to a future work. In the present paper we restrict ourselves to the static case, which can be realized either as the ones corresponding to time invariant external fields or the ones with φ s = 0 but φ t = 0. These two types of static solutions correspond respectively to the positive and negative branches of the decoupled equation. For the positive branch we obtain an exact analytic solution while for the negative branch, we prove that all solutions starting in the region µ s + µ > 0, µ < 1/2, stay in that region and the constant solution µ = 1 4 is a global attractor. Although there is no non-vacuum static black hole solution, for large values of φ s of φ t , µ gets very close to 1/2 and decays rapidly to negative values. This behavior depicted in Figure 3b , numerically is very close to a black hole formation.
The Field Equations
Let M be a four dimensional Lorentzian manifold and g be a spherically symmetric metric on M . In the coordinate system adopted in [3] , the local coordinates are x µ = (t, r, θ, ϕ) with
The metric is given by
where α = α(r, t), a = a(r, t). The Einstein's equations coupled to a scalar, static particle are [6] 
where
and φ satisfies the wave equation
with g = det(g µν ) [7] . The complete set of field equations are given below, where we have written κ = 8π and omitted an equation which was identically satisfied.
Remark 2.1. The system above is over-determined but integrable in the sense that the equations for a t and a r are compatible, as noted in [5] . The degree of freedom in the system appears to be three functions of a single variable, corresponding to the initial data for φ, φ t and α. This last freedom is actually redundant, since it can be eliminated by redefining t. The use of the complete system will allow the decoupling of the equations for a and α from the equation for φ.
The literature on the threshold phenomenon works with the system of equations (2.2b-d), starting with initial data for φ. We shall use the function m(r, t) defined in terms of a(r, t) as our primary variable and introduce logarithmic coordinates to obtain a normal (i.e. not overdetermined) system with no explicit dependency on the independent variables. We start by defining the variables
Note that as r > 0, we need to impose r − 2m > 0 to ensure the positivity of a 2 . The equations (2.2a-d) can be rearranged in the form
Finally passing to logarithmic coordinates we obtain an autonomous system, as given below in Proposition 2.1.
Then, the system of equations (2.2a-d) is equivalent to the system of equations
where µ s + µ and µ t /y are constrained by
Remark 2.2. In addition to the translation invariance, the system (2.6a-d) admits the symmetry
Thus y can be scaled by an arbitrary function of t only, hence its time evolution is determined in terms of the time evolution of µ. Figure 1b is allowed. As it will be seen in the next section, the half plane consisting of the regions I and II in the (φ s , φ t /y) plane is mapped to the quarter plane I * as a double cover. We shall call these as the "positive" and "negative" branches. The boundary of the regions I and II is characterized by φ s = ±φ t /y or equivalently with µ s + µ = ±µ t /y. The decoupled equation (3.1b) below admits non-vacuum solutions µ s + µ = ±µ t /y, but when we take into account the wave equation for φ we get φ s = φ t /y = 0, hence µ s + µ = µ t = 0.
Reduction of the field equations
We shall eliminate φ from (2.6a-d) and obtain a system of equations for µ and y. The proof of the proposition below is essentially a straightforward computation. We have introduced the auxiliary variables X and Y below in order to make the proof more readable. 
where ǫ = sgn(1 − 2µ).
Proof. Let
It can be seen that either of the conditions φ s = ± φt y is equivalent to
In the following we assume that X 2 − Y 2 = 0. Note that µ t = 0 hence Y = 0 can be achieved either by taking φ s = 0 or φ t = 0. These time independent solutions will be discussed in Section 4. Assuming for example φ s = 0, we obtain
Substituting this in X we have
From this we can solve
As noted at the end of Section 2, the signatures of φ s and φ t are irrelevant, hence we may take the positive signature. After substituting these and multiplying with ∆ 1/2 , the differential equation for φ reduces to
Substituting ∆ and taking derivatives one can see that the coefficients of X s and Y t are proportional, in fact we have
It can be seen that
Hence it follows that
which is (3.1b).
• For the rest of the paper we assume that µ s + µ > 0, hence we take ǫ = 1 in the equation (3.1b).
Static metrics: Exact solution for the positive branch
In this section we shall study solutions for which the metric is independent of t, hence static. This will allow nevertheless a time dependency in the scalar field. Putting µ t = 0, the system of equations (3.1a-d) reduces to
We shall first give special solutions with µ s = kµ, then obtain the exact solution for the positive branch and finally study the solutions for the negative branch in Section 5.
Special solutions with µ s = kµ.
For the positive and negative branches we obtain respectively, positive branch: (k + 1)(k + 2)µ = 0, negative branch: (k + 1) 8µ 2 + (k − 2)µ = 0. Exact solutions for these special cases are given below with equations (4.2-5), where y o and µ o are integration constants.
1. µ = 0 is a special solution for both positive and negative branches for which φ s = φ t = 0 and y = y o e −s . The line element is the flat metric
2. µ = 1/4 is a solution for the negative branch corresponding to φ s = 0 and φ t /y = 1
4. k = −2 or µ s + 2µ = 0 is a solution for the positive branch. Then
For increasing s the curves tend to the origin. The part of the curve for positive µ is not allowed. The part for negative µ escapes to infinity in the reverse direction. The metric (2.1) becomes
The only nonzero component of the Ricci tensor is R rr = 4µo r 2 (2µo−r 2 ) and Ricci scalar is R = − 4µo r 4 .
Exact solution for the positive branch.
For the positive branch φ t = 0 and we write ψ = φ s . The field equations reduce to
6a)
We will obtain an analytic solution for this system. 
10b)
Proof. Let u = (1 − 2µ)ψ. Taking the derivative of u with respect to ψ and using (4.6b,c), we get
This is a separable equation which can be solved as
where c is an integration constant. From the definition of u we obtain µ as a function of ψ as in (4.7). Note that there are vertical asymptotes at ψ = p and ψ = −q, with p and q as in (4.10a,b). In the region −q < ψ < p, µ is less than 1/2 and has a unique maximum at ψ M = c/8π where
For |c| > 4 √ π, µ crosses the level µ = 1/2 twice at ψ ± given by
A typical solution curve is given in Figure 2 . Note that
i.e., the parameter c is the slope of the curve µ(ψ) at ψ = 0 or as s → ∞.
As we may assume ψ > 0, we shall restrict ψ in the range 0 < ψ < p. For c negative and zero, µ is negative, ranging from −∞ to 0 as ψ changes from p to 0. For 0 < c < 4 √ π it has a maximum at ψ M but lies below the µ = 1/4 line. As c gets large, the solution curve is nearly a broken line following closely the borders of the region bounded by µ = 1/2, ψ = p and ψ = −q. For the critical value of c = 4
. Typical solution curves are presented in Figure 3a . To solve for y we write
where A = 1 and B 1 and B 2 are as in (4.10c). By integrating we obtain y as in (4.8). It can be seen that dy/dψ vanishes at ψ ± for which µ(ψ ± ) = 1/4. Hence for |c| ≤ 4 √ π, y is a monotone increasing function of ψ while for |c| > 4 √ π, y has two critical points. As it can be seen from Figure 4 , for large c, the variation of y with ψ is quite sharp.
Finally, substituting the expression of µ in (4.6c), we obtain the equa-
where A = −1 and C 1 and C 2 are given by (4.10c). Integrating this and exponentiating we obtain (4.9). It can be seen that r = e s is a monotone decreasing function of ψ. Parametric plots of µ, y and r in terms of ψ, are shown in Figure 4 .
• From the remark above on the interpretation of c and a qualitative study of the solutions we see that the rate of change of the mass distribution with respect to ψ as s → ∞ determines the solution completely. For large c, there is nearly a black hole formation at s * determined by ψ(s * ) = ψ M = c/8π, in the sense that, the solution curve nearly touches the µ = 1/2 line but moves away from it to go eventually to large negative values as s → −∞ or as r → 0.
We were unable to find an exact solution for the negative branch. For this case we shall study the equation (4.1b) as a dynamical system. To compare both branches and to analyze the efficiency of numerical algorithms, we also studied the positive branch of (4.1b) as a dynamical system in the µ-µ s plane. Writing ν = µ s , we can express the positive branch of (4.1b)
14)
The only critical point is (0, 0) and the linearized part at the origin is
The origin is a node and µ s + µ = 0 and µ s + 2µ = 0 are exact solutions. Typical solution curves shown in Figure 5 are sketched using the exact solution. Since ψ is a monotone function of s, one can as well think of the phase plane curves as parameterized by ψ and make parametric plots of µ and µ s . It can be seen that curves in the second quadrant, lying between µ s + µ = 0 and µ s + 2µ = 0 correspond to c ranging from −∞ to 0, µ s + 2µ = 0 being associated with c = 0. The curves beyond µ s + 2µ = 0 cross the µ = 0 line at a finite value of the parameter and reach the origin as s → ∞. The expressions of µ and µ s obtained from the exact solution implies that the origin is a global attractor for all solutions starting in the region defined by µ s + µ > 0 and µ < 1/2.
Static metrics: Phase plane analysis for the negative branch
Writing ν = µ s , we can express second order equation (4.1b) for µ as a dynamical system
where ν = µ s . There are two critical points, (0, 0) and (1/4, 0). The linearized part at the origin is
To study the local behavior at (0, 0) we note that the eigenvalues of the system above are −1 and 2 hence the origin is a saddle point. The corresponding eigenvectors are (1, −1) and (1, 2), hence the solutions curves approaching the origin along ν = −µ in either direction are repelled and move away along ν = 2µ. The linearized part at the point (1/4, 0) is
The eigenvalues of the system above are −1 ± i √ 3, hence the point (1/4, 0) is a stable focus. The local behavior near the points (0, 0) and (1/4, 0) will be crucial in the proof of the global behavior. We will now prove that (1/4, 0) is a global attractor for solutions in the open half plane µ s + µ > 0, µ < 1/2. Proof . Let V be the velocity vector of the solution curve. We can express V as
As 1−2µ is positive on D, the direction of V is determined by the signatures of ν, ν + 2µ and ν + 2µ − 1/2. This leads to a subdivision of D into five regions as given below.
In region the D 1 , the velocity vector of the solution curve lies in the fourth quadrant. By uniqueness it cannot intersect the µ + ν = 0 line. Furthermore as the origin is a saddle point the solution curve necessarily intersects the ν + 2µ = 0 line and enters in the region D 2 . The velocity vector of the solution curves in the region D 2 lie in the second quadrant, hence each solution curve passes to the region D 3 for increasing s.
In the region D 3 , the velocity vector is in the fourth quadrant. Here we will show that the boundaries ν + 2µ = 1/2 and µ = 1/2 are never hit.
In order to show that solution curves do not hit the boundary ν = −2µ + 1/2, we prove that the slope of their velocity vector is larger than −2. For this we need the inequality (ν + 2µ)(ν + 2µ − 1/2) < ν(1 − 2µ) to be satisfied. The equality in the relation above defines a hyperbola, the half line ν + 2µ = 1/2, µ < 1/4 lies in the region where the inequality is satisfied. Hence away from the ν = 0 level, the velocity vector V is surely pointing away from the ν + 2µ = 1/2 line. On the other hand as (1/4, 0) is a focus, the solution curves cannot hit this point as ν gets close to zero, hence necessarily, cross the vertical line µ = 1/4.
To prove that solution curves do not hit the line µ = 1/2 at a point (µ, ν) with µ > 1/4, we need to show that the velocity vector V points below the line joining (µ, ν) and (1/2, 0), i.e., we need to prove that
Since (1 − 2µ) and µ s = ν are positive in this region, we should have
Substituting for ν s , we obtain 4µν + (2ν + 2µ)(4µ − 1) > 0.
For µ > 1/4 this inequality is surely satisfied and solution curves reach the µ axis without hitting the µ = 1/2 line. In the region D 4 , the velocity vector belongs to the third quadrant, hence the solution curves hit the ν + 2µ = 1/2 line and pass to the region D 5 . In the region D 5 the velocity vector belongs to the second quadrant. By uniqueness of solutions, they cannot cross the µ + ν = 0 line and the local behavior guarantees that they stay away from the origin and cross the µ axis. Again by uniqueness the solution curves spiral around the point (1/4, 0) which is a stable focus.
• Figure 4 . The variations of µ, y and r with respect to ψ = φ s for c = 6 √ π and 0 < ψ < p. Recall that for c ≤ 0, µ is monotone but has a unique maximum for c > 0. On the other hand, y is monotone for c ≤ 4 √ π but has two critical points for c > 4 √ π while ψ is monotone decreasing for all c. We have chosen the initial value of y as y o = 1. For increasing s, µ rises to its maximum µ M and decays to zero, while y starts from its initial value reaches its maximum, decays nearly to zero especially for large c and finally rises to ∞ very sharply. 
