We consider a kernel-type nonparametric estimator of the intensity function of a cyclic Poisson process when the period is unknown. We assume that only a single realization of the Poisson process is observed in a bounded window which expands in time. We compute the asymptotic bias, variance, and the mean squared error of the estimator when the window indefinitely expands.
Introduction
In Helmers, Mangku and Zitikis [HMZ] (2000) we constructed a consistent estimator of a cyclic Poisson intensity function λ under the following circumstances:
a) The period (i.e., cycle) of the intensity function λ is unknown. b) Only one observation of the Poisson process X is available in a bounded window W n ⊂ R.
c) The window W n depends on time n and expands when n increases.
The estimator and the main result of HMZ (2000) are recorded, respectively, in definition (1.5) and Theorem 1.1 below.
There are many applications where estimating cyclic Poisson intensity functions is of importance. For some of them, we refer to the monographs by Cox and Lewis (1966) , Lewis (1972) , Daley and Vere-Jones (1988) , Karr (1991) , Snyder and Miller (1991) , Reiss (1993) , and Kutoyants (1998) .
Before formulating our main results, Theorems 1.2-1.5 below, we first introduce some necessary definitions and assumptions.
Let X be a Poisson point process on the real line R with (unknown) locally integrable intensity function λ. We assume throughout that λ is periodic with (unknown) period τ > 0,
(1.1) that is, λ(z + kτ) = λ(z) for any real z ∈ R and integer k ∈ Z. Note that assumption (1.1) excludes the trivial case λ(s) ≡ c from our consideration, since in this case we would have τ = 0. In fact, in this paper we implicitely exclude even a larger class of intensity function λ, namely, all those λ that are constant almost everywhere with respect to Lebesgue measure on R. To demonstrate that the latter exclusion is necessary for constructing consistent estimators of the period τ , we argue as follows. Let λ τ be a periodic Poisson intensity function having period τ > 0 and such that, for a constant c, λ τ (x) = c for every x ∈ R \ N , where N ⊆ R is a set of Lebesgue measure 0. Then the mean measure µ τ (B) := B λ τ (x)dx of X is such that µ τ (B) = c|B| for any Borel set B ⊆ R, where |B| stands for the Lebesgue measure of B. Since the distribution of any Poisson process is completely specified by the corresponding mean measure, we conclude that the Poisson process X can not be distinguished (as far as distributions are concerned) from the (homogeneous) Poisson process X 0 having the intensity function λ 0 (x) := c, for all x ∈ R. In view of this, no consistent estimator of τ > 0 can be constructed from X, and thus assumptions of the theorems below are not satisfied. We assume that W 1 , W 2 , ... ⊂ R, called windows, are intervals of finite length |W n | that indefinitely increases when n → ∞, that is,
(Unless confusion is possible, we shall always suppress n → ∞ to make the presentation shorter.) Note that without restriction of generality we can and thus do assume that W 1 , W 2 , . . . is an increasing sequence of intervals, that is,
( 1.2) Indeed, the inclusion W n ⊂ W n+1 means that we "update" the information about X as the time progresses. Finally, we assume that
3) which means that we "start" at 0 or, in other words, denote the starting point by 0. Suppose that the Poisson process X has been observed in the window W n and a consistent estimator τ n ≥ 0 of the period τ has been constructed, that is, we havê τ n → P τ, (1.4) where → P stands for the convergence in probability. For example, one may use the estimators constructed by Vere-Jones (1982) , Mangku (2001) . Using the estimatorτ n of τ , in HMZ (2000) we constructed the following estimator (s) . In order to demonstrate thatλ n,K (s) is a consistent estimator of λ(s), in HMZ (2000) we assumed several assumptions that we also assume in this paper and thus record them now. Namely, we assume that s is a Lebesgue point of the intensity function λ. Furthermore, we assume that the sequence h 1 , h 2 , . . . of positive real numbers h n converges to 0 in such a way that h n |W n | → ∞.
(1.6)
We also assume that the kernel function K is a bounded probability density function with the support, supp(K), being a subset of the interval [−1, 1] . If it is not stated otherwise, we also assume that K has only a finite number of discontinuities. The later assumption is is a technical and very mild one needed in the proofs to control the fluctuations of the function
depending on the fluctuations ofτ n around τ . Under the assumptions above, in HMZ (2000) we proved weak and strong consistency of the estimatorλ n,K (s), as well as obtained a rate of consistency. In particular, we proved the following theorem.
Theorem 1.1 (HMZ, 2000)
Let the following assumption
hold for any (fixed) δ > 0. Then the estimatorλ n,K (s) is weakly consistent.
Assumption (1.7) is, certainly, an explicit way to state that
(1.8)
We prefer using (1.7), instead of (1.8), since in results below we impose assumption which can be compared with (1.7) in an easier and more straightforward way than with (1.8).
In the present paper we focus on further statistical properties of the estimatorλ n,K (s), such as asymptotic unbiasedness, asymptotic behaviour of the variance and the mean-squared error. Actually, we use the slight modification λ n,K (s) := I{λ n,K (s) ≤ D n }λ n,K (s) (1.9) of the estimatorλ n,K of HMZ (2000), where D n → ∞ is a (non-random) sequence. We note at the outset that the use of the "truncated" estimatorλ n,K (s), instead of the original oneλ n,K (s) of HMZ (2000) , should be as natural in the context of the present paper as the use of the original oneλ n,K (s), since we are estimating bounded (periodic) intensity functions λ(s). The intuition behind the need of having the truncated estimator in this paper will be explained below.
In what follows, we aim at deriving results under minimal assumptions on the intensity function λ, the estimatorτ n of τ , and other parameters involved. As to the assumptions onτ n , we aim at imposing "in-probability" type assumptions which, on the one hand, are along the lines of assumption (1.7) and, on the other hand, are convenient to verify in practical situations.
Our first main result is concerned with the asymptotic unbiasedness of the estimatorλ n,K (s) and is formulated as follows. 10) we have that
Theorem 1.2 Assuming that, for any
(1.11) Assumption (1.10) connects the truncation level D n in the definition ofλ n,K with the rate of convergence ofτ n to τ . Namely, it says that the faster the random variable {|W n |/h n } |τ n − τ | converges to 0 in probability, the higher the truncation level D n can be chosen so that statement (1.11) would still hold true. This is natural since errors made when estimating the period τ are then accumulated and enlarged a number of times when estimating λ(s) itself, depending on the number of non-zero summands in the sum on the right-hand side of (1.5). This may naturally result into the situation whenλ n,K (s) stays too far away from λ(s), and with a too large probability. This is a situation we avoid by using the truncated estimatorλ n,K (s).
In the next two paragraphs we discuss two interesting cases when one can choose D n = +∞ and thus have the equalityλ n,K =λ n,K , the original estimator of HMZ (2000) .
When the period τ is known, thenτ n ≡ τ and thus the left-hand-side of (1.10) equals 0. Therefore, we can (though somewhat formally) choose D n = +∞ in (1.10). In this case, we can convince ourselves in the validity of the result of Theorem 1.2 in the following, more direct way: 12) where convergence to λ(s) in (1.12) is due to the assumptions that K is a probability density function and s is a Lebesgue point of λ (for more detail, we refer to the proof of Statement 3.4 below). We conclude the paragraph with the note that the case of known period τ , though in more complicated than periodic situations, was investigated by Helmers and Zitikis (1999) . The sequence D n can also be choosen to be +∞ in the case when, for any δ > 0, we can find an n 0 := n 0 (δ) such that, for all n ≥ n 0 ,
Note that the just introduced assumption requires n 0 to be the same for almost all points ω of the sample space. Assumption (1.13) is, therefore, stronger than the almost sure convergence of δ n to 0. For further detail we refer to Mangku (2001, p.101-107) . In Theorem 1.3 below we derive the first two terms in the asymptotic expansion of Eλ n,K (s). Naturally, the result requires additional assumptions on λ, K and other quantities involved, in order to obtain the required bound of the remainder term. Theorem 1.3 Let the second derivative λ of the intensity function λ exist and and be finite at the point s. Let the kernel K be symmetric and satisfy the Lipschitz condition between the (finite number of) discontinuity points. Furthermore, let the sequence D n be such that, for some c > 0 and > 0, the bound D n ≥ ch − n holds for all sufficiently large n. Assuming that, for any δ > 0,
and h 2 n |W n | → ∞, we have that
Note that, contrary to Theorem 1.2, in Theorem 1.3 we require that the truncation level D n should not be too low, depending on the bandwidth h n . This is so in order to be able to extract the term 0.5λ (s)h
, with the error o(h 2 n ). Note also that, given the constraints of Theorem 1.3, if we take the lowest truncation level D n = c/h n , it will give us the weakest assumption (1.14), which is
The main reason for formulating a result like Theorem 1.3 with general D n is to allow some needed flexibility when combining results with different sequences D n . We employ this observation, for example, in Corollary 1.2 below, which is a consequence of two results: Theorems 1.3 and 1.5. In Theorem 1.3 we assume that h 2 n |W n | → ∞, which is a stronger assumption than (1.6). In fact, without assuming h 2 n |W n | → ∞, we prove that the remainder term on the right-hand side of ( 1.15 We conclude the discussion concerning Theorem 1.3 with the note that the right hand side of (1.15) is of the form that is usual in the context of kernel-type density estimation form.
In the following two theorems we consider the convergence of variance Var{λ n,K (s)} to 0, as well as the rate of convergence.
Theorem 1.4
Assuming that, for any δ > 0, 16) we have that
In view of the discussion immediately after Theorem 1.2, it should not be surprising to see the rate
n ) in Theorem 1.2. Indeed, since in Theorem 1.4 we consider the variance ofλ n,K (s), instead of the mean, even moderate errors when estimating τ may enlarge the variance ofλ n,K (s) in a more profound way than in the case of the mean. To controle the errors, in Theorem 1.4 we therefore impose the requirement that the probability p n converges to 0 at least twice as fast as in Theorem 1.2.
Using Theorems 1.2 and 1.4, we immediately obtain that the mean-squared error
converges to 0, the result of following Corollary 1.1. 
In Theorem 1.5 below we derive the first term in the asymptotic expansion of the variance Var{λ n,K (s)} and in this way demonstrate that the variance is of order O(1/{|W n |h n }). Naturally, the result requires stronger assumptions than those of Theorem 1.4, in order to obtain the needed bound of the remainder term. Theorem 1.5 Let the kernel K satisfy the Lipschitz condition between the (finite number of) discontinuity points. Furthermore, let the sequence D n be such that, for some c > 0 and > 0, the bound D n ≥ c(h n |W n |) holds for all sufficiently large n. Assuming that, for any δ > 0, 19) we have that 
Minimizing the sum of the first two terms on the right-hand side of (1.21), we obtain the following (optimal) choice for the bandwidth h n :
With this h n , the optimal rate of decrease of MSE{λ n,K (s)} is of the order O(|W n | −4/5 ). More precisely, under the assumptions of Corollary 1.2, and with a sequence D n such that, for some c > 0 and > 0, the bound D n ≥ ch − n holds for all sufficiently large n, we have that
2. Discussion: a connection with the classical density estimation The formulas (1.15), (1.20), (1.22) and (1.23) closely resemble the corresponding ones in the classical kernel-type density estimation. To demonstrate this we now construct an artificial density function f as follows:
otherwise, where
For the sake of argument, we assume that both the period τ and the parameter θ are known. (This is an unrealistic assumption from the practical point of view but convenient to demonstrate the connection between the results of this paper and those in the classical area of kernel-type density estimation.) Under these assumptions, the quantitŷ
can be viewed as an estimate of f (s). Allying (1.15) in the just described situation, we obtain
Note that the term in brackets [·] on the right-hand side of (2.1) is the same as the well-known formula for the asymptotic bias in the classical kernel-type density estimation. Applying (1.20) in the above described situation, we obtain the following formula
Note that since λ is periodic, EX(W n ) is approximately θ|W n |. Hence, it is appropriate to compare θ|W n | in the context of the current paper with the sample size N in the context of kernel-type density estimation. Therefore, replacing θ|W n | on the right-hand side of (2.2) by N , we reduce the right-hand side of (2.2) to the following well-known expression for the variance in the kernel density estimation:
Combining (2.1) and (2.3), we obtain the corresponding formulas for MSE{f n,K (s)}, which are in parallel to the corresponding ones in the classical area of the kernel density estimation.
Proofs
We note at the outset that, instead of the assumption of Section 1 requiring the kernel K to have only a finite number of discontinuities, in the current section we assume the following, somewhat weaker assumption. 
We note that it is easy to construct a kernel K such that Assumption 3.1 is satisfied but the original one on K of Section 1 is not. Assumption 3.1, just like the original one on K, is intended for controlling the fluctuations of the function
In what follows, we prove Theorems 1.2-1.5. The technical tools we are using for proving the four theorems are similar, and so are the proofs. To avoid repetition as much as possible, we thus give a very detail proof of Theorem 1.2. The proofs of the remaining three Theorems 1.3-1.5 are therefore sketchy, often referring to the proof of Theorem 1.2 for hints and further detail. In order to make the hints and other detail more useful and transparent, we thus have presented more detail in the proof of Theorem 1.2 than it would otherwise be necessary for the sake of proving only the theorem itself.
Proof of Theorem 1.2 Denote
With this notation, we have the following representation
where
Obviously, Theorem 1.2 follows if we demonstrate that Γ n (1) and Γ n (2) can be made as small as desired, and Γ n (3) can be made as close to λ(s) as desired, by taking n sufficiently large and/or δ > 0 sufficiently small. Before proving these results, we note in passing that if assumption (1.13) holds (which is a stronger requirement than assumed in Theorem 1.2), then the set A n has probability 1. In this case, the quantity Γ n (1) equals to 0, Γ n (2) can also be made 0 by choosing D n = +∞. Therefore, Γ n (3) = Eλ n,K (s), and we thus only have to verify the statement Γ n (3) → λ(s) in order to prove Theorem 1.2.
The quantity Γ n (1) can obviously be estimated as follows:
Due to assumption (1.10), the right-hand side of (3.3) converges to 0. This proves that lim n→∞ Γ n (1) = 0 for any fixed δ > 0. The same statement holds for the quantity Γ n (2), as we will now demonstrate. We start with the elementary bound:
Since D n → ∞, the desired result follows if the expectation E(I{A n }{λ n,K (s)} 2 ) is asymptotically bounded. The latter statement follows from statement (3.88) below, and we thus take it now for granted. (We note that the proof of (3.88) does not require assumption (1.16), which is stronger than (1.10) assumed in the current proof.) In view of the observations above, we complete the proof of Theorem 1.2 if we demonstrate that the quantity lim sup
can be made as small as desired by taking δ > 0 sufficiently small. We start the proof of this result with the following elementary representation:
In Lemmas 3.1-3.3 below, we prove that Λ n (1) and Λ n (2) can be made as small as desired, and also Λ n (3) can be made as close to λ(s) as desired, by taking n sufficiently large and the parameters α > 0 (cf. Assumption 3.1) and δ > 0 sufficiently small.
Lemma 3.1
We have that lim n→∞ Λ n (1) = 0 for any fixed δ > 0.
Proof. We start the proof with the representation
We shall now estimateλ n,K (s) from above and then use the obtained bound on the right-hand side of (3.7) to finish the proof of Lemma 3.1. Note first that ifτ n = 0, thenλ n,K (s) = 0 and, in turn, λ n,K (s) = 0 only. Thus, we can always restrict our considerations to the eventτ n > 0. With this observation at hand, and using the fact that the kernel K is bounded and has support in [−1, 1], we obtain that
Note the following easy-to-check bound
that holds for any real number ρ. Applying (3.9) on the right-hand side of (3.8), we obtain that
Using the bound |τ n − τ | ≤ (δh n )/|W n | together with the assumptions |W n | → ∞ and h n → 0, we obtain from (3.10) that, for sufficiently large n,
where the value of constant c may differ from place to place. Applying now (3.11) on the right-hand side of (3.7), we obtain, for all sufficiently large n,
where the last inequality of (3.12) was obtained using, with p = 1, the following statement
that holds for any p ≥ 1. (We shall frequently use the latter bound with different values of p in proofs below.) Since |W n | → ∞ by assumption, inequality (3.12) completes the proof of Lemma 3.1.
Lemma 3.2 By choosing α > 0 and δ > 0 sufficiently small, we can make the quantity lim sup n→∞ Λ n (2) as small as desired.
Proof. Fix an α > 0 and denote 
holds for all u ∈ A α . Using L α (u), we decompose K(u) for any u ∈ R as follows:
. Consequently, decomposition (3.16) reduces to the following one
Using decomposition (3.17), we obtain that
In the following three statements we prove that the quantities Λ * n (2), Λ * * n (2), and Λ * * * n (2) can be made as small as desired by appropriately choosing n, δ and α. Statement 3.1 By choosing α > 0 and δ > 0 sufficiently small, we can make the quantity lim sup n→∞ Λ * n (2) as small as desired.
Proof. We start the proof of Statement 3.1 with the note that both functions K and L α are bounded by a finite constant c that does not depend on α. Therefore,
The following proof of Statement 3.1 is subdivided into two Propositions 3.1 and 3.2 where we prove that both Ψ
••
n and Ψ
• n can be made as small as desired by appropriately choosing n, δ and α. 
Obviously, the number κ n := card{K} of elements in the set K satisfies the following, approximate equality:
when n → ∞. Since X(∅) = 0, there are therefore approximately κ n non-zero summands on the right-hand side of (3.20). With the observations above, we proceed with the estimation of Ψ
•• n as follows:
where Leb(B) denotes the Lebesgue measure of a set B ⊂ R. By assumption, the Lebesgue measure of the set [−1, 1] \ A α does not exceed α. Thus, we have the bound
Due to (3.21), (3.23) and (3.24), there exists a constant c (not depending on n, δ and α) such that the bound
holds. This completes the proof of Proposition 3.1. Before proceeding with Proposition 3.2 below, we note that the main difference between the quantities Ψ Proof. We start the proof with the following bound:
Note that the number κ n = card{K}, which may be different from that in the proof of Proposition 3.1, is such that the asymptotic relationship (3.21) holds. Applying these facts on the right-hand side of (3.26), we obtain the bounds:
(We note that the constant c on the right-hand side of (3.27) may depend on s.) The right-hand side of (3.27) does not exceed 28) where the two constants c of (3.28) may be different, but both of them do not depend on n, α, and δ. Using the definition of the set A α , we easily derive that there exist c 1 (α) (possibly depending on α) and c 2 (not depending on α) such that the quantity of (3.28) does not exceed
The quantity of (3.29) is asymptotically of order c 1 (α)δ + c 2 α, which proves the following bound:
The right-hand side of (3.30) can be made as small as desired by first choosing α sufficiently small (this may result in the increase of c 1 (α)) and then choosing δ sufficiently small. This completes the proof of Proposition 3.2. Propositions 3.1 and 3.2 conclude the proof of Statement 3.1.
Statement 3.2
By choosing the parameter α > 0 sufficiently small, we can make the quantity sup δ>0 lim sup n→∞ Λ * * n (2) as small as desired.
Proof. Using bound (3.15), we obtain that (3.31) where the constant c does not depend on n, α, and δ, and
Following the lines of the proof of Proposition 3.1, but this time with the set A α instead of [−1, 1]\A α , we obtain that (3.32) where the constant c does not depend on n, α, and δ. 
can be decomposed in the following way:
Using decomposition (3.34), we decompose Λ * * * n (2) as follows:
In Propositions 3.3 and 3.4 below we shall prove that the quantities ∆ n (1) and ∆ n (2) converge to 0 when n → ∞. In view of decomposition (3.35), the two propositions will completes proof of Statement 3.3.
Proposition 3.3
We have that, for any fixed α > 0, the quantity lim n→∞ ∆ n (1) can be made as small as desired by taking δ > 0 sufficiently small.
Proof. Since L α is a Lipschitz function, there exists a constant c(α) (possibly converging to ∞ when α → 0) such that
for all u, v ∈ R. Using (3.36), we obtain the bound
As we did in the proof of Statement 3.1, we replace the infinite sum ∞ k=−∞ on the right-hand side of (3.37) by the finite one k∈K , where the number κ n of elements in K satisfies the asymptotic relationship κ n ≈ |W n |. After this replacement, we estimate k on the right-hand side of (3.37) by c|W n |, where the constant c possibly depends on s but not on n, δ, or α. Furthermore, we estimate |(τ n − τ )/h n | on the right-hand side of (3.37) by δ/|W n |, which we can do because of the indicator I{A n }. Consequently, obtain the following bound: 
where c does not depend on n, α, and δ. Applying bound (3.39) on the right-hand side of (3.38) we obtain the following one:
Thus, for any fixed α > 0, taking δ > 0 sufficiently small, we make the quantity lim sup n→∞ ∆ n (1) as small as desired. This concludes the proof of Propositions 3.3.
Proposition 3.4
The quantity sup α>0 lim sup n→∞ ∆ n (2) can be made as small as desired by taking δ > 0 sufficiently small.
Proof. We first rewrite the difference
in the definition of ∆ n (2) in the following equivalent, but more convenient in our subsequent considerations, form:
The quantity k(τ n − τ ) inside the first indicator of (3.41) can be estimated as follows. First, due to the presence of the indicator I{A n } in the definition of ∆ n (2), we have that
As in the proof of Proposition 3.3, we replace the sum ∞ k=−∞ in the definition of ∆ n (2) by k∈K , where number κ n of elements in the set K satisfying the asymptotic relationship (3.21). Thus, the number k on the right-hand side of (3.42) can be estimated by c|W n |, where the constant c possibly depends on s but not on n, δ, or α. This implies that the absolute value of the difference between two indicators in (3.41) does not exceed
where the constant c does not depend on n, δ and α. The latter observation implies the following bound
The estimation of the quantities ∆ * n (2) and ∆ * * n (2) is similar to each other. Thus, we only estimate one of them, say, ∆ * * n (2). To start with, we recall that the function L α is bounded by a constant c that does not depend on α. Therefore, the first inequality below: 44) where the value of the constant c may differ from line to line. Thus, by taking δ > 0 sufficiently small, we make the quantity sup α>0 lim sup n→∞ ∆ * * n (2) as small as desired. Obviously now, the same statement can be proved for the quantity sup α>0 lim sup n→∞ ∆ * * n (1). These facts taken together with the bound (3.43) complete the proof of Proposition 3.4.
Due to equality (3.35) and Propositions 3.3 and 3.4, the proof of Statement 3.3 is complete. Bound (3.18) and Statements 3.1, 3.2 and 3.3 complete the proof of Lemma 3.2.
Lemma 3.3 The statement lim
Proof. We decompose Λ n (3) in the following way
In Statements 3.4 and 3.5 below, we shall demonstrate that Ξ * n → λ(s) and Ξ * n → 0, which, in view of (3.45), will complete the proof of Lemma 3.3.
Statement 3.4 We have that lim n→∞ Ξ * n = λ(s).
Proof. We start the proof with the following equalities
where the last inequality of (3.46) holds due to the periodicity of λ. Since W n is an interval, we have that, for any z ∈ R,
Therefore, the right-hand side of (3.46) converges to
Since the kernel K is a bounded probability density function and has support in [−1, 1], we obtain that
where θ ∈ [0, 1] is some number. Since s is a Lebesgue point of λ, the first summand on the right-hand side of (3.49) (with θ in front of it) converges to 0. Consequently, the quantity of (3.48) converges to λ(s). This completes the proof of Statement 3.4.
Statement 3.5
We have that Ξ * * n → 0. Proof. Using the Cauchy-Schwarz inequality, we have that
By assumption (1.10), the probability P{·} on the right-hand side of (3.50) converges to 0 when n → ∞, for any fixed δ > 0. Therefore, in order to complete the proof of Statement 3.5, we need to demonstrate that the quantity
is asymptotically bounded. In fact, we shall demonstrate that
We start the proof of (3.51) with the note that, since h n ↓ 0 and the kernel K has support in [−1, 1], the random variables 52) are independent for sufficiently large n. Therefore,
The following proof is subdivided into Propositions 3.5, 3.6, and 3.7 concerning the three quantities Π * n , Π * * n , and Π * * * n .
Proposition 3.5 We have that lim n→∞
Proof. Note that Π * n = {Ξ * n } 2 , where Ξ * n is defined below (3.45). We proved in Statement 3.4 that Λ n (3) → λ(s). Thus, Proposition 3.5 follows.
Proposition 3.6
We have that lim n→∞ Π * * n = 0.
Proof. Since the kernel K is bounded and has support in [−1, 1], we obtain that
(3.54)
Let K be the set of those k ∈ N such that {s
Obviously, the number κ n of elements in the set K is such that the asymptotic relationship κ n ≈ |W n | holds. In view of this observation and the fact that X(∅) = 0, we have that there are κ n non-zero summands on the right-hand side of (3.54). Thus, inequality (3.54) implies that
The right-hand side of (3.55) converges to 0 since |W n | → ∞. This completes the proof of Proposition 3.6.
Proposition 3.7
We have that lim n→∞ Π * * * n = 0.
Since the kernel K is bounded and has support in [−1, 1], we obtain the bound
As in the proof of Proposition 3.6, we replace the infinite sum ∞ k=−∞ on the right-hand side of (3.56) by the finite one k∈K . Then, we obtain the bounds:
The right-hand side of (3.57) converges to 0 since |W n |h n → ∞. This completes the proof of Proposition 3.7. Propositions 3.5, 3.6, and 3.7 complete the proof of Statement 3.5. Statements 3.4 and 3.5 complete the proof of Lemma 3.3. Consequently, the proof of Theorem 1.2 is complete.
Proof of Theorem 1.3
We closely follow the proof of Theorem 1.2, but with the set A n defined now as follows:
As in the proof of Theorem 1.2, we use the following representation (3.59) where the quantities Γ n (1), Γ n (2), and Γ n (3) are defined in the same way as those after (3.2), but now with the set A n of (3.58). Note that due to the bound
and assumption (1.14), the quantity Γ n (1) is of order o(h 2 n ). In order to prove that Γ n (2) is also of the same order, we start with the bound
that holds for any r ≥ 0. Since D n ≥ c/h n , we can always find a large
is asymptotically bounded. In order to demonstrate this, we first replace the set A n (which is defined in (3.58)) in quantity (3.62) by the set A n defined in (3.1). Then, with some obvious modifications, we follow the proof of (3.88) (c.f., also the discussion concerning (3.87) below) and demonstrate that (3.62) is, indeed, asymptotically bounded.. In view of the observations above, the proof of Theorem 1.2 is completed if we demonstrate that
) Just like in (3.6), we decompose Γ n (3) into the sum of Λ n (1), Λ n (2) and Λ n (3) defined below (3.6). The desired asymptotic statements concerning the three quantities are formulated in Lemmas 3.4, 3.5 and 3.6 below.
Lemma 3.4 The statement
Proof. This is a verbatim repetition of the proof of Lemma 3.1.
Lemma 3.5
The quantity lim sup n→∞ {h −2 n Λ n (2)} can be made as small as desired by taking δ > 0 sufficiently small.
By assumption, the kernel K satisfies the Lipschitz condition between the discontinuity points, say,
I m , and we decompose the kernel function K as follows:
where 
Proof. Let
Since the support of K m is in the interval I m , we have that
Since the function K is bounded and satisfies the Lipshitz condition on the interval I m , we obtain from decomposition (3.65) that
Due to the presence of the indicator I{A n } in the definition of Λ n (2, m), when estimating the random variable inside the expectation sign in Λ n (2, m) we assume without loss of generality that |τ n − τ | ≤ δh 3 n /|W n |. Furthermore, we replace the infinite sum ∞ k=−∞ in the definition of Λ n (2, m) by the sum k∈K with the (non-random) number κ n of elements in the set K such that κ n ≈ |W n |. In this way, we obtain the bound (3.67) where the constant c may depend on s. Due to the bound (3.67), we obtain that ifû is in I m and u is outside of I m , or the other way around, then bothû and u are necessarily within the distance ch 2 n from either the left-hand or right-hand end-point of the interval I m . Let us assume for the sake of definiteness thatû,
We also have that I{û ∈ I m }I{u ∈ I m } does not exceed I{u ∈ [−1, 1]}. Applying these bounds on the right-hand side of (3.66), we obtain that
(3.68)
Using (3.68), we obtain the bound
The desired asymptotic properties of Λ * n (2, m) and Λ * * n (2, m) are obtained in Propositions 3.8 and 3.9 below. Proof. The proof follows the lines of the proof of Proposition 3.4 and using δh 2 n instead of δ. Due to inequality (3.69) and Propositions 3.8 and 3.9, the proof of Statement 3.6 is completed. This also completes proof of Lemma 3.5.
Lemma 3.6 We have that
where Ξ * n and Ξ * * n are defined in the proof of Lemma 3.3 but now with the set A n as in (3.58). We estimate Ξ * n and Ξ * n in Statements 3.7 and 3.8 below.
Statement 3.7 We have that
Proof. We start the proof with the equalities
Using bound (3.47), we obtain that the right-hand side of (3.73) equals
for some |θ| ≤ 1. Using the Young's form of the Taylor theorem, we have that
Because K is symmetric around zero, we have that 1 −1 xK(x)dx = 0. Therefore, the second term on the right-hand side of (3.75) equals 0, and thus the quantity in (3.74) equals the right-hand side of (3.72). This completes the proof of Statement 3.7.
Statement 3.8 We have that
Proof. We start with the inequality
where r, q > 1 are such that r −1 + q −1 = 1, and
By assumption (1.14), we have that
Therefore, by choosing r > 1 sufficiently close to 1, we obtain that
Due to (3.77), the right-hand side of (3.76) converges to 0 faster than h
for any sufficiently large q > 1. We shall actually prove that (3.78) holds for any q > 2. We have
where Ξ * n is defined in Statement 3.4. According to Statement 3.4, Ξ * n → λ(s), and we thus have the desired statement that Q n (2) is bounded by a constant c that does not depend on n. Consequently, to conclude the proof of (3.78) we need to demonstrate that Q n (1) is also bounded by a constant c that does not depend on n. For this reason we first employ the classical von Bahr result (cf. Von Bahr, 1965 ) that implies, as a special case, the following inequality
that holds for any sequence of independent random variables ζ 1 , ζ 2 , . . . having mean 0. Using this inequality, we obtain that the desired boundedness of Q n (1) follows if we demonstrate that
Statement (3.81), in turn, is a consequence of the following one
We already proved in Proposition 3.7 that the quantity of (3.82) converges to 0. This completes the proof of (3.78), and thus of Statement 3.8 as well. Statements 3.7 and 3.8 complete the proof of Lemma 3.6. This also completes the proof of Theorem 1.3.
Proof of Theorem 1.4
We start with the equality 
We proceed with the following decomposition:
Obviously, Theorem 1.4 follows from (3.84) if Γ n (1) → 0, Γ n (2) → 0, and Γ n (3) → λ 2 (s) when n → ∞ and/or δ → 0. The proof that lim n→∞ Γ n (1) = 0 for any fixed δ > 0 follows from the bound (3.85) and assumption (1.16). That proof that lim n→∞ Γ n (2) = 0 for any fixed δ > 0 follows from the bound 86) provided that the statement
holds true. The proof of (3.87) is not trivial, though it very closely resembles the proof of the statement that the quantity lim sup
can be made as small as desired by taking δ > 0 sufficiently small, the fact that we need to verify in order to complete the proof of Theorem 1.4. In view of the letter observation, we shall omit the proof of (3.87) and proceed with the proof of the statement concerning the smallness of (3.88).
The following elementary representation 89) holds, where
We shall demonstrate in Lemma 3.7 below that Λ n (3) → λ 2 (s), which also implies the other two desired statements: Λ n (1) → 0 and Λ n (2) → 0. Indeed, we estimate the difference |τ n − τ | in both Λ n (1) and Λ n (2) by δh n /|W n |, and in this way demonstrate that Λ n (1) does not exceed {δh n /|W n |} 2 Λ n (3), and Λ n (2) does not exceed {δh n /|W n |}Λ n (3). Since δh n /|W n | converges to 0, and Λ n (3) is bounded (c.f. Lemma 3.7 below), we obtain the above claimed statements Λ n (1) → 0 and Λ n (2) → 0. where
Since Λ * * * n (3) = Π n with Π n as in (3.51), we have that
Consequently, Lemma 3.7 follows if we prove that both Λ * n (3) and Λ * * n (3) can be made as small as desired. In fact, we only need to prove this for Λ * n (3), as the following argument shows: Using the Cauchy-Schwarz inequality, we obtain that
Therefore, in view of (3.92), the quantity Λ * * n (3) can be made as small as desired if the same can be done with the quantity Λ * n (3). We prove the latter fact in Lemmas 3.8 below.
Lemma 3.8 By choosing the parameters α > 0 and δ > 0 sufficiently small, the quantity lim sup n→∞ Λ * n (3) can be made as small as desired.
Proof. Note that the quantity Λ * n (3) is similar to Λ n (2) defined below (3.6). Thus, the proof of Lemma 3.8 closely follows that of Lemma 3.2. In particular, we have the following bound (compare it with (3.18)):
In the following three statements we prove that the quantities Λ * n (4), Λ * * n (4), and Λ * * * n (4) can be made as small as desired by appropriately choosing n, δ and α. Proof. We start the proof with the note that both functions K and L α are bounded by a finite constant c that does not depend on α. Therefore,
We shall demonstrate in Propositions 3.10 and 3.11 below that, by choosing the parameters α > 0 and δ > 0 sufficiently small, we can make the quantities lim sup n→∞ Ψ
• n and lim sup n→∞ Ψ
••
n as small as desired. The proofs of these two statements are similar to the corresponding ones of Propositions 3.1 and 3.2, respectively. Proof. We follow the lines of the proof of Proposition 3.1. We have 96) where the set K is the same as in the proof of Proposition 3.1. To proceed, we need a preliminary result. Namely, if ζ 1 , ζ 2 , . . . are independent Poisson random variables, then
Applying equality (3.97) on the right-hand side of (3.96), which is legitimate for large n due to independence considerations, we obtain that 98) where the last inequality of (3.98) was obtained using inequalities (3.23) and (3.24). This completes the proof of Proposition 3.10. Proof. The proof is a combination of ideas of the proofs of Propositions 3.2 and 3.10. Therefore, we omit the detail stating only the following bound
The right-hand side of (3.99) can be made as small as desired by first choosing a sufficiently small α (this may increase c 1 (α)) and then choosing a sufficiently small δ. This concludes the proof of Proposition 3.11. Propositions 3.10 and 3.11 complete the proof of Statement 3.9.
Statement 3.10 By choosing the parameter α > 0 sufficiently small, we can make the quantity sup δ>0 lim sup n→∞ Λ * * n (4) as small as desired. . (3.15) ), we obtain that
where the constant c does not depend on n and α, and
The main difference between the just defined Ψ * n , Ψ * * n and, respectively, Ψ
With this difference in mind, we follow the lines of the proof of Statement 3.9 (cf. also the proof of Statement 3.2 for additional detail) and obtain that both quantities Ψ * n and Ψ * * n are asymptotically bounded. Thus, in view of (3.100), we have the bound Proof. Using decomposition (3.34), we obtain the following one
In Propositions 3.12 and 3.12 below, we prove that the quantities ∆ n (1) and ∆ n (2) can be made as small as desired and, in this way, finish the proof of Statement 3.11.
Proposition 3.12 For any fixed α > 0, the quantity lim sup n→∞ ∆ n (1) can be made as small as desired by taking δ > 0 sufficiently small.
Proof. Following the lines of the proof of Proposition 3.3, we obtain (c.f. (3.38)) that
where the constant c(α) is possibly converging to ∞ when α → 0. The main difference between the quantity Ψ * n defined below (3.100) and the quantity
on the right-hand side of (3.103) is the interval [−1, 1] instead of the set A α . We demonstrated in the proof of Statement 3.10 that Ψ * n is asymptotically bounded. The same arguments show that that the quantity of (3.104) is asymptotically bounded. Therefore, we obtain from bound (3.103) that
which completes the proof of Proposition 3.12.
Proposition 3.13 For any fixed α > 0, the quantity lim sup n→∞ ∆ n (2) can be made as small as desired by taking δ > 0 sufficiently small.
Proof. In a similar way bound (3.43) was obtained, we now obtain the following one:
where The estimation of ∆ * n (2) is similar to that of ∆ * * n (2), and we thus only estimate ∆ * * n (2). Using the fact that the function L α , we obtain that (3.107) where the equality on the right-hand side of (3.107) was obtained using (3.97). We now enlarge W n to the whole real line R in all summands on the right-hand side of (3.107) and, consequently, obtain the bound: We estimate the quantity in both brackets [·] on the right-hand side of (3.108) by cδ (cf. the last two bounds of (3.44) for detail) and obtain the following bound:
(3.109) Choosing δ > 0 sufficiently small, ∆ n (2) can be made as small as desired, which completes the proof of Proposition 3.13. Due to equality (3.102) and Propositions 3.12 and 3.13, the proof of Statement 3.11 is complete. Bound (3.94) and Statements 3.9, 3.10 and 3.11 complete the proof of Lemma 3.8.
This completes the proof of (3.88), and thus of Theorem 1.4 as well.
Proof of Theorem 1.5
Throughout this section we use the following definition:
The proof of Theorem 1.5 is subdivided into two main parts, Lemmas 3.9 and 3.10 below. we obtain that (3.111) follows from Statements 3.12 and 3.13 below.
Statement 3.12 We have that
E|ξ| + E|η| E|ξ − η| = o 1 |W n |h n . (3.113)
Proof. The quantity E|ξ| does not exceed D n . Since the set A n defined in (3.110) is smaller than that defined in (3.1), we immediately derive from the statement of (3.5) that E|η| is bounded. Therefore, statement (3.113) follows if we show that
We start the proof of (3.114) with the bounds:
E|ξ − η| = E λ n,K (s) − I{A n }λ n,K (s) = E 1 − I{A n } I{λ n,K (s) ≤ D n }λ n,K (s) − I{A n }I{λ n,K (s) > D n }λ n,K (s)
The first summand on the right-hand side of (3.115) is of order o(1/{|W n |h n }) due to assumption (1.19) . In order to demonstrate that the second summand on the right-hand side of (3.115) is also of the same order, we proceed as follows. First, we recall the already discussed (c.f. a note below (3.62)) fact that E(I{A n }{λ n,K (s)} r+1 ) is asymptotically bounded when the set A n is defined in (3.1). Since A n of (3.110) is smaller than that of (3.1), we immediately obtain that the second summand on the right-hand side of (3.115) is of order O1/D r n . Since, by assumption, D n ≥ c{|W n |h n } , the right-hand side of (3.115) is of order o(1/{|W n |h n }) for a sufficiently large r. This completes the proof of (3.114), and of Statement 3.12 as well. Consequently, (3.116) follows from the following two statements: In order to prove (3.118), we first estimate {λ n,K (s)} 2 by D 2 n . Then, it becomes obvious that statement (3.118) is implied by assumption (1.19). In order to prove (3.119), we estimate the left-hand side of (3.119) by D −r n E(I{A n }λ n,K (s) r+2 ). Using an argument below (3.115), we conclude that the quantity on the right-hand side of (3.119) is of order o(1/{|W n |h n }) for a sufficiently large r. This completes the proof of (3.119), and thus of (3.116) as well.
Statements 3.12 and 3.13 complete the proof of Lemma 3.9. holds. Consequently, using (3.134) and (3.78), we obtain from (3.133) that Statement 3.17 holds. The proof of Theorem 1.5 is finished.
