Abstract. Local consistency has proven to be an important concept in the theory and practice of constraint networks. In this paper, we present a new de nition of local consistency, called relational consistency. The new de nition is relation-based, in contrast with the previous de nition of local consistency, which we characterize as variable-based. We show the conceptual power of the new de nition by showing how it uni es known elimination operators such as resolution in theorem proving, joins in relational databases, and variable elimination for solving linear inequalities. Algorithms for enforcing various levels of relational consistency are introduced and analyzed. We also show the usefulness of the new de nition in characterizing relationships between properties of constraint networksand the level of local consistency needed to ensure global consistency.
Introduction
Constraint networks are a simple representation and reasoning framework. A problem is represented as a set of variables, a domain of values for each variable, and a set of constraints between the variables. A central reasoning task is then to nd an instantiation of the variables that satis es the constraints.
In general, what makes constraint networks hard to solve is that they can contain many local inconsistencies. A local inconsistency is a consistent instantiation of k ? 1 of the variables that cannot be extended to a kth variable and so cannot be part of any global solution. If we are using a backtracking search to nd a solution, such an inconsistency can lead to a dead end in the search. This insight has led to the de nition of conditions that characterize the level of local consistency of a network 29, 33] and to the development of algorithms for enforcing local consistency conditions by removing local inconsistencies (e.g., 33, 29, 19, 12, 6] ).
In this paper, we present a new de nition of local consistency called relational consistency 3 . The virtue of the new de nition of local consistency is that, rstly, it removes the need for referencing the arity of the constraints when discussing relationships between the properties of the constraints and local consistency. Secondly, it is operational, thus generalizing the concept of the composition operation de ned for binary constraints, and can be incorporated naturally in algorithms for enforcing desired levels of relational consistency. Thirdly, it unies known operators such as resolution in theorem proving, joins in relational databases, and variable elimination for solving equations and inequalities, thus allowing the formulation of an elimination algorithm that generalizes algorithms appearing in each of these areas. Finally, it allows identifying those formalisms for which consistency can be decided by enforcing a bounded level of relational consistency, like propositional databases, linear equalities and inequalities, and crossword puzzles from general databases requiring higher levels of relational consistency. We also demonstrate the usefulness of the new de nition in characterizing relationships between various properties of constraint networks|domain size and acyclicity| and the level of local consistency needed to ensure global consistency.
Following de nition and preliminaries (section 2), relational local consistency is de ned and algorithms for enforcing such conditions are introduced (section 3). Section 4 shows that the algorithms unify algorithms appearing in propositional databases and linear inequalities. Finally, section 5 describes new associations between constraint properties and relational local consistency needed for global consistency. Discussion and conclusions are given in sections 6 and 7 respectively.
De nitions and Preliminaries
De nition1 (constraint network). 4 A constraint network R is a set of n variables X = fx 1 ; : : :; x n g, a domain D i of possible values for each variable x i , 1 i n, and a set of t relations R S1 , . .. , R St , where S i X, 1 i n.
A constraint or relation R S over a set of variables S = fx 1 ; : : :; x r g is a subset of the product of their domains (i.e., R S D 1 D r ). The set of subsets fS 1 ; : : :; S t g on which constraints are speci ed is called the scheme of R. A binary constraint network is the special case where all constraints are over pairs of variables. A constraint graph associates each variable with a node and connects any two nodes whose variables appear in the same constraint.
De nition2 (solution to a constraint network). An instantiation of the variables in X, denoted X I , is an n-tuple (a 1 ; : : :; a n ), representing an assignment of a i 2 D i to x i , 1 i n. A consistent instantiation of a network is an instantiation of the variables such that the constraints between variables are satis ed. A consistent instantiation is also called a solution.
The order of the variables constrained by a relation is not important; that is, we follow the set-of-mappings formulation of relations (see 34] ). The notion of a consistent instantiation of a subset of the variables can be de ned in several ways. We use the following de nition: an instantiation is consistent if it satis es all of the constraints that have no uninstantiated variables.
De nition3 (consistent instantiation of subsets of variables). Let One can view (Y ) as the set of all solutions of the subnetwork de ned by Y . We now introduce the needed operations on constraints adopted from the relational calculus (see 34] for details).
De nition4 (operations on constraints). Let R be a relation on a set S of variables, let Y S be a subset of the variables, and let Y I be an instantiation of the variables in Y . We denote by YI (R) the selection of those tuples in R that agree with Y I . We denote by Y (R) the projection of the relation R on the subset Y ; that is, a tuple over Y appears in Y (R) if and only if it can be extended to a full tuple in R. Let R S1 be a relation on a set S 1 of variables and let R S2 be a relation on a set S 2 of variables. We denote by R S1 1 R S2 the natural join of the two relations. The join of R S1 and R S2 is a relation de ned over S 1 S 2 containing all the tuples t, satisfying t S 1 ] 2 R S1 and t S 2 ] 2 R S2 .
Two properties of constraint networks that arise later in the paper are domain size and row convexity.
De nition5 (k-valued domains). A network of constraints is k-valued if the domain sizes of all variables are bounded by k.
De nition6 (row convex constraints ( 38] )). A binary constraint R on a set fx 1 ; x 2 g of variables with associated domains D 1 and D 2 , is row convex if there exists an ordering of D 2 such that, for every a 1 2 D 1 , the set fx 2 j (a 1 ; x 2 ) 2 Rg can be ordered such that the elements appear consecutively in the ordering of D 2 . An r-ary relation R on a set S of variables fx 1 ; : : :; x r g is row convex if for every subset of r ? 2 variables Y S and for every instantiation Y I of the variables in Y , the binary relation (S?Y ) ( YI (R)) is row convex. A constraint network is row convex if all its constraints are row convex. Example 1. We illustrate the de nitions using the following network R over the set X of variables fx 1 ; x 2 ; x 3 ; x 4 g. The network is 3-valued. The domains of the variables are D i = fa,b,cg, 1 i 4, and the relations are given by, R S1 = f(a,a,a), ( where S 1 = fx 1 ; x 2 ; x 3 g, S 2 = fx 2 ; x 4 g, and S 3 = fx 3 ; x 4 g. The projection of R S1 over fx 1 ; x 3 g, is given by fx1;x3g R S1 = f(a,a), ( 
Local Consistency
Local consistency has proven to be an important concept in the theory and practice of constraint networks. In this section we rst review previous de nitions of local consistency, which we characterize as variable-based. We then present new de nitions of local consistency that are relation-based and present algorithms for enforcing these local consistencies.
3.1 Variable-based consistency Mackworth 29] de nes three properties of networks that characterize local consistency of networks: node, arc, and path consistency. Freuder 19] generalizes this to k-consistency.
De nition7 (k-consistency; Freuder 19, 20] ). A network is k-consistent if and only if given any instantiation of any k ? 1 distinct variables satisfying all of the direct relations among those variables, there exists an instantiation of any kth variable such that the k values taken together satisfy all of the relations among the k variables. A network is strongly k-consistent if and only if it is j-consistent for all j k.
Node, arc, and path consistency correspond to one-, two-, and three-consistency, respectively. A strongly n-consistent network is called globally consistent. Globally consistent networks have the property that any consistent instantiation of a subset of the variables can be extended to a consistent instantiation of all the variables without backtracking 9]. It is frequently enough to have a globally consistent network along a single ordering of the variables as long as this ordering is known in advance.
De nition8 (globally solved). We say that a problem is globally solved if it is consistent, and if there is a known ordering of the variables along which solutions can be assembled without encountering deadends; that is, the network is strong n-consistent relative to the given ordering. An algorithm globally solves a problem if it generates a globally solved network.
A globally solved representation is a useful representation of all solutions whenever such a representation is more compact than the set of all solutions.
Relation-based consistency
In 38], we extended the notions of arc and path consistency to non-binary relations, and used it to specify an alternative condition under which row-convex non-binary networks are globally consistent. The new local consistency conditions were called relational arc-and path-consistency. In 37] we generalized relational arc-and path-consistency to relational m-consistency and used it to specify conditions under which tight binary constraints are globally consistent. In the de nition of relational-consistency, the relations rather than the variables are the primitive entities. In particular, this allows expressing the relationships between properties of the constraints and local consistency in a way that avoids an explicit reference to the arity of the constraints. In this section we revisit the de nition of relational consistency and augment it with the option of having also an explicit reference to a constraint's arity, to allow polynomial algorithms for enforcing those conditions. De nition9 (relational arc, and path-consistency). Let R be a constraint network over a set of variables X, and let R S and R T be two relations in R, where S; T X. We say that R S is relationally arc-consistent relative to a subset of variables A S i any consistent instantiation of the variables in A has an extension to a full tuple in R S ; that is, i (A) A (R S ): (Recall that (A) is the set of all consistent instantiations of the variables in A.) A relation R S is relationally arc-consistent if it is relationally arc-consistent relative to every subset A S. A network is relationally arc-consistent i every relation is relationally arc-consistent. We say that R S and R T are relationally path-consistent relative to a subset of variables A S T i any consistent instantiation of the variables in A has an extension to the variables in S T that satis es R S and R T simultaneously; that is, i (A)
A (R S 1 R T ); A pair of relations R S and R T is relationally path-consistent i it is relationally path-consistent relative to every subset A S T. A network is relationally path-consistent i every pair of relations is relationally path-consistent.
De nition10 (relational m-consistency). Let R be a constraint network over a set of variables X, and let R S1 ; : : :; R Sm be m distinct relations in R, where S i X. We say that R S1 ; : : :; R Sm are relationally m-consistent relative to a subset A S m i=1 S i i any consistent instantiation of the variables in A, has an extension to S m i=1 S i that satis es R S1 ; : : :; R Sm simultaneously; that is, We next re ne the de nition of relational consistency to be restricted to subsets of bounded size. This restriction is similar to the original restriction used for variable-based local consistency. In relational (i; m)-consistency de ned below, m always indexes the cardinality of a set of relations and i corresponds to the constraint's arity tested for local consistency. De nition12 (directional relational consistency). Given an ordering of the variables, o = x 1 ; : : :; x n , a network is m-directionally relationally consistent i for every l, every subset of relations fR S1 ; : : :; R Sm g whose largest index variable is x l , and for every subset A fx 1 ; : : :; x l?1 g, every consistent assignment to A can be extended to x l while satisfying all the relevant constraints in fR S1 ; : : :; R Sm g simultaneously. Directional relational (resp., strong) (i; m)-consistency is de ned accordingly, by restricting the cardinality of A to i.
Revisiting the de nition of a globally solved problem:
De nition13 (globally solved). A problem is globally solved i there is a known ordering along which the problem is e-directionally relationally consistent, where e is the maximum number of constraints. As with variable-based local-consistency, we can improve the e ciency of enforcing relational consistency by enforcing it only along a certain direction. In Figure 1 we present two versions of algorithm Directional-RelationalConsistency, DRC (i;m) , (DRC m , respectively) which enforces directional relational (i; m)-consistency (m-consistency, respectively) on a network R, relative to a given ordering o = x 1 ; x 2 ; : : :; x n . We call the network generated by the algorithm the (i,m)-directional extension (m-directional extension, respectively) of R, denoted E (i;m) (R) (E m (R), respectively). Given an ordering of the variables, the algorithm partitions the relations into buckets. In the bucket of x j it places all the relations whose largest indexed variable is x j . Buckets are subsequently processed in descending order, and each is closed under the extended (i; m)-composition relative to subsets that exclude the bucket's variable. The resulting relations are placed in lower buckets. Since the operation of extended composition computes constraints that eliminate certain variables it is often called an elimination operator. Indeed, as we discuss later, algorithm DRC m belongs to the class of variable elimination algorithms.
In addition to the main operation of extended composition we propose two optional steps of simpli cation and instantiation. These steps are targeted to provide a more e cient implementation and allow the identi cation of some tractable classes. The simpli cation step ensures that each bucket contains relations de ned on distinct subsets of variables that are not included in each other. The instantiation step exploits the property that whenever one of the relations in the bucket is a singleton tuple we need not perform the full extended m-composition. Instead we can restrict each relation to those tuples that are consistent with the singleton tuple and move each restricted relation to its appropriate buckets. This is equivalent to applying extended 2-composition between each relation and the singleton relation. This special case-handling for instantiation exploits the computational e ect of conditioning as described in 8, 15] .
In Theorem16. The complexity of DRC (i;m) is O(n i (k n) (im) ) where k bounds the domain sizes and n is the number of variables. The complexity of RC (i;m) is O((n k) i n i (k n) (im) ) Proof. The main step of the algorithm (lines [5] [6] [7] [8] relates to the processing of a bucket. The number of relations in each bucket is bounded by e + n i where e is size of the initial set of relations and O(n i ) bounds the number of possible relations of arity i out of n variables. The new relations are of size k i at the most since they are recorded on at most i variables only. The number of subsets of size m out of n i relations (assuming e O(n i )) is O(n im ). Performing an m-way join when each relation is of size at most k i takes O(k im ), leading to an overall complexity of O((n k) im ). Applying a projection over all subsets of size i (step 8) adds a factor of n i leading to an overall bound of O(n i (n k) im ). The complexity of RC (i;m) can be derived similarly. One loop of the algorithm (steps 2-7) may require O(n i (n k) im ) using a similar analysis. Since the number of loops is bounded by the total number of tuples that can be removed in all the i-ary constraints, which is O(n i k i ), the result follows. 2
The complexity of the nonrestricted version of the algorithms, DRC m , is not likely to be polynomial even for m = 2 since, as we will see, it can solve NPcomplete problems. Like similar algorithms for enforcing directional consistency, the worst-case complexity of Directional-Relational-Consistency can be bounded as a function of the topological structure of the problem via parameters like the induced width of the graph 11], also known as tree-width 1, 2].
De nition17 (width, tree-width). A constraint network R can be associated with a constraint graph, where each node is a variable and two variables that appear in one constraint are connected. A general graph can be embedded in a chordal graph 5 . This is normally accomplished by picking a variable ordering o = x 1 ; :::; x n , then, moving from x n to x 1 , recursively connecting all the neighbors of x i that precede it in the ordering. The induced width (or tree width) of this ordered graph, denoted w (o), is the maximal number of earlier neighbors in the resulting graph of each node. The maximal cliques in the newly generated chordal graph form a clique-tree and may serve as the subproblems in a procedure called tree-clustering 12]. The size of the smallest induced width over all the graph's clique-tree embeddings is the induced width, w of the graph. ) when e is the number of input relations, and t bounds the number of tuples in each relation.
Proof. We have n buckets to process. Each bucket will not contain more then e relations, at any time. The reason is that extended 1-composition involves projections and intersections only, which add only a linear number of constraints and which takes O(t e) steps. Simpli cation of a bucket takes O(e The bucket for x 9 contains the relations R 9;10;11 , R 9;11;12 . Processing bucket 9 adds the relation, R 10;11;12 = f(O,N,N)g.
The bucket for x 10 contains the relations R 10;11;12 , and R 10;13 . Processing bucket 10 adds the empty relation. Since the empty relation was derived, the algorithm stops and reports that the network is inconsistent.
Finally, we propose algorithm Adaptive-Relational-Consistency (ARC) which is the relational counter-part of algorithm adaptive-consistency 11]. Like algorithm DRC m , it processes the buckets in order from last to rst. When processing the bucket of x j , it applies extended composition relative to all the relations in that bucket, and with respect to the whole set of variables appearing in the bucket excluding x j . It then places the resulting relation in its appropriate bucket. Algorithm ARC i is a restricted version of ARC that records relations of arity i only. It is identical to ARC accept that step 4 and 5 are modi ed to record constraints on subsets of size i at the most. Algorithm ARC generates a globally-solved problem and it can be viewed as a compilation algorithm since it yields a representation from which the set of solutions can be recovered in linear time. It is identical to DRC m when m is not bounded. For brevity, we omit the full steps of simpli cation and instantiations. for all the relations R S1 ; : : :; R Sj in bucket p do 6 . A S j i=1 S i ? fx p g 7.
if R A is not the empty relation then 9 . add R A to its appropriate bucket 10. ). 2 Finally we can show that some NP-complete problems are solved by DRC 2 .
Theorem21. Crossword puzzles can be globally solved by DRC 2 in any variable ordering and its complexity is O(n k 3(w (o)+1) ).
Proof. Let R be a crossword puzzle instance. We will show that the buckets of the network generated by ARC have at most two relations. Therefore, for such problems ARC reduces to DRC 2 . Since ARC generates a backtrack-free problem it follows that so will DRC 2 . We will now prove that there are at most two relations in each bucket of the crossword puzzle at any time during processing by ARC. Let us annotate each variable in a constraint by a + if it appears in a horizontal word and by a ? if it appears in a vertical word. Clearly, in the initial speci cation each variable appears in at most two constraints and each annotated variable appears in just one constraint (with that annotation). We show that this property is maintained throughout the algorithm's performance. It could be the case that the two annotated variables will appear in the same constraint. The annotation of the variables in the constraint resulting from extended 2-composition inherits the annotation in the parent constraints. If a variable appeared with annotation \+" in one, and annotation \?" in the other, its annotation in the resulting constraint will be \+,?". The claim can be proved by induction on the processed buckets. Assume that after processing buckets x n ; : : :; x i all the constraints appearing in the union of all the buckets from bucket i?1 to bucket 1 , satisfy that each annotated variable appears in at most one constraint. When processing bucket i?1 , since it contains only two constraints (otherwise it will contain multiple annotations of variable x i?1 ), it generates a single new constraint. Assume that the constraint is added to the bucket of x j . Clearly, if x j is annotated positively (respectively negatively) in the added constraint, bucket j cannot contain already a constraint with a positive (respectively, negative) annotation of x j . Otherwise, it means that before processing bucket i ? 1, there were two constraints with positive (respectively negative) annotation of x j , one in the bucket of x i?1 and one in the bucket of x j , which contradicts the induction hypothesis. A very similar argument can be applied to the multiple annotation case. The complexity of DRC 2 for the crossword puzzles is bounded by O(n k 3(w (o)+1) ) thus reducing the base of the exponent by a factor of 2 w (o) relative to the general bound of DRC 2 . 2 
Variable elimination operators
The extended m-composition operator uni es known operators such as resolution in theorem proving, joins in relational databases, and variable elimination for solving equations and inequalities.
Variable elimination in propositional CNF theories
We denote propositional symbols, also called variables, by uppercase letters P; Q; R; : : :, propositional literals (i.e., P; :P) by lowercase letters p; q; r; : : :, and disjunctions of literals, or clauses, by ; ; : : :. A unit clause is a clause of size 1.
The notation ( _ T), when = (P _ Q _ R) is a shorthand for the disjunction (P _ Q _ R _ T), and _ denotes the clause whose literal appears in either or . The resolution operation over two clauses ( _ Q) and ( _ :Q) results in a clause ( _ ), thus eliminating Q. A formula ' in conjunctive normal form (CNF) is a set of clauses ' = f 1 ; : : :; t g that denotes their conjunction. The set of models of a formula ', denoted models('), is the set of all satisfying truth assignments to all its symbols. A Horn formula is a CNF formula whose clauses all have at most one positive literal. Let EC Q 0 (R A ; R B ) denote the relation generated by extended 2-composition of R A and R B relative to A B?fQg, Q 2 A \ B. It is easy to see that pair-wise resolution is equivalent to extended 2-composition.
Lemma 22. The resolution operation over two clauses ( _Q) and ( _:Q), results in a clause ( _ ) satisfying: models( _ ) = EC Q 0 (models( ); models( )).
Proof. Clear.
In 35] we have shown that row-convex relations that are closed under extended 2-composition can be globally solved by DRC 2 . Observe that any bivalued relation is row-convex, therefore, since CNF theories are bi-valued, DRC 2 , if applied to the relational representation of a CNF theory, will decide the problem's satis ability and generate a globally solved representation. From the above lemma, extended 2-decomposition can be applied to the CNF representation directly and therefore, transformation to a relational representation can be avoided.
Replacing extended 2-composition by resolution and the instantiation step by unit resolution in DRC 2 , results in algorithm Directional Resolution (denoted DR) which is the core of the well known Davis Putnam algorithm for satis ability 7, 14] . Applying the same exchange within DRC (i;2) yields algorithm bounded directional resolution (BDR i ) which is a polynomial approximation of DR 14] . As is well known and as also follows from our theory, algorithm directional resolution globally solves any CNF theory.
Directional-Resolution ('; o) Input: A CNF theory ', an ordering o = Q 1 ; : : :; Q n of its variables. Output: A decision of whether ' is satis able. if it is, a theory E o ('), equivalent to ', else an empty directional extension. 1. Initialize: generate an ordered partition of clauses into buckets. bucket 1 , . .. , bucket n , where bucket i contains all clauses whose highest literal is Q i .
2. for i n downto 1 do 3. if there is a unit clause then apply unit-resolution and place the resolvents in their right bucket if the empty clause was generated, theory is not satis able 4.
else resolve each pair f( _ Q i ); ( _ :Q i )g bucket i .
if = _ is empty, return E o (') = fg, theory is not satis able else determine the index of and add it to the appropriate bucket.
return E o (') S
i bucket i Incorporating resolution into DRC 1 yields algorithm unit propagation. The operation of extended 1-composition in DRC 1 will have no e ect since projections on clauses generate universal relations. The only relevant steps are the simpli cation and instantiation. The simpli cation step, if included, allows resolution involving non-unit clauses as long as the variables appearing in one clause are contained in the other clause. The instantiations step translates to unit resolution.
As in the general case, DR generates a globally solved representation and its complexity can be bounded exponentially as a function of the induced width w of the CNF theory. The graph of a CNF theory associates propositional symbols with nodes and connects two nodes if their associated symbols appear in the same clause.
Variable elimination in linear inequalities
In database theory, a k-ary relation r is a nite set of tuples and a database is a nite set of relations. However, the relational calculus and algebra can be developed without the niteness assumptions for relations. We will use the term unrestricted relation, for nite or in nite sets of points in a k-dimensional space 24]. In particular, it was shown that relational calculus is identical to relational algebra for countable domains and that relational algebra for in nite relations is exactly the same as for nite relations 25] 6 . Therefore, the relational framework we have presented applies as is to in nite relations. In this section we will demonstrate the applicability of our results to the special case of linear inequalities over in nite domains like the Rationals as well as over nite and in nite subsets of the Integers.
Let us consider the class of linear inequalities where a constraint between r variables or less is a conjunction of linear equalities and inequalities of the form P r i=1 a i x i c, where a i , and c are rational constants. For example, the conjunction (3x i + 2x j 3)^(?4x i + 5x j 1) is an allowed constraint between variables x i and x j . A network with constraints of this form can be formulated as a linear program where the domains are in nite Rational, or Integers, or nite subsets of integers restricted by unary linear inequalities. We will show rst that over the Rationals the standard operation of variable elimination is equivalent to extended 2-composition while this equivalence is not maintained over the integers. Let us denote by sol( ) the unrestricted relation of tuples from the domain satisfying a set of linear inequalities, . We de ne the elimination operation as follows:
De nition23 (linear elimination). Let In other words, any tuple satisfying this inequality can be extended to a rational value of x r in a way that satis es both and . It is unclear, though, that there exists an integer extension to x r which is the reason for partial containment for the integers. 2
In 35] we have shown that linear inequality constraints over nite sets of integers are row-convex and therefore can be globally solved by DRC 2 using their relational form. The de nition of row-convexity can be extended to in nite domains without any modi cation. This implies that linear inequalities over the Rationals that are relationally 2-consistent are globally solved and consequently linear inequalities can be globally solved by DRC 2 .
Incorporating linear elimination into DRC 2 (when the constraints are presented as linear inequalities) results in algorithm Directional Linear Elimination (abbreviated DLE) which is the well known Fourier elimination algorithm (see 28]). Indeed, as dictated by our theory and as is already known the algorithm decides the solvability of any set of linear inequalities over the Rationals.
Initially, bucket 4 = f5x 4 + 3x 2 ? x 1 5; x 4 + x 1 2; ?x 4 0g, bucket 3 = f x 3 5; x 1 + x 2 ? x 3 ?10g and bucket 2 = fx 1 + 2x 2 0g. Processing bucket 4 , applying elimination relative to x 4 over inequalities (1) (3), and (2) (3), respectively, results in: 3x 2 ? x 1 5, placed into bucket 2 , and x 1 2, placed into bucket 1 . Processing bucket 3 next, eliminates x 3 from (4) and (5), yielding x 1 + x 2 ?5, placed into bucket 2 and processing bucket 2 adds no new inequality. We can now generate a backtrack-free solution in the following way. Select a value for x 1 from its domains satisfying the unary inequalities in bucket 1 . After selecting assignments to x 1 ; : : :; x i?1 select a value for x i satisfying all the inequalities in bucket i . This is easy since all the constraints are unary once the values of x 1 ; : : :; x i?1 are determined. Proof. It is known that the Fourier elimination algorithm decides the consistency of a set of linear inequalities over the rationals. Since DRC 2 globally solves a set of row-convex constraints, since linear inequalities are row-convex and are closed under extended 2-composition, and since DLE is equivalent to DRC 2 , the claim follows. 2 Linear inequalities over the integers: When the domains are the Integers the algorithm is no longer guaranteed to decide consistency since linear elimination is not identical to extended 2-composition. If the empty relation is generated by DLE, the problem is indeed inconsistent, else, the problem may or may not be consistent. Nevertheless, the representation generated by DLE could be useful since it is a backtrack-free representation relative to the rationals, of a superset of the sought-for integer solutions. From such a representation an integer solution may be extracted using backtrack search that may enjoy a substantial amount of pruning.
Complexity of DLE Algorithm DLE is generally exponential since it may record an exponential number of inequalities. If the domains are nite, the nite relational representation can be used (in which case DLE = DRC 2 ), and in this case the complexity can be bounded using the notion of induced width. Otherwise, DLE's complexity may be worst-case exponential even when the induced width w , is bounded. The reason is that an exponential number of inequalities may need to be recorded on the same subset of variables. One cannot \intersect" two inequalities and replace them by one. In other words, linear inequalities are not closed under intersection while relations are.
Case of binary inequalities: When the linear inequalities are over pairs of variables only, algorithm DLE, as presented here is still exponential. However it was shown to have a polynomial implementation over the Rationals that uses a special data structure that bounds the number of inequalities over any pair of variables and leads to a polynomial algorithm 18]. Over the integers the binary linear problem is NP-complete 27]. A more restricted case of binary monotone inequalities of the form ax i ? bx j c, where a; b; c positive integers, was shown to be weakly NP-complete since there exists a pseudo-polynomial algorithm 18]. A polynomial algorithm that globally solves the problem over the rationals is given in 17]. For bounded integer domains the general binary linear problem can be expressed in a relational form and since DRC 2 is polynomial over binary constraints, the class can be solved in polynomial time relative to the maximal range of the integer domains. In summary, Theorem26. Algorithm DLE is exponential even for binary inequalities and even for bounded induced width. For nite domains DRC 2 is applicable. Its complexity for binary constraints is polynomial (in the input and the maximum domain range), and is exponentially bounded by the induced width, for non-binary constraints. 2 There are additional special classes for which DLE is polynomial. One case is the class of simple temporal constraints. Those are unary and binary constraints of the form X ? Y a. Algorithm DLE reduces, in this case, to the shortest path algorithm presented in 10]. The algorithm is polynomial since the number of inequalities produced is bounded (in this simple case at most two inequalities are needed between any pair of variables) and since the class is closed under linear elimination. The linear elimination operator over the integers, coincides with extended 2-composition in this case, and therefore, DLE is complete for simple temporal constraints over the integers as well. Note, that although this is a subclass of monotone inequalities, tractability of DLE over this class does not follow from 18] whereby a special implementation was required.
Theorem27. Algorithm Proof. Over the Integers and the Rationals, global consistency follows from the global consistency of DRC 2 . In this case DLE is complete since simple temporal inequalities over the integers are closed under extended 2-composition and intersection. the proof is given in 10].
Case of zero-diversity theories: Propositional CNFs as well as linear inequalities share an interesting syntactic property: It is easy to recognize whether applying extended 2-composition relative to variable x i results in a universal constraint. Both resolution and linear elimination relative to x i are e ective only when the variable to be eliminated appears with opposite signs. This leads to a simple-to-identify tractable class for both these languages. If there exists an ordering of the variables, such that in each of its bucket i , x i appears with the same sign, then the theory is already globally solved relative to that ordering. We called in 14] such theories as \zero diversity" and we showed that they can be recognized in linear time.
From Local to Global Consistency
Much work has been done on identifying relationships between properties of constraint networks and the level of local consistency su cient to ensure global consistency. This work falls into two classes: identifying topological properties of the underlying graph of the network and identifying properties of the constraints.
For work on identifying topological properties, Freuder 20] identi es a relationship between the width of a constraint graph and the level of local consistency needed to ensure a solution can be found without backtracking. In particular binary trees can be solved by arc-consistency 31]. Dechter and Pearl 11] provide an adaptive scheme where the level of local consistency is adjusted on a node-bynode basis. Dechter and Pearl 12] generalize the results on trees to hyper-trees which are called acyclic in the database community 4].
For work on identifying properties of the constraints, Montanari 33] shows that path consistency is su cient to guarantee that a binary network is globally consistent if the relations are monotone. Dechter 9] identi es a relationship between the size of the domains of the variables, the arity of the constraints, and the level of local consistency su cient to ensure the network is globally consistent. These results were extended recently by van Beek and Dechter to the property of tightness and looseness of the constraints in the network 37, 36] . Van Hentenryck, Deville, and Teng 39] show that arc consistency is su cient to test whether a network is satis able if the relations are from a restricted class of functional and monotone constraints. These properties were generalized recently to implicational constraints 26, 23] and to row-convexity 38].
Finally, for work that falls into both classes, Dechter and Pearl 13] present e ective procedures for determining whether a constraint network can be formulated as a causal theory and thus a solution can be found without backtracking. Whether a constraint network can be so formulated depends on the topology of the underlying constraint graph and the type of the constraints.
Most of these relationships were formulated initially using the variable-based de nition of local-consistency. Reference to constraints was indirect via the constraint's arity as a parameter. Recently, we have shown that these relationships can be generalized using relational consistency and that they lead to a characterization of classes of problems that can be solved by a restricted level m of DRC m . The general pattern is as follows. We present a su cient condition showing that a network satisfying a property p, and having a corresponding level of relational consistency l(p), is globally consistent. This implies that whenever the property p is maintained under extended l(p)-composition, those networks (satisfying p) can be globally solved by DRC l(p) . Furthermore, it is su cient for condition l(p) to hold only relative to the particular ordering on which the algorithm is applied. We have recently demonstrated the use of our de nition for two properties: row-convexity and tightness. We have shown that, Theorem28. 38] . A networks of relations that are row-convex and are relational 2-consistent are globally consistent.
Consequently, a network of row-convex relations that are closed under extended 2-composition can be globally-solved by DRC 2 . Similarly, we have shown that: Theorem29. 37 ] If a network of constraints is m-tight and relationally (m+1)-consistent, then it is globally consistent.
Consequently, whenever a set of m-tight relations is closed under extended (m+ 1)-composition it can be solved by DRC m+1 . The notion of m-tightness is de ned as follows. A binary relation is m-tight if every value of one variable is consistent with at most m values of the second variable. A general relation is m-tight if every tuple on all the variables excluding one, has an extension in the constraint to the missing variable using at most m values.
In this section we apply the de nition of relational consistency to relationships involving properties such as the size of the domains, acyclicity and causality.
Domain size and global consistency
In 9], we have shown that: Theorem30. 9] If R is a k-valued binary constraint network that is k +1 consistent then it is globally consistent. If R is a k-valued r-ary constraint network that is k(r ? 1) + 1 consistent then it is globally consistent.
We now show that by using the notion of relational consistency the above relationship for r-ary networks (as well as its proof), are simpli ed. Moreover, the algorithm can be stated more coherently.
Theorem31. A k-valued constraint network R, that is k-relationally-consistent is globally consistent.
Proof. We prove the theorem by showing that relationally k-consistent k-valued networks are relationally (k + i)-consistent for any i 1. According to the de nitions, we need to show that, if there are relations R S1 ; : : :; R Sk+i , all sharing variable x t , and if x is a locally consistent tuple de ned over S k+i i=1 S i ? fx t g, then there is a value a of x t such that ( x,a) belongs to the joined relation R S1 1; : : :; 1 R Sk+i . With each value j, in the domain of x t we associate a subset A j that contains all those relations in fR S1 ; : : :; R Sk+i g that are consistent with the assignment x t = j. Since variable x t may take on k possible values 1; 2; : : :; k we get k such subsets, A 1 ; : : :; A k . We claim that there must be at least one set, say A 1 , that contains all the constraints fR S1 ; : : :; R Sk+i g. If this were not the case, each subset A j would be missing some member, say R 0 S 0 j , which means that the partial tuple x' = A ( x), A = S k i=1 S 0 i ? fx t g, is locally consistent, namely it belongs to A , but it cannot be consistently extended to a value of x t while satisfying the k relations R 0 S 0 1 ; : : :; R 0 S 0 k . This leads to a contradiction because as a subset of x, x' is locally consistent, and from the assumption of relational kconsistency, this tuple should be extensible by any additional variable including x t . 2 Since the domains do not increase by extended k-composition we get: Lemma 34. If a network is acyclic then there exists an ordering of the variables for which each bucket has a single relation.
Causal networks include acyclic networks. They were de ned in order to capture the ease of some tasks in physical systems, such as projection.
De nition35 (causal networks 13]). A constraint network is causal relative to an ordering o = x 1 ; :::; x n i it is globally solved (i.e., backtrack-free).
De nition36 (causal relations 13] Corollary39. Algorithm DRC 1 is complete for: 1. Acyclic networks, 2. singlebucket causal relations, and in particular for single-bucket CNF's and linear inequalities. For the latter two classes this is a special case of the zero-diversity class.
Discussion
The algorithms we present in this paper belong to the class of variable elimination algorithms, formulated recently within the bucket elimination framework 15], which generalize non-serial dynamic programming 5]. We have recently shown how a collection of probabilistic and combinatorial optimization tasks can be formulated within this framework 15]. Such algorithms were also presented for various graph-based tasks by 1, 3]. All the algorithms possess similar properties of compiling a theory into a backtrack-free one (or greedy) and their complexity is dependent on the same graph properties. Speci cally they all have a complexity bound which is exponential in the induced-width of some graph.
Another common property often overlooked of all such algorithms, is that they also require space exponential in the induced width. We have recently demonstrated how a method of conditioning can be incorporated into the bucketelimination scheme to allow trading space for time. The special case-handling of singleton values that we had introduced (i.e., instantiation) permits this extension 16] and will lead to similar time-space tradeo s.
Since the algorithms may be quite time demanding, unless the problem is very sparse, practical considerations call for the use of approximations. Polynomial approximation algorithms such as DRC (i;m) could be useful and may be extended to optimization and probabilistic inference as well.
