If A
Introduction
Let U be an open neighborhood of the origin in C n+1 , and letf : (U, 0) → (C, 0) andg : (U, 0) → (C, 0)
be complex analytic functions. Suppose that X is a complex analytic subspace of U, and, for convenience, assume that 0 ∈ X. Let f and g denote the restrictions off andg to X, respectively. We write V (f ) for f −1 (0).
Let S be a complex analytic Whitney stratification of X with connected strata. For S ∈ S, we let N S and L S denote, respectively, the normal slice and link of the stratum S; see [5] .
Let R be a regular, Noetherian ring with finite Krull dimension (e.g., Z, Q, or C). Let A
• be a bounded complex of sheaves of R-modules on X, whose cohomology is constructible with respect to S.
We let ψ f [12] , Appendix B, and [3] . More technical references are [7] and [16] . We shall almost always include a shift by −1 when we apply the nearby and vanishing cycles, and we remind the reader that ψ f [−1]A
• and φ f [−1]A • are complexes of sheaves of R-modules on V (f ), with stalk cohomologies at a point x ∈ V (f ) given by hypercohomology and relative hypercohomology of the Milnor fiber as follows:
and
where B ǫ (x) is a small ball (open or closed) of radius ǫ centered at x in U, and 0 < |b| ≪ ǫ. In the familiar case where A • = Z
• X , this means that the stalk cohomology in degree k of ψ f A • (respectively, φ f Z
• X ) (without the shift) at a point x ∈ V (f ) is isomorphic to the (respectively, reduced) cohomology in degree k of the Milnor fiber of f at x.
We will consider iterated vanishing/nearby cycles of the form
since it is clear from the context, in this situation, we shall continue to write simply g in place of g | V (f ) . Iterated vanishing cycles have appeared in the literature previously; see, for instance, Sabbah in [15] , our own work in [12] , and For each S ∈ S, we may consider the closure, T * S U , of the conormal space T * S U in T * U, where
For each S ∈ S and k ∈ Z, define d S := dim S, and the degree k Morse module of S with respect to
. We write simply m k S when A • is clear. The shift by d S in the degree is present in order to have the Morse modules of perverse sheaves concentrated in degree zero; see [13] . If the base ring R is an integral domain, so that the rank rk(m k S ) is defined, then we define the characteristic cycle of A
• in T * U to be the formal sum
In particular, the coefficient of It follows that the coefficient of
is given in terms of iterated vanishing cycles by 
Wheng is a generic linear form, the answer to these questions is known, and uses the relative polar curve of Hamm, Lê, and Teissier; we discuss this case in Section 2. Wheng is allowed to be more general, the calculation of
is the main result of this paper; we will present this result in Section 3.
The Generic Linear Form Case
We continue with all of the notation from Section 1. In this section, we will discuss the relative polar curve and known results for calculating
in case whereg is a generic linear form. Our treatment of the relative polar here follows [14] , except that we avoid discussing enriched cycles.
Suppose that M is a complex submanifold of U. Recall:
U depends on f , but not on the particular extensionf . In this case, we write The elements of S on which f is not constant will be of particular importance to us. We define
Definition 2.2. If S ∈ S f , we define the relative polar set, Γ f,g (S) , to be π T *
is well-defined.
In particular, if Γ f,g (S) is purely 1-dimensional, then we define the relative polar curve, Γ 1 f,g (S), to be the properly pushed-forward cycle
where the sum is over all of the components of Γ f,g (S) .
is purely 1-dimensional (respectively, is 1-dimensional at the origin), then we define the relative polar curve, as a cycle(respectively, as a cycle germ at the origin) to be
Remark 2.3. It is trivial to show that Γ f,g (S) has no zero-dimensional components. Thus, using the convention that the empty set has dimension −∞, the condition that
Ifg is a generic linear form, and f |S is not constant, it is easy to show that Γ f,g (S) is purely 1-dimensional and that Γ 1 f,g (S) is reduced, and agrees with all of the definitions/characterizations of the relative polar curve used in [6] , [17] , [8] , [9] by Hamm, Lê, and Teissier. The point of Definition 2.2 is that it seems to be the "correct" definition of the relative polar curve even wheng is not so generic.
note that these two dimension conditions are satisfied wheng is a generic linear form (see [14] , Proposition 3.13). Also, by the work of Hamm, Lê, and Teissier, if l is a generic linear form, then Γ [10] , [11] , [13] ) If R is an integral domain, then, for generic linear l, the coefficient of
Recall that m
More precisely, for all k ∈ Z,
Remark 2.5. Iff is itself a linear form and, at the origin, Γ f,g (A • ) is a collection of lines, then, for generic linear l, for all S ∈ S f (A • ), δ S = 0, and so
. Thus, we recover Theorem 1 of [1] (with a different convention on the signs of the characteristic cycle).
The Main Theorem
We continue using all of the notation from the previous two sections. ); we will write |C| for the underlying analytic set of C (i.e., C with its reduced structure). Thus,
where p |C| (S) is as in Definition 2.2.
We now prove a significant generalization of Theorem 2.4. Our proof uses "pictures" in the discriminant/Cerf diagram of the pair (g, f ) with coefficients in A
• ; see [14] . Our use of pictures to describe homotopies and passing through critical points is the same method used classically by Lê in [8] and in other works, and used by Goresky and MacPherson in [5] in "moving the wall" arguments. The proofs of Tibȃr in [18] also use such pictures in the discriminant, and are closely related to parts of the proof below.
Then, for all λ ∈ C such that λ is non-zero and |λ| is sufficiently small, for all k ∈ Z,
Proof. Suppose that 0 < a ≪ b ≪ ǫ ≪ 1. We first show that
Actually, we will demonstrate one of the isomorphisms; the proof of the other is obtained by homotoping Recall some equivalent characterizations of the vanishing cycles. Suppose that Y is a complex analytic subspace of U, that h : Y → C is complex analytic, and that F
• is a bounded, constructible complex of
up to isomorphism, the shifted vanishing cycles
Equivalently, if we let
. See [7] , Exer.
VIII. 13 and [12] , Appendix B, §3. These yield the well-known "formula", which we referred to in the Introduction, for the stalk cohomology of
Now, let us apply this to the case of iterated vanishing cycles. It follows from the discussion above that
Then, ( †) is isomorphic to the "hypercohomology of the pair of pairs"
Note that α, β,α, andβ are all open inclusions, so that there are natural isomorphisms α
Therefore,
as we claimed in ( * ). Now, we proved in Theorem 4.13 of [14] , the hypothesis that dim
Using u and v for coordinates on C 2 , the result of Theorem 4.13 of [14] is that, inside a polydisk D around the origin in C 2 , F • := RJ * (A • ) |B is complex analytically constructible with respect to the stratification
, and the connected components of ∆ − {0}.
This is the derived category version of the Cerf diagram set-up, used so effectively by Lê and others. The main difference is that the components of the Cerf diagram are not necessarily tangent to either of the axes.
The point of the Cerf diagram is that many quantities in which we are interested "upstairs" are easier to view geometrically "downstairs".
In particular, we have
where the final isomorphism above is pictured by considering the diagram
and collapsing the shaded region onto u
We then move u −1 (b) ∪ v −1 (a) through the following set of diagrams:
0 is isomorphic to the direct sum of the vanishing cycles of F • along v + λu − r i , where λ ∈ C is sufficiently small in magnitude, the sum is over the isolated (stratified) critical points p i of v + λu restricted to D ∩ ∆, and r i := (v + λu)(p i ).
The contribution at the origin to this direct sum is precisely
What remains for us to do is to "count" the contribution from the critical points of v + λu on ∆ − {0}. We need to know two things for each irreducible component E of ∆: the Morse module m
of E − {0} with respect to F • , and the number b E (counted with multiplicity) of critical points of v + λu restricted to E − {0}. In terms of m k E (F • ) and b E , what we showed above is that
where the sum is over the irreducible components E of ∆.
We first calculate b E . Let E be an irreducible component of ∆, complex analytically parameterized by p(t), where p(0) = 0. Inside D, the number of critical points of v restricted to E is equal to the number of zeroes, counted with multiplicity of (v(p(t)) ′ ; the only zero is located at the origin and its multiplicity is
. Thus, for small λ, the number of critical points of v + λu restricted to E, inside D, is also −1 + mult 0 v(p(t)); however, the multiplicity of the origin in now
Thus, Therefore, the term E m
We claim that, for fixed S ∈ S f (A • ),δ f,g (S) = E q E (S)b E , which would finish the proof.
This follows from the proper push-forward formula. For each component C of Γ C · V (f ) 0 − min C · V (f ) 0 , C · V (g) 0 =δ f,g (S).
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Remark 3.2. One recovers Theorem 2.4 from Theorem 3.1 by takingg to be a generic linear form.
