Abstract-A new reflectance optical sensor array for locating fetal signal transabdominally has been determined in this study. The selection of optical sensor array is based on the highest Irradiance (μW/m 2 ) value estimated on respected detectors. A three-layer semi-infinite tissue model which consists of maternal, amniotic fluid sac and fetal tissues is employed to study the optical sensor array configuration. By using statistical error approach, the number of rays injected to the system can be set to 1 million rays with ±3.2% of simulation error. The simulation results obtained from Monte Carlo technique reveal that diamond configuration is the most suitable configuration of reflectance optical sensor array with 40mm of emitter-detector separation. The selected configuration will be useful in detecting fetal signal independently of probe position.
I. INTRODUCTION
The use of optical sensor method in detecting and measuring the fetal oximetry or heart rate applications has been adopted by many researchers [2] [3] [4] [5] . There are a few available commercial optical sensors for fetal oximetry in the market but all inherit the same limitation; the technique is invasive to mothers. In this case, the reflectance optical sensors need to be inserted through the uterine cervix before attaching it on the head of the baby [6] . Besides that, it is reported that the sensor will leave mark on the skin of the baby and can cause uncomfortable to mother [7] .
Instead of measuring transvaginally, the transabdominal measuring has been proposed by Zourabian et al. and Vintzileos et al. [3, 4] . Nevertheless, none of this work employs reflectance optical sensor array technique since both are using bulky equipment which is spectroscopy to emit light. Only recently, Gan et al. [5] has successfully measured the fetal heart rate signal transabdominally using a low-cost optical light emitting diode (LED) and a silicon photodetector. The clinical results from this study confirm that the position of probe (reflectance optical sensor) affects the signal-to-noise ratio, SNR of the fetal signal. As suggested, the implementation of optical sensor array that can automatically select the highest signal may help to overcome this problem.
Therefore, this study is conducted with objective to determine the most suitable configuration of the reflectance optical sensor array based on the highest Irradiance value. To achieve the objective, the light propagation through the tissue model mimics the pregnant women's abdomen will be simulated.
II. METHODOLOGY

A. Geometry of Tissue Model and Optical Properties
Previous studies highlight the importance of understanding the light behavior in tissue and show that the tissue characteristics give significant impact to the instrument performance [8, 9] . As shown in Figure 1 , the three-layer tissue model is comprised of maternal tissue, amniotic fluid sac and fetal tissue. Here, this three-layer tissue of pregnant women is assumed as a semi-infinite tissue model to resemble a realistic condition.
In the realistic condition, the light usually interacts with deeper tissue and will experience multiple scattering and absorption events. Therefore to mimic this condition, the fetal layer has been extended to 100mm along the y-axis. The remaining thickness values of each layer is taken from previous study [10] which are 24mm and 13mm for maternal and amniotic fluid layers respectively. Fig. 1 Geometry of the 3-layer tissue model (not to scale) [10] . The maternal layer thickness, dm is 24mm, while thickness for amniotic fluid layer, damn and fetal layer, df are 13mm and 100mm respectively. This semi-infinite model itself is in three-dimensional but for illustration purpose, only x-y plane is shown Meanwhile, the optical properties used in this paper are for near-infrared (NIR) region (890nm). The absorption coefficient, µ a ; reduced scattering, µ s '; anisotropy factor, g and refractive index, n values are chosen from reported data [10] and are listed in 
B. Monte Carlo Simulation
The Monte Carlo method is used mainly in mathematical and physical problems specifically to model the behavior of stochastic variables. Such approach allows any simulations to be run repeatedly by using various random numbers. This key pertinent of Monte Carlo method has been used widely in demonstrating the light behavior in tissue model. With the advancement in optical software, investigation on how the light behaves in transabdominal fetal oximetry instrument can be done. The TracePRO software (Lambda Research Corporation, Littleton, MA) has been used to simulate the amount of lights received by the detectors. This optical software applies the Monte Carlo algorithm in order to simulate the light propagation.
In TracePRO, there are three steps required to develop an optical system. First step is to build or import the geometrical model. The semi-infinite tissue model as depicted in Figure 1 is drawn in three-dimension. Next is to apply the defined properties of each component involve such as the optical, material and surface properties on the respected components of the generated model. Final step is ray tracing which enable user to select desired wavelength and offers variety of analysis options. The rays of light is in the form of flux; not a photon and is controlled by flux threshold as well as the number of starting rays. The graphical user interface (GUI) of this software enables the model to be viewed according to the user's interest.
One way to accurately predict the performance of the optical system is by injecting huge number of rays to the system. However, injecting huge number of rays means more computing time is needed. One question raised is how many rays will be needed for a simulation. Rather than using trial and error method [11] , an estimation of error based on ray statistics (Bernoulli trial) [12] will be considered to determine the required number of rays.
Equation 1 [12] below is used to calculate the simulation error. The simulation error is formulated from the inverse relationship of signal-to-noise ratio of the probability density law. It can be seen that the simulation error or noiseto-signal ratio is depends on the number of rays, N and the probability of a ray arriving at the detector, p. The number of rays at detector is represented by n. Small value in simulation error implies good accuracy in simulation. Hence, suitable sample size can be determined from the equation below.
C. Reflectance Optical Sensor Model and Configuration of Sensor Array
The simplified model of reflectance optical sensor array is consists of one light source and several detectors. The light source referred herein as emitter is simulated with a characteristic of IN6266 LED. The wavelength of this emitter is 890nm with half angle of 20 degree. On the other hand, the detector is modeled as a square with dimension of 10, 10, and 0.1 for length, width and height respectively. All units are in mm. The dimension of detector is assigned such way so that the surface area will be 100mm 2 as to resemble the real active area of a silicon photodetector, OEM (Edmund Optics, N57-513).
Previous finding [11] shows that there is a direct relationship between the emitter-detector separation and detected optical power contributed from the fetal layer. Therefore, the initial emitter-detector separation is set to 40mm. The reason why this value is selected has been discussed elsewhere [5] . First of all, a square configuration will be simulated using eight detectors, Dn numbered from 1 to 8. The detectors are positioned adjacent to each other with the emitter, E located at the origin (x=y=z=0). Figure 2 below shows the square configurations with dimension of 110mmx140mm. 
D. Data Analysis
The statistical error is calculated and plotted using Microsoft® Excel (Microsoft Inc., Redmond, WA).
Irradiance is one of the fundamental qualities of radiometry concept. It is computed by dividing the incident flux received at the respected detector over the area of the detector. The incident flux value can be referred to the flux report generated from the simulation in TracePRO software. The calculation of Irradiance is also being done in Excel spreadsheet and is plotted using suitable chart type.
III. RESULT/DISCUSSION
A. Estimation of Error in Monte Carlo Simulation
To compute the simulation error, the probability, p is set to be 0.01%. As shown in Region A (Figure 3) , there is a considerable growth in simulation error for N less than 1 million. However, different trend can be seen in Region B which covers the interest sample of rays from 1 million to 6 million. According to the graph, the error is 0.032 or ±3.2% for 1 million rays and is reduced to 0.013 or ±1.3% at 6 million rays. The tendency of simulation error to become zero is likely happen when increasing the number of rays more than 6 million.
It is understood that in ray tracing, selecting smaller sample will help to minimize computing time [11] . Since the percentage of error for N=1 million is within the acceptable range, it is advantage to choose sample size with N=1 million. Therefore, to compromise the accuracy and time spends for tracing the lights, one million rays in the form of flux is injected to the three-layer tissue model.
B. Configuration of Sensor Array
By referring to the plotted Irradiance values of square configuration (Fig. 4a) , it is noticeable that the Irradiance values of D1, D3, D6 and D8 are too low with D8 having zero incident flux value. This is probably due to the positions of these detectors are a bit far from the emitter resulting more rays are converged to the detectors that closest to the emitter.
On the other hand, other detectors (D2, D4, D5 and D7) show strong Irradiance values with the highest value (30.1±0.96 µW/m 2 ) is at D2. Based on this encouraging results, another sensor array can be established which is diamond configuration (Fig. 4b) . This diamond configuration is a subset of the square configuration. Using this configuration, another simulation is carried out. Nevertheless, the resulted Irradiance values remain the same. This is because the same number of rays, N is used together with the same setting. In other word, the probability of rays getting to the detectors will still be the same so long that the number of rays is not change.
Despite the excellent results shown in the diamond configuration, a star configuration (Fig. 4c) is also simulated. It seems that this configuration gives good results too. However, the limitation is the initial setting for emitterdetector separation is not at 40mm for D4, D5, D6 and D7. Due to the shape of the star configuration, the separation of D6 and D7 with respect to emitter, for instance; is set at 30mm. Previous finding [11] states that for separation less than 40mm, the total signal contributed by the fetal will be less due to the banana pattern of the photon migration process. For this reason, this configuration could not be used.
Based on the simulation results presented here, the diamond configuration has been selected. The proposed configuration will be beneficial during probing the fetal signal. During practical implementation, the sensor array will be put on the middle of the maternal's abdomen. For example, if the fetus is a bit off from the probing area, at least, the nearest detector will still be able to pick up the reflected signal of the fetus. Details on calculated Irradiance values as well as number of rays hitting the surface of the detectors can be referred to Table 2 . Fig. 4 The Irradiance values are plotted against respected detectors for three different configurations which are; a) square, b) diamond and c) star. The initial emitter-detector separation is fixed to 40mm. The Dn (n=1-8) represents the numbered detectors while E indicates the emitter or light source. The emitter is centered at the origin (x=0, y=0, z=0)
IV. CONCLUSIONS
In summary, the preliminary modeling of this paper shows that the reflectance optical sensor array can be determined by measuring the strength of the Irradiance. For this reason, the diamond configuration with emitter-detector separation at 40mm is chosen as the most suitable reflectance optical sensor array configuration. By using the statistical error approach, the number of rays injected into the optical system is 1 million rays with simulation error of ±3.2%. On the other hand, the possibility to employ this type of configuration for non-invasive fetal oximetry is promising. Further work will involve circuit development of reflectance optical sensor array using multiple wavelengths of near-infrared light for transabdominal fetal oximetry application.
