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Abstract
An autonomic system is structured as a network of 
autonomic elements that collaborate to achieve the 
system’s purpose. This paper examines the potential 
benefit of using well-established systems concepts and 
techniques in the development of such systems. In 
particular, it considers the possible role of Checkland’s 
Soft Systems Methodology and Beer’s Viable Systems 
Model in system design. The paper summarizes the 
relevant aspects of each approach and then assesses both 
their individual and joint strengths in support of the 
construction and evaluation of designs. Some practical 
issues in the use of these approaches are also identified. 
The discussion is illustrated using aspects of the design of 
an autonomic operating system.  
1. Introduction 
Abstractly, a system is a collection of interrelated parts 
[1]. In an autonomic system [3, 15, 19, 20], the individual 
parts are autonomic elements, which are related through 
their mutual dependence and ability to interact. Systems 
are often hierarchical, meaning that any one system is 
typically part of a larger enclosing system. Everything 
outside an autonomic system relevant to its operation is 
usually described as its environment. This is similar to the 
machine-domain relationship described by Jackson [21].  
Any computing system can be constructed in an 
autonomic form and, indeed, that seems desirable to 
ensure its effectiveness. Consider, for example, the basic 
structure of an operating system, as depicted in Figure 1. 
The outer box represents a workstation, showing external 
connections to physical devices and the Internet. 
Internally, the applications are shown connected to 
elements of the operating system responsible for 
managing the facilities and services of the workstation.  
If each of the components in the diagram is autonomic 
then each will have an active role in performing its 
designated function. For example, the printer element, as 
well as implementing print requests from the applications 
can take initiative in reporting problems, such as low 
toner. It may also be responsible for recognising the 
connection of a new printer and obtaining the required 
driver from the Internet. Similarly, each application on 
the workstation can actively seek out and install its own 
new releases or updates. Such support is obviously very 
helpful to users but will also increase their confidence in 
using the workstation. 
…Printer Internet Other Facility or Service 
…Application 1
Application 
2
Application 
n
.
Figure 1 Basic Operating System Structure 
This paper effectively addresses two particular 
questions in relation to the design of an autonomic 
system: (i) how should the elements of the autonomic 
system be organised internally; and (ii) to what extent 
should the environment of the autonomic system be 
understood and modelled, including what communication 
and control mechanisms are required to facilitate the 
coordination and co-evolution of a given autonomic 
system with respect to its environment.  
From Figure 1, it is perhaps not obvious that an 
organisation structure among autonomic elements is 
necessary in that it appears to represent a collection of 
cooperating components of equal status. Such simplified 
diagrams, however, often omit management elements. For 
example, if applications compete for shared resources, 
such as workstation memory, some higher level 
mechanism is needed (another autonomic element) to 
observe the consequences of this competition and tune the 
tasks and resources allocation to achieve best 
performance overall. Also, as each element is self-
monitoring (being typically composed of a managed 
component and an autonomic manager [26]), it will have 
to inform a ‘higher authority’ if it detects a problem that it 
is unable to resolve; this would be another management 
element in the system. 
Knowledge of the environment is also important in 
designing the autonomic system. Understanding the 
environment is, of course, a basic part of determining the 
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requirements of any computing system [21], but in 
autonomic systems some model of that environment also 
needs to be developed for inclusion within the autonomic 
system itself. For example, if toner is low on the printer 
then the person responsible for maintenance should be 
informed, which requires knowledge of the context. For a 
personal computer, reporting low toner might simply be 
achieved by displaying a message on the user’s screen. In 
other cases, it may be more appropriate to contact a 
designated technician (perhaps via e-mail or text 
messaging).  
So far, work on the design of autonomic systems (and 
self-adaptive systems in general) has tended to 
concentrate on system architecture, both in terms of 
design patterns [14, 16-18, 28] and the structuring of 
lower level components [26]. This paper focuses more on 
the design process. In particular, it considers the potential 
benefit of using general systems concepts and related 
techniques in modelling the environment and refining the 
autonomic systems design. Two specific approaches 
considered are Soft Systems Methodology (SSM) [12, 13, 
30, 31] and the Viable Systems Model (VSM) [4-7]. 
The next two sections provide overviews of VSM and 
SSM, illustrated with respect to the workstation example. 
A concluding section critically assesses the value of VSM 
and SSM to the engineering of autonomic systems and 
identifies some issues that need to be resolved. 
2. VSM and Autonomic Systems 
A viable system is one that is robust against internal 
malfunction or external disturbance; it has the ability to 
respond and adapt to unexpected stimuli, allowing it to 
survive in a changing and unpredictable environment [4-
7, 17, 18, 22, 23]. Stafford Beer developed the Viable 
System Model as a way of describing the essential 
elements of a viable system, with particular reference to 
an organisation or organism [6]. His work, which started 
in the early 1950s, provides a theoretically supported 
cybernetic model of organisation. The original model 
identified five necessary and sufficient subsystems that 
together maintain overall system viability. This was later 
extended to a sixth subsystem as indicated in the 
summary in Table 1 [22].  
The table provides a brief general description of each 
subsystem, together with a diagram to indicate how the 
subsystems are related. Logically, the S1s, S3, S4 and S5 
subsystems are structured in a hierarchy, connected by a 
central ‘spine’ of communication channels passing from 
the higher-level systems through to each of the S1 
management elements. These provide high priority 
communication facilities to determine resource 
requirements, account for allocated resources, raise alerts 
that a particular plan is failing and re-planning is 
necessary, and disseminate “legal and corporate 
requirements” or policies of the system [5, 7]. The VSM 
is a recursive description, and, in particular, the S1 
subsystems are also expected to be ‘viable’. 
When describing an organisation, subsystems S2-S5 
are perceived as management activities, implemented by 
individuals in the organisation. For organisms, the lower 
level subsystems S1-S3 are automatic but the others (S3*-
S5) can be influenced by higher-level brain functions. 
Autonomic computing systems aspire to the level of 
internal management of an organism while being 
amenable to human monitoring and guidance.  
In the VSM, the S1 subsystems are an exact match for 
autonomic elements as they have an operational part 
(managed component) overseen by a management part 
(autonomic manager) [26]. In the autonomic operating 
system example, the applications and operating system 
services are all S1 subsystems. Each application, 
therefore, is expected to have individual management 
support, responsible for facilitating and monitoring the 
desired behaviour of the application. 
Coordination (S2) is needed in the operating system 
when using shared resources such as disk memory, the 
user screen, and the processor (or processors) of the 
workstation. Control (S3) is exercised when functions 
cannot be performed as required because of resource 
shortage, such as the disk becoming full or main memory 
exhausted. Control is also required when there is failure 
in some part of the system, such as the unexpected 
termination of an application or the loss of a network 
connection.  
The most obvious example of an audit (S3*) function 
on a workstation is the periodic running of a virus 
checker. Auditing can also be useful as an aid to cleaning 
up files on disk storage and, at a management level, in 
ensuring that there are appropriate licences to support the 
applications on the workstation.  
There is also a growing ‘intelligence’ (S4) in operating 
systems in detecting environmental changes and reacting 
to them. In particular, concerns over workstation security 
have encouraged the development and use of automatic 
updates for both the operating system and virus detection 
software. In principle, these updates could be 
implemented without human intervention but in practice 
their installation often has to be initiated and overseen by 
the user in case problems occur. 
Operating systems embody some aspects of the policy
function (S5) as part of their basic design. Where they are 
currently weak, however, is in making these policies 
visible and in having a reasonably well developed ‘world 
view’ of the environment in which they exist. For 
example, in the case of reporting low toner on a printer, 
as mentioned in the introduction, this situation would 
typically be handled by reporting the problem to the 
person using the printer rather than the technician 
responsible for its maintenance, as the concept of local 
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technical support is not normally part of the design of a 
personal workstation.  
In terms of overall effectiveness, it seems highly 
desirable to have some means of describing the context in 
which the workstation is being used so that the operating 
system can interact appropriately with that environment 
and support the wider business function. The next section 
describes Soft Systems Methodology, which appears to 
have the potential to meet this need. 
Table 1. The Major Subsystems of the Viable System Model 
System Type Structure 
System One (S1): Operations. S1s perform the productive operations of the system, with each 
providing a distinct product or service. An S1 contains an operational element controlled by a 
management process and is in contact with the operational environment.  
System Two (S2): Coordination. S2s are concerned with coordinating the activities of S1 units. 
They are essentially ‘anti-oscillatory’ in that they attempt to contain or minimize inter-S1 
fluctuations. This is achieved by the provision of stabilizing, coordinating facilities such as 
scheduling and standardisation information that is disseminated over all S1s, but tailored locally 
to suit individual S1 needs. 
System Three (S3): Control. Each S3 is concerned with the provision of cohesion and synergy to 
a set of S1 units. The management processes contained within this system will be concerned with 
short-term, immediate management issues, such as resource provision and strategic plan 
production, where ‘strategic’ in this situation refers to planning with existing resources rather 
than in the normally accepted sense. 
System Three* (read as System Three Star): Audit. S3* provides facilities for the intermittent 
audit of S1 progress and provides direct access to the physical operations of a particular S1 
allowing immediate corroboration of that progress. This essentially provides additional data over 
and above that provided by normal reporting procedures.  
System Four (S4): Intelligence. S4 is concerned with planning the way ahead in the light of 
external environmental changes and internal system capabilities. To this end, S4 ‘scans’ the 
environment for trends that may be either beneficial or detrimental to the system and constructs 
developmental organisational plans accordingly. To ensure that such plans are grounded in an 
accurate appreciation of the current system, the intelligence function contains an up-to-date 
model of system capability. 
System Five (S5): Policy. S5 determines the overall purpose of the system i.e. defines the 
activities that are performed by S1s. As such, S5 represents the policy-formulation or normative 
planning function. Policy formulation is informed by a ‘world-view’ provided by S4 and 
representing the current beliefs and assumptions held by the system about the environment and 
models of current system capability, populated by data flowing from the lower level systems in 
the organisation. 
3. SSM and Autonomic Systems 
Like VSM, Soft Systems Methodology (SSM) [12, 
13, 24, 30, 31] has a long-standing, well-respected 
pedigree in the systems community. It emerged from 
work that began at the University of Lancaster (in the 
UK) in the late 1960s and evolved through action 
research up to 1990, when it reached its current stable 
form [12, 24]. It is essentially a general systems 
improvement technique that helps identify opportunities 
for beneficial change by promoting a better 
understanding of a ‘problem situation’ among system 
stakeholders. This is achieved through the construction 
of relevant system models. The models and the process 
through which they are constructed promote discussion 
and debate about possible improvements and lead to 
recommendations for change. The approach is 
applicable to any problem situation but its use in 
information systems development has received 
particular attention [27]. In this work, SSM has been 
used as the first stage of analysis to provide context 
information for subsequent development through the 
models it creates. SSM seems particularly relevant to 
autonomic systems development as its models can serve 
as their environment description.  
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Classically, SSM has been described as a seven-stage 
process [12], as illustrated in Figure 2. There are five 
stages associated with so-called ‘real world thinking’: 
two of them for understanding and finding out about a 
problem situation (1, 2), and the other three for deriving 
change recommendations and taking action to improve 
the problem situation (5-7). There are also two stages 
(below the dotted line) concerned with ‘systems 
thinking’ (3, 4), in which root definitions and 
conceptual models are developed. Each root definition 
provides a particular perspective of the system under 
investigation. A conceptual model defines activities 
necessary to implement the perspective given in a root 
definition.
1. The problem
situation: unstructured
2. The problem
situation: expressed
3. Root definition of
relevant systems
4. Conceptual
models
5. Comparison
of 4 with 2
6. Definition of
feasible desirable
changes
7. Action to solve the
problem or improve
the situation
Real world thinking
Systems thinking
FINDING
OUT
TAKING
ACTION
BUILDING
MODELS
EVALUATING
MODELS
Figure 2: Seven-Stage Soft Systems Methodology Model 
One broad perspective on workstations is that they 
exist to facilitate business activities in the workplace, 
through the provision of suitable hardware and software. 
Another, more specific perspective, is that workstations 
are there to facilitate communication with customers and 
among staff, using e-mail, document production tools, 
and support for audio visual presentations.  
SSM root definitions are structured descriptions of 
individual perspectives. In general, each root definition 
identifies or implies six particular pieces of information, 
as listed in Table 2. 
Table 2: General Components of a Root Definition 
Components Meaning 
Customers The beneficiaries or victims of a 
system 
Actors The agents who carry out, or cause 
to be carried out, the main activities 
of the system 
Transformation The process by which defined inputs 
are transformed into defined outputs
Weltanschauung A viewpoint, framework, image or 
purpose, which makes a particular 
root definition meaningful 
Owner Those who own a system (have the 
power to close it down) 
Environment Influences external to a system that 
affect its operation 
The ‘Weltanschauung’, or world-view, identifies 
why a system exists, and the ‘transformation’ indicates 
what the system does to achieve its purpose. These are 
the two most important elements of the root definition 
but their meaning is perhaps not obvious from the 
general descriptions shown.  
As an illustration of the form of the six components, 
Table 3 gives possible descriptions for the ‘enabling 
technology’ perspective on workstations. This applies to 
some unnamed host organisation (owner), based on the 
belief that computing technology facilitates business 
activities (Weltanschauung). Technical and management 
staff (actors) are responsible for providing a computing 
service (transformation) to operational staff 
(customers), with the constraints that the technology 
should function as required and be cost effective 
(environment). 
Table 3: ‘Enabling Technology’ Root Definition 
Components Meaning 
Customers Operational staff 
Actors Technical and management staff 
Transformation Provide a computing service 
Weltanschauung Computing technology facilitates 
business activities 
Owner Host organisation 
Environment Technology should function as 
required; technology must be cost 
effective 
A root definition is usually presented as a single 
statement combining its six individual components. In 
this case it might be: 
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A [host organisation] owned system, operated by 
[technical and management staff], to [provide a 
computing service] to [facilitate business activities] 
of [operational staff], taking account of the need for 
the [technology to function as required and be cost 
effective].
Further root definitions can be produced in the same 
way to describe other perspectives, such as the 
communications viewpoint mentioned above.  
Each root definition is expanded into a conceptual 
model, defining the activities necessary for the system to 
meet the purpose specified, and indicating relationships 
among the activities involved. For example, Figure 3 
shows a conceptual model based on the enabling 
technology root definition described in Table 3. The 
activities have been labelled for convenience.  
The model includes the transformation taken directly 
from the root definition (A1). This is essentially the 
central activity of the model. Another important activity 
is A2, which monitors that the defined Weltanschauung 
(viewpoint) is achieved, taking control action if 
necessary (TCA), which can affect any other activity in 
the model. Activities are also added to handle the 
environmental constraints listed in the root definition 
(A3-A6) and to cover consequential or implied activities 
(A7-A10).
Although conceptual models are largely informal—
in that the meaning of each activity identified is 
described solely by the text displayed in the diagram, 
and the linking arrows simply imply relationships 
between activities with no accompanying labels or 
explanations—they do provide a good basis for debate 
about the meaning and implementation of activities 
within a system. For example, in deciding that 
computing facilities should be cost effective, this raises 
the rather difficult issue of assessing the benefit of the 
computing technology to the operation of the 
organisation, which needs to be resolved. Conceptual 
models can also provide a basis for further analysis 
towards the development of specific implementations of 
change, such as the creation or enhancement of 
information systems [24, 26] or simply computing 
systems [10]. They can also form the basis of other 
types of model such as dataflow diagrams [8], process 
models [9] and object models [10, 11, 28]. 
A2: monitor that the 
computing service facilitates 
business activities and take 
control action as necessary 
A8: install 
new 
computing 
facilities 
A10: withdraw 
obsolete 
technology 
A7: be aware of 
computing 
technology in use
A4: maintain stock 
of spare equipment, 
parts and supplies 
A9: procure 
equipment, parts 
and supplies 
A5: be aware of 
the cost of the 
computing service
A3: maintain 
technology 
in use 
A1: provide 
a computing 
service 
A6: be aware of the 
benefit of the 
computing service 
TCA 
Figure 3: Conceptual Model for Enabling Technology Perspective of an Organisation 
Conceptual models are hierarchical, allowing for the 
possibility of each individual activity being expanded 
into a full conceptual model in its own right. Such 
expansion seems desirable, for example, to explain A1: 
provide a computing service and A3: maintain 
technology in use.
In relation to supporting the development of 
autonomic systems, conceptual models offer a number 
of advantages: 
? They clarify the role of the autonomic system in the 
wider business context and so encourage the 
development of a design that takes business 
objectives into account. For example, knowing that 
the system is meant to be ‘cost effective’, it would 
be possible to keep a record of the use of individual 
applications to compare against the cost of 
providing those applications. 
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? Consideration of the wider context helps identify 
opportunities for additional improvement. For 
example, if application usage is tracked then it will 
be possible to identify applications that are not used 
and so can be withdrawn. 
? Analysis of conceptual models reveals the need for 
computing support systems. For example, in the 
operating system case, databases will be required to 
keep track of equipment and spares. These then 
form part of the environment for the autonomic 
system and can be consulted in performing some of 
the higher-level functions of the system. For 
example, a database of licence agreements can be 
referenced when auditing software use on a 
particular workstation; similarly, details of the stock 
of toner cartridges in the equipment database can be 
monitored against printer usage to trigger a 
replacement order or inform a decision to maintain 
a higher stock level. 
4. Evaluation 
The preceding two sections have outlined the 
principles of VSM and SSM and indicated how they 
might be relevant to the design of autonomic systems. In 
effect, these ideas have been presented as an 
enhancement to some pre-existing, but unspecified, 
design process. The implied steps are: (i) design 
software as usual; (ii) validate and refine the design 
using VSM; and (iii) extend and refine the design 
through integration with an environment model 
developed using SSM (in particular, this supports the 
implementation of the ‘policy’ subsystem required by 
VSM).  
Although this enhanced design approach has merit, 
there are some significant costs involved. The use of 
VSM, however, is not expensive. Its checklist of six 
activities (subsystems) necessary for viability is both 
easy to understand and to remember so little effort is 
required to become familiar with the approach. Using 
the VSM concepts effectively, however, as in any 
creative endeavour, still relies on the skill and 
experience of the designer in being able to look 
critically at a design and appreciate the requirements 
and implications of the viable model with respect to that 
design. 
In effect, the VSM is a design pattern [17, 22, 23], 
which can also influence the way that designs are 
created as well as being used for validation. With 
practice, this pattern will shape the thinking of the 
designer so that he/she is likely to incorporate the viable 
subsystems without conscious effort.  
Using SSM as an add-on to an existing design 
process is much more problematic. Firstly, significant 
effort is required to understand the methodology to a 
level where it can be applied effectively. This will 
necessarily involve practical experience and not just 
academic study. It is not difficult to produce models that 
look plausible but again, like all design, achieving 
relevant content that captures the situation adequately 
requires aptitude and practice.  
A second difficulty in using SSM at the end of the 
design process is that there is likely to be a significant 
mismatch between the system structure implied in the 
SSM models and that developed by more traditional 
means. In particular, SSM, through encouraging a 
consideration of multiple perspectives of a situation—
separate from ‘real world’ constraints—yields models 
that are often significantly different from the way an 
organisation is currently structured. In that respect, it 
provides good support for business process 
reengineering. Unfortunately, that also means a likely 
mismatch with any design that reflects the current 
organisational structure, and a consequential difficulty 
in linking the SSM derived environment model to that 
structure. 
A third difficulty is that SSM studies can take a 
significant amount of time to complete. Examples in the 
literature often suggest an analysis time of months [25] 
and certainly it seems unlikely that useful models can be 
produced in anything less than a few weeks even if the 
analyst already has some understanding of the problem 
situation. 
The only reasonable conclusion that can be drawn 
from this evaluation is that SSM is not a practical way 
of adding an environment description to an existing 
autonomic design. Even if the cost of developing 
expertise in the methodology is ignored, and time is 
available to carry out a particular SSM study, the 
significant refactoring needed to integrate the SSM and 
separately created design models is unlikely to be 
acceptable.  
Despite this bleak assessment, all is not lost, but to 
gain the desired benefit from SSM its use must begin 
earlier in the design process. In particular, it needs to be 
used as the first stage of systems analysis to avoid any 
design conflicts. Fortunately, this is not an unreasonable 
suggestion. Indeed, it is simply a particular 
implementation of the top-down approach to systems 
analysis recommended by Ackoff, another highly 
regarded systems theorist and practitioner. Specifically, 
Ackoff identifies three stages of analysis, as follows [2]: 
? Identify a containing whole (system) of which the 
thing to be explained is a part 
? Explain the behaviour or properties of the 
containing whole 
? Then explain the behaviour or properties of the 
thing to be explained in terms of its role(s) or 
function(s) within its containing whole 
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The “thing to be explained” in this case is the 
autonomic system and the “containing whole” is its 
environment. There has been considerable positive 
experience reported in using SSM as the first stage in 
the analysis of information and computing systems [10, 
27] so SSM appears to provide a good basis for 
autonomic system development if the top-down strategy 
is acceptable.  
An overall design process using both SSM and VSM 
is summarised in Figure 4.  
Environment 
Design 1 
SSM
Environment 
Design 2 
VSM
Autonomic 
Design 1 
SSM +
ODT
Autonomic 
Design 2 
VSM
Figure 4 A Systems-Oriented Autonomic Design 
Process 
This is a four-stage process. In stage 1 an 
environment design (system model) is developed using 
SSM. This is then refined using VSM to ensure that the 
viable requirements are covered adequately. At this 
point the context for the autonomic computing system 
will have been defined. The SSM models can then be 
taken down to a lower level to describe the autonomic 
system, coupled with other computing-oriented 
modelling techniques such as UML (ODT) to produce 
the autonomic system design. Again this design can be 
tuned by evaluating it with respect to VSM in the fourth 
and final stage. 
5. Conclusions 
This paper has examined the potential benefit of 
using well-established general systems ideas in the 
design process for autonomic systems. It first considered 
the possibility of simply extending existing design 
approaches with further systems analysis to enhance the 
structure of designs produced traditionally.  
One conclusion is that Beer’s Viable Systems Model 
(VSM) seems to be a useful aid to ensuring that there 
are adequate management controls within a design. 
Specifically, it can be used to assess autonomic designs 
to ensure that they have elements for ensuring system 
viability from broad policy-setting down to the 
monitoring and control of individual activities. It is 
relatively easy to appreciate the essential concepts 
involved in VSM and to use them as a checklist in 
validating designs; thus, the cost-benefit balance seems 
satisfactory. If VSM is used in this way it is expected 
that designers will progressively absorb the implied 
design pattern for viable systems and use it naturally 
(subconsciously) in their normal design process. 
Similarly, Checkland’s Soft Systems Methodology 
(SSM) was considered as a way of adding an 
environmental model to an autonomic system design. It 
was concluded that while it was possible to develop the 
required environment description this way the cost of 
integrating it with an existing system design is 
unacceptable. Instead, it was proposed that SSM be used 
as the first stage of design and so influence the complete 
design process. In the past, this has been recommended 
for the design of computing system, in general [10], and 
corresponds to a general top-down approach to systems 
analysis. It will be important to find ways of minimising 
the cost of performing this wider analysis to ensure 
general acceptability of the approach for autonomic 
systems. 
The conclusions drawn seem plausible in that the 
individual techniques described have been used 
successfully in general systems areas. Nevertheless, the 
authors recognize the importance of looking specifically 
at autonomic computing systems to bring out any 
specific issues involved and to add confidence to the 
conclusions drawn. It is therefore planned to run a 
number of experiments of different sizes to further 
explore the systems-oriented design process proposed.  
As recognised by others working in the autonomic 
field [32], the role of design patterns is likely to be of 
growing importance. Patterns are relevant at the 
environment level as well as within the autonomic 
system. Herring and Kaplan have proposed a viable 
systems architecture based on VSM, which may provide 
the best fit for the systems-oriented process proposed 
here.
In general, further work is needed to harness and 
improve the usability of VSM and SSM to validate a 
design but, overall, the general systems ideas seem to 
have substantial potential for providing a framework for 
autonomic system design and development. 
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