Abstract-An exact method is presented for discretizing a constant-coefficient, non-square, matrix differential Riccati equation, whose solution is assumed to exist. The resulting discrete-time equation gives the values that have no error at discrete-time instants for any discrete-time interval. The method is based on a matrix fractional transformation, which is more general than existing ones, for linearizing the differential Riccati equation. A numerical example is presented to compare the proposed method with that based on gage invariance and bilinearization, which has better performances than the conventional forward-difference method.
I. INTRODUCTION
Finding solutions to differential Riccati equations has been a subject of extensive research in various areas of science and engineering [1] , [2] . In view of continuing advances in digital devices, discretization of Riccati equations has also been an important subject. Bilinear transformation is used in [3] to solve differential Riccati equations and to derive their discrete-time versions such that gauge invariance is preserved. Unfortunately, this invariance does not guarantee the exactness of the discrete-time equations for finite discrete-time intervals. For linear systems, a large number of discretization methods have been proposed, including an exact discretization [4] , [5] and an approximate, but always stable, discretization of closed-loop systems [6] . In contrast, a relatively small number of exact discretization methods have been presented for nonlinear systems and a simple but very approximate model is usually used [7] . Recently, a method was presented in [8] for discretizing exactly a scalar differential Riccati equation that has constant coefficients. Unlike the bilinear method, which yields an unstable higher-order linear system, this method transforms the original nonlinear equation into a stable linear system with no increase in order. However, to reduce the differential Riccati equation to a linear one, one must solve a related algebraic Riccati equation, which is not easy for matrix cases. In the present study, the matrix differential Riccati equation is linearized using a fractional variable transformation, which increases the order, but does not require such solutions, and is more general than that used in [1] - [3] in the sense that a free parameter can be incorporated without loosing the exactness of solutions. An exact discrete-time equation with the same order as the original equation is then obtained based on this linear equation. Although such exact discretization may not exist for all types nonlinear systems, trying to find such models and expand their classes are nevertheless important tasks. 
II. EXACT DISCRETIZATION OF A MATRIX DIFFERENTIAL RICCATI EQUATION
The main theorem is presented first, followed by two lemmas that will be used to prove this theorem.
Theorem: Consider a system given by the following non-square, matrix, differential Riccati equation with constant coefficients: dX dt = XAX + B 1 X + XB 2 + C (1) where X(t) 2 p2q , t 2 , A 2 q2p , B 1 2 p2p , B 2 2 q2q , and C 2 p2q . It is assumed that the continuous-time solution X(t) exists within an appropriate time interval. An exact discretization, whose state values match exactly those of the above at all discrete-time instants for any discretization interval, can be expressed in delta form as
where X k is a discrete-time signal with t = kT , k 2 , and T being a uniform discretization interval. Moreover, is the delta operator de- 
In order for this discrete-time model to exist, the inverse matrix in the right-hand side of (2) must exist, which holds true at least as T ! 0. (8) then the pair U and V = XU is a solution of (6) which is (6).
[End of proof]
In the digital control community, the following discrete-time system is often called the step-invariant model [4] of (6).
The exact discretization of (6) is given by the following: 
Proof of lemma 2:
It is known [4] that the discrete-time model whose state matches exactly that of a continuous-time original is possible for piece-wise constant inputs. In the present case, the linear system (6) has no input and this scheme is applicable directly, so that
This can be rearranged as
which is (11).
[End of Proof]
The theorem is now proven below using Lemmas 1 and 2.
Proof of theorem:
From the definition of delta operator (3), it can be shown that for the product of two nonsingular matrices Y k and Z k , its difference quotient can be written as
Letting Z k = Y 01 k in the above and using I = 0, one obtains Z 01
where the non-singularity of Z k + T Z k (= Z k+1 ) trickles down to the existence of the discrete-time model later in (21). Equations (15) and (16) yield
(17) Therefore, the difference quotient of (7) can be written as
On the other hand, the exact discretization (11) in Lemma 2 and (6) in Lemma 1 yield 
which is (2).
[End of Proof]
Some observations on the proposed exact discretization are listed below: 1) Parameter , which affects the eigenvalues of the system matrix of the linearized system (6), disappears by subtraction in the differential Riccati equation (9). Furthermore, in the exact discrete-time Riccati equation, the parameter 0 disappears by division in (21).
2) The method presented in [3] is based on the forward-difference approximation of linearized (6) For comparison, the forward-difference discretization as applied directly to the differential Riccati equation is given by
The difference between the method of [3] , (23), and the forwarddifference discretization, (24), is only in the denominator and disappears as T ! 0. Thus, the form of discretization (2) approaches that of (1) as T ! 0. 
which is a matrix version of the well known vector case [4] . with the initial condition given by
III. SIMULATION EXAMPLE
Figs. 1 and 2 show, respectively, for T = 0:1 and 0.3 seconds, the initial-state responses of the continuous-time system evaluated using the Runge-Kutta method in Simulink, the proposed discrete-time model, and Hirota's model. These plots show that the proposed model gives the discrete-time sequence that matches the continuous-time solution at discrete-time instants, while Hirota's model gives sequences that are non-diverging but inexact. Although not shown here, the forward-difference model applied directly to the given Riccati equation yields errors that are comparable to Hirota's for T = 0:1 s but are divergent for T = 0:3 s.
IV. CONCLUSION
A method has been proposed for discretizing a non-square matrix differential Riccati equation with constant coefficients such that there is no error in its solution at discrete-time instants for any discrete-time interval, as long as a continuous-time solution of the Riccati equation exists. Since the exact discrete-time equation for linear systems have been extremely valuable in the field of digital control [4] , [6] , the proposed method for the differential Riccati equation is believed to be an important first step towards its extension to nonlinear cases.
A Polynomial Approach to Bias Aware Fixed-Lag Smoothing Problem
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Abstract-In the present technical note, a solution to the problem of fixed-lag smoothing of SISO systems in presence of a dynamical bias is presented in a polynomial framework. The bias aware smoothing problem is solved in three steps, namely, the design of the general structure of the smoother, the estimation of the dynamical bias by means of a deconvolution technique and, then, the combination of the previous results to obtain the bias aware fixed-lag smoother. Applied to an example, this approach shows its efficiency.
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I. INTRODUCTION
The standard solutions to the Minimum Variance estimation problem are the well-known Wiener and Kalman filters [1] . In both cases, the design technique is based on the description of the system and the noise. In practice, both descriptions may be erroneous in a manner that it generates a biased estimate [2] . When no information is available to describe these errors, they are considered as input and/or output biases.
In the state-space framework, the problem can be solved by the augmented state Kalman filter by modeling the bias by an Auto-Regressive generator. The major drawback of the latter is the amount of computation, especially when the bias has a size comparable to the size of the state. Friedland [3] solved this problem for constant bias by building a so-called two-stage Kalman filter. The first stage consists of a bias free filter and the second is a bias estimator fed with the innovation of the bias free filter. McConley [4] brought an interesting improvement in the computation time to this technique thanks to the U-D factorization. Other extensions of Friedland's filter (still in constant bias situation) may be found in [5] - [7] to mention a few.
Still in the state-space framework, dynamical bias has been treated in [8] - [11] where the bias is modeled by a first order autoregressive model. Friedland's filter [3] is optimal as long as the bias is constant. As a matter of fact, in order to obtain the optimality, a correlation between the bias and the system noise should be introduced within the filter design. The following works [9]-[11] present some refinements of the two-stage filter for dynamical bias in order to ensure its optimality and its equivalence with the augmented state Kalman filter.
Furthermore, an other solution to the estimation problem in presence of model bias is to compensate the Kalman filter designed on the available model. The compensation is obtained by introducing an additive input representing the estimation bias [12] . Though interesting, this issue is subject to instability when an inappropriate choice of the model bias is chosen. This approach is known as the PI-Kalman filter.
In the polynomial framework, to the author's knowledge, the problem of estimation in presence of bias has not been tackled. In the present technical note, a bias aware estimator is developed by: 1) setting up the general formulation considering that the bias is known; 2) designing an inverse filter that estimates the dynamical bias; 3) combining both estimators. Clearly, the approach adopted in this technical note differs from the two-stage state-space estimator in that no description of the bias is required to design the estimator. Furthermore, compared to the bias free case, the structure of the proposed estimator is equivalent. In contrast, the two-stage estimator has a complex structure compared to the Kalman estimator. Finally, we do not need to explicitly estimate the bias in order to get the output estimate.
In the sequel, the following notations will be used:
• Ef1g is the mathematical expectation;
• q 01 is the shift operator such that s(t 0 1) = q 01 s(t);
• n P is the degree of the polynomial P(q 01 );
• P 3 (q 01 ) is the complex conjugate of the polynomial P(q 01 ).
II. PROBLEM STATEMENT
Consider the discrete-time SISO linear system described by s(t) = H(q 01 ) (u(t) + w(t) + b 1 (t)) (1) y(t) = s(t) + b 2 (t) + v(t)
where u(t) is a deterministic input, b1(t) and b2(t) are unknown dynamical biases, s(t) is the signal to be estimated, y(t) is the measured output, w(t) and v(t) are independent random signals.
We are interested in the design of a fixed-lag smoother for the signal s(t) that will be optimal with respect to the minimum variance criterion J f = E "
