In this paper, we propose novel .image-derived features for image indexing and retrieval in digital library applications. The new features capture the intrinsic geometry and color properties of an imaged object. That is, these features are insensitive to the change of an object's appearance due to incidental environmental factors such as rigid motion, afine shape deformation, changes of parameterization and scene illumination, and view point change. Recording both intrinsic shape and color information of an imaged object, these features allow the similarity between two objects to be accurately measured. Hence, they can be used to index objects of the same class with similar appearance (e.g., daflerent airplanes) instead of objects of different classes (e.g., airplanes us. automobiles).
Introduction
Searching an image library can be difficult and the main difficulty lies in designing powerful features to represent images in the library. Manual annotation works only for small library collections and do not scale to large image ensembles. Furthermore, it is not clear what aspects of an image would be of interest to a particular user and the possible image descriptions can vary. Many studies are geared toward solving this problem and a few are even considered to be performance standards [4, 5 , 61. But the difficulty in designing powerful features are further aggravated if (1) query images and images in the database can appear different due to non-essential environment changes, such as rigid motion, affine shape deformation, change in illumination and perspective, and (2) objects in the database are similar in appearance, re-quiring highly discriminating descriptors to tell them apart. Many current systems for image indexing do not address the above two difficulties satisfactorily.
In this paper, we propose novel image-derived features for image indexing and retrieval to address the two difficulties mentioned above. More specifically, we design features that capture the essential traits of an image and are insensitive to environmental changes.
Invariant features form a compact, intrinsic description of an imaged object and possess high discriminative power. Hence, they can be used in an image retrieval system that require high accuracy and insensitivity to environmental factors.
Our approach requires computation along the contour of an imaged object, but although segmentation (contour extraction) is not addressed, our strategy still has many practical applications, particularly when there is absolute control of the image database (e.g., when the database is a collection of imaged objects photographed with an uncluttered background, such as catalogs), and the object of interest in the query image is pinpointed (or drawn) by a human. There are many image databases that fit this type of scenario, such as FishBase which contains a large collection of fish images photographed under standard pose and lighting against plain background. (However, only text queries by fish name is currently supported). Other applications include indexing leaves and flowers in a botanic image database, and machine tools in a retail catalog. Note that all these applications involve database objects of similar appearance and query images which may differ from those in the database due to non-essential environmental changes. Hence, a highly discriminative, invariant descriptor will be ideal for such applications.
The new invariant features analyze the shape of the object's contour as well as the color characteristics of the enclosed area. The analysis involves projecting 'http: //ibs . u e l .ac .uk/ibs/spZOOO/f ishbase the shape or color information onto one of many basis functions of finite, local support (e.g., splines, shorttime Fourier analysis and wavelets). The projection coefficients, in general, are sensitive to changes induced by rigid motion, shape deformation, and change in illumination and perspective. Our analysis, as presented in the next section, derives expressions by massaging these sets of projection coefficients to cancel out these environmental factors to achieve invariance of the descriptors.
Furthermore, the invariant features enable a quasilocalized, hierarchical shape and color analysis, which allows for the examination of information at multiple resolution scales. The result is an invariant framework which is more flexible and tolerant to a relatively large degree of noise. We also introduce the use of rational basis functions to facilitate the analysis of invariants under perspective projection. Rational basis functions, such as NURBS, have been widely used in the computer graphics community. However, their usage in perspective invariants is novel.
Technical Rationale
We will illustrate the design of invariant image features using a specific scenario where invariants for curves are sought. These directly apply to the silhouette (contour) of objects in the image database. For illumination invariants, the same technique applies To properly align two contours for comparison under affine deformation, it is also important to choose the same traversal starting point and the direction of traversal. It might appear that a one-point correspondence (i.e., the starting point), and knowledge of the direction of the contour (i.e., clockwise or counterclockwise) is required. However, it can easily be shown that the invariant signatures of two contours, differing only by the starting point, is just a phase-shifted version of each other. Similarly, the invariant signatures of a contour parameterized in opposing directions are just flipped, mirror images of each other. Hence, a match can be chosen that maximizes the cross correlation between the two signatures.
Allowing an arbitrary change of origin and traversal direction, together with the use of an affine invariant parameterization, implies that no point correspondence is required when computing the affine invariants of an object's contour.
Rigid-Body Motion and Affine Transform
Consider a 2D curve, c ( t ) = [z(t),y(t)lT where t denotes a parameterization which is invariant under affine transform (as described above), and its expan- = mUa,fb+to * Note that we use the wavelet property s $,,bdt = 0 to simplify the second term in Eq. 1. If m represents a rotation (or the affine transform is a rigid-body motion of a translation plus a rotation), it is easily seen that an invariant expression (this is just one of many possibilities) can be derived using the ratio expression which is a function of the scale a and the displacement b. If we fix the scale a, by taking the same number of sample points along each curve, we can construct a function f a ( z ) which we call the invariant signature of an object as:
where xo represents a constant value separating the two indices. Then it is easily verified that when the direction of traversal is the same for both contours, Other Invariant Expressions Due to the page limit, we will only summarize other invariant expressions (similar to Eq. 2) without derivation. The process of deriving the invariant signatures (similar to Eq. 3) and invariant measures (similar to Eq. 4) are done similarly and will not be repeated here. Interested readers are referred to [l] for more details. Here, we provide a summary of the scenarios and their corresponding invariant expression:
Rigid-body motion (using spline basis): Perspective transform (using rational spline basis R): 
Experimental Results
To illustrate the use of these invariant expressions as image features for image indexing and retrieval, we conducted an experiment on a database of 16 airplane images, shown in Fig. 1 . Each airplane is posed in a canonic view and under standard lighting. It should be noted that many of the airplane images have approximately the same shape (e.g., images 5 and 6, and images 3, 7 and 14), making the matching process difficult. Furthermore, query images can undergo large perspective distortion and illumination changes. Eleven query images of the same airplanes are shown in Fig. 2 , each in a different pose. Moreover, colored filters were placed in front of the light sources (and the number of light sources varied) to simulate changes in illumination. From these images, we extracted the silhouettes of the airplanes and used both affine and perspective invariants as indices (done offline for the 
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-. database images). Without highly discriminative and invariant features, it could be difficult to locate the right matches from the database. Hence, we exploit both geometric properties and color for a robust matching strategy. Integrating geometric and illumination invariants is a novel approach which has achieved only limited success in object recognition [7] . Our integration of geometric and illumination invariants has produced promising results.
We first demonstrate the performance of affine invariants. It will be shown that affine invariants work well with objects that are relatively far from the camera, but fails miserably with objects that are near the camera or otherwise showing large perspective distortion. We then present the results of using perspective invariants, which correctly matched all sample images. Finally, we show the results of applying illumination invariants to further verify a correct match. Table 1 shows both the effectiveness and limitations of using affine invariants, when dealing with objects under perspective transformations. Affine invariant signatures of the airplane images were stored in a database (performed offline using Eq. 7). The resolution scale used for recognition was pre-determined by computing the energy of the image signatures at different scales. The scale where energy appeared to be concentrated, was selected. (Large energy values imply more information; in this case, scale 3). For each query image (A through K), the &ne invariant signature was computed (Eq. 7), and compared with the signatures of all images in the database. Correlation coefficients (invariant measure of Eq. 4) were used to determine the similarity between each pair of signatures. Each row in Table l refers to a query image. It is clear from Table 1 that the affine invariant works well in cases where the object is far from the camera relative to its size. Query images B and D are consistent with this scenario. As expected, the correlation between their signatures and that of the correct image in the database is significantly higher (both rank the lst), relative to that for the rest of the images. Fig. 3 shows the affine invariant signature of airplane B (solid) correctly matched with that of image 1 (dashed) (best match found). The next best match (image 8) is shown in Fig. 3(b) .
However, the performance with other images was unsatisfactory. Hence, the affine invariant formulation can be used to approximate perspective invariance only when the object is relatively far from the camera. For our test images, the affine invariant correctly identified only three of them. For most of the ( 1 4 )
( 1 3 ) ( 1 2 ) ' query images, the correct database image were not even among the top five candidates. In cases of large perspective distortion, the affine invariant performs poorly as expected. Fortunately, a more suitable invariant can be used. Table 2 shows the results of using the perspective invariants on the same query images (Eq. 8). A polynomial degree of order 2 was used since we want to treat the query image points as control points. For this experiment, oZl query images retrieved the correct database image as the best match, using perspective invariants. However, the system is far from perfect. The results for query image F in Table 2 show that it correctly retrieved image 4 from the database.
Nonetheless, the relatively large error (possibly due to noise) between the query image and estimated image may be unacceptable. hrthermore, the user may want to discriminate between images that appear similar geometrically, but are in fact different in terms of color patterns within the image region. For instance, the error values of the top two matches for airplane K were very close to each other, indicating that both are geometrically similar to the query image. If the color pattern of the airplanes are put into consideration, however, image 14 should be considered to be far Computation of the illumination invariant signatures were done off-line (using Eq. 9). After computing the perspective invariants, the transformation parameters were easily obtained. The same parameters were used to transform the curve defined for each image, to its correct pose in the query image. Hence, the colors defined by the curve in the image should match the colors defined by the transformed curve in the query image (except for changes due to illumination). Illumination invariant signatures for the query images were then computed, a n d For illumination invariants, curves were uniquely defined on the surface of each airplane image in the database (performed off-line), so that its superimposition over the image emphasizes important (or interesting) color patterns in the image. Figs. 5(a) and (d) show the characteristic curves defined for images 14 and 3, respectively. (In this case, a zigzagging curve over the different colors of the airplane). A different set of curves for other images in the database were also defined. Using the same strategy as that for affine invariants, we determined a resolution level (possibly many) to be used for recognition; in this case, level 7. 
Conclusion
We present a new framework for computing invariant image-derived features for image indexing and retrieval, providing high discriminative power and insensitivity to many environmental changes. Preliminary results are very promising, demonstrating the efficacy for shape retrieval in a database containing similar models and with query images with large perspective distortion and illumination change.
