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Abstract
Solving geometric tasks using machine learning is a challenging problem. Standard
feed-forward neural networks combine linear or, if the bias parameter is included,
affine layers and activation functions. Their geometric modeling is limited, which
is why we introduce the alternative model of the multilayer geometric perceptron
(MLGP) with units that are geometric neurons, i.e., combinations of hypersphere
neurons. The hypersphere neuron is obtained by applying a conformal embedding
of Euclidean space. By virtue of Clifford algebra, it can be implemented as the
Cartesian dot product. We validate our method on the public 3D Tetris dataset
consisting of coordinates of geometric shapes and we show that our method has
the capability of generalization over geometric transformations. We demonstrate
that our model is superior to the vanilla multilayer perceptron (MLP) while having
fewer parameters and no activation function in the hidden layers other than the
embedding. In the presence of noise in the data, our model is also superior to the
multilayer hypersphere perceptron (MLHP) proposed in prior work. In contrast
to the latter, our method reflects the 3D-geometry and provides a topological
interpretation of the learned coefficients in the geometric neurons.
1 Introduction
Geometric deep learning [1] starts with the geometry of a neuron. A perceptron model representing
a hyperplane is, in this sense, a geometric entity of Euclidean or affine space. Geometries beyond
hyperplanes such as hyperspheres and curved manifolds require more complex models. The benefits
of increasing the complexity of decision surfaces have been previously demonstrated in [2–4]. To
construct such surfaces, one needs to consider more general spaces, in which case Klein geometries
[5] come in handy.
The abstract concepts of Klein geometries can efficiently be formulated in the framework of Clifford
(geometric) algebras [6]. It has therefore also been applied in neurocomputing in the past [7–12].
A Clifford algebra can be viewed as a generalization of quaternions and complex numbers. This
versatility, along with the geometric nature, is one of the main reasons for the renewed interest it has
recently gained, e.g., in the context of complex-valued models [13, 14].
In this paper, we employ a Clifford algebra as a tool to perform computations in conformal geometry.
Building on top of the previous works on Clifford neurons [15], spherical decision surfaces [16], and
multilayer hypersphere perceptrons (MLHP) [17], we use the conformal embedding in Minkowski
space and propose an alternative conformal model called the multilayer geometric perceptron (MLGP)
whose units are based on hypersphere neurons. Owing to the homogeneous representation [18],
we provide an interpretation of the model parameters directly in the Euclidean space for an 8-
class geometry classification problem. This goes significantly beyond prior work that offers an
interpretation based on distances to at most three classes. We show that our MLGP model is superior
to the baseline MLHP and an analogous vanilla multilayer perceptron (MLP) by comparing their
performance, thus presenting the benefits of utilizing geometric algebra in neural networks.
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Figure 1: The proposed MLGP (conformal) model; embedding is performed at each layer vector-wise:
the first embedding term (yellow) is always set to −1, the second (blue) is the scaled magnitude of
the original vector, i.e., − 12 ||x||2; since the embedding of the input matrix is row-wise, the first hidden
layer units represent linear combinations of hyperspheres.
We summarize our contributions as follows:
(a) We introduce the MLGP model whose units are geometric (conformal) neurons based on hy-
persphere neurons, where we use the geometric embedding instead of an activation function; we
demonstrate that our model is superior to the vanilla MLP model and, in the presence of noise in
the data, to the baseline. (b) Using separate ranges of the rotation angle to create training and test
sets, we show that our MLGP model generalizes over rigid body transformations, whereas the vanilla
MLP has a significant drop in generalization performance. (c) We give a topological interpretation of
the learned model parameters: the idea of inverted decision surfaces grounded in the homogeneous
representation of hyperspheres, demonstrated in the Euclidean R3 space.
2 Related work
Research on neural networks equivariant to certain symmetry groups has been expanding over the
past few years, e.g., SE(3)-equivariant models [19], [20], and the SO(3)-equivariant network [21]. A
Klein geometry can be viewed as a homogeneous space together with a transformation (symmetry)
group acting on it. Conformal geometry on the sphere is modeled as a Klein geometry with the
underlying space being the sphere Sn and the Lorentz group [22] of an (n+ 2)-dimensional space
(e.g., Rn+1,1) acting as the transformation group.
2.1 Hyperspherical decision surfaces
We obtain the main inspiration for our work from the idea of modeling hyperspherical surfaces using
a conformal space representation introduced in [23] and exploited in [16]. The hypersphere neuron
with, as the name suggests, a hypersphere as decision surface is proposed as a variant of a Clifford
neuron in [3]. Therein a hyperspherical surface is shown as a generalization of a hyperplane. A
multilayer feed-forward neural network based on hypersphere neurons and called MLHP is designed
in [17]. The authors describe how a certain amount of reduction in computational complexity can be
achieved when using the MLHP model for some types of learning tasks.
2.2 Clifford neural networks
A multilayer Clifford neural network, as well as the corresponding back-propagation derivation,
is first proposed and discussed in [8, 9]. As per [15], work on another multilayer model, two key
concepts for Clifford neural machinery originate and are easy to analyze at the neuron level: the
ability to process various geometric entities and the concept of the geometric model. The latter acts as
certain transformations on the processed data and becomes inherent by choosing a particular Clifford
algebra. The paper [15] also introduces the spinor Clifford neurons (SCN) with weights acting
like rotors from two sides. It is demonstrated how a single SCN can be used to compute Möbius
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transformations in a linear way: something unattainable by any real-valued network. Additionally,
the paper describes Clifford-valued activation functions for all two-dimensional Clifford algebras.
Less related to geometric problems are models of recurrent Clifford NNs, as originally discussed in
[12], where their dynamics are studied from the perspective of the existence of energy functions.
In contrast to prior work, our MLGP model exploits a different embedding scheme that reflects the
3D-geometry. As a consequence, the first hidden layer units consist of (linear) combinations of
hypersphere neurons and, along with the rest of the layers, do not necessarily require an activation
function. Utilizing the chosen embedding strategy results in high performance in certain geometric
tasks involving noisy data. We explain the details and discuss the advantages of our method in a later
section.
3 Background
The conformal model, which we will present in detail in Section 4, is based on a particular embedding
of Minkowski space into a Euclidean vector space of higher dimensionality. The construction of this
embedding is reminiscent of the way in which projective n-space is embedded in Rn+1 by means
of homogeneous coordinates. Some key aspects pertaining to the geometric interpretation will also
be similar for these two embeddings. For this reason, we believe it is instructional to briefly discuss
the—perhaps more familiar—projective case, before discussing the conformal embedding.
3.1 Homogeneous coordinates
Cartesian coordinates are commonly used to represent various geometric objects and concepts in
Euclidean and affine spaces, both of which can be thought of as special subsets of projective spaces.
By considering a projective space coordinatized by homogeneous coordinates, it turns out that the
solutions to some geometric problems in Euclidean and affine geometry, as well as the resulting
expressions, become simpler [18].
Homogeneous coordinates constitute an embedding of n-dimensional projective space Pn(R) into
(n+1)-dimensional Euclidean spaceRn+1, such that every x ∈ Pn(R) corresponds to an equivalence
class:
[x] =
{
y ∈ Rn+1 : y = γx, γ ∈ R \ {0}}. (1)
Thus, every nonzero x ∈ Rn+1 relates to a uniquely defined x ∈ Pn(R), and we call x (or any other
element of [x]) homogeneous coordinates of this x.
Points The canonical form of the homogeneous coordinates of a point x = (x1, . . . , xn) is obtained
as x = (x1, . . . , xn, 1), i.e., by appending an extra coordinate and setting it equal to one. This
operation is clearly reversible, allowing x to be recovered from its canonical homogeneous coordinates,
and thus allowing an interpretation of x in the original geometric setting of x.
In the process of performing geometric computations, one may obtain a homogeneous coordinate
vector y, which is not in canonical form. In order to make a relevant geometric interpretation of such
a result, it is, in general, necessary to find the corresponding canonical form. This is done through
point normalization, which is achieved by dividing y by its final coordinate, resulting in
x =
y
yn+1
=
( y1
yn+1
, . . . ,
yn
yn+1
, 1
)
= (x1, . . . , xn, 1). (2)
Hyperplanes A hyperplane in Rn with normal vector p = (p1, . . . , pn) is represented by the
equation p1x1 + . . . + pnxn = ∆ for some ∆. By introducing p = (p1, . . . , pn,−∆) as (dual)
homogeneous coordinates of the hyperplane, and using homogeneous coordinates x to represent x,
the hyperplane equation becomes
(p1, . . . , pn,−∆) · (x1, . . . , xn, 1) = 0 ⇐⇒ p>x = 0. (3)
In particular, if ∆ ≥ 0 and ‖p‖ = 1, then ∆ will be precisely the Euclidean distance from the
hyperplane to the origin, and p will be the outward pointing unit normal. A geometric interpretation
of p requires this particular canonical form, which is obtained through dual normalization (note that
this works fundamentally differently from point normalization). If a hyperplane p and a point z are
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given by their respective canonical homogeneous representations, it can be shown that the shortest
distance between them is given by
∣∣p>z∣∣. Note that this agrees perfectly with (3).
In the following section, the reader is encouraged to keep the following crucial observations in mind:
(a) geometric objects may have more than one representation in a given embedding, (b) making
relevant geometric interpretations of objects in the embedding requires proper normalization, (c) the
relevant normalization can be fundamentally different depending on the particular type of object
under consideration, and (d) scalar products in the embedding space can have particular significance.
3.2 Minkowski space and conformal embedding
Taking one step further from homogeneous coordinates opens up a whole new world in the form of
conformal geometry [23], i.e., angle-preserving transformations on a space. Minkowski space [22],
named after H. Minkowski who introduced R3,1 as a model of space time, is the real vector space
MEn ≡ Rn+1,1 where the first n+ 1 basis vectors square to +1 and the last one to −1.
Minkowski R1,1 space The relevance of Minkowski spaces for Euclidean geometry is well-
described in terms of the Minkowski R1,1 plane in [22]. Its orthonormal basis is defined as {e+, e−},
where e2+ = 1, e
2
− = −1, and e+ · e− = 0.
A null basis can then be constructed as the two vectors {e0, e∞}, where e0 = 12 (e− − e+) is the
origin and e∞ = e−+ e+ is the point at infinity. Note the properties e20 = e
2
∞ = 0 and e0 · e∞ = −1.
Conformal embedding Given a vector in Euclidean space, x ∈ Rn, one can construct the con-
formal space as MEn ≡ Rn+1,1 = Rn ⊕ R1,1. The embedding of x in the conformal space MEn
represents the stereographic projection of x onto a projection sphere defined in MEn as
X = C(x) = x + 1
2
x2 e∞ + e0 , (4)
where X ∈MEn is called normalized and x2 = x · x = ||x||2. Observe that X2 = 0.
From (4), we obtain the naming of the two null vectors: e0 = C(0) and e∞ = lim|x|→∞
2
x2 C(x).
The embedding (4) is homogeneous, i.e., all embedding vectors in the equivalence class
[X] =
{
Y ∈ Rn+2 : Y = γX, γ ∈ R \ {0}} (5)
are taken to represent the same vector x. This property is fundamental for the remainder of the paper.
Scalar product in conformal space Given Y = y + 12y
2 e∞ + e0, the scalar product of two
embeddings in conformal space turns out to be the Euclidean distance, which constitutes the basis for
deriving the hypersphere neuron [3]: X · Y = − 12 (x− y)2 .
3.3 Hypersphere as classifier
A normalized hypersphere in MEn is a hypersphere S ∈ MEn with center c = (c1, . . . , cn) ∈ Rn
embedded asC ∈MEn, radius r ∈ R, and the coefficient for e0 set to 1. It is defined in the conformal
space as S = c + 12 (c
2 − r2) e∞ + e0 = C − 12r2e∞ .
Keeping in mind that Rn has basis (e1, . . . , en), we obtain the scalar product of an embedded data
vector X and a hypersphere S in MEn: X · S = X · C − 12r2X · e∞ = − 12 (x− c)2 + 12r2 . That
is, X · S = 0 ⇐⇒ |x− c| = |r|. Specifically, the scalar product shows where the input vector is
relative to the hypersphere: inside (positive product), on (zero), or outside (negative product) of the
hypersphere.
It has been shown in [3] that by embedding a data vector x = (x1, . . . , xn) ∈ Rn and the hypersphere
S ∈MEn in Rn+2 as
X = (x1, . . . , xn,−1,−1
2
x2) ∈ Rn+2, S = (c1, . . . , cn, 1
2
(c2 − r2), 1) ∈ Rn+2 , (6)
with S further referred to as a normalized hypersphere (in Rn+2), one can implement a hypersphere
neuron in MEn as a standard dot product in Rn+2 since
X · S = x · c − 1
2
(c2 − r2)− 1
2
x2 = −1
2
(x− c)2 + 1
2
r2 = X · S . (7)
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4 Conformal model
From now on and depending on the context, hypersphere refers to either a decision surface (geometric
entity), or the (scaled) embedded vector S ∈ Rn+2 (6), or a classifier (the hypersphere neuron).
4.1 Design choice: the geometric neuron
In the MLHP [17], the model input is treated as a single real n-vector that is subsequently embedded
in Rn+2, as discussed in Section 3.3. However, such an embedding scheme is not the ultimate choice
for all types of learning problems. Consider a geometric problem where each input represents 3D
coordinates of k points, e.g., a real k×3 array. That is, we will focus on the geometry of the Euclidean
R3 space and its conformal embedding in ME3 ≡ R4,1, implemented in R5 (7).
To preserve the input structure, we propose to apply the conformal embedding to the input point-
wise, in contrast to performing the embedding on a vectorized input as in [17]. Nevertheless, each
intermediate layer output in our model is a one-dimensional array, z ∈ Rm, that we embed in Rm+2.
In order to propagate the embedded input through the initial linear layer, we vectorize the k × 5
array row-wise into X ∈ R5k. We illustrate the embeddings in Fig. 1. For a given (embedded) input
X ∈ R5k, a single unit, i.e., a geometric (conformal) neuron, S˜ ∈ R5k, in the first layer represents k
hyperspheres: one for each 3-vector in the k × 3 input. Note that the proposed method works for any
dimension other than three and, given one single input vector, the geometric neuron is identical to the
hypersphere neuron [3].
Notably, the embedding, which is non-linear and present at each layer, may eliminate the need for
activation functions implied by MLPs. The choice of the final layer activation function depends solely
on the application and, therefore, is no different from the standard MLP case.
4.2 (Non-)Normalized hyperspheres
Since we regard the model parameters as independent during training, as proposed by [3], our model
learns non-normalized hyperspheres (parameter vectors) of the form S˜ = (s1, s2, . . . , sn+2) ∈ Rn+2.
To obtain normalized vectors S as in (6), one performs point normalization (2), i.e., divides all
elements in the learned parameter vector S˜ by the last one. We refer to this last element, sn+2, as the
scale factor, γ ∈ R. The scale factors can take arbitrary values.
Due to the homogeneity of the hypersphere representation (5), both normalized and non-normalized
hyperspheres represent the same decision surface. As a result, we can alternatively describe the
unit output as a weighted sum of the scalar products of k embedded input vectors and k normalized
hyperspheres that it represents, i.e., a weighted sum of outputs of the normalized hyperspheres. In
this case, the coefficients are given by the scale factors:
zi =
k∑
j=1
γj X>j Sj , (8)
where zi ∈ R is the ith element in the hidden layer output; Xj ∈ R5 is the jth 5-vector in X ∈ R5k;
and Sj = S˜j/γj are the corresponding normalized learned parameters.
Expressing the output signal in this manner allows us to analyze the learned decision surfaces in the
respective Euclidean space. We discuss the important effect of having negative scale factors in a later
section. Also, radii of hyperspheres can be extracted from their normalized form (6), namely from the
last but one element. However, as all other parameters, this element can be learned freely. It even can
become negative, representing a hypersphere with an imaginary radius. Although lacking geometric
interpretation, this can be beneficial for the learning process [3].
5 Experiments
We test our method on a geometry classification problem and compare its performance with those of
analogous baseline MLHP and vanilla MLP.
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5.1 3D shape classification data
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Figure 2: The 3D Tetris data.
We use the 3D Tetris dataset proposed in [20]. It
consists of 8 shapes, displayed in Fig. 2. Each data
sample is a 4×3 array, containing the 3D coordinates
of 4 points in a certain order. We refer to these 3D co-
ordinates as canonical. Note that the dataset includes
two chiral shapes that are reflections of each other.
Main dataset For the first experiment, we augment
the Tetris data by performing uniform random rota-
tion in [0, 2pi) (about random axis) and translation in
(−3, 3), i.e., rigid body transformation, of the canon-
ical shapes. This way, we form a training set consist-
ing of 1000 shapes, a validation set containing 9000
samples, and a test set of size 90000.
Theta-split In order to test the capabilities of generalization over rigid body transformation in our
model, we create a theta-split dataset. The rotation angle, θ, in the dataset construction differs for the
training and validation/test sets: θtrain is drawn from the uniform distribution over the joint interval[
0, pi4
) ∪ [pi, 5pi4 ) and θval and θtest from the antipodal interval.
Data with noise An important practical consideration for model comparison is that real-world data
often contain a certain amount of noise. Therefore, we add distortion, n, of different levels to the
shape coordinates in the main and theta-split datasets: n ∼ U(−a, a) with a ∈ {0.1, 0.2}. We thus
obtain four additional datasets.
5.2 Setup
When building models for the experiments, we want the total number of parameters in them to
be comparable. However, since the decision surfaces in the conformal (MLGP) and the baseline
(MLHP) models are of a higher order of complexity compared to the vanilla MLP case, this results in
a different number of hidden units. We select the vanilla model with 6 hidden units (134 parameters),
the baseline MLHP model with 5 hidden units (126 parameters), and our MLGP with 4 hidden units
(128 parameters). Note that the vanilla model includes bias parameters, whereas the other two do not.
We try different activation functions for all models: the sigmoid, hyperbolic tangent (tanh), ReLU,
and identity, i.e., no activation function. In the case of MLGP and MLHP, identity means that the only
source of non-linearity is the embedding. The final layer of all models in our experiments is equipped
with the softmax activation function. We implement all models in PyTorch [24] and use the default
parameter initialization for linear layers. We train the models for 20000 epochs by minimizing the
cross-entropy loss function with the Adam optimizer [25] supplied with the default hyperparameters:
the learning rate is set to 0.001, β1 = 0.9, and β2 = 0.999. We run each experiment 50 times. At
each run, we generate the datasets (training and validation sets) described in Section 5.1. The test
data are generated once for each experiment.
We train and test the models on the main and theta-split datasets, both with different levels of noise.
Since the three vanilla models with the identity, sigmoid, and tanh activation functions, respectively,
are inferior to that with ReLU, we show only the latter case and proceed with ReLU as an activation
function for the vanilla model. Our MLGP method and the baseline model perform much better
without activation functions, which motivates us to use this configuration. The results are reflected
in Fig. 3. The performances of the models on the test data and in all experiments are presented in
Table 1.
6 Discussion
6.1 Conformal vs. baseline and vanilla
The superiority of our conformal MLGP model with no activation function other than the embedding
and even fewer number of parameters (128 vs. 134) to the plain MLP is evident from Fig. 3
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Figure 3: Top: model accuracies on the main and theta-split data. Bottom: model accuracies on the
theta-split data with different noise levels. Shown are the mean and standard deviation over 50 runs
on the training and validation sets.
Table 1: Model accuracies on the test data (mean and standard deviation over 50 runs, %); values in
parentheses represent the accuracy of the 10 best models selected based on the validation accuracy.
Main dataset Theta-split
Noise a = 0.0 a = 0.1 a = 0.2 a = 0.0 a = 0.1 a = 0.2
Vanilla MLP 71.7± 4.0 65.3± 4.3 60.7± 3.2 55.3± 5.8 51.8± 3.4 48.4± 3.6
(78.0± 2.6) (71.7± 4.4) (65.9± 2.8) (63.8± 3.1) (56.5± 2.2) (53.3± 1.9)
Baseline [17] 92.5± 0.4 81.3± 3.4 68.2± 3.2 87.6± 0.6 78.4± 3.8 65.7± 3.7
(92.8± 0.2) (86.9± 0.4) (72.2± 0.5) (88.3± 0.6) (83.8± 1.8) (70.4± 0.7)
MLGP (ours) 91.8± 2.2 81.8± 5.9 69.7± 8.3 87.9± 0.8 80.3± 5.1 68.2± 8.4
(92.5± 0.2) (89.3± 0.4) (79.6± 0.2) (89.0± 0.4) (87.5± 0.5) (79.4± 0.3)
and Table 1. However, this advantage comes at a price of increased computational complexity.
Considering that in the embedding step we have to evaluate the magnitude of m vectors at each layer,
we can roughly compare it to adding m extra neurons to the respective layer in an analogous vanilla
MLP, in accordance with the complexity analysis given in [3].
In all noisy data experiments, albeit with higher variance, our MLGP demonstrates, on average,
better generalization than the baseline and vanilla models (see Table 1). The noted variations of the
validation accuracy are presumably due to confusing two or three classes. We, therefore, select ten
7
models of each type with the highest validation accuracy. Our method has the best correlation of
validation accuracy and test accuracy, which further increases its advantage and reduces its variance.
We notice the significant drop in the generalization performance of the vanilla model in the case of
the theta-split data, whereas the generalization accuracy of our method decreases insignificantly, as
indicated by Table 1 and the corresponding plots in Fig. 3. Thus, we empirically show that our MLGP
model has the capability of generalization over rigid body transformations. To a slightly lesser extent,
the same applies to the baseline model, which has however not been discussed in the original work
[17]. Overall, the experiments show that our method may not only be a more geometric, but also a
better generalizing approach for certain learning problems.
6.2 Conformal model interior
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Figure 4: A single hidden unit in our MLGP model
classifying the Tetris shapes: each spherical decision
surface classifies the corresponding point of the input
signal; the unit output is then a linear combination of the
scalar products (8); the arrows specify the positive di-
rection of the scalar product, i.e., inside or outside the sphere.
One of the main advantages of the
embedding scheme utilized in our
conformal model is that it provides
a topological interpretation of the
learned coefficients. To visualize the
learned decision surfaces in the Eu-
clidean R3 space, we need to point-
normalize them according to (6). We
use two shapes from the main dataset
described in Section 5.1 as input
to the trained MLGP model. We
demonstrate the input shapes and the
four spherical decision surfaces rep-
resented by the third hidden unit in
Fig. 4.
Note that each sphere may have a dif-
ferent scale factor. It can be negative
and, thanks to the normalization step,
turn inside out the decision surface for
a given input. Importantly, this swap
is itself a conformal transformation.
If the sign of the scalar product of an
input vector X and a hypersphere S
is the same regardless of the normal-
ization of the latter, the input is cate-
gorized as class I if it is inside or on
the surface of the hypersphere, and to
class O if it is outside. We refer to such a hyperspherical classifier as an I-hypersphere. Otherwise,
the hypersphere is referred to as an O-hypersphere. We illustrate the idea of the inverted decision
surfaces by drawing O-spheres in red, whereas I-spheres are shown in blue (see Fig. 4).
7 Conclusion
In this work, we propose the multilayer geometric perceptron (MLGP) whose units are geometric (con-
formal) neurons that are based on hypersphere neurons. We show that the proposed conformal model
outperforms a standard MLP in classifying geometric shapes while having even fewer parameters
and no activation function other than the embedding. Furthermore, we empirically demonstrate that
our method has the capability of generalization over rigid body transformations. In the presence of
noise in the data, our model is, on average, superior to the baseline multilayer hypersphere perceptron
(MLHP). Owing to the homogeneous representation of the hyperspheres and the chosen embedding
scheme, we provide the topological interpretation of the learned model parameters and hypersphere
scale factors in the Euclidean space. In future work, we plan to further investigate the conformal
MLGP model. In particular, we intend to analyze the local minima causing confusion of classes in a
small number of models and how to avoid them.
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Broader Impact
In a longer perspective, many learning problems involving geometry will benefit from the findings in
this paper: the embedding will greatly contribute to generalization and adherence to constraints. This
work might supersede prior work on similar problems that, e.g., attempt to achieve invariance and
generalization by data augmentation.
With our method, whenever training fails to find a correct model, the overall performance is signifi-
cantly reduced. Currently, this is addressed by training several models and disregarding those with
a significant drop in validation performance. We assume that local minima are responsible for this
effect. We are not aware of any biases in the data that our method leverages other than a confusion of
classes, which is strongly correlated with the similarity of point configurations.
As the nature of the present paper is purely theoretical, no direct ethical issues arise, nor are there any
immediate societal consequences.
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