Abstract. The isoperimetric inequality in the Euclidean geometry (for polygons) states that among all n-gons having a fixed perimeter p, the one with the largest area is the regular n-gon. One can generalise this result to simple closed curves; in this case, the curve with the maximum area is the circle. The statement is true in hyperbolic geometry as well (see Bezdek [2]).
Introduction
The isoperimetric inequality is a profound result in Euclidean geometry, which states Theorem 1.1. Let Γ be a simple closed curve in R 2 . Let l be the length of Γ, and A be the area of the region enclosed by the curve. Then we have
with equality holding if and only if Γ is a circle.
For a proof (originally by Hurwitz, using Fourier series), see [1] .
This result, which can be generalised to higher dimensions, encapsulates the geometric property that if one has a region with finite perimeter, then the area enclosed must be bounded.
In particular, we can restrict our hypotheses to polygonsTheorem 1.2 (Isoperimetric inequality). Among all n−gons with fixed area A > 0, the one with the least perimeter is the regular n−gon. Equivalently, among all n−gons with fixed perimeter P > 0, the one with the greatest area is the regular n−gon.
The proof is a standard exercise in Euclidean geometry. To prove it, we simply observe that among all triangles with a fixed base and fixed perimeter, the one with the largest area is the isosceles triangle.
The result as stated for polygons (Theorem 1.2) also holds true in hyperbolic geometry, as shown in [2] by Bezdek. Now, a natural generalisation of this result is to consider the set of at most two polygons whose areas add up to a fixed value instead of considering all polygons with the fixed area. Then, in fact, one sees that the regular n-gon is still the one with the least perimeter. Namely, we prove the result stated below. Theorem 1.3 (Isoperimetric inequality for disconnected regions). Let P 1 , P 2 and P be (Euclidean) regular n-gons with areas A 1 , A 2 , A respectively. Suppose A 1 +A 2 = A. Then Perim (P 1 ) + Perim (P 2 ) ≥ Perim(P ), where Perim(X) denotes the perimeter of X.
The proof of Theorem 1.3 (see Section 2) uses simple trigonometry on the Euclidean plane. Once proved, this easily extends (by induction) to a corresponding statement with multiple n-gons instead of just 2. Corollary 1.4. Let P and P 1 , . . . P k be regular n-gons with areas A and A 1 , . . . , A k respectively. Suppose
In general Theorem 1.3 as stated is not true for hyperbolic polygons, as we can have polygons with area bounded but perimeter tending to infinity (ideal polygons). So, fixing P 1 and P 2 , we can make the perimeter P erim(P ) arbitrarily large. However, in the Poincaré disk model of hyperbolic plane, as we move closer to the origin, our geometry resembles the Euclidean geometry; so we would expect that a similar result might work out for hyperbolic polygons with angles large enough (note -by Theorem 1.2, the requirement that P 1 and P 2 be regular is inessential).
In this paper, we try to find a working statement for Theorem 1.3 in hyperbolic geometry. We prove thatTheorem 1.5 (Main Theorem). Let P 1 , P 2 , P be regular hyperbolic n−gons (n ≥ 3), with areas A 1 , A 2 , A and interior angles θ 1, , θ 2 , θ respectively. Furthermore, assume that A 1 + A 2 = A. Then we have constants 0 > κ 0 > 0, depending only on n, such that following hold.
(
(2) If θ < κ 0 , then we can construct polygons P 1 , P 2 satisfying the hypotheses, with Perim (P 1 ) + Perim (P 2 ) < Perim (P ).
The proof uses basic hyperbolic trigonometry to find an explicit expression for Perim(X), given a hyperbolic regular n-gon X, which we analyze to obtain the desired bounds.
Again, Theorem 1.5 can easily be extended to k n-gons (inductively), with the same initial conditions (see Theorem 2.3).
Finally, we conjecture the values for necessary and sufficient conditions.
Euclidean geometry and Hyperbolic geometry
Before we move on to hyperbolic geometry, let us quickly revise the isoperimetric inequality for disconnected regions, in the Euclidean setting.
Proof of Theorem 1.3. Without much thought, one sees that for a regular n-gon with perimeter p and area a,
, a constant depending only on n. Thus,
which means that p 1 , p 2 , p form the sides of a right triangle (by Pythagoras theorem). Then p 1 + p 2 ≥ p follows by the triangle inequality.
This proof heavily uses results specific to Euclidean geometry, and cannot be easily extended to hyperbolic geometry.
As we remarked in the introduction, although the result is false in hyperbolic geometry as stated, we would expect a similar result to be true for polygons bounded close to the origin. Indeed, we haveTheorem 2.1 (Isoperimetric inequality for disconnected regions). Let P, P 1 , P 2 be regular hyperbolic n-gons, for n ≥ 3, with areas A, A 1 , A 2 , and interior angles θ, θ 1 , θ 2 respectively. Suppose that
Perim (P 1 ) + Perim (P 2 ) ≥ Perim (P ) . Here, equality only occurs if one of A 1 and A 2 is 0, which is a degenerate case.
Proof. Throughout the proof, when we refer to "n−gons", we mean hyperbolic regular n-gons. Consider an n-gon Γ = Γ (α, p, a) with angle α, perimeter p, area a = (n − 2) π − nα. We consider a triangulated section of Γ as in Figure 1 . and p = ns. So,
cos (π/n) sin (θ/2) .
We are given that A 1 + A 2 = A; or equivalently θ 1 + θ 2 = θ + (n − 2) π. Now, fix n, and consider the function , which has a unique root in 0,
is curve-above-chord. The inequality, i.e., the theorem, then follows from the following lemma: Lemma 2.2. Let f : (a, b) → R be a function which is curve-above-chord and strictly decreasing on (a, b).
with equality if and only if f is linear.
Proof. The proof of this lemma becomes clear by the following figure (Figure 2 ).
Figure 2. Proof of the inequality
In the figure, A ≡ a 
Triangles ∆CKG and ∆HLD are right angled; and Before we proceed to improve the bounds, let's formally show that this result extends to multiple n-gons. Theorem 2.3. Suppose we have regular hyperbolic n-gons P 1 , . . . , P k and P with areas A 1 , . . . , A k , A respectively and interior angles θ 1 , . . . , θ k , θ respectively. Further, assume that
Then we have
Perim (P i ) ≥ Perim(P ).
Furthermore, equality only occurs in the degenerate case, where all except one of the A i are 0.
Proof. We proceed inductively. The case k = 1 is the trivial case, and case k = 2 is the content of Theorem 2.1. Assume the result is true for k − 1 polygons. Suppose we now have n-gons P 1 , . . . , P k satisfying the hypotheses. Construct a new regular hyperbolic n-gon Q with interior angle ψ and area
so, by the inductive hypothesis, we have that
Perim (P i ) ≥ Perim(Q).
Next, consider polygons P k and Q. They satisfy the hypotheses of Theorem 2.1. Hence, we have Perim (P k ) + Perim (Q) ≥ Perim (P ) . The desired conclusion follows.
Improving the bounds
In Section 2, Lemma 2.2 says that the inequality holds if the curve is always above the chord on (a, b). Now, consider the function
Let A be the point in R 2 with coordinate n−2 n π, 0 . Let the tangent from A to the curve y = f (x) meet the curve again at B ( 0 , f ( 0 )). Note -0 is the solution to the equation
So 0 is well-defined and computable. Let C (x, f (x)) be an arbitrary point on the curve y = f (x). Then the chord AC is below the curve if and only if x ≥ 0 . Hence, we have - Lemma 3.2. Let y = g(x) be a smooth, monotonically decreasing function such that g(x) → +∞ when x → 0 and g(b) = 0 for some b > 0. Furthermore, assume that g has exactly one critical point, and g > 0 before the critical point. Let B = (b, 0), and A = (a, g(a)) be such that AB intersects y = g(x) at a third point X = (x, g(x)). Then the ratio AX XB → ∞ monotonically as a → 0, . Proof. We have g(a) → +∞ as a → 0. Therefore, the slope of AB is monotonically decreasing to −∞. One can picture the line AB sweeping the region clockwise, fixed at B. By the nature of g, as slope of AB decreases to −∞, x → b. Hence,
Note that, our original function f satisfies all the hypotheses of Lemma 3.2. Thus, as we reduce a, we will find a unique value a = κ 0 such that
). Now, for a < κ 0 ,
. Letting λ = (Assuming notation as in Theorem 2.1) If θ < κ 0 , then we can construct polygons P 1 , P 2 satisfying the hypotheses, with Perim (P 1 ) + Perim (P 2 ) < Perim (P ). 
Further thoughts and conjectures
We have not found out explicit values of κ 0 and 0 in terms of n. Finding these values could possibly be insightful. Now, based on numerical evidence, we haveConjecture 4.1. The condition θ ≥ κ 0 is also sufficient.
The proof for our result in the Euclidean setting was a lot less computational, after we used Pythagoras' Theorem. The areas adding up corresponds really nicely to the sum of squares of side lengths.
In hyperbolic geometry, we have a notion of Pythagoras' Theorem (refer to [4] ). Maybe this extends to give a short and elegant proof of Theorem 1.5.
It may further be possible to generalize these results to simple closed curves in the hyperbolic space instead of polygons.
