Our focus is on efficient estimation of tail probabilities of sums of correlated lognormals. This problem is motivated by the tail analysis of portfolios of assets driven by correlated Black-Scholes models. We propose three different procedures that can be rigorously shown to be asymptotically optimal as the tail probability of interest decreases to zero. The first algorithm is based on importance sampling and is as easy to implement as crude Monte Carlo. The second algorithm is based on an elegant conditional Monte Carlo strategy which involves polar coordinates and the third one is an importance sampling algorithm that can be shown to be strongly efficient.
INTRODUCTION
We are concerned with the problem of efficient estimation of tail probabilities of sums of random variables that are correlated and possess heavy tails. This situation might arise, for instance, when computing the probability of large losses or high returns on a portfolio of correlated asset prices. A basic model in the financial literature is the socalled Black-Scholes model, in which stock prices follow a lognormal distribution. Although the Black-Scholes model is mostly used as a benchmark for pricing, in risk management, where model complexity can impact computational burden enormously, the Black-Scholes model assumptions are popular (cf. McNeil, Frey, and Embrechts 2005) . Motivated by these types of problems, our focus is on efficient tail estimation of sums of correlated lognormals. Recall that an unbiased estimator Z b for α (b) is said to be weakly efficient or asymptotically optimal if log E Z 2 b / log α (b) → 2 as b ∞. Moreover, the estimator is strongly efficient or is said to have bounded relative error if sup b≥0 E Z 2 b /α (b) 2 < ∞. These notions are standard in rare event simulation (cf. Asmussen and Glynn 2008 , Bucklew 2004 , Juneja and Shahabuddin 2006 .
Most of the literature on rare-event simulation for heavytailed systems has focused on random walk-type models (cf. Asmussen and Kroese 2006 , Juneja and Shahabuddin 2002 , Dupuis, Leder, and Wang 2007 , Blanchet and Glynn 2008 , Blanchet, Glynn, and Liu 2007 . In contrast, we consider a rare-event simulation problem that involves the sum of highly dependent increment distributions. The dependence structure makes the available rare-event simulation algorithms for tails of sums of iid heavy-tailed increments difficult to apply in our current setting because they rely heavily on the iid assumption.
As we mentioned before that our current setting relates to applications in finance, in the context of tail probabilities of assets driven by correlated Black-Scholes models. In this context, a popular approach that is often suggested is approximating the prices by a t-distributed model. Such approximation is motivated by means of a Taylor expansion which is often called a Delta approximation, if it involves the first derivative only or Delta-Gamma approximation, if the first and second derivatives are considered Glasserman 2000. The use of t-distributions is appealing in these settings in order to capture the heavy-tailed behavior which is present in the original lognormal model (which is approximated by means of the Delta-Gamma development). Efficient rare-event simulation procedures are then designed for the Delta-Gamma approximation with t-distributed factors or quadratic forms of Gaussian factors Glasserman 2000, Glasserman, Heidelberger, and Shahabuddin 1998 . The simulation estimators that we propose and analyze here avoid the need for a Delta-Gamma approximation by working directly with the lognormal factors in an efficient way. So, we do not incur in bias errors that are inherent to the use of the Delta-Gamma approximation and, at the same time, efficiency of the estimators is preserved.
J. Blanchet, S. Juneja, L. Rojas-Nandayapa Our contributions are as follows. We analyze and propose three estimators for α (b). The first estimator is based on an importance sampling strategy that scales the covariance matrix by a factor that grows at a suitable speed as b ∞. Since the sampler involves a simple scaling, the estimator is straightforward to implement and it can be shown to be asymptotically optimal as b ∞. The second estimator is based on a conditional Monte Carlo strategy which is applied after parameterizing the underlying Gaussian factors in polar coordinates. The strategy is to condition on the angular component and integrate the radial contribution in closed form. Finally, the third of our estimator takes advantage of the fact that the largest of the increments dominates the large deviations behavior of the sums of correlated lognormals. The strategy is decompose the tail event of interest in two contributions, a dominant piece corresponding to the tail of the maximum and a remaining contribution. The dominant contribution is analyzed by means of a strongly efficient algorithm for the maximum of multivariate Gaussians and the remaining contribution is independently handled using the importance sampling strategy utilized in the design of the first estimator. The third estimator can be shown to be strongly efficient.
The rest of the paper is organized as follows. Basic large deviations results for sums of correlated lognormals are briefly discussed in Section 2. The description of our first estimator is given in Section 3, whereas our conditional Monte Carlo estimator is analyzed in Section 4. Our third estimator is discussed in Section 5. Finally, numerical examples are given in our last section, namely, Section 6.
LARGE DEVIATIONS FOR SUMS OF CORRELATED LOGNORMALS
It is well known Embrechts, Klüppelberg, and Mikosch 1997 that the lognormal distribution belongs to the class of subexponential distributions and therefore, if the X i 's are iid, then
as b ∞. The previous approximation in particular implies that, asymptotically as b ∞, the event {S d > b} occurs due to the contribution of a large increment (the maximum) which must exceed b. Our focus, however, is on general correlation structure among the underlying Gaussian factors. Assuming only that all pairwise correlations between the Y i 's are strictly less than 1, we obtain Asmussen and Rojas-Nandayapa 2008 that basically the same intuition behind (1) holds true. More precisely, we have that
as b ∞. The previous asymptotic result is a consequence of a basic feature about multivariate Gaussians, namely, the asymptotic independence at the tails. That is, if Z 1 and Z 2 are correlated standard Gaussians with cov (
Another elementary, yet important, piece of information that we must recall in order to proceed with the description and the motivation of our algorithms is the following elementary asymptotic result for Gaussian random variables known as Mill's ratio Resnick . If Y 
Note that, in particular, approximation (3) indicates that the tail of the a Gaussian (or equivalently the tail of a lognormal) is heavier for larger values of the variance parameter σ 2 i . In addition to the asymptotic approximations (3) and (2) the discussion above tells us useful information that we shall leverage off in the design of efficient simulation estimators. First, the tail of the maximum drives the tail of the sum, even in the case of correlated lognormals (we will use this piece in Section 5) and, second, the tail of the sum is driven (at least in logarithmic scale) by those Gaussian components that have the largest variance parameter, regardless of the correlation structure as long as no redundant components are present (the estimators in Sections 3 and 4 are based on this observation).
ASYMPTOTICALLY OPTIMAL IMPORTANCE SAMPLING VIA VARIANCE SCALING
A principle that is popular in financial risk analysis is that high variance or volatility is associated to high risk. Of course, one has to be careful when applying this principle in light of what is meant by risk. Typically, the notion of risk is associated to tail behavior and, in general, variance has little to do with tail behavior. However, as we saw in Section 2, in the case of Gaussian random variables, the variance controls the tail behavior of the underlying factors.
Using the previous principle a natural importance sampling strategy that one might consider for computing α (b) is one that induces high variances. This motivates considering as importance sampler a distribution a N (µ, Σ/(1 − θ )) for some 0 < θ < 1; in other words, relative to the nominal (original) probability distribution, we just inflate the covariance matrix by the factor 1/(1 − θ ). This importance J. Blanchet, S. Juneja, L. Rojas-Nandayapa sampling distribution is denoted by P θ (·) and we shall use the notation E θ (·) for the associated expectation operator.
The estimator induced by this simple strategy is
The next lemma summarizes a useful representation for the second moment of Z 1 (b) under the importance sampling distribution. However, in order to state such representation we introduce another family of probability measures (in addition to the P θ 's), which we shall denote by (Q θ : 0 ≤ θ ≤ 1). We use Q θ (·) to denote a probability measure under which Y is N (µ, Σ/(1 + θ )).
Proposition 1
Proof.
As an immediate consequence of the previous result we obtain that the estimator Z 1 (θ ) is logarithmic efficient if one chooses θ (b) → 1 at an appropriate speed. In particular, the asymptotic behavior of Q θ (·) (as given by (3)), suggests selecting θ close to unity.
Theorem 1
Suppose
as b ∞ and in particular, Z 1 (b) is logarithmically efficient.
Proof. [Sketch of the Proof]The proof proceeds by taking advantage of (4) directly together with approximations such as (2) and (3). The only missing details in the argument, which is given in Blanchet, Juneja, and Rojas-Nandayapa 2008, involve covering asymptotics for (4) when the covariance matrix is changing according to θ (b).
One can choose θ (b) in many ways which are consistent with the condition that 1
One of them involves finding θ (b) that minimizes the asymptotic expressions for the second moment of the estimator given by (4). A simpler approach is to find the unique positive root θ (b) (which exists for b large enough) to the equation
This root-finding procedure does not contribute significantly to the computational cost of the algorithm because is done just once and is straightforward to see that the condition 1
We implemented the numerical examples that we will show in Section 6 using the root finding approach.
Although the estimator Z 1 (θ ) possesses two very convenient features, namely, is very easy to implement and is asymptotically optimal, it also has the disadvantage that the premultiplying factor in the asymptotic variance expression (5) might grow substantially. For instance, in the case of the root finding selection, such factor is of order O log b d/2 .
So, for moderate values of b and d, the variance performance of the estimator might degrade in a significant way. To cope with this problem one can introduce additional variance reduction techniques. In the next two sections we introduce a couple of alternatives that help address this problem, one can obviously think about combining the strategies that we shall discuss in future sections.
ASYMPTOTICALLY OPTIMAL CONDITIONAL MONTE CARLO
The estimator discussed in the previous section showed a successful (in the sense of achieving asymptotic optimality) importance sampling strategy based on a simple parametric family of distributions that places all the effort of the sampler uniformly on the variances. In other words, we induce the rare event by multiplying the whole covariance matrix by the same factor, namely, 1/(1 − θ ). Now, recall that the vector Y can be represented as Y = µ+C Z, where Z = (Z 1 , ..., Z d ) T is a vector of iid standard Gaussians and CC T = Σ. In turn, we can represent Z in polar coordinates, as Z =R φ , where R is the radial distance, φ is a point selected uniformly over the surface of the unit ball in d dimensions and φ and R are independent. It then follows that we can interpret the importance sampling strategy in the previous section as a change in scale applied to R only. In turn, this suggests that the randomness of R contributes substantially to the variance of the estimator and this motivates our search for a conditional Monte Carlo algorithm that integrates in closed form the contribution of the radial distance to the evaluation of α (b).
More precisely, let C i,· denote the i-th column of the matrix C and write W i = C i,· φ , so that X i = exp (µ i + RW i ). Our conditional Monte Carlo estimator takes the form
In order to generate Z 2 (b), we need to generate copies of φ and, given a realization W i = w i , we need to evaluate P (R ∈ A b ), for A b of the form
Generating copies of φ is easily done by computing Z/ Z 2 . We also know that R 2 ∼ χ 2 d (chi-squared with d degrees of freedom) or, equivalently, R 2 is distributed gamma with mean d and variance 2d. So we just need to find parameterize the set A b in an appropriate way. Fortunately, this can be easily done in terms of a root finding procedure as we now describe. Define
and note that f (·) is the sum of exponentials and therefore is strictly convex. iii) If min 1≤i≤d w i < 0 < max 1≤i≤d w i then the equation f (r * ) = 0 has exactly one solution on (−∞, ∞) and f (r * ) = min r∈R f (r).
Parts i) and ii) from the previous lemma can be applied to construct the set A b in some of the cases described by a) to d) above (we just need to apply Newton-Raphson's method in order to find the required root when it exists). The situation described by iii) is helpful to construct the set A b when there is more than one root to the equation f (r) = b. In such situation we first run Newton-Raphson's method to find r * such that f (r * ) = b. If f (r * ) ≥ b then A b = (0, ∞), otherwise, there are exactly two roots of the equation f (r) = b, which can be easily located by applying Newton-Raphson's method with initial conditions r * − 1 and r * + 1 respectively. The form of A b can then be easily obtained by looking at the sign of the roots and following the line of reasoning indicated in a) or e) above.
The analysis of the total computational cost required to implement the estimator Z 2 (b) requires a careful study of the Newton-Raphson procedures indicated in the previous paragraph. A detailed discussion of the issues involved is given in Blanchet, Juneja, and Rojas-Nandayapa 2008. We close the section with the following result, which summarizes the efficiency properties of our conditional Monte Carlo estimator.
Theorem 2 Assuming that the pairwise correlations of the Y i 's are strictly less than unity, then
Proof. [Sketch of the Proof] Consider the problem max φ 2 =1 C i,· φ . By Cauchy-Schwarz inequality, the (unique) solution to this problem is easily seen to satisfy φ * i = C i,· / C i,· 2 . Since the pairwise correlations between the Y i 's are strictly less than unity, then is not difficult to see that φ * i = φ * j for i = j. Now, let T = {i : σ i = max 1≤ j≤d σ j } and select i * ∈ T such that µ i * ≥ µ j for all j ∈ T . Since σ i * = C i * ,· 2 we have (using the fact that φ * i = φ * j for i = j) that for each δ > 0, there exists a deterministic constant k (δ ) > 0 such that for all r ≥ 0
Therefore, elementary calculus and approximation (2) allows to conclude
Since δ > 0 is arbitrary, the statement of the theorem follows.
In Section 2 we noted that large values of S d are basically due to the contribution of a single large jump (the maximum) and in Section 3 we constructed a weakly efficient estimator using an importance sampler based on the fact that, roughly speaking (i.e. in logarithmic sense) and according to (3) and (2), the variances dictate the tail behavior S d . The idea in this section is to combine these two intuitive observations in order to produce a strongly efficient importance sampling estimator. First, note that
In view of (2) we must have that α 2 (b) = o (α 1 (b)) as b ∞, so the most important contribution comes from the term α 1 (b). The strategy is to design independent and unbiased estimators, say Z 3,1 (b) and Z 3,2 (b), for the terms α 1 (b) and α 2 (b) respectively. The gain comes if Z 3,1 (b) is strongly efficient for α 1 (b) even if Z 3,2 (b) has a coefficient of variation of order O (α (b) /α 2 (b)) as b ∞. In other words, Z 3,2 (b) may not be strongly efficient for α 2 (b), but its coefficient of variation could grow slowly enough so that the combined estimator
For Z 3,2 (b) we propose to use (recall the notation introduced in Section 3) P θ as our importance sampling distribution (i.e. Y has distribution N (µ, Σ/(1 + θ ))) and set
Just as in Section 3, we conclude that
A key insight behind the efficiency analysis of Z 3,2 (b) is that α 2 (b) /α 1 (b) goes to zero at least at a polynomial rate in b, which dominates any function with growth O (log (b) a )
for a > 0 (which, in turn, is the type of behavior that arises when selecting E θ (b) S d = b as suggested in Section 3. Finally, we turn our attention to Z 3,1 (b), which involves computing α 1 (b) = P max 1≤ j≤d Y j > log (b) . We shall use f j (y j ) to denote the marginal density of Y j evaluated at y j ∈ R and y − j to denote the vector (y 1 , .., y j−1 , y j+1 , ..., y d ). The expression f y − j y j is used to denote the conditional density of
The density of the vector Y evaluated at y is denoted by f (y). Note that for all j we have that f (y) = f j (y j ) f y − j y j . We consider as importance sampling density g (·) defined via
where
We shall use the notation Var g (·) to denote the variance operator under the probability measure induced by g (·).
In other words, we first select the j-th index with probability proportional to P (Y j > log (b)). Then, given that j * has been selected we sample Y j * given that Y j * > log (b). Finally, we sample the rest of the components under the nominal distribution given that Y j * = y j * (i.e. we use the law f ( ·| y j * )). The corresponding estimator is
This sampler is proposed and studied in Adler, Blanchet, and Liu 2008 . It is shown that if the pairwise correlations among the Y i 's are strictly less than unity then the coefficient of variation of the estimator Z 3,1 (b) converges to zero as b ∞, a property that is even stronger than bounded relative error.
Combining the discussion indicated in previous paragraphs about the estimator Z 3,1 (b) and Z 3,2 (b) we arrive at the following result, which summarizes the performance of the estimator Z 3 (b) = Z 3,1 (b) + Z 3,2 (b).
Theorem 3
Suppose that
2 . Then, the unbiased estimator Z 3 (b) is strongly efficient in the sense that We implemented the three estimators described above in three examples corresponding to low, medium and high correlations. In particular, Example 1 assumes that the Gaussian factors involved are iid; in Example 2 we use a common correlation coefficient equal to .4 and Example 3 involves a common correlation coefficient equal to .9. In the construction of the tables we use the following abbreviations: IS denotes the importance sampling strategy based on variance scaling discussed in Section 3, CM corresponds to the conditional Monte Carlo method discussed in Section 4, ISS relates to the strongly efficient importance sampling strategy described in Section 5. Finally, CV denotes the empirical coefficient of variation of the estimator (i.e. the empirical standard deviation divided by the empirical mean). In Example 1 we have also implemented the estimator of Asmussen and Kroese 2006 for comparison, denoted by AK, which shows excellent performance. We used 1,000 replications for each of the estimators shown in all the examples.
We note, however, that even in the iid case, the performance of the ISS estimator is a good competitor against the AK estimator. Overall, not surprisingly given that ISS has bounded relative error, its performance is the strongest among the three estimators discussed. The CM estimator seems to achieve higher variance reduction than IS, however, the rootfinding procedure involved in the implementation of CM makes somewhat slower than IS. Still, CM might be a good alternative in terms of robustness, given that it always achieves variance reduction (compared to IS which, in some problem instances and for relatively small values of the tail parameter, might not achieve variance reduction). Example 1 In Tables 1-3 we use 10 lognormal r.v.'s iid with parameters µ = 0 and σ 2 = 1.
Example 2 In Tables 4-7 we use 10 lognormal with
and common correlation ρ = .4. Example 3 In Tables 8-11 we use 10 lognormal with
and common correlation ρ = .9. 
