Abstract-In this paper , a new hybrid model for predicting the exchange rate time series is introduced, using the multilayer perceptron (MLP) and radial basis function (RBF) neural networks to reduce the error of autoregressive integrated moving average (ARIMA) method. The hybrid model tries to detect the error of the linear statistical method and then model this error with MLP neural network. Again the remainder error is modeled with RBF neural network to reduce the final error of the hybrid model. In this two level process of error modeling, it will be proved that the final result of prediction and modeling is better than the results that could be achieved by a single ARIMA method or a single MLP or RBF neural network.
I. INTRODUCTION
The new exchange rate market was made on the ruins of the Bretton-Woods system in 1973. According to Bretton-Woods agreement the rate of foreign currencies was based on the resources of gold in each country was called a fixed rate system. But the new system of exchange rate is based on the supply and demand of each currency and the exchange rate is float and its movements are more complicated. The new system makes the exchange rate market very risky for the traders, giving them the chance of getting a lot of profit or too much loss [1] . This makes the necessity of methods for predicting the market and modeling the exchange rate movements more than before to reduce the risk for the traders. Predicting and modeling of exchange rate time series have gained the attention of many researchers and the usefulness of machine learning and artificial intelligence techniques like neural networks have been discussed in many works [1] - [6] .
Financial time series have high non-linearity, high noise and high complexity and it makes them hard cases for being modeled and predicted [7] . Yao and Tan (2000) showed that a simple feed forward artificial neural network can be used for forecasting exchange rates time series and the results showed that it could be better than conventional methods like ARIMA. They said that financial data cannot be modeled using simple linear ARIMA based modeling methods and because of the high complexity of financial time series neural networks could be a good modeling method to use for these kinds of data [6] . White (1989) showed that we can use neural networks as a tool for helping conventional statistical methods to get better results in forecasting [8] . Refenes et al. (1984) said, we have reached our limit to achieve better results for modeling complex time series like financial time series with statistical methods [2] . The linear nature of most statistical methods is the weakness of them in modeling financial data. For capturing the non-linearity of financial time series we have to using other techniques like neural networks is necessary.
In this paper the researchers try to solve the non-linearity problem of exchange rate time series by using the help of two most important kinds of neural networks to capture the non-linearity that had not been found by the ARIMA model. The neural networks that are used are MLP (Multilayer Perceptron) and RBF (Radial Basis Function). MLP and RBF are used to catch the benefits of both in capturing non-linearity, for the prediction.
In section 2 of the paper the researchers briefly introduce ARIMA, MLP and RBF methods which are like the building bricks of the hybrid model and then in section 3 the hybrid model building process is described in detail. Section 4 talks about the evaluation methods in the literature of financial time series prediction. In this section, the evaluation method used in the research is introduced for proving that the model is useful and it works better than the single models. Section 5 describes the data preparation step of the research and how the dataset was made ready for the ARIMA and for the learning step of the neural networks. In section 6 the results of using the proposed model are shown and discussed and finally section 7 concludes and discusses further researches and future works.
In the literature, there are two types of meta-learning method: first using a simple model with different datasets as input and then ensembling the outputs to achieve better results. The second is using different types of modeling for a single dataset to use the benefits and potentialities of every single model in the hybrid model, again for getting better results in modeling and prediction [3] . In this research the second type of approach is used. Before going through the model building process it is necessary to describe ARIMA, MLP, and RBF in brief.
A. ARIMA (Auto-Regressive Integrated Moving Average)
Autoregressive integrated moving average is the most famous and important method in statistics for linearly modeling and predicting the time series. Three important factors are in ARIMA, as its name says: auto regression, integration, and moving average. Every ARIMA model is represented with the structure of ARIMA (p, d, q), where p is the auto regression factor, d is the integration factor, and q is the moving average factor [9] . The general ARIMA model is represented in (1):
In (1), B is called the backshift operator and ( ) P B and ( ) Q B are polynomial backshifts. ( ) X t is the time series that we want it to be modelled. μ is the mean of the time series andϕ and θ are the model parameters. At last, p, d, and q, as mentioned before, are the ARIMA factors.
B. MLP (Multilayer Perceptron)
Multilayer perceptron neural networks are a class of nonlinear models that have one or more than one inputs and some hidden layers that connect the inputs to one or more than one outputs in a nonlinear manner. The nonlinearity comes from the hidden layers of the neural network which can model very complex functions [10] . A simple single layer perceptron is stated as (2):
In (2) x is the input vector given to the single layer perceptron and Φ is called the activation function. i w is the weight of the edge i, in the neural network and f is the output function.
There are many activation functions for neural networks. The most famous ones are log-sigmoid and hyperbolic tangent. This research used log-sigmoid activation function for the multilayer perceptron neural network model as stated in (3):
In the multilayer perceptron every hidden layer can transfer its output to another hidden layer in an orderly manner. For example a two layer perceptron function could be expressed as follow [11] . (2) (1)
In (4) k, is the number of outputs or elements in output vector. f is the output function. g is the activation function in hidden layer and (1) w and (2) w are the weight vectors for the first and the second hidden layer.
C. RBF (Radial Basis Function)
The RBF neural network is very different from other types of neural networks. It consists only of three layers, the input layer, hidden layer, and the output layer. Each node in the hidden layer calculates the distance between itself and the input and then a radial basis function changes the result. The final result of the radial basis function will be the output of the hidden layer and multiplies to a weight and then is fed to the output layer of RBF. In the output node all the inputs from the hidden layer are summed together and it yields the final output of the RBF neural network [5] . The calculation procedure of an RBF neural network is presented in (5). 
In (5) i w is the weight of the edge i, which transfers the result of the hidden layer to the output layer and bias is a value which is added to the output at the end as an independent weight value. The function Φ is the radial basis function and i d is the distance between the input and the center of the node in the hidden layer. For calculating the distance, we can use any kind of distance measurement like Euclidian distance as it is shown in (6). j C , is the center of the node j in the hidden layer. There are some different kinds of radial basis function but in this research the Gaussian radial basis function is used as it is presented in (7).
III. MODEL BUILDING PROCESS
The process of model building and the hybrid model is proposed by the researcher. First by using the ARIMA method for predicting the exchange rate time series, the difference between the real exchange rate, which is called realex, and the predicted exchange rate, which is called arimaout, will be found and defined as Then 1 error will be modeled by MLP neural network and the result will be called mlperror as it is shown in Fig. 2 . 
As mentioned before we can replace the ARIMA error by the approximation of it from MLP modeler and it results us the equation (10) .
realex arimaout mlperror ≅ +
In the next stage of the proposed hybrid model we can assume that there will be still some errors left that could not be captured by the MLP modeler. In this stage the hybrid model tries to use the benefits of an RBF neural network to catch the reminder error that could not be modeled by MLP because of its different nature and structure from RBF. This time the output of ARIMA model will be added to the output of the MLP and the remainder of this result and the real exchange rate will be called 2 error as shown in (11).
(
) error realex arimaout mlperror = − + (11) realex arimaout mlperror rbferror = + + (12) Multilayer perceptron has the problem of sometimes getting stuck in the local minima and it is really slow in the learning process but the situation is not this way for RBF neural networks [5] , [12] . They are good approximators for any given function [5] and therefore the hybrid model uses RBF at the last stage of error modeling to model the last remaining error which was called 2 error in (11) . This process is shown in Fig. 3 . The final result of the proposed hybrid model comes from the summation of the error modeled by RBF and the error modeled by MLP with the time series that was modeled by ARIMA as presented in (12) . The final complete hybrid model is shown in Fig. 4 . 
IV. EVALUATION METHOD
In the literature there are two important criteria for evaluating financial time series modellers and predictors [6] . The first criterion for evaluation is the root mean square error (RMSE) between the predicted time series and original time series. The RMSE is defined as below in (13): 2 1 ( )
In (13), t x is the value of the original time series and t x is the value of the predicted time series in time . T is the number of values in the time series, or in the test set of the time series. The RMSE shows the error in terms of the level and not the direction. The second evaluation method which is more important for the financial traders is the directional success of the prediction. This means that if the original series goes up in the value, the predicted series does the same and if the original series goes down in the value the predicted series shows a downward movement. Traders do the trading by predicting if the price of a product or the value of an exchange rate goes up or down. That's why the directional success of the model is a more important issue in commercial world. The directional success or as we call it from now on, the stat D is calculated as presented in (14), and it shows the success of the prediction in terms of direction. 
V. DATA PREPARATION FOR EMPIRICAL ANALYSIS
In this research the time series of EUR/USD (Euro to US Dollar) exchange rate is used for the model design, validation and testing. The data come from the Federal Reserve Bank of St. Luis, economic research center's website [13] . The authors can also present the data to any reader upon request.
There are 3440 daily exchange rate data in the dataset from 1 April 2001 to 31 July 2010. The days without data were padded with the average exchange rate value of the last three days. For the neural network learning purpose we used up to 7 days before as input of the network to predict the next day. We used the 7 days delay because of the weekly seasonal behavior of the exchange rate market.
Data partitioning is very important in achieving better results for any modeling method [7] . Yao and Tan used a 7:2:1 ratio for training set, validation set, and test set in their International Journal of Information and Electronics Engineering, Vol. 2, No. 4, July 2012 research and they achieved good prediction results [6] . We also used this ratio for partitioning our data into training, validation, and test set.
VI. EMPIRICAL RESULTS AND ANALYSIS
Directional success is a good measure to show how acceptable a model will be in the real commercial market [4] . That's because traders make decisions by predicting the direction of price or in our case an exchange rate. If the rate goes higher the next day, it's time to buy or to hold and if the rate goes down it's time to sell or not to buy. We also compare the proposed hybrid model to simple ARIMA and simple MLP and RBF in terms of error level with RMSE.
The ARIMA model that best modeled our exchange rate time series was ARIMA (1, 1, 4) . The multilayer perceptron that fitted our model was MLP (7-6-5-1). It means the network had 7 inputs, the exchange rate of 7 days before and two hidden layers with 3 and 2 nodes and 1 output node. The RBF that fitted our model was RBF (7-9-1). It means this RBF neural networks had 7 input nodes which was the data of 7 days before the day we wanted to forecast and 9 nodes in the hidden layer and 1 output node. The MLP for modeling the first error series was MLP (7-4-2-1) and the RBF for modeling was RBF (7-11-1). The learning parameters for learning algorithm of MLP neural network were eta = 0.3 and alpha = 0.9, and for the RBF neural network, the learning parameters were eta = 0.4 and alpha = 0.9. The best learning parameters were chosen by trial and error. After modeling the time series with single ARIMA, MLP, and RBF method and then modeling it with our proposed hybrid model the evaluation results were as follows in Table I . The results from the Table I show that our hybrid model works better than the other single models both in terms of error level and directional status.
VII. CONCLUSION AND FURTHER RESEARCH
In this research the researchers showed that by using the help of neural networks which are nonlinear modelers and predictors, we can improve the prediction of ARIMA method which is in nature a linear modeler. Improvement in forecasting the financial time series and in our special case the exchange rate time series can help the traders of FOREX (Foreign Exchange) market in their trading, so by better prediction of the future movements of exchange rate they can reduce the trading risk.
Using other machine learning techniques in error modeling of the hybrid model like support vector machines or self-organizing map neural networks or evaluating the model with other exchange rate time series instead of EUR-USD can be a good option for future works.
