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Abstract 
Complete partial orders have been used for a long time for defining semantics of programming 
languages. In the context of concurrency de Bakker and Zucker (1982) proposed a metric setting 
for handling concurrency, recursion and nontermination, which has proved to be very successful 
in many applications. Starting with a semantic domain D for ‘finite behaviour’ we investigate the 
relation between the ideal completion Z&D) and the metric completion which are both suitable 
to model recursion and infinite behaviour. We also consider the properties of semantic operators. 
1. Introduction 
In order to provide denotational semantics to programming languages complete par- 
tial orders have been successfully used to model recursive or infinite behaviour of pro- 
grams. In the context of concurrency de Bakker and Zucker [5] (going back to ideas 
of M. Nivat) proposed to use complete metric spaces in order to mode1 the behaviour 
of recursive or infinite concurrent systems. Some semantic domains for modelling con- 
current systems, e.g. event structures, trees, pomsets and strings, can be endowed with 
both a metric and a partial order structure. One way of looking at defining semantics 
is that one first provides a semantic domain for ‘finite behaviour’ and secondly uses 
a completion technique to obtain a domain for ‘infinite behaviour’. In this paper we 
investigate the connection between metric completion and idea1 completion techniques. 
These results are related to our previous investigations [l-3,12] and shed light on the 
question of the influence of the choice of mathematical discipline on semantics. We 
also discuss similar work which has been done in [6]. Other attempts to ‘reconcile’ 
the metric and order approach can be found e.g. in [ 13,161. 
We assume that D is a semantic domain for nonrecursive programs of a CCS-like 
language as finite strings or (labelled) trees of finite height. L is a partial order on 
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D such that D has a bottom element _L which either can be the meaning of the 
nil program (the program which does not perform any action) or which represents a 
totally undefined process. If we have semantic operators on D which are monotone 
w.r.t. C then the ideal completion ZdZ(D) can be used as semantic domain for a 
denotational cpo semantics which extends the semantics on D for recursive programs. 
On the other hand if D is endowed with a metric such that the semantic operators are 
non-distance-increasing resp. contracting we get a denotational metric semantics on the 
metric completion 0. The question arises in which way the metric and ideal completion 
are related and how the denotational semantics on Id/(D) resp. D are connected. In 
this paper we answer these questions under the assumption that (D, E) can be endowed 
with a finite length. This length induces a metric on D. By a finite length we mean 
a function which assigns the maximal number of atomic steps to each element x of 
D which are needed for the execution of x. Here the elements of D are considered as 
processes. E.g. the length of a finite string is its usual length, the length of a tree is 
its height. The distance d(x, y) induced by a length counts the maximal number n of 
steps on which the executions of x and y coincide (and then d(x, y) = l/2”). 
The paper is organized as follows: Section 2 presents the concept of a length and a 
weight on a pointed poset. The relationship between the metric and ideal completion 
of a pointed poset with a finite length is shown in Section 3. We show that the metric 
d on D can be lifted to a metric on Zdl(D). In Section 3.1 we present conditions for 
the completeness of ZdZ(D) as a metric space and we show that then there exists an 
isometric embedding 
9: D 4 ZdZ(D). 
Section 3.2 deals with the question when 9 is an isometry, i.e. when the metric 
completion can be identified with the ideal completion. Section 3.3 shows that under 
certain conditions the topology induced by the metric induced by a length coincides 
with the Lawson topology on ZdZ(D). In Section 4 we discuss the connection between 
the canonical extensions of monotone and non-distance-increasing operators on the 
ideal and the metric completions (Section 4.1) and we get a consistency result for 
denotational semantics Me,,, on D and MeCPo on ZdZ(D) of the form 
9 0 Me,,, = Mecpo 
(Section 4.2). Section 5 discusses the connection of our approach to related work. 
2. Pointed posets with a length or weight 
Definition 2.1. Let (D, C) be a pointed poset (i.e. a partially order set with a bottom 
element which we denote by ID or shortly 1.) 
A length on (D, UI) is a function p: D + No u {co} such that for all x, y E D: 
(i) p(X) = 0 @ x =lD 
(ii) x 5 Y * p(x)< P(Y) 
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Let Fin(D,p) denote the collection of all y E D such that p(y) < 00. For all x E D 
we define: 
i”(x)= {Y ED:y Lx, p(y)Qn}, P (xl = u. L”, (xl 
p is called finite iff Fin(D, p) = D, i.e. p(x) < cc for all x E D. 
An element x E D is called approximable (w.r.t. p) iff x is the least upper bound of 
lfin(x). A(D, g,p) denotes the set of approximable elements. 
Lemma 2.2. Let (D, C) be a pointed poset and p a length on (D, C). Then 
d[pl(x, Y) = inf ;: .l”(x) =l”(y)} 
is a pseudo ultrametric on D and an ultrametric on A(D, C, p). Fin(D, p) is a sub- 
space of A(D, L, p). 
In particular, if p is a finite length on a pointed poset (D, L) then d[p] is an 
ultrametric on D. In general, the induced metric space J(D, c, p) is not complete. In 
order to ensure the completeness of A’(D, 5, p) we need additional assumptions. 
Definition 2.3. Let (D, g) be a pointed poset. A weight on (D, &) is a length p on 
(D, E) such that for all x E D and n 20 the set 1” (x) has a greatest element which 
we denote by x[n]. x[n] is called the n-cut of n w.r.t. p. 
Let (D, C) be a cpo, i.e. a pointed poset where each directed subset has a least 
upper bound. A continuous weight on (D, L) is a weight p on (D, L) such that for 
each n 30 the function 
D + D, x H x[n] 
is continuous. 
Remark 2.4. Let (D, C) be a pointed poset and p a weight on (D, C). Then for all 
n>O and x,y ED: 
(a) If x 5 y then x[n] C y[n]. 
(b) 1” (x[n]) = I” (x) for all 0 <m <n and d[p](x,x[n]) d l/2”. If m >n then 
.l”@[nl) = {Y E D: Y C 01). 
(c) d[p](x, y) < l/2” if and only if x[n] = y[n]. 
(d) x[O] = -L E x[l] r x[2] L . . . L x 
(e) (x[n])[m] = (x[m])[n] = x[n] if m>n>O. 
Lemma 2.5. Let p be a continuous weight on a cpo (D, C). Then the induced ultra- 
metric space (Af(D, C,p) is complete and 
lim x, = u X, 
n+cc II>0 
for each monotone Cauchy sequence in A(D, L, p). 
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The concept of a finite weight can be realized on various domains, e.g. 
l finite strings over some alphabet A (endowed with the prefixing ordering and the 
weight p(x) = 1x1 where 1 x means the usual length of the string x) 1 
l trees of finite height endowed with Winskels partial order [ 181 and the height as 
underlying weight 
l prime event structures of finite depth with Winskels partial order [ 171 and the depth 
as underlying weight. 
It is interesting that the metrics that are obtained by using these length functions are 
exactly those metrics that have been proposed independently by various authors, see 
e.g. [8]. In Section 3.4 we show that Mazurkiewicz traces [14] yield an example for a 
length which is not a weight. 
3. The ideal completion as a metric space 
Given a finite length on a pointed poset D the set PL(D) of downward-closed subsets 
can be endowed with a continuous weight. Hence PL(D) turns into a complete metric 
space. Then the ideal completion ZdZ(D) as a subspace of 81(D) is also a metric 
space. We present conditions which ensure the completeness of ZdZ(D) and we show 
that if ZdZ(D) is complete then the metric completion of D can be embedded into the 
ideal completion. We also present conditions for the isometry of the metric and ideal 
completion. 
Notation 3.1. Let (D, L) be a pointed poset and X 5 D. Then 
X1={y~D:yCx for somexEX} 
ifX#QIandP)L={J_}.X is called downward-closed iff X I= X. Let 
PL(D) = {XcD:X J.=X} 
denote the set of downward-closed subsets of D. If x E D then we put 
X is called directed iff for all x, y E X there exists an upper bound of x and y in X, i.e. 
there exists z E X with x E z and y & z. X is called an ideal iff X is downward-closed 
and directed. 
ZdZ(D) = {X CD :X is an ideal} 
denotes the set of ideals of (D, C). (9)1(D), C) and (ZdZ(D), C) are cpo’s. The later is 
called the ideal completion of (D, E). If A is a directed set in PJ(D) or Zdl(D) then 
U XEA X is the least upper bound of A. 
M.E. Majster-Cederbaum, C. Baierl Theoretical Computer Science 170 (1996) 145-l 71 149 
Definition 3.2. If p is a length on a pointed poset (D, L) then ~1: Pi(D) 4 No U {cm} 
is given by: 
PLV) = sup{Ax): x E X) 
If p is a length on a pointed poset (D, C) then (91(D), C) is a cpo and pi a continuous 
weight on (91(D), 2). The n-cut of X E PI(D) is 
X[n] = {X E X: p(x) <n}. 
If p is finite then all elements of 91(D) are approximable. By Lemma 2.5 we obtain: 
Lemma 3.3. Let p be a jinite Zength on a pointed poset (D, C). Then (91(D), d[pJ) 
is a complete metric space. The metric d[pl] on Pi(D) is given by the formula: 
d[pl](X, Y) = inf 
C 
1 
F:X[n] = Y[n] 
1 
Remark 3.4. Let p be a finite length on a pointed poset (D, L). If (X,) is a Cauchy 
sequence in (P)~(D),d[pi]) then there exists a sequence (nk)kbs of natural numbers 
with no < nl < n2 < . . and 
4pJ(X,,&)< $ 
for all n, m 3 nk. Then: 
lim X, = lJ X,,[k] 
n+oo k>O 
Proof. Let X = UX,, [k]. It is clear that X is downward-closed. 
l/2” for all n 2 n, we have: X,[m] = 2&m [m] for all n B n,. In 
X, Wl[ml = & [ml = Xm [ml 
for all k>m>O. If O<k < m then nk < n,. Hence 
& Wl[ml = & WI = -Gm WI C Gm [ml. 
Therefore: 
Since 4p~lK&,) < 
particular: 
Wml = 
L ) 
k~oX.iWl [ml = k&Jo&[kl[ml =&[ml = &@I 
for all n an, and m 20. We conclude that d[pl](X,X,) < l/2” for all n >n,. Hence 
lim& =X. 0 
Remark 3.5. Let p be a finite length on a pointed poset (D, tI). If (x,,) is a sequence 
in D with d[p](x,,~~)< l/2” for all man20 then (x, 1) is a Cauchy sequence in 
(~~W,dbJ) and 
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Proof. Follows by Remark 3.4 and the fact that (x, J)[n] =I” (xn). 0 
Notation 3.6. Let p be a length on (D, Q. Then p* denotes the restriction of pl on 
IdZ(D). dz denotes the restriction of d[pl] to the ideal completion IdZ(D) of D. 
If p is a finite length on (D, &) then p* is a length on (IdZ(D), c), but in general 
not a weight. All elements of IdZ(D) are approximable and we have: 
d; = d[p*] 
(ZdZ(D),d,*) is a metric space which is in general incomplete. Since (ZdZ(D),d,*) is a 
subspace of (~~P),db~l) we get by Remark 3.4: If (X,, ) is a Cauchy sequence in 
(ZdZ(D), C) with d,*(X,,X,)< l/2” for all man >O then limX, exists in ZdZ(D) if and 
only if the set 
x = u XJnl 
iI>0 
is directed. In this case, X is an ideal and the limit of (X,) in ZdZ(D). 
Notation 3.7. Let (M,d) be a metric space. Then the metric completion of (M,d) is -- 
denoted by (M, d). We assume that M CM and that d is the restriction of d on M. 
If (M,d) and (N,d’) are metric spaces and f: M + N a non-distance-increasing 
function then 7 denotes the unique non-distance-increasing function g --f F with 
T(x) = f(x) for all x E M. 
Lemma 3.8. Let p be a finite length on a pointed poset (D, C), d = d[p]. Then 
1: D + ZdZ(D), 1(x) = x J 
is an isometric embedding of the metric space (D,d[p]) into the metric space 
(ZdZ(D),d,*) and hence the canonical extension 
i: D ----f ZdZ(D) 
of 1 is an isometric embedding. 
3.1. The completeness of the ideaZ completion as a metric space 
One might ask, if i(o) is always contained in ZdZ(D). The following example shows 
that, in general, (ZdZ(D),d,*) is not complete and i(o) is not contained in ZdZ(D). 
Consider the pointed poset (D, !I) where 
D = {I} U {x,,y,,z,:nal} 
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and where C is the smallest partial order on D which satisfies: 
_LLZl cz, c . . . . J-c Yl 5 y2 c . f. 
Z”,Y, Lx, V’n>l 
Let p : D 4 No be given by: 
P(l) = 0, P(%) = P(Yn) = 4 p(x,)=n+l 
Then p is a finite length on (D, E). Since 
I”(&?l) = (11 u {Yl,Y2,...,Yn,~1,~2,...,~“} 
for all m 3 n > 1 we have: 
Hence (x,1) is a Cauchy sequence in (Zdl(D),d,*). Now we assume that (ZdZ(D),ds) 
is complete. Then X = lim x, J exists in Zdl(D). By Remark 3.5: 
x = IJ I”(&) = {I} U {y,,z,:n>l} 
Ita0 
But the elements yl,zl E X do not have an upper bound in X. Contradiction! Hence 
(Zdl(D),d,*) is incomplete. 0 
Theorem 3.9. Let p be a finite length on a pointed poset (D, C), d = d[p], such that 
for all x, y E D: If {x, y} is bounded in D ( i.e. there exists z E D with x g z and 
y 5 z) then the least upper bound x U y of x and y exists in D. Then: 
(ZdZ(D),d,*) is a complete metric space (and i:o -+ Zdl(D) 
is an isometric embedding). 
Proof. Let (X,) be a Cauchy sequence of ideals. W.1.o.g. d,*(X,,X,)<1/2” for all 
m 2 n 2 0. (Otherwise we deal with a subsequence (X,,) of (X,).) Then 
Xbl = &An1 hL[ml 
for all m 2n >, 0. By Remark 3.4: 
X = U Xhl 
fl30 
is the limit of (X,) in (Pl(D),d[pl]). We have to show that X is an ideal. (Then 
X = lim X,, in (ZdZ(D),d,*).) 
X is downward-closed (since the sets &[n] are downward-closed). Now we show 
that X is directed: Let X, y E X. Then there exists n 2 0 with x, y E X,[n]. Since X, is 
directed there exists w E X, with x, y L w. By assumption z = x U y exists. 
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If m 2 n then x, y E X, [n] C X,[m]. Since X,,, is directed there exists w,,, E X, with 
x, y C w,. Then: 
z 5 wi?l Vm>n 
Since X, is downward-closed we have z E X, for all m >n. Let 
m = max{n, p(z)}. 
Then z E X,[m] LX. 0 
In Section 3.4 we show that Theorem 3.9 can be used to obtain the metric com- 
pleteness of the ideal completion of (finite) Mazurkiewicz traces. 
Notation 3.10. Let (D, &) be a pointed poset, x E D and UC D. U is called bounded 
iff there exists ua E D with u C uo for all u E U. In this case ua is called an upper 
bound of U. u. is called the least upper bound of U (and denoted by LIU) iff uo is 
an upper bound of U and ua C v for each upper bound v of U. 
(D, C) is called @finite) bounded complete 8 for each (finite) bounded subset U of 
D the least upper bound LJU of U exists. 
Now we assume that (D, L) is a cpo. An element x E D is called compact iff 
whenever x & UU where U is a nonempty directed subset of D then x 5 u for some 
u E U. 3’“(D) denotes the set of compact elements of D. (D, II) is called an algebraic 
cpo iff (D, _C) is a cpo and for each x E D the set 
is directed with x = LI,X(X). (0, fI> is called k-bounded complete iff for each bounded 
subset K of ST(D) the least upper bound UK of K exists. 
The finite bounded condition of Theorem 3.9 can be rephrased in the light of the 
following remark. 
Remark 3.11. Let (D, &) be a pointed poset. Then the following are equivalent: 
(I) (D, C) is finite bounded complete. 
(II) (ZdZ(D) C) is k-bounded complete. 
(III) (ZdZ(D), C) is bounded complete. 
Proof. (III) =+ (I) is a standard argumentation. In the following we use the well- 
known fact that an ideal Z is a compact element of ZdZ(D) if and only if Z = x J, for 
some x E D. 
(I) + (II): Let K be a subset of ST(ZdZ(D)) and Za an upper bound of K. Let 
A = {x E D:x~E K}. 
Then K = (x4:x E A} and A ~ZO. Since ZO is directed for each finite subset V of Za 
there exists an upper bound of V in IO. In particular, each finite subset V of A has an 
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upper bound in lo. Hence (by condition (II)): For each finite subset V of A the least 
upper bound UV exists in D. Let 
B={LlV:VC_A, Vfinite}, .Z=BJ. 
Now we show that J is the least upper bound of K in Zdl(D). 
Claim 1. J is an ideal. 
Proof. It is sufficient to show that B is directed. Let z,z’ E B, z = UP’, z’ = uV’, 
where V, V’ are finite subsets of A. Then 
w=vuv’ 
is a finite subset of A. Let w = UW. Then w E B and z C w (since V L W) and z’ L w 
(since V’ C IV). I.e. w is an upper bound of z and z’ in B. 
Claim 2. J is an upper bound of K in Zdl(D). 
Proof. Let Z E K. Then Z = x 1 for some x E A. Since {x} is a finite subset of A and 
x = U(x) we get x E B C: J. Hence 
Z =-xl GJ. 
Claim 3. J is the least upper bound of K in Zdl(D). 
Proof. Let Z be an upper bound of K in Zdl(D). Then for all x E A :x IE K and 
therefore xl CZ, i.e. x E I. Hence A CZ. 
Let x E J. Then x & y for some y E B. Let V be a finite subset of A with y = uV. 
Then V is a finite subset of 1. Since Z is directed there exists an upper bound z of V 
in I. Then 
Since Z is downward-closed we get: x E I. We conclude that J c I. 
(II) + (III): We use the fact that Zdl(D) is an algebraic cpo and show more gen- 
erally: If D is an algebraic cpo then k-bounded completeness implies bounded com- 
pleteness. 
Let U be a bounded subset of Zdl(D). Then 
A = u X(x) 
XEU 
is a bounded subset of X(D). (Note that each upper bound of U is also an upper 
bound of A.) Since Zdl(D) is k-bounded complete: LIA = a exists. Then for all x E U: 
x=LlY(x)La 
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Hence a is an upper bound of U. If z is also an upper bound of U then z is an upper 
bound of A. Therefore, 
a=UACz - 
We conclude: c1= LIU. 0 
Lemma 3.12. Let p be a jnite length on a pointed poset (D, &) such that for each 
ideal Z and each natural number n the set Z[n] is directed. Then 
(a) p* is a continuous weight on (Zdl(D),C). 
(b) (ZdZ(D),d,*) is a complete metric space (and i : D -P Zdl(D) is an isometric 
embedding). 
Proof. It is easy to see that Z[n] is the n-cut of Z in (Zdl(D), &) w.r.t. p*. I.e. p* is 
a weight. The function 
ZdZ(D) ---f ZdZ(D), Z H Z[n] 
is continuous. Here we use the fact that if Z = UZ, then 
Zbl = U 4&l. 
ma0 
Hence p* is a continuous weight. Since p is finite we have Z = UZ[n] for all ideals I. 
Hence all elements of Zdl(D) are approximable. Therefore (b) follows by (a) and 
Lemma 2.5. 0 
Theorem 3.13. Let p be a jinite weight on a pointed poset (0, Q. Then (IdI( d,*) 
is a complete metric space and 
i : D + ZdZ(D) 
is an isometric embedding. 
Proof. By Lemma 3.12 it is sufficient to show that for each ideal Z the sets Z[n] are 
directed. 
Let Z be an ideal, n B 0, x, y E Z[n]. Let w E Z be an upper bound of x and y. Since 
Z is downward-closed w[n] E I. Since p(x),p(y) < n we get: 
x = x[n] C w[n], y = y[nl C wbl. 
I.e. w[n] is an upper bound of x and y in Z[n]. 0 
By Theorem 3.13 we get e.g. that the metric completion of trees of finite height is 
a subspace of the ideal completion (which is Winskels cpo of trees). 
3.2. Metric and ideal completion 
If Id/(D) is a complete metric space then D is a closed subspace of Zdl(D) 
as a metric space but not equal to Zdl(D) (see Section 3.4). Hence we will investigate 
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conditions that guarantee equality. We show that under the assumptions of Theo- 
rems 3.9 and 3.13, and the additional assumption that the sets 1[n] are finite the metric 
completion of D and the ideal completion of D are isometric. 
Lemma 3.14. Let p be a jinite length on a pointed poset (D, c) such that: 
(i) (IdZ(D),d,*) is a complete metric space. 
(ii) For all I E Idl(D) the set Z[n] is jinite. 
Then i : D --+ Idl(D) is an isometry. 
Proof. We have to show that 1 is surjective. 
Let I be an ideal. By assumption (ii) for all n 2 0 the n-cut Z[n] of I is finite. Since 
I is directed there exists an upper bound x, E I of I[n], i.e. y L x,, for all y E I[n]. 
Then 
l”(4 = (x, l)bl = Z[nl. 
We define by induction on k a subsequence (x,, ) of (xn) as follows: 
In the basis of induction (k = 0) we define no = 0. In the induction step k + k + 1 
we define 
nkfl = 1 + max{p(x,,),nk}. 
Claim 1. (xn, ) is a Cauchy sequence in D. 
Proof. For fixed n 3 0 we show that there exists k,,, > 0 with d[p](xnk,xn, ) 6 l/2” for 
all k, 1 B k,,,. 
Since x,,~ E z[nk+i] we have x,,~ E x,~,,. Since x,, E I we get: 
-1”(%,) GrimI. 
Hence y L x, for all y •1~ (xn,) and k,m 2 0. I.e. 1” (xn,) Cx, 1 for all k $ 0. 
Therefore 
Let k = p(x,). Then x, J= (x, l)[k] is a finite set (assumption (ii)). Hence there 
exists k,,, 2 0 with 
1” (%I, 1= 1” (xn, ) 
for all k 2 k,,,. Therefore d[p](xnt,xn,) Q l/2” for all k, I > k,,,. 
Claim 2. i(x) = I where x = limx,,. 
Proof. Let ko < kl < . . . be a sequence of natural numbers with 
dblbpxn,) d &, v’k,l 2 km 
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and let y,,, = x,,~~. Then (ym) is a subsequence of (xn,) with d[p](y,, ym) d l/2” for 
all m 2 n 2 0. Hence 
lim ym = iirnm xna = x 
??I-CC 
and by Remark 3.5 
Xx) = Jim ym I= U 1” (ym 1. 
m20 
Now we show that I = I(x). 
l If x E I then x E I[m] for some m > 0. Since nkm 3 k,,, 2 m: 
xc&l C-G, m = ym. 
Then x EJ,~ (ym ) C i(x). 
l If x E i(x) then x gLrn (ym) for some m k 0. Since ym E I and since I is downward- 
closed we have: x E I. 0 
Theorem 3.15. Let p be a jinite length on a pointed poset (D, ‘E) such that the 
following conditions (i) and (ii) are satisfied: 
(i) D is Jinite bounded complete. 
(ii) For all I E Idl(D) the set I[n] is jinite. 
Then i : D -+ Id&D) is an isometry. 
Proof. Follows by Theorem 3.9 and Lemma 3.14. q 
In Section 3.4 we show that the condition (ii) of Theorem 3.9 is essential. 
Theorem 3.16. Let p be a jnite weight on a pointed poset (D, L) such that for all 
I E Zdl(D) the n-cut I[n] is a jinite set. Then i : D ---f IdZ(D) is an isometry. 
Proof. Follows by Theorem 3.13 and Lemma 3.14. 0 
By Theorem 3.16 we get e.g. the well-known result that the metric completion of 
finite strings over some alphabet A coincides with the ideal completion of finite strings 
(which is the cpo of infinite strings over A). 
3.3. The d,*-topology and the Lawson topology of Id&D) 
We show that under certain conditions the topology induced by d: equals the Lawson 
topology on ZdZ(D). We omit the general definitions of the topologies induced by a 
metric resp. the Lawson topology. They can be found e.g. in [7, lo]. We only specify 
the open sets w.r.t. the d,*-topology and the Lawson topology. 
l A subset U of ZdZ(D) is open w.r.t. the d,*-topology if and only if U can be written 
as a union of balls 
B,(I) = {J E IdZ(D) : I[n] = J[n]} 
l 
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where u E No and I E Idl(D). 
Let (D, C) be a pointed poset such that D is countable. Then a subset U of ZdZ(D) 
is open w.r.t. the Lawson topology if and only if 
u=u 
iEA ( 
n wi,j n n vi,j 
jEB(i) jEC(i) ) 
where 
1. A is an arbitrary indexing set. 
2. For all i E A the set B(i) is finite and for all j E B(i) there exists x E D with 
Wi,j = {J E ZdZ(D) :X E J}. 
3. For all i E A the set C(i) is finite and for all j E C(i) there exists x E D with 
Vi,j = {J E ZdZ(D) :x $ J}. 
If A = 0 then lJiEA.. . = 0 and niEA . . . = ZdZ(D). 
Theorem 3.17. Let p be a finite length on a countable pointed poset (D, C) such that 
for all n > 0 the set 
{x E D : p(x) < n} 
is jinite. Then the d,*-topology coincides with the Lawson topology. I.e. if U is a 
subset of Idl(D) then U is open W.Y. t. the d,*-topology if and only if U is open w.r. t. 
the Lawson topology. 
Proof. If x E D then we define: 
W, = {I E Id&D) : x E I}, v, = {I E ZdZ(D) :x @ I}. 
Since the union and finite intersection of open sets is always open it is sufficient to 
show that: 
(i) The sets W,, V, are open w.r.t. the d,*-topology. 
(ii) The balls B,(Z) are open w.r.t. the Lawson topology. 
For (i): Let x E D, p(x) = n. If I E W, then x E 1[n]. Hence for all J E B,(I): 
x E I[n] = J[n] C J. 
I.e. J E W,. Therefore B,(Z) G W,. We conclude 
w, = lJ {B,(I) : I E Wx}. 
Hence W, is open w.r.t. the d:-topology. Similarly it can be shown that 
v, = {B,(I) : I E K} 
is open w.r.t. the d,*-topology. 
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For (ii): Let I E Ml(D) and n B 0. Let U = W U V where 
and where C = {X E D\I : p(x) < n}. 
By assumption the sets J[n] and C are finite. Hence U is open w.r.t. the Lawson 
topology. Now we show that Bn(I) = U. 
1. If J E B,,(I) then Z[n] = J[n]. Hence: 
l J E W, for all x E Z[n]. Therefore J E W. 
l J E V, for all x E C. Therefore J E V. 
We conclude J E W fl V = U. 
2. IfJEUthenJEWandJEV.Hence: 
l Since J E W we have: If n E Z[n] then J E W,, i.e. x E J. Hence I[n] c J. We 
conclude J[n] 2 J[n]. 
a Since J E V we have: If x E C then J E V,, i.e. x $ J. Therefore J[n] 2 I. We 
conclude J[n] C Z[n]. 
We get: I[n] = J[n] and therefore J E B,(Z). Hence UC_ B,(I). 0 
By Theorem 3.17 we get that the topology induced by the ‘standard metric’ on 
(finite or infinite) strings coincides with the Lawson topology. 
Remark 3.18. If the condition {X E D : p(x) < n} finite is violated we get the first part 
of the proof of Theorem 3.17 that the d,*-topology is finer than the Lawson topology 
(i.e. open w.r.t. the Lawson topology implies open w.r.t. the d;-topology). But in 
general the d,*-topology does not agree with the Lawson topology. E.g. consider the 
pointed poset (D, E) where 
and 
15x1 _cx2 L ... 
Let p be given by: 
P(X) = 
{ 
0 if x =I, 
1 otherwise. 
Then dz is the discrete metric on Idl(D). Hence all subsets of Idl(D) are open w.r.t. 
the d,*-topology. Since D is totally ordered we have for each nonempty finite subset 
A ofD: 
where m = max{n :x,, E A} and k = min{n : x, E A}. (Here xo =J_.) Hence a subset 
U of Idl(D) is open w.r.t. the Lawson topology if and only if U is empty or U can 
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be written as union of sets of the form W n V where W = Idl(D) or W = W, for 
some x E D and V = Id&D) or V = V, for some y E D. Now we consider 
U = {D}. 
U is open w.r.t. the d,*-topology (since all subsets of Zdl(D) are open w.r.t. the d:- 
topology). We show that U is not open w.r.t. the Lawson topology: 
If U would be open w.r.t. the Lawson topology then U = W f~ V where W = Zdl(D) 
or W = W, for some x E D and V = IdZ(D) or V = V, for some y E D. (Here we use 
the fact that U consists of a single element.) Since D E V we conclude V = IdZ(D). 
Therefore U = W. The case W = W, is not possible since then 
Hence W = Id/(D). Then {D} = U = ZdZ(D). Contradiction. 0 
3.4. Example: Mazurkiewicz traces 
In order to give an example for a finite length which is not a weight we consider 
the pointed poset of traces in the sence of [14]. In [l l] the concept of (finite) traces 
is generalized to traces of length up to o by dealing with the order resp. metric 
completion. We recall the basic notions of trace theorem as in [ 11,141: 
Let (A, 1) be a concurrent alphabet, i.e. A is a set of actions and z an irreflexive 
and symmetric relation on A (called independency). A trace is an equivalence class [x] 
of a finite string x over A where the underlying equivalence relation is the reflexive, 
transitive closure of s which is given by: 
x-y :H 3a,b~A, z,w~A*:~l~~~x=za~w~y=z~aw. 
If o = [x] is a trace then ]cr( = 1x1 where (xl means the usual length 
following O* denotes the set of traces w.r.t. a fixed concurrent alphabet 
means the lifting of the prefixing ordering on A* to O*. I.e. 
[x] C [y] :@ S’, y’,z E A* : x’ =_ x A y’ = y A y’ = x’z 
In n E f+J then we put: 
c+) = (0’ E o* : 0’ 2 u, 10’1 Q n} 
[ll] considers the metric 
d(a, z) = inf 
1 
F : crcn) = dn) 
on O* and the metric 
d*(Z,J) = inf 
1 
F : I(“) = J(“) 
of x. In the 
(A, 1) and L 
on Id&O*) where I(“) = {o@) : c E I}. [ 1 l] shows: 
(I) Every bounded pair in O* has a least upper bound. 
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(II) If A is countable then ZdZ(O*) is bounded complete. 
(III) If A is countable then (ZdZ(O*),d*) is complete. -- 
(IV) If A is finite then (O*,d) and (Zdl(O*),d*) are isometric. -_ 
(V) If A is infinite then (O*,d) and (ZdZ(O*),d*) are not isometric. 
(VI) If A finite then d*-topology and the Lawson topology on ZdZ(O* ) are the same. 
The results of [ 1 I] fit nicely in our framework: We consider the finite length 
p : o* + No, P(O) = IgI. 
Then J” (g) = CJ@) and therefore d = d[p]. If Z is an ideal then I(“) = Z[n]. Hence 
d* = dp”. 
If I # 0 then p is not a weight, e.g. if a,P E A, ~llj3 then 
1’ ([dm = {L [aI, um 
does not contain a greatest element since [a], [/I] are incomparable. 
Please note that result (II) is strengthened by our Remark 3.11: (I) and Remark 3.11 
ensure that ZdZ(O*) is always bounded complete. Also result (III) is strengthened by 
our Theorem 3.9. By (I) and Theorem 3.9 we may conclude that (ZdZ(O*),d*) is 
metrically complete independent of the cardinality of A. 
If A is finite then {x E A* : 1x1 Q n} and then also {CJ E O* : p(a) < rz} are 
finite. In particular, for each ideal Z the set Z[n] is finite. Hence the conditions of 
Theorems 3.15 and 3.17 are satisfied. I.e. the results (IV) and (VI) are special cases 
of Theorem 3.15 resp. Theorem 3.17. The result (V) shows that condition (ii) of 
Theorem 3.15 is essential. 
4. Denotational semantics on the metric and ideal completion 
In order to compare the cpo denotational semantics MeCpO on ZdZ(D) with a metric 
denotational semantics Me,,, on D we assume that the semantic operators on ZdZ(D) 
resp. D are the canonical extensions of semantic operators on D. We discuss the 
relationship between the canonical extensions and present conditions for a consistency 
result of the form i o Me,,, = MeCpO, 
4.1. The canonical extensions of operators on the metric and ideal completion 
Let p be a finite length on a pointed poset (D, C). If f : D ---) D is a function which 
is monotone w.r.t. E and non-distance-increasing w.r.t. d[p] then the question arises 
in which way the canonical extension 
j- * : IdZ(D) -+ ZdZ(D), f”(Z) = f(Z) L 
of f on the ideal completion and the canonical extension 
f:b+D, f( lim x~) = lim f(xn) 
n-03 n-cc 
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of f on the metric completion are related. If (ZdI(D),d,*) is complete one might 
suppose that 
In the case that p is a weight this is true (see Lemma 4.2) but in general this is wrong 
(see Example 4.1). Nevertheless in the general case we have i@(f)) = Efp( f *) 
when we assume that f is contracting (Lemma 4.4). Here $x(T) means the unique 
fixed point of f (Banach’s fixed point theorem) and Efp(f*) means the least fixed 
point of f* (Tarski’s fixed point theorem). 
Example 4.1. Consider the pointed poset (D, L) where 
D={l,x}U{x,,y,:nB1} 
and where 5 is the smallest partial order on D which satisfies: 
IEx and IL yi & y2 c ... Lx, v’n B 1. 
The elements x,, n 2 1, are pairwise incomparable. Let p : D -+ No be given by: 
P(l) = 0, P(&) = n + 1, P(Yn) = P(X) = 1. 
Then p is a finite length on (D, C). It is easy to see: If U, u E D have an upper bound 
in D then u U v exists in D. By Theorem 3.9 (ZdZ(D),d,*) is a complete metric space 
for each finite length p on D. 
Wehaveforallm3n>l andk>l: 
ln(X)={LX), Ln(Yk)={LYl,Y2,...~Yk), I”(x,)={I} u {Yn : n 2 1). 
Hence d[p](x,,x,) = l/2” for all m 2 n 2 1 and d[p](yk,x,) = d[p](x,x,) = 1 for 
all k,m 2 1. Therefore the function f : D 4 D, 
f(z) = (1 $;;; for SOme m 3 1 
is monotone and non-distance-increasing. Since (x,,) is a Cauchy sequence of D the 
limit of (xn) exists in 0. Let 
4 = lim x, E 0. 
ii-m 
Then by Remark 3.5: 
z(5) = &mm x,1= lJ I”(x,) = {i} U {yn : n 2 1). 
II>1 
Hence f*(z(t)) = {I}. On the other hand: 
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Therefore: 
~(7(0) = x 1= {&) # (1) = f*(G)). 
Lemma 4.2. Let p be a jinite weight on a pointed poset (D, &). If f : D ---t D is 
monotone and non-distance-increasing then 
iof=f*oi 
and f * is non-distance-increasing w.r. t. d:. If f is contracting then also f * is 
contracting. 
Proof. Let x E D. Then x = limx, for some sequence (xn ) in D with 
4pl(xn,xm) 6 $ 
for all m>naO. Then x,[n] =x,,,[n] for all m>n20 and 
f(x) = lim f (xn). 
n-CC 
Since f is non-distance-increasing we have: 
d[pl(f4Xf(xm))~d[pl(x.,xm)$~ 
for all man 2 0. By Remark 3.5: 
X?(x))=J~mWf(xn)J= U ~~(f(x.))=n~~f(xn)[nl 1. 
II>0 
On the other hand (also by Remark 3.5): 
f *(i(x)) = f * 
Lx> / , 
.‘;b 1 ( .) = n&Jof(J’ (xn))l = nl;bf(xJnl)s . 
Since f is non-distance-increasing and since d[p](x,,x,[n])< l/2” we get: 
d[Pl(f(x~),f(x.[nl))~~. 
I.e. f(xn)[n] = f(s[n])[n]. Since 
fMnl)bll Gf(h)[nl>l 
we get: 
i<f(~>> = U f &Jnl 1= U f Mnl)bl 1 C f *G(x)). 
ll>O II30 
On the other hand: If y E f *( i(x)) then y C f (xn[n]) for some n 2 0. 
max {p(y),n}. Since f is monotone and x,[n] = x,[n] E x,[m] we get: 
y C f Mnl> = f (-Mnl) C f (AmI). 
Let m = 
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Hence y C f(Xm[m])[m]. Therefore y E Y(J(x)). We conclude: 
U(x)) = f*(G)). 
Now we show that f * is non-distance-increasing w.r.t. d:. Let I, J E ZdZ(D), 
d,*(Z,J) = l/2”. Then for all y E f*(Z)[n]: 
y C f(x) for some x E I. 
Since x[n] E Z[n] = J[n] and p(y) < n we get: 
Y C f(x>bl = f(x[nl>bl E f*(J)[nl. 
We conclude: f*(Z)[n] C f*(J)[n]. By symmetry we get f*(Z)[n] = f*(J)[n]. There- 
fore, 
$Yf*U), f*(J)) d & = d,*V, J>. 
Similarly, it can be shown that f* is contracting if f is contracting. 17 
Remark 4.3. Example 4.1 also shows that in general f* is not non-distance-increasing. 
Let A, 5, p and f be as in Example 4.1 and 
Z = {LYl, Y2,. . .), J=xxl ~=Iu{xl}. 
Then f*(Z) = {I}, f*(J) = (1,x). Hence 
d,*(f*(I),f*(J)) = 1 > + = d,*(Z,J). 
Lemma 4.4. Let p be a jinite length on a pointed poset (D, L). Let f : D -+ D be a 
function which is monotone and contracting W.I. t. d[p]. Then f is contracting with 
contracting constant 4 and 
UwfN = vP(f*). 
Proof. Let d = d[p]. For all x, y E D, x # y, we have: There exists n>O with 
d(x, y) = l/2”. Since f is contracting: 
d(f(x), f(y)) < d(x, y) = &. 
Hence d(f(x),f(y))< (f)n+1 = id(x, y). I.e. f n a d then also F are contracting with 
contracting constant k. 
Let x0 = I, x,+1 = f(xn) = f(x,,). By Banach’s fixed point theorem: 
d(x,,x,) = $ kfm>naO 
and 
$x(J) = lim x,. 
n-+oo 
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By Remark 3.5: 
By Tarski’s fixed point theorem: 
Kw-*) = u Al 
n>O 
where IO = {I} and In+1 = f*(Z,, ) = f(L) 1. We show by induction on n that 
In the basis of induction (n = 0) we have: 10 = {I} = _L J, = x0 1. 
In the induction step n + n + 1 we assume that I,, = x,, L. Since f is monotone we 
get: 
I n+l = fUdJ = f(&>~ = &+1 L . 
Since f is monotone we have x0 & xi L . . . . Since p is finite we get: If y E x,, j, then 
y E 1” (xm ) where m = max {p(y), n}. Hence we get: 
Uo& I = u. L” (-Gl). 
/ 
Therefore 
4.2. Consistency of denotational semantics on the metric and ideal completion 
Our aim is to establish a consistency result for denotational semantics on the com- 
plete metric space B and the cpo Zdl(D). We shortly explain what we mean by a 
denotational metric semantics on D and a denotational cpo semantics on ZdZ(D). For 
details of the cpo resp. metric approach to give denotational semantics see e.g. [ 1, 4, 
5, 91. 
We assume that D is a semantic domain for nonrecursive programs and that p is a 
finite length on D. We consider a language where recursion is modelled by declarations, 
i.e. a program is a pair (s,e) where s is a statement (which is built from operator 
symbols like prefixing or sequential composition, nondeterministic choice, parallelism, 
etc. and process variables) and a declaration Q (i.e. 0 is a function which assigns a 
statement C(X) to each process variable x). 9 denotes the set of statements. 
For each operator symbol o in 9 let @D be a semantic operator on D which 
is monotone w.r.t. C and non-distance-increasing/contracting w.r.t. d[p]. For a fixed 
declaration rr we may define a mapping 
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by structural induction on s E 2’: 
F(f)(a) = aD for each constant symbol a in 9 
165 
F(f)(x) = f(G)> 
F(f)(wh,. . . ,&I)) 
for each process variable x 
= fm(F(f)(s1>,. . . ,w>(hI>> 
for each n-ary operator symbol w in 9 
Similarly we get mappings 
F ems : (9 + 0) + (2 -+ D), Fcp,, : (9 + Id&D)) --) (9 ---f Zdl(D)) 
where we use the canonical extensions G resp. I$ as semantic operators. Since Fcpo 
is continuous we have a denotational cpo semantics on Zdl(D): 
Mecpo : 9 -+ Id&D), Me,, = Ifp(FCPO). 
Under certain conditions (e.g. the guardedness of the statements O(X) in the sense of 
[15]) the function F,,, is contracting and hence has a unique fixed point. We get a 
metric denotational semantics on D: 
Me,,, : 9’ + D, Me,,, = jix(Fcms ). 
We establish the following consistency result: 
Theorem 4.5. Let p be a jinite length on a pointed poset (D, Q. Then for Me,,, and 
Me,, as sketched above we obtain: 
i 0 Me,,, = h4eCP0. 
Proof. By structural induction on s E 2’ it can be shown that 
(10 F(f))(s) = F&lo f)(s) 
for all functions f : Y -+ D. By Banach’s and Tarski’s fixed point theorem: 
where fo = At .I, fn+l = Fcms(fn) and go = nt.{J-}, gn+l = Fcpo(gn). By induction 
on n it can be shown that f&Y) CD and fn+l = F(fn). Hence we get (again by 
induction on n): 
1 of, = gn. 
Now we assume that s is a fixed statement. Let x, = fn(s). Then: 
Me,,,(s) = lim x,. 
n-cc 
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Because of Remark 3.5: 
Here we make use of the fact that F,,, is contracting with contracting constant i 
and therefore d[p](x,,x,) < l/2” for all m >n 80. Since z o fn = gn we have: gn(S) = 
z(fn(s)) =x, 1. Hence: 
We have to show that UnaO J”(xn) = UnsoxnL. 
C: is clear since 1” (xn) Gx, I. 
2: By the monotonicity of Fcpo we get 
&I L = C&(S) c Sn+l(S) = G-1 1 . 
Hence x0 5 xi _C x2 _C . . . If y Exnl then y Lx,. Let 
k = max {p(y),n}. 
Then y C xk and p(v) dk. Hence y E lk (xk). 
We conclude: Me,,,(s) = lJxn 1= lJ 1” (xn) = t(Me,,&s)). 0 
Note that in Theorem 4.5 we do not require the completedness of Idl(D) as a metric 
space. Hence i is a mapping D + 91(D). Nevertheless we have i(Me,,,(s)) E Ml(D) 
for all s E 9. 
Remark 4.6. In the case that p is a finite weight the proof of Theorem 4.5 would be 
easier: By Lemma 4.2 it can be shown that 
lo F&f) = FCPO(~o f) 
for each function F : 2’ + D and that Fcpo is contracting w.r.t. d:. By Banach’s fixed 
point theorem Fcpo has a unique fixed point. Since 
i 0 Me,,, = i 0 Fcm,(~ecms ) = 
we get that iohfe,,, is the unique 
5. Related work 
fixed point of Fcpo. Hence Me,, = loMe,,,. 0 
Various other authors have attempted to build a bridge between cpo and met- 
rics. E.g. Matthews [13] introduces the notion of partial metrics and quasi metrics 
in order to obtain a topology that is not HausdorIT. He does not study completion 
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and semantic operations. Smyth [ 161 introduces quasi-uniformities for the same 
propose. 
We show the connection of the metric dp* on Zdl(D) and the metrics d$ of [6]. In 
contrast to our approach, [6] only deals with countable posets. If (D, C) is a poset and 
4 : No + D a surjective mapping then the metric db of [6] is given by: 
1 
“(“Z) = 1 + min {n : 4(n) E ZA_Z} 
where 
ZAJ=Z\JuJ\Z 
Let us call two metrics dl, d2 on a set M to be equivalent iff the Cauchy sequences 
w.r.t. dl and d2 are exactly the same. Our aim is to show the equivalence of db and 
dz. Then their completions are the same (more precisely: the underlying set is the 
same and the metrics induce the same topology). I.e. when the equivalence of d4 and 
dp* is shown then the results of the earlier sections also hold for db instead of dp*: We 
assume that D is endowed with the metric 
441(x, Y> = d& 1, Y I). 
Then z : D + ZdZ(D) is an isometric embedding of the metric space (D,d[cj]) into 
the metric space (Zdl(D),d+). Since d6 and dz are equivalent d[p] and d[+] are 
equivalent metrics on D. If (n,d) is the completion of (D, d[p]) then there exists an 
equivalent metric d+ on D such that (D, 24) is the completion of (D, d[q5]). (ZdZ(D), d:) 
is complete if and only if (Zdl(D),d+) is complete. In this case, the canonical extension 
I : D -+ Zdl(D) of 1 w.r.t. d[p] and dp* coincides with the canonical extension of 1 
w.r.t. d[4] and d+. By our results of Section 3, if (Zdl(D),d$) is complete then t : 
(D, 24) + (ZdZ(D),d$) is an isometric embedding. 
If D is finite then also ZdZ(D) is finite. Since the topology induced by a metric on 
a finite set is always the discrete metric we get in the finite case that all metrics on 
ZdZ(D) are equivalent. Therefore in the following we only consider the case that D is 
infinite and countable. 
Instead of the metric d4 we consider the following metric d$ which is equivalent 
to db: 
d,*(Z, J) = 
1 
pin {n:c#~(n)~1AJ} 
Remark 5.1. In it is that whenever 4, rl/ : ---f are mappings 
the metrics and are Hence and are 
Since is there a mapping : --$ Therefore may 
that underlying 4 : No D is bijective. 
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Lemma 5.2. Let p be a jnite length on a pointed poset (D, &) and 4 : N ---t D a 
surjective mapping. Then, each Cauchy sequence in (ZdZ(D), d,*) is a Cauchy sequence 
in (ZdZ(D), dz). 
Proof. Let (Z,,) be a Cauchy sequence in (ZdZ(D), dz). Let E > 0 and ke 2 1 such that 
Let 
ma = max{p(+(i)) : O<i<ka}. 
Then for all z E D with p(z) > mo: if z = @(I) then 1 >kc. Let no 20 such that 
d,*(I,,I,)<& Vm,nBno. 
Let N = max {~,ms}. Then for all n,m >N: 
Mm01 = &?I[~01 
Let z E I,,& and I E 4-‘(z). Then p(z) > mo and therefore 1 >ko. We conclude: 
min{Z: &I) EI,AZ,}>~O 
Therefore, 
I.e. (I,,) is a Cauchy sequence in (ZdZ(D),d$). El 
Lemma 5.3. Let p be a jinite length on a pointed poset (D, C) such that for all n 2 0 
the set 
{x E D : p(x)<n} 
is finite. Let $ : NO + D be a surjective mapping. Then, each Cauchy sequence in 
(ZdZ(D), d: ) is a Cauchy sequence in (Zdl(D), d: ). 
Proof. By Remark 5.1 we may assume that 4 is bijective. Let 0 : N -+ No be given 
by 
o(n) = min {p(&k)) : k > n}. 
Then o(O)<o(l)<.... Let a>0 and kakl with 
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Let A = {x E D : p(x) < ko}. By assumption, A is finite set. Since 4 is bijective 
4-‘(A) is finite. Let 
r = max #-‘(A). 
Then for all k > r : 4(k) $! A, i.e. p(&k))>ko. We conclude a(r)a Let N30 
such that 
d$(I,,,I,) -c $ !fn,m > N, 
Then for all n,m>N: 
min {I: 4(1) E &AZ,} > r 
Hence: 
ko <O(Y) = min {p(&Z)) : 1 > Y} 
We conclude that if x E I&, and 1 = 4-‘(x) then 1 > Y and therefore p(x) = 
A+(l)) 2 ko. Hence 
Mk, - 11 = LWo - 11 
and therefore 
1 
$+GJmK - pJ-1 <ET 
for all n,m 2N. I.e. (In) is a Cauchy sequence in (ZdZ(D),d,*). q 
Remark 5.4. In Lemma 5.3 the condition that the sets {x E D : p(x) Gn} are finite is 
necessary. Example: Consider the pointed poset (D, C) where 
D = {I,xl,xz,...} and ICxi LxzE... 
Let 4 : No + D and p : D -+ No be given by: 
4(O) = 1, 4(n) = h, P(l) = 0, P(&) = 1. 
Then p is finite length on (D, L) and dp* is the discrete metric on IdZ(D). If m > n 3 1 
then 
Hence 
I.e. (x, J)n2 1 is a Cauchy sequence w.r.t. d$ but not w.r.t. d:. 0 
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By Lemmas 5.2 and 5.3 and the equivalence of d+ and d$ we get: 
Theorem 5.5. Let p be a jinite length on a pointed poset (D, g) such that for all 
na0 the set 
{x ED : p(x)dn) 
is jinite. Let 4 : No -+ D be a surjective mapping. Then dP* and d$ are equivalent. 
If (D, _C) is a pointed poset and C$ : No -+ D a smjective mapping with 
then 
p=p4:D+N,,, p(x) = min{n 30 : 4(n) = x} 
is a finite length on (D, 5) which satisfies the conditions of Theorem 5.5. Hence the 
metric d# on IdZ(D) in the sense of [6] is equivalent to the metric dz. I.e. in this case 
the approach of [6] is a special case of our approach. 
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