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We consider dynamics of Dicke models, with and without counterrotating terms, under slow varia-
tions of parameters which drive the system through a quantum phase transition. The model without
counterrotating terms and sweeped detuning is seen in the contexts of a many-body generalization
of the Landau-Zener model and the dynamical passage through a second-order quantum phase
transition (QPT). Adiabaticity is destroyed when the parameter crosses a critical value. Applying
semiclassical analysis based on concepts of classical adiabatic invariants and mapping to the second
Painleve equation (PII), we derive a formula which accurately describes particle distributions in the
Hilbert space at wide range of parameters and initial conditions of the system. We find striking
universal features in the particle distributions which can be probed in an experiment on Feshbach
resonance passage or a cavity QED experiment. The dynamics is found to be crucially dependent
on the direction of the sweep. The model with counterrotating terms has been realized recently in
an experiment with ultracold atomic gases in a cavity. Its semiclassical dynamics is described by a
Hamiltonian system with two degrees of freedom. Passage through a QPT corresponds to passage
through a bifurcation, and can also be described by PII (after averaging over fast variables), lead-
ing to similar universal distributions. Under certain conditions, the Dicke model is reduced to the
Lipkin-Meshkov-Glick model.
I. INTRODUCTION
Adiabatic invariance is a central issue in both quan-
tum and classical mechanics. Magnitudes that we call
now ”adiabatic invariants” appeared for the first time
in works of L.Bolzmann (see, e.g., [1]). The term ”adi-
abatic invariant” itself was introduced by P. Ehrenfest
[2, 3]. Study of changes in the adiabatic invariants and
their relation to quantum nonadiabatic transitions was
started, presumably, by P.A.M. Dirac [4]; early attempts
to formulate and prove quantum adiabatic theorem were
done on the eve of quantum mechanics [5, 6]. Since then,
destruction of adiabaticity in quantum and classical con-
texts has been subject of research for decades, with re-
cent explosive revival of interest to that theme due to
experiments with ultracold quantum gases [7, 8].
For a single-particle quantum system, very often nona-
diabatic dynamics can be described within the exactly
solvable Landau-Zener model (LZM) [9], where a prob-
ability of transition from an initially occupied instanta-
neous ground state level to the excited one is exponen-
tially small in the parameter describing the sweeping rate
of the detuning between the levels.
Ultracold quantum gases experiments may involve
macroscopically large numbers of particles, making semi-
classical (SC) treatments justified (see, e.g., [10–13]).
Nonadiabatic dynamics in SC models of many-particle
systems has been intensively discussed recently (see
[12, 14] and references therein). In many treatments,
it was found that exponential LZM-type behaviour for
the transition probabilities is replaced with power-laws
of the sweeping rates.
A universal and accurate method for describing nona-
diabatic SC dynamics of such many-particle quantum
systems was presented by us recently [14]. The method
is based on (i) replacing a quantum state with ensemble
of classical trajectories distributed according to a Wigner
function [15] of the initial state (ii) propagating this en-
semble and (iii) mapping its dynamics near a bifurcation
to a Painleve equation. For (i),(ii), we follow Altland
et al [12] (in the present paper we also introduce cer-
tain modifications coming from SU(2) Wigner function
formalism for spin systems [16, 17]) . Stage (iii) is not
trivial. If initial state is chosen to be far from the ground
state, then initial classical actions are not very small, and
general separatrix crossing theory can be applied to cal-
culate the deviation from adiabaticity. For small initial
actions, mapping to a Painleve equation is necessary.
Thus, an interesting relation between many-particle
Landau-Zener models, Wigner functions , dynamics of
quantum phase transitions and Painleve equations [18]
was established. The Painleve equations have found
many applications in quantum field theory and other
areas of physics (for example, they describe correlation
functions of certain fermion models [19]). They possess
a property that makes them in some respect similar to
linear differential equations: the Painleve property (also
called Fuchs-Kovalevskaya-Painleve property in Russian
literature). That is, their solutions have only simple
poles as movable (dependent on initial conditions) sin-
gularities in the complex time plane. Since works of Ko-
valevskaya [20] this property is known to be useful to find
integrable systems. Using the method of isomonodromic
deformations, it is possible to construct asymptotics of
the Painleve equations and connection formulae (which
we utilize in the present paper, following [21]) by a mod-
ification of the WKB method for linear differential equa-
tions [19].
In this article, we elaborate the method [14] further,
implementing it for the Dicke model [22] with counterro-
tating terms and dissipation, and Lipkin-Meshkov-Glick
(LMG) model [23], and show that peculiar properties of
2FIG. 1: The time evolution of the distribution of the rescaled boson number n at a ”forward” sweep through the resonance.
(a) Numerical quantum calculation with N=500 (according to Eqs.1,2). (b) Corresponding ensemble of classical trajectories;
the sweeping rate is ǫ = 0.3.
PII can appear in experiments with cold atoms. LMG
model arises, in particular, as an effective model at cer-
tain range of parameters in an experiment recently done
by the group of T.Esslinger [24, 25]. Other experimental
realizations of LMG model were also suggested [26]. On
the basis of Dicke model with counterrotating terms we
confirm that the method works for systems whose classi-
cal counterpart is a few-dimensional Hamiltonian system
experiencing a pitchfork bifurcation at a critical value of
a parameter.
In the next section, we describe the Dicke model with-
out counter-rotating terms and its connection to appli-
cations.
Section III considers a passage through the quantum
phase transition in the LMG model. We note, following
Keeling et al. [24], that in the Dicke model with coun-
terrotating terms under conditions relevant to the exper-
iment [25], LMG model arises as an effective model after
adiabatic elimination of the photon field. Dynamics of
quantum phase transitions is studied, and the universal
distributions after the sweep of the parameter are found.
Section IV considers Dicke model with counterrotat-
ing terms [22] and comparable frequencies of the photon
field mode and the two-state system (i.e., separation of
timescales of Section III allowing mapping to LMGmodel
does not happen here). In this model, a quantum phase
transition between normal and superradiant phases was
studied [27]. Also, signatures of quantum chaos were in-
vestigated [27]. We analyze the dynamics of the quantum
phase transition. The corresponding classical Hamilto-
nian system has two degrees of freedom; this, in partic-
ular, leads to chaotization of large area of phase space
in the ”superradiant” phase. Naively, it should preclude
the application of our method. However we demonstrate
that the passage through a bifurcation happens in a one-
dimensional way and can be also described by PII. For
not very fast sweeps, most of the classical wavepacket will
remain in the vicinity of new equilibria. There, the phase
space is regular: one may introduce classical actions and
modify the method of Sections II-III correspondingly.
Section V presents the conclusions.
II. NON-ADIABATICITY OF A
MANY-PARTICLE LANDAU-ZENER PROBLEM:
FORWARD AND BACKWARD SWEEPS
A. The time-dependent Dicke model without
counterrotating terms as a many-particle LZM
We consider the following many-particle LZM: time-
dependent Dicke model [22] which has numerous appli-
cations in quantum and matter-wave optics [12, 13, 31].
The model can be written as
Hˆ = −γ(t)
2
bˆ†bˆ+
γ(t)
2
Sˆz +
g√
N
(bˆ†Sˆ− + bˆSˆ+), (1)
where g√
N
is the coupling strength, Sˆ± = Sˆx ± iSˆy are
spin operators, bˆ† and bˆ are creation and destruction op-
erators of a bosonic mode, γ(t) = ±2ǫt is the detuning
from the resonance, and ǫ is the sweeping rate of the
bosonic mode energy. The spin value S can be considered
macroscopically large S = N/2≫ 1; usually the physical
origin of the effective spin variable S is a collection of two-
level systems (spin-1/2 particles). Among many possible
applications, let us mention the Feshbach resonance pas-
sage [8, 28–32], dynamics of molecular nanomagnets [33],
and cavity QED with Bose-Einstein condensates (BEC)
[12, 24].
3With N = 1, one recovers the standard Landau-Zener
model. In the context of a Feshbach resonance passage in
a Fermi gas, an equivalent realization of the Hamiltonian
(1) is
Hˆ =
γ(t)
2
N∑
i=1
(nˆi↑ + nˆi↓) +
g√
N
N∑
i=1
(
bˆ†cˆi↓cˆi↑ + h.c.
)
,
where cˆi,σ and bˆ are the fermion and boson annihila-
tion operators, respectively, nˆiσ = cˆ
†
iσ cˆiσ, and σ =↑, ↓.
Coupled atom-molecular BECs are described by a simi-
lar model whose dynamics in the limit of largeN becomes
equivalent to (1) with the replacement γ → −γ [12, 14].
That is, in the thermodynamic limit of the degenerate
model (1) association of fermionic atoms becomes near
equivalent to dissociation of a molecular BEC, and vice
versa. We discuss two driving scenarios here: ”forward”
and ”backward” sweeps.
In the ”forward” sweep, starting in the distant past
with some small initial number of bosons Nb(t)|−∞ ≡
〈bˆ†bˆ〉(t)|−∞ = N− ≡ n−N , we want to calculate the final
number of bosons Nb(t)|+∞ ≡ n¯N and its distribution
P (n¯) as a function of the sweeping rate ǫ and the initial
bosonic fraction n−. To be more specific, in the infinite
past we start in a (Dicke) eigenstate of (1): |ψ−∞〉 =
|N−〉|S, Sz〉 = |N−〉|N2 , N2 −N−〉, where N− can be zero
in case we start at the ground state. We consider the
sector S = N/2 for clarity, but other values of S can be
treated analogously (Hilbert space of (1) is decoupled on
sectors with definite total spin, or ”cooperation number”,
S). Matrix elements of (1) have the form
Hn,n′ = −γ(t)δn,n′ + nδn,n′+1
√
N − n′/
√
N (2)
+ n′δn,n′−1
√
N − n/
√
N
(we use g = 1 for convenience in this paper, which can
always be achieved by rescaling of time), therefore the
model can be referred to the class of generalized Landau-
Zener models [34] in the case of linear driving γ(t) ∼ t.
In the second dynamical scenario (”backward”), we
start in the ground state of (1) at large positive value
of γ and make an ”inverse” sweep to large negative γ
(see also [14]). This scenario is relevant to association of
Bose atoms to a molecular BEC [12]. On a purely clas-
sical level, there is a drastic asymmetry in the forward
and backward sweeps. Starting in the classical ground
state of (9) at γ = −∞ (i.e. n = 0, ”all-atom” mode
in context of Fermi association), one obtains a situation
where dynamics is absent: a phase point always remains
in the equilibrium. To trigger dynamics, one needs either
to consider nonzero initial population of the molecular
mode (as done, in particular, in [13]), or carefully take
into account quantum fluctuations [12]. This should be
contrasted with the ”backward” sweep [14], where, start-
ing in the classical ground state at γ = +∞ (i.e., n = 1,
”all-atom” mode in context of Bose atoms association
and ”all-molecule” mode in context of Fermi association),
there will be dynamics, and the system can be considered
on a purely classical level [12, 14]. Such asymmetry in
classical dynamics with respect to direction of sweeps is
preserved on a semiclassical level as well, as will be shown
below.
The Dicke model [22] and its equivalent realizations
have been studied already using various techniques. Dia-
grammatic methods employed in [12] work well for small
N but do not allow to get close to the SC limit for
large N . Another approach is a SC treatment based on
classical adiabatic invariants (see [12, 13] and references
therein). At |t| = ∞ and N → ∞ the relative number
of bosons Nb/N corresponds to a classical action I of an
effective Hamiltonian system, so that for large but finite
N the problem can be mapped to the calculation of a
change of classical actions of a properly prepared ensem-
ble of trajectories. It is inspiring that calculations with
ensembles of classical trajectories (defined below) repro-
duce full quantum calculations very well (see Fig.1).
B. Classical ensembles and quantum dynamics
1. Classical limit of the system
The classical limit of (1) can be obtained from the
Heisenberg equations of motion by factoring all operator
products:
x˙ = −γ
2
y − gzp,
y˙ =
γ
2
x− gze,
z˙ = g(xp+ ye), (3)
e˙ = −γ
2
p− gy,
p˙ =
γ
2
e− gx,
(4)
where the variables x, y, z are components of the Bloch
vector, while p, e are the components of the boson (”ra-
diation”) field:
p =
i√
N
(b∗ − b), e = 1√
N
(b+ b∗),
x, y, z =
2
N
Sx,y,z. (5)
The length of the Bloch vector x2+ y2+ z2 = 1 is the in-
tegral of motion. The equations (3) are equivalent to the
Hamiltonian equations of motion of the following Hamil-
tonian:
H =
γ
2
(z − I)− g
√
2I
√
1− z2 sin(θ − φ), (6)
where (z, θ) and (I, φ) are canonically conjugated pairs
of variables related to the variables of (3) by
x =
√
1− z2 cos θ,
4y =
√
1− z2 sin θ, (7)
p =
√
2I cosφ,
e =
√
2I sinφ.
Eqs.(3) posses an additional integral of motion: L˜ =
I + z, which makes the Hamiltonian (6) at constant γ
integrable. Switching from the variables (I, φ), (z, θ) to
(L˜ = I + z, θ˜ = θ), (n˜ = I, φ˜ = φ − θ), one obtains
H = −γn˜+ g√2n˜
√
1− (L˜− n˜)2 sin φ˜. Denoting n˜ = 2n,
1− L˜ = 2L, shifting the phase φ˜ = φ− π/2, rescaling H
by a factor of 2 and setting g = 1 one obtains
H = −γn− 2
√
n(n+ L)(1− L− n) cosφ, (8)
where n ∈ [0, 1] corresponds to the rescaled number of
bosons Nb/N , and φ is the canonically conjugated phase.
2. Classical distribution
Distributions of n, φ as well as distribution of integral
of motion L follow from the initial Wigner function of
the system. There are at least two different ways to de-
fine Wigner function of the system: using decomposition
of spin on Schwinger bosons leads to highly oscillatory
Wigner function from which an effective positive distribu-
tion should be derived [12, 14], while implementing SU(2)
Wigner function for spin system [16, 17] immediately
gives positive Wigner distribution of the initial state be-
cause both eigenstates of Sˆz with maximal absolute val-
ues of Sz , |±S, S〉 posses positive, non-oscillatoryWigner
function. Interesting enough, we found that in the limit
of large N both approaches give the same results: SU(2)
Wigner function leads to the same exponential distri-
butions as that used in [12, 14]. Indeed, as shown in
[17] the eigenstate |N2 , N2 〉 has SU(2) Wigner function
WN
2
(Θ) ≈ cosN Θ[1+cosΘ] = zN(1+z) (see Appendix),
where Θ is an angle on Bloch sphere: z = cosΘ. This
function at large N is asymptotically close to exponen-
tial: zN(1 + z) ≈ 2 exp[−(1− z)N ].
On the other hand, the approach used in [14] is as fol-
lows. The classical limit of (1) can be also obtained by in-
troducing Schwinger bosons αˆ, βˆ : Sˆ+ = αˆ†βˆ, Sˆ− =
βˆ†αˆ, Sˆz = (nˆα − nˆβ)/2, and using the c− number for-
malism [12, 13]. The resulting classical system has 3 pairs
of variables (nα,β,b and conjugated phases θα,β,b) and 2
integrals of motion (Nα ≡ nα + nβ , L ≡ nβ − nb). To
obtain the Wigner function, one notes that far from the
resonance, the quantum system is effectively decoupled
on 3 oscillators, 2 of them being in the ground state, and
the third one in the high-lying Fock state |N〉. With a
good accuracy, W (nb,α,β) ∼ exp(−2nb − 2nβ)δ(nα − 1).
The origin of such distribution is as follows. Wigner
function of the ground state of a oscillator is W0 =
2 exp(−2nb,β). Wigner function of a highly lying Fock
state is highly oscillatory and, in principle, is not suitable
for preparation of a classical distribution we need. How-
ever, the effective smooth distribution (Gaussian) was
derived by Gardiner et al. [35], and it is much narrower
than the distribution of the ground state. Therefore,
with a good accuracy it can be replaced with the delta-
function, as authors of [12, 36] did. In all distributions
mentioned above, phases θα,β,b are uniformly distributed
on [0, 2π]. It means initial phase φ is also uniformly dis-
tributed on (0, 2π); also, besides exponential distribution
of initial n, we have to take into account distribution of
the parameter L.
3. Nonadiabatic dynamics of classical trajectories
Let us now analyze the classical trajectories from the
initial distribution. Consider firstly the case L = 0, then
the Hamiltonian reduces to
H = −γn− 2n√1− n cosφ. (9)
Note that by means of a trivial change of variables
[37], the Hamiltonian becomes the same as analyzed e.g.
in [13]. The classical phase space of the Hamiltonian
(9) at fixed values of the parameter γ is described in
[13, 14]. If γ < −2, there is only one stable elliptic
point on the phase portrait (Fig.2a). At γ = −2, a bi-
furcation takes place. There are two saddle points at
n = 0, cosφ = −γ/2, and a newborn elliptic point at
φ = 0. The trajectory connecting these two saddles (the
separatrix) separates rotations and oscillating motions.
At large positive γ, again there is only one elliptic sta-
tionary point at φ = 0, and n close to 1. The classical
action is defined as in [12, 13] and is shown graphically
in Fig. 3: shaded areas, divided by 2π. At γ = −∞,
the action coincides with n: I = n, and canonical ”an-
gle” variable ϕ coincides with φ. At γ = +∞, we have
I = 1−n. We are interested in small initial actions, cor-
responding to the ground state of the quantum system.
We split the initial classical ensemble in slices with
equal actions I− (let us call such an ensemble AI−), and
analyze dynamics of each slice in detail. Fig.(2) illus-
trates the algorithm of the analysis. In the infinite past,
in variables n, φ the slice AI− corresponds to a stripe
n = const, φ ∈ [0, 2π] (see Figs.(2,3). Initial actions
I− of a classical ensemble in the case of a fully polar-
ized (n− = 0) initial quantum state are of the order 1N
due to quantum fluctuations. In case there is some non-
zero initial population of the bosonic mode, I− can be
much larger than 1N . There are three small parameters
in the model: 1N , the sweeping rate ǫ, and the initial ac-
tion I−. Naturally, 1N ≪ ǫ. Still, freedom of choosing a
value of the ratio I−/ǫ remains. Assuming I− ≫ ǫ and
ǫ, 1/N, I− ≪ 1, which corresponds to considerable initial
population of the bosonic mode (see Fig.4), Ref.[13] ap-
plied an approach based on the separatrix crossing theory
[1, 38, 39]. From the experimental point of view, how-
ever, it is important to analyze also cases of very small
initial actions.
5FIG. 2: Build-up of distributions in the action space from
the initial Wigner distribution and the change in action dur-
ing the sweep through the phase transition. This schematic
picture applies (with certain modifications) to all three mod-
els considered in Sections II-IV. The top left figure illus-
trates initial distribution W (I−) ∼ exp(−NI−), which is
exponential in the initial action and uniform in the initial
phase. From that distribution, we firstly single out a nar-
row slice AI− of phase points with uniform distribution of
initial phases and nearly constant action I−. As explained
in the text, phase points from that slice experience a change
in the action ∆I(I−) which can be decomposed on the phase
independent (I+(I−) ∼ ǫ lnπI−/ǫ) and the phase-dependent
(I+(ξ) ∼ ln 2 sin πξ ) parts (where ξ ∈ (0, 1) is the pseu-
dophase proportional to the initial phase for the case of small
initial actions, as explained in the text). Importantly, the
phase-dependent part of the change in the action do not de-
pend on I−. This phase-dependent part of the change in
the action is illustrated in the top center figure. It maps
the uniform distribution in the initial phase to a distribu-
tion P¯ (I) in action space, as illustrated in top right figure.
That is, P¯ (I) ∼ 1√
4 exp(πI)−1
. Now, to find the overall distri-
bution in action space one needs to integrate over all values
of I−, i.e. to sum up contributions from all AI− . As illus-
trated in the bottom figure, the final distribution is obtained
as P (I) =
∫
dI−W (I−)P¯ (I−I+(I−)), see also the correspond-
ing discussion in Section III.
FIG. 3: Phase portraits of (9). From (a) to (c): γ =
−10,−1.4, 20 correspondingly. Saddle points are denoted by
asterisks, the bold line is the separatrix. Shaded areas illus-
trate definitions of the classical actions (see text).
FIG. 4: (a) Change in the action ∆I of classical trajecto-
ries from the ensemble AI− as a function of the initial phase
(Eq.(11)) . The change ∆I describes the deviation from adi-
abaticity. We shift all curves horizontally so that their max-
ima are at π/2. We found the change in the action is highly
phase-dependent. (b) Average change of the adiabatic in-
variant 〈∆I〉AI
−
as a function of the sweep rate ǫ. Lines
are the theoretical curves (Eq.(12)). Squares, triangles are
numerics for I− = 10
−3, 10−4, respectively. (c) Number of
created bosons from quantum calculations with N = 250 and
N = 500 (dots); from the Formula (16) obtained by averag-
ing over the initial distribution W ∼ exp[−2nb − 2nβ ] (solid
lines). (d) Dispersion of the number of bosons for N=250;
dots: quantum calculations, solid line: the formula (16), i.e.
N2(n¯2 − n¯2) = N2ǫ2
6
.
FIG. 5: Regimes of initial conditions and directions of sweeps
for a nonlinear LZM Eq.(9). Regimes ”1” and ”3” correspond
to starting far above the classical ground state, where the
separatrix crossing theory can be applied [13], which results in
Eq.(13). Regimes ”2” and ”4” can be described by mapping
to PII derived here. Starting in the classical ground state
in regime 4 (i.e., in ”all-atoms” mode in context of bosonic
association, or ”all-molecules” mode in fermionic association)
was considered, e.g., in [14, 44]. A linear power-law with the
coefficient ln 2
π
was derived in [14]. Starting in the ground
state in regime 4, the classical system Eq.(9) always remains
in the equilibrium. Taking into account quantum fluctuations
of the ground state of Eq.(1) [12] produces an ensemble of
initial conditions which leads to Eq.(11).
6Our method for the regime of small initial actions is as
follows. To calculate the deviation from adiabaticity, we
note that most of the change of the classical action of a
phase point happens as it travels near the separatrix and,
especially, near the saddle points that arise during the
bifurcation as γ reaches −2− [13] (in our new variables,
the arising saddle point is located in the origin). Close to
the saddle point n is small and one can expand
√
1− n
in series. Let us introduce the variables
P = 2
√
n cos
φ
2
, Y = 2
√
n sin
φ
2
.
Near the bifurcation, at γ ≈ −2, we therefore get an
effective Hamiltonian
H = −P
2
2
(γ/2 + 1)− Y
2
2
(γ/2− 1) + P
4
16
,
where higher order terms in Y and P have been ne-
glected. We neglect also the time-dependence of the
coefficient γ/2 − 1 of the second term. Then, shifting
the origin of time, we obtain the Hamiltonian −P 22 ǫt +
Y 2 + P 4/16. After simple rescalings P = 24/3P ′, Y =
22/3Y ′,t = t′/21/3, H = 27/3H ′, the Hamiltonian be-
comes
H = −P
2
2
ǫt+
Y 2
2
+
P 4
2
(primes over new variables omitted). We replace also
momenta and coordinates: P → Y, Y → −P . Let us
now introduce a rescaling transformation that makes the
essential mathematics of the problem as clear as possible:
Y = ǫ1/3Y˜ , P = ǫ2/3P˜ , t = ǫ−1/3s, H = ǫ4/3H˜.
The Hamiltonian becomes (omitting tildes over new vari-
ables)
H = −sY
2
2
+
P 2
2
+
Y 4
2
.
This Hamiltonian does not have a small parameter any
more, and the loss of adiabaticity is evident. An impor-
tant property of the bifurcation we are considering is that
the effective Hamiltonian leads to the second Painleve´
equation (PII)
d2Y
ds2
= sY − 2Y 3. (10)
Asymptotics of PII were investigated by Its and Kapaev
[40] (see also [21]) using a method of isomonodromic de-
formations [41]. At s → −∞ the asymptotic solution to
(10) is [21, 40]
Y (s) = α(−s)− 14 sin
(
2
3
(−s)3/2 + 3
4
α2 ln(−s) + φ
)
,
and in the limit s→ +∞ it is
Y (s) = ±
√
s
2
±ρ(2s)− 14 cos
(
2
√
2
3
s3/2 − 3
2
ρ2 ln(s) + θ
)
,
where (α, φ) and (ρ, θ) are the ”action-angle” variables
characterizing the solutions in the limits s → ±∞. As
s → ±∞, the adiabatic invariant Ip of equation (10)
approaches the quantities I−p or I
+
p which are defined (to
the lowest order terms) as
I−p =
α2
2
, I+p =
ρ2
2
.
The jump in the adiabatic invariant ∆Ip = 2I
+
p − I−p can
be found from general relations between ρ2 and α2 as
I+p =
1
2π
ln
1 + |p|2
2|Im(p)| , p =
√
e2πI
−
p − 1e[f˜(I−p )−iφ]
(the function f(I−p ) is not important for our discussion,
see e.g. [14, 21, 40]). Returning back to the original
variables and the Hamiltonian (9), we get the Formula:
∆I = ǫ
(I−
ǫ
− 2
π
ln
√
exp
[
πI−
ǫ
]
− 1− 2
π
ln(2 sinπξ)
)
,
(11)
where for the ensemble AI− one has πξ = (f(I−) + φ2 ); ξ
is a quasi-random variable uniformly distributed on (0,1)
[42, 43]. The formula predicts the average change in the
action to be
〈∆I〉AI
−
= ǫ
(I−
ǫ
− 2
π
ln
√
exp
[
πI−
ǫ
]
− 1
)
, (12)
which means that the final number of bosons (in the en-
semble AI−) is
n¯ = 1− I− − 〈∆I〉AI
−
.
It predicts also the final distribution P (∆I) = P (1−I−−
n¯). All moments MkAI
−
≡ 〈(∆I − 〈∆I〉)k〉AI
−
are easy
to calculate, for instance
M2AI
−
=
(
2ǫ
π
)2 ∫ 1
0
dξ ln2(2 sinπξ) =
ǫ2
3
.
Note that the phase-dependent part in (11) exactly
coincides with the result of [13], obtained under the dif-
ferent conditions ǫ ≪ I− ≪ 1. Moreover, if I− ≫ ǫ, we
recover this result of [13], which in the present variables
is
∆I = −2ǫ
π
ln(2 sinπξ), (13)
where the pseudophase ξ ∈ (0, 1) is a quasi-random vari-
able. Such a change in the action has zero mean value,
nevertheless it introduces spreading in particle distribu-
tion since 〈∆I2〉 ∼ ǫ2. When I− ≪ ǫ, we have a quali-
tatively different result which resembles that of [12] (i.e.
I+ = ǫ ln I−/π, with I− = 1N ):
∆I = −ǫ
( 1
π
ln
(
πI−
ǫ
)
+
2
π
ln(2 sinπξ)
)
. (14)
7Formula (11) can be used over a wide range of val-
ues of ǫ and I− (we require I− ≪ 1 and ǫ| ln I−| <∼ 1 ).
Qualitatively, it is important that the final distributions
are determined not only by the average change in the
action (12), but also by the phase-dependent part (13),
which is therefore important in amplification of quantum
fluctuations. The profile of the phase-dependence of ∆I
has a striking universality: we found that several other
infinitely-coordinated models, e.g. LMG model [23], have
analogous behavior during linear sweep of a control pa-
rameter through a critical value. The comparison be-
tween the numerical and analytical results for L = 0
are given in Figs. 4a,b, where predictions of the Eq.(11)
start to deviate from the classical numerics only at large
ǫ (such that − ǫπ ln πI−ǫ ∼ 1).
Now let us remind that the full classical ensemble, gov-
erned by the Hamiltonian (8), has distribution of inte-
grals of motion L; i.e., analysis so far dealt only with a
subspace of the initial conditions. To take into account
this distribution, we consider slices of the full classical
ensemble with equal values of n + L2 ≡ x and uniform
distribution of L ∈ (−2x, 2x); averaging over φ and L
within the slice, we found that the formula (12) (derived
for the ”central” point of the slice, i.e. L = 0, x = I−)
acquires additional coefficient of 2 inside the logarithm:
I− → 2I−. The amplitude of the phase-dependent part is
also modified, although it retains its characteristic form
shown in Fig. 4a; the final result of averaging over the
3-dimensional distribution (in φ, I−, L) of the initial en-
semble of phase points is:
n¯ = 1− ǫ
π
(
ln
ǫN
π
+ Cγ
)
, (15)
n¯2 − n¯2 = ǫ
2
6
, (16)
where Cγ is the Euler constant. Comparison with nu-
merical quantum calculations are given in Figs. 4c,d.
Let us now briefly discuss the ”backward” sweep (see
also [14] and Section III), whose properties can also be
derived from PII equation. The main feature of the in-
verse sweep is phase-independence of the change in the
action in the limit of small I−. Deviation from adia-
baticity at slow sweeps strictly follows a linear power-law
(i.e., phase-dependent terms become negligible). The co-
efficient of the linear power-law was estimated in [44] to
be equal to 23π ≈ 0.21. The asymptotically exact value
of the coefficient was found by us from mapping to PII
[14]: ln 2π ≈ 0.2206. The most appealing physical system
to implement this process is photo- or magneto- associ-
ation of Bose condensates, which was shown to be well
described by a two-mode mean-field model. ”Forward”
sweep would correspond to dissociation of BEC. Exper-
imentally, studying distributions after a sweep could be
achieved by making many runs at each particular sweep-
ing rate.
C. Conclusions
In summary, we have found novel universal features in
the dynamics of a many-particle LZM. In particular, the
universal profile of Fig. 3a, partly responsible for broad
distributions after the sweep, was found. Such universal
profiles are very interesting from physical point of view,
recall e.g. the Fano profile [45] in AMO physics. There
is a classical analogy of the Fano profile (which partly
explains its universality): response of two coupled linear
oscillators to periodic driving of one of them. Analo-
gously, when an underlying quantum system experiences
a quantum phase transition (QPT), its classical counter-
part experiences a bifurcation. Response of a semiclas-
sical system to slow driving which pushes it through the
symmetry-breaking bifurcation, as was shown here, leads
to a universal profile ∼ ln | sinπξ| being imprinted in dis-
tributions.
We depicted schematically four different regimes of ini-
tial conditions and directions of the sweeps in Fig. 5. It
is interesting to compare the expression for the mean
number of produced bosons (15) with the results of Refs.
[12, 32]. The main difference of our result for the ”for-
ward” sweep from Ref. [12] is the coefficient ǫ inside the
logarithm of Eq.(15). The model neglects kinetic dis-
persion of the fermions, but takes into account quantum
effects. If we start in the ground state, effectively we
have two small parameters: 1/N and the sweeping rate
ǫ. In the limit of 1/N → 0 the model possess a QPT.
At the same time, the model of [32] neglects quantum ef-
fects but takes into account fermionic dispersion. It also
has two small parameters, the width of a Feshbach reso-
nance γ and dimensionless sweeping rate Γ. In the limit
γ → 0 the model of [32] possess a QPT. Our formula
Eq.(15) is very close to result of Ref. [32], even though
the dynamics is different.
The results reported here are highly relevant for accu-
rately describing the Feshbach resonance passage in ul-
tracold Fermi and Bose gases and may motivate further
experimental activity on that theme. Furthermore, we
believe our method will have important applications in
the field of dynamics of QPT [46–49]. An important and
interesting direction of the future research would be to
extend our method to higher dimensions, i.e. to consider
a nonuniform spatially extended system, with coupling
of the conversion dynamics to phonon modes, etc.
8III. DICKE MODEL WITH CAVITY DECAY
AND HIGH FREQUENCY OF THE FIELD
MODE: EFFECTIVE LIPKIN-MESHKOV-GLICK
MODEL
A. The model
Dicke model with counterrotating terms
H = ω0Jz + ω¯b
†b +
λ¯√
2J
(b† + b)(J+ + J−), (17)
considered in detail in the next Section, can be reduced
to the Lipkin-Meshkov-Glick model in the limit of high
frequency of the field mode ω¯, as shown e.g. in [50].
Consider the Hamiltonian (17) with added dissipation
(cavity decay κ), such that ω¯ ≫ κ ≫ ω0 [50]. Classical
equations of motion become
x˙ = −ω0y
y˙ = ω0x− 2λez
z˙ = 2λey (18)
e˙ = ω¯p− κe
p˙ = −ω¯e− 2λx− κp.
(19)
The boson field in the corresponding Heisenberg equa-
tions of motion can be adiabatically eliminated:
b = − 2iλJx
(κ+ iω)
√
N
. (20)
which results in the Lipkin-Meshkov-Glick (LMG) model
for the spin system [50]
HLMG = ω0(t)Jz− ω¯
κ2 + ω¯2
(2λ)2
N
J2x ≡ ω0(t)Jz−
σ(t)
N
J2x .
(21)
The LMG model was introduced as a toy model to test
the quality of approximations used in multiparticle sys-
tems. The structure of the eigenstates of HLMG is com-
patible with Hartree Fock solutions, therefore one can
test, e.g., the validity of Random Phase Approximation
against the exact solution. It was also studied recently
in the context of dynamics of quantum phase transitions
[51–53].
We can study a sweep through a second-order quan-
tum phase transition by changing the coupling σ(t), say
from 0 to 2, using a smooth pulse that is approximately
linear in the vicinity of the critical value of σ, i.e. similar
to the previous section. We can choose to change de-
tuning ω0 instead, thus realizing a clearer analog of the
Landau-Zener model (also, the problem becomes analo-
gous to that studied in [51]). The system is very much
related to that studied in Section II, but now the dynam-
ics of almost all classical trajectories are captured by PII
and we can study quantum-classical correspondence in a
greater detail.
After the rescalings H → H/σ, t → t/σ Hamiltonian
can be brought to the form
H = −γ(t)Jz − 1
N
J2x , (22)
where γ = ω0σ = ǫt. In the basis of {|j〉 ≡ |N2 , 2j−2−N2 〉},
the matrix elements have the form
Hj,j = 1− j + 2
N
(j − 1)2 − γ(−N/2− 2 + 2j), (23)
Hj,j+1 = − 1
4N
√
2j(2j − 1)(N + 1− 2j)(N + 2− 2j).
The energy levels are depicted on Fig.(6)a. Fig.(6)b
shows the locations of the branch points in the complex
γ−plane. At extremely slow sweeps, in the lowest order
of the sweeping rate the probability of transition from
i−th to j−th eigenstate is determined by the Dykhne for-
mula [54] and depends on the integral around the branch
point connecting i − th and j − th eigenvalues Ei,j(γ).
The regular structure seen in the picture suggests that
there is a universality in the distribution of probabilities
in this (extremely slow) regime, the analysis of which we
postpone for future research. Here we concentrate on a
faster, semiclassical regime.
B. Classical ensembles and quantum dynamics
Classical limit of the LMG model is obtained, as above,
from the Heisenberg equations, and is given by
H = −γz − 1− z
2
4
(1 + cos 2φ), (24)
where z ∈ [−1, 1] is the dimensionless counterpart of Jz,
and φ ∈ [−π, π] is the canonically conjugated phase.
The initial distribution of z following from SU(2)
Wigner function is exponential for large N : P (z) ≈
N exp[−(1 + z)N ]. For large negative λ, the classical
ground state is at z = −1; at γ = −1 a bifurcation
occurs. For γ ∈ (−1, 1) the stable fixed points (s.f.p.)
are at z = γ, φ = 0, π. Phase portraits are shown in
Fig.(7). It is easy to demonstrate that a passage through
bifurcation at γ = −1 is similar to that happening in
the Hamiltonian system (8) with L = 0, studied in Sec-
tion II. Moreover, we do not have complications arising
from L 6= 0 initial conditions anymore. Also, a passage
through the bifurcation at γ = 1 happening with increas-
ing γ is analogous to the ”inverse” sweep mentioned in
Section II. We consider several scenarios below.
Consider firstly a scenario where γ(t) is changed from
a large negative value to zero. The quantum system in
the end of the sweep is described by the Kerr Hamil-
tonian −S2x [55]. In the short-time evolution after the
9FIG. 6: Energy levels of the LMG model En(γ)(upper panel)
and its branch points in the plane of complex γ (bottom
panel).
FIG. 7: Phase portraits of the LMG Hamiltonian at γ =
−3,−0.5,−0.95 (from left to right in the upper panel) and
γ = 0, 0.5, 0.95 (from left to right in the bottom panel). Note
that bifurcations happen at γ = ±1.
sweep, both semiclassical and quantum systems exhibit
damped oscillations of 〈Jz〉. Damping comes from de-
phasing of the TWA classical trajectories in the anhar-
monic effective potential. In the process of dephasing,
〈Jz〉 exhibits decaying oscillations around its mean (time-
averaged) value which we denote 〈Jz〉.
As a signature of nonadiabaticity, let us consider the
FIG. 8: Comparison of the dispersion of Jz in a quantum
system σ(Jz) = (〈J2z 〉−〈Jz〉2)/(N/2)2 ≈ 〈J2z 〉/(N/2)2 and the
classical prediction from the mean change in classical action
of the TWA ensemble, 〈I〉 (Eq. 25).
time-averaged dispersion of 〈Jz〉(t), or the mean value
of the second moment 〈J2z 〉 around which the dispersion
of 〈Jz〉(t) oscillates. In the classical system, at the final
value γ = 0, the Hamiltonian linearized around its s.f.p.
{z = 0, φ = 0} is H = z22 + φ
2
2 . Therefore the dispersion
of z is related to the mean value of the classical action in
the first approximation. That is, assuming a uniform dis-
tribution of the final phase of trajectories of the classical
wavepacket (i.e., after dephasing), one obtains
〈z2〉 = 〈I〉
≈
∫ ∞
0
[3(1 + z0)
4
− ǫ
π
ln
(
π(1 + z0)
2ǫ
)]
Ne−(1+z0)Ndz0
=
3
4N
+
ǫ
π
(
Cγ + ln
(
2ǫN
π
))
≈ ǫ
π
[
Cγ + ln
(
2ǫN
π
)]
, (25)
where Cγ ≈ 0.577 is the Euler constant. Here, 〈..〉 de-
notes averaging over the ensemble, while overline denotes
time-averaging. Dispersion of 〈Jz〉 in a quantum system
with N = 1024 is compared with Eq.(25) in Fig. 8. One
can see a remarkable coincidence of the theoretical pre-
dictions and numerics at slow sweeps. Deviations at fast
sweeps are due to inapplicability of the Painleve map-
ping. We note a universality of the obtained formula:
the equivalent linear plus linear-logarithmic law was de-
rived in Section II.
Let us consider the semiclassical distribution in action
space after the sweep. In Section II we already derived
the distribution P¯ (I) coming from the phase-dependent
part of change in the action. We consider now in detail
how it is summed up to the full distribution.
Let us work with the rescaled action I˜ = I4ǫ , where I
is the action of the Hamiltonian (24).
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FIG. 9: The distribution calP (J˜) in the rescaled action space
after the sweep, Eq. (30). Solid line: ǫ = 0.015. Dashed line:
ǫ = 0.005.
FIG. 10: Dynamics of Jz (upper panel) and the dispersion
of Jz (bottom panel) in the quantum system, N=1024, ǫ =
0.045.
Following the analysis of Section II, action after the
sweep through the critical γ = −1 (I˜+) is related to the
initial rescaled action I˜− as
I˜+ = I˜− − 1
2π
ln
√
exp(2πI˜−)− 1− 1
2π
ln 2 sinπξ′. (26)
FIG. 11: Dynamics of 〈Jz〉, 〈J2z 〉 for ǫ = 0.0025, 0.005, 0075
(from top to bottom) in the quantum system, N=1024. Note
the different scales in each figure for 〈Jz〉 and 〈J2z 〉. The time
scales in both figures look shifted because we use smooth
turn-on and turn-off of sweeping of the parameters. Both
magnitudes after the sweep undergo oscillations around its
time-averaged values, 〈Jz〉 and 〈J2z 〉, correspondingly (over-
line denotes time-averaging here, while 〈..〉 denotes instan-
teneous mean value of an operator, i.e. averaging over the
state). It can be seen that 〈Jz〉 = 0, while 〈J2z 〉 is a function
of the sweeping rate ǫ, as shown in Fig. (8).
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Let us consider firstly the phase-dependent part of
change in the action − 12π ln 2 sinπξ. It leads to the dis-
tribution
P¯(I˜f ) = 2√
4 exp(4πI˜f )− 1
(27)
in the final action space. Additionally, each slice AI˜−
gets a different phase-independent change
I˜+(I˜−) = I˜−− 1
2π
ln
√
exp(2πI˜−)− 1 ≈ 3
4
I˜−− 1
4π
ln 2πI˜−.
(28)
The final distribution is
P(I˜) =
∫
P¯(I˜ − I˜+(x))W (x)dx, (29)
i.e., it is an integral of the distribution P¯(I˜ − I˜+(I˜−))
originating from a phase-dependent change in action
P¯(I˜) of an ensemble AI˜− shifted by value of phase-
independent change in action of that ensemble over the
initial exponential distribution of initial actionsW (I˜−) =
N exp[−I˜−N ]. After simple manipulations, neglecting
the term 34 I˜− in (28), we get
P(I˜) =
√
8Nǫ exp(−2πI˜) exp(− ǫN
2π
exp[−4πI˜]), (30)
see Fig. 9.
It is easy to see that normalization of the distribution
(30) is less than 1: the total probability is
∫
P (I)dI =
Erf
√
ǫN
2π , which is close to 1 only for ǫN ≫ 1. This
discrepancy is due to the approximations in (28), which
were necessary to obtain the analytical expression (30).
Nevertheless, even at ǫN ∼ 1 the obtained analytical
formula correctly describes distributions at small final
actions If ≪ 1. We believe that P (If ) may be fitted to
the Gumbel distribution as done in [12].
The distribution is manifested, in particular, in the
final dispersion of 〈Jz〉. Indeed, for a Morse oscillator
H = − 12 (1 − I)2 a trajectory with I =const has z¯2(t) =
1−(1−I)2
2 = (I − I
2
2 ). The dispersion of z of the whole
wavepacket is therefore
z¯2 =
∫
(I − I
2
2
)P(I)dI = I¯ − I¯
2
2
. (31)
This formula shows that anharmonicity of the final
Hamiltonian provides an additional means of measuring
the final phase-space distribution. Indeed, now the dis-
persion of z depends not only on the mean value of I, but
also on its second moment. The additional contribution
from anharmonicity is given by
δz¯2 = −2
3
ǫ2
π2
(
π2
+ 6(Cγ + lnN)
2 + 6 ln
(
2π
ǫN2
− 2Cγ
))
ln
(
2π
ǫ
)
.
Having obtained the distribution (30) resulting from
”forward” sweep through the QPT, it is interesting to
find out what happens with this distribution if γ is slowly
sweeped back, and the system is pushed through the QPT
in ”backward” direction. Alternatively, one may choose
not to stop a sweeping of γ at γ = 0, but continue to
change it (linearly in time) beyond the next critical point
γ = 1.
So, we consider the second possible scenario which in-
volves a sweep from γ = −∞ to γ = +∞. Then, the
system undergoes a passage through a bifurcation twice:
at γ = −1 and at γ = 1. The latter passage has a very
different behaviour: in particular, the jump in the classi-
cal action of a trajectory is phase-independent for small
values of initial actions, like in the backward sweep of the
model of Section II.
The adiabatic invariant after the inverse sweep I˜++ is
given by the following formula [21]:
I˜++ =
1
2π
ln(1 + |p|2), (32)
where
p = pr + pi, pr = sign(sin c)
√
(1− b2)(a2 − 1),
pi = a− b
√
a2 − 1, b = cos c, (33)
c = φ+ f˜(I+), a = exp(2πI+), (34)
where f˜(I+) is a function of I+; I+ denotes the value of
the adiabatic invariant after a direct sweep and before the
inverse sweep, say at γ = 0. We assume that dephasing of
phase points happening between the first and the second
passage through bifurcations lead to uniform distribution
of the magnitude of c. Denote as 〈I++〉c the mean value
of I++ averaged over the initial phase c. Since
I++ =
1
2π
ln(2a2 − 2ab
√
a2 − 1), (35)
we get after averaging over c:
〈I++〉c = 1
2π
ln(a2 + a). (36)
The average over the whole ensemble is achieved now
by averaging over the distribution of actions P(I+):
〈I++〉 = 1
2π
∫
dI+ ln(a
2 + a)P(I+). (37)
Therefore, the distribution P(I+) before the second bifur-
cation passage leads to the following prediction for the
final values of 〈Jz〉:
〈Jz〉 = 2ǫN
∫ ∞
0
dI
√
8ǫN exp[−2πI]× (38)
× exp
[
−ǫN exp[−2πI]
2π
] ln(exp(2πI) + exp(4πI))
2π
.
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FIG. 12: Sweeping from γ = −8 to γ = −0.5. The system
undergoes a phase transition at γ = −1 and the sweeping
is stopped at γ = −0.5. Short-time evolution exhibits re-
markable coincidence of quantum and semiclassical dynamics.
ǫ = 0.05, N = 1024.
FIG. 13: Sweeping from γ = −8 to γ = 16. The system under-
goes two consequential phase transitions at γ = ∓1. The final
values of 〈Jz〉 are shown, extracted from quantum numerics,
classical TWA numerics, and TWA-Painleve theoretical pre-
diction. Theoretical TWA prediction (Eq.(38)) is depicted as
triangles; circles: quantum numerics, and TWA numerics is
shown by squares. We note that up to ǫ ≥ 0.1 TWA nu-
merics closely reproduce quantum numerics, however slightly
deviate from TWA theoretical prediction (38). Also, at very
slow sweeps ǫ ≤ 1
N
deviations between TWA and quantum
numerics can be seen.
The correspondence between theoretical prediction,
quantum numerics and TWA numerics is shown in Fig.13.
We note that up to ǫ ≥ 0.1 TWA numerics closely re-
produce quantum numerics, but starts to considerably
deviate from TWA theoretical prediction at ǫ ∼ 0.1. the
assumption of uniform phase distribution before the sec-
ond bifurcation passage seems to be not fulfilled here.
Also, at ǫ ≤ 1N deviations between TWA and quantum
numerics can be seen which can be attributed to finite-
size corrections and interference effects.
IV. DICKE MODEL WITH
COUNTERROTATING TERMS
A. The model
For many applications, counterrotating terms should
be included in the model Hamiltonian:
H = ω0Jz + ω¯b
†b+
λ¯√
2J
(b† + b)(J+ + J−), (39)
here the angular momentum operators describe an en-
semble of two-level systems of level-splitting ω0 in terms
of a collective spin of length J = N/2. The field mode
frequency is ω¯. A physical realization is e.g. an ensemble
of two-level atoms in a cavity; ground state of such a sys-
tem corresponds to the absence of photons (field vacuum)
and complete angular momentum inversion (Jz = −N/2,
all atoms in the lowest state).
We introduce a rescaled coupling λ = λ˜/ω0, a dimen-
sionless frequency ω = ω¯/ω0, and a dimensionless time
t′ = ω0t. The Hamiltonian now depends on two param-
eters
H = Jz + ωb
†b+
λ√
N
(b† + b)(J+ + J−). (40)
There are several different approaches to obtain semi-
classical equations of motion: through coherent states
[56], Holstein-Primakoff transformation [27], and from
Heisenberg equations of motion through straightforward
c-number formalism [57]. We choose to use the latter
approach, but with a very important additional detail:
we combine it with the Wigner function approach of Al-
tland et al. [12]. That is, we firstly investigate classi-
cal equations of motion analogous to that of [57], for the
case of sweeping the coupling through the quantum phase
transition. Then, we prepare an ensemble of classical
trajectories corresponding to our initial quantum state
(field vacuum and complete angular momentum inver-
sion, Jz = −N/2), and compare quantum and classical
dynamics. The magnitude of any quantum observable is
obtained by averaging over the classical ensemble.
B. Classical dynamics
Similar to the case of Eq.(3) in Section II, classical dy-
namics is obtained from Heisenberg equations of motion
and is descibed by five dynamical variables:
x˙ = −y
y˙ = x− 2λez
z˙ = 2λey (41)
e˙ = ωp
p˙ = −ωe− 2λx.
13
FIG. 14: The Hilbert space of the Dicke model, for 2j =
N = 2. m is the z-projection of angular momentum, Jz; n is
number of photons; see also [27].
The integrals of motion are r = x2 + y2 + z2 = 1
(irrespective of the time-dependence of the parameter λ)
and W2 = z +
ω
2 (e
2 + p2) + 2λex (only at constant λ).
As the classical system has two degrees of freedom and
is not integrable, its phase space is generally not reg-
ular. Some issues of chaotic dynamics in Dicke model
with counterrotating terms were discussed, e.g., in [57].
At small values of coupling λ, and small detunings (i.e.,
ω ≈ 1) the classical phase space is mostly regular, with
a small chaotic layer around the separatrix of the unper-
turbed ( λ = 0) problem. As the value of the coupling
is increased, the chaotic region of the phase space also
grows, and near the critical coupling ”global” chaos sets
in.
It is interesting to note that in our case, for a passage
through the critical point, chaos is not relevant. Dynam-
ics in a vicinity of the stable fixed point is regular. In the
critical region, classical trajectories do diverge from each
other, however this dynamics is captured by the Painleve
equation. After passing the critical region, dynamics is
again confined in the regular regions of the phase space
(provided the sweep was not too fast). A passage through
the critical region can be analyzed in a similar way to the
models of Section II and III.
Introducing pairs of canonically conjugated variables
(z, θ), (I, φ) as
x =
√
1− z2 cos θ
y =
√
1− z2 sin θ (42)
p =
√
2I cosφ
e =
√
2I sinφ,
we get a Hamiltonian with two degrees of freedom
H =
W
2
= z + ωI + 2λ
√
2I(1− z2) cos θ sinφ. (43)
At λ = 0, dynamics is (obviously) integrable, and the
system possesses two classical actions: I1 = I, I2 =
1 + z. In a fully classical approach, the initial state at
λ = 0 would be the equilibrium z = −1, I = 0, i.e.
I1,2 = 0. Sweeping the value of λ, the system would stuck
in this equilibrium even when it becomes unstable at λ
larger than critical. In the TWA semiclassical approach,
an ensemble of phase points with initial actions I1,2 ∼ 1N
should be considered. As a result of sweeping λ through
the phase transition, both actions undergo changes which
depend on the sweeping rate ǫ. Provided the parameter
ǫ/ lnN is not too large (i.e., the sweep is not to fast, or
the number N is large enough), the final dynamics will
take place in the regular region of the phase space, as
shown below. In this region, it is possible to introduce
two classical actions which depend on initial ones and
the sweeping rate. Thus, short-time dynamics after the
passage through the quantum phase transition can be
studied using classical adiabatic theory.
To study the dynamics of the phase transition, we need
to obtain an effective Hamiltonian in the vicinity of the
critical region. We do it through the set of canonical
transformations described in the Appendix C. They bring
us to the Hamiltonian
H = 32(P 21 +Q
2
1) +
P 2
2
+
Q4
2
− ǫtQ
2
2
. (44)
In the lowest order approximation, the adiabatic invari-
ant associated with the first pair of variables P1, Q1 is
conserved, while that associated with another pair of
variables P,Q experiences a jump according to PII.
After calculating this jump (which is equivalent to that
found in previous Section), we consider ”final” dynamics
at couplings stronger than the critical. There exists sev-
eral possible regimes of motion. Figures 15-17 demon-
strate, in particular, three distinct regimes of the dy-
namics after the sweep. If the final coupling is far away
from the critical (Fig.15), effective Hamiltonian is that
of two weakly coupled harmonic oscillators. One can see
that the photon number undergoes harmonic oscillations
with almost constant amplitude, which can be taken as
a quantitative measure of the nonadiabaticity. On the
other hand, if the final coupling is close to the critical
one, while the sweeping rate is considerably high, one can
observe rapid deviation between TWA and quantum dy-
namics due to interference terms not accounted for by the
TWA method in the lowest order approximation. Tra-
jectories entering chaotic regions of the phase space also
make semiclassical dynamics complicated. However, an
interesting and important regime of motion happens in
case the final coupling is not far away from the critical
one (such that the expansions mentioned above remain
valid), while the sweeping rate is sufficiently slow to leave
most of the classical wavepacket in the regular region of
the phase space (Fig.17). Then, a phase point acquires a
classical actions I2 by the time the pulse λ(t) is accom-
plished and keeps the classical action I1 to be almost zero
(I1,2 are now related, correspondingly, to local variables
(q1, p1) and (q2, p2) introduced in the Appendix C rather
than to z and I as above). Considerable magnitude of
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FIG. 15: Time evolution of the photon distribution in quantum numerics (left), and the mean photon number in quantum and
TWA numerics (right) for a sweep from λ = 0.25 to λ = 0.75 in the Dicke model on resonance ω = 1. The parameters are
ǫ = 0.01, N = 250. The correspondence between semiclassical TWA and quantum calculations is nearly perfect.
FIG. 16: Time evolution of the photon distribution in quantum numerics (left), and the mean photon number in quantum and
TWA numerics (right) for a sweep from λ = 0.45 to λ = 0.55 in the Dicke model with large difference of frequencies ω = 50.
The parameters are N = 500, ǫ = 0.04. The correspondence between semiclassical TWA and quantum calculations degrades
with time.
I2 leads to effective dephasing between different trajecto-
ries, as seen in Fig.17 (effective final Hamiltonian is not
linear). As a result the photon number undergoes damped
oscillations around certain mean value. We consider this
regime in detail. As a signature of nonadiabaticity, we
take the mean (time-averaged) value of amplitude of os-
cillations of number of photons. Faster sweeps lead to
a shift of this value downwards (see Fig.17). As shown
in Appendix C, in close analogy with Section III, after
averaging over the initial TWA distribution one has
¯〈n〉 ≈ 4δλf − 〈I〉
4
√
δλf
, (45)
where the final coupling is λf =
1
2 + δλf and the mean
action of trajectories of the classical wavepacket is
〈I〉 = 3
4N
+
8
√
2ǫ
π
(
Cγ + ln
(
2Nǫ8
√
2
π
))
. (46)
This prediction is compared with TWA numerics for
N = 500 and δλf = 0.03 in Fig.17. Remarkable coinci-
dence can be seen at relatively slow sweeps.
V. CONCLUSIONS
We provided a method to treat the dynamics of quan-
tum phase transitions in systems whose classical counter-
parts have a few degrees of freedom. The initial state of a
quantum system (which is chosen to be close to its ground
state) is represented by an ensemble of classical phase
points initially concentrated in a 1N−vicinity of a stable
fixed point. By sweeping a parameter, the quantum sys-
tem is transferred through a quantum phase transition,
which in the underlying classical system corresponds to
a bifurcation. Second-order QPT usually corresponds to
a pitchfork bifurcation, while first-order QPT to saddle-
centre bifurcation. Magnitudes of quantum observables
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FIG. 17: Sweep through the critical coupling from λ = 0.47 to λf = 0.53, ω = 1, N = 500. TWA numerics and theoretical
TWA-Painleve prediction is given. Top left: time evolution of the photon number for different sweeping rates. The photon
number undergoes damped (due to semiclassical dephasing) oscillations around a mean value. Faster sweeps lead to shift of the
mean value downwards and increase of the initial amplitude of these oscillations. Top right: the mean value (i.e., time-averaged
value) of the photon number after the sweep for different sweeping rates, comparison of the TWA numerics and the theoretical
prediction (Eqs.(45,46)). Bottom: dynamics of distribution of Jz during the sweep in TWA numerics (similar dynamics for the
photon distribution).
are obtained by averaging over the classical distribution.
From the properties of the Wigner function it follows that
the initial angle of the phase points in the ensemble (i.e.,
the phase canonically conjugated to an action variable)
is uniformly distributed on (0, 2π). As a result of the
passage through a bifurcation, the canonical action un-
dergoes a phase-dependent jump. As a function of the
sweeping rate and initial action, this jump for a pitchfork
bifurcation has very peculiar properties.
A central idea of the method is as follows: far from
the bifurcation, classical actions are approximately con-
served (due to adiabatic invariance of action). In the
vicinity of a bifurcation, the system can be brought to a
”normal” form: the first Painleve equation for the saddle-
center bifurcation, and the second Painleve equation for
the pitchfork bifurcation. Change in the action is deter-
mined by these effective equations. The method provides
an asymptotically exact theory, i.e. coefficients of the
power-laws derived, etc., are asymptotically exact. To
be specific, we considered here several particular models:
Dicke models with and without counterrotating terms,
and the Lipkin-Meshkov-Glick model.
The results are as follows.
(i) The most important results for the Dicke model
without counterrotating terms: (i) the linear-logarithmic
power-law for the forward sweep, and the linear power-
law with the coefficient ln 2π for the inverse sweep. Prop-
erties of the initial Wigner distribution are such that ad-
ditional trajectories not described by the PII equation
appear, which modify the coefficients of the power-law in
16
the forward sweep.
(ii) The most important results for the Dicke model
with counterrotating terms are as follows. Even though it
is usually assumed that superradiant phase corresponds
to chaotic classical dynamics, i.e. the bifurcation at crit-
ical coupling leads to chaotic phase space, we found that
close to the new equilibria (emerging in the superradiant
phase) phase space is regular; it is possible to introduce
two classical actions there. Now, in the limit of large N
initial classical wavepacket is highly localized near the
equilibrium; therefore at not very fast sweeps it will re-
main in the regular area of the phase space after the
sweep. One may ask what changes in the classical ac-
tions will be. We found the dynamics of passage through
bifurcation happens in the way where, although there are
two pairs of canonical variables those frequencies are of
the same order far from bifurcation, in the vicinity of the
bifurcation a separation of time-scales happens and by
a suitable transformation it is possible to define a pair
of (slow) variables those dynamics is described by PII
and another pair of (fast) variables which conserves its
classical action. Briefly, passage through the bifurcation
in the multidimensional system happens effectively in a
’one-dimensional’ way.
(iii) The Dicke model with large discrepancy of fre-
quencies and large dissipation, relevant to the [25] exper-
iment, can be approximated by the LMG model [50]. The
passage through a bifurcation there is also described by
PII. What is exciting in this model is that all trajectories
from the initial distribution are described by PII.
An important question is how to detect the final distri-
butions experimentally. While in the model of Section II
one can directly measure the final distributions of number
of molecules, in the case of LMG model (Section III) and
sweep to γ = 0 the situation is more complicated. A pos-
sible scenario would involve measuring the time-averaged
dispersion of Jz after the sweep, which will depend on the
distribution of the final action due to the nonlinearity of
the effective Morse oscillator. In the case of Model of
Section IV one can monitor (for instance) a shift in the
time-averaged value of the photon number as a function
of the sweeping rate.
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FIG. 18: The Wigner function of the state |N
2
,−N
2
〉. Here we
compare two functions approximating the exact SU(2) Wigner
function, zN (1− z) (N+1)
2
, and N exp[−(1+ z)N ], for N = 50.
Note that the two curves are almost indistinguishable on that
scale.
Appendix A: Wigner function distributions
Very useful approximate expressions for SU(2) Wigner
functions of Jz operator eigenstates were obtained in [16,
17]. In the limit of large dimension of representation
J ≫ 1, result of [17] for Jz eigenstate |k, J〉 is
Wk(θ, φ) ≈ (−1)J+kdJkk(2θ)[1 +
k
J
cos θ]
N + 1
2
, (47)
where dJkk is the (small) Wigner d-function, which is re-
lated to Jacobi polynomials.
For the ground state k = −J = −N2 one gets
W−J(θ, φ) = dJ−J,−J(2θ)[1− cos θ]
N + 1
2
(48)
= (cos θ)2J [1− cos θ]N + 1
2
= zN(1− z)N + 1
2
.
This function behaves as an exponential function near
θ = π(z = −1) (see Fig.18):
W−J(z, φ)|z≈−1 ≈ N exp[−N(1 + z)]. (49)
Appendix B: Poincare surfaces of section for the
Dicke model with counterrotating terms
Below we present Poincare surfaces of section of the
Dicke model with counterrotating terms demonstrating:
(i) chaotization of large part of the phase space (ii) re-
maining regular parts near stable equilibria.
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FIG. 19: Poincare surfaces of section, weak coupling λ = 0.02. Different energy surfaces are shown: h=-0.995,-0.95,-0.8,-0.7,0.0
for (a-e), correspondingly.
FIG. 20: Poincare surfaces of section, λ = 0.25.
FIG. 21: Poincare surfaces of section, λ = 0.48 (close to critical).
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FIG. 22: Poincare surfaces of section, λ = 0.5.
FIG. 23: Poincare surfaces of section, λ = 0.55. Note that Fig. (f) corresponds to an energy level close to that of new equilibria.
Poincare surface of section is regular there.
FIG. 24: Poincare surfaces of section, λ = 0.75. Note that Fig. (f) corresponds to an energy level close to that of new equilibria.
Poincare surface of section is regular there.
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Appendix C: mapping to Painleve equation in the
Dicke model with counterrotating terms
Let us firstly do a canonical transformation to vari-
ables (PY , Y ), (PX , X): PY =
√
2(1 + z) sin θ, Y =
−√2(1 + z) cos θ, PX = p, X = e. In the new vari-
ables
H =
ω
2
(P 2X+X
2)+
1
2
(P 2Y+Y
2)−2λXY
√
1−
(
P 2Y + Y
2
4
)
Before the bifurcation, the equilibrium is in the origin.
Near the origin, expanding the term with a square root
in H in Taylor’ series, we obtain approximately the equa-
tions of motion
P˙X = −ωX + 2λY (1− P
2
Y + Y
2
8
)
X˙ = ωPX (50)
P˙Y = −Y + 2λX(1− P
2
Y
8
− 3Y
2
8
)
Y˙ = PY + λXY
PY
2
.
Analyzing fixed points of the Hamiltonian, it is not dif-
ficult to see that at λ = λcrit =
1
2 a bifurcation hap-
pens and new equilibria at Y =
√
2
[
1− ω(2λ)2
]
, PY =
0, PX = 0, X = ± 2λω
√
1− ω22(λ)4 emerge.
From now on, consider the case ω = 1 for simplic-
ity. Introducing the new variables P˜X =
√
ωPX , X˜ =
X/
√
ω, and making a rotation
X˜ = (q1 + q2)/
√
2, Y = (q2 − q1)/
√
2, (51)
we obtain
H =
1
2
(p21 + p
2
2 + q
2
1 + q
2
2) + λ(q
2
1 − q22) +
λ
16
(q42 − q41) +
λ
16
(q22 − q21)(p21 + p22 − 2(p1p2 + q1q2)). (52)
In a vicinity of the critical point λ = 12 , the effective
Hamiltonian is
H =
p21
2
+
q21
2
(1 + 2λ) +
p22
2
+
q22
2
(1− 2λ) + λ
16
q42 . (53)
Shifting the origin of time, approximating the change in
λ by a linear law in the vicinity of the critical value λ =
1
2 + ǫt, and neglecting time dependence in the coefficient
1 + 2λ, we obtain:
H =
p21
2
+ q21 +
p22
2
− q
2
2
2
(2ǫt) +
1
32
q42 . (54)
Neglecting the time dependence in the coefficient 1 + 2λ
does not prevent one from obtaining correct lowest-order
approximation of destruction of adiabaticity, since the
change in the adiabatic invariants mostly happens around
the time of bifurcation. Introducing new variables and
rescaling the Hamiltonian as
p2 = 8P, p1 = 8P1, q2 = 4
√
2Q, H = 64H ′, we
obtain the Hamiltonian
H ′ = 32(P 21 +Q
2
1) +
P 2
2
+
Q4
2
− ǫtQ
2
2
. (55)
Sweep through the bifurcation results in change of the
adiabatic invariant analogous to that considered in Sec-
tions II-III.
Let us calculate quantitatively effects of non-
adiabaticity averaged over the classical ensemble. We see
in Fig.17 that after the sweep the photon number oscil-
lates around a (time-averaged) mean value n0(ǫ) = ¯〈n〉.
Increasing the sweeping rate ǫ leads to shift of the mean
value n0. The magnitude of this shift can be used to
quantify the deviation from adiabaticity in the quasiclas-
sical ensemble. Indeed, consider a single trajectory of
the Hamiltonian h = p
2
2 − A q
2
2 + B
q4
4 (the effective fi-
nal Hamiltonian after the sweep). It is easy to see that
the magnitude of n¯ = 14 (p
2 + q2) in the first approxima-
tion linearly depends on the action of the trajectory I:
n¯ = α − βI. Explicit values of the coefficients α, β can
be obtained from the following estimates:
(i) the relation between the action I and the energy h
near a stable fixed point:
I =
1
π
∫ q2
q1
pdq =
1
π
∫ x2
x1
√
2h+Ax− Bx
2
2
dx
2
√
x
(56)
=
1
3π
√
Bx2
2
[(x2 + x1)E(m)− 2x1K(m)] ≈ x
2
4
√
2AB2
,
where
x1,2 = q
2
1,2 =
A∓ x
B
, x =
√
A2 + 4Bh, (57)
and m = x2−x1x2 .
(ii) time-averaged magnitudes of p2, q2:
q2 =
1
T
∫
q
dq
q˙
=
1
T
∫ x2
x1
dx
√
x√
2h+Ax− B2 x2
(58)
= x2
E(m)
K(m)
≈ A
B
− x
2
4AB
,
p2 =
1
T
∫ x2
x1
dx
√
2h+Ax− B2 x2√
x
≈ x
2
4B
, (59)
where the period T =
∫ x2
x1
dx√
x
√
2h+Ax−B
2
x2
=
2√
x2
√
2
BK(m).
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We have therefore
n¯ =
1
4
(p2 + q2) ≈ 1
4B
(
A+ x2(
1
4
− 1
4A
)
)
=
1
4B
(
A+ IB
√
2A(1 − 1
A
)
)
. (60)
One can note that n is linearly proportional to the excess
energy of a trajectory (i.e. the difference between the
energy of the final solution and the adiabatic solution),
which is often used for quantifying non-adiabaticity.
After averaging over the classical TWA ensemble,
¯〈n〉 = A
4B
+ 〈I〉
√
A
8
(
1− 1
A
)
, (61)
where 〈I〉 is the mean value of the adiabatic invari-
ant associated with the variables p2, q2. We see that
the (ǫ−dependent) shift of n gives a convenient quan-
titative measure of the nonadiabaticity. If the sweep of
λ ends at some magnitude λf being close to the critical
one λf =
1
2 + δλf , δλf ≪ 1, we have
¯〈n〉 ≈ A
4B
− 〈I〉 1√
8A
= 4δλf − 〈I〉
4
√
δλf
. (62)
Let us find now the ǫ−dependence of 〈I〉.
The action I2 of the Hamiltonian (53) is related to the
action IPQ of the Hamiltonian (55) as I2 = 32
√
2IPQ.
The final action I2 of a trajectory from the classical
TWA ensemble is related to its initial action as
I+2 ≈
3
4
I−2 −
8
√
2ǫ
π
ln
(
2πI−2
32
√
2ǫ
)
. (63)
Averaging over the TWA ensemble leads to
〈I2〉 = 3
4N
+
8
√
2ǫ
π
(
Cγ + ln
(
2Nǫ8
√
2
π
))
. (64)
Substituting this expression into Eq.62 in place of 〈I〉,
we obtain the theoretical prediction for the shift of the
mean photon number n. Note that we do not consider
1/N differences between quantum observables and semi-
classical TWA ones, but only present the TWA-Painleve
prediction for the semiclassical ensemble. This predic-
tion is compared with TWA numerics for N = 500 and
δλf = 0.03 in Fig.17. Remarkable coincidence can be
seen at slow sweeps.
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