Abstract: In this paper a multiscale local blur estimation is proposed based on the existing local focus measure that combines gradient and toggle mapping. This method evaluates the quality of images regardless of their content (not in an autofocus context) and can predict OCR accuracy based on local blur. The resulting approach outperforms state of the art blur detection methods. Quantitative results are given on DIQA database. Moreover we demonstrate its usefulness for extracting a region of interest from partially blurry images. Results are shown on images acquired by a project devoted to smartphone based text extraction for visually impaired people. In this context sharp region extraction is essential since it allows warning the users when their picture is unusable. Moreover it saves computing time.
Introduction
Mobile phones offer a number of increasing capabilities, especially high resolution photography and high computational power that can be used for a new range of image processing applications. Text is omnipresent and brings essential information in our daily life. Visual impairment deprives a significant percentage of the population of this important information. The goal of the LINX project is to develop an automatic reader on smartphone to help visually impaired people in their daily life, making textual information available to them.
In order to reach this goal, several challenging tasks need to be solved: text detection, text extraction and Optical Character Recognition (OCR). Each of these tasks is time consuming and must not be executed on useless pixels. Visually impaired people cannot guarantee the quality of the image they acquire. Images can be degraded by bad lighting conditions, shadows, out-of-focus blur, motion blur, perspective problems or noise. Moreover the use of handheld devices aggravates the blur problem. Therefore extracting regions containing sharp enough structures is an extremely useful functionality for this kind of application.
For several decades, Image Quality Assessment (IQA) techniques have attracted great attention from the scientific community. These techniques can be classified into three categories:
• Full Reference (FR): require the original image as a reference. The most popular FR objective metrics are the mean square error (MSE), Peak Signal to Noise Ratio (PSNR) and crosscorrelation between both images [23] . The structural similarity index (SSI) [31] , attempts to quantify the visibility of errors based on the degradation of structural information. The use of FR IQA is limited because the reference image is often unavailable.
• Reduced reference (RR): are designed to predict the quality of degraded images with only partial information of them. The comparison is based on extracted features instead of on the whole image. Examples of these techniques can be found in [16] where the comparison is based on the statistical modeling of the discrete cosine transform (DCT) and [32] based on wavelets. The original image is still required in order to extract the features to be compared.
• No-reference or blind techniques: the measure is computed on the degraded image itself. This is the most challenging task, in which the quality measure relies exclusively on a single acquired image and corresponds to our application context (LINX project).
A wide variety of approaches for NR blur estimation exist. They operate either in the spatial or in the frequency domain. Among the spatial techniques the simplest metrics rely on gradient or laplacian computation. Indeed, the blur reduces the contrast of contours and tends to weaken the gradient. The higher the gradient, the sharper the image. Thus, the sum of thresholded gradient or the squared gradient [11, 26] , Brenner function [36] , multiscale gradient [6] and laplacian [19] are examples of these techniques. Other authors have considered the variance or other histogram measures such as entropy [12, 27, 20] , assuming that a focused image conveys more information than an unfocused one. Finally, some techniques are based on edge width estimation, after an edge detection step [18, 4] . Concerning frequential approaches, they rely on the assumption that a defocused image results from the convolution of the image which produces a decrease in the high frequencies. Thus, the sum of the spectrum components above a given cut frequency [10] , the ratio between the high frequency coefficients over low frequency ones or the distribution of null coefficients (blurred images are likely to have all of their high frequency coefficients set to zero) have been used as focus measures. Discrete Cosine Transform (DCT) [17, 25] and wavelet transform [34, 33] have been used for this purpose. The correlation of wavelet coefficients over scales has also been used [7, 30] . In [2, 1] a sharpness index is derived from the phase component of the Fourier Transform, based on the fact that edges correspond to points of maximum phase congruence.
Most previous approaches have been established for autofocus purposes, where the quality of an image can be judged compared to the quality of other images with similar content. Consequently, they do not fit our requirements. In order to lift this restriction some local approaches have been proposed, applying the method to a given neighborhood [22] , that needs to be defined or on the result of an edge detection approach [4, 21] .
Recently, the specific problem of document image quality is becoming a topic of intense research. Several papers attempt to predict the OCR accuracy when applied to an image, based on IQA measures of the given image [3, 21, 35] . The interesting DIQA dataset, described in section 3.2, has been introduced in this context [15] . We will benchmark our approach on it.
Lately [13] proposed a local blur estimation based on Fuzzy-C-Means clustering approach after a binarization step. They combine this local estimation with the character size in a learning based strategy, in order to predict the OCR accuracy. The learning approach suits a document oriented application but it is not convenient for our LINX project.
Image quality assessment remains an open problem, in particular for generic scene-text images such as those of our LINX project. This paper is an extended version of [5] . In the original paper, a local blur estimator that does not require a prior contour detection, nor a neighborhood definition was introduced. This paper introduces the following novelties:
• A parameters sensitivity study.
• Multiscale extension of the original method in order to deal with documents with variable font size.
• The selection of a sharp region of interest (possibly empty if the whole image is blur) in order to avoid processing doomed to failure.
The paper is organized as follows: Section 2 summarizes the toggle mapping based blur estimator approach. The sensitivity of this blur estimator to its parameters is studied in section 3 and some experimental results are given. The performance of the approach is evaluated on DIQA dataset.
In section 4 a region of interest is extracted from the local blur information. Then, in section 5, the extraction of the region of interest is generalized for multiscale blur detection.
Section 6 discusses the choice of the scales used and shows relevant sharp regions extracted from LINX database with variable font sizes. Finally section 7 concludes this work.
Toggle mapping based blur estimation
Toggle mapping (TM) operator was introduced in [14] . From an image I, two transformations are computed: the dilation, δ B (I) and the erosion B (I), the maximum and the minimum value within the structuring element B. Equation 1 describes the TM operator:
Thus, each pixel is replaced by one of these two transformations, selecting the one that is closest to the original pixel value. This principle was generalized in [28] , with the use of other transformations involved in the toggle process.
TM was designed as a contrast enhancement operator. It was also used as scene text segmentation tool in [8] : pixels replaced by the dilation are set to 1 and those replaced by the erosion are set to 0.
A local blur estimation based on TM is introduced in [5] . We define the residual image as the absolute difference between the original image and the TM:
A blur boundary leads to a high residue, and this residue increases with the size of the structuring element involved in the TM. This is true up to a TM size equivalent to the blur edge width. A blur estimation could then be built on the evolution of the TM residues, with a series of structuring elements of increasing size. However a sharp boundary and a homogeneous region would have the same series of low TM residue value. In order to distinguish between these two situations we compare these residues with the gradient value. The morphological gradient is defined as the difference between the maximum and the minimum value in the neighborhood of a pixel (δ B (f ) − B (f )), while the TM replaces each pixel with the closest extremum in the neighborhood, that is either the maximum or the minimum. Thus, by definition, TMR is lower than the gradient. However if the TM uses a larger structuring element its residue can reach the gradient value, in which case, the pixel is classified as blur. Figure 1 shows a simple 1D example with three objects, from sharp on the left to blurry on the right. Figure 1 residue is shown in green and the gradient in red in figure 1(b). We can observe that the residue of the toggle mapping increases with the blurriness while the gradient decreases with it. Figure 1 (c) shows the I Q , the quality measure defined as the difference between the gradient and the toggle mapping residue:
, with B N the structuring element B of size N and M > N . As expected, contours are ranked according to their contrast and sharpness, while homogeneous regions have a small I Q value. Figure 2 shows the flow chart of the algorithm. First, a bilateral filter [29] is applied in order to get rid of noise. Then I Q is computed as the positive difference between the gradient and the TMR. It is a local measure. It can be thresholded for identifying sharp regions. Small connected components of the thresholded I Q can be removed with an area opening. Other morphological filters will be introduced in section 4. If a global quality score, Q score , is required for the whole image it can be deduced by averaging the thresholded I Q image, taking into account only the values over the threshold. Thus the quality measure does not depend on the quantity of text in the images. As shown in section 3, the removal of small regions has a low impact on the Q score . However it is important for sharp region selection. Figure 3 shows the impact of the bilateral filter on the process. Black pixels correspond to pixels of I Q under the threshold. We can observe a much cleaner result after the filtering. This will be an essential aspect for the sharp region selection. Moreover, the quantitative contribution of this filter and its parametrization will be studied in section 3.
Results and parameters sensitivity

Qualitative results
A good correspondence between observed quality and our score on LINX database has been noted. The quality of the extracted regions of section 6 will confirm this point.
Quantitative results
Quantitative results are given on DIQA database, an interesting dataset recently published [15] . It is composed of 175 document images acquired by a mobile phone. Images are directly acquired by a camera, so the blur is not simulated. 25 documents have been acquired, 6 to 8 times each, in different conditions: from perfect focus to completely out-of-focus images. The quality of each image is given by the OCR accuracy on the processed image. Three different OCRs have Figure 4 shows 3 crops from this dataset, with an OCR accuracy ranging from 0.97 to 0.24 for FineReader. Our quality score for these images ranges from 55 to 5. Spearman correlation is commonly used to assess the coherence of two variables without taking into account their precise values. It compares their ranking indexes instead of the variables themselves. In our example, the ranking based on the OCR accuracy or on our quality score is the same ( 1.-(a); 2.-(b); 3.-(c)). Thus, for this simple example with only three images, our quality score is perfectly correlated with the OCR accuracy: the Spearman correlation between them is then equal to 1.
Some works [15, 24] have tried to estimate the OCR accuracy based on some features extracted from the image. The score used for comparing different methods is the median of the Spearman correlation applied to each document set. The scores reported are over 90%. We think that the proposed score overestimates the quality of the OCR accuracy prediction. Indeed, if the Spearman correlation is computed for each document set, the content of images to be compared is similar. The context is then close to an autofocus situation which is much easier than comparing the quality of images with different content. This problem is pointed out in [24] : a failure is reported for an image with a low focus measure whereas the OCR accuracy is over 90%, provoked by the large white space in the page. Another reported issue concerns an image with a high focus measure but a low OCR accuracy. The huge headline leads to a high focus measure while most of the text is Approach FineReader Tesseract Omni Combination of classical blur descriptors [24] 0.6467 --Phase coherence [1] 0 out-of-focus. We address these situations in this paper. Moreover, as stated in [24] , by reporting the median value, outlier classes in which the methods might not perform well are disregarded. They propose to compute the Spearman correlation directly for the 175 images of the database. We adopt this proposal that we find more reliable. The authors of this paper have tested all combinations of 24 classical blur descriptors. The best results were obtained with the combination of 4 of them: gaussian derivative, gradient energy, squared gradient and histogram range. They report a Spearman correlation of 0.6467 for the whole database as a single set for FineReader OCR. In the same conditions we obtain a Spearman correlation of 0.8426. For benchmarking purposes table 1 summarizes the Spearman correlation obtained in the same conditions with different state of the art approaches.
A higher Spearman correlation indicates the method's ability to rank images according to the expected OCR accuracy. Therefore, we can state that our method outperforms state of the art approaches for OCR accuracy estimation.
Parameters sensitivity
The parameters have been manually tuned for Tesseract accuracy estimation, as Tesseract has been chosen in the framework of our LINX project. We will now test the sensitivity to each parameter by changing its value without changing the value of the other parameters. If not specified otherwise, parameters used are:
• Structuring element: square.
• Bilateral filter: σ spatial = 2 and σ gray = 20. The sensitivity to these parameters is studied on table 2 and table 3 .
• Gradient size B 1 = 1 (3 × 3 pixels).
• TM size B 2 = 2 (5 × 5 pixels).
• Binary threshold on I Q : 3. The sensitivity to this parameter is studied on table 4.
• Area opening of size 5. The sensitivity to this parameter is studied on table 5.
The two parameters of the bilateral filter can vary in a wide range without any significant impact on the Spearman correlation. As shown on table 2, the use of a bilateral filter significantly improves the scores. Furthermore σ spatial can vary from 2 to 5 with less than a 1% variation in the Spearman correlation for the three OCR. Table 3 , studies the sensitivity to σ gray parameter. It can vary from 15 to 35 with less than a 1% variation in the Spearman correlation for Tesseract. As shown on table 4, the sensitivity to the threshold on the I Q is low if the threshold is greater than 2. Moreover the sensitivity to the size of the area threshold on the I Q is very low. As shown on Table 4 Sensitivity to the binary threshold on the I Q based on Spearman correlation between OCR accuracy and quality score.
The sensitivity to these parameters is low. For all the tested parameters variation, the results of the the Spearman correlation obtained on the DIQA image database are higher than the 0.6467 reported in the literature. Therefore our method outperforms the state of the art for OCR accuracy estimation.
If the goal of the approach is to estimate a global Q score , then the area opening can be ignored, because the sensitivity to the size of the area opening on the threshold I Q is very low. But this area opening is very useful for the extraction of a region of interest in section 4.
Region of interest on heterogenous blur
If the image is heteregeneously blurry, the local blur measure I Q , described in section 2, allows to extract a region sharp enough for the OCR. If there is no such sharp region, the whole image is Table 5 Sensitivity to the area opening size on the thresholded I Q based on Spearman correlation between OCR accuracy and quality score.
rejected.
A naive approach would be to select a rectangular region of interest containing all the nonzero pixels of this thresholded I Q . This naive approach will fail in some cases. For example, spurious detection in noisy regions. Another problem with the thresholded I Q is the presence of thin non-textual objects. Typically: borders of paper sheets, isolated straight lines, straight shadows. They are irrelevant for text extraction. They can be ignored, reducing significantly the area of the extracted region of interest.
Thin objects and small isolated sharp regions on the thresholded I Q can be removed before the extraction of the final rectangular region of interest with some simple morphological filters. This filtering process is the following: (F 1 (I) )) (opening of the closed image) 3. F 3 (I) = γ S area (F 2 (I)) (area opening of F 2 (I)) Where γ S area is the area opening of surface S. All connected components of surface smaller than S are removed.
The first morphological closing, F 1 , is used for merging small sharp regions and for filling small objects. Characters and lines are sharp on their edges, but have a low I Q value on their uniform regions.
Thin objects and small isolated objects are removed with the morphological opening, F 2 , and the area opening F 3 . The edges of characters are unaffected by this filter because the morphological closing has filled characters, making them large. This step of the process is illustrated on figure 6(c) .
After the morphological filters, the bounding box including all remaining pixels is our region of interest.
Multiscale approach
Large characters may be blur but still readable (figure 5). The method introduced in section 3 will reject them. This problem is not present on the DIQA database, because the character size is very consistent in the database, but is present on the LINX database.
For solving this problem, we introduce a multiscale approach. The input image (scale s = 1) is processed at different scales s. At scale s the image is decimated by a factor 2 s in each coordinate, by using a bilinear filter. The whole process described in section 4 is applied to each scale and the union of resulting bounding boxes is computed (see figure 2. Blue dashed line boxes have been added.
A full example is shown on figure 6 for scale 1 and . At scale 1 32 , the morphological filter removes the border of the table, on the right of the image, but the cover of the disk is not suppressed.
At each scale a new bounding box is produced, containing readable text for this scale. The final bounding box is the box containing the union of the bounding boxes of all the scales.
The multiscale approach solves the problem of large blurry characters. The additional computational cost is low because the process is applied to reduced-size images. More details on the computational time are given in table 7 of section 6.
Experimental results for the region of interest
Choice of the parameters
The muti-scale approach can use any arbitrary set of scales. By construction, the largest windows are obtained with the full set of scales ({1, }). This result is considered as a reference and the Jaccard index (the area of the intersection divided by the area of the union) in order to study the influence of the scale set selection. Table 6 summarizes the result on the whole LINX database. We can observe that:
• a single scale misses 43% of the surface detected by the full set of scales.
• combining only two scales (1 and 1 16 ) detects 89% of the surface obtained by the full set of scales. ): bounding boxes include all the significant text. Third column shows the full set of scales result, leading to very similar results compared with the previous one.
Experimental results on the LINX dataset show that two conveniently chosen scales, in our case {1, 1 16 }, lead to a good trade-off between quality and computing time. The parameters for the bilateral filter, the TM operator and the estimation of the I Q do not depend on the scale. But the size of the morphological operations used for filtering unwanted objects in the final crop depends on it. For scale 1 the operations are the following: Closing with a square structuring element of size 5, opening with a square structuring element of size 1 and area Set of scales 
}.
opening with a surface of 500.
At smaller scales, the closing tends to merge different structures that the subsequent opening is not able to remove. For this reason, we have heuristically reduced the closing size while increasing the opening size. Due to the increased size of the morphological opening, the area opening is no longer critical. Hence, the operations are the following: closing with a square structuring element of size 2, opening with a square structuring element of size 3 and area opening with a surface of 50.
The processing time with the multiscale approach is very close to the processing time with the monoscale approach, as shown on table 7. The additional cost for the multiscale approach with respect to the simple scale is 1.6%.
The processing time is given in seconds for the whole LINX database: 160 images of size 3264 × 2448 (8 mega-pixels). The processing is done on an Intel Core i7-3800 (Sandy Bridge-E C2). The code is written in C++, based on the SMIL library [9] , and uses only one core. The total processing time for the whole LINX database is 95.07 seconds. This time can be decomposed in three: 27 seconds for the bilateral filter, 28 seconds for the scaling, the toggle mapping and the morphological operations, and 40 seconds for the area opening. The average processing time for one image is 0.59 seconds, but this time can be reduced. The current algorithms are not parallelized and not fully vectorized. There is still room for optimizations. In particular, area opening seems to be a good candidate for optimization. Table 7 Processing time in seconds for the whole LINX database (160 images, 8 mega-pixels each). The processing is done on an Intel Core i7-3800 (Sandy Bridge-E C2).
Qualitative results
Qualitative results on LINX database are given in figure 8 . Convincing results are obtained. The uniform background is correctly rejected (images 1, 2, 7-9 images in raster order), readable text is selected in the upper part of images 4 and 6 while blurry one (in the lower part) is rejected, the wall in image 5 is selected because of the details on it (cables and wall socket) and image 3 is rejected, as there is no sharp region on it. 
Conclusions and perspectives
A method for selecting a region of interest for characters extraction and recognition has been introduced in this paper. It reduces the data to be processed and therefore the time and the energy needed for achieving these tasks. This will lead to a more reactive and efficient application on smartphones.
Qualitative results on LINX examples show that blurry characters that are large enough for being read by the OCR, despite the blur, are correctly selected by the algorithm. The regions of interest are relevant and ignore large uniform or blurry regions of the images.
From a quantitative perspective, the quality indexes obtained are correlated with the OCR accuracy. On the DIQA images, the Spearman correlation reveals a good correspondence between the Q score and the OCR accuracy.
For FineReader, a Spearman correlation of 0.8426 is reached, much better than the best score reported in the literature (0.6467) [24] , combining classical blur descriptors. For Tesseract the results are even better, with a Spearman correlation of 0.9016, to be compared to the 0.6318 obtained with the global phase coherence method described in [1] . The method is also robust, the sensitivity to variation of the parameters is low.
In the future we will address problems specific to motion blur. In some cases, a strong motion blur can be considered as sharp by our approach. With a directional approach, such errors can be avoided. Another interesting development would be to process images in real-time on a smartphone for providing a shooting assistance. The shooting process is hard for visually impaired people, and providing them with real-time guidance would be helpful.
