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Abstract
In the paper we introduce input-to-state stability (ISS) of Runge–Kutta methods for control systems. The ISS properties of
Runge–Kutta methods are studied for linear control systems and nonlinear control systems, respectively. The previously reported
results in literature are special cases of ISS of Runge–Kutta methods.
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1. Introduction
We consider the nonlinear control system described by the following system of nonlinear differential equations:
x˙(t) = f (x(t), u(t)), (1)
where f : Rd × Rq → Rd is continuously differentiable and satisﬁes f (0, 0) = 0, x(t) ∈ Rd and u(t) ∈ Rq are state
variable vector and control vector, respectively. In the paper, we always assume that the initial vector x(0) is known.
Hence, we will discuss numerical methods for the initial problem of control systems. The input-to-state stability (ISS)
theory for control systems are studied in [14]. Many nonlinear control strategies have been developed based on the ISS
theory [1,10]. The ISS is not only applied in controller designs but also taken as an important performance for control
systems [1,10]. Recently, ISS theory of continuous-time systems has been extended to the discrete-time case [9]. As a
special case of the above nonlinear control system (1), a linear control system is given by
x˙(t) = Lx(t) + Gu(t), (2)
where L ∈ Rd×d and G ∈ Rd×q are constant matrices. Many control problems can be described by the linear control
system (2) [13].
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In this paper, we study ISS of numerical methods for control systems (1) and (2), respectively. Roughly speak-
ing, assume that the control systems are ISS, we hope that the resulting discrete (difference) systems derived from
Runge–Kutta (RK) methods are also ISS. The ISS properties extend the stability theory of RK methods for ODEs. The
ISS properties of RK methods are discussed for linear control system and nonlinear control system, respectively.
The organization of the paper is as follows. In the next section, we recall ISS theories for continuous-time and
discrete-time cases, respectively. The ISS properties of RKmethods for linear control systems are discussed in Section 3.
While nonlinear control systems are considered in Section 4.
2. Preliminaries
We recall that a function  : R0 → R0 is a -function if it is continuous, strictly increasing and (0) = 0; it is a
∞-function if it is a -function and also (s) → ∞ as s → ∞; and it is a positive deﬁnite function if (s)> 0 for all
s > 0.A function  : R0 ×R0 → R0 is a -function if, for each ﬁxed t0, the function (·, t) is a -function,
and for each ﬁxed s0, the function (s, ·) is decreasing and (s, t) → 0 as t → ∞.
Now we review the theory of ISS for nonlinear continuous-time system control system (1) [14]. For control system
(1), controls or inputs are measurable locally essentially bounded functions u : R0 → Rq. The set of all such
functions, endowed with the supremum norm ‖u‖sup = sup{‖u(t)‖, t0}∞, is denoted by Lq∞, where ‖ · ‖ denotes
the usual Euclidean norm. For each  ∈ Rd and each u ∈ Lq∞, we denote by x(t, , u) the trajectory of system (1) with
initial state x(0) =  and the input u. This is deﬁned on some maximal interval [0, T,u), with T,u∞.
Deﬁnition 2.1 (Sontag and Wang [14]). System (1) is ISS if there exist a -function  : R0 × R0 → R0 and
a -function  such that, for each input u ∈ Lq∞ and each  ∈ Rd , it holds that
‖x(t, , u)‖(‖‖, t) + (‖u‖sup) (3)
for each t0.
Lemma 2.1 (Rugh [13]). For the linear control system (2), suppose all eigenvalues of L have negative real parts. Then
system (2) is ISS.
Next, we review ISS theory for discrete-time nonlinear systems [9]. In the case of discrete systems, the following
notations are used.We use Z+ to denote the set of all non-negative integers. For any  in Rq, ‖‖ stands for Euclidean
norm. For any function : Z+ → Rd,we denote ‖‖sup=sup{‖(k)‖ : k ∈ Z+}∞. In the case when is bounded,
this is the standard l∞. The controls or inputs u : Z+ → Rq. We consider the nonlinear discrete-time control system
described by
x(k + 1) = f (x(k), u(k)), (4)
where x(k) ∈ Rd and u(k) ∈ Rq are state variable vector and control vector for each time instant k ∈ Z+, respectively.
We also assume that f (0, 0) = 0. The linear discrete-time control system
x(k + 1) = Lx(k) + Gu(k), (5)
will be considered too, where L ∈ Rd×d and G ∈ Rd×q are constant matrices. We denote by x(k, , u) the trajectory
of system (4) with initial state x(0) =  and the input u for each time instant k.
Deﬁnition 2.2 (Jiang and Wang [9]). System (4) is ISS if there exist a -function  : R0 × R0 → R0 and a
-function  such that, for each input u ∈ l∞ and each  ∈ Rd , it holds that
‖x(k, , u)‖(‖‖, k) + (‖u‖sup) (6)
for each k ∈ Z+.
Lemma 2.2 (Rugh [13]). For linear discrete control system (5), suppose all eigenvalues of L have magnitude less than
unity. Then system (5) is ISS.
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3. ISS of RK methods for linear control systems
In this section, we are concerned with numerical methods for control systems. We let xn denote an approximation
(numerical solution) to the solution x(tn) of control system (1) at tn =nh, i.e., xn ≈ x(tn). Here h stands for a constant
step-size. When considering the s-stage RK methods applied to control systems in the section and next section, the
norm ‖u‖sup = sup{‖u(kh + cih)‖ : k ∈ Z+, i = 1, . . . , s}∞, it is a little different from Section 2. This is to deal
with the non-integer step kh+ cih appear in the control term u(kh+ cih) with ci = 0. The general s-stage RK method
for the problem (1) is deﬁned by the discrete system{
xn+1 = xn + h∑si=1bigi,
gi = f (xn + h∑sj=1aij gj , u(nh + cih)), i = 1, 2, . . . , s. (7)
Here we use xn stands for the state vector of discrete-time system (7) instead of x(n) since the symbol xn is often used
in numerical analysis literature to denote the numerical solution, while x(n) stands for the exact solution at tn = nh.
We shall always assume that the following (the row-sum condition) holds:
ci =
s∑
j=1
aij , i = 1, 2, . . . , s. (8)
We deﬁne the s-dimensional vectors c and b, and the s × s matrix A by
c = [c1, c2, . . . , cs]T, b = [b1, b2, . . . , bs]T, A = [aij ],
respectively. Clearly, an s-stage RK method is completely speciﬁed by its Butcher array
In the following, we will study ISS of RK methods for the linear control system (2). This means a linear stability (ISS)
analysis of RK method for control systems.
The stability function of RK methods is given by
r(hˆ) = 1 + hˆbT(I − hˆA)−1e = det[I − hˆ(A − eb
T)]
det(I − hˆA)
based on the test equation
y˙(t) = y(t), (9)
where  is a complex number, hˆ = h and R< 0, e = (1, 1, . . . , 1)T.
The region
RRK = {hˆ ∈ C; |r(hˆ)|< 1}
is called the region of absolute stability of the RK method. More restrictively, the method is said to be A-stable if RRK
includes all the left half-plane of hˆ.The regions of absolute stability of the RKmethods can be found in some numerical
analysis works, for instance, [6,12].
Applying RK scheme to linear control system (2), as a special case of (7), we obtain the following discrete-time
system:{
xn+1 = xn + h∑si=1bigi,
gi = L(xn + h∑sj=1aij gj ) + Gu(nh + cih), i = 1, 2, . . . , s. (10)
The discrete-time system (10) can be rewritten by the Kronecker product as follows:[
Isd − h(A ⊗ L) 0
−bT ⊗ Id Id
] [
Kn
xn+1
]
−
[
0 h(e ⊗ L)
0 Id
] [
Kn−1
xn
]
−
[
hI s ⊗ G
0
]
Un = 0, (11)
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where, Kn,i = hgi,
Kn = (KTn,1,KTn,2, . . . , KTn,s)T
and
Un = (uT(nh + c1h), uT(nh + c2h), . . . , uT(nh + csh))T.
The above Kronecker product form is similar to that in [7,11]. Let Un = 0, we obtain the homogeneous system[
Isd − h(A ⊗ L) 0
−bT ⊗ Id Id
] [
Kn
xn+1
]
−
[
0 h(e ⊗ L)
0 Id
] [
Kn−1
xn
]
= 0. (12)
Remark 3.1. Let
V =
[
Isd − h(A ⊗ L) 0
−bT ⊗ Id Id
]
, W =
[
0 h(e ⊗ L)
0 Id
]
, T =
[
hI s ⊗ G
0
]
, Zn =
[
Kn−1
xn
]
,
respectively. When the RK method is explicit or A-stable, V −1 exists, (11) can be rewritten as follows:
Zn+1 = V −1WZn + V −1T Un. (13)
Since Un is a known vector function, system (13) is a discrete control system, where Zn and Un stands for the state
vector and the control vector, respectively. In the case, components of the state and control vectors include the non-inter
step values.
Deﬁnition 3.1. Assume that the linear control system (2) is ISS. A RK method for the linear control system (2) is
called ISS if the difference system (10) is ISS in respect to the input term u(nh + cih).
The ISS properties of RK methods for the linear control system (2) are as follows.
Theorem 3.1. We consider that a RK method (A,b, c) is applied to the linear system (2). Assume that
(i) Ri (L)< 0, for i = 1, 2, . . . , d,
(ii) the RK method is explicit and hi (L) ∈ RRK, for i = 1, 2, . . . , d.
Then the RK scheme for (2) is ISS. Here i (L) stands for the ith eigenvalue of the matrix L.
Proof. By Lemma 2.1, the linear control system (2) is ISS from the condition (i) of the theorem.When a RK method is
applied to the linear control system (2), we have a linear non-homogeneous difference system. First, we can prove that
the corresponding linear homogeneous system is asymptotically stable. The proof process is similar to that in [7,11].
By Lemma 2.2, the linear non-homogeneous system is ISS. 
For the A-stable RK methods, we have the following result.
Theorem 3.2. We consider that a RK method (A,b, c) is applied to the linear system (2). Assume that
(i) Ri (L)< 0, for i = 1, 2, . . . , d,
(ii) the RK method is A-stable.
Then the RK scheme for (2) is ISS.
Proof. The proof can be carried out similarly to that of Theorem 3.1. 
Remark 3.2. The above results can be extended to the linear multistep (LM) methods for control systems. The rela-
tionships between ISS and the absolute stability of LM methods can be obtained in the similar way.
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4. ISS of RK methods for nonlinear control systems
Throughout the section, the inner product 〈x, y〉=xTy and the Euclidean norm ‖x‖=√〈x, x〉. The following result
is useful to discuss ISS of RK methods for nonlinear control systems.
Theorem 4.1. For system (1) if there exist the constants > 0 and 0, such that
〈x, f (x, u)〉 − ‖x‖2 + ‖u‖2 (14)
for any x ∈ Rd and u ∈ Rq. Then system (1) is ISS.
Proof. Let z(t) = ‖x(t)‖2, we have
z˙(t) = 2〈x(t), f (x(t), u(t))〉 − 2z(t) + 2‖u(t)‖2.
Using the comparison principle, it is easy to obtain
z(t) exp(−2t)z(0) + 

(‖u‖sup)2
{
exp(−t)‖x(0)‖ +
√


‖u‖sup
}2
.
This means that
‖x(t)‖ exp(−t)‖x(0)‖ +
√


‖u‖sup.
By Deﬁnition 2.1, the proof is completed. 
Now we pay our attention to ISS of RK methods for nonlinear control systems.
Deﬁnition 4.1 (Burrage and Butcher [3] and Butcher [4]). A RK method (A,b, c) is called (k, l)-algebraically stable
if there exist d1, . . . , ds0 such that the matrix
M =
[
	 
T

 W
]
is non-negative deﬁnite, where 	, 
i and wij are given by
	= k − 1 − 2l
s∑
i=1
di, 
i = di − bi − 2l
s∑
j=1
djaji ,
wij = diaij + djaji − bibj − 2l
s∑
m=1
dmamiamj .
For any Gauss or Radau IA method, there exists K and l0 > 0 such that for l ∈ [0, l0] the method is (1+2l+4l2K, l)
algebraically stable [4].
Deﬁnition 4.2. A RK method is called B-input-to-state stable (B-ISS) if the RK method is applied to the nonlinear
system (1) with the hypothesis (14) and there exist a -function ¯ : R0 × R0 → R0 and a -function ¯ such
that, for each input u ∈ l∞ and each  ∈ Rd , it holds that
‖xn‖ ¯(‖‖, n) + ¯(‖u‖sup) (15)
for any non-negative integer n.
Applying RK method to the nonlinear control system (1), we have the following result.
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Theorem 4.2. Assume that
(i) for the nonlinear control system (1), the hypothesis (14) holds,
(ii) for 0<k< 1, the RK method is (k, l)-algebraically stable, where l = −h.
Then the RK method for nonlinear system (1) is BISS.
Proof. An alternative form of (7) is as follows [5,12]:{
xn+1 = xn + h∑si=1bif (Yi, u(nh + cih)),
Yi = xn + h∑sj=1aij f (Yj , u(nh + cjh)), i = 1, 2, . . . , s. (16)
Let d1, . . . , ds be arbitrary numbers with di0 and 0<k< 1. Then we compute⎧⎪⎨
⎪⎩
‖xn+1‖2 − k‖xn‖2 − 2h∑si=1di〈fi, Yi〉
=〈xn + h∑si=1bifi, xn + h∑sj=1bjfj 〉
−k〈xn, xn〉 − 2h∑si=1di〈fi, xn + h∑sj=1aij fj 〉
(17)
using (16), where fi = f (Yi, u(nh+ cih)) for i = 1, . . . , s. The above procedure can be found in [3,4]. Since l =−h
and hypothesis (14) we estimate
2h
s∑
i=1
di〈fi, Yi〉

s∑
i=1
[2ldi〈Yi, Yi〉 + 2h〈u(nh + cih), u(nh + cih)〉]
= 2l
s∑
i=1
di
〈
xn + h
s∑
j=1
aij fj , xn + h
s∑
j=1
aij fj
〉
+ 2h
s∑
i=1
〈u(nh + cih), u(nh + cih)〉
and insert this into (17). This gives
‖xn+1‖2 − k‖xn‖2
 − 	〈xn, xn〉 − 2h
s∑
i=1

i〈xn, fi〉 − h2
s∑
i,j=1
wij 〈fi, fj 〉
+ 2h
s∑
i=1
〈u(nh + cih), u(nh + cih)〉,
where 	, 
i and wij are given in Deﬁnition 4.1. Since the RK method is (k, l)-algebraically stable, the matrix M is
non-negative. We obtain that
‖xn+1‖2k‖xn‖2 + 2h
s∑
i=1
〈u(nh + cih), u(nh + cih)〉
k‖xn‖2 + 2hs‖u‖2sup
and
‖xn‖2kn‖x0‖2 + 2 hs1 − k ‖u‖
2
sup
{
kn/2‖x0‖ +
√
2
hs
1 − k ‖u‖sup
}2
.
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This means that
‖xn‖kn/2‖x0‖ +
√
2
hs
1 − k ‖u‖sup.
According to Deﬁnition 4.2, the proof is completed. 
Remark 4.1. Theorem 4.1 can be thought as extensions of the results of [2,8]. In [8], u(t) is taken as a constant.While
only linear scalar differential equation with the forcing term is considered in [2].
5. Conclusion
In the paper the ISS of RK methods for control systems is introduced. Especially the BISS is discussed, which can
be thought as extensions of the previously reported results in literature.
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