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Wicky Prabowo Juliastoro, Prediksi Produksi Udang Vaname Menggunakan 
Algoritma Multiple Linear Regression (MLR) Kombinasi Gradient Descent (GD) 
dengan Apache Spark 
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Dr. Eng., S.T., M. Eng 
 Udang vaname merupakan udang budidaya tambak pengganti udang windu 
yang digemari oleh masyarakat Indonesia karena memiliki harga yang ekonomis 
dan memiliki prospek dan profit yang menjanjikan. Budidaya udang vaname 
tergolong mudah sedikit susah dibandingkan dengan udang windu. Udang vaname 
rentan terhadap serangan penyakit seperti White Faces Syndrome (WFS), White 
Spot Syndrome (WSS), dan Infectious Mionecrosis Virus (IFS) yang mengakibatkan 
kematian dan menurunnya jumlah produksi yang dihasilkan. Penurunan hasil 
produksi juga diakibatkan karena manajemen kualitasi air yang tidak baik seperti 
sirkulasi air yang buruk, pembersihan kolam yang tidak teratur, dan pemberian 
pakan yang berlebihan sehingga membuat kualitas air menurun. Maka dari itu, 
diperlukan algoritma yang dapat meprediksi hasil produksi udang vaname 
berdasarkan kualitas air yang digunakan agar para pelaku budidaya dapat 
mengambil tindakan pencegahan terhadap masalah yang terjadi. Pada penelitian 
ini, proses prediksi dilakukan menjadi beberapa proses yaitu, pre-processing, 
normalisasi data, prediksi, dan perhitungan nilai galat. Pada proses prediksi 
algoritma yang digunakan ialah Multiple Linear Regression (MLR) kombinasi 
Gradient Descent (GD) dengan Apache Spark dan pada proses perhitungan nilai 
galat menggunakan metode Root Means Square Error (RMSE). Hasil dari penelitian 
ini berdasarkan proses pengujian menggunakan data kualitas air untuk 1 kali 
panen tambak milik mitra FPIK UB di daerah Lamongan yang terdiri 18 parameter 
pada 4 kolam berbeda pada tanggal 26 Januari 2019 – 23 April 2019 diperoleh nilai 
RMSE sebesar 210,6348 dan nilai Adjusted R-Squared sebesar 0.8341 dengan 
persentase data training dan testing 70%:30%, jumlah fitur sebanyak 18, nilai 
alpha sebesar 0,33, nilai galat sebesar 0,01 dan jumlah node sebanyak 6. 
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 Vannamei shrimp is a shrimp in the tiger prawn pond culture favored by the 
Indonesian people because it has an economical price and has the expected 
prospects and benefits. The cultivation of vaname shrimp is quite tricky compared 
to tiger prawns. Vannamei shrimp is vulnerable to diseases such as White Faces 
Syndrome (WFS), White Spot Syndrome (WSS), and Infectious Mionecrosis Virus 
(IFS) which results in death and a decrease in the amount of production produced. 
The decrease in production results is also caused by poor air quality management 
such as poor air circulation, irregular ponds, and providing excessive feed which 
causes poor air quality. Therefore, an algorithm is needed that can predict the 
production of vannamei shrimp based on the quality of the water used so that 
cultivators can take preventive actions against problems that occur. In this study, 
prediction is carried out into several processes, namely, pre-processing, data 
normalization, prediction, and calculation of the error value. In the prediction 
process, the algorithm used is Multiple Linear Regression (MLR) a combination of 
Gradient Descent (GD) with Apache Spark and in the process of calculating the 
error value using the Root Means Square Error (RMSE) method. The results of this 
study are based on the testing process using water quality data for 1 time harvest 
of FPIK UB partners' ponds in the Lamongan area which consists of 18 parameters 
in 4 different ponds on January 26, 2019 - April 23, 2019, obtained an the RMSE 
value is 210.6348 and the Adjusted R-Squared value is 0.8341 with the percentage 
of training and testing data 70%:30%, the number of features is 18, the alpha value 
is 0.33, the error value is 0.01 and the number of nodes is 6. 
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BAB 1 PENDAHULUAN 
1.1 Latar Belakang 
Udang vaname (Litopenaeus vannamei) atau disebut juga udang kaki putih 
merupakan jenis udang yang berasal dari Pantai Pasifik Barat Amerika, pertama 
kali dikenalkan pada tahun 1970 di Tahiti. Udang ini secara resmi masuk dan rilis 
di Indonesia pada tahun 2001 untuk menggantikan udang windu (Penaeus 
monodon) yang mengalami penurunan kualitas dan susahnya mendapatkan bibit 
unggul (Pratama, et al., 2017). Udang vaname merupakan udang budidaya tambak 
yang sedang digemari oleh masyarakat Indonesia. Udang vaname memiliki harga 
yang begitu ekonomis sehingga memiliki prospek dan profit yang menjanjikan 
(Babu, et al., 2014). Cara budidaya udang vaname tergolong mudah dibanding 
dengan udang windu (Penaeus monodon). 
Data Kementerian Kelautan dan Perikanan (KKP) tahun 2018, menunjukkan 
bahwa produksi udang pada tahun 2016 berkisar di angka 700 ton, pada tahun 
2017 berkisar 1,2 juta ton dan pada tahun 2018 hingga triwulan ke 3 mencapai 700 
ribu ton. Penurunan hasil produksi udang pada tahun 2017 hingga tahun 2018 
banyak didominasi oleh udang vaname yang mana diakibatkan oleh serangan 
penyakit seperti white fices syndrome (WFS), white spot syndrome (WSS), dan 
infectious mionecrosis virus (IMV). Salah satu daerah penyumbang penurunan 
produksi udang ialah Banten dan Jawa Barat seperti di kawasan Cirebon, Cianjur, 
dan Pangandaran yang disebabkan karena infrastruktur dan proses sirkulasi air 
yang kurang dan curah hujan yang tinggi sehingga mengalami penurunan produksi 
berkisar kurang lebih 115 ribu ton. Penurunan jumlah produksi udang juga 
disebabkan oleh jumlah ketersediaan pakan udang yang menurun dari tahun 
sebelumnya berkisar 400 ribu ton. Hal tersebut memberikan sebuah informasi 
bahwa pengontrolan air yang baik dapat mencegah serangan penyakit kepada 
udang sehingga dapat meningkatkan jumlah produksi. 
Terdapat beberapa faktor yang dapat memengaruhi keberhasilan produksi 
udang vaname yaitu, faktor internal dan faktor eksternal. Faktor internal meliputi 
beberapa hal, seperti pemilihan bibit unggul sedangkan untuk faktor eksternal 
sendiri ialah kualitas air, pemberian pakan, teknologi yang digunakan dan 
pengendalian hama dan penyakit (Haliman & Adijaya, 2015). Kualitas air 
merupakan faktor krusial yang memengaruhi gagal dan suksesnya produksi udang 
vaname selama masa pemeliharaan. Untuk menjaga kondisi air tetap sehat maka 
diperlukan manajemen kualitas air secara intensif dengan memeriksa beberapa 
parameter seperti oksigen dalam air, suhu, ph, arus air, salinitas, amonia, dan 
alkalinitas.  
Untuk mengatasi masalah tersebut diperlukan analisis pengaruh kualitas air 
terhadap hasil produksi dengan melakukan suatu pemodelan menggunakan 
metode regresi berbasis linier yaitu, Multiple Linear Regression (MLR). Regresi 
linier merupakan metode statistik untuk melakukan peramalan dengan 




terikat (dependen, Y) menggunakan garis lurus (Katemba & Djoh, 2017). Multiple 
Linear Regression (MLR) merupakan pengembangan dari regresi linier yang 
bertujuan untuk menyelesaikan masalah pada data berdimensi tinggi. Hasil 
prediksi dari metode MLR menghasilkan tingkat error sangat baik. Pada penelitian 
yang membahas prediksi evaporasi dari suhu udara dan kelembapan udara di kota 
Pontianak menghasilkan nilai error 1,9% dengan menggunakan perhitungan error 
absolut, nilai R2 antara evaporasi dengan suhu udara yaitu 0,7422, nilai R2 antara 
evaporasi dengan kelembapan udara yaitu 0,8509, dan nilai R2 antara hasil 
evaporasi metode MLR dengan evaporasi data aktual yaitu 0,9136 (Jesiano, et al., 
2019). Pada penelitian yang membahas estimasi produktivitas tanaman padi di 
kabupaten Karawang menghasilkan nilai error relatif sebesar 0,04642 dengan nilai 
koefisien determinasi 80,46%. (Padilah & Adam, 2019).  
Multiple Linear Regression (MLR) memiliki kelemahan dalam memperoleh 
model persamaan yang konvergen, karena tidak dapat melakukan proses 
pembelajaran otomatis dalam menentukan nilai konstanta pada setiap fitur. 
Masalah tersebut membuat metode MLR tidak dapat memperoleh nilai galat 
minimal. Masalah tersebut dapat diatasi menggunakan metode optimasi Gradient 
Descent (GD). Metode Gradient Descent (GD) merupakan metode optimasi paling 
umum yang sering digunakan untuk meminimalkan model persamaan dengan 
memperthatikan nilai cost function, sehingga penerapan metode Gradient 
Descent terhadap MLR bertujuan menemukan nilai cost function yang mencapai 
lokal minimum pada setiap iterasi yang dilakukannya (Mouatasim, 2019). Nilai cost 
function yang diperoleh akan memengaruhi nilai konstanta (Mouatasim, 2019). 
Penerapan metode Gradient Descent (GD) terhadap metode MLR menghasilkan 
nilai galat yang baik. Pada penelitian yang membahas penggunaan Gradient 
Descent pada metode Multiple Linear Regression dalam menentukan kualitas 
wine menghasilkan nilai RMSE sebesar 20,20261 dan 20,20266 untuk penggunaan 
MLR tanpa metode optimasi (Mouatasim, 2019). 
Data kualitas air merupakan data bertipe time series dan memungkinkan data 
akan selalu berkembang dari waktu ke waktu sehingga menjadi kumpulan data 
yang lebih besar dan kompleks yang disebut Big Data (Patel, 2019). Proses 
pengolahan big data tidak sama dengan pengolahan data pada umumnya. Pada 
ekosistem pengolahan Big Data membutuhkan proses komputasi yang kompleks 
yang mana sangat sulit untuk memodelkan menggunakan komputasi pendekatan 
konvensional (Cholissodin, et al., 2020). Hal tersebut dapat diselesaikan 
menggunakan tools seperti Hadoop MapReduce dan Apache Spark. Hadoop 
MapReduce dan Apache Spark merupakan sebuah framework pemrograman 
menggunakan konsep big data yang mendukung komputasi terdistribusi 
(Testiono, 2017). Hadoop MapReduce sering digunakan pada penelitian yang 
melibatkan big data karena keefektifan nya dalam melakukan pemrosesan data 
secara terdistribusi (Glushkova, et al., 2019). Hadoop MapReduce memiliki 
keuntungan yaitu waktu eksekusi yang cepat dari media penyimpanan yang 
digunakan untuk proses write dan read (Bakratsas, et al., 2018). Pengolahan data 
menggunakan Hadoop MapReduce belum maksimal dibanding dengan Apache 




Spark memiliki kecepatan komputasi 100 kali lebih cepat dan mendukung lebih 
banyak bahasa pemrograman seperti R, Scala, Python, dan Java (Foundation, 
2018). Apache Spark menunjukkan kinerja 3 hingga 5 kali lebih cepat dalam 
membentuk single node kluster tervirtualisasi dan 1 hingga 4 kali lebih cepat dalam 
membentuk multiple node kluster tervirtualisasi dibandingkan Hadoop 
MapReduce (Ryanto, et al., 2017). Apache Spark memiliki tingkat response time 
berkisar 50% hingga 80% lebih cepat daripada Hadoop MapReduce (Oliviandi, et 
al., 2018). 
Pada penelitian dan permasalahan yang telah dijabarkan sebelumnya bahwa 
metode Multiple Linear Regression (MLR) kombinasi Gradient Descent (GD) 
dengan Apache Spark sangat cocok untuk melakukan prediksi produksi udang 
vaname, yang mana nilai hasil prediksi mendekati nilai aktual sehingga nilai-nilai 
dari parameter yang berpengaruh pada hasil produksi dapat dikontrol dengan baik 
untuk menciptakan hasil produksi yang baik. Berdasarkan uraian dan latar 
belakang yang telah dijabarkan, maka peneliti mengusulkan judul "Prediksi 
Produksi Udang Vaname Menggunakan Algoritma Multiple Linear Regression 
(MLR) kombinasi Gradient Descent (GD) dengan Apache Spark" 
1.2 Rumusan Masalah 
Dari uraian latar belakang sebelumnya, diperoleh beberapa rumusan masalah 
sebagai berikut: 
1. Bagaimana model yang optimal pada proses prediksi produksi udang vaname 
menggunakan algoritma Multiple Linear Regression (MLR) kombinasi 
Gradient Descent (GD) dengan Apache Spark? 
2. Bagaimana hasil dari nilai tingkat galat dengan Root Mean Square Error 
(RMSE) pada hasil prediksi produksi udang vaname menggunakan algortima 
Multiple Linear Regression (MLR) kombinasi Gradient Descent (GD) dengan 
Apache Spark? 
3. Apakah terdapat pebedaan yang signifikan terhadap waktu eksekusi dalam 
penggunaan jumlah node atau core pada local computing Apache Spark 
terhadap hasil prediksi produksi udang vaname menggunakan algortima 
Multiple Linear Regression (MLR) kombinasi Gradient Descent (GD) dengan 
Apache Spark? 
1.3 Tujuan 
Dari rumusan masalah yang telah diuraikan sebelumnya, maka tujuan dari 
penelitian ini adalah sebagai berikut:  
1. Memperoleh model yang optimal pada proses prediksi produksi udang 
vaname menggunakan algoritma Multiple Linear Regression (MLR) kombinasi 
Gradient Descent (GD) dengan Apache Spark. 
2. Memperoleh nilai tingkat galat yang rendah menggunakan RMSE sehingga 




3. Mengetahui perbedaan waktu eksekusi dalam penggunaan jumlah core atau 
node pada local computing Apache Spark. 
1.4 Manfaat 
Manfaat yang diharapkan dari penelitian ini adalah sebagai berikut: 
1. Dapat membantu budidaya/pengusaha udang vaname untuk memanajemen 
kualitas air secara tepat dan akurat. 
2. Dapat meningkatkan produktivitas udang vaname. 
3. Dapat mengembangkan sistem prediksi tentang cara pengelolaan air udang 
vaname. 
1.5 Batasan Masalah 
Untuk menghindari pokok bahasan yang meluas sehingga tidak tercapainya 
target dari penelitian yang dilakukan maka dibutuhkan pembatasan masalah 
sebagai berikut: 
1. Penelitian dilakukan untuk membantu peternak udang vaname mengetahui 
hal yang baik dan buruk yang harus dilakukan sesuai prediksi yang diberi 
sistem sehingga dapat meningkatkan produktivitas. 
2. Penelitian hanya menguji data kualitas air tanggal 26 januari 2019 hingga 23 
april 2019 pada 4 kolam berbeda yang digunakan untuk budidaya udang 
vaname terhadap metode Multiple Linear Regression (MLR) kombinasi 
Gradient Descent (GD) hingga mencapai model yang konvergen. 
3. Penelitian dilakukan untuk menghitung tingkat galat dari data yang 
didapatkan terhadap metode regresi linier. 
1.6 Sistematika Pembahasan 
Sistematika pembahasan menggambarkan pembahasan dan uraian dari 
laporan penelitian secara garis besar yang meliputi beberapa bab. Diharapkan 
pembaca dapat memahami sistematika isi dari laporan skripsi ini. 
BAB I : PENDAHULUAN 
Bab ini menjelaskan tentang latar belakang, rumusan masalah, 
tujuan penelitian, manfaat penelitian, batasan masalah, dan 
sistematika pembahasan tentang prediksi produksi udang 
vaname menggunakan algoritma Multiple Linear Regression 
(MLR) kombinasi Gradient Descent (GD) dengan Apache Spark. 
BAB II : LANDASAN KEPUSTAKAAN 
Bab ini menjelaskan tentang kajian pustaka terkait dengan 
penelitian yang telah dilakukan sebelumnya dan dasar teori 





BAB III : METODOLOGI 
Bab ini menjelaskan langkah-langkah yang dilakukan dalam 
melakukan penelitian meliputi tipe penelitian, strategi 
penelitian, pengumpulan data, teknik analisis data, 
implementasi algoritma, peralatan pendukung, pengujian dan 
analisis hasil, kesimpulan dan saran. 
BAB IV : PERANCANGAN 
Bab ini menjelaskan tentang perancangan sistem secara umum 
yang terdiri dari formulasi permasalahan yang diangkat, 
perancangan algoritma dari proses pre-processing hingga 
proses evaluasi, perhitungan manualisasi, dan perancangan 
skenario pengujian. 
BAB V : IMPLEMENTASI 
Bab ini menjelaskan tentang proses implementasi hasil 
perancangan yang telah ditulis pada bab 4 berupa hasil kode 
program dan penjelasan kode program sesuai bahasa 
pemrograman yang digunakan. 
BAB VI : HASIL DAN PEMBAHASAN 
Bab ini menjelaskan tentang hasil pengujian sistem yang telah 
dibuat pada bab 5 dan algoritma sesuai dengan skenario 
perancangan yang telah ditulis pada bab 4. Hasil pengujian 
akan ditampilkan dalam bentuk grafik bertujuan untuk 
mempermudah proses pembahasan mengetahui sejauh mana 
algoritma bekerja secara optimal dan menyelesaikan 
pertanyaan yang dipermasalahkan. 
BAB VII : PENUTUP 
  Bab ini menjelaskan tentang kesimpulan dan saran terhadap 
penelitian yang dilakukan. Pada bagian kesimpulan 
menjelaskan hasil akhir dari penelitian yang dilakukan dan pada 
bagian saran menjelaskan pengembangan dan masukan dari 








BAB 2 LANDASAN KEPUSTAKAAN 
Pada bagian ini membahas tentang tinjuan pustaka, menjelaskan tentang 
udang vaname, Multiple Linear Regression (MLR) dan Gradient Descent (GD) 
2.1 Tinjuan Pustaka 
Penelitian ini dikembangkan dari proses literatur review dari beberapa jurnal 
yang memiliki keterkaitan dengan topik yang diangkat. Penggunaan literatur atau 
referensi ini bertujuan untuk memberikan keabsahan atas metode yang dipilih dan 
sebagai batasan-batasan masalah yang akan diselesaikan. Berikut merupakan 
uraian dari beberapa literatur yang digunakan. 
Pada pustaka pertama, penelitian yang ditulis oleh abrougui tentang prediksi 
kentang organik menggunakan metode artificial neural network (ANN) and 
Multiple Linear Regressions (MLR). Penelitian ini bertujuan untuk mengevaluasi 
efek sistem persiapan lahan terhadap lingkungan tanah yang bertujuan untuk 
mempersiapkan tanah dengan perawatan yang memadai untuk menciptakan 
kondisi yang ideal dan menguntungkan untuk dilakukan penanaman kentang 
organik. Data yang digunakan pada penelitian tersebut ialah microbal Biomass 
(MB), soil resistance of penetration, soil organic matter (OM), dan tillage system 
yang didapatkan dari hasil pengamatan selama 60 hari pada tanah yang mau 
ditanami. Pembagian dataset yang digunakan untuk proses pelatihan, cross 
validating, dan pengujian ialah 50%, 30% dan 20%. Pada analisis pengujian galat 
untuk metode MLR dengan menggunakan Root Mean Square Error (RMSE) dan 
Mean Absolute Error (MAE) memperoleh nilai 0,431 dan 0,327, sedangkan untuk 
metode ANN memperoleh nilai RMSE sebesar 0,077, koefisien korelasi sebesar 
0,975 dan koefisien determinan sebesar 0,951. MLR memiliki tingkat galat lebih 
besar dibanding ANN dikarenakan MLR tidak dapat melakukan self learning untuk 
mengenali pola data (Abrougui, et al., 2019). 
Pada pustaka kedua, penelitian tentang pengaruh bahan baku yang digunakan 
pada properti biodiesel menggunakan metode MLR. Penelitian ini bertujuan untuk 
mengetahui model yang dapat memprediksi viskositas, kepadatan, titik nyala, nilai 
pemanasan tertinggi dan stabilitas oksidatif pada biodisel berdasarkan nilai 
saponifikasi, yodium dan kandungan asam lemak tak jenuh ganda dari bahan baku. 
Data yang digunakan ialah tujuh tipe minyak yang berbeda seperti minyak bunga 
matahari, minyak kacang, minyak kelapa terhidrogenasi, minyak kopra 
terhidrogenasi, lemak daging sapi, minyak lobak dan minyak kenari. Analisis hasil 
prediksi pada parameter kepadatan menghasilkan max relative error sebesar 
0,27% dengan nilai koefisien determinasi (R2) sebesar 95,4% , pada parameter nilai 
pemanasan tertinggi menghasilkan max relative error sebesar 1,26% dengan nilai 
R2 sebesar 76%, pada parameter viskositas dengan suhu 40 °C menghasilkan max 
relative error sebesar 6,15% dengan nilai R2 sebesar 95,5%, pada parameter titik 
nyala menghasilkan nilai max relative error sebesar 7,6% dengan nilai R2 sebesar 
95,7%, dan pada parameter stabilitas oksidatif menghasilkan nilai max relative 




pada penelitian Mairizal menghasilkan tingkat galat yang rendah, karena setiap 
data yang digunakan memiliki nilai korelasi yang sangat tinggi antara variabel 
independen dengan variabel dependen (Mairizal, et al., 2020). 
Pada pustaka ketiga, Penelitian ini bertujuan untuk mengetahui model untuk 
memprediksi efektifitas pegal koil pada otomotif berdasarkan getaran vertikal 
kendaraan dan frekuensi alami dari sistem suspensi nya. Data yang digunakan 
ialah data suspensi dari mobil sedan 1300cc. Analisis hasil prediksi daya tahan 
pegas berdasarkan model Coffin-Manson menghasilkan nilai koefisien determinan 
(R2) 0,8320 dan nilai Mean Square Error (MSE) 0,5282, berdasarkan model Morrow 
menghasilkan nilai koefisien determinan (R2) 0,8820 dengan nilai Mean Square 
Error (MSE) sebesar 0,5855, dan berdasarkan Smith-Watson-Topper menghasilkan 
nilai koefisien determinan (R2) 0,8320 dengan nilai Mean Square Error (MSE) 
0,7056. Pada penelitian yang dilakukan oleh Kong membuktikan bahwa tingkat 
galat RMSE dipengaruhi oleh proses pengolahan dataset dan karakteristik data 
(Kong, et al., 2019). 
Pada pustaka keempat, penelitian ini bertujuan untuk memodelkan indeks 
ekonomi menggunakan metode MLR dari sistem produksi gandum secara tadah 
hujan mekanis dan semi-mekanis di daerah kabupaten Behshahr yang terletak di 
timur Provinsi Mazandaran, Iran Utara. Data penelitian yang digunakan diperoleh 
melalui kuesioner dan wawancara dengan 124 produsen gandum, yang mana 
peserta dipilih secara acak berdasarkan dengan sistem rainfed secara struktur (43 
peserta) dan semi-struktur (81 peserta). Pada penelitian ini pembentukan model 
MLR yang digunakan berdasarkan konsep Cobb-Douglas, linear, 2FI, quadratic, dan 
pure-quadratic. Hasil analisis model MLR terbaik diperoleh berdasarkan konsep 
quadratic memiliki nilai Root Mean Square Error (RMSE) sebesar 93,45 untuk 
sistem mekanik dan 53,90 untuk sistem semi-mekanik, nilai Mean Absolute 
Percentage Error (MAPE) sebesar 5,53 untuk sistem secara mekanik dan 3,77 
untuk sistem secara semi-mekanik dan nilai koefisien determinan sebesar 0,74 
untuk sistem secara mekanik dan 0,80 untuk sistem secara semi-mekanik. 
Perbedaan nilai RMSE pada penelitian yang dilakukan oleh Amoozad disebabkan 
oleh teknik pengambilan dataset. Teknik pengambilan data dapat memengaruhi 
tingkat korelasi setiap variabel independen dengan variabel dependen (Amoozad-
Khalili, et al., 2020). 
Pada pustaka kelima, penelitian ini bertujuan membuktikan apakah 
MapReduce dapat bekerja dengan baik dalam menyelesaikan masalah di bidang 
medis menggunakan perangkat keras dengan anggaran rendah. Data yang 
digunakan ialah data penyakit dan cara menyembuhkannya. Pada proses 
implementasi dataset dibagi menjadi 2 bagian yaitu, 16000 bagian dan 1 juta 
bagian dan spesifikasi untuk master node ialah 4 GB RAM, 4 CPU dan spesifikasi 
untuk node pembantu ialah 2 GB RAM, 1 CPU. Hasil dari penelitian tersebut 
menunjukkan terjadi perubahan signifikan terhadap penggunaan 2 node dengan 3 
node. Pada dataset sebanyak 16000 bagian memiliki waktu eksekusi 1200,221 (s) 
untuk 2 node dan 585,223 (s) untuk 3 node dan pada dataset sebanyak 1 juta 




node. Penelitian yang dilakukan oleh Khawla membuktikan bahwa semakin banyak 
node yang digunakan dapat meningkatkan kinerja komputasi dalam segi waktu 
eksekusi (Khawla, et al., 2018). 
Pada pustaka keenam, penelitian tentang membandingkan metode Gradient 
Descent (GD) dengan Fast Control Gradient (FCG) dalam menentukan kualitas 
anggur. Data yang digunakan ialah kualitas anggur dan rencana daya siklus 
gabungan. Analisis hasil yang diperoleh pada MLR dengan GD menghasilkan nilai 
Means Square Error (MSE) sebesar 20,20261 dan untuk MLR menghasilkan nilai 
MSE sebesar 20,20266 Perbedaan hasil perhitungan MSE pada penelitian yang 
dilakukan oleh Moutasim membuktikan bahwa GD dapat menutupi kekurangan 
MLR yang tidak dapat melakukan self learning (Mouatasim, 2019). 
Pada pustaka ketujuh, penelitian tentang implementasi Apache Spark dan 
Hadoop MapReduce berbasis HDFS bertujuan untuk menganalisis performa yang 
di hasilkan. Data yang digunakan ialah kumpulan kata-kata berukuran 1,5 GB dan 
2,5 GB yang diperoleh dari internet. Hasil analisis menggunakan data berukuran 
1,5 GB menunjukkan Apache Spark memiliki rata-rata response time lebih kecil 
dibandingkan Hadoop MapReduce yaitu, 206,4 seconds dan 584,6 seconds dan 
untuk data berukuran 2,5 GB memiliki response time sebesar 220,8 seconds dan 
848,4 seconds. Nilai rata-rata diambil dari hasil 5 kali percobaan pada data 1,5 GB 
dan 2,5 GB (Oliviandi, et al., 2018). 
Tabel 2.1 Daftar Kajian Pustaka 
No Penelitian Objek Metode Hasil 
1. (Abrougui, 
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Pada Tabel 2.1 merupakan perbandingan dari berbagai jurnal pada penelitian 
sebelumnya, sehingga dapat disimpulkan bahwa algoritma Multiple Linier 
Regression (MLR) dapat menyelesaikan masalah prediksi pada dataset berdimensi 
tinggi dengan mendapatkan hasil perhitungan evaluasi dengan nilai galat rendah 
dan metode Gradient Descent (GD) dapat melakukan optimasi komputasi yang 
lebih sederhana dan memperoleh hasil nilai galat yang optimal. Oleh karena itu, 
pada penelitian ini algoritme MLR kombinasi GD dengan konsep Apache Spark 
sangat cocok digunakan untuk melakukan prediksi pada hasil produksi udang 
vaname yang mana dataset yang dipakai memiliki jumlah variabel lebih dari 10 
dengan banyak data lebih dari 100. 
2.2 Udang Vaname 
Udang merupakan hewan laut dengan nama latin crustacea dan termasuk 
dalam kingdom animalia. Udang vaname merupakan jenis udang yang tergolong 
dalam kingdom animalia, filum arthropoda, kelas crustacea, ordo decapoda, famili 
penaidae, genus litopenaeus, dan spesies litopenaeus vannamei  (Suharyadi, 
2011). Udang vaname merupakan jenis udang budidaya air payau. Pada dunia 
perdagangan internasional Udang Vaname memiliki beberapa nama, seperti 
whiteleg shrimp (Inggris). Ada sekitar 343 spesies udang yang potensial untuk 
dikembangkan secara komersial. Dari jumlah itu, setidaknya ada 110 spesies yang 
termasuk ke dalam genus penaeid. 
Udang vaname merupakan komoditas primadona pada sektor perikanan yang 
dapat meningkatkan perekonomian negara melalui kegiatan ekspornya. Minat 




kalangan masyarakat Indonesia karena udang memiliki banyak kandungan protein 
dan vitamin yang baik untuk tubuh. Minat yang begitu banyak tidak didominasi 
oleh dalam negeri saja, sehingga Indonesia menjadi salah satu negara pengekspor 
udang terbesar. Kementerian Kelautan dan Perikanan (KPP) akan meningkatkan 
jumlah produksi udang mencapai 250% dari 145.000 ton pada 2018 menjadi 
363.000 ton pada tahun 2024. Kebijakan tersebut dilandasi oleh banyaknya minat 
konsumen dalam mengkonsumsi udang yang di prediksi mencapai 8,4 juta ton 
pada tahun 2027. 












Gambar 2.1 Morfologi Udang Vaname (Suharyadi, 2011) 
1. Chepalothorax (kepala) 
2. Rostrum (cucuk kepala) 
3. Mata 
4. Antennula (sungut kecil) 
5. Prosartema 
6. Antenna (sungut besar) 
7. Maxilliped (alat bantu rahang) 
8. Pereopoda (kaki jalan) 
d. Cardiac plate 
e. Gigi-gigi cardiac 
f. Cardiac ossicle 
g. Hepatopancreas 
h. Usus (mid gut) 
i. Anus 
9. Pleopoda (kaki renang) 
10. Uropoda (ekor kipas) 
11. Telson (ujung ekor) 
a. Oesophagus 
b. Ruang cardiac 






 Secara umum udang vaname terdiri dari dua bagian utama yaitu kepala 
(cephalothorax) dan perut (abdomen). Kepala udang vaname terdiri dari 4 bagian 
yaitu, antennule, antenna, mandibula, dan dua pasang maxilla. Pada bagian kepala 
udang vaname dilengkapi oleh tiga pasang maxiliped dan lima pasang kaki jalan 
(periopoda) (Suharyadi, 2011). Pada bagian perut (abdomen) terdiri dari enam 
segmen yaitu, pada segmen 1-3 disebut tergum, sedangkan pada segmen 4-6 
disebut pleuron. Pada bagian perut terdiri 5 pasang kaki renang dan sepasang 
uropoda (seperti ekor) yang membentuk kipas bersama-sama telson. Udang 
vaname dapat tumbuh hingga 24 cm pada betina dan 20 cm pada jantan dengan 
struktur tubuh berwarna putih kemerahan, transparan (bening), berkulit licin dan 
halus (Kitani, 1994). 
Jenis kelamin pada udang vaname dapat dilihat dari anatomi luar. Udang 
vaname jantan memiliki 4 organ reproduksi yaitu, testes, vasa diferensia (Saluran 
air mani), petasma, dan appendix masculina. Petasma tumbuh dari ruas coxae kaki 
renang nomor 1 memiliki panjang kira-kira 12 mm. lubang pengeluaran sperma 
ada 2 di kiri dan di kanan terletak pada dasar coxae dari pareopoda (kaki jalan) 
nomor 5. Udang vaname betina memiliki 4 organ reproduksi yaitu, ovarium, 
oviduct (saluran telur), genital aperture (lubang genitalia), dan thelicum. Thelicum 
berbentuk berupa cekungan terbuka yang di tepinya terdapat bulu-bulu halus 
(setae), terletak di bagian ventral dada/thorax, antara ruas coxae kaki jalan. 
Lubang pengeluaran telur terletak pada coxae kaki jalan nomor 3. Coxae 
merupakan ruas nomor 1 dari kaki jalan dan kaki renang. 
2.2.2 Siklus Hidup Udang Vaname (Litopenaeus vannamei) 
Menurut Wyban dan Sweeney (1991), siklus hidup udang vaname bersifat 
nocturnal. Proses perkembangbiakan terjadi ketika betina mengalami loncatan 
secara tiba-tiba. Loncatan tersebut menandakan bahwa betina mengeluarkan sel-
sel telur yang mana secara bersamaan spesies jantan mengeluarkan sperma 
sehingga sel telur mengalami pembuahan oleh sperma secara eksternal. Berikut 
merupakan tahap-tahap siklus hidup udang vaname, yaitu: 
1. Nauplius 
Pada stadia ini dibagi menjadi enam sub stadia (N!"#), berlangsung lamanya 
berkisar 50 jam atau 2 hari. Besar ukuran larva berkisar 0,32 – 0,58 mm. Pada 
tahap ini sistem pencernaan belum sempurna dan masih memiliki cadangan 
makanan berupa kunin telur sehingga tidak membutuhkan makanan dari luar. 
2. Zoea 
Stadia Zoea terbagi atas 3 sub stadia (Z!"$), berlangsung sekitar 4 hingga 5 
hari. Pada tahap stadia ini larva akan mengalami moulting sebanyak 3 kali. Besar 




perubahan lingkungan seperti perubahan kadar garam dan suhu air. Zoea mulai 
membutuhkan makanan berupa fitoplankton. 
3. Mysis 
Stadia Mysis terbagi atas 3 sub stadia (M!"$), berlangsung sekitar 4 hingga 5 
hari. Bentuk udang pada tahap stadia Mysis hampir menyerupai udang dewasa, 
terlihat ekor kipas (uropod) dan ekor (telson). Besar ukuran larva berkisar 3,5 
hingga 4,8 mm. Pada tahap ini benih telah mampu untuk menyantap zooplankton, 
misal Artemia salina. 
4. Post larva (PL) 
Stadia post larva, benih telah menyerupai udang dewasa. Hitungan stadia 
berdasarkan hari, misal PL 1 berarti post larva telah memasuki hari pertama. 
Stadia post larva ditandai dengan tumbuhnya pleopod yang berambut (setae) yang 
berfungsi untuk renang. Stadia post larva merupakan organisme penghuni dasar 
perairan atau disebut dengan bentik. Pada tahap ini, benih menggemari makanan 
berupa zooplankton. 
2.3 Multiple Linear Regression (MLR) 
 Regresi ialah sebuah mesin pembelajaran yang menerapkan konsep 
pembelajaran secara supervised, yang mana pada konsep tersebut akan mencari 
model dari dataset yang digunakan untuk menghasilkan model prediksi berupa 
numerik untuk sampel data yang digunakan selanjutnya (Rehab & Boufares, 2015). 
Tujuan pembentukan model pada metode regresi ialah untuk mengetahui 
hubungan yang dimiliki antar variabel, sehingga dapat dengan mudah 
menganalisis variabel-variabel yang memengaruhi terhadap pembentukan 
keputusan pada variabel dependen (/) (Diantari, 2014). 
 Multiple Linear Regression (MLR) atau Regresi Linier Berganda merupakan 
teknik untuk menganalisis hubungan antara 2 variabel yaitu, variabel dependen 
(/) terhadap variabel independent ("!, "%, "$, …	 , "&	) secara linier sehingga 
terbentuknya suatu model (Amral, et al., 2007). Tujuan metode Multiple Linear 
Regression (MLR) ialah untuk menghasilkan suatu model pada variabel dependen 
(/) berdasarkan nilai-nilai dari variabel independen ("!, "%, "$, …	 , "&	) (Amral, et 
al., 2007). Menentukan model yang konvergen pada variabel dependent (/) pada 
metode Multiple Linear Regression (MLR) didapatkan dengan Persamaan 2.1 
(Amral, et al., 2007). 
/ = %' + %!"! + %%"% +⋯+ %("( + $ (2.1) 
Keterangan: 
/ = Variabel dependen 
%' = Konstanta 




"(  = Variabel independen ke-- 
$ = Standar galat 
- = Jumlah fitur 
Untuk mencari nilai %', %!, … , %(  menggunakan Persamaan 2.2. 
%( = [%'	%! 	…	%(]) = (")")"!")/ (2.2) 





























* = Jumlah data yang digunakan 
A = Jumlah fitur yang digunakan 
Berikut merupakan algoritma Multiple Linear Regression (MLR) untuk 
menentukan model dari variabel dependen (/) yang konvergen (Mendenhall & 
Sincich, 2012): 
1. Mengumpulkan sampel data untuk setiap unit dalam penelitian, contoh: 
variabel dependen (/) yang akan di prediksi dan variabel independen yang 
dibutuhkan ("!, "%, "$, …	 , "&	). 
2. Membuat hipotesis bentuk model dari komponen deterministik (/) yang 
melibatkan proses pemilihan variabel independen yang akan digunakan. 
3. Gunakan metode least square untuk menghitung estimasi parameter 
%', %!, … , %(. 
4. Tentukan distribusi probabilitas komponen galat acak $ dan tentukan varian 
B%. 
5. Evaluasi model yang telah diperoleh secara statistic. 
6. Melakukan uji asumsi tingkat signifikan pada B dan modifikasi model jika 
diperlukan. 
7. Jika melalui pengujian signifikan dan model memperoleh nilai signifikan yang 
memadai, maka model tersebut dapat digunakan untuk melakukan prediksi 
nilai dari variabel dependen (/), menganalisis seberapa besar keterkaitan 
variabel independen terhadap pengambilan keputusan variabel dependen, 




2.3.1 Gradient Descent (GD) 
 Gradient Descent (GD) adalah algoritma optimasi yang digunakan untuk 
meminimalkan beberapa fungsi secara iteratif yang bergerak ke arah lokal 
minimum. GD memiliki peran penting dalam mengoptimasi metode MLR yaitu 
untuk memperbarui parameter model yang mengacu pada koefisien setiap fitur 
(%', %!, … , %&). Berikut merupakan langkah-langkah GD dalam memperbarui 
koefisien dalam model MLR (Yang, et al., 2019): 
1. Inisialisasi %', %!, … , %& dengan nilai real atau 0 dan learning rate ! dengan 
nilai 0 hingga 1. 
2. Tentukan cost fuction menggunakan Persamaan 2.4. 







3. Jika koefisien model %', %!, … , %& kurang dari $ maka algoritma berakhir 
dan nilai dari %', %!, … , %& merupakan hasil akhir. Jika tidak maka lanjut ke 
tahap 4. 
4. Memutakhirkan semua koefisien model %', %!, … , %& menggunakan 
Persamaan 2.6 untuk nilai *	 < 1 dan Persamaan 2.7 untuk *	 > 1. 
%& ∶= %& − !
K
K%&
C(%', %!, … , %&) (2.5) 







Jika *	 > 1, 
Keterangan: 
D = Jumlah data 
* = Jumlah fitur 
- = Baris data 
2.4 Root Mean Square Error (RMSE) 
 Root Mean Square Error (RMSE) merupakan metode untuk menghitung 
efisiensi model yang digunakan dengan mengevaluasi nilai hasil prediksi dengan 
nilai sebenarnya (Chaurasiya, et al., 2017). Metode tersebut digunakan untuk 
mengetahui apakah terdapat penyimpangan besar antara data hasil prediksi 
dengan data aktual ataupun sebaliknya. Nilai RMSE dikatakan terdapat 
penyimpangan jika menghasilkan nilai positif, semakin besar nilai positif maka 
penyimpangan antara data prediksi dengan data aktual semakin jelas dan begitu 










juga sebaliknya (Abujazar, et al., 2018). Persamaan RMSE dituliskan pada 








Q0,(  = Nilai aktual 
Q2,(  = Nilai prediksi  
R  = Jumlah data 
2.5  Analisis Koefisien Determinasi (!#) 
 Analisis koefisien determinasi (R%) digunakan untuk melihat berapa persen 
pengaruh hubungan variabel independen terhadap variabel dependen dalam 
model. Berdasarkan nilai R% dapat mengetahui tingkat signifkansi hubungan 
antara variabel bebas dan variabel terikat pada regresi linier (Sinambela, et al., 
2014). Koefisien determinasi (R%) menghasilkan nilai dengan rentang nilai 0 hingga 
1, jika nilai R% mendekati 0 maka pengaruh variabel independen terhadap variabel 
dependen sangat kecil atau tidak ada sama sekali dan jika nilai R% mendekati nilai 
1 maka variabel independen memiliki pengaruh sangat besar dan hampir dominan 
(Harlan, 2018). Persamaan koefisien determinasi (R%) dituliskan pada persamaan 
2.9. 






NNO (Sum Squared Error) = ∑ (/5*4657 −	/89:;(*<()&(/!
% 
NNS	 (Sum Squared Total) = ∑ (/5*4657 −	/9545"9545)&(/!
% 
 Menurut beberapa ahli, analisis koefisien determinasi untuk algoritma MLR 
lebih baik menggunakan Adjusted R-Squared. Metode Adjusted R-Squared 
merupakan metode penyempurnaan dari metode R-Squared, yang mana metode 
Adjusted R-Squared telah mempertimbangkan jumlah sample data dan jumlah 
variabel yang digunakan. Persamaan dari metode Adjusted R-Squared dituliskan 
pada persamaan 2.10 (Harlan, 2018). 
UVW	L% = 1 −	
(1 − L%)	(* − 1)








* = Banyak sampel 
X = Jumlah variabel independen dalam model 
2.6 Overfitting dan Underfitting 
 Pada setiap proses pelatihan model pada machine learning akan mengalami 
overfitting dan underfitting. Overfitting ialah ketika model memiliki kapasitas yang 
berlebih untuk menyelesaikan data dengan pola yang sama pada proses training. 
Underfitting adalah ketika model tidak dapat menyelesaikan data dengan pola 
data yang sama pada proses training. Overfitting terjadi pada sebagian besar 
model machine learning, karena model terlalu memahami dengan baik pola data 
pada proses training. Underfitting dapat dihindari dengan melakukan proses 
menggunakan metode optimasi dengan mempertimbangkan kesalahan pada hasil 
prediksi, sedangkan overfitting susah dihindari karena model dianggap sebagai 
hasil dari fitting yang sempurna (Bonaccorso, 2017). Ilustrasi antara underfitting, 
normal fitting dan overfitting terdapat pada Gambar 2.2 (Bonaccorso, 2017). 
 
Gambar 2.2 Ilustrasi Underfitting, Normal fitting dan Overfitting	 
2.7 Apache Hadoop  
Apache Hadoop pertama kali diperkenalkan oleh Doug Cutting dan Mike 
Cafarella pada tahun 2004, yaitu Hadoop Distributed Filesystem (HDFS) dan Map 
Reduce (aspek programming Nya). Apache Hadoop merupakan sebuah framework 
open-source dari java digunakan untuk proses terdistribusi dari dataset yang 
begitu besar hingga ukuran petabyte dari keseluruhan kluster komputer 
menggunakan model pemrograman sederhana. Apache Hadoop dirancang untuk 
meningkatkan performa single server dengan menghubungkan ke beberapa 
komputer dengan menawarkan komputasi dan penyimpanan secara lokal pada 
masing-masing komputer. Apache Hadoop dapat mendeteksi dan menangani 
kegagalan pada saat komputasi, sehingga dapat memberikan layanan untuk 





Pada Gambar 2.3 menunjukkan bahwa yang menjadi fondasi utama dari konsep 
Hadoop ialah HDFS (Hadoop Distribute Filesystem) sebagai sebuah sistem file yang 
terdistribusi dan MapReduce merupakan konsep pemrograman yang 
mengultilisasi sistem pendistribusian pada HDFS dengan menyeimbangkan konsep 
indepensi, yang mengakibatkan memiliki kecepatan yang tinggi tanpa harus 
khawatir tereduksi oleh koordinasi antar proses. Untuk memperlancar kerja 
MapReduce maka dibutuhkan aplikasi tertentu seperti Apache Spark berfungsi 
untuk memproses dan menganalisis data dengan volume besar secara real time 
(Testiono, 2017). 
2.7.1 MapReduce 
MapReduce merupakan framework terdistribusi besutan google untuk 
memproses dan menganalisis dataset berukuran besar yang dijalankan secara 
simultan di berbagai komputer. MapReduce memiliki tiga komponen utama yaitu, 
master, fungsi map, dan fungsi reduce. Master berfungsi untuk mengatur fungsi 
back-end map dan fungsi reduce. Framework MapReduce sendiri berisi alur kerja 
dari berbagai komputasi dimana setiap komputasi memuat dua fungsi utama 
yaitu, map dan reduce. Fungsi map diterapkan untuk setiap catatan input dan 
menghasilkan daftar catatan intermediate. Fungsi reduce diterapkan ke setiap 
grup pada catatan intermediate dengan memberi kunci yang sama dan 
memproduksi daftar catatan output. MapReduce diharapkan dapat 
menyelesaikan komputasi dengan beberapa komputer dan node ketika di 
diimplementasikan menggunakan Hadoop (Khezr & Navimipour, 2017). 











Pada Gambar 2.4, Node master berfungsi untuk menjalankan semua layanan 
yang diperlukan untuk mengatur komunikasi antara map dan reduce. Input file 
dibagi menjadi beberapa bagian yang sama yang disebut dengan input splits. Input 
splits kemudian melewati mappers dimana input splits akan berkerja secara 
paralel untuk menyediakan data hasil komputasi dari input splits. Data hasil dari 
proses mapper yang berupa bagian-bagian data hasil komputasi yang masih 
terpisah, kemudian setiap reducer akan mengumpulkan partisi/bagian-bagian 
data dan menggabungnya sehingga menghasilkan file output (Khezr & Navimipour, 
2017). 
Menurut Khezr & Navimipour (2018) Bagian-bagian yang terpenting pada 
arsitektur MapReduce ialah mapper, reducer, dan shuffle yang mana dijelaskan 
sebagai berikut: 
1. Mappers, merupakan sebuah pemrosesan input data yang ditugaskan oleh 
master untuk melakukan perhitungan pada data input dan menghasilkan hasil 
intermediate dalam bentuk pasangan kunci/nilai. 
2. Reducer, memiliki fungsi sebagai penerima kunci dari intermediate file untuk 
digabungkan yang mana akan membentuk nilai-nilai yang lebih rendah. 
3. Shuffle, berfungsi untuk mentransfer data dari mapper disk tanpa 
menggunakan main memory dan hasil dari intermediate file yang berada di 
local disk akan diurutkan berdasarkan kuncinya sehingga semua pasangan 
dengan kunci yang sama akan dikelompokkan bersama dan mentransfernya 
dari node local map ke node reduce melalui jaringan. 
2.7.2 Apache Spark  
 Apache Spark merupakan framework komputasi terdistribusi yang membentuk 
sebuah kluster berbasis memori yang dirancang untuk melakukan perhitungan 
super cepat. Komputasi berbasis memori pada Spark ialah proses komputasi yang 
dilakukan pada memori komputer sehingga program yang dijalankan lebih efisien 
daripada MapReduce yang menjalankan komputasi berbasis disk dan memiliki 
struktur lebih kompleks. Spark termasuk pengembangan dari model MapReduce 
dengan meningkatkan efisiensi sehingga mendukung lebih banyak jenis 




























komputasi, seperti interactive queries dan streaming processing. Framework Spark 
mendukung berbagai bahasa pemrograman, seperti Python, Java, Scala, R, SQL, 
dan beberapa library (Karau, et al., 2015).  
 Spark terdiri dari beberapa komponen yang saling berintegrasi secara erat. 
komponen-komponen tersebut terdiri dari Spark SQL, Spark Streaming, Spark 
MLib, Spark GraphX, dan Spark Core. Komponen-komponen tersebut yang 
membuat Spark sebagai mesin komputasi yang responsif dalam melakukan 
scheduling, distributing, dan monitoring program yang terdiri beberapa task pada 
server atau kluster komputasi. Komponen-komponen yang saling berintegrasi 









2.7.2.1 Spark Core 
 Spark Core merupakan fungsi dasar dari komputasi Spark yang berfungsi untuk 
melakukan scheduling, memory management, fault recovery, dan interaksi 
dengan sistem penyimpanan. Spark Core sebagai induk API (Application 
Programming Interface) untuk mendefinisikan Ressilent Distributed Datasets 
(RDDs). RDDs mempresentasikan kumpulan dataset yang didistribusikan ke 
kumpulan node yang dapat dimanipulasi secara pararel. Spark Core menyediakan 
API yang beragam untuk membentuk dan memanipulasi RDDs (Karau, et al., 2015). 
2.7.2.2 Spark SQL 
 Spark SQL merupakan package untuk melakukan pengolahan data terstruktur. 
Spark SQL memungkinkan melakukan querying via SQL dengan baik menggunakan 
Apache Hive berbasis SQL yang disebut Hive Query Language (HQL). HQL 
mendukung pengambilan data dari banyak sumber, seperti Hive table, parquet, 
dan JSON. Spark SQL juga memungkinkan para developer untuk melakukan 
kombinasi queries SQL dengan manipulasi data terprogram yang didukung oleh 
RDDs dengan bahasa pemrograman Python, Java, dan Scala (Karau, et al., 2015). 
2.7.2.3 Spark Streaming 
 Spark Streaming merupakan salah satu komponen Spark yang memungkinkan 
memproses data secara live stream atau real time. Spark Streaming dirancang 
bertujuan untuk meningkatkan fault tolerance, throughput, dan scalabilities yang 
sama seperti Spark Core. Spark Streaming menyediakan layanan API untuk 
Gambar 2.5 Arsitektur Spark 
Spark SQL  
structured data 













memanipulasi data stream yang sama dengan API pada RDDs Spark Core. API pada 
Spark Streaming tersebut mempermudah developer untuk memahami proyek 
yang dikerjakan dan memanipulasi data yang tersimpan pada memori, disk, dan 
data terkini (Karau, et al., 2015).  
2.7.2.4 Spark MLib 
 Spark MLib merupakan library yang secara umum menyediakan fungsi Machine 
Learning (ML). Spark MLib menyediakan beberapa tipe algoritma ML, seperti 
regresi, klasifikasi, clustering, dan collaborative filtering dan beberapa fungsional 
pendukung seperti evaluasi model dan data import. Spark MLib juga memiliki 
fungsionalitas ML level rendah seperti algoritma optimasi GD (Karau, et al., 2015).  
2.7.2.5 Spark GraphX 
 Spark GraphX merupakan library untuk melakukan manipulasi graph dan 
menerapkan komputasi graph secara paralel. GraphX memiliki fungsi yang sama 
dengan Spark Streaming dan Spark SQL yaitu pada GraphX bertujuan memperluas 
jangkauan distribusi API RDD dengan membuat graph berarah yang memiliki 
properti bebas yang dikaitkan pada setiap simpul dan tepi. GraphX menyediakan 
berbagai macam operator untuk manipulasi graph, seperti subgraph dan 
mapVertice dan library algoritma graph secara umum, seperti PageRank dan 
triangle counting (Karau, et al., 2015). 
2.7.2.6 Cluster Manager 
 Cluster Manager menjelaskan bagaimana Spark secara efisien meningkatkan 
skala komputasi dari satu node hingga ribuan node. Apache Spark dapat 
mempertahankan fleksibelitasnya dalam meningkatkan skala komputasi dengan 
menjalankan berbagai macam pengelola kluster yang tersedia, yaitu Hadoop 
YARN, Apache Mesos dan salah satu kluster manager bawaan dari Spark, yaitu 
Standalone Scheduler. Standalone Scheduler tersedia ketika menginstal Spark 
pada mesin yang belum diset kluster manajernya (Karau, et al., 2015).  
2.7.3 Batch Processing 
 MapReduce termasuk model batch processing (Turkington, et al., 2016). Batch 
processing merupakan proses eksekusi data secara menyeluruh dan dilakukan 
pada satu waktu tertentu oleh komputer tanpa adanya interaksi yang dilakukan 
oleh pengguna (Thakur, 2020). Batch processing akan mengumpulkan data input 
dan memproses data dalam beberapa batch dengan ukuran berbeda (Gupta & 
Saxena, 2016). Batch processing akan mejalankan tugasnya pada kumpulan node 
yang saling terhubung antara satu sama lainnya sehingga menghasilkan kluster 














 Pada Gambar 2.6 menjelaskan tentang arsitektur batch processing dalam 
melakukan perhitungan nilai rata-rata dari data yang diperoleh. Pertama, user 
akan melakukan proses input data ke dalam sistem. Data yang diinputkan oleh 
user akan dikumpulkan dan diatur oleh operator sehingga menghasilkan beberapa 
kluster data. Kluster data yang terbentuk akan dikirimkan pada batch yang 
tersedia. Batch yang berisi kluster data menunggu waktu yang telah ditentukan 
untuk melakukan proses perhitungan nilai rata-rata oleh komputer. Selama proses 
perhitungan nilai rata-rata pada setiap batch tidak bisa ditambah atau dikurangi 
jumlah datanya sehingga data baru yang diinpukan oleh user akan masuk pada 
batch selanjutnya.  
2.7.4 Stream Processing 
 Spark termasuk model Stream processing (Gupta & Saxena, 2016). Stream 
processing merupakan salah satu teknologi big data yang memungkinkan 
memproses data secara terus menerus pada data stream dan dapat mendeteksi 
kondisi dengan cepat dalam jangka waktu yang singkat (Perera, 2018). Memproses 
data yang begitu besar membutuhkan banyak tugas yang ditanggung pada aliran 
data masuk sehingga muncul tipe-tipe stream processing diantaranya adalah 
secara serial, pararel dan hybrid (hazelcast, 2020). Stream processing memiliki 
tingkat latensi yang cukup rendah ketika data diinputkan hingga menghasilkan 
output (Gupta & Saxena, 2016). Stream processing memberi dampak yang cukup 
signifikan bagi yang membutuhkan tindakan dan respon yang cepat untuk 





















Gambar 2.6 Arsitektur Batch Processing 
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 Pada Gambar 2.7 menjelaskan tentang gambar arsitektur stream Processing. 
Implementasi stream processing pada perhitungan nilai rata-rata yaitu, data 
diinputkan secara terus menerus oleh user sehingga jumlah data tidak dapat 
ditentukan. Data yang telah diinputkan oleh user akan diproses secara terus 
menerus pada stream processing engine. Data yang telah diproses akan 
mengeluarkan output dapat berupa nilai rata-rata pada setiap jumlah data yang 
telah diinputkan oleh user. 
2.8 Normalisasi dan Denormalisasi Data 
 Normalisasi adalah proses preprocessing yang sering digunakan pada sistem 
data mining bertujuan untuk menghilangkan jarak pada nilai yang berlebih. Nilai 
yang bervariasi dapat menyebabkan timbulnya jarak yang terlalu berlebih 
sehingga harus di skalakan kedalam batas tertentu agar nilai dari data tersebut 
tidak terlalu besar maupun kecil. Nilai yang bervariasi yang mengakibatkan 
memiliki jarak yang terlalu berlebih akan berpengaruh pada hasil evaluasi 
pengklasifikasian.  
 Metode normalisasi terbagi menjadi beberapa macam yaitu, normalisasi min-
max, normalisasi z-score, dan normalisasi menggunakan skala desimal. Pada 
penelitian ini pada tahap normalisasi lebih fokus pada metode normalisasi min-
max. Metode normalisasi min-max merupakan metode sederhana dengan 
melakukan transformasi linier terhadap data asli dengan rentang nilai 0 hingga 1 
atau -1 hingga 1 (Adeyemo, et al., 2019). Hasil dari proses transformasi tersebut 
menghasilkan keseimbangan nilai perbandingan antara nilai data sebelum dan 
sesudah dinormalisasi (Nasution, et al., 2019). Persamaan normalisasi min max 
dituliskan pada Persamaan 2.11.  
Keterangan:  
"  = Fitur data yang akan dinormalisasi 
M-*	"   = Nilai terkecil dari fitur " 
MU"	"   = Nilai terbesar dari fitur " 
 Data hasil prediksi tidak sesuai dengan data aktual Ketika data tersebut dalam 
kondisi ternormalisasi sehingga diperlukan proses denormalisasi. Proses 
denormalisasi merupakan proses mengubah data dengan rentang 0 hingga 1 atau 














"’   = Fitur data ternormalisasi 
Max "= = Nilai terbesar dari fitur "= 




BAB 3 METODOLOGI 
Pada bab ini akan menyampaikan informasi tentang metode, teknik, dan 
langkah-langkah yang digunakan pada penelitian yang terkait tentang Sistem 
Prediksi Produksi Udang Vaname Menggunakan Algoritma Multiple Linear 
Regression (MLR) dengan Apache Spark. 
3.1 Tipe Penelitian 
Pada penelitian ini menerapkan metode penelitian non-implementatif analitik. 
Tipe penelitian ini membahas cara menyelesaikan suatu permasalahan/fenomena 
yang terkait dengan objek penelitian yang dilakukan, kemudian menganalisis 
solusi yang efektif untuk menyelesaikan permasalahan tersebut menggunakan 
algoritma yang ditetapkan melalui berbagai macam studi literatur. Terdapat 
beberapa kriteria yang harus diperhatikan pada tipe penelitian non-implementatif 
analitik diantaranya ialah menentukan hipotesis yang realistis, spesifik, dan dapat 
di uji, menentukan sampel data, metode pengambilan data, dan rancangan 
pengumpulan data, dan menentukan metode pengolahan dan analisis data. Data 
yang digunakan pada penelitian ini diperoleh dari hasil pengamatan pada kolam 
tambak udang miliki mitra Fakultas Perikanan dan Ilmu Kelautan Universitas 
Brawijaya (FPIK UB) di daerah Lamongan, Jawa Timur tahun 2019 dan 
menghasilkan data berbentuk kuantitatif time series.  
3.2 Strategi Penelitian 
Strategi penelitian yang digunakan untuk implementasi Multiple Linear 
Regression (MLR) kombinasi Gradient Descent (GD) pada proses prediksi produksi 
udang vaname ialah pengumpulan data, dan implementasi metode. Data yang 
digunakan ialah parameter kualitas air yang digunakan pada budidaya udang 
vaname daerah Lamongan, Jawa Timur tahun 2019 dengan bentuk data kuantitatif 
time series. Metode yang digunakan pada penelitian ini ialah Multiple Linear 
Regression (MLR) kombinasi Gradient Descent (GD), karena MLR kombinasi GD 
dapat memprediksi data yang berdimensi tinggi dengan akurasi yang optimal. MLR 
memiliki kinerja yang bagus dalam menghadapi data berdimensi tinggi dengan 
kompleksitas komputasi yang sederhana dan GD membantu mengoptimasi proses 
perolehan model konvergen, terbukti dari hasil studi literatur yang dilakukan 
bahwa MLR dan MLR kombinasi GD menghasilkan nilai RMSE dan MAPE kecil 
dengan waktu eksekusi yang cepat. MLR kombinasi GD juga dapat diterapkan pada 
framework Apache Spark, sehingga MLR kombinasi GD dapat dengan efektif dalam 
mengenal pola suatu data. 
Tahapan dalam penerapan algoritma Multiple Linear Regression (MLR) 
kombinasi Gradient Descent (GD) pada penelitian ini ialah dilakukan proses pre-
processing bertujuan untuk mengisi data yang memiliki nilai kosong dan 
melakukan penghapusan noisy data. Data hasil pre-processing akan dilakukan 
proses normalisasi menggunakan metode normalisasi min-max bertujuan untuk 




hasil dari proses normalisasi kemudian dilakukan proses training diharapkan 
memperoleh nilai koefisien (%() yang optimal pada setiap fitur. Nilai koefisien (%() 
digunakan untuk menghasilkan nilai prediksi (/) pada proses testing. Data nilai 
prediksi kemudian dilakukan denormalisasi bertujuan untuk data kembali ke 
format awal sebelum data dinormalisasi. Data hasil denormalisasi kemudian 
proses perhitungan galat menggunakan metode Root Means Square Error (RMSE) 
untuk mengetahui seberapa optimalnya model yang didapatkan. Untuk visualisasi 
diagram blok implementasi algoritma MLR kombinasi GD dengan konsep Spark 












3.3 Pengumpulan Data 
Data yang digunakan pada penelitian ini diambil dari salah satu tambak milik 
mitra FPIK UB di daerah Lamongan. Data mengenai manajemen kualitas air yang 
digunakan untuk melakukan budidaya udang vaname dengan cara wawancara dan 
mengamati hasil kontrol yang telah dilakukan selama kurung waktu 1 kali panen 
pada tanggal 26 Januari 2019 – 23 April 2019. Fitur dari data yang diperoleh ialah 
tingkat ph air (PH PM dan PM AM), tingkat tekanan air (T.AIR AM dan T.AIR PM), 
tingkat kecerahan air (KEC AM dan KEC PM), kadar busa yang dihasilkan oleh 
udang vaname (BUSA AM dan BUSA PM), tingkat kadar oksigen pada air (DO AM 
dan DO PM), suhu air yang cocok untuk pertumbuhan udang (SUHU AM dan SUHU 
PM), jumlah benih yang ditebar pada setiap kolam (TEBARAN), luas kolam yang 
digunakan (LP), kerapatan jumlah tebaran kolam (D-sity), dan berat udang vaname 
yang dipanen (Biomass). 
Gambar 3.1 Diagram Blok Implementasi MLR kombinasi GD pada Prediksi 






















3.4 Teknik Analisis Data 
 Teknik analisis data yang digunakan pada penelitian ini ialah analisis data 
menggunakan analisis koefisien regresi dan analisis hasil prediksi menggunakan 
metode RMSE. Teknik analisis koefisien regresi merupakan teknik analisis dengan 
memperhatikan nilai koefisien dari persamaan regresi, sehingga mengetahui 
variabel independen yang memiliki pengaruh paling besar terhadap perubahan 
variabel dependen. Teknik analisis hasil prediksi menggunakan metode RMSE 
merupakan teknik analisis dengan menghitung selisih antara nilai aktual dengan 
nilai hasil prediksi sehingga menghasilkan nilai galat dari model yang digunakan. 
Semakin besar nilai galat maka model yang digunakan kurang optimal dan semakin 
kecil nilai galat maka model yang digunakan mendekati optimal. 
3.5 Implementasi Algoritma 
 Pada implementasi algoritma MLR kombinasi GD menggunakan Apache Spark 
akan dibuat sebuah sistem berbasis user interface yang menyediakan hasil prediksi 
produksi udang vaname. Sistem akan melakukan training pada data training 
hingga menghasilkan model yang optimal. Model yang optimal tersebut 
digunakan pada proses testing menggunakan data testing sehingga memperoleh 
nilai prediksi. Model yang optimal akan menghasilkan nilai prediksi mendekati nilai 
aktual. Model yang optimal dapat diperoleh dari evaluasi pada setiap nilai prediksi. 
Perhitungan evaluasi menggunakan RMSE untuk menentukan galat yang 
diperoleh antara selisih nilai prediksi dengan nilai aktual. 
3.6 Peralatan Pendukung 
 Pada sub bagian ini mendeskripsikan alat yang digunakan dalam penelitian yang 
dilakukan agar berjalan dengan baik. Alat yang digunakan terdiri dari 2 bagian 
yaitu, perangkat lunak (software) dan perangkat keras (hardware).  
1. Perangkat Keras (hardware) 
Perangkat Keras (hardware) yang digunakan dalam penelitian ini antara lain 
sebagai berikut: 
- MacBook Pro (13-inch, 2018) 
- Prosesor 2,3 GHz Quad-Core Intel Core i5 
- Memori RAM 8 GB 2133 MHz LPDDR3 
2. Perangkat Lunak (software)  
Perangkat Lunak (software) yang digunakan dalam penelitian ini antara lain 
sebagai berikut: 
- macOS Catalina versi 10.15.4 
- Pycharm 2020.1 




- Microsoft office 2019 
- Python 3.7.2 
3.7 Pengujian dan Analisis Hasil 
Pada tahap pengujian dilakukan bertujuan untuk mendapatkan perbandingan 
antara hasil prediksi dengan nilai aktual dengan nilai galat terkecil pada data 
manajemen kualitas air budidaya udang vaname di daerah Lamongan. Skenario 
pengujian yang dilakukan ialah menggunakan metode holdout. Metode tersebut 
lebih mengacu kepada pengujian variasi jumlah data training dan data testing yang 
digunakan. Skenario pengujian yang kedua yaitu pengujian fitur, pengujian ini 
lebih mengacu apakah semakin banyak fitur yang digunakan akan memiliki 
pengaruh terhadap model yang dihasilkan. Pengujian ketiga ialah pengujian 
pengaruh Spark terhadap waktu eksekusi MLR kombinasi GD dan MLR kombinasi 
GD dengan Apache Spark dalam memperoleh model yang optimal. Pengujian yang 
keempat ialah pengujian model, pengujian model dilakukan menggunakan 
perhitungan RMSE untuk mengetahui nilai galat pada suatu model. 
3.8 Kesimpulan dan Saran 
Pada tahap ini ialah menarik kesimpulan terhadap hasil dari pengujian 
algoritma MLR kombinasi GD menggunakan Apache Spark terhadap prediksi 
produksi udang vaname apakah menghasilkan hasil akurasi yang optimal dengan 
nilai galat yang rendah dan kecepatan metode memperoleh hasil yang optimal dan 
saran bertujuan untuk memberi masukan untuk penelitian selanjutnya terhadap 
kekurangan dari metode MLR kombinasi GD dan metode MLR kombinasi GD 





BAB 4 PERANCANGAN 
 Pada bagian bab perancangan membahas tentang perancangan algoritma, 
langkah-langkah perhitungan manualisasi, perancangan user interface dan 
perancangan pengujian dalam menyelesaikan masalah penelitian secara 
sistematik dalam implementasi algoritma Multiple Linear Regression (MLR) 
kombinasi Gradient Descent (GD) pada prediksi produksi udang vaname. 
4.1 Formulasi Permasalahan 
 Udang vaname merupakan produk unggulan yang digemari oleh masyarakat 
karena memiliki banyak manfaat dan rasa yang begitu lezat. Hal tersebut 
membuat permintaan konsumsi udang vaname meningkat dalam skala individu 
hingga bisnis. Permintaan yang begitu banyak tidak sebanding dengan hasil 
produksi. Kegagalan dalam produksi udang vaname diakibatkan oleh serangan 
penyakit pada udang yang susah untuk dihindari. Penyakit yang terjangkit pada 
udang vaname timbul karena proses manajemen dan perawatan air yang tidak 
konsisten. Pada permasalahan tersebut dapat diselesaikan menggunakan 
algoritma Multiple Linear Regression (MLR) kombinasi Gradient Descent (GD) 
dengan Apache Spark untuk memprediksi hasil produksi ditentukan dengan input 
masing-masing parameter kualitas air yang digunakan. Data yang digunakan ialah 
kualitas air pada proses 1 kali panen dari 4 kolam tambak udang vaname di Tuban, 
Jawa Timur. Hasil dari prediksi yang telah di peroleh nantinya akan dicari nilai galat 
menggunakan RMSE. 
4.2 Perancangan Algoritma 
 Pada bagian ini membahas tentang perancangan penelitian metode Multiple 
Linear Regression (MLR) kombinasi Gradient Descent (GD) dengan Apache Spark 
dalam memprediksi hasil produksi udang vaname. Metode MLR kombinasi GD 
memiliki beberapa tahapan dalam menyelesaikan masalah yaitu input dataset, 
ratio data training, ratio data testing, input nilai K, pre-processing data, 
Normalisasi, proses training MLR kombinasi GD dengan Spark, proses testing, 
denormalisasi data, proses perhitungan RMSE. Diagram alir perancangan metode 
MLR kombinasi GD dapat dilihat pada Gambar 4.1 
 
Mulai
Input: dataset, ratio data 
training, ration data 
testing, banyak fitur, 





Gambar 4.1 Diagram Alir Algoritma MLR  
 
 
 Gambar 4.2 Diagram Alir Algoritma MLR (Lanjutan) 
 Diagram alir pada Gambar 4.1 menjelaskan langkah-langkah algoritma MLR 
dalam melakukan prediksi hasil produksi udang vaname. Langkah-langkah pada 
diagram alir dijelaskan sebagai berikut. 
1. Memberikan masukan berupa dataset pertumbuhan udang vaname hingga 
panen, pembagian ratio data training dan testing, jumlah fitur, nilai !, dan nilai 
"!, "", … , "#. 
2. Melakukan proses pre-processing data. 
















4. Melakukan training pada dataset training untuk mencari koefisien setiap fitur 
yang digunakan. 
5. Melakukan testing terhadap dataset testing menggunakan koefisien yang 
telah diperoleh dari proses training untuk memperoleh hasil prediksi. 
6. Melakukan proses denormalisasi data untuk mengubah nilai hasil prediksi ke 
nilai sebenarnya. 
7. Melakukan perhitungan RMSE untuk mengetahui nilai galat dari nilai hasil 
prediksi dengan nilai sebenarnya. 
8. Mengeluarkan hasil berupa nilai hasil prediksi dan nilai galat dari perhitungan 
RMSE. 






Perulangan i = 0 sampai
Jumlah total_data 













 Diagram alir pada Gambar 4.2 menjelaskan langkah-langkah pre-processing 
dataset. Langkah-langkah pada diagram alir dijelaskan sebagai berikut. 
1. Memasukan dataset berupa pertumbuhan udang vaname hingga siap panen. 
2. Melakukan proses membaca dataset menggunakan library pandas untuk 
membaca file dengan format .xlsx. 
3. Melakukan perulangan dengan variable i=0 sampai jumlah total_data. 
4. Melakukan perulangan berganda dengan variable j = 0 sampai jumlah 
total_fitur. 
5. Melakukan pengambilan keputusan dengan syarat dataset dengan indek ke-I 
dan ke-j sama dengan null. 
6. Melakukan proses mengubah dataset ke-i dan ke-j dengan nilai sama dengan 
0. 
7. Menghasilkan keluaran berupa dataset yang telah di pre-processing. 









yang  telah di pre-
processing
Inisialisasi variabel min = []
A
Gambar 4.5 Diagram Alir Normalisasi Data 





Diagram alir pada Gambar 4.3 menjelaskan langkah-langkah normalisasi 
dataset menggunakan metode min-max normalization. Langkah-langkah pada 
diagram alir dijelaskan sebagai berikut. 
1. Memasukan dataset yang telah di pre-processing pada tahap sebelumnya. 
2. Melakukan inisialisasi variabel min dengan tipe list dengan nilai minimal dari 
masing-masing fitur yang digunakan. 
3. Melakukan inisialisasi variabel max dengan nilai maximal dari masing-masing 
fitur yang digunakan. 
4. Melakukan perulangan dengan nilai i = 0 hingga kurang dari sama dengan nilai 
variable total_fitur. 
5. Melakukan perulangan berganda dengan nilai j = 0 hingga kurang dari sama 
dengan nilai variabel total_data. 
6. Melakukan proses perhitungan min-max normalization. 
7. Melakukan proses pengubahan nilai dataset yang telah di pre-processing 
dengan nilai dataset yang telah dinormalisasi. 
8. Menghasilkan keluaran berupa dataset yang telah dinormalisasi. 
A
Inisialisasi variabel max = []
Perulangan i = 0 sampai 
kurang dari samadengan
total_fitur















4.2.3 Alir Proses Training 
  
 Diagram alir pada Gambar 4.4 menjelaskan tentang tahapan metode MLR 
kombinasi GD dalam memproses data latih. Tahapan-tahapan pada diagram alir 
tersebut dijelaskan sebagai berikut:  
1. Memasukan dataset ternormalisasi yang digunakan untuk proses training, 
nilai epsilon atau standart galat, nilai alpha atau learning rate, dan nilai 
koefisien setiap fitur %', %!, … , %&. 
2. Inisialisasi koefFitur = [%', %!, … , %&]. 
3. Inisialisasi variabel run = True. 
Mulai
Input: dataset 
ternomalisasi, nilai ε , 
nilai α, nilai x0, 
nilai β0, β1, ..., βn
Training
Inisialisasi run = True
Inisialisasi loop = 0
While run is True
If loop = 0
loop += 1
Menghitung 










If cost_function < ε
run = False Menghitung nilai β0, β1, ..., βn
True False




4. Inisialisasi variabel loop = 0. 
5. Melakukan proses perulangan while, jika variabel run = True maka proses 
lanjut ke tahap 5, jika variabel run = False maka proses lanjut ke tahap 10. 
6. Melakukan proses menghitung nilai ℎ+("). 
7. Melakukan proses menghitung nilai Cost Function. 
8. Melakukan proses if-else, jika variabel loop = 0 maka proses lanjut ke tahap 9, 
jika variabel i ≠ 0 maka proses lanjut ke tahap 13. 
9. Melakukan proses menghitung nilai %', %!, … , %&. 
10. Melakukan proses if-else, jika nilai cost function < ε maka proses lanjut ke tahap 
11 jika tidak makan proses lanjut pada tahap 12. 
11. Melakukan proses perubahan nilai variabel run = False. 
12. Melakukan proses menghitung nilai %', %!, … , %&. 
13. Melakukan proses perhitungan loop = loop + 1. 
14. Menghasilkan keluaran berupa nilai koefFitur berbentuk list. 







inisialisasi prediksi_list = []
for j = 0 sampai (jumlah fitur 
dataset + 1)
if i = 0
prediksi += koefFitur[j] + 
dataset[i][j] prediksi += koefFitur[j]
for i = 0 sampai jumlah 
dataset
inisialisasi prediksi = 0
B CA D
TrueFalse





 Diagram alir pada Gambar 4.5 menjelaskan tentang proses perhitungan 
prediksi menggunakan persamaan MLR. Tahapan-tahapan pada Gambar 4.7 
dijelaskan sebagai berikut: 
1. Memasukan nilai dataset yang telah ternormalisasi dan koefFitur. 
2. Inisialisasi variabel prediksi_list bertipe list. 
3. Melakukan proses perulangan for dengan menginisialisasikan variable i = 0 dengan 
batas nilai jumlah dataset. 
4. Inisialisasi variabel prediksi = 0. 
5. Melakukan proses perulangan for dengan menginisialisasikan variable j = 0 dengan 
batas nilai (jumlah fitur dataset + 1). 
6. Melakukan proses seleksi kondisi dengan kondisi i = 0, jika menghasilkan nilai 
true maka proses menuju ke tahap 7b dan jika menghasilkan nilai false maka 
proses menuju ke tahap 7a. 
7. Melakukan proses perhitungan persamaan MLR: 
a. Melakukan proses perhitungan variabel prediksi dengan menjumlahkan 
nilai koefFitur dan data. 
b. Melakukan perubahan nilai prediksi dengan nilai koefFitur. 
8. Melakukan proses pengecekan variabel j, apabila memenuhi proses akan 











9. Melakukan proses perubahan nilai prediksi kedalam list dengan nama variabel 
prediksi_list. 
10. Melakukan proses pengecekan variabel i, apabila memenuhi proses akan 
menuju ke tahap 11 jika tidak memenuhi proses akan menuju ke tahap 3. 
11. Menghasilkan keluaran berupa nilai list dari variabel prediksi_list. 
4.2.3.2 Alir Proses Menghitung Nilai Cost Function 
  
 Diagram alir pada Gambar 4.6 menjelaskan tentang proses menghitung nilai 
cost function. Tahapan-tahapan pada gambar tersebut dijelaskan sebagai 
berikut: 
1. Memasukan nilai dataset ternormalisasi, dan nilai prediksi_list[]. 
2. Melakukan proses inisialisasi sum = 0. 
3. Melakukan proses perulangan for dengan menginisialisasi variable i = 0 dengan batas 
nilai jumlah dataset. 






for i = 0 sampai jumlah dataset
Inisialisasi sum = 0 
sum += (prediksi_list[i] – 
dataset[‘Nilai Aktual’][i])**2
i









5. Melakukan proses pengecekan variabel i, jika memenuhi menuju ke proses 7 
dan jika tidak memenuhi menuju proses 4. 
6. Melakukan proses perhitungan pembagian pada Persamaan 2.4. 
7. Hasil yang diperoleh berupa nilai cosFunction. 
4.2.3.3 Alir Proses Menghitung Nilai d@, dA, … , dB 
   
 
Menghitung 




nilai X0 , nilai α, 
nilai β0, β1, ..., βn, 
nilai prediksi_list[]
Inisialisasi koefFitur = [β0, β1, 
..., βn]
for i = 0 sampai (jumlah fitur 
dataset + 1)
inisialisasi sum = 0
for j = 0 sampai jumlah 
dataset
if i = 0
equationCF = (prediksi_list[j] - 
dataset[‘Nilai Aktual’][i]) * 
dataset[i][j]
equationCF = (prediksi_list[j] - 










Diagram alir pada Gambar 4.7 menjelaskan tentang mekanisme menghitung 
nilai %', %!, … , %&. Tahapan-tahapan pada gambar tersebut dijelaskan sebagai 
berikut: 
1. Memasukan dataset ternomalisasi, nilai "', nilai alpha, nilai %', %!, … , %&, dan 
nilai prediksi_list. 
2. Melakukan proses inisialisasi variabel koefFitur berbentuk list dengan nilai 
sama dengan %', %!, … , %&. 
3. Melakukan perulangan for dengan variabel i = 0 hingga (jumlah fitur yang 
digunakan + 1). 
4. Melakukan proses inisialisasi variabel sum = 0. 
5. Melakukan perulangan for dengan variabel j = 0 hingga banyak dataset yang 
digunakan. 
6. Melakukan proses if-else jika i = 0 maka akan lanjut ke tahap 7b dan jika i ≠ 0 
maka akan lanjut ke tahap 7a. 
7. Melakukan proses perhitungan sigma pada Persamaan 2.7: 
a. Melakukan proses perhitungan sigma dikali nilai "D(() dengan nilai j = 
banyak fitur sesuai pada dataset. 
b. Melakukan proses perhitungan sigma dikali nilai "D(() dengan nilai j = fitur 
ke 0 yang telah ditentukan. 
8. Melakukan proses pertambahan hasil dari variabel equiationCF dengan 
variabel sum. 
9. Melakukan pengecekan pada variabel j, jika mencapai batas maksimum maka 
akan menuju ke tahap 10 jika belum maka akan mengulang ke tahap 5. 
10. Melakukan proses perhitungan koefFitur dengan Persamaan 2.7. 
11. Melakukan pengecekan pada variabel i, jika mencapai batas maksimum maka 
akan menuju ke tahap 12 jika belum maka akan mengulang ke tahap 3. 
12. Hasil yang didapatkan berupa nilai koefFitur pada setiap fitur yang digunakan. 
koefFitur[i] = koefFitur[i] - (α + 










4.2.4 Alir Proses Testing 
 
Gambar 4.13 Diagram Alir Proses Testing 
 Diagram alir pada Gambar 4.9 menjelaskan tentang proses perhitungan 
prediksi menggunakan persamaan MLR dengan nilai koefisien fitur yang 
diperoleh melalui proses training. Tahapan-tahapan pada Gambar 4.9 dijelaskan 
sebagai berikut: 
1. Memasukan nilai dataset yang telah ternormalisasi dan koefFitur. 





inisialisasi prediksi_list = []
for j = 0 sampai (jumlah fitur 
dataset + 1)
if i = 0
prediksi += koefFitur[j] + 




for i = 0 sampai jumlah 
dataset







3. Melakukan proses perulangan for dengan menginisialisasi variable i = 0 
dengan batas nilai jumlah dataset. 
4. Inisialisasi variabel prediksi = 0. 
5. Melakukan proses perulangan for dengan menginisialisasikan variable j = 0 
dengan batas nilai (jumlah fitur dataset + 1). 
6. Melakukan proses seleksi kondisi dengan kondisi i = 0, jika menghasilkan nilai 
true maka proses menuju ke tahap 7b dan jika menghasilkan nilai false maka 
proses menuju ke tahap 7a. 
7. Melakukan proses perhitungan persamaan MLR: 
a. Melakukan proses perhitungan variabel prediksi dengan menjumlahkan 
nilai koefFitur dan data. 
b. Melakukan perubahan nilai prediksi dengan nilai koefFitur. 
8. Melakukan proses pengecekan variabel j, apabila memenuhi proses akan 
menuju ke tahap 9 jika tidak memenuhi proses akan menuju ke tahap 5. 
9. Melakukan proses perubahan nilai prediksi kedalam list dengan nama 
variabel prediksi_list. 
10. Melakukan proses pengecekan variabel i, apabila memenuhi proses akan 
menuju ke tahap 11 jika tidak memenuhi proses akan menuju ke tahap 3. 
11. Menghasilkan keluaran berupa nilai list dari variabel prediksi_list. 
4.2.5 Alir Denormalisasi Data 
 













Gambar 4.15 Diagram Alir Denormalisasi Data (Lanjutan) 
 Diagram alir pada Gambar 4.10 menjelaskan tentang proses denormalisasi data 
hasil prediksi yang didapatkan dari proses testing. Tahapan-tahapan denormalisasi 
pada Gambar 4.10 dijelaskan sebagai berikut: 
1. Masukan berupa nilai dari variabel prediksi_list[] bertipe list. 
2. Melakukan proses inisialisasi variabel prediksiListDenormalisasi bertipe list. 
3. Melakukan proses perulangan for dengan menginisialisasi variabel i=0 dengan 
batasan banyak data prediksi_list. 
4. Melakukan proses perhitungan denormalisasi pada Persamaan 2.12. 
5. Melakukan proses perubahan nilai pada variabel prediksi_list dengan nilai 
hasil denormalisasi. 
6. Melakukan proses pengecekan variabel i, apabila memenuhi proses akan 
menuju ke tahap 7 jika tidak memenuhi proses akan menuju ke tahap 3. 





hasilDenormalisasi = (prediksi_listi[i] * 













4.2.6 Alir Perhitungan RMSE 
 
Gambar 4.16 Diagram Alir Perhitungan RMSE 
 Pada Gambar 4.11 menjelaskan tentang proses perhitungan RMSE untuk 
mengetahui tingkat galat dari data hasil prediksi. Tahapan-tahapan pada Gambar 
4.11 dijelaskan sebagai berikut: 
1. Masukan berupa dataset ternormalisasi, dan nilai prediksi_list[]. 
2. Melakukan proses inisialisasi variabel sum dengan nilai 0. 
3. Melakukan proses perulangan for dengan menginisialisasi variabel i=0 dengan 
batasan jumlah dataset. 
4. Melakukan proses perhitungan sigma pada Persamaan 2.8. 
5. Melakukan proses pengecekan variabel i, apabila memenuhi proses akan 
menuju ke tahap 6 jika tidak memenuhi proses akan menuju ke tahap 3. 
6. Melakukan proses perhitungan akar pada Persamaan 2.8. 





for i = 0 sampai jumlah dataset
Inisialisasi sum = 0 










4.3 Perhitungan Manualisasi 
 Pada proses perhitungan manualisasi menjelaskan tahap-tahap perhitungan 
data secara detail. Data yang digunakan ialah data kontrol setiap kolam dengan 13 
parameter dan target yang digunakan ialah parameter Biomass dengan satuan kg 
yang dapat dilihat pada Tabel 4.1. Data diperoleh dari hasil produksi tambak udang 
tahun 2019 yang bertempat di Lamongan. Proses perhitungan prediksi produksi 
udang vaname menggunakan algoritma MLR kombinasi GD terdiri dari normalisasi 
data, proses training, proses testing, denormalisasi data, dan perhitungan evaluasi 
hasil prediksi menggunakan RMSE.  
Tabel 4.1 Dataset Udang Vaname 
DOC PH … Tebaran LP D-sity Biomass 
hari AM PM … ... ekor m2 ekor/m2 Kg 
8 8,5 8,5 … … 515328 3310 156 9377.2 
20 7,7 8,5 … … 515328 3310 156 9377.2 
30 7,4 7,7 … … 515328 3310 156 9377.2 
70 7,4 7,6 … … 515328 3310 156 9377.2 
8 7,7 8 … … 515328 3190 162 8705.2 
20 7,4 7,9 … … 515328 3190 162 8705.2 
30 7,4 7,8 … … 515328 3190 162 8705.2 
70 7,4 7,6 … … 515328 3190 162 8705.2 
8 8 8,5 … … 536800 3510 153 8309.7 
20 7,7 7,9 … … 536800 3510 153 8309.7 
30 7,4 7,7 … … 536800 3510 153 8309.7 
70 7,4 7,6 … … 536800 3510 153 8309.7 
8 8,3 8,1 … … 536800 3500 153 9765 
20 7,7 7,9 … … 536800 3500 153 9765 
30 7,4 7,7 … … 536800 3500 153 9765 
70 7,4 7,6 … … 536800 3500 153 9765 
4.3.1 Pre-processing Data 
 Pada dataset yang digunakan terdapat tipe data berupa string seperti 
menunjukkan kuantitas, warna, dan kondisi. Algoritma MLR kombinasi GD tidak 
dapat memproses data string yang mana dataset tersebut harus di pre-processing 
menjadi bilangan bulat positif. Pada dataset yang digunakan, data tersebut 
terletak pada parameter warna air dan jumlah busa yang dapat dilihat pada Tabel 
4.2. 
Tabel 4.2 Dataset String 
DOC W.A BUSA 
Hari AM PM AM PM 




Tabel 4.3 Dataset String (Lanjutan) 
20 cm c sedang sedang 
30 c c banyak banyak 
70 c c banyak banyak 
8 hm cm sedang sedang 
20 ch c sedang sedang 
30 c c banyak banyak 
70 c ch banyak banyak 
8 c c sedang sedang 
20 cm cm sedang sedang 
30 c cm banyak banyak 
70 cm cm banyak banyak 
8 c c sedikit sedikit 
20 hm hm banyak banyak 
30 ch hc banyak banyak 
70 cm cm banyak banyak 
Tabel 4.4 Bilangan Bulat Pengganti Nilai String 
note 
c 1 sedikit 1 
cm 2 sedang 2 
hm 3 banyak 3 
hc 4   
ch 5   
 Dataset pada Tabel 4.2 diubah menjadi bilangan bulat dengan inisialisasi nilai 
bilangan bulat pada Tabel 4.4. Hasil konversi pada Tabel 4.2 menjadi bilangan bulat 
ditunjukkan pada Tabel 4.5 dan Tabel 4.6. 
Tabel 4.5 Dataset String Konversi Bilangan Bulat 
DOC W.A BUSA 
hari AM PM AM PM 
8 1 1 2 2 
20 2 1 2 2 
30 1 1 3 3 
70 1 1 3 3 
8 3 2 2 2 
20 5 1 2 2 
30 1 1 3 3 
70 1 5 3 3 




Tabel 4.6 Dataset String Konversi Bilangan Bulat (Lanjutan) 
20 2 2 2 2 
30 1 2 3 3 
70 2 2 3 3 
8 1 1 1 1 
20 3 3 3 3 
30 5 4 3 3 
70 2 2 3 3 
4.3.2 Inisialisasi Parameter 
 Tahap awal yang harus dipersiapkan sebelum melakukan perhitungan MLR 
kombinasi GD ialah menentukan jumlah data training, data testing, dan 
parameter-parameter yang digunakan. Pada proses manualisasi data training yang 
digunakan berjumlah 12 yang ditunjukkan pada Tabel 4.7. Data testing yang 
digunakan pada proses manualisasi berjumlah 4 yang dapat dilihat pada Tabel 4.8. 
Data training terdiri dari gabungan data dari kolam 1, 2, 3, dan 4 dengan waktu 
yang sama yaitu pada hari ke 8, 9, 30 sedangkan untuk data testing terdiri dari 
gabungan dari kolam 1, 2, 3, dan 4 pada hari ke 20 dan 42. 
Tabel 4.7 Data Training 
DOC PH … Tebaran LP D-sity Biomass 
hari AM PM … ... ekor m2 ekor/m2 Kg 
8 8,5 8,5 … … 515328 3310 156 9377.2 
30 7,4 7,7 … … 515328 3310 156 9377.2 
70 7,4 7,6 … … 515328 3310 156 9377.2 
8 7,7 8 … … 515328 3190 162 8705.2 
30 7,4 7,8 … … 515328 3190 162 8705.2 
70 7,4 7,6 … … 515328 3190 162 8705.2 
8 8 8,5 … … 536800 3510 153 8309.7 
30 7,4 7,7 … … 536800 3510 153 8309.7 
70 7,4 7,6 … … 536800 3510 153 8309.7 
8 8,3 8,1 … … 536800 3500 153 9765 
30 7,4 7,7 … … 536800 3500 153 9765 
70 7,4 7,6 … … 536800 3500 153 9765 
Tabel 4.8 Data Testing 
DOC PH … Tebaran LP D-sity Biomass 
hari AM PM … ... ekor m2 ekor/m2 Kg 
20 7,7 8,5 … … 515328 3310 156 9377.2 
20 7,4 7,9 … … 515328 3190 162 8705.2 
20 7,7 7,9 … … 536800 3510 153 8309.7 




 Parameter yang digunakan pada algoritma MLR kombinasi GD ialah nilai 
learning rate atau !, nilai galat atau $, "' dan %', 	%!, … , %&. Inisialisasi nilai 
learning rate dan "' ditunjukan pada Tabel 4.9 dan untuk inisialisasi nilai 
%', 	%!, … , %& ditunjukan pada Tabel 4.10. Inisialisasi nilai dilakukan berdasarkan 
hasil review beberapa paper. 
Tabel 4.9 Nilai g, a@, dan h 
Learning 
rate (!) "' error ($) 
0,1 1 0,01 
Tabel 4.10 Nilai dA, 	dE, … , dB 
β0 β PH AM β PH PM ... β TEBARAN β LP β D-SITY 
1 1 1 ... 1 1 1 
4.3.3 Normalisasi Data 
 Pada proses perhitungan ini data akan dinormalisasi dengan metode 
normalisasi min-max. Pada normalisasi min-max terlebih dahulu harus 
menentukan nilai minimum dan maksimum. Pada Tabel 4.11 merupakan nilai 
minimum dan maksimum dari data training pada Tabel 4.7. 
Tabel 4.11 Nilai Min-Max Parameter PH 
 PH 
AM PM 
Maksimum 8,5 8,5 
Minimum 7,4 7,7 
 Proses perhitungan normalisasi min-max dilakukan sesuai dengan Persamaan 
2.11. Detail hasil normalisasi data training dan data testing dapat diamati pada 
Tabel 4.12 dan Tabel 4.14. Hasil perhitungan manual untuk normalisasi parameter 

















= = 	1 
Tabel 4.12 Normalisasi Data Training 
DOC PH … Tebaran LP D-sity Biomass 
hari AM PM … ... ekor m2 ekor/m2 Kg 
8 1,000 1,000 … … 0,000 0,375 0,333 0,734 




Tabel 4.13 Normalisasi Data Training (Lanjutan) 
30 0,000 0,000 … … 0,000 0,375 0,333 0,734 
8 0,273 0,444 … … 0,000 0,000 1,000 0,272 
9 0,000 0,222 … … 0,000 0,000 1,000 0,272 
30 0,000 0,000 … … 0,000 0,000 1,000 0,272 
8 0,545 1,000 … … 1,000 1,000 0,000 0,000 
9 0,000 0,111 … … 1,000 1,000 0,000 0,000 
30 0,000 0,000 … … 1,000 1,000 0,000 0,000 
8 0,818 0,556 … … 1,000 0,969 0,000 1,000 
9 0,000 0,111 … … 1,000 0,969 0,000 1,000 
30 0,000 0,000 … … 1,000 0,969 0,000 1,000 
Tabel 4.14 Normalisasi Data Testing 
DOC PH … Tebaran LP D-sity Biomass 
hari AM PM … ... ekor m2 ekor/m2 Kg 
20 0,273 1,000 … … 0,000 0,375 0,333 0,734 
20 0,000 0,333 … … 0,000 0,000 1,000 0,272 
20 0,273 0,333 … … 1,000 1,000 0,000 0,000 
42 0,273 0,333 … … 1,000 0,969 0,000 1,000 
4.3.4 Training 
 Proses training dilakukan untuk mencari nilai dari parameter %', 	%!, … , %& yang 
digunakan untuk menghitung nilai regresi pada persamaan ℎ+("). Tahapan-
tahapan yang dilakukan pada proses training ialah mencari nilai ℎ+("). dengan 
parameter %', 	%!, … , %&, kemudian melakukan perhitungan nilai cost function, 
selanjutnya mengevaluasi nilai cost function, menghitung nilai %', 	%!, … , %& jika 
cost function tidak memenuhi syarat standar galat yang ditetapkan. 
4.3.4.1 Menghitung Nilai `>(a) 
 Hal pertama pada proses training ialah mencari nilai ℎ+(") atau nilai regresi 
menggunakan nilai parameter %', 	%!, … , %& yang diinisialisasikan pada Tabel 4.10 
dan memprosesnya menggunakan Persamaan 2.1. Proses perhitungan manual 
pada Persamaan 2.1 dilakukan sebagai berikut: 
ℎ+(") = 1 + 1 × 1 + 1 × 1 + 1 × 0,234 + 1 × 0,3 + 1 × 0,250 + 1 × 0,411
+ 1 × 0 + 1 × 0 + 1 × 0,5 + 1 × 0,5 + 1 × 0 + 1 × 0 + 1 × 0
+ 1 × 0 + 1 × 0 + 1 × 0,375 + +1 × 0,333 
ℎ+(") = 1 + 1 + 1 + 0,234 + 0,3 + 0,250 + 0,411 + 0 + 0 + 0,5 + 0,5 + 0
+ 0 + 0 + 0 + 0 + 0,375 + 0,333 




 Pada perhitungan yang dilakukan sebelumnya data yang digunakan ialah data 
hari ke-8 pada data training. Detail hasil perhitungan nilai ℎ+(") dapat dilihat pada 
Tabel 4.15. 
Tabel 4.15 Nilai `>(a) Data Training 














4.3.4.2 Menghitung Nilai Cost Function 
 Perhitungan nilai cost function berfungsi untuk menentukan apakah nilai 
parameter %!, 	%%, … , %& dapat melakukan estimasi dengan baik atau tidak. Proses 
perhitungan manual dilakukan menggunakan Persamaan 2.4 yang diajabarkan 
sebagai berikut: 











C(%', … , %&) = 0,041 × (26,724 + 71,948 + 73,320 + 43,690 + 79,519
+ 97,499 + 50,865 + 110,416 + 112,593 + 16,094 + 114,490
+ 86,067) 
C(%', … , %&) = 36,801 
 Detail perhitungan Persamaan 2.1 untuk data training dijabarkan pada Tabel 
4.16. Pada Tabel 4.16 dijelaskan hasil perhitungan (ℎ+F"(()G − /(())%. 
Tabel 4.16 Perhitungan (`>Fa(I)G − q(I))E 
DOC 
ℎ+F"(()G − /(() (ℎ+F"(()G − /(())% hari 




Tabel 4.17 Perhitungan (`>Fa(I)G − q(I))E (Lanjutan) 
9 8,482 71,948 
10 8,563 73,320 
8 6,610 43,690 
9 8,917 79,519 
10 9,874 97,499 
8 7,132 50,865 
9 10,508 110,416 
10 10,611 112,593 
8 4,012 16,094 
9 10,700 114,490 
10 9,277 86,067 
4.3.4.3 Evaluasi Nilai Cost Function 
 Nilai cost function yang dihitung pada sub-bab 4.3.4.2 dievaluasi dengan nilai 
galat ($) yang telah diinisialisasikan pada Tabel 4.9. Proses evaluasi ini bertujuan 
untuk menghentikan perhitungan nilai parameter %', 	%!, … , %& jika nilai cost 
function lebih kecil dari nilai galat yang telah ditentukan. Proses perhitungan 
evaluasi nilai cost function berupa perhitungan logika kondisi yang dijelaskan 
sebagai berikut: 
C(%', … , %&) 	< 	$ 
36,801	 < 0,01 
 Pengambilan keputusan pada perhitungan tersebut berdasarkan studi pustaka 
yang dilakukan. Perhitungan akan berhenti jika nilai parameter %', 	%!, … , %& lebih 
kecil dari 0,1. nilai parameter %', 	%!, … , %& yang menghasilkan nilai cost function 
lebih besar dari 0,1, maka harus dilakukan perhitungan pembaruan nilai 
%', 	%!, … , %& hingga menghasilkan nilai cost function lebih kecil 0,1. 
4.3.4.4 Menghitung Nilai d@, 	dA, … , dB 
 Perhitungan nilai %', 	%!, … , %& merupakan proses memperbarui nilai 
%', 	%!, … , %& sebelumnya menggunakan Persamaan 2.7. Hal ini disebabkan nilai 
%', 	%!, … , %& sebelumnya tidak memenuhi syarat pada proses evaluasi nilai cost 
function. Beberapa hal yang dibutuhkan pada perhitungan sebelumnya ialah hasil 
perhitungan	ℎ+F"(()G − /(() pada Tabel 4.16, nilai alpha pada Tabel 4.9, nilai data 
training ternormalisasi pada Tabel 4.12, dan nilai %', 	%!, … , %& sebelumnya pada 
Tabel 4.10. Proses perhitungan Persamaan 2.7 untuk menghitung nilai parameter 
%' dijabarkan sebagai berikut: 
























%' ∶= 1 − 0,0083 × (5,170 + 8,462 + 	8,563 + 6,610 + 8,917 + 9,874
+ 7,132 + 10,508 + 10,611 + 4,012 + 10,700 + 9,277) 
%' ∶= 0,168 
 Detail perhitungan antara (ℎ+F"(()G − /(()) dengan nilai " pada setiap fitur 
yang digunakan pada data training dengan Persamaan 2.7 dijabarkan pada Tabel 
4.18 dan hasil perhitungan Persamaan 2.7 yang mengacu pada perubahan nilai 
parameter %', 	%!, … , %& dijabarkan pada Tabel 4.19. 














5,170 5,170 5,170 … 0,000 1,939 1,723 
8,482 0,000 0,942 … 0,000 3,181 2,827 
8,563 0,000 0,000 … 0,000 3,211 2,854 
6,610 1,803 2,938 … 0,000 0,000 6,610 
8,917 0,000 1,982 … 0,000 0,000 8,917 
9,874 0,000 0,000 … 0,000 0,000 9,874 
7,132 3,890 7,132 … 7,132 7,132 0,000 
10,508 0,000 1,168 … 10,508 10,508 0,000 
10,611 0,000 0,000 … 10,611 10,611 0,000 
4,012 3,282 2,229 … 4,012 3,886 0,000 
10,700 0,000 1,189 … 10,700 10,366 0,000 
9,277 0,000 0,000 … 9,277 8,987 0,000 
Tabel 4.19 Nilai d@, 	dA, … , dB Terbaru 
β0 β PH AM β PH PM ... 
β 
TEBARAN 
β LP β D-SITY 
0,168 0,882 0,810 ... 0,565 0,501 0,727 
 Nilai parameter %', 	%!, … , %& pada Tabel 4.19 akan digunakan untuk proses 
testing jika memenuhi syarat pada proses evaluasi. Nilai parameter %', 	%!, … , %& 
pada data training yang digunakan membutuhkan 10 kali atau 10 looping proses 
pembaruan nilai parameter %', 	%!, … , %&. Nilai parameter %', 	%!, … , %& pada 






Tabel 4.20 Nilai d@, 	dA, … , dB Pada Perulangan Ke-8 
β0 β PH AM β PH PM ... 
β 
TEBARAN 
β LP β D-SITY 
-0,592 0,649 0,458 ... 0,164 0,088 0,396 
4.3.5 Testing 
 Proses testing dilakukan untuk mendapatkan nilai ℎ+("). Nilai ℎ+(") 
merupakan nilai hasil regresi yang menunjukkan hasil prediksi. Proses perhitungan 
nilai ℎ+(") pada proses testing memiliki mekanisme yang sama dengan proses 
training yaitu sama-sama menggunakan Persamaan 2.1 yang membedakan ialah 
penggunaan nilai parameter %', 	%!, … , %&. Pada proses testing nilai parameter 
%', 	%!, … , %& yang digunakan sudah dioptimalkan dan sesuai dengan hasil evaluasi 
pada proses training. Proses perhitungan testing dijabarkan sebagai berikut: 
ℎ+(") = 	−0,592 + 0,649 × 0,273 + 0,458 × 1 + 0,402 × 0,390
+ 0,248 × 0,805 + 0,551 × 0,324 + 0,405 × 0,382
+ 0,665 × 0,250 + 0,549 × 0 + (−0,243 × 0,5)
+ (−0,243 × 0,5) + 0,152 × 0 + 0,128 × 0 + 0,072 × 0
+ 0,068 × 0 + 0,164 × 0 + 0,088 × 0,375 + 0,396 × 0,333 
ℎ+(") = −0,592 + 0,177 + 0,458 + 0,156 + 0,199 + 0,178 + 0,154 + 0,166
+ 0 + (−0,121) + (−0,121) + 0 + 0 + 0 + 0 + 0 + 0,033
+ 0,131 
ℎ+(") = 0,798 
 Pada proses perhitungan diatas menggunakan data testing hari ke 20 baris ke-
1 pada Tabel 4.14 dengan nilai parameter %', 	%!, … , %& pada tabel 4.20. Hasil 
perhitungan setiap data testing dijelaskan pada tabel 4.21. 
Tabel 4.21 Nilai `>(a) Data Testing 






4.3.6 Denormalisasi Data 
 Proses denormalisasi dilakukan untuk mengubah data ternormalisasi menjadi 
data aktual. Pada proses ini data yang didenormalisasikan ialah data dengan 
parameter Biomass. Hal ini dikarenakan parameter Biomass mengacu pada hasil 
prediksi yang ditunjukkan untuk pengguna, sehingga data yang di tampilkan harus 
mudah dipahami. Pada proses denormalisasi, pertama-tama mencari nilai min dan 
max parameter Biomass pada masing-masing data training dan data testing. Data 









max 9765,000 9765 
min 8309,700 8309,7 
 Proses perhitungan selanjutnya ialah menghitung nilai denormalisasi sesuai 
dengan Persamaan 2.12. Proses perhitungan Persamaan 2.12 dengan sample pada 
data testing hari ke-8 baris ke-1 dijelaskan sebagai berikut: 
VY*Z[DU\-]U]- = F0,798 ∗ (9765 − 8309,7)G + 8309,7 
VY*Z[DU\-]U]- = (0,798 ∗ 1455,3) + 8309,7 
VY*Z[DU\-]U]- = 1161,33 + 8309,7 
VY*Z[DU\-]U]- = 9471,630 
  Hasil perhitungan denormalisasi dan data aktual pada data testing dapat dilihat 
pada Tabel 4.23. 
Tabel 4.23 Nilai Denormalisasi Data Testing 
DOC ℎ+(") data 
testing 
Data Aktual Denormalisasi 
Hari 
20 0,798 9377,200 9471,630 
20 1,255 8705,200 10135,792 
20 0,997 8309,700 9760,223 
42 0,871 9765,000 9577,436 
4.3.7 Perhitungan RMSE 
 Proses evaluasi dilakukan untuk mengetahui tingkat galat yang diperoleh dari 
persamaan regresi yang dihasilkan proses training. Perhitungan evaluasi yang 
digunakan ialah perhitungan nilai RMSE. Proses perhitungan nilai RMSE 







LMNO = 	r2229,272 + +511648,211 + 526004,170 + 8795,017 
LMNO = 	r1048676,670 
LMNO = 	1024,049 
 Hasil perhitungan nilai RMSE pada data training dan data testing ditunjukkan 




Tabel 4.24 Nilai RMSE Data Training dan Data Testing 
Data testing Data training 
1024,049 857,832 
4.3.8 Perhitungan Koefisien Determinasi (!!) 
 Proses evaluasi dilakukan untuk mengetahui hubungan antara variabel bebas 
(independen, X) terhadap variabel terikat (dependen, Y) dari persamaan regresi 
yang telah dihasilkan pada proses training. Proses perhitungan nilai Koefisien 
Determinasi (R%) menggunakan persamaan 2.9 yang dijelaskan sebagai berikut: 















L% = −2,264983477 
 
 Kemudian setelah menghitung koefisien determinasi (R%) selanjutnya ialah 
menghitung Adjusted R-Squared menggunakan persamaan 2.10 yang dijelaskan 
sebagai berikut: 
UVW	L% = 1 −	
(1 − L%)(* − 1)
* − X − 1
 
UVW	L% = 1 −	
(1 − (−2,264983477))(4 − 1)
4 − 17 − 1
 
UVW	L% = 	1,699639316 
 
 Hasil perhitungan nilai RMSE pada data training dan data testing ditunjukkan 
pada Tabel 4.25. 
Tabel 4.25 Nilai Koefisien Determinasi (sE) Data Training dan Data Testing 








4.4 Perancangan Pengujian Algoritma 
 Pengujian algoritma bertujuan untuk mengetahui parameter yang optimal pada 
algoritma MLR kombinasi GD dengan Apache Spark dalam memprediksi produksi 
udang vaname. Perancangan pengujian algoritma yang digunakan untuk 
pengujian parameter MLR sebagai berikut: 
1. Pengujian persentase penggunaan data training dan data testing. 
2. Pengujian banyak fitur yang digunakan.  
3. Pengujian nilai alpha. 
4. Pengujian banyak node. 
5. Pengujian nilai koefisien galat. 
4.4.1 Pengujian Persentase Data Training dan Data Testing 
 Pengujian ini bertujuan untuk mengetahui apakah terdapat pengaruh antara 
perbandingan persentase data training dan testing dalam pembentukan model 
MLR yang optimal. Pengujian persentase banyak data training dan testing 
dilakukan dengan 5 variasi dengan perbandingan 90:10, 80:20, 70:30, 60:40, dan 
50:50. Hasil dari pengujian tersebut untuk mengetahui pengaruh terhadap nilai 
RMSE. Perancangan pengujian persentase banyak data training dan data testing 
dapat dilihat pada Tabel 4.26. 
Tabel 4.26 Perancangan Pengujian Persentase Data Training dan Data Testing 
Persentase 
RMSE 
Data training Data testing 
90%:10%   
80%:20%   
70%:30%   
60%:40%   
50%:50%   
40%:60%   
30%:70%   
20%:80%   
10%:90%   
4.4.2 Pengujian Banyak Fitur 
 Pengujian ini bertujuan untuk mengetahui apakah pemilihan banyak fitur yang 
digunakan memiliki pengaruh terhadap pembentukan model MLR yang optimal. 
Pengujian banyak fitur dilakukan dengan beberapa variasi, yaitu 6, 8, 10, 12, 14, 




pengaruh terhadap nilai RMSE. Perancangan pengujian banyak fitur dapat dilihat 
pada Tabel 4.27.  
Tabel 4.27 Perancangan Pengujian Banyak Fitur 
Jumlah Fitur 
RMSE 
Data training Data testing 
6   
8   
10   
12   
14   
16   
18   
4.4.3 Pengujian Nilai Alpha 
 Pengujian ini bertujuan untuk mengetahui pengaruh yang dihasilkan oleh nilai 
alpha terhadap proses pembentukan model MLR yang optimal, waktu eksekusi, 
dan nilai RMSE. Nilai alpha yang digunakan pada pengujian ini, yaitu 0,01, 0,1, 0,2, 
0,3, 0,4, dan 0,5. Nilai tersebut akan digunakan sebagai landasan untuk nilai alpha 
yang terdapat pada proses pembaruan nilai parameter %. Perancangan pengujian 
nilai alpha dapat dilihat pada Tabel 4.28. 




Data training Data testing 
0,01    
0,1    
0,11    
0,2    
0,22    
0,3    
0,33    
4.4.4 Pengujian Banyak Node 
 Pengujian ini bertujuan untuk mengetahui pengaruh jumlah node dalam 
pemrograman local computing pada Apache Spark terhadap proses pembentukan 




node yang digunakan ialah 4,5,6,7, dan 8. Perancangan pengujian banyak node 
dapat dilihat pada Tabel 4.29. 





Pre-processing Normalisasi Denormalisasi 
4     
5     
6     
7     
8     
4.4.5 Pengujian Nilai Koefisien Galat 
 Pengujian ini bertujuan untuk mengetahui pengaruh nilai galat yang optimal 
dalam pembentukan model MLR dengan memperhatikan jumlah looping dan 
waktu eksekusinya. Pada pengujian ini inisialisasi nilai galat yang diberikan 
berkisar 0 hingga 1. Perancangan pengujian nilai inisialisasi koefisien fitur dapat 
dilihat pada Tabel 4.30. 






Looping Data training Data testing 
0,1     
0,2     
0,3     
0,4     
0,5     





BAB 5 IMPLEMENTASI 
 Pada bab ini menjelaskan hasil implementasi dari perancangan yang telah 
dibuat pada bab 4 yang berisi kode program, dan pembahasan serta penjelasan 
terkait kode program. 
5.1 Implementasi Sistem 
 Pada bab ini menjelaskan tentang implementasi metode Multiple Linear 
Regression (MLR) kombinasi Gradient Descent (GD) menggunakan Apache Spark 
kedalam bentuk sistem yang sesuai dengan perancangan algoritma pada bab 4.2. 
Proses implementasi metode Multiple Linear Regression (MLR) kombinasi 
Gradient Descent (GD) terbagi menjadi beberapa proses, yaitu implementasi kode 
program pre-processing, implementasi kode program normalisasi data, 
implementasi kode program proses training, implementasi kode program proses 
testing, implementasi kode program denormalisasi data, dan implementasi kode 
program evaluasi menggunakan metode RMSE.  
5.1.1 Implementasi Algoritma MLR 
 Pada bagian implementasi algoritma MLR menjelaskan tentang kode program 
yang dijalankan, seperti import library yang digunakan, inisialisasi nilai koefisien 
fitur, nilai alpha, dan nilai "', import dataset kualitas air, proses pre-processing, 
proses normalisasi dataset, proses training dataset, proses testing dataset, proses 
denormalsiasi data, dan proses evaluasi data menggunakan RMSE. Kode program 
implementasi algoritma MLR dapat dilihat pada Kode Program 5.1. 
Algoritma 1: Main 
1 from pyspark.sql import SparkSession 
2 from pyspark.sql import functions as f 
3 import numpy as np 
4 import pandas as pd 
5 from datetime import datetime 
6 
 




9 df = spark.read.load("Data_Skripsi.csv", format="csv", 
sep=",", inferSchema=True, header=True) 
10 
 




14 normalization_data = normalization(pyspark_df) 
15 
 





17 pandas_df = convert_pd_dataframe(normalization_data) 
18 pandas_df["Y_AKTUAL"] = y_aktual 
19 
 
20 pandas_df_train, y_train, y_aktual_train, pandas_df_test, 
y_test, y_aktual_test = test_train_split(pandas_df, 0.8) 
21 
 
22 beta = initialization_beta_value(pandas_df_train.iloc[0]) 
23 
 
24 x0 = initialization_x0(pandas_df_train) 
25 alpha = 0.1 
26 error = 0.05 
27 
 
28 new_beta = training(pandas_df_train, y_train, error, 
alpha, x0, beta) 
29 
 
30 y_prediksi_training = calculate_y_value(new_beta, 
pandas_df_train) 




33 y_prediksi_training = 
denormalisasi(y_aktual_train,y_prediksi_training) 




36 training_rmse= calculate_rmse(y_aktual_train, 
y_prediksi_training) 
37 testing_rmse= calculate_rmse(y_aktual_test, 
y_prediksi_testing) 
Kode Program 5.1 Implementasi Algoritma MLR 
 Pada implementasi Kode Program 5.1 dijelaskan dan dijabarkan sebagai 
berikut: 
1. Baris ke-1 menjelaskan tentang proses import sparksession dari 
pyspark.sql yang merupakan poin utama pemrograman Spark dengan 
dataset RDD dan dataframe API. 
2. Baris ke-2 menjelaskan tentang proses import fungsi dengan inisialisasi f dari 
pyspark.sql bertujuan untuk mengakses fungsi-fungsi yang tersedia. 
3. Baris ke-3 menjelaskan tentang proses import library numpy berinisial np 
bertujuan untuk memudahkan dalam pengelolaan angka. 
4. Baris ke-4 menjelaskan tentang proses import library pandas berinisial pd 
bertujuan untuk memudahkan dalam pengelolaan dataset. 
5. Baris ke-5 menjelaskan tentang proses import datetime dari datetime. 
6. Baris ke-7 menjelaskan proses pengaturan Spark dengan mengatur nama 




7. Baris ke-9 menjelaskan proses memuat dataset dengan format csv dalam 
bentuk dataframe pada variabel df. 
8. Baris ke-11 menjelaskan proses pemanggilan fungsi preprocessing dengan 
parameter variabel df pada variabel pyspark_df. 
9. Baris ke-12 menjelaskan proses menampilkan dataframe dari proses 
pemanggilan fungsi preprocessing. 
10. Baris ke-14 menjelaskan proses pemanggilan fungsi normalization dengan 
parameter variabel pyspark_df pada parameter normalization_data. 
11. Baris ke-16 menjelaskan proses memuat nilai y sebelum dinormalisasi. 
12. Baris ke-17 menjelaskan pemanggilan fungsi convert_pd_dataframe dengan 
parameter variabel normalization_data. 
13. Baris ke-18 menjelaskan proses penggabungan antara dataframe 
normalization_data dengan y_aktual. 
14. Baris ke-20 menjelaskan proses pemanggilan fungsi test_train_split 
dengan parameter variabel normalization_data dan nilai persentase jumlah 
data training bertipe float. 
15. Baris ke-22 menjelaskan proses pemanggilan fungsi 
initialization_beta_value dengan parameter banyak kolom pada data 
training. 
16. Baris ke-24 menjelaskan proses pemanggilan fungsi initialization_x0 
dengan parameter banyak baris pada data training pada variabel x0. 
17. Baris ke-25 menjelaskan proses inisialisasi variabel alpha dengan nilai float. 
18. Baris ke-26 menjelaskan proses inisialisasi variabel error dengan nilai float. 
19. Baris ke-28 menjelaskan proses pemanggilan fungsi training dengan 
parameter data training yang digunakan, nilai y yang telah dinormalisasi, nilai 
error, nilai alpha, nilai x0 dan nilai beta pada variabel new_beta. 
20. Baris ke-30 menjelaskan proses pemanggilan fungsi calculate_y_value 
dengan parameter variabel new_beta dan data training ternormalisasi pada 
variabel y_prediksi_training. 
21. Baris ke-31 menjelaskan proses pemanggilan fungsi calculate_y_value 
dengan parameter variabel new_beta dan data testing ternormalisasi pada 
variabel y_prediksi_testing. 
22. Baris ke-33 menjelaskan proses pemanggilan fungsi denormalisasi dengan 
parameter nilai y aktual training sebelum dinormalisasi dan nilai dari variabel 
y_prediksi_training pada variabel y_prediksi_training. 
23. Baris ke-34 menjelaskan proses pemanggilan fungsi denormalisasi dengan 
parameter nilai y aktual testing sebelum dinormalisasi dan nilai dari variabel 




24. Baris ke-36 mejelaskan proses pemanggilan fungsi calculate_rmse dengan 
parameter nilai y aktual training sebelum dinormalisasi dan nilai dari variabel 
y_prediksi_training pada variabel training_rmse. 
25. Baris ke-36 mejelaskan proses pemanggilan fungsi calculate_rmse dengan 
parameter nilai y aktual testing sebelum dinormalisasi dan nilai dari variabel 
y_prediksi_testing pada variabel testing_rmse. 
 Proses konversi pada fungsi convert_pd_dataframe pada Kode Program 5.1 
yang bertujuan untuk mengkonversi data hasil normalisasi menjadi dataframe 
ditunjukan pada Kode Program 5.2. 
Algoritma 2: Fungsi Konversi DataFrame 
1 def convert_pd_dataframe(data): 
2     df = pd.DataFrame.from_dict(data) 
3     return df 
Kode Program 5.2 Implementasi Konversi DataFrame 
 Pada implementasi Kode Program 5.2 dijelaskan dan dijabarkan sebagai 
berikut: 
1. Baris ke-1 menjelaskan pembuatan fungsi bernama convert_pd_dataframe 
dengan parameter data. 
2. Baris ke-2 menjelaskan proses konversi dari data bertipe dictionary menjadi 
dataframe menggunakan library pd.DataFrame yang diinisialisasikan pada 
variabel df. 
3. Baris ke-3 menjelaskan nilai keluaran dari fungsi convert_pd_dataframe 
berupa nilai dari variabel df. 
 Proses inisialisasi nilai beta pada Kode Program 5.1 berfungsi untuk 
menghasilkan nilai beta dengan nilai dan ukuran tertentu yang telah ditentukan. 
Implementasi fungsi inisialisasi nilai beta ditunjukan pada Kode Program 5.3. 
Algoritma 3: Fungsi Inisialisasi Nilai Beta 
1 def initialization_beta_value(data): 
2     beta_value = np.full(len(data)+1, 0.1) 
3     return beta_value 
Kode Program 5.3 Implementasi Inisialisasi Nilai Beta 
 Pada implementasi Kode Program 5.3 dijelaskan dan dijabarkan sebagai 
berikut: 
1. Baris ke-1 menjelaskan pembuatan fungsi bernama 
initialization_beta_value dengan parameter data. 
2. Baris ke-2 menjelaskan proses pembentukan array menggunakan numpy 





3. Baris ke-3 menjelaskan nilai keluaran dari fungsi 
initialization_beta_value berupa nilai dari variabel beta_value. 
5.1.2 Implementasi Pre-processing Data 
 Pada bab implementasi pre-processing data menjelaskan proses mengubah 
data bertipe range menjadi bilangan bulat dan menentukan fitur yang akan 
digunakan pada proses training. Implementasi kode program pada proses pre-
processing data terdapat pada Kode Program 5.4. 
Kode Program 5.4 Implementasi Pre-processing Data 
 Pada implementasi Kode Program 5.4 dijelaskan dan dijabarkan sebagai 
berikut: 
1. Baris ke-1 menjelaskan pembuatan fungsi bernama preprocessing dengan 
parameter variabel dataframe. 
Algoritma 4: Fungsi Pre-processing Data 
1 def preprocessing(dataframe): 
2     start_time = datetime.now() 
3     for col_name in ["KEC AM", "KEC PM"]: 
4         dataframe = dataframe.withColumn(col_name,  
        f.regexp_replace(col_name, "TD", 
        "150").cast("Integer")) 
5     for col_name in ["WA AM", "WA PM"]: 
6         dataframe = dataframe.withColumn(col_name, 
7  f.when(f.lower(f.col(col_name)) == "c", "1").when( 
8  f.lower(f.col(col_name)) == "cm", "2") 
9  .when(f.lower(f.col(col_name)) == "hm", "3").when( 
10  f.lower(f.col(col_name)) == "hc", "4") 
11  .when(f.lower(f.col(col_name)) == "ch", "5").when( 
12  f.lower(f.col(col_name)) == "c tua", "6") 
13  .when(f.lower(f.col(col_name)) == "h", 
 "7").cast("Integer")) 
14     for col_name in ["BUSA AM", "BUSA PM"]: 
15  dataframe = dataframe.withColumn(col_name, 
   f.when(f.lower(f.col(col_name)) == "sedikit", "1") 
16  .when(f.lower(f.col(col_name)) == "sedang", "2") 
17  .when(f.lower(f.col(col_name)) == "banyak", 
 "3").cast("Integer")) 
18     dataframe = dataframe.select(list(c for c in 
 dataframe.columns if c != 'TGL' and c != 'PH RANGE' 
19       and c != 'DO RANGE' and c != 'SUHU RANGE' and c !=    
 'DOC' )) 
20                                       
21     end_time = datetime.now() 
22     print('Duration: {}'.format(end_time - start_time)) 




2. Baris ke-2 menjelaskan inisialisasi variabel start_time dengan nilai waktu 
saat fungsi tersebut dieksekusi. 
3. Baris ke-5 hingga ke-13 menjelaskan proses perulangan dengan nilai dari tabel 
“KEC AM” dan tabel “KEC PM” yang mana nilai tersebut dikonversi menjadi 
nilai integer menggunakan fungsi withColumn. 
4. Baris ke-14 hingga ke-17 menjelaskan proses perulangan dengan nilai dari 
tabel “BUSA AM” dan “BUSA PM” yang mana nilai tersebut dikonversi menjadi 
nilai integer menggunakan fungsi withColumn . 
5. Baris ke-18 hingga ke-19 menjelaskan proses memilih fitur yang tidak 
digunakan menggunakan fungsi select. 
6. Baris ke-21 menjelaskan inisialisasi variabel end_time dengan nilai waktu saat 
fungsi tersebut telah selesai dieksekusi. 
7. Baris ke-22 mencetak lama waktu eksekusi pada fungsi preprocessing. 
8. Baris ke-23 menjelaskan keluaran dari fungsi preprocessing berupa nilai dari 
variabel dataframe. 
5.1.3 Implementasi Normalisasi Data 
 Pada bab implementasi normalisasi data menjelaskan proses normalisasi 
dataset menggunakan metode min-max dengan mencari nilai minimum dan 
maximum pada setiap fitur yang digunakan dan diubah menjadi nilai dengan 
rentang 0 hingga 1. Implementasi kode program pada proses normalisasi data 
terdapat pada Kode Program 5.5. 
Algoritma 5: Fungsi Normalisasi Data 
1 def normalization(data): 
2     start = datetime.now() 
3     stack = dict() 
4     for idx in range(1, len(data.columns)): 
5         rdd = create_rdd(data.select(f.collect_list 
              (data.columns[idx])).first()[0]) 
6         max = max_value_of_spark_df(data, data.columns[idx]) 
7         min = min_value_of_spark_df(data, data.columns[idx]) 
8         result = rdd.map(lambda x: ((x - min) / (max -  
                 min))).collect() 
9         stack[data.columns[idx]] = result 
10     end = datetime.now() 
11     print('Duration: {}'.format(end - start)) 
12     return stack 
Kode Program 5.5 Implementasi Normalisasi Data 





1. Baris ke-1 menjelaskan pembentukan fungsi bernama normalization 
dengan parameter data dengan nilai berupa dataframe yang telah di pre-
processing. 
2. Baris ke-2 menjelaskan inisialisasi variabel start dengan nilai waktu saat 
fungsi tersebut dieksekusi. 
3. Baris ke-3 menjelaskan inisialisasi variabel stack bertipe dictionary. 
4. Baris ke-4 hingga ke-9 menjelaskan perulangan untuk memperoleh data pada 
setiap fitur secara keseluruhan bertujuan untuk mencari nilai minimum dan 
maksimum dan kemudian hasil dari proses normalisasi dengan menggunakan 
fungsi map pada Spark disimpan pada variabel stack. 
5. Baris ke-10 menjelaskan inisialisasi variabel end dengan nilai waktu saat fungsi 
tersebut telah selesai dieksekusi. 
6. Baris ke-11 mencetak lama waktu eksekusi pada fungsi normalization. 
7. Baris ke-12 menjelaskan keluaran dari fungsi normalization merupakan nilai 
dari variabel stack. 
 Proses pencarian nilai maksimum pada Kode Program 5.5 yang mengacu pada 
fungsi max_value_of_spark_df ditunjukkan pada Kode Program 5.6. 
Algoritma 6: Fungsi Mencari Nilai Maksimum 
1 def max_value_of_spark_df(data, colName): 
2     max_value = data.select(f.max(f.col(colName))).first()[0] 
3     return max_value 
Kode Program 5.6 Implementasi Mencari Nilai Maksimum 
 Pada implementasi Kode Program 5.6 dijelaskan dan dijabarkan sebagai 
berikut: 
1. Baris ke-1 menjelaskan pembentukan fungsi dengan nama 
max_value_of_spark_df dengan parameter berupa variabel data dengan 
nilai berupa Spark dataframe dan variabel colName dengan nilai berupa nama 
kolom. 
2. Baris ke-2 menjelaskan inisialisasi variabel max_value dengan nilai dari proses 
pencarian nilai maksimum menggunakan fungsi select pada variabel data. 
3. Baris ke-3 menjelaskan keluaran dari fungsi max_value_of_spark_df 
merupakan nilai dari variabel max_value. 
 Proses pencarian nilai maksimum pada Kode Program 5.5 yang mengacu pada 








Algoritma 7: Fungsi Mencari Nilai Manimum 
1 def min_value_of_spark_df(data, colName): 
2     min_value = data.select(f.min(f.col(colName))) 
                .first()[0] 
3     return min_value 
Kode Program 5.7 Implementasi Mencari Nilai Minimum 
 Pada implementasi Kode Program 5.7 dijelaskan dan dijabarkan sebagai 
berikut: 
1. Baris ke-1 menjelaskan pembentukan fungsi dengan nama 
min_value_of_spark_df dengan parameter berupa variabel data dengan 
nilai berupa Spark dataframe dan variabel colName dengan nilai berupa nama 
kolom. 
2. Baris ke-2 menjelaskan inisialisasi variabel min_value dengan nilai dari proses 
pencarian nilai maksimum menggunakan fungsi select pada variabel data. 
3. Baris ke-3 menjelaskan keluaran dari fungsi min_value_of_spark_df 
merupakan nilai dari variabel min_value. 
 Pada bab implementasi normalisasi data setelah data diubah menjadi rentang 
nilai 0 hingga 1 kemudian dilakukan proses pembagian dataset menjadi data 
training dan data testing sesuai persentase yang dimasukan. Implementasi kode 
program split dataset terdapat pada Kode Program 5.8. 
Algoritma 8: Fungsi Split Dataset 
1 def test_train_split(data, ratio_training): 
2     training_dataset = data.sample(frac=ratio_training) 
3     y_training = training_dataset.loc[:, "BIOMASS"] 
4     y_aktual_training = training_dataset.loc[:, "Y_AKTUAL"] 
5     training_dataset = training_dataset.loc[:, "PH AM":"D- 
                       SITY"] 
6 
 
7     testing_dataset = data.drop(training_dataset.index) 
8     y_testing = testing_dataset.loc[:, "BIOMASS"] 
9     y_aktual_testing = testing_dataset.loc[:, "Y_AKTUAL"] 
10     testing_dataset = testing_dataset.loc[:, "PH AM":"D- 
                      SITY"] 
11     return training_dataset, y_training, y_aktual_training,\ 
12            testing_dataset, y_testing, y_aktual_testing 
Kode Program 5.8 Implementasi Split Dataset 
 Pada implementasi Kode Program 5.8 dijelaskan dan dijabarkan sebagai 
berikut: 
1. Baris ke-1 menjelaskan pembentukan fungsi bernama test_train_split 
dengan parameter data berupa dataset yang telah dinormalisasi dan 




2. Baris ke-2 menjelaskan proses inisialisasi variabel training_dataset dengan 
nilai berupa sample data training pada dataset ternormalisasi menggunakan 
fungsi sample dengan parameter nilai ratio. 
3. Baris ke-3 menjelaskan proses inisialisasi variabel y_training berupa nilai y 
data training ternormalisasi menggunakan fungsi loc. 
4. Baris ke-4 menjelaskan proses inisialisasi variabel y_aktual_training 
dengan nilai y aktual data training sebelum dinormalisasi menggunakan fungsi 
loc. 
5. Baris ke-5 menjelaskan proses inisialiasi variabel training_dataset dengan 
nilai berupa semua fitur variabel independen pada data training 
menggunakan fungsi loc. 
6. Baris ke-7 menjelaskan proses inisialisasi variabel testing_dataset dengan 
nilai berupa sample data testing pada dataset ternormalisasi menggunkan 
fungsi drop dengan parameter nilai index data training. 
7. Baris ke-8 menjelaskan proses inisialisasi variabel y_testing berupa nilai y 
data testing ternormalisasi menggunakan fungsi loc. 
8. Baris ke-9 mejelaskan proses inisialisasi variabel y_aktual_testing dengan 
nilai y aktual data testing sebelum dinormalisasi menggunakan fungsi loc. 
9. Baris ke-10 menjelaskan proses inisialiasi variabel testing_dataset dengan 
nilai berupa semua fitur variabel independen pada data testing menggunakan 
fungsi loc. 
10. Baris ke 11 menjelaskan hasil keluaran dari fungsi test_train_split berupa 
nilai dari variabel training_dataset, y_training, y_aktual_training, 
testing_dataset, y_testing, y_aktual_testing. 
5.1.4 Implementasi Training 
 Pada bab implementasi training menjelaskan tentang tahapan-tahapan 
implementasi kode program pada metode MLR dalam mengenali pola data. Pada 
implementasi proses training metode MLR terbagi menjadi 3 fungsi, yaitu 
implementasi proses menghitung nilai Nilai ℎ+("), implementasi proses 
menghitung nilai cost function, dan implementasi proses menghitung nilai 
koefisien fitur. Implementasi kode program proses training ditunjukkan pada 
Kode Program 5.9 
algoritma 9: Fungsi Training 
1 def training(data, y_aktual, error, alpha, x0, beta): 
2     run = True 
3     loop = 0 
4     while run == True: 
5         y_prediksi = calculate_y_value(beta, data) 
6         cost_function = calculate_cost_function(y_prediksi,  




7         print('-------') 
8         print(loop) 
9         print("Cost Function : " + str(cost_function)) 
10         if loop == 0: 
11             beta = np.array(calculate_feature_coefisient 
                   (data, x0, alpha, beta, y_prediksi,  
                    y_aktual)) 
12         else: 
13             if cost_function < error: 
14                 run = False 
15             else: 
16                 beta = np.array(calculate_feature_ 
                       coefisient(data, x0, alpha, beta,  
                       y_prediksi, y_aktual)) 
17         loop += 1 
18         print(beta) 
19     return beta 
Kode Program 5.9 Implementasi Training 
 Pada implementasi Kode Program 5.9 dijelaskan dan dijabarkan sebagai 
berikut: 
1. Baris ke-1 menjelaskan tentang pembentukan fungsi bernama training 
dengan parameter berupa data training ternormalisasi, y aktual 
ternormalisasi, nilai galat, nilai alpha, nilai x0, dan nilai beta. 
2. Baris ke-2 menjelaskan proses inisialisasi variabel run dengan nilai True. 
3. Baris ke-3 menjelaskan proses inisialisasi variabel loop dengan nilai 0. 
4. Baris ke-4 menjelaskan proses inisialisasi perulangan while dengan kondisi 
nilai dari variabel run sama dengan True. 
5. Baris ke-5 menjelaskan proses inisialisasi variabel y_prediksi yang berisi nilai 
dari proses fungsi calculate_y_value. 
6. Baris ke-6 menjelaskan proses inisialisasi variabel cost_function yang berisi 
nilai dari proses fungsi calculate_cost_function. 
7. Baris ke-10 hingga ke-12 menjelaskan proses seleksi kondisi dengan syarat jika 
nilai dari variabel loop sama dengan 0 maka akan melakukan perhitungan 
nilai koefisien fitur dengan memanggil fungsi 
calculate_feature_coefisient, jika tidak memenuhi syarat maka akan 
menuju ke baris 13. 
8. Baris ke-13 hingga ke-16 menjelaskan proses seleksi kondisi dengan syarat jika 
nilai variabel cost_function lebih kecil dari nilai variabel error maka 
variabel run menjadi False, jika tidak memenuhi syarat maka akan 
melakukan proses perhitungan nilai koefisien fitu. 




10. Baris ke-19 menjelaskan hasil keluaran dari fungsi training berupa nilai dari 
variabel beta. 
5.1.4.1 Implementasi Menghitung Nilai `>(a) 
 Pada bab implementasi menghitung nilai ℎ+(") menjelaskan proses mencari 
nilai variabel dependen atau varaibel y. Hasil dari nilai tersebut digunakan untuk 
proses menghitung nilai cost function. Implementasi menghitung nilai ℎ+(") 
ditunjukan pada Kode Program 5.10. 
Algoritma 10: Fungsi Menghitung Nilai Y 
1 def calculate_y_value(beta, data): 
2     predict_list = [] 
3     for idx in range(len(data)): 
4         result = list(map(lambda x, y: x*y, 
                 np.array(data.iloc[idx]), beta[1:,])) 
5      predict_list.append(np.sum(np.append(beta[0],result))) 
6     return predict_list 
Kode Program 5.10 implementasi menghitung nilai `>(a) 
 Pada implementasi Kode Program 5.10 dijelaskan dan dijabarkan sebagai 
berikut: 
1. Baris ke-1 menjelaskan proses pembentukan fungsi calculate_y_value 
dengan parameter nilai beta dan data training ternormalisasi. 
2. Baris ke-2 menjelaskan proses inisialisasi variabel predict_list bertipe 
array. 
3. Baris ke-3 menjelaskan proses perulangan for dengan rentang banyak data 
training. 
4. Baris ke-4 menjelaskan proses inisialisasi variabel result dengan nilai hasil 
dari fungsi map bertujuan untuk melakukan proses perhitungan antara 2 array 
dengan dimensi dan panjang yang sama. 
5. Baris ke-5 menjelaskan proses memasukan nilai hasil dari variabel result 
terhadap array predict_list. 
6. Baris ke-6 menjelaskan hasil keluaran dari fungsi calculate_y_value berupa 
nilai dari variabel predict_list. 
5.1.4.2 Implementasi Menghitung Nilai Cost Function 
 Pada bab implementasi menghitung nilai cost function menjelaskan proses 
implementasi kode program dalam menghitung nilai cost function. Hasil nilai cost 
function digunakan untuk proses evaluasi pada model MLR. Implementasi 
menghitung nilai cost function terdapat pada Kode Program 5.11. 
Algoritma 11: Fungsi Menghitung Nilai Cost Function 




2     cost_function = list(map(lambda x, y: (x-y)**2, 
                    y_prediksi, y_aktual)) 
3     cost_function = np.sum(cost_function) 
4     cost_function = (1/(2*(len(y_aktual))))*cost_function 
5     return cost_function 
Kode Program 5.11 Implementasi Menghitung Nilai Cost Function 
 Pada implementasi Kode Program 5.11 dijelaskan dan dijabarkan sebagai 
berikut: 
1. Baris ke-1 menjelaskan proses pembentuk fungsi calculate_cost_function 
dengan parameter berupa nilai dari y prediksi dan y aktual sebelum 
ternormalisasi. 
2. Baris ke-2 menjelaskan proses inisialisasi variabel cost_function dengan 
nilai dari hasil perhitungan fungsi map antara nilai dari y prediksi dan y aktual 
sebelum ternormalisasi. 
3. Baris ke-3 menjelaskan proses perhitungan total data menggunakan fungsi 
sum yang disediakan oleh library numpy. 
4. Baris ke-4 menjelaskan proses perhitungan cost function dari Persamaan 2.4 
5. Baris ke-5 menjelaskan hasil keluaran dari fungsi calculate_cost_function 
berupa nilai dari variabel cost_function. 
5.1.4.3 Implementasi Menghitung Nilai Koefisien Fitur 
 Pada bab implementasi menghitung nilai koefisien fitur menjelaskan proses 
implementasi kode program dalam melakukan pembaruan nilai koefisien fitur 
setelah dilakukan evaluasi nilai cost function. Implementasi menghitung nilai 
koefisien fitur terdapat pada Kode Program 5.12. 
Algoritma 12: Implementasi Menghitung Nilai Koefisien Fitur 
1 def calculate_feature_coefisient(data, x0, alpha, beta, 
y_prediksi, y_aktual): 
2     new_beta = [] 
3     for i in range(len(beta)): 
4         sigma = list(map(lambda x,y: (x-y), y_prediksi,  
                y_aktual)) 
5         if i == 0: 
6             sigma = np.sum(list(map(lambda x,y: (x*y),  
                    sigma, x0))) 
7         else: 
8             sigma = np.sum(list(map(lambda x,y: (x*y),  
                    sigma, list(data.iloc[:, i-1])))) 
9         result = beta[i]-alpha*(1/len(data))*sigma 
10         new_beta.append(result) 




Kode Program 5.12 Implementasi Menghitung Nilai Koefisien Fitur 
 Pada implementasi Kode Program 5.12 dijelaskan dan dijabarkan sebagai 
berikut: 
1. Baris ke-1 menjelaskan proses pembentukan fungsi 
calculate_feature_coefisient dengan parameter data training, nilai x0, 
nilai alpha, niali beta, nilai y prediksi, dan nilai y aktual ternormalisasi. 
2. Baris ke-2 menjelaskan inisialisasi variabel new_beta bertipe array. 
3. Baris ke-3 menjelaskan inisialisasi perulangan for dengan range jumlah nilai 
beta. 
4. Baris ke-4 menjelaskan inisialisasi variabel sigma dengan nilai dari fungsi map 
antara nilai y prediksi dengan nilai y aktual ternormalisasi. 
5. Baris ke-5 menjelaskan inisialisasi seleksi kondisi dengan syarat nilai dari 
variabel i sama dengan 0. 
6. Baris ke-6 menjelaskan inisialisasi variabel sigma dengan nilai dari fungsi map 
antara nilai variabel sigma dengan nilai x0. 
7. Baris ke-8 menjelaskan inisialisasi variabel sigma dengan nilai dari fungsi map 
antara nilai variabel sigma dengan data training ternormalisasi. 
8. Baris ke-9 menjelaskan inisialisasi variabel result dengan nilai proses 
perhitungan pada Persamaan 2.7 
9. Baris ke-10 menjelaskan proses memasukan hasil dari result kedalam array 
new_beta.  
10. Baris ke-11 menjelaskan keluaran dari fungsi 
calculate_feature_coefisient berupa nilai dari variabel new_beta. 
5.1.5 Implementasi Testing 
 Pada bab implementasi testing menjelaskan implementasi proses perhitungan 
nilai prediksi menggunakan koefisien fitur pada proses training dan data training. 
Implementasi testing terdapat pada Kode Program 5.13. 
Algoritma 13: Fungsi Menghitung Nilai Y 
1 def calculate_y_value(beta, data): 
2     predict_list = [] 
3     for idx in range(len(data)): 
4         result = list(map(lambda x, y: x*y,  
                 np.array(data.iloc[idx]), beta[1:,])) 
5      predict_list.append(np.sum(np.append(beta[0],result))) 
6     return predict_list 
Kode Program 5.13 Implementasi Testing 





1. Baris ke-1 menjelaskan proses pembentukan fungsi calculate_y_value 
dengan parameter nilai beta dan data testing ternormalisasi. 
2. Baris ke-2 menjelaskan proses inisialisasi variabel predict_list bertipe 
array. 
3. Baris ke-3 menjelaskan proses perulangan for dengan rentang banyak data 
testing. 
4. Baris ke-4 menjelaskan proses inisialisasi variabel result dengan nilai hasil 
dari fungsi map bertujuan untuk melakukan proses perhitungan antara 2 array 
dengan dimensi dan panjang yang sama, yaitu per baris data testing dan 
dengan nilai beta. 
5. Baris ke-5 menjelaskan proses memasukan nilai hasil dari variabel result 
terhadap array predict_list. 
6. Baris ke-6 menjelaskan hasil keluaran dari fungsi calculate_y_value berupa 
nilai dari variabel predict_list. 
5.1.6 Implementasi Denormalisasi Data 
 Pada bab implementasi denormalisasi data menjelaskan proses implementasi 
perhitungan data ternormalisasi hasil prediksi pada data training dan data testing 
kedalam bentuk kode program. Implementasi denormalisasi data ditunjukan 
pada Kode Program 5.14. 
Algoritma 14: Fungsi Denormalisasi Data 
1 def denormalisasi(y_aktual, y_prediksi): 
2     rdd = create_rdd(y_prediksi) 
3     max = y_aktual.max() 
4     min = y_aktual.min() 
5     result = rdd.map(lambda x: (x*(max-min)+min)).collect() 
6     return result 
Kode Program 5.14 Implementasi Denormalisasi Data 
 Pada implementasi Kode Program 5.14 dijelaskan dan dijabarkan sebagai 
berikut: 
1. Pada baris ke-1 menjelaskan proses pembentukan fungsi denormalisasi 
dengan parameter berupa nilai dari y aktual sebelum dinormalisasi dan nilai y 
prediksi. 
2. Pada baris ke-2 menjelaskan inisialisasi variabel rdd dengan nilai hasil dari 
fungsi create_rdd dengan parameter nilai y aktual sebelum dinormalisasi 
3. Pada bari ke-3 menjelaskan inisialisasi variabel max dengan nilai maksimal dari 





4. Pada baris ke-4 menjelaskan inisialisasi variabel min dengan nilai minimal dari 
data y aktual sebelum dinormalisasi menggunakan fungsi min pada library 
pandas. 
5. Pada baris ke-5 menjelaskan proses inisialisasi variabel result dengan nilai 
hasil dari perhitungan fungsi map pada library Spark. 
6. Pada baris ke-6 menjelaskan hasil keluaran dari fungsi denormalisasi berupa 
nilai dari variabel result. 
5.1.7 Implementasi Perhitungan RMSE 
 Pada bab implementasi perhitungan RMSE menjelaskan implementasi kode 
program untuk menghitung nilai galat menggunakan metode RMSE pada data 
training dan data testing. Implementasi perhitungan RMSE terdapat pada Kode 
Program 5.15. 
Algoritma 15: Funsgi Perhitungan RMSE 
1 def calculate_rmse(y_aktual, y_prediksi): 
2     y_aktual = np.array(y_aktual) 
3     result = np.sum(list(map(lambda x, y: (((x- 
             y)**2)/len(y_prediksi)), y_aktual,  
             y_prediksi))) 
4     result = np.sqrt(result) 
5     return result 
Kode Program 5.15 Implementasi Perhitungan RMSE 
 Pada implementasi Kode Program 5.15 dijelaskan dan dijabarkan sebagai 
berikut: 
1. Baris ke-1 menjelaskan proses pembentukan fungsi calculate_rmse dengan 
parameter nilai y aktual sebelum dinormalisasi dan y prediksi setelah 
didenormalisasi. 
2. Baris ke-2 menjelaskan proses konversi data y aktual sebelum dinormalisasi 
dalam bentuk dataframe menjadi bentuk numpy array. 
3. Baris ke-3 menjelaskan proses inisialisasi variabel result dengan nilai dari 
hasil perhitungan sigma fungsi map antara nilai y aktual sebelum dinormalisasi 
dan y prediksi setelah didenormalisasi. 
4. Baris ke-4 menjelaskan proses perhitungan akar pada variabel result. 
5. Baris ke-5 menjelaskan hasil keluaran dari fungsi calculate_rmse berupa 
nilai dari variabel result. 
5.1.8 Implementasi Perhitungan Koefisien Determinasi (!!) 
 Pada bab implementasi perhitungan koefisien determinasi (R%) menjelaskan 
kode program untuk menghitung tingkat pengaruh variabel independen terhadap 
variabel dependen pada data training dan data testing. Implementasi perhitungan 




Algoritma 16: Funsgi Perhitungan Koefisien Determinasi 
1 def calculate_adj_determination(y_aktual, y_prediksi, 
jumlah_variabel): 
2     y_aktual = np.array(y_aktual) 
3     y_rata_rata = np.sum(y_aktual)/len(y_aktual) 
4     sse_value = np.sum(list(map(lambda x,y: np.square(x-y), 
                y_aktual, y_prediksi))) 
5     sst_value = np.sum(list(map(lambda x: np.square(x- 
                y_rata_rata), y_aktual))) 
6     result_of_determination = 1 - (sse_value/sst_value) 
7     result_of_adj_determination = 1 - ((1- 
                       result_of_determination)*len 
                       (y_aktual)-1)\ 
8                        /(len(y_aktual)-jumlah_variabel-1) 
9     return result_of_determination,  
           result_of_adj_determination 
Kode Program 5.16 Implementasi Perhitungan Koefisien Determinasi (sE) 
 Pada implementasi Kode Program 5.16 dijelaskan dan dijabarkan sebagai 
berikut: 
1. Baris ke-1 menjelaskan proses pembentukan fungsi 
calculate_adj_determination dengan paramaeter nilai y aktual, nilai y 
prediksi, dan banya variabel yang digunakan. 
2. Baris ke-2 menjelaskan proses pembentukan array dengan nilai pada variabel 
y_aktual. 
3. Baris ke-3 menjelaskan pross perhitungan nilai rata-rata dari nilai y aktual. 
4. Baris ke-4 menjelaskan proses perhitungan nilai SSE pada Persamaan 2.9. 
5. Baris ke-5 menjelaskan proses perhitungan nilai SST pada Persamaan 2.9. 
6. Baris ke-6 menjelaskan proses perhitungan nilai koefisien determinasi (R%) 
pada persamaan 2.9. 
7. Baris ke -7 dan ke-8 menjelaskan proses perhitungan nilai Adjusted R-Squared 
pada Persamaan 2.10. 
8. Baris ke 9 menjelaskan hasil keluaran dari fungsi 
calculate_adj_determination berupa nilai dari variabel 






BAB 6 HASIL DAN PEMBAHASAN 
 Pada bab ini menjelaskan hasil pengujian pada sistem prediksi produksi udang 
vaname yang telah dibuat berdasarkan rancangan pengujian pada bab 4. Hasil dan 
pembahasan pengujian sistem yang dilakukan, yaitu pengujian persentase 
penggunaan data training dan data testing, pengujian banyak fitur yang 
digunakan, pengujian nilai alpha, pengujian banyak node, dan pengujian inisialisasi 
koefisien fitur. Parameter pengujian pada sistem berdasarkan hasil nilai RMSE, 
waktu eksekusi, dan jumlah looping.  
6.1 Pengujian Persentase Data Training dan Testing 
 Pada pengujian persentase data training dan data testing bertujuan 
mengetahui tingkat persentase optimal pada metode MLR kombinasi GD dalam 
menghasilkan model regresi. Parameter yang digunakan pada pengujian 
persentase data training dan testing, yaitu nilai alpha sebesar 0,1, nilai koefisien 
galat sebesar 0,05, dan nilai beta sebesar 0,1. Hasil pengujian tersebut terdapat 
pada Tabel 6.1. 





Looping Data Training Data Testing 
90%:10% 460,2060098 457,5014387 -2,7045712 10054 
80%:20% 460,2047783 412,9556506 -47,249128 12706 
70%:30% 460,2040134 477,4630175 17,2590041 10284 
60%:40% 460,2049381 487,5227106 27,3177725 7158 
50%:50% 460,2037488 501,9455269 41,7417782 7172 
40%:60% 460,2053949 480,0426333 19,8372385 8876 
30%:70% 460,2053175 526,6696099 66,4642925 3959 
20%:80% 460,2037022 489,6326536 29,4289514 4552 
10%:90% 460,1126175 596,7447424 136,632125 48 
 Hasil pengujian pada Tabel 6.1 menghasilkan perbedaan nilai RMSE dan RMSPE 
pada data training dan data testing yang diperoleh. Nilai RMSE dari hasil 
pengujian tersebut ditampilkan dalam bentuk diagram garis untuk menunjukkan 










Gambar 6.1 Diagram Garis Hasil Pengujian Persentase Data Training dan 
Testing 
 Hasil pengujian persentase dataset antara data training dengan data testing 
pada Gambar 6.1 menunjukkan nilai konstan pada nilai RMSE data training dan 
mengalami naik turun pada nilai RMSE data testing. Persentase dataset yang 
optimal untuk digunakan dengan parameter yang telah ditentukan sebelumnya 
ialah 70% : 30%. Persentase dataset 70% : 30% disimpulkan optimal, karena hasil 
dari nilai RMSE data training lebih kecil daripada RMSE data training dan memiliki 
selisih kecil dengan nilai 17,2590041. Nilai RMSE yang optimal ialah ketika nilai 
RMSE data training lebih kecil daripada RMSE nilai data testing dan memiliki 
selisih mendekati atau sama dengan 0. 
6.2 Pengujian Jumlah Fitur 
 Pada pengujian jumlah fitur bertujuan mengetahui jumlah fitur yang optimal 
pada metode MLR kombinasi GD dengan dataset yang digunakan. Parameter 
yang digunakan untuk melakukan pengujian jumlah fitur, yaitu persentase data 
training dengan testing sebesar 70% : 30%, nilai alpha sebesar 0,1, nilai galat 
sebesar 0,05 dan inisialisasi nilai beta awal ialah 0,1. Hasil pengujian jumlah fitur 
terdapat pada Tabel 6.2. 










Training Data Testing 
6 460,2045692 445,0721257 -15,132443 19811 0:09:33 
460,2060098
460,2047783

























8 460,2048396 449,2755112 -10,929328 17157 0:08:51 
10 460,2033857 460,7718423 0,56845656 16275 0:08:32 
12 460,2019305 462,2703507 5,138447809 15370 0:08:33 
14 460,1973837 463,7967408 5,135495055 14194 0:07:57 
16 460,1990627 461,2200633 5,132465744 13091 0:07:18 
18 460,1989208 464,2032779 5,132917373 10320 0:05:58 
 Hasil pengujian pada Tabel 6.2 menghasilkan perbedaan nilai RMSE dan RMSPE 
pada data training dan data testing yang diperoleh. Nilai RMSE dari hasil 
pengujian tersebut ditampilkan dalam bentuk diagram garis menunjukkan 
pengaruh jumlah fitur yang digunakan pada dataset. Diagram garis pada Tabel 6.2 
dapat dilihat pada Gambar 6.2. 
 
Gambar 6.2 Diagram Garis Hasil Pengujian Jumlah Fitur 
 Hasil pengujian jumlah fitur yang digunakan pada Gambar 6.1 menunjukkan 
nilai konstan pada RMSE data training dan untuk nilai RMSE pada data testing 
mengalami kenaikan dengan jumlah fitur 6 hingga 14, sedangkan pada jumlah 
fitur 14 ke 16 mengalami penurunan, dan pada fitur 16 ke 18 mengalami 
kenaikan. Pada jumlah fitur 6 hingga 14 tidak terdapat fitur dengan nilai kategorial 
yang membutuhkan metode encoding, sedangkan pada fitur 16 dan 18 terdapat 
fitur dengan nilai kategorial sehingga membutuhkan metode encoding yaitu 
ordinal encoding. Jumlah fitur paling optimal dengan parameter yang telah 
ditentukan terdapat pada jumlah fitur sebesar 10. Pada jumlah fitur sebesar 10 
menghasilkan nilai RMSE data training lebih kecil daripada nilai RMSE data testing 




























6.3 Pengujian Nilai Alpha 
 Pada pengujian nilai alpha bertujuan untuk mengetahui nilai alpha yang 
optimal dengan memperhatikan perubahan nilai RMSE dan waktu eksekusi yang 
dihasilkan dalam proses training pada model MLR kombinasi GD. Parameter 
pengujian yang digunakan, yaitu nilai persentase data training dan data testing 
sebesar 70%:30%, nilai batas galat sebesar 0,05 dan inisialisasi beta awal sebesar 
0,1. Hasil pengujian nilai alpha dapat dilihat pada Tabel 6.3. 








Eksekusi Data training Data testing 
0,01 460,2060392 464,2087855 4,00274629 103201 0:58:08 
0,1 460,2061691 464,2091232 4,00295414 10320 0:05:42 
0,11 460,2055809 464,2086274 4,00304654 9382 0:05:07 
0,2 460,2059963 464,2092179 4,0032216 5160 0:03:01 
0,22 460,2053908 464,2087316 4,00334075 4691 0:02:45 
0,3 460,2058235 464,2093126 4,00348909 3440 0:01:58 
0,33 460,1989208 464,2032779 4,00435704 3128 0:01:51 
 Hasil pengujian nilai alpha pada Tabel 6.3 menghasilkan nilai RMSE pada data 
training dan data testing yang berbeda. Nilai RMSE yang dihasilkan pada Tabel 6.3 
diilustrasikan dalam bentuk diagram garis menunjukkan pengaruh nilai alpha. 
Ilustrasi diagram garis pada Tabel 6.3 dapat dilihat pada Gambar 6.3. 
 
Gambar 6.3 Diagram Garis Hasil Pengujian Nilai Alpha 
 Pada Gambar 6.3 menunjukkan nilai konstan pada nilai RMSE data training dan 



















pengaruh yang signifikan dalam proses pembentukan model MLR kombinasi GD. 
Nilai alpha memiliki pengaruh yang signifikan pada jumlah looping dan waktu 
eksekusi terutama pada nilai alpha 0,01 dan 0,1. Pada nilai alpha 0,01 
menghasilkan jumlah looping sebesar 103.201 dengan waktu eksekusi selama 
0:58:08 sedangkan pada nilai alpha 0,1 menghasilkan jumlah looping sebesar 
10.320 dengan waktu eksekusi selama 0:05:42 menunjukkan selisih jumlah 
looping sebesar 92881 dengan selisih waktu selama 0:52:33, sehingga semakin 
besar nilai alpha semakin sedikit jumlah looping dan semakin sebentar waktu 
eksekusi. 
 Pada Tabel 6.3 menunjukkan nilai alpha optimal, yaitu 0,33 karena 
menghasilkan jumlah looping terkecil dengan nilai 3128, waktu eksekusi yang 
relatif cepat dengan nilai 0:01:51, dan menghasilkan nilai RMSE yang relatif kecil 
dengan selisih yang tidak terlalu signifikan. 
6.4 Pengujian Banyak Node 
 Pada pengujian banyak node bertujuan untuk mengetahui pengaruh 
penggunaan node dalam pemrograman Apache Spark terhadap waktu eksekusi 
yang dihasilkan. Pemrograman Apache Spark yang digunakan mengacu pada local 
computing berbasis threads dengan spesifikasi perangkat yang telah dijelaskan 
pada Bab 3. Hasil pengujian node dapat dilihat pada Tabel 6.4. 





Pre-processing Normalisasi Denormalisasi 
4 0:00:00.373375 0:00:06.983271 0:00:00.180972 0:00:07.537618 
5 0:00:00.370772 0:00:06.845601 0:00:00.260579 0:00:07.358400 
6 0:00:00.367074 0:00:06.231216 0:00:00.142027 0:00:06.740317 
7 0:00:00.360712 0:00:06.192792 0:00:00.203166 0:00:06.756670 
8 0:00:00.371104 0:00:06.382195 0:00:00.213587 0:00:06.966886 
 Hasil pengujian banyak node pada Tabel 6.4 menghasilkan waktu eksekusi yang 
berbeda pada setiap node yang digunakan. Waktu eksekusi yang dihasilkan pada 
Tabel 6.4 diilustrasikan dalam bentuk diagram garis bertujuan untuk 
mempermudah analisis pengaruh banyak node terhadap waktu eksekusi yang 





Gambar 6.4 Diagram Garis Hasil Pengujian Banyak Node 
  
 Pada Gambar 6.4 menunjukkan perubahan waktu mengalami penurunan pada 
banyak node sebesar 4, 5, dan 6 dan mengalami kenaikan pada jumlah node 7 dan 
8. Kapasitas node yang dapat bekerja secara optimal pada threads dengan 
menggunakan perangkat yang tersedia, yaitu sebanyak 6 node dengan waktu 
eksekusi selama 0:00:06.740317. Hasil pengujian tersebut menunjukkan bahwa 
penggunaan jumlah node yang lebih dari kapasitas threads yang tersedia dalam 
local computing Apache Spark dengan perangkat yang digunakan tidak dapat 
mengurangi waktu eksekusi. 
6.5 Pengujian Nilai Koefisien Galat 
 Pada pengujian nilai galat bertujuan untuk mengetahui pengaruh nilai galat 
yang di inisialisasi terhadap nilai RMSE yang diperoleh untuk memperoleh model 
yang optimal. Parameter pengujian yang digunakan ialah ratio dataset sebesar 
70%:30%, nilai alpha sebesar 0,33, dan nilai beta sebesar 0,1. Hasil pengujian nilai 
galat dapat dilihat pada Tabel 6.5. 




RMSE Jumlah  
Looping 
Waktu 
Eksekusi Data training Data testing 
0,01 205,8104099 210,6348376 43900 0:24:31 
0,02 291,0584801 296,4754045 26266 0:15:25 
0,03 356,4724401 362,1956681 15998 0:09:26 
0,04 411,6166151 417,446829 8729 0:05:14 
0,05 460,1989208 464,2032779 3128 0:01:53 
0,06 504,0857323 500,3340475 282 0:00:10 
 Nilai RMSE yang dihasilkan pada Tabel 6.5 diilustrasikan menjadi diagram garis 
bertujuan untuk mempermudah analisis pergerakan nilai RMSE pada setiap nilai 





















Gambar 6.5 Nilai RMSE Hasil Pengujian Nilai Galat 
 
 Pada Gambar 6.5 menunjukkan nilai RMSE mengalami peningkatan pada nilai 
galat 0,01 hingga nilai galat 0,05 yang terjadi secara kontinu. Pada pengujian nilai 
galat yang dilakukan semakin kecil nilai galat yang digunakan maka akan 
menghasilkan nilai RMSE yang kecil, begitu juga sebaliknya sehingga inisialisasi 
nilai galat pada model MLR kombinasi GD berbanding lurus dengan RMSE yang 
dihasilkan. Berdasarkan Tabel 6.5 nilai galat yang kecil pada proses inisialisasi 
membutuhkan waktu yang lama untuk mendapatkan nilai RMSE yang kecil. Pada 
nilai galat 0,01 membutuhkan waktu kurang lebih 24 menit 31 detik dan jumlah 
looping sebanyak 43900 untuk mendapatkan model yang optimal. 
6.6 Analisis Global 
 Pada analisis global menjelaskan kesimpulan dari hasil pengujian yang telah 
dilakukan. Pada pengujian persentase pembagian data training dan data testing 
menghasilkan nilai optimal dengan persentase 70%:30% dengan nilai RMSE 
sebesar 460,2040134 untuk data training dan 477,4630175 untuk data testing. 
Pada pengujian jumlah fitur menghasilkan jumlah fitur yang optimal, yaitu 10 fitur 
dengan nilai RMSE sebesar 460,2033857 untuk data training dan 460,7718423 
untuk data testing. Pada pengujian nilai alpha menghasilkan nilai alpha optimal 
sebesar 0,33 dengan nilai RMSE sebesar 460,1989208 untuk data training dan 
464,2032779 dan memiliki waktu eksekusi 0:01:51 denga jumlah looping sebesar 
3128. Pada pengujian banyak node menghasilkan jumlah node yang optimal 
berjumlah 6 dengan total waktu eksekusi selama 0:00:06.740317. Pada pengujian 
nilai koefisien galat menghasilkan nilai optimal sebesar 0,01 dengan nilai RMSE 
yang dihasilkan ialah 205,8104099 pada data training dan 210,6348376 pada data 
testing 
 Pada Lampiran C dan D terdapat perbedaan yang signifikan antara data aktual 
dan data prediksi. Hal tersebut diakibatkan inisialisasi nilai koefisien galat yang 
digunakan pada metode Gradient Descent tidak lebih kecil dari 0,0001. Hal 
tersebut tidak dilakukan, karena semakin kecil nilai koefisien galat yang 



























dataset yang digunakan terdapat nilai fitur yang hilang atau kosong dan terdapat 
beberapa fitur dengan data bernilai kategorial yang harus diubah menjadi tipe 
integer sehingga pemilihan metode pada ke 2 permasalahan tersebut 




BAB 7 PENUTUP 
 Pada bab penutup menjelaskan tentang kesimpulan dan saran dari hasil 
penelitian prediksi produksi udang vaname menggunakan algoritma Multiple 
Linear Regression (MLR) kombinasi Gradient Descent (GD) dengan Apache Spark. 
Pada bagian kesimpulan akan menjelaskan tentang jawaban rumusan masalah 
dari hasil penelitian. Pada bagian saran akan menjelaskan tentang kekurangan 
yang didapatkan pada penelitian yang dilakukan, bertujuan sebagai referensi 
untuk penelitian selanjutnya. 
7.1 Kesimpulan 
 Kesimpulan diperoleh berdasarkan hasil dan pembahasan yang dilakukan pada 
Bab 6 tentang prediksi produksi udang vaname menggunakan algoritma Multiple 
Linear Regression (MLR) kombinasi Gradient Descent (GD) dengan Apache Spark. 
Berikut merupakan kesimpulan yang diperoleh dari penelitian yang dilakukan: 
1. Algoritma Multiple Linear Regression (MLR) kombinasi Gradient Descent (GD) 
menghasilkan model optimal berdasarkan hasil pengujian parameter yang 
optimal yaitu, y = 11,2832989 + (-0,132303806)"! + 0,0208649464"% + (-
0,261578974)	"$ + (-0,145116201)	"L + (-0,126162261)	"M + 0,244798047"# + 
0,0465476824"N + 0,0415882857"H + 0,111374427"O + (-0,00691775884)	"!' 
+ (-0,527219244)	"!! + (-0,307861648)	"!% + (-1.15709574)	"!$ + 
1.79326391"!L+ 7.16654890"!M + (-18,2399811) "!# + (-11,0144886)	"!N. 
2. Agoritma Multiple Linear Regression (MLR) kombinasi Gradient Descent (GD) 
memprediksi hasil produksi udang vaname menghasilkan nilai RMSE dan 
tingkat koefisien determinasi (R%) yang optimal dengan parameter persentase 
dataset 70%:30%, nilai alpha yang digunakan 0,33, jumlah node yang 
digunakan 6, dan batas nilai galat yang digunakan ialah 0,01. Nilai RMSE yang 
dihasilkan ialah 205,81041 dan pada data training dan 210,63484 pada data 
testing. Nilai koefisien determinasi (R%) dan Adjusted R-Squared yang 
dihasilkan ialah 0.87032 dan 0.86365 pada data training dan 0.85526 dan 
0.83414 pada data testing. 
3. Pada pengujian banyak node terdapat perbedaan yang signifikan terhadap 
waktu eksekusi yang dihasilkan. Jumlah core atau node optimal pada device 
yang digunakan berjumlah 6. Pada local computing Apache Spark performa 
node atau core berdasarkan kapasitas threads yang tersedia pada prosesor 
yang digunakan pada setiap device. 
7.2 Saran 
 Saran dari penulis untuk penelitian selanjutnya adalah: 
1. Menambahkan variabel yang memengaruhi hasil produksi udang vaname 
seperti proses pemberian pakan, kadar pemberian pakan per kolam, interval 






2. Meningkatkan nilai hasil prediksi dengan waktu proses eksekusi yang relatif 
cepat sebaiknya menggunakan proses cloud computing atau parallel 
computing pada metode Apache Spark dan menginisialisasi nilai galat dengan 
nilai terkecil. 
3. Menerapkan teknik Gradient Descent yang lebih powerfull seperti Stochastic 
Gradient Descent (SGD), Annealed Gradient Descent (SGDAnn), 
SGDMomentum, Adaptive Moment Estimation (Adam), Adam Annealing 
(AdamAnn) (Cholissodin, et al., 2019).  
4. Menerapkan metode Multivariate Imputation by Chained Equation (MICE) 
untuk mengestimasi dataset yang kosong (Missing Value) sehingga dapat 
meningkatkan akurasi hasil prediksi (Eldiyana, et al., 2020).  
5. Menerapkan metode encoding yang lebih powerfull pada kategorikal data 
seperti, onehot encoding, sum encoding, helmert encoding, polynomial 
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LAMPIRAN A DATA 
• Kolam B1 
Pada baris ke-1 hingga ke-7 terdapat beberapa tabel yang kosong karena dari pihak penyedia data memulai penelitian pada 
hari ke-8. Variabel dependent yang digunakan ialah PH AM, PH PM, T.AIR AM, T.AIR PM, KEC AM, KEC PM, W.A (Warna Air) AM, 
W.A PM, BUSA AM, BUSA PM, DO (Oksigen Terlarut) AM, DO PM, SUHU AM, SUHU PM, TEBARAN, LP (Luas Panen), dan D-SITY 
(kepadatan). Variabel independen yang digunakan ialah Biomass (berat hasil panel). Pada fitur dengan nilai berupa kategori 
dilakukan proses encoding menggunakan ordinal encoding dengan mengubah menjadi nilai integer. Nilai integer memiliki 
hubungan yang natural antara satu dengan yang lainnya yang memungkinkan metode dari machine learning dapat memahaminya.  
berikut merupakan sampel data dari keseluruhan data yang dapat diakses melalui: <https://bit.ly/DataseUdangVaname> 
 





















19/01/19 1                       
20/01/19 2                       
21/01/19 3                       
22/01/19 4                       
23/01/19 5                       
24/01/19 6                       
25/01/19 7                       
26/01/19 8 8,5 8,5 0 128 128 60 60 c c sedang sedang 
27/01/19 9 7,6 7,9 0,3 125 125 76 72 cm hm sedikit sedikit 
28/01/19 10 7,6 7,6 0 125 129 92 100 hm hm sedikit sedikit 




30/01/19 12 7,4 7,8 0,4 125 130 150 150 hm hm sedikit sedang 
31/01/19 13 7,4 7,9 0,5 130 129 100 50 cm c sedang sedang 
01/02/19 14 7,6 8,5 0,9 128 128 60 48 c c sedang sedang 
02/02/19 15 8 8,1 0,1 127 125 54 52 c c sedikit sedang 
03/02/19 16 7,5 7,7 0,2 130 130 62 80 cm cm banyak banyak 
04/02/19 17 7,5 7,5 0 130 130 90 98 hm hm banyak banyak 
05/02/19 18 7,4 7,8 0,4 143 143 87 76 hm hm banyak banyak 
06/02/19 19 7,6 7,8 0,2 141 140 70 60 hm hc banyak banyak 
 










RANGE TEBARAN LP D-SITY BIOMASS 
19/01/19 1             515328 3310 156 9377,2 
20/01/19 2             515328 3310 156 9377,2 
21/01/19 3             515328 3310 156 9377,2 
22/01/19 4             515328 3310 156 9377,2 
23/01/19 5             515328 3310 156 9377,2 
24/01/19 6             515328 3310 156 9377,2 
25/01/19 7             515328 3310 156 9377,2 
26/01/19 8             515328 3310 156 9377,2 
27/01/19 9             515328 3310 156 9377,2 
28/01/19 10             515328 3310 156 9377,2 
29/01/19 11             515328 3310 156 9377,2 




31/01/19 13             515328 3310 156 9377,2 
01/02/19 14             515328 3310 156 9377,2 
02/02/19 15             515328 3310 156 9377,2 
03/02/19 16             515328 3310 156 9377,2 
04/02/19 17             515328 3310 156 9377,2 
05/02/19 18             515328 3310 156 9377,2 
06/02/19 19             515328 3310 156 9377,2 
 



















07/02/19 20 7,7 8,5 0,8 140 142 75 61 cm c sedang sedang 
08/02/19 21 7,5 7,7 0,2 143 144 70 77 hc c banyak sedang 
12/02/19 25 7,9 7,9 0 150 149 50 47 c c banyak banyak 
13/02/19 26 7,4 7,7 0,3 152 157 50 45 c c banyak banyak 
14/02/19 27 7,4 7,8 0,4 155 154 50 44 c c banyak banyak 
15/02/19 28 7,4 7,8 0,4 153 150 47 50 c c banyak banyak 
16/02/19 29 7,4 7,8 0,4 153 154 45 40 c c banyak banyak 
17/02/19 30 7,4 7,7 0,3 153 150 46 40 c c banyak banyak 
18/02/19 31 7,4 7,8 0,4 153 152 49 40 c cm banyak banyak 
19/02/19 32 7,4 7,7 0,3 150 150 46 36 c tua c tua banyak banyak 
20/02/19 33 7,4 7,7 0,3 148 148 43 40 c tua c tua banyak banyak 
21/02/19 34 7,4 7,7 0,3 145 145 40 37 c tua c tua banyak banyak 





















RANGE TEBARAN LP D-SITY BIOMASS 
07/02/19 20       515328 3310 156 9377,2 
08/02/19 21             515328 3310 156 9377,2 
12/02/19 25             515328 3310 156 9377,2 
13/02/19 26             515328 3310 156 9377,2 
14/02/19 27 7,06 5,88 1,18 31,4 31,1 0,3 515328 3310 156 9377,2 
15/02/19 28 7,07 7 0,07 32,6 33,2 0,6 515328 3310 156 9377,2 
16/02/19 29 6,64 4,37 2,27 32,6 32,2 0,4 515328 3310 156 9377,2 
17/02/19 30 6,6 4,25 2,35 32,7 32,2 0,5 515328 3310 156 9377,2 
18/02/19 31 6,96 4,73 2,23 32,7 32 0,7 515328 3310 156 9377,2 
19/02/19 32 7,3 4,58 2,72 32,7 32,1 0,6 515328 3310 156 9377,2 
20/02/19 33 6,38 4,36 2,02 31,8 31,4 0,4 515328 3310 156 9377,2 
21/02/19 34 6,11 4,27 1,84 32,3 31,6 0,7 515328 3310 156 9377,2 
22/02/19 35 5,54 4,22 1,32 32,4 31,6 0,8 515328 3310 156 9377,2 
23/02/19 36 7,4 7,6 0,2 145 148 50 44 cm cm banyak banyak 
24/02/19 37 7,4 7,6 0,2 150 150 50 42 cm cm banyak banyak 
25/02/19 38 7,4 7,6 0,2 149 148 45 36 cm c banyak banyak 
26/02/19 39 7,4 7,6 0,2 146 145 45 36 c c banyak banyak 
27/02/19 40 7,4 7,7 0,3 145 145 41 40 c cm banyak banyak 
28/02/19 41 7,4 7,6 0,2 143 143 40 38 cm cm banyak banyak 
01/03/19 42 7,4 7,7 0,3 145 148 40 40 cm hc banyak banyak 




23/02/19 36 5,23 4,22 1,01 32,4 31,4 1 515328 3310 156 9377,2 
24/02/19 37 5,52 4,42 1,1 31,9 31,1 0,8 515328 3310 156 9377,2 
25/02/19 38 6,28 4,3 1,98 31,9 31,4 0,5 515328 3310 156 9377,2 
26/02/19 39 6,05 4,39 1,66 32 31,4 0,6 515328 3310 156 9377,2 
27/02/19 40 5,14 4,54 0,6 31,2 30,7 0,5 515328 3310 156 9377,2 
28/02/19 41 5,55 4,77 0,78 30,6 30,1 0,5 515328 3310 156 9377,2 
01/03/19 42 5,64 4,82 0,82 31,4 30,7 0,7 515328 3310 156 9377,2 
02/03/19 43 5,85 5,04 0,81 30,6 29,9 0,7 515328 3310 156 9377,2 
 



















03/03/19 44 7,4 7,8 0,4 150 149 30 30 hc hc banyak banyak 
04/03/19 45 7,4 7,7 0,3 145 145 35 35 cm hc banyak banyak 
05/03/19 46 7,5 7,6 0,1 142 142 36 35 hc hc banyak banyak 
06/03/19 47 7,5 7,5 0 145 145 40 40 cm cm banyak banyak 
07/03/19 48 7,5 7,6 0,1 150 152 40 40 c c banyak banyak 
12/03/19 53 7,4 7,6 0,2 149 148 38 34 c c banyak banyak 
13/03/19 54 7,4 7,6 0,2 145 144 31 30 cm ch banyak banyak 
14/03/19 55 7,4 7,7 0,3 150 150 34 31 cm hc banyak banyak 
15/03/19 56 7,4 7,6 0,2 153 152 36 31 hc hc banyak banyak 
16/03/19 57 7,4 7,7 0,3 151 150 33 31 ch ch banyak banyak 
17/03/19 58 7,4 7,6 0,2 149 151 30 33 cm c banyak banyak 




19/03/19 60 7,4 7,7 0,3 165 168 31 34 ch ch banyak banyak 
20/03/19 61 7,4 7,6 0,2 168 165 35 30 cm ch banyak banyak 
21/03/19 62 7,4 7,7 0,3 164 163 31 30 ch ch banyak banyak 
22/03/19 63 7,4 7,8 0,4 163 165 32 32 cm cm banyak banyak 
23/03/19 64 7,4 7,7 0,3 165 165 35 31 ch ch banyak banyak 
24/03/19 65 7,4 7,6 0,2 169 169 40 38 cm cm banyak banyak 
25/03/19 66 7,4 7,6 0,2 165 164 39 37 cm cm banyak banyak 
26/03/19 67 7,4 7,6 0,2 162 160 41 36 cm cm banyak banyak 
 










RANGE TEBARAN LP D-SITY BIOMASS 
03/03/19 44 5,71 4,86 0,85 30,8 30,1 0,7 515328 3310 156 9377,2 
04/03/19 45 5,86 4,87 0,99 30,2 29,9 0,3 515328 3310 156 9377,2 
05/03/19 46 5,81 4,8 1,01 30,7 30 0,7 515328 3310 156 9377,2 
06/03/19 47 5,4 5,53 0,13 28,1 27,6 0,5 515328 3310 156 9377,2 
07/03/19 48 5,41 5,32 0,09 28,1 27,7 0,4 515328 3310 156 9377,2 
12/03/19 53 5,54 4,86 0,68 30,5 30 0,5 515328 3310 156 9377,2 
13/03/19 54 5,84 5 0,84 30,9 30 0,9 515328 3310 156 9377,2 
14/03/19 55 5,36 4,98 0,38 30,2 29,9 0,3 515328 3310 156 9377,2 
15/03/19 56 5,76 4,65 1,11 30,5 29,7 0,8 515328 3310 156 9377,2 
16/03/19 57 5,6 4,72 0,88 30,3 29,4 0,9 515328 3310 156 9377,2 
17/03/19 58 5,66 4,32 1,34 30,3 29,9 0,4 515328 3310 156 9377,2 




19/03/19 60 5,55 4,41 1,14 30,6 30,2 0,4 515328 3310 156 9377,2 
20/03/19 61 5,64 4,65 0,99 31,1 30,6 0,5 515328 3310 156 9377,2 
21/03/19 62 5,1 4,59 0,51 30,6 30,1 0,5 515328 3310 156 9377,2 
22/03/19 63 5,4 4,45 0,95 31,1 30,4 0,7 515328 3310 156 9377,2 
23/03/19 64 5,7 4,46 1,24 30,6 30,1 0,5 515328 3310 156 9377,2 
24/03/19 65 5,38 4,93 0,45 28,6 28,4 0,2 515328 3310 156 9377,2 
25/03/19 66 5,24 4,76 0,48 30,1 29,8 0,3 515328 3310 156 9377,2 
26/03/19 67 5,25 4,5 0,75 29,8 29,5 0,3 515328 3310 156 9377,2 
 



















27/03/19 68 7,4 7,6 0,2 160 163 41 39 cm cm banyak banyak 
28/03/19 69 7,4 7,6 0,2 165 168 44 38 cm cm banyak banyak 
29/03/19 70 7,4 7,6 0,2 170 170 39 35 c c banyak banyak 
30/03/19 71 7,4 7,6 0,2 168 165 38 35 c c banyak banyak 
31/03/19 72 7,4 7,5 0,1 165 164 36 32 c c banyak banyak 
01/04/19 73 7,4 7,6 0,2 165 168 35 31 c c banyak banyak 
02/04/19 74 7,4 7,6 0,2 170 172 36 33 c c banyak banyak 
03/04/19 75 7,4 7,5 0,1 170 170 35 30 c c banyak banyak 
04/04/19 76 7,4 7,5 0,1 170 169 33 32 c c banyak banyak 
05/04/19 77 7,4 7,6 0,2 167 165 32 30 c c banyak banyak 
06/04/19 78 7,3 7,6 0,3 165 166 32 30 c c banyak banyak 




08/04/19 80 7,3 7,5 0,2 166 167 35 33 c c banyak banyak 
09/04/19 81 7,2 7,5 0,3 168 167 32 31 c c banyak banyak 
10/04/19 82 7,3 7,4 0,1 168 168 32 31 c c banyak banyak 
11/04/19 83 7,3 7,5 0,2 167 167 36 39 c c banyak banyak 
12/04/19 84 7,3 7,4 0,1 168 168 35 32 c c banyak banyak 
13/04/19 85 7,3 7,6 0,3 170 170 35 35 c c banyak banyak 
14/04/19 86 7,3 7,4 0,1 178 178 38 35 c c banyak banyak 
15/04/19 87 7,3 7,4 0,1 174 174 36 35 c c banyak banyak 
 










RANGE TEBARAN LP D-SITY BIOMASS 
27/03/19 68 5,17 4,37 0,8 30,1 29,8 0,3 515328 3310 156 9377,2 
28/03/19 69 5,18 4,58 0,6 30,2 29,7 0,5 515328 3310 156 9377,2 
29/03/19 70 5,22 4,67 0,55 30,7 30,4 0,3 515328 3310 156 9377,2 
30/03/19 71 5,07 4,27 0,8 30,6 30,2 0,4 515328 3310 156 9377,2 
31/03/19 72 5,38 4,38 1 30,9 30,4 0,5 515328 3310 156 9377,2 
01/04/19 73 5,74 4,37 1,37 30,7 30,2 0,5 515328 3310 156 9377,2 
02/04/19 74 5,43 4,33 1,1 30,7 30,2 0,5 515328 3310 156 9377,2 
03/04/19 75 5,52 4,41 1,11 30,5 30 0,5 515328 3310 156 9377,2 
04/04/19 76 5,46 4,78 0,68 30,6 30,2 0,4 515328 3310 156 9377,2 
05/04/19 77 5,3 4,06 1,24 30,9 30,4 0,5 515328 3310 156 9377,2 
06/04/19 78 5,39 4,12 1,27 31,2 30,4 0,8 515328 3310 156 9377,2 




08/04/19 80 5,39 4,13 1,26 31,2 30,8 0,4 515328 3310 156 9377,2 
09/04/19 81 5,56 4,11 1,45 31,8 31,3 0,5 515328 3310 156 9377,2 
10/04/19 82 5,21 3,96 1,25 31,7 31,2 0,5 515328 3310 156 9377,2 
11/04/19 83 5,22 4,09 1,13 31,7 30,9 0,8 515328 3310 156 9377,2 
12/04/19 84 5,32 4,55 0,77 31,7 30,8 0,9 515328 3310 156 9377,2 
13/04/19 85 5,34 4,18 1,16 30,9 30 0,9 515328 3310 156 9377,2 
14/04/19 86 4,97 4,16 0,81 30,3 29,9 0,4 515328 3310 156 9377,2 











LAMPIRAN B HASIL DATA PREDIKSI DAN DATA AKTUAL 
Data ke- Prediksi Training 
Aktual 
Training 
0 9344,641 9377,2 
1 9393,878 9377,2 
2 9532,854 9377,2 
3 9333,058 9377,2 
4 9226,798 9377,2 
5 9220,008 9377,2 
6 9287,675 9377,2 
7 9491,938 9377,2 
8 9511,881 9377,2 
9 9444,851 9377,2 
10 9484,75 9377,2 
11 9398,635 9377,2 
12 9342,851 9377,2 
13 9414,883 9377,2 
14 9381,619 9377,2 
15 9316,208 9377,2 
16 9351,847 9377,2 
17 9263,724 9377,2 
18 9361,33 9377,2 
19 9330,152 9377,2 
20 9330,445 9377,2 
21 9341,683 9377,2 
22 9256,731 9377,2 
23 9306,389 9377,2 
24 9298,742 9377,2 
25 9367,198 9377,2 
26 9404,003 9377,2 
27 9339,798 9377,2 
28 8625,822 8705,2 
29 8827,051 8705,2 
30 8808,814 8705,2 
31 8691,939 8705,2 
32 8830,133 8705,2 
33 8869,426 8705,2 
34 8829,85 8705,2 
35 8720,317 8705,2 
36 8656,017 8705,2 
37 8717,949 8705,2 
Data ke- Prediksi Training 
Aktual 
Training 
38 8744,318 8705,2 
39 8599,7 8705,2 
40 8612,893 8705,2 
41 8634,042 8705,2 
42 8729,723 8705,2 
43 8601,648 8705,2 
44 8714,441 8705,2 
45 8741,705 8705,2 
46 8575,752 8705,2 
47 8614,208 8705,2 
48 8749,805 8705,2 
49 8756,742 8705,2 
50 8674,157 8309,7 
51 8671,376 8309,7 
52 8597,5 8309,7 
53 8604,537 8309,7 
54 8704,166 8309,7 
55 8641,478 8309,7 
56 8592,562 8309,7 
57 8613,253 8309,7 
58 8624,852 8309,7 
59 8670,896 8309,7 
60 8600,577 8309,7 
61 8555,919 8309,7 
62 8553,241 8309,7 
63 8577,678 8309,7 
... ... ... 
83 9433,223 9765 
84 9510,531 9765 
85 9363,133 9765 
86 9451,929 9765 
87 9383,284 9765 
88 9430,531 9765 
89 9448,736 9765 
90 9494,509 9765 
91 9515,506 9765 
92 9437,794 9765 




LAMPIRAN C GRAFIK HASIL DATA PREDIKSI DAN DATA 
AKTUAL 
 Pada grafik hasil prediksi produksi udang vaname di bawah merupakan hasil 
dari nilai parameter yang optimal dalam proses pengujian algoritma Multiple 
Linear Regression (MLR) kombinasi Gradient Descent (GD) yang dilakukan pada 
bab 6. Nilai parameter yang digunakan ialah sebagai berikut: 
Persentase Data Training  : 70% 
Persentase Data Testing : 30% 
Jumlah Fitur  : 18 
Nilai Alpha : 0,33 
Jumlah Node : 6 
Nilai Galat : 0,01 
Nilai Hasil RMSE : 210.6348 
Nilai R2 : 0.8552 














































































































Prediksi Testing Aktual Testing
Nilai RMSE = 207.2757
