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QUADRATIC POINTS ON MODULAR CURVES WITH INFINITE
MORDELL–WEIL GROUP
JOSHA BOX
Abstract. Bruin and Najman [5] and Ozman and Siksek [33] have recently determined the
quadratic points on each modular curve X0(N) of genus 2, 3, 4, or 5 whose Mordell–Weil group
has rank 0. In this paper we do the same for the X0(N) of genus 2, 3, 4, and 5 and positive
Mordell–Weil rank. The values of N are 37, 43, 53, 61, 57, 65, 67 and 73.
The main tool used is a relative symmetric Chabauty method, in combination with the
Mordell–Weil sieve. Often the quadratic points are not finite, as the degree 2 map X0(N) →
X0(N)+ can be a source of infinitely many such points. In such cases, we describe this map and
the rational points on X0(N)+, and we specify the exceptional quadratic points on X0(N) not
coming from X0(N)+. In particular we determine the j-invariants of the corresponding elliptic
curves and whether they are Q-curves or have complex multiplication.
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1. Introduction
LetN be a positive integer. In a celebrated paper [26], Mazur determined exactly which modular
curves X1(N) admit non-cuspidal rational points and, for prime values of N , he repeated this for
X0(N) [27]. These results for X0(N) were later extended to composite levels by Kenku [19]. Since
this work of Mazur, people have been interested in obtaining similar results for points of low degree
d.
For d = 2 (Kamienny [18]), d = 3 (Parent [34]), and d ∈ {4, 5, 6} (Derickx, Kamienny, Stein
and Stoll [11]), explicit upper bounds Bd have been found such that all degree d points on X1(N)
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for N ≥ Bd are cuspidal. Moreover, for prime values of N , Merel’s uniform boundedness theorem
[30] proves the existence of such an upper bound Bd for each d. The low degree points on X0(N),
however, are naturally more abundant than on X1(N), which complicates their study.
There are two obvious potential sources of infinitely many quadratic points on X0(N): a degree
2 map X0(N)→ P1 over Q (which exists if and only if X0(N) is hyperelliptic) and a degree 2 map
over Q to an elliptic curve with infinite Mordell–Weil group (the existence of which implies that
X0(N) is bielliptic). In both of these cases the rational points on the image give rise to infinitely
many quadratic points on X0(N). Using Faltings’ theorem [13] on abelian varieties, Abramovich
and Harris [1] show that the set of quadratic points on X0(N) is infinite in these two cases only.
Building on the work of Harris and Silverman [15], Bars [4] then determined all bielliptic X0(N)
and decided that exactly 10 of these have a quotient of positive Mordell–Weil rank. Moreover,
Ogg [31] decided for which 19 values of N the curve X0(N) is hyperelliptic. Consequently, X0(N)
has infinitely many quadratic points for the following 28 explicit values of N : 22, 23, 26, 28, 29,
30, 31, 33, 35, 37, 39, 40, 41, 43, 46, 47, 48, 50, 53, 59, 61, 65, 71, 79, 83, 89, 101 and 131. The
careful reader will have noticed there must be one curve that is both hyperelliptic and bielliptic
with quotient of positive rank: this is the infamous X0(37).
Even when infinite, the quadratic points on X0(N) can be described. Recently, Bruin and Naj-
man [5] determined the finitely many exceptional quadratic points (those not coming from P1(Q))
on all hyperelliptic X0(N) except for N = 37, and they moreover proved in those cases that the
quadratic points coming from P1(Q) correspond to Q-curves. The remaining case N = 37 is also
the only hyperelliptic one where J0(N)(Q) is infinite. Subsequently, Ozman and Siksek [33] deter-
mined all finitely many quadratic points on X0(N) when it is non-hyperelliptic of genus 2, 3, 4 or
5 and the Mordell–Weil group J0(N)(Q) is finite.
In this paper, we complement the work of Ozman and Siksek by describing all quadratic points
on the modular curves X0(N) of genus 2, 3, 4 and 5 whose Mordell–Weil group is infinite. The
corresponding values of N , together with the genus g of X0(N) and the rank r of J0(N)(Q) are
listed in the table below. The values of N such that X0(N) has genus 2, 3, 4 or 5 can be determined
N 37 43 53 61 57 65 67 73
g 2 3 4 4 5 5 5 5
r 1 1 1 1 1 1 2 2
via the genus formula, and the rank can be found using the Modular Arithmetic Geometry package
in Magma that uses Stein’s algorithms [40], [39]; this was done in Section 2 of [33].
We denote by X0(N)
+ the quotient of X0(N) by the Atkin–Lehner involution wN corresponding
to N . As mentioned before, the case N = 37 is special because X0(N) is hyperelliptic. The Atkin–
Lehner involution and the hyperelliptic involution do not coincide, causing both P1 and the rank
1 elliptic curve X0(37)
+ to contribute infinitely many quadratic points. Despite this, a description
of all quadratic points is still possible, albeit slightly less satisfying than in the other cases. We
give this description in Proposition 5.4 in the final Section 5.
Until then, we assume N to be in the above list but unequal to 37. The main trick to studying
quadratic points on a curve X is to instead study the rational points on its symmetric square X(2).
This set X(2)(Q) consist of pairs {P, P} of a genuinely quadratic point and its conjugate, as well
as pairs {P,Q} of rational points P,Q ∈ X(Q). Following the suggestion of Ozman and Siksek
in [33], we have studied the rational points on X0(N)
(2) using the (relative) symmetric Chabauty
method developed by Siksek in [37], in combination with a Mordell–Weil sieve. We describe the
Chabauty method in more detail in Sections 2.1–2.3, while the sieve is explained in Section 2.4.
The values of N in our list for which X0(N) has finitely many quadratic points are 57, 67 and
73. The symmetric Chabauty method was successful in determining all twelve quadratic points
on X0(57). For the remaining values of N we used the relative symmetric Chabauty method
also developed by Siksek in the same paper [37]. In those cases we found that rkJ+0 (N)(Q) =
rkJ0(N)(Q), allowing us to use Chabauty relative to the degree 2 map X0(N) → X0(N)+ to
determine all finitely many quadratic points on X0(N) not coming from X0(N)
+(Q). For N ∈
{67, 73}, it then remains to determine the rational points on X0(N)+, which is hyperelliptic of
genus 2 and rank 2 in both cases. These curves X0(67)
+ and X0(73)
+ turn out to be beautiful
test cases for the explicit quadratic Chabauty method developed by Balakrishnan and Dogra [2]
and Balakrishnan, Dogra, Mu¨ller, Tuitman and Vonk [3] following Kim’s work [20], [21] on non-
abelian Chabauty. The author understands that Balakrishnan, Best, Bianchi, Mu¨ller, Triantafillou
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and Vonk are working on applying quadratic Chabauty to these and more curves, and a proof for
X0(67)
+ and X0(73)
+ by (a subset of) these authors is expected to appear in the near future. This
would give us a complete list of all quadratic points onX0(67) andX0(73). ForN ∈ {43, 53, 61, 65},
X0(N)
+ is a rank 1 elliptic curve, and we have computed explicitly the map X0(N)→ X0(N)+ as
well as generators for X0(N)
+(Q). The Magma code to verify all these computations can be found
at
https://github.com/joshabox/quadraticpoints/ .
Theorem 1.1 (Main theorem). All finitely many quadratic points on the modular curves X0(N)
for N ∈ {57, 67, 73} are as described in the tables in Section 4. For N ∈ {43, 53, 61, 65}, the set of
quadratic points on X0(N) is infinite. The tables in Section 4 give all the finitely many quadratic
points not coming from X0(N)
+(Q) as well as generators for the Mordell–Weil groups X0(N)
+(Q)
of the elliptic curves X0(N)
+.
We call points on X0(N) not coming from X0(N)
+(Q) exceptional. We emphasize that for
X0(67) and X0(73) we have determined all exceptional quadratic points, and that the knowledge
of the non-exceptional ones is conditional on future work on X0(67)
+ and X0(73)
+.
If a quadratic point is non-exceptional, the Atkin–Lehner involution wN defines an N -isogeny
from the corresponding elliptic curve to its conjugate. This implies that this elliptic curve is a
Q-curve: it is Q-isogenous to all its Galois conjugates. In attempts to prove modularity results
over quadratic fields one is often led to the study of quadratic points on modular curves; see for
example the proof of Freitas, Le Hung and Siksek [14] for elliptic curves over totally real quadratic
fields. Since Q-curves are automatically modular [36], it is of interest to know the remaining qua-
dratic points.
The author would like to express his gratitude to Samir Siksek for various helpful suggestions
and enlightening conversations, which undoubtedly improved this work.
2. Relative Symmetric Chabauty and the Mordell–Weil sieve
In this section we describe the relative symmetric Chabauty method developed by Siksek in [37].
Thoughout this Section, let X/Q be a (smooth projective) non-hyperelliptic curve of genus g ≥ 3
with Jacobian J . Let p be a prime of good reduction for X .
2.1. Chabauty–Coleman. When the rank r of J(Q) and the genus g of X satisfy the Chabauty
assumption
r < g,
the method of Chabauty [7] and Coleman [8] can be used to find a finite set of points containing
X(Qp) ∩ J(Q), where the closure is inside the p-adic topology on J(Qp). Here we use a rational
point ∞ to embed X → J via P 7→ [P − ∞]. In order to bound X(Qp) ∩ J(Q), one needs to
find at least one global differential ω ∈ ΩX/Qp(X) whose Coleman integrals
∫ D
0
ω vanish on all
D ∈ X(Qp) ∩ J(Q). We call such a differential a vanishing differential. Such integrals can locally
be written as a p-adic power series in a local parameter and one can then bound its number of
zeros using the theory of Newton polygons. Combining this information for several primes p,
one hopes to determine all the rational points on X . A great source for more information about
Chabauty–Coleman is the survey article by McCallum and Poonen [29].
2.2. Symmetric Chabauty.
2.2.1. Introduction. To study all quadratic points on X at once, one often instead studies the
rational points on the symmetric square X(2). We denote points on X(2) as a 2-set {P,Q} of
points P,Q ∈ X . Recall that the set X(2)(Q) consists of pairs {P, P} of a genuinely quadratic
point P on X and its Galois conjugate, as well as pairs {P,Q} of rational points P,Q on X . As X
is non-hyperelliptic of genus g ≥ 3, also X(2) can be embedded in J via {P,Q} 7→ [P +Q− 2 · ∞].
Now one can use the same method to potentially determine a finite set containing
X(2)(Qp) ∩ J(Q),
where p is a prime. However, as X(2) is 2-dimensional, we now need at least two linearly indepen-
dent differentials vanishing on X(2)(Qp)∩J(Q). Their existence is guaranteed when the analogous
Chabauty assumption
r < g − 1(1)
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is satisfied. (In general, for d-fold symmetric powers this is r < g − (d − 1).) However, unlike in
the classical case for X(1), finding two linearly independent vanishing differentials alone need not
yield an effective upper bound for the number of rational points on X(2). In fact, even when (1) is
satisfied, X(2)(Q) may still be infinite due to the existence of a degree 2 map X → C to a curve
C with infinitely many rational points. This happens for X = X0(N) with N ∈ {43, 53, 61, 65}.
Moreover, even if C(Q) and X(2)(Q) are both finite, Chabauty’s method still fails to find an upper
bound for X(2)(Q) when no vanishing differential exists on C. This happens for X = X0(N) with
N ∈ {67, 73}. For N = 57, this symmetric Chabauty method does succeed in determining all
quadratic points.
2.2.2. Precise formulation. Let X be a proper Zp-scheme with generic fibre X , which is smooth
over Spec(Zp). Smoothness here simply means that X˜ := XFp is also non-singular, c.f. Proposition
2.9 in [38]. This is in fact the minimal proper regular model of X ; see the section on schemes in
[17]. Note that in particular we assume that X has good reduction at p.
Inside the global differential forms ΩX/Qp(X), we have the sub-Zp-module ΩX/Zp(X ). Coleman
integration defines a bilinear pairing
ΩX/Qp(X)× J(Qp)→ Qp, (ω,
[∑
i
Pi −Qi
]
) 7→
∑
i
∫ Pi
Qi
ω,(2)
with kernel equal to J(Qp)tors on the right and 0 on the left. Define V to be the annihilator of
J(Q) with respect to the pairing (2), and V := V ∩ ΩX/Zp(X ). Let V˜ be the image of V under
the reduction map ΩX/Zp(X ) → ΩX˜/Fp(X˜) (see the proof of Lemma 3.6 for a definition of this
reduction map).
A priori V˜ is, despite being a space of differentials on the reduction X˜ , defined in terms of the
differentials on X . In Section 3.4 we show that, when X = X0(N) for N in our list, we can give an
alternative description of V˜ in terms of data on the reduction X˜ only. This saves us from having
to compute expansions of the vanishing differentials on X , which involves the computationally
non-trivial problem of lifting uniformisers around the point of expansion (see Section 2.5 in [37]).
Consider Q = {Q1, Q2} ∈ X(2)(Q). If Q1 = Q2, we say that Q1 has multiplicity m = 2; else
Q1 has multiplicity m = 1. Now choose a basis ω1, . . . , ωk for V˜ . Also choose a prime v of Q(Q1)
above p, reductions respect to which we also denote by a tilde. Choose uniformisers tQ˜j at Q˜j for
each j. Now for each i and j, we can expand ωi around Q˜j as a formal power series:
ωi = (a0(ωi, tQ˜j ) + a1(ωi, tQ˜j )t
1
Q˜j
+ . . .)dtQ˜j .
When m = 1, define
A˜ :=

a0(ω1, tQ˜1) a0(ω1, tQ˜2)
...
...
a0(ωk, tQ˜1) a0(ωk, tQ˜2)

and when m = 2 and p > 2, set
A˜ :=

a0(ω1, tQ˜1) a1(ω1, tQ˜1)/2
...
...
a0(ωk, tQ˜1) a1(ωk, tQ˜1)/2
 .
Theorem 2.1 (Symmetric Chabauty, Siksek). Suppose that p > 2 and that p 6= 3 when [Fp(Q˜1) :
Fp] = 1. If rank(A˜) = 2 then Q is the unique point of X(2)(Q) in its residue class modulo p.
Proof. This is a special case of Theorem 1 in [37] except for one difference: we work with expan-
sions of differentials on the reduction X˜, rather than reducing the coefficients of the expansion of
differentials on X . To justify this, note that expansions of the vanishing differentials on X in [37]
are taken with respect to uniformisers tQj at the points Qj that also reduce to uniformisers tQ˜j at
the reduced points. So if η ∈ ΩX/Zp(X ) has expansion
η = (a0 + a1tQj + . . .)dtQj
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then the expansion of η˜ with respect to tQ˜j has the reductions a˜i as coefficients. Therefore, the
reduction of the matrix A in [37] equals our A˜, at least up to a change of uniformiser and possibly
the removal of redundant rows (in case some vanishing differentials agree modulo p, c.f. Remark
3.7). These changes leave the rank unaffected. 
Maarten Derickx [11] has written down a similar criterion in terms of the differentials on X˜ to
show points are alone in their residue classes. His approach using the theory of formal immersions
has the advantage of not introducing denominators in the matrix A˜ and can thus also be applied
to p = 2 when m = 2. On the other hand, Siksek’s method allows slightly more flexibility in the
choice of the vanishing differentials.
Remark 2.2. It would be interesting to determine if the combination of sufficiently many vanishing
differentials for X(2) as well as for the curves C admitting a degree 2 map X → C suffices for the
Chabauty method to succeed on X(2), and whether a more intrinsic condition on X exists; but we
do not pursue this here.
2.3. The relative case.
2.3.1. Introduction. When X = X0(N), we found that, in the cases where Chabauty fails, it is
indeed due to a degree 2 mapX → C for some curve C. Moreover, except forN = 37 (a case treated
separately in Section 5), there is a single such curve C. We thus slightly change perspective and
use a relative version of Chabauty’s method to instead determine all exceptional points of X(2)(Q),
i.e. those that do not come from C(Q) via the degree 2 map X → C. In each case, we can describe
C(Q) separately, either because it is an elliptic curve and we can find generators (this happens
for X0(N) with N ∈ {43, 53, 61, 65}) or because it is a hyperelliptic curve and we can use another
method to find the finitely many rational points (this happens for X0(N) with N ∈ {67, 73}).
The main idea behind the relative Chabauty method is the following. Suppose given a degree
2 map X → C and assume that p is also a prime of good reduction for C. Then J is isogenous
to J(C) × A for some Abelian variety A, and we have a trace map Tr : ΩX/Qp(X) → ΩC/Qp(C).
Denote the map J → A by π. As long as we can find sufficiently many vanishing differentials ω
whose image (also denoted by ω) in ΩJ/Qp(J) is in the subspace π
∗ΩA/Qp(A), Chabauty’s method
is expected to succeed in determining the exceptional points using only these differentials. In terms
of X , the condition ω ∈ π∗ΩA/Qp means that ω is in the kernel of the trace map. In practice A(Q)
will have rank zero and all differentials in π∗ΩA/Qp(A) are vanishing differentials, c.f. Lemma 3.4.
Remark 2.3. Suppose that we can find one rational point P on X . Then each other rational point
Q ∈ X(Q) will occur in X(2)(Q) at least twice: as {Q,Q} and as {P,Q}. At most one of these pairs
is the pullback of the image of Q under X → C, so at least one pair will occur as an exceptional
point of X(2)(Q). This means that, as a byproduct, we also determine the rational points when we
find these exceptional points. Indeed each of the modular curves we consider contains a rational
point.
2.3.2. Precise formulation. We continue with the notation from Section 2.2.2. Assume that X
admits a degree 2 map ρ : X → C to a curve C and consider a proper smooth Zp-scheme C with C
as generic fibre. We assume that ρ extends to a morphism X → C, thus obtaining a corresponding
reduced degree 2 map X˜ = XFp → CFp between non-singular curves. Note that in particular we
assume that C has good reduction at p. We denote the points of X(2)(Q) coming from rational
points of C by ρ∗C(Q).
Define V0 := V ∩ ker(Tr : ΩX/Qp(X)→ ΩX˜/Fp(X˜)) and let V˜0 be its image under the reduction
map. As in the non-relative case, we show in Section 3.4 how V˜0 can be computed in terms of X˜
only.
We now consider a point Q = {Q1, Q2} ∈ ρ∗C(Q) and choose a basis ω1, . . . , ωk for V˜0. Define
N as in Section 2.2.2 and again let tQ˜1 be a uniformiser at the reduction Q˜1 of Q1 at the chosen
prime v above p.
Theorem 2.4 (Relative symmetric Chabauty, Siksek). Suppose that p > 2 when [Fp(Q˜1) : Fp] = 1.
If there exists i ∈ {1, . . . , k} such that
ωi
dtQ˜1
|tQ˜1=0 6= 0
then every point in X(2)(Q) belonging to the residue class of Q comes from a point in C(Q).
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Proof. This is a special case of Theorem 2 in [37], with the same difference as in Theorem 2.1; see
its proof for the justification. 
Note that ωidtQ˜1
|tQ˜1=0 is simply the constant coefficient of the expansion of ωi at tQ˜1 , and the
non-zero condition says that the corresponding k × 1 matrix has rank 1.
It is the combination of Theorem 2.1 for the points in X(2)(Q) \ ρ∗C(Q) and Theorem 2.4 for
the points in ρ∗C(Q) that provably determines X(2)(Q) for all curves X we consider.
2.4. The Mordell–Weil sieve. Again consider a (smooth) non-singular curveX/Q with Jacobian
J . If X admits a degree 2 map to another curve over Q, we denote it by ρ : X → C.
In Chabauty’s method the choice of a prime p (of good reduction for X and, if appropriate, also
for C) is free to choose. The happy outcome is a number of p-adic discs in X(2) where no unknown
rational points can lie. The Mordell–Weil sieve is a way of combining this p-adic information for
several primes p to make sure all of X(2) is covered. We have implemented the sieve described in
Section 5 of [37], with one minor difference to be pointed out in Remark 2.9.
Choose primes p1, . . . , pr (see the next Section on how to choose wisely). We assume given the
following input:
(i) a number of divisors D1, . . . , Dn generating a subgroup G of J(Q) of finite index coprime
to #J(Fp1), . . . ,#J(Fpr ) and
(ii) a (finite) list L′ of known rational points for X(2), which, in the case of a degree 2 map
X → C, may also include points of ρ∗C(Q).
Remark 2.5. It is still possible to make the sieve work when G is not coprime to all #J(Fpi),
provided the index [J(Q) : G] is known. See for example the description of the Mordell–Weil sieve
in Section 11 of [6]. We will not be in this situation, however.
In case of a degree 2 map X → C, define L := L′ ∪ ρ∗C(Q). Else, let L := L′.
Suppose that P is a hypothetical point in X(2)(Q) \ L. Our objective is to show that such P
cannot exist. Let φ : Zn → J(Q) be the map given by φ(a1, . . . , an) =
∑
i aiDi. It has image G.
We choose a rational degree 2 divisor∞ and define ι : X(2)(Q)→ J(Q) by Q 7→ [Q−∞]. Let p be
one of the primes pi. We denote reduction modulo p by a tilde. Also define ιp : X
(2)(Fp)→ J(Fp)
by R 7→ [R− ∞˜]. Finally define φp to make the diagram
L i //
((❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘ X(2)(Q)
ι
//
red

J(Q)
red

Zn
φ
oo
φp
vv♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
X˜(2)(Fp) ιp
// J(Fp)
commute. Note first that red(G) = red(J(Q)) by the assumption that [J(Q) : G] is coprime to
#J(Fp). Secondly, note that ιp(P˜) = red(ι(P)), hence ιp(P˜) ∈ Im(φp). Since P /∈ L, our Chabauty
method limits the possible values of P˜ , which in turn reduces the union Wp of ker(φp)-cosets of
Zn that could possibly be mapped to ιp(P˜) under φp. The key observation here is that Zn is
independent of p, and that these Wp can thus be compared for different values of p. In particular,
if they have empty common intersection, then our hypothetical point P cannot exist.
Definition 2.6. Define Mp ⊂ X˜(2)(Fp) to be the set of points R ∈ ι−1p (Im(φp)) satisfying one of
the following:
(i) R /∈ red(L′),
(ii) R = Q˜ for some Q ∈ L′ not satisfying the conditions of Theorem 2.1 or
(iii) there is a degree 2 map X → C and R = Q˜ for some Q ∈ L′ ∩ ρ∗C(Q) not satisfying the
conditions of Theorem 2.
Then by construction, the reduction P˜ of our hypothetical point is in Mp. We conclude the
following.
Theorem 2.7 (Mordell–Weil sieve). If
r⋂
i=1
φ−1pi (ιpi (Mpi)) = ∅
then X(2)(Q) = L.
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Remark 2.8. For each prime p, we note that X˜(2)(Fp), J(X˜)(Fp), ιp, φp and red|L can all be
computed explicitly. Therefore, each coset φ−1p (ιp(Mpi)) can be determined explicitly. The com-
putations we perform with cosets of subgroups of Zn require only linear algebra over Z and can be
done almost instantaneously by computer algebra systems.
Remark 2.9. The only difference between this sieve and the one described in Section 5 of [37] is
that we work with cosets in Zn rather than cosets of increasingly large finite quotients of Zn. This
saves us from an explosion of the size of such finite quotients caused by the Chinese Remainder
Theorem.
2.4.1. Prime-choosing heuristics. An interesting aspect of the Mordell–Weil sieve is the question
of which primes to choose in which order. We have found the naive choice of a small number of
small primes to be sufficient when N /∈ {67, 73}. For the remaining two cases, however, we used
the following prime-choosing heuristics. These were inspired by those in Section 11 of [6].
Suppose that we have already chosen the primes p1, . . . , pk and we would like to choose the next
prime pk+1. Let us write Wk :=
⋂k
i=1 φ
−1
pi (ιpi(Mpi)). This is a union of Ak-cosets, where Ak ⊂ Zn
is the subgroup
⋂k
i=1 kerφpi ⊂ Zn.
Choice 2.10. We first establish a bounded range of primes P in which computations are reasonably
fast. Then we choose pk+1 to be the prime in P \ {p1, . . . , pk} minimising
[Ak : ker(φpk+1 |Ak)]
pg−2k+1
.
Let us explain the ideas behind this choice. Let wk be the number of Ak-cosets in Wk. We aim
to choose the next prime pk+1 in such a way that wk+1 is as small as possible. Note that, after
choosing pk+1, Wk+1 = Wk ∩ φ−1pk+1(ιpk+1(Mpk+1)) consisting of Ak+1 = ker(φpk+1 |Ak)-cosets. So
a priori, wk gets multiplied by a factor
[Ak : ker(φpk+1 |Ak)].
Next, to formWk+1 we remove the Ak+1-cosets not mapping to ιpk+1(Mpk+1). Note that we always
work with a fixed finite set L′ ⊂ L. So as the size of p increases, red(L′) forms an increasingly
small proportion of X˜(2)(Fp). This partially justifies the following.
Assumption 2.11. For primes p, we assume that
#ιp(Mp)
#Im(φp)
and
#X˜(2)(Fp)
#J(Fp)
are roughly equal.
Next, we note that #J(Fp) = p
g + o(pg) as p → ∞ and X˜(2)(Fp) = p2 + o(p2) as p → ∞ by
classical bounds. Hence we approximate #X˜(2)(Fp)/#J(Fp) by p
2−g. Therefore, we assume that
wk+1 ≈
[Ak : ker(φpk+1 |Ak)]
pg−2k+1
wk,
which explains our choice.
Note that we do need to make a little precomputation before choosing each new prime, but
this precomputation is relatively fast compared to checking the Chabauty method at each point.
Moreover, the relatively expensive part of this precomputation is computing J(Fp) and φp for each
p ∈ P, which only needs to be done once.
3. The input
We continue with the notation from the previous Section. When X = X0(N) for N ∈
{43, 53, 61, 57, 65, 67, 73}, we always have a degree 2 map X0(N) → X0(N)+, where X0(N)+
is the quotient of X0(N) by the Atkin–Lehner involution wN . Except for N = 57, we will use
relative symmetric Chabauty with respect to C = X0(N)
+. In this Section we describe how we
computed the necessary input to make this work. This consists of the following four parts:
(i) explicit defining equations for X0(N) as well as the corresponding Atkin–Lehner involu-
tions,
(ii) a list L′ of known quadratic points on X , including points coming from C(Q) in the case
of a degree 2 map X → C,
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(iii) a list of generators of J(Q),
(iv) at least 2 linearly independent vanishing differentials for each prime p, which are in the
kernel of Tr : ΩX/Qp(X)→ ΩC/Qp(C) in case of a degree 2 map X → C.
In this Section we describe how we obtain this input. We note that knowing more than two
vanishing differentials will improve the speed and the chance of success of the sieve.
3.1. A model for X0(N). The Small Modular Curves package in Magma is a great tool for com-
puting models of modular curves X0(N). As, however, X0(65), X0(67) and X0(73) are not in this
database, we instead compute models for all our modular curves using the code written by Ozman
and Siksek; see Section 3 of [33]. This, too, uses the canonical embedding to compute the models.
Moreover, Ozman and Siksek also explicitly compute the action of the Atkin–Lehner operators on
their models, as well as the equations for the j-invariant map X0(N)→ X(1).
For primes p where the chosen model has good reduction, we define X0(N) to be the Zp-scheme
defined by these equations. In these cases, X0(N) is our minimal proper regular model, c.f. Section
2.2.2.
3.2. Searching for quadratic points. We assume henceforth that we have found a model for X
in Pk, with coordinates x0, . . . , xk. We search for quadratic points on X by intersecting X ⊂ Pk
with hyperplanes of the form
b0x0 + . . .+ bkxk = 0,
where b0, . . . , bk ∈ Z are chosen coprime and up to a certain bound. When the decomposition of
the divisor (over Q) corresponding to this intersection contains effective degree 2 divisors, we have
found quadratic points. In practice it sufficed for us to consider only the hyperplanes defined by
|bi| ≤ 10 for i ∈ {1, . . . , k}. Unlike searching for rational points, this can be a time consuming
exercise: for the genus 5 curve X0(67) ⊂ P4, for example, the search took multiple hours. This is
largely due to the time taken to decompose these hyperplane intersections into linear combinations
of irreducible effective divisors.
3.3. Determining the Mordell–Weil groups. We first consider the general case, where X/Q
is again any (projective non-singular) curve, Γ is a finite subgroup of AutQ(X) and C = X/Γ.
Denote the quotient map by ρ : X → C. This map has degree deg ρ = #Γ. We still assume that
X has a rational point. We now denote the Jacobian of X by J(X) to emphasize the difference
with the Jacobian J(C) of C. After choosing compatible base points for the maps ιX : X → J(X)
and ιC : C → J(C), we then obtain a commuting diagram
X
ιX
//
ρ

J(X)
ρ∗

C ιC
// J(C).
Let us denote points of C as ΓP , where P is a point of X . Note that we have an identification
J(C) ≃ Im
∑
γ∈Γ
γ∗
 , [∑
P
nPΓP
]
←→
∑
γ∈Γ
γ∗
[∑
P
nPP
]
.
Under this identification, note that ρ∗ =
∑
γ∈Γ γ∗.
We now make the extra assumption that rkJ(X)(Q) = rkJ(C)(Q); denote this common rank
by r. Let G be the subgroup of J(X)(Q) generated by J(X)(Q)tors and ρ
∗J(C)(Q).
Proposition 3.1. The subgroup G equals the full Mordell–Weil group J(X)(Q).
Proof. Let P1, . . . , Pr ∈ J(C)(Q) be linearly independent generators of J(C)(Q)/J(C)(Q)tors. Set
Di = ρ
∗Pi for each i. Then ρ∗Di = deg(ρ)Pi = (#Γ)Pi and hence D1, . . . , Dr are also linearly
independent.
We consider each Di as an element of J(X)(Q)/J(X)(Q)tors and each Pi as an element of
J(C)(Q)/J(C)(Q)tors, while still denoting the maps between these quotients by ρ∗ and ρ
∗. As
ρ∗Di = (#Γ)Pi for each i, we see that ρ∗G = (#Γ) · J(C)(Q)/J(C)(Q)tors. In particular, as ρ∗ is
injective modulo torsion, we find that (#Γ) · J(X)(Q)/J(X)(Q)tors ⊂ G/J(X)(Q)tors.
Consider D ∈ J(X)(Q)/J(X)(Q)tors. Then (#Γ) · D ∈ G/J(X)(Q)tors and is therefore fixed
by each γ∗ for γ ∈ Γ. This means that D itself is also fixed by each γ∗ modulo torsion, as
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the group G/J(X)tors has no torsion itself. In particular, ρ∗ =
∑
γ∈Γ γ∗ maps D to a (#Γ)-
fold modulo torsion, hence into ρ∗G ⊂ J(C)(Q)/J(C)(Q)tors. By injectivity of ρ∗ modulo torsion,
D ∈ G/J(X)(Q)tors as desired. As G also contains all torsion points by definition, we are done. 
We now consider the special case X = X0(N) for N in our list. Let us first compute the torsion
subgroup of the Jacobian. For each N , let C0(N) be the subgroup of J0(N)(Q) generated by the
classes of differences of cusps, and C0(N)(Q) its subgroup fixed by Gal(Q/Q). This is called the
rational cuspidal subgroup. By the Manin-Drinfeld theorem [25], [12], C0(N)(Q) ⊂ J0(N)(Q)tors
for each N , and a conjecture of Ogg proved by Mazur [26] tells us that J0(N)(Q)tors = C0(N)(Q)
for prime values of N . Moreover, Mazur also showed in that case that the order of J0(N)(Q)tors
is the numerator of (p − 1)/12. Recent results ([35],[24],[32],[42],[33]) have verified the equality
C0(N)(Q) = J0(N)(Q)tors for various non-prime values of N , to which we can now add 57 and 65.
Lemma 3.2. For N ∈ {43, 53, 61, 67, 73} the torsion subgroup of J0(N)(Q) is generated by the
difference of the two cusps, the orders of which are, respectively, 7, 13, 5, 11 and 6. The tor-
sion subgroups of J0(57)(Q) and J0(65)(Q) also equal their rational cuspidal subgroups, which are
Z/6Z× Z/30Z and Z/2Z× Z/84Z respectively as abstract groups.
Proof. For the prime values ofN , this is the aforementioned theorem of Mazur. For N = 57, we use
Magma code of Ozman and Siksek [33] to compute C0(57)(Q) as a group, which gives Z/6Z×Z/30Z.
As 5 is a prime of good reduction for X0(N), we find that J0(57)(Q)tors injects into J0(57)(F5).
We compute that
J0(57)(F5) ≃ Z/3Z× Z/6Z× Z/180Z
so that the index [J0(57)(Q)tors : C0(57)(Q)] divides 18. Looking at J0(57)(F23), we find that the
index is coprime to 3, and from J0(57)(F11) we learn that the index is odd, leaving index 1 as only
option. A similar computation at the primes 3 and 11 allows us to determine J0(65)(Q)tors. 
For N ∈ {43, 53, 65, 61, 67, 73}, let Γ be the subgroup of Aut(X0(N)) generated by wN , and for
N = 57 let Γ = 〈w19, w3〉. Define C(N) := X0(N)/Γ. For eachN 6= 57, this curve will be the degree
two quotient of X0(N) denoted before in greater generality by C. Note that C(N) = X0(N)
+ for
N 6= 57 and C(N) is the curve often denoted by X0(N)∗ for N = 57. We verify that, with our
choice of X = X0(N) and Γ, the hypothesis for Proposition 3.1 holds true.
Lemma 3.3. For each N in our list, we have rkJ0(N)(Q) = rkJ(C(N))(Q).
Proof. We checked this using the algorithm of Stein [40] as implemented in the modular arithmetic
geometry package in Magma. For each N , J0(N) ∼
∏
f Af is isogenous to a product of simple
modular abelian varieties Af corresponding to Galois orbits f of newforms of weight 2 and level
N . Now J(C(N)) is isogenous to the product of those Af where f is invariant under Γ. For each
N we found J(C(N)) to be simple, hence J(C(N)) ∼ Af for some orbit f . We checked that the
values of the L-series L(g, s) are non-zero at s = 1 for the eigenforms g not conjugate to f . This
means that the corresponding Ag have analytic rank 0, and hence algebraic rank zero by a theorem
of Kolyvagin and Logachev [22]. 
Write r(N) := rkJ0(N)(Q). We note that r(N) = 2 for N ∈ {67, 73} and r(N) = 1 for the
other values of N . Also C(N) has genus 2 for N ∈ {67, 73} and genus 1 otherwise, making C(N)
either an elliptic curve or a hyperelliptic curve. When C(N) is an elliptic curve, we can compute a
basis for its Mordell–Weil group using Cremona’s algorithm [9] implemented in Magma. When it is
hyperelliptic of genus 2, we manage to do the same using height bounds and an algorithm of Stoll
[41]. We have written down the explicit generators in Section 4. Together with Lemma 3.2, this
gives us a complete description of J0(N)(Q) for each of the values of N we consider.
3.4. The vanishing differentials. ForN 6= 57, let V be the image of 1−w∗N : ΩX0(N)/Q(X0(N))→
ΩX0(N)/Q(X0(N)). For N = 57, let V ⊂ ΩX0(57)/Q(X0(57)) be the sum of the images of 1 − w∗3
and 1− w∗19.
Lemma 3.4. All differentials ω ∈ V annihilate J0(N)(Q) via the integration pairing, i.e.∫ D
0
ω = 0 for all D ∈ J0(N)(Q).
Moreover, V is contained in the kernel of Tr : ΩX0(N)/Q(X0(N))→ ΩC(N)/Q(C(N)).
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Proof. Note that, as the Atkin–Lehner maps are involutions, the image of 1− w∗N is the kernel of
1+w∗N , which is the trace map for N 6= 57. For N = 57, both the images of 1−w∗3 and 1−w∗19 are in
the kernel of the trace map 1+w∗3+w
∗
19+w
∗
57. If we identify V with a subspace of ΩJ0(N)/Q(J0(N)),
this means that V ⊂ π∗ΩA/Q, where J0(N) ∼ J(C) × A as in the proof of Lemma 3.3 and π is
the map J0(N)→ A. It can also be seen directly using the algorithm of Stein [40] implemented in
the modular abelian varieties package in Magma that the image of 1 − w∗N : J0(N) → J0(N) is A
for N 6= 57, and that the union of the images of 1 − w∗3 and 1 − w∗19 is A for N = 57. Let ω ∈ V
and consider η ∈ ΩA/Q such that ω = π∗η. By Lemma 3.3, we find that A(Q) is torsion. Consider
D ∈ J0(N)(Q) and let n be the order of π(D) in A(Q). By the additive property of Coleman
integration, we find ∫ D
0
ω =
∫ pi(D)
0
η =
1
n
∫ npi(D)
0
η = 0,
as desired. 
As we have computed equations for X0(N) as well as the Atkin–Lehner involutions, we can
compute V explicitly for each N . Note that dim(V ) = genus(X) − genus(C) ≥ 2 for every value
of N we consider. This indicates that the relative symmetric Chabauty method may succeed.
However, in order to apply Theorems 2.1 and 2.4, we need to compute the image V˜ of V =
V ∩ΩX0(N)/Zp(X0(N)) under the reduction map. To this end, consider a prime p of good reduction
for X = X0(N) and, when appropriate, for C(N). Note that each Atkin–Lehner involution wM for
M | N is integral and thus extends to a map on the proper minimal regular model X0(N)→ SpecZp.
In particular, we obtain reduced maps w˜M : X˜0(N) → X˜0(N). The following proposition allows
us to easily compute V˜ in Magma.
Proposition 3.5. For N 6= 57, V˜ is the image of 1−w˜∗N : ΩX˜0(N)/Fp(X˜0(N))→ ΩX˜0(N)/Fp(X˜0(N)).
For N = 57, V˜ is the sum of the images of 1− w˜∗3 and 1− w˜∗19.
The proof of this proposition relies on the following lemma, which in turn depends heavily on
the fact that X has good reduction at p. This lemma is commonly known by experts, but we could
not find a reference for it.
Lemma 3.6. Let X/Q be a (smooth projective) curve with minimal proper regular model X/Zp.
Then the reduction map ΩX/Zp(X )→ ΩX˜/Fp(X˜) is surjective.
Proof. On the level of sheaves, the Cartesian diagram defining the fibre X˜ yields the isomorphism
ΩX˜/Fp ≃ ΩX/Zp |X˜ ⊗Zp Fp,
where ΩX/Zp |X˜ is the sheaf associated to U 7→ lim −→V⊃U ΩX/Zp(V ) (see Proposition 8.10 in [16]).
Moreover, this isomorphism defines the reduction map ΩX/Zp(X )→ ΩX˜/Fp(X˜) on global sections.
We first note that every Zariski-open subset of X containing X˜ equals X : if V ⊂ X is a Zariski-
open set containing X˜ , then its complement is a closed subset (in X ) of the generic fibre X .
However, the closure (in X ) of any point P ∈ X contains its reduction P˜ ∈ X , so X \ V = ∅.
Now for simplicity, we write A = ΩX/Zp(X ) and B = ΩX˜/Fp(X˜). We will show that A/pA ≃ B.
Note that pA is in the kernel of A → B. Next, by flatness of X → SpecZp, we have that
rankZpA = g = dimFp B. Therefore, the induced map A/pA → B is a linear map of Fp-vector
spaces of equal dimension. It thus suffices to show that each ω ∈ ker(A→ B) is a p-fold. We first
show this to be true locally. Consider ω ∈ ker(A → B). By the above isomorphism of sheaves,
there exists an open cover {U} of X˜ such that
ΩX˜/Fp(U) ≃ lim−→
V⊃U
ΩX/Zp(V )⊗Zp Fp for each U.
Note that it does not matter whether we tensor with Fp inside or outside the limit. By this
isomorphism, there must be open VU ⊃ U and ηU ∈ ΩX/Zp(VU ) such that ω|VU = pηU . Since⋃
U VU is an open subset of X containing X˜, the VU must cover X entirely. As (ω|VU )VU lifts to
the global section ω and we are working in characteristic zero, also the ηU must agree on overlaps
and lift to η ∈ A such that ω = pη. 
Proof of Proposition 3.5. Let W˜ be the image of 1− w˜∗N for N 6= 57 and the sum of the images of
1 − w˜∗3 and 1 − w˜∗19 for N = 57. We want to show that W˜ = V˜ . Note first that V˜ ⊂ W˜ because
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if ω ∈ ker(1 − w∗M ) then ω˜ ∈ ker(1 − w˜∗M ), so we need to prove the opposite inclusion. To this
end, consider ω˜ ∈ W˜ and η˜ such that ω˜ = (1 − w∗M )(η˜). Here M = N for N 6= 57 and for N = 57
we may assume ω˜ to be of this form for M ∈ {3, 19}. By the previous lemma, η˜ lifts to some
η ∈ ΩX/Zp(X ). Then (1− w∗M )(η) ∈ V reduces to ω˜, as desired. 
Remark 3.7. When p 6= 2, the rank of V equals the dimension of V˜ : for such p, V is the set of
those ω ∈ ΩX/Zp(X ) fixed by 12 (1−w∗N ), and if 12 (1−w∗N ) fixes pω then it fixes ω too. For p = 2,
however, 12 (1 − w∗N ) may not map ΩX/Zp(X ) into itself. In fact we found for X = X0(53) that
rank(V) = 3 but dim V˜ = 1. This means that the matrix A˜ of Theorem 2.1 or the corresponding
1 × k matrix of Theorem 2.4 is reduced in size compared to the matrix A defined in Theorems 1
and 2 of [37], but note that this does not affect the rank.
4. Results for non-hyperelliptic X0(N)
In this section we list all the (exceptional) quadratic points found for X0(N) with
N ∈ {43, 53, 61, 57, 65, 67, 73}
as well as the elliptic curves they correspond to. We also list any non-cuspidal rational points, c.f.
Remark 2.3. Models for X0(N) are always given in projective space. With C we always mean the
quotient of X0(N) by one or more Atkin–Lehner involutions such that rkJ(C)(Q) = rkJ0(N)(Q),
and we denote the map X → C by ρ. For elliptic curves, O always denotes the zero element, which
equals (0 : 1 : 0) in every case. The column denote by CM lists the discriminant of the order by
which the elliptic curve has complex multiplication if it does, and NO if it does not have CM. The
column Q-curve denotes the Atkin–Lehner operators defining an isogeny between the elliptic curve
and its conjugate if there is one, and NO if if is not a Q-curve.
4.1. X0(43). Model for X0(43):
x30x2 − 2x20x21 + 2x20x1x2 − 2x20x22 + x0x31 + 3x0x21x2 − 5x0x1x22
+ 3x0x
3
2 − 9x41 + 24x31x2 − 28x21x22 + 16x1x32 − 4x42 = 0.
Genus X0(43): 3.
Cusps: (1 : 0 : 0), (1 : 1 : 1).
C = X0(43)
+: elliptic curve y2 + y = x3 + x2 of conductor 43.
Group structure of J(C): J(C)(Q) = Z · [QC −O], where QC := (0 : −1 : 1).
Group structure of J0(43): J0(43)(Q) = Z ·D1 ⊕Z/7Z ·Dtor, where Dtor = [(1 : 1 : 1)− (1 : 0 : 0)]
and D1 = [P + P − (1 : 1 : 1)− (1 : 0 : 0)] = ρ∗[QC −O] for
P :=
(
1
8
(
√−7 + 3) : 1
8
(−√−7 + 5) : 1
)
∈ X0(43)(Q(
√−7))
satisfying ρ(P ) = QC .
Primes used in sieve: 7.
The following table contains a list of all quadratic points (up to Galois conjugacy) not coming from
X+0 (43)(Q) via ρ : X0(43)→ X+0 (43) and all non-cuspidal rational points.
Name θ2 Coordinates j-invariant CM Q-curve
P0 -
(
0 : 45 :
2
5 : 1
)
-884736000 -43 -
P1 -131
(
1
72 (θ + 65) :
1
24 (θ + 17) : 1
) (2646379314349235349704820159442238θ
+70713216722735823130811605070229181)
/3410605131648480892181396484375
NO NO
P2 -131
(
1
25 (−2θ + 9) : 2/5 : 1
) (245508467396487686583118θ
−5588464515419225929913951)
/1641284836972685388135
NO NO
P3 -71
(
1
4 (θ + 1) : 1 : 0
)
−49θ−977
4 NO NO
P4 -71
(
1
15 (−θ + 8) : 130 (−θ + 23) : 1
) (5111948195521623101849θ
−22519853936617719563123)
/17592186044416
NO NO
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4.2. X0(53). Model for X0(53):
x20x3 −
5
9
x0x
2
3 − 3x31 − 2x21x2 +
26
3
x21x3 − 2x1x22 +
10
3
x1x2x3 − 64
9
x1x
2
3 −
19
3
x32
+
136
9
x22x3 −
104
9
x2x
2
3 +
40
9
x33 = 0,
x0x2 − 2
3
x0x3 − x21 +
5
3
x1x3 − 2
3
x22 +
1
3
x2x3 − 2
3
x23 = 0.
Genus X0(53): 4.
Cusps: (1 : 0 : 0 : 0), (1 : 1 : 1 : 1).
C = X0(53)
+: elliptic curve y2 + xy + y = x3 − x2 of conductor 53.
Group structure of J(C): J(C)(Q) = Z · [QC −O], where QC := (0 : −1 : 1).
Group structure ofX0(53): J0(53) = Z·D1⊕Z/13Z·Dtor, whereDtor = [(1 : 1 : 1 : 1)−(1 : 0 : 0 : 0)]
and D1 = [P + P − (1 : 1 : 1 : 1)− (1 : 0 : 0 : 0)] = ρ∗[QC −O] for
P :=
(
0,
1
6
(−√−11 + 5) : 1 : 1
)
∈ X0(53)(Q(
√−11))
satisfying ρ(P ) = QC .
Primes used in sieve: 11.
There are no quadratic points on X0(53) not coming from X
+
0 (53)(Q) via ρ : X0(53) → X+0 (53)
and no non-cuspidal rational points. In particular, all quadratic points correspond to Q-curves.
4.3. X0(61). Model for X0(61):
x20x3 + x0x1x3 − 2x0x23 − 2x31 − 6x21x2 + 5x21x3 − 5x1x22 + 4x1x2x3 − 6x32 + 14x22x3 − 11x2x23 + 4x33,
x0x2 − x21 − x1x2 − 2x22 + 2x2x3 − x23
Genus of X0(61): 4.
Cusps: (1 : 0 : 0 : 0), (1 : 0 : 1 : 1).
C = X0(61)
+: elliptic curve y2 + xy = x3 + 6x2 + 11x+ 6 of conductor 61.
Group structure of J(C): J(C)(Q) = Z · [QC −O], where QC = (−1 : 1 : 1).
Group structure of J0(61): J0(61)(Q) = Z ·D1 ⊕ Z/5Z ·Dtor, where Dtor = [(1 : 0 : 1 : 1)− (1 : 0 :
0 : 0)] and D1 = [P + P − (1 : 1 : 1 : 1)− (1 : 0 : 1 : 1)] = ρ∗[QC −O] for
P :=
(
0 :
1
2
(
√−3− 1) : 1 : 1
)
∈ X0(61)(Q(
√−3))
satisfying ρ(P ) = QC .
Primes used in sieve: 7.
There are no quadratic points on X0(61) not coming from X
+
0 (61)(Q) via ρ : X0(61) → X+0 (61)
and no non-cuspidal rational points. In particular, all quadratic points correspond to Q-curves.
4.4. X0(57). Model for X0(57):
x0x2 − x21 + 2x1x3 + 2x1x4 − 2x22 − 2x2x3 + 3x2x4 − x23 − 2x3x4 − x24,
x0x3 − x1x2 − 2x1x4 + 4x2x3 − 6x2x4 − x23 + 5x3x4 − 5x24,
x0x4 − x22 + x2x3 − 2x2x4 − 2x24.
Genus of X0(57): 5.
Cusps: (1 : 0 : 0 : 0 : 0), (1 : 1 : 0 : 1 : 0), (3 : 3 : 1 : 2 : 1), (3 : 9/2 : −1/2 : 7/2 : 1).
C = X0(57)
∗ = X0(57)/〈w3, w19〉: elliptic curve y2 + y = x3 − x2 − 2x+ 2.
Group structure of J(C): J(C)(Q) ≃ Z, [QC −O] 7→ 1, where QC = (2 : −2 : 1).
Group structure of J0(57): J0(57)(Q) = Z · D1 ⊕ Z/6Z · Dtor,1 ⊕ Z/30Z · Dtor,2, where Dtor,1 =
[(1 : 1 : 0 : 1 : 0) − (1 : 0 : 0 : 0 : 0)], Dtor,2 = [(3 : 3 : 1 : 2 : 1) − (1 : 0 : 0 : 0 : 0)] and
D1 = [Trace(P )−
∑
c∈cusps c] for
P :=(
1
13
(−9α3 − 2α2 − 3α+ 34) : 1
13
(15α3 + 12α2 − 21α+ 30) : 1
13
(−5α3 − 4α2 + 7α+ 3) :
1
13
(8α3 + 9α2 − 19α+ 29) : 1), α2 = 1 +
√−3
2
satisfying ρ(P ) = QC .
The following are all quadratic points onX0(57) up to Galois conjugacy. There are no non-cuspidal
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rational points.
Primes used in sieve: 11,13.
Name θ2 Coordinates j-invariant CM Q-curve
P1 -23
(
1
32
(−11θ + 47) : 1
16
(−7θ + 43) : 1
8
(θ − 5) : 1
4
(−θ + 9) : 1
) 343θ+4021
4 NO NO
P2 -23
(
1
2 (θ − 3) : 12 (θ + 3) : 1 : 1 : 0
)
402878θ+2212325
32 NO NO
P3 -23
(
1
2 (−θ + 3) : −θ + 2 : −1 : 12 (−θ + 1) : 1
) (152503825515346075337θ
−1518681643605456439979)
/288230376151711744
NO NO
P4 -23
(
1
8 (θ − 1) : 18 (θ + 11) : 14 (−θ − 1) : 18 (θ + 15) : 1
) (−56278625425021601θ
−102516814328210867)
/1048576
NO NO
P5 -3
(
2 : 12 (−θ + 7) : 0 : 12 (−θ + 5) : 1
)
-12288000 -27 w19
P6 -3
(−θ : −θ + 3 : 12 (θ − 1) : −θ + 2 : 1) 0 -3 w19
P7 -3
(
1
2 (−θ + 3) : 12 (−θ + 3) : 12 (θ − 1) : 2 : 1
)
54000 -12 w19, w57
P8 -3
(
1
2 (−5θ + 1) : 12 (−5θ + 1) : 12 (θ − 3) : −θ + 1 : 1
)
0 -3 w19, w57
P9 -2
(
1
3 (θ + 4) :
1
3 (4θ + 7) :
1
3 (−θ − 1) : 13 (2θ + 5) : 1
)
8000 -8 w57
P10 -2
(
1
2 (−θ + 2) : 3 : 12θ : 12 (−θ + 6) : 1
)
8000 -8 w57
P11 13
(
1
3 (2θ + 14) :
1
3 (2θ + 14) :
1
6 (−θ − 1) : 16 (5θ + 29) : 1
)
(3387888351672962316333θ
−12215205167504087643323)/2
NO w3
P12 13
(
1
2 (5θ + 23) :
1
2 (−3θ − 3) : 12 (θ + 3) : 12 (−θ + 3) : 1
)
−17787θ−61763
2 NO w3
4.5. X0(65). Model for X0(65):
x0x2 − x21 + x1x4 − 2x22 − x2x3 + 3x2x4 − x23 + 2x3x4 − 2x24 = 0,
x0x3 − x1x2 − 2x22 − x2x3 + 4x2x4 − x23 + 2x3x4 − 2x24 = 0,
x0x4 − x1x3 − 2x22 − 3x2x3 + 5x2x4 + 3x3x4 − 3x24 = 0.
Genus of X0(65): 5.
Cusps: (1 : 0 : 0 : 0 : 0), (1 : 1 : 1 : 1 : 1), (1/3 : 2/3 : 2/3 : 2/3 : 1), (1/2 : 1/2 : 1/2 : 1/2 : 1).
C = X0(65)
+: elliptic curve y2 + xy = x3 − x of conductor 65.
Group structure of J(C): J(C)(Q) = Z · [QC −O]⊕Z/2Z · [(0 : 0 : 1)−O], where QC = (1 : 0 : 1).
Group structure of J0(65): J0(65)(Q) = Z ·D1⊕Z/2Z · (−9Dtor,1+2Dtor,2)⊕Z/84Z · (17Dtor,1+
13Dtor,2), where Dtor,1 = [(1 : 1 : 1 : 1 : 1) − (1 : 0 : 0 : 0 : 0)], Dtor,2 = [(1/3 : 2/3 : 2/3 : 2/3 :
1)− (1 : 0 : 0 : 0 : 0)] and D1 = [P + P − (1 : 0 : 0 : 0 :)− (1 : 1 : 1 : 1 : 1)] = ρ∗([QC −O]) for
P =
(
0 : 1 :
1
2
(1 + i) : 1 : 1
)
∈ X0(65)(Q(i))
satisfying ρ(P ) = QC .
There are no quadratic points on X0(65) that do not come from X0(65)
+(Q) via ρ : X0(65) →
X0(65)
+ and no non-cuspidal rational points. In particular, all quadratic points correspond to
Q-curves.
Primes used in sieve: 17.
4.6. X0(67). Model for X0(67):
x0x2 − x21 + 2x1x3 + 2x1x4 − 2x22 − 2x2x3 + 3x2x4 − x23 − 2x3x4 − x24 = 0,
x0x3 − x1x2 − 2x1x4 + 4x2x3 − 6x2x4 − x23 + 5x3x4 − 5x24 = 0,
x0x4 − x22 + x2x3 − 2x2x4 − 2x24 = 0.
Genus of X0(67): 5.
Cusps: (1 : 0 : 0 : 0 : 0), (1/2 : 1 : 1/2 : 1/2 : 1).
C = X0(67)
+: genus 2 hyperelliptic curve y2 = x6 − 2x5 + x4 + 2x3 + 2x2 + 4x+ 1.
Group Structure of C: J(C)(Q) = Z· [Q1−(1 : −1 : 0)]⊕Z[Q2−(1 : −1 : 0)], where Q1 = (1 : 1 : 0)
and Q2 = (0 : 1 : 1).
Group Structure of J0(67): J0(67)(Q) = Z · D1 ⊕ ZD2 ⊕ Z/11Z · Dtor, where Dtor := [(1/2 : 1 :
1/2 : 1/2 : 1) − (1 : 0 : 0 : 0 : 0)], D1 := [P7 − (1 : 0 : 0 : 0 : 0) − (1/2 : 1 : 1/2 : 1/2 : 1)] and
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D2 := [P1 − (1 : 0 : 0 : 0 : 0) − (1/2 : 1 : 1/2 : 1/2 : 1)] for P1, P7 defined in the table below
satisfying ρ(P1) = Q1 and ρ(P7) = Q2.
There are no quadratic points on X0(67)
+ that do not come from X0(67)
+(Q) via ρ : X0(67) →
X0(67)
+ and there is one non-cuspidal rational point.
Moreover, once it is proved that X0(67)
+ has 8 rational points (see the end of the Introduction) ,
we deduce that the following table gives a complete list of all quadratic points and non-cuspidal
rational points on X0(67) up to Galois conjugacy.
Name θ2 Coordinates j-invariant CM Q-curve
P0 -
(
3
4 :
7
12 :
7
12 :
1
3 : 1
)
-147197952000 -67 -
P1 -2
(
1
18
(−θ + 4) : 1
18
(θ + 14) : 1
18
(−θ + 4) : 1
9
(−θ + 4) : 1
)
8000 -8 w67
P2 -3
(
0 : 1
6
(θ + 3) : 1
6
(θ + 3) : 1
6
(θ + 3) : 1
)
54000 -12 w67
P3 -3
(
1
26
(3θ + 5) : 1 : 1
26
(−θ + 7) : 1
13
(θ + 6) : 1
)
-12288000 -27 w67
P4 -3
(
1
91
(18θ + 22) : 1
182
(−27θ + 149) : 1
182
(15θ + 79) : 1
182
(−3θ + 57) : 1
)
0 -3 w67
P5 -7
(
1
16
(θ + 5) : 1
16
(−θ + 11) : 1
16
(θ + 5) : 1
16
(θ + 5) : 1
)
-3375 -7 w67
P6 -7
(
1
20
(−θ + 1) : 1
20
(−θ + 21) : 1
20
(θ + 7) : 1
20
(−θ + 9) : 1
)
16581375 -28 w67
P7 -11
(
0 : 1
11
(θ + 11) : 1
22
(−θ + 11) : 1
22
(θ + 11) : 1
)
-32768 -11 w67
P8 -43
(
1
106
(−θ − 13) : 1
53
(−2θ + 27) : 1
106
(−5θ + 41) : 1
53
(−2θ + 27) : 1
)
-884736000 -43 w67
Primes used in sieve: 59, 53, 31.
4.7. X0(73). Model for X0(73):
x0x2 − 2x21 + 2x1x2 − 2x1x4 − x22 + 3x2x3 + 3x23 − x24 = 0,
x0x3 − 1/2x1x2 − x1x3 + 1/2x22 − 1/2x2x3 + x2x4 − 4x23 + 9/2x3x4 − 1/2x24 = 0,
x0x4 − x1x3 + x1x4 − x2x3 − 5x23 + 4x3x4 = 0.
Genus of X0(73): 5.
Cusps: (1 : 0 : 0 : 0 : 0), (1 : 1 : 1 : 0 : 0).
C = X0(73)
+: genus 2 hyperelliptic curve y2 = x6 + 2x5 + x4 + 6x3 + 2x2 − 4x+ 1.
Group Structure of J(C): J(C)(Q) = Z · [Q1 − (1 : 1 : 0)] ⊕ Z · [Q2 − (1 : 1 : 0)], where
Q1 := (0 : −1 : 1) and Q2 := (0 : 1 : 1).
Group Structure of J0(73): J0(73)(Q) = Z · D1 ⊕ Z · D2 ⊕ Z/6Z · Dtor, where Dtor = [(1 :
0 : 0 : 0 : 0) − (1 : 1 : 1 : 0 : 0)], D1 = [P1 − (1 : 0 : 0 : 0 : 0) − (1 : 1 : 1 : 0 : 0)],
D2 = [P2 − (1 : 0 : 0 : 0 : 0)− (1 : 1 : 1 : 0 : 0)] for P1, P2 defined in the table below and satisfying
ρ(P1) = Q1 and ρ(P2) = Q2.
The only quadratic points on X0(73) that do not come from X0(73)
+(Q) via ρ : X0(73)→ X0(73)+
are P1, P2 as defined in the table below. There are no non-cuspidal rational points.
Moreover, once it is proved that X0(73)
+ has 9 rational points (see the end of the Introduction),
we deduce that the following table gives a complete list of all quadratic points on X0(73) up to
Galois conjugacy.
Primes used in sieve: 43, 41, 17, 37, 13.
5. The hyperelliptic curve X0(37)
This curve deserves a special section due to its peculiar nature. A model for X0(37), computed
using the Small Modular Curves package in Magma, is given by
X0(37) : y
2 = x6 + 8x5 − 20x4 + 28x3 − 24x2 + 12x− 4.
It is hyperelliptic of genus 2. We note that Mazur and Swinnerton–Dyer [28, Section 5] already
computed a model for this curve, as well as for X0(37)
+, in 1974 without the aid of computers.
They noticed that 37 is the smallest value of N such that X0(N)
+ has positive genus.
Being hyperelliptic, X0(37) admits a hyperelliptic involution, mapping (x, y) 7→ (x,−y). Nat-
urally, one is led to wonder: what is its moduli interpretation? Is it perhaps the Atkin–Lehner
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Name θ2 Coordinates j-invariant CM Q-curve
P1 -31
(
1
32
(−θ − 33) : 1
16
(−θ − 9) : 1
32
(−3θ − 35) : 1
32
(θ + 17) : 1
) (−218623729131479023842537441θ
−75276530483988147885303471)
/18889465931478580854784
NO NO
P2 -31
(
1
32
(−θ − 31) : 1
16
(θ − 17) : − 3
2
: 1
2
: 1
) −6561θ+1809
4 NO NO
P3 -19
(
1/7(θ − 10) : 1
14
(θ − 17) : 1
14
(θ − 17) : 1
14
(θ + 11) : 1
)
-884736 -19 w73
P4 -1
(
1
5
(θ − 7) : 1
5
(2θ − 4) : 1
5
(3θ − 6) : 1
5
(θ + 3) : 1
)
287496 -16 w73
P5 -1
(
1
13
(2θ − 16) : 1
13
(−8θ − 14) : 1
13
(−2θ − 23) : 1
13
(2θ + 10) : 1
)
1728 -4 w73
P6 -2
(
1
6
(−θ − 8) : −1 : 1
6
(−θ − 8) : 1
6
(−θ + 4) : 1
)
8000 -8 w73
P7 -127
(
1
32
(−θ − 47) : 1
176
(−5θ − 163) : 1
22
(−θ − 26) : 1
44
(−θ + 29) : 1
) (14758692270140155157349165θ
+81450017206599109708140525)
/18889465931478580854784
NO w73
P8 -3
(
1
26
(−9θ − 41) : 1
55
(−15θ − 51) : 1
26
(−9θ − 28) : 1
52
(−9θ + 37) : 1
)
0 -3 w73
P9 -3
(
−1 : 1
4
(θ − 3) : 1
4
(θ − 5) : 1
2
: 1
)
54000 -12 w73
P10 -1
(
−1 : 1
2
(θ − 3) : −2 : 1 : 1
)
-12288000 -27 w73
P11 -67
(
1
23
(−4θ − 43) : 1
46
(−7θ − 35) : 1
23
(−3θ − 15) : 1
23
(−θ + 18) : 1
)
-147197952000 -67 w73
involution? There are exactly nineteen values of N such that X0(N) is hyperelliptic, as was dis-
covered by Ogg [31]. Only in three of those nineteen cases, the hyperelliptic involution is not an
Atkin–Lehner involution. For two of these, N = 40 and N = 48, there are different matrices in
SL2(R) inducing the hyperelliptic involution. Not for N = 37, however.
Lehner and Newman computed in 1964 in a page of corrections to their paper [23] that the
hyperelliptic involution of X0(37) is not induced by any automorphism of the complex upper half
plane. Instead, the two cusps (1 : 1 : 0) and (1 : 1 : 1) (in the closure in P(1, 3, 1) of the above model)
are mapped to the non-cuspidal rational points (1 : −1 : 0) and (1 : −1 : 1) respectively. We now
know by [27] that in fact these are the only non-cuspidal rational points. This observation of Lehner
and Newman means that any moduli interpretation of the hyperelliptic involution must include
an interpretation of the cusps. Such an interpretation in terms of “generalized elliptic curves” was
given by Deligne and Rapoport [10], but we do not attempt to describe the hyperelliptic involution
in those terms here.
Define ∞+ := (1 : 1 : 0) and ∞− := (1 : −1 : 0) and let i be the hyperelliptic involution on
X0(37). We then have three non-trivial involutions i, w37 and i◦w37 = w37 ◦ i. In fact, we compute
in Magma that AutQ(X0(37)) = 〈i, w37〉 ≃ Z/2Z× Z/2Z. We compute w37 to be
w := w37 : X0(37)→ X0(37), (x : y : z) 7→ (x : y : x− z).
We refer to the four mentioned rational points as∞+, ∞−, w(∞+) and w(∞−). The fact that i 6=
w37 has dramatic consequences for the abundance of quadratic points on X0(37). The hyperelliptic
covering map x : X0(37) → P1 is one source of infinitely many quadratic points. Unlike in the
cases N = 40 and N = 48 (see [5]), here the quotient X0(37)/〈w37〉 is an elliptic curve of rank 1.
A model is given by
X0(37)
+ : y2 + y = x3 − x
and its Mordell-Weil group is the free abelian group generated by the point Q1 := (0 : −1 : 1)
(choosing O = ρ(∞+) = (0 : 1 : 0)). Hence this bielliptic quotient ρ : X0(37) → X0(37)+ is
a second source of infinitely many quadratic points. Moreover, we also have the quotient map
π : X0(37)→ E := X0(37)/〈i ◦ w37〉. A model for E is
E : y2 + y = x3 + x2 − 23x− 50.
This elliptic curve has Mordell-Weil group Z/3Z, generated by the point QE := (8 : 18 : 1)
(choosing O = π(∞+) = (0 : 1 : 0)). Another source of points, albeit just three. In this Section
we describe how these different sources fit together to make up all points on X0(37)
(2)(Q).
Consider the map
κ : X0(37)
(2)(Q)→ J0(37)(Q), {P,Q} 7→ [P +Q−∞+ −∞−].
Lemma 5.1. Let X be any hyperelliptic curve of genus 2 with involution i. Then an effective
degree 2 divisor D is linearly equivalent to the canonical divisor K if and only if D is of the form
P + i(P ) for some point P on X.
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Proof. This is well-known. Riemann–Roch implies that ℓ(K − P − i(P )) = ℓ(P + i(P )) − 1, and
deg(K − P − i(P )) = 0. Post-composed with an automorphism of P1, the hyperelliptic covering
map X → P1 defines a non-constant function in the Riemann–Roch space L(P + i(P )), so that
K = [P + i(P )]. Conversely, suppose that P + Q ∼ R + i(R) for points P,Q,R on X . Note
that ℓ(R + i(R)) = 2 by Riemann–Roch, hence L(R + i(R)) = {α + βf : α, β ∈ Q}, where f is
the hyperelliptic covering map with poles in R, i(R). This shows that R + i(R) is only linearly
equivalent to degree 2 divisors of the form P + i(P ). 
Lemma 5.2. Let X be a hyperelliptic genus 2 curve with Jacobian J , hyperelliptic involution i
and κ : X(2) → J, P 7→ [P − ∞ − i(∞)] for some point ∞ on X. The fibre κ−1({0}) consists
of the effective divisors linearly equivalent to the canonical divisor K. Moreover, κ is a bijection
away from this fibre.
Proof. This is again a well-known consequence of Riemann–Roch. 
Proposition 5.3. Let P1 = (1/2(
√−3 + 1) : −1 : 1) ∈ X0(37)(Q). The Jacobian J0(37)(Q) =
Z ·D⊕ Z/3ZDtor, where D = [P1 + P1 −∞+ −∞−] = ρ∗([Q1 −O]) and Dtor = [∞+ +w(∞−)−
∞−∞−] = [∞+ − w(∞+)] = π∗[QE − O].
Proof. The fact that D = ρ∗([Q1 − O]) generates J0(37)(Q) modulo torsion is Proposition 3.1.
We compute this pullback and compute the corresponding Riemann–Roch space to write it as
κ({P1, P1}). As 37 is prime, we know by Mazur’s [26] proof of Ogg’s conjecture that the torsion
subgroup equals the rational cuspidal subgroup, and we check that the difference of the cusps has
order 3, equals π∗([QE −O]) and has is of the form κ({∞+, i(w(∞+)}). 
Note that ρ(P1) 6= Q1 because the basedivisor of κ is not w37-invariant. This gives us a
description of all points in X0(37)
(2)(Q). First, there is the set Qi of quadratic points Qx with
rational x-coordinate x. Though easy to describe coordinatewise, we lack a moduli interpretation of
elliptic curves corresponding to these points. Then we have the points P1,0 := {P1, P1} and P0,1 :=
{∞+, w(∞−)}. For any (a, b) ∈ Z × Z/3Z \ {(0, 0)}, there is another point Pa,b ∈ X0(37)(2)(Q)
defined as the unique effective degree 2 divisor P such that P −∞+ −∞− ∼ aP1,0 + bP0,1 − (a+
b)(∞+ +∞−) for any lift of b to Z. To compute Pa,b, one simply computes the 1-dimensional
Riemann–Roch space L(aP1,0 + bP0,1 − (a+ b− 1)(∞+ +∞−)). We conclude the following.
Proposition 5.4. The map
Q ⊔ (Z× Z/3Z \ {(0, 0)})→ X(2)(Q), x 7→ Qx, (a, b) 7→ Pa,b
is a bijection. Moreover, w37 interchanges the two points in P ∈ X0(37)(2)(Q) if and only if
P = Pa,0 for some a ∈ Z, and in that case P corresponds to a Q-curve.
Remark 5.5. If P is a quadratic point such that ρ(P ) ∈ X0(37)+(Q), then [P +P −∞+−∞−)] is
not equal to ρ∗[ρ(P ) −O] = [P + P −∞+ − w(∞+)]. As [w(∞+)−∞−] = −3[P1 −∞+ −∞−],
this amounts to a shift: if ρ(P ) = n[Q1 − O] then {P, P} = Pn−3,0. This justifies the claim that
Pa,b is fixed by w37 if and only if b = 0, despite the incompatiblity of the basedivisors.
The three points {P,Q} inX0(37)(2)(Q) such thatQ = i◦w37(P ) are {∞+, w(∞−)}, {w(∞+),∞−}
and {R,R}, where R = (2 : 2√37 : 1), so E(Q) only contributes one pair of genuinely qua-
dratic points. Yet, this is an interesting pair. We see that i also interchanges the two points, so
{R,R} = Q2. Again, this is no problem, because [R + R −∞+ −∞−] 6= π∗([π(R) − O)] due to
∞− not mapping to O under π. As both i and i◦w interchange R and R, we find that w37 fixes R
and R. The corresponding elliptic curve thus has a degree 37 endomorphism and must have CM
by the maximal order in Q(
√−37). It is no coincidence that the point is defined over Q(√37):
this follows from Theorem 4.1 in [38] as the Hilbert class field of Q(
√−37) is Q(√−37,√37). The
j-invariant of the elliptic curve corresponding to R is 3260047059360000
√
37+19830091900536000.
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