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Abstract
Let X1, . . . , Xn be an i.i.d. sample from symmetric stable distribution with
stability parameter α and scale parameter γ. Let ϕn be the empirical character-
istic function. We prove an uniform large deviation inequality: given preciseness
 > 0 and probability p ∈ (0, 1), there exists universal (depending on  and p but
not depending on α and γ) constant r¯ > 0 so that
P
(
sup
u>0:r(u)≤r¯
|r(u)− rˆ(u)| ≥ ) ≤ p,
where r(u) = (uγ)α and rˆ(u) = − ln |ϕn(u)|. As an applications of the result, we
show how it can be used in estimation unknown stability parameter α.
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1 Introduction and preliminaries
Let X1, . . . , Xn be an i.i.d. sample from stable law with characteristic function ϕ(u) =
exp [−(γ|u|)α + iω(u)], where ω(u) = u[βγ tan piα
2
(|γu|α−1 − 1) + δ] for α 6= 1 and
ω(u) = u[−βγ 2
pi
ln(γ|u|) + δ] for α = 1, and α ∈ (0, 2], β ∈ [−1, 1], γ > 0, δ ∈ R
are (unknown) stability, skewness, scale and shift parameters, respectively. Basic
properties of stable distributions can be found in [15, 13, 9]. Let Fn be the empirical
distribution function, and ϕn the empirical characteristic function, i.e.
ϕn(u) =
∫
R
exp{iux} dFn(x), u ∈ R. (1.1)
Let r(u) = − ln |ϕ(u)| = (γ|u|)α and rˆ(u) = − ln |ϕn(u)|. Estimating the parameters
of stable law is a notoriously hard problem (see, e.g., [8, Section 2], [15, Chapter 4]).
Simple empirical characteristic function based closed form estimates were proposed in
[11]. In particular, the stability parameter estimator is
αˆ =
ln rˆ(u1)− ln rˆ(u2)
lnu1 − lnu2 , (1.2)
where 0 < u2 < u1 are fixed arguments and rˆ(u) = − ln |ϕn(u)|. Since for any u,
rˆ(u)→ (γ|u|)α, a.s., we see that any choice of 0 < u2 < u1 gives consistent estimator.
The same points 0 < u2 < u1 can be used to give consistent closed form estimators
also to other parameters γ, β, δ of stable law (see [5, Theorem 1]). Despite the
asymptotic consistency holds for any pair u1, u2, in practice the right choice of u1 and
u2 is crucial and the universal selection of these values has remained unsolved (e.g.,
[10, 1, 3]). Recently, [6] suggests that the choice of u1 and u2 should be fixed based on
the preciseness of αˆ, that is, on the preciseness of rˆ(u). Clearly, the preciseness of αˆ
depends on how well rˆ(ui) and estimates r(ui) for i = 1, 2.
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Figure 1: The values of r(u) = uα vs rˆ(u) of single replicates (simulated with [12]) of
stable law with γ = 1, δ = 0, β = 0 for α = 0.2 in (a), α = 1 in (b) and α = 1.8 in (c) .
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Figure 2: The values of r(u) = uα vs rˆ(u) of single replicates (simulated with [12]) of
stable law with γ = 1, δ = 0, β = 0 for α = 0.2 in (a), α = 1 in (b) and α = 1.8 in (c) .
Figure 1 and Figure 2 show that rˆ(u) is relatively accurate estimate of r(u) only in a
small interval (0, u¯], where u¯ obviously depends on sample size n, but unfortunately
also on α – the smaller α, the smaller also u¯. So, there seems not to exist an universal
(that applies for any α ∈ (0, 2]) upper bound u¯ so that supu∈(0,u¯] |rˆ(u)−r(u)| were small
for any α even when γ > 0 is known. It is clearly evident from Figure 1 and Figure
2, that too big u2 makes the estimate of α very imprecise. Observe that 0 < u2 < u1
cannot also be very small, because then lnu1− lnu2 is also very small and that affects
the preciseness of αˆ even when rˆ(ui) ≈ r(ui), i = 1, 2. On the other hand, Figure 1 and
Figure 2 as well as simulations in [6] suggest that despite the possible non-existence
of universal u¯, there might exists an universal (not depending on α and γ) r¯ so that
sup0<u:r(u)≤r¯ |rˆ(u)− r(u)| is relatively small.
Our main theoretical result states that for symmetric 1 stable laws such universal r¯
exists.
Theorem 1.1. Let X1, . . . , Xn be an i.i.d. sample from symmetric stable law. Fix
 > 0, p ∈ (0, 1). Then there exists no(, p) < ∞ such that for every α ∈ (0, 2] and
n > no
P
(
sup
0<u:r(u)≤r¯
|r(u)− rˆ(u)| > 
)
≤ p, (1.3)
where r¯(, p, n) > 0 is independent of α and γ.
Theorem is proved in Subsection 2. From Theorem 1.1 it follows that with probability
1 − p, |r(ui) − rˆ(ui)| ≤ , given n is big enough and ui is cosen such that r(ui) ≤ r¯,
i = 1, 2. Therefore, in order to apply (1.2), it makes sense not to fix arguments u1 and
1For mathematical tractability in formulas, in particular in tail estimation in (1.7) and (2.3), we
provide our results for symmetric stable laws. Similar construction of proof can be applied for general
stable laws.
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u2, but the values rˆ(u1) and rˆ(u2) instead. The obtained estimate is then
αˆ =
ln(r¯ − )− ln(r + )
lnu1 − lnu2 , (1.4)
where, , r¯ and r are carefully chosen constants and
u1 = inf{u : rˆ(u) = r¯ − }, u2 = sup{u : rˆ(u) = r + }. (1.5)
The estimates of parameters α, β, γ, δ at u1 and u2 based on r¯ −  = 0.5 and r +  =
0.1 were proposed and studied in [6]. The current article thus provides theoretical
justification to the such method of argument selection.
Note that estimating the parameters via two points u1 and u2 as in (1.2) deserves more
attention in the recent literature and specifying u1 and u2 via rˆ function as in (1.5)
is not the only option. In [1], u1 = 1 and u2 is taken such that the distance between
Cauchy (α = 1) and Gaussian (α = 2) characteristic functions at u2 were maximal. The
idea of maximizing the distance between characteristic functions is further developed in
[3], where an iterative 8-step algorithm for specifying u1 and u2 is proposed. Although
the idea of maximizing discrepancy between characteristic functions (or rather between
r-functions) is quite natural, and the simulations in [3] show good behaviour of that
choice in practice, the proposed algorithm in [3] is still ad hoc in nature and lacks
theoretical justification. In particular, it is not clear that it allows to choose u1 and u2
so that the inequality (1.6) below holds.
The proof of the Theorem 1.1 is constructive, but the goal of it is to show that universal
r¯ exists, not to optimize the constant, i.e. to find the biggest possible r¯ and smallest
possible no. It means that the r¯ constructed in the proof is probably too small for
practical use. Although, for every u, γ and α, rˆ(u)→ r(u), a.s. as n grows, our upper
bound satisfies r¯(, p, n) ≤ wo < 1, where wo is a constant depending on . Thus r¯ is
always bounded away from 1 and does not increase to the infinity as n grows. This
need not necessarily be the deficiency of the proof, rather than necessary property. To
see that, assume the inequality (1.3) holds with some r¯ > 1. Then it follows that
P
(
sup
u∈(0,u¯]
|r(u)− rˆ(u)| > 
)
≤ p,
where u¯ =
√
r¯
γ
, so that the universal upper bound (that applies for any α) u¯ would
exists. However, there is no evidence at all that such an u¯ exists, suggesting that the
a.s. convergence rˆ(u) → r(u) is not uniform over small α – for every u and n there
exists α small enough so that the difference |r(u)− rˆ(u)| is still big. If so, then r¯ must
always remain smaller than 1. The situation is different, when we bound the unknown
stability parameters α below from zero, i.e. we assume the existence of α > 0 (which
can be arbitrary small) such that the unknown parameter α belongs to [α, 2]. In this
case the upper bound r¯(, p, n, α) satisfies limn r¯(, p, n, α) = ∞ (Corollary 2.1), and
in this case also the upper bound u¯ exists. The existence of α is common assumption
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in practice (e.g., [7, 4, 8] suggest α = 0.5) and we keep this additional assumption
in Theorem 2.1, that provides a uniform bound similar to (1.3) to the difference of
logarithms | ln rˆ(u) − ln r(u)|. Theorem 2.1 is actually a simple corollary of Theorem
1.1, but the additional assumption about the existence of α is necessary, because if r
is very small, then | ln rˆ − ln r| can be rather big even when r is very close to rˆ.
Section 3 is devoted to the applications of Theorem 2.1 in the light of large devia-
tion inequalities for αˆ. We show how the upper bound from Theorem 2.1 can be used
to solve the two basic questions related with estimate αˆ in (1.4):
• Given precision 1 > 0, probability p and lower bound α, find r¯, r,  (needed to
construct αˆ in (1.4)) and possibly small sample size n so that
P
( | αˆ− α |> 1) ≤ p. (1.6)
• Given sample size n and α, find r¯, r,  and possibly small 1 so that (1.6) holds.
In other words, find exact i.e. non-asymptotic confidence interval to α.
The solutions of these questions are formulated as Theorem 3.1 and Theorem 3.2.
The bound in Theorem 2.1 is constructed using the basic bound r¯(, p, n) provided
by Theorem 1.1. Thus the 1 and required sample size n in the inequality (1.6) depend
heavily on the function r¯. Unfortunately, the function r¯ constructed in Section 2 is
not explicitly given and, hence, difficult to work with. Although the main goal of the
present paper is just to show that the function r¯ exists, in Section 4, we discuss an-
other possibility to construct r¯. The new construction gives analytically more tractable
bound, the price for it is bigger minimal required sample size no and lower bound. Also
the upper bound r¯ constructed in Section 4 is also strictly smaller than 1 for every n.
So we have two different constructions with the same property, and this allows us to
conjecture that even the best bound r¯ is always smaller than 1 and we also conjecture
that the universal upper bound u¯ does not exist.
Preliminaries. For 0 < α < 2 every stable distribution has tail(s) that are asymp-
tomatically power laws with heavy tails (e.g., [9, Theorem 1.12], [13, Property 1.2.15],
F (t) ∼ cαγα(1− β)|t|−α, when t→ −∞,
1− F (t) ∼ cαγα(1 + β)t−α, when t→∞,
where cα =
Γ(α)
pi
sin piα
2
≤ 1
2
, limα→0 cα = 12 , and limα→2 ca = 0. For symmetric stable
laws (β = 0) these results imply the existence of constants2 L(α) so that
F (t) ≤ L(α)
( |t|
γ
)−α
, ∀t < 0, (1− F (t)) ≤ L(α)
(
t
γ
)−α
, ∀t > 0, (1.7)
2For general stable laws it implies for the exitsence of constants L1(α, β) = L(a)(1 − β) and
L2(α, β) = L(a)(1 + β) with(1− β) ∈ [−2, 0] and (1 + β) ∈ [0, 2].
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Figure 3 plots the function t 7→ F (t)|t|α for different α-values and γ = 1 in the range
[−5, 0] and [−107, 0]. Increasing the interval shows similar pattern, hence it is clear
that there exists L <∞ so that supα∈(0,2] L(α) ≤ L. Throughout the paper, we keep L
undetermined, although one can take it as 1
2
. It is also obvious that L is independent
of γ.
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Figure 3: Plotting t 7→ F (t)|t|α (calculated with [12])for different α-values with γ =
1, delta = 0, β = 0 in the range [−5, 0] and [−107, 0] .
In what follows, we shall use the following elementary inequalities: for any x, y > 0,
| lnx− ln y| ≤ |x− y|
x ∧ y =
|x− y|
x
∨ |x− y|
x− |x− y| ,
we obtain that | lnx− ln y| >  implies |x−y|
x
> 
1+
. Thus, for any u¯ > 0 and  > 0
P
(
sup
u∈(0,u¯]
|r(u)− rˆ(u)| > ) ≤ P( sup
u∈(0,u¯]
er(u¯)|ϕ(u)− ϕn(u)| > 
1 + 
)
. (1.8)
Observe that (1.8) holds for any estimate ϕn.
2 Main results
2.1 Proof of Theorem 1.1
Bounding the difference of characteristic functions. Recall ϕn is the standard
empirical estimate given by (1.1). To bound |ϕ(u)− ϕn(u)| we use the approach in [2]
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as follows. For every 0 < K <∞,
|ϕn(u)− ϕ(u)| = |
∫
eiuxd(Fn(x)− F (x))| ≤ |
∫ −K
−∞
eiuxd(Fn(x)− F (x))|
+ |
∫ K
−K
eiuxd(Fn(x)− F (x))|+ |
∫ ∞
K
eiuxd(Fn(x)− F (x))|.
Since |eiux| = 1 for every u and x, the first term can be bounded
|
∫ −K
−∞
eiuxd(Fn(x)− F (x))| ≤
∫ −K
−∞
|eiux|dFn(x) +
∫ −K
−∞
|eiux|dF (x) ≤ Fn(−K) + F (−K)
≤ ‖Fn − F‖+ 2F (−K),
where ‖Fn−F‖ := supx |Fn(x)−F (x)|. The last inequality holds, because Fn(−K) ≤
‖Fn − F‖+ F (−K). Similarly, the third term can be estimated above by ‖Fn − F‖+
2(1− F (K)). To estimate the second term, we use the integration by parts
|
∫ K
−K
eiuxd(Fn(x)− F (x))| =
∣∣∣eiux(Fn(x)− F (x))|K−K − iu∫ K
−K
eiux(Fn(x)− F (x))dx
∣∣∣
≤ |Fn(−K)− F (−K)|+ |Fn(K)− F (K)|+ |u|
∫ K
−K
|Fn(x)− F (x)|dx
≤ 2‖Fn − F‖+ |u| · ‖Fn − F‖ · 2K.
Therefore, for any K
|ϕn(u)− ϕ(u)| ≤ 4‖Fn − F‖+ |u| · ‖Fn − F‖ · 2K + 2F (−K) + 2(1− F (K)). (2.1)
For any δ > 0, let K(δ) be so big that F (−K) ≤ δ
8
. Then also 1−F (K) ≤ δ
8
and (2.1)
implies
|ϕn(u)− ϕ(u)| ≤ δ
2
+ 4‖Fn − F‖+ |u| · ‖Fn − F‖ · 2K(δ). (2.2)
By (1.7), we can take
K(δ) =
(8L
δ
) 1
α
γ (2.3)
and so with u > 0, by (2.2) and (2.3)
|ϕn(u)− ϕ(u)| ≤ δ
2
+ 2‖Fn − F‖
(
2 +
(8Lr(u)
δ
) 1
α
)
. (2.4)
Bounding r. Recall r¯ = r(u¯). Fix u¯ > 0 and define ¯ = er¯. We now use Dworetzky-
Kiefer-Wolfowitz inequality [14, p. 268]):
P (‖Fn − F‖ > ) ≤ 2 exp[−2n2]
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to estimate
P
(
er(u¯) sup
u≤u¯
|ϕn(u)− ϕ(u)| > 
)
≤ P
(
‖Fn − F‖ ≥ (¯− δ/2)δ
1
α
2
(
2δ
1
α + (8Lr¯)
1
α
))
= P
(
‖Fn − F‖ ≥
2
1
α (¯− δ/2)( δ
2
)
1
α
2
(
21+
1
α ( δ
2
)
1
α + (8Lr¯)
1
α
))
= P
(
‖Fn − F‖ ≥
(¯− δ/2)( δ
2
)
1
α
2
(
2( δ
2
)
1
α + (4Lr¯)
1
α
))
≤ 2 exp
[
− n
8
·
( (¯− δ/2)( δ
2
)
1
α
( δ
2
)
1
α + 1
2
(4Lr¯)
1
α
)2]
.
Define
k(α, , r¯) =
1
8
[
max
0≤x≤¯
(¯− x)
1 + 1
2
(
4Lr¯
x
) 1
α
]2
.
From (1.8), we obtain
P
(
sup
u∈(0,u¯]
|r(u)− rˆ(u)| > ) ≤ 2 exp[−nk(α, 
1 + 
, r¯
)
] = p
which is equivalent to k
(
α, 
1+
, r¯
)
= ln(2/p)
n
, and so the desired upper bound for any α,
denoted by rn(α) is the solution of the following equality
k
(
α,

1 + 
, rn
)
=
ln(2/p)
n
. (2.5)
Observe that
lim
r→0
k
(
α,

1 + 
, r
)
=
1
8
( 
1 + 
)2
.
Hence the following condition gives a lower bound for minimal sample size n so that
rn(α) > 0:
n > 8 ln(2/p)
(1 + 

)2
. (2.6)
The existence of r¯ = infα∈(0,2] rn(α). The following lemma shows that infα∈(0,2] rn(α) >
0, hence the universal (not depending on α and γ) bound r¯ exists. Since /(1 + ) < 1,
without loss of generality, in the lemma we consider  ∈ (0, 1). The lemma finishes the
proof of Theorem 1.1.
Lemma 2.1. Fix 1 >  > 0 and n such that n > 8 ln(2/p)
2
. Let rn(α) be the solution of
the equality k(α, , r) = ln(2/p)
n
. Then rn(α) is continuous strictly positive function on
(0, 2] and limα→0 rn(α) > 0. In particular, r¯ = infα∈(0,2] rn(α) > 0.
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Proof. For every α > 0 and  > 0, define function
h(r, x) =
(e−r − x)
1 + 1
2
(4Lr
x
)
1
α
, x ∈ (0, e−r], r > 0.
Let us fix r > 0 and denote c = 4Lr. Let
x′(, r) = arg max
0≤x≤e−r
(e−r − x)
1 + 1
2
(
c
x
) 1
α
= arg max
0≤x≤e−r
h(x, r).
Since x 7→ h(x, r) is continuous and strictly decreasing function, the maximizer x′ exists
and is unique. It is not difficult to see that x′ must satisfy the following equalities:
(e−r − x′)
1 + 1
2
( c
x′ )
1
α
= e−r − (1 + α)x′ ⇔ 2α
c
1
α
(x′)1+
1
α = e−r − (1 + α)x′.
The inequality in the left implies that
k(α, , r) =
1
8
[
sup
x∈(0,e−r]
h(x, r)
]2
=
1
8
(
e−r − (1 + α)x′)2. (2.7)
The equality in the right implies x′ < e
−r
1+α
and is equivalent to x′
(
2α
c
1
α
(x′)
1
α + (1 +α)
)
=
e−r. Hence we obtain
e−r
(2α
c
1
α
(
e−r
1 + α
) 1
α
+ (1 + α)
)−1
< x′ <
e−r
1 + α
. (2.8)
Define function
f(x) = x
(
2α
(x
c
) 1
α
+ (1 + α)
)
, x ∈ (0, e−r]. (2.9)
Thus x′ is the solution of the equality f(x) = e−r.
Suppose now αm → αo > 0. Let fm and fo be as f with αm and αo instead of
α, respectively and let xm and xo be the solutions of the equalities fm(x) = e
−r
and fo(x) = e
−r. Clearly, for any x ∈ (0, e−r], it holds fm(x) → fo(x). However,
since αo > 0, by (2.8) we see that there exists y > 0 so that xm ∈ (y, e−r] even-
tually since obviously supx∈[y,e−r] |fm(x) − f(x)| → 0, we obtain that xm → xo and
by (2.7), thus k(αm, , r) → k(α0, , r). Now observe that for any α > 0 and  > 0,
limr→0 k(α, , r) = 
2
8
and limr→∞ k(α, , r) = 0. Moreover r 7→ k(α, , r) is strictly
decreasing function. For such functions, pointwise convergence implies uniform con-
vergence, so that as m grows
sup
r≥0
|k(αm, , r)− k(α0, , r)| → 0. (2.10)
The uniform convergence implies that the solutions of the equalities k(αm, , r) =
ln(2/p)/n converge as well, i.e. rn(αm) → rn(αo), provided n > 8 ln(2/p)2 so that the
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solutions exists.
We have proven that the function rn(α) is continuous on the set (0, 2]. Let us now
consider the case αm → 0. From the equalities fm(xm) = e−r, it follows that
lim
m
xm =
{
c, when c ≤ e−r;
e−r, when c > e−r,
where c = 4Lr. Therefore, for every fixed r > 0,
k(αm, , r) =
1
8
(
e−r − (1 + αm)xm)2 → k(0, , r)
with
k(0, , r) =
{
1
8
(c− e−r)2, if c ≤ e−r ⇔ r ≤ W ( 
4L
);
0, else,
where W stands for Lambert W -function. Observe that r 7→ k(0, , r) is strictly de-
creasing function with limits limr→0 k(0, , r) = 
2
8
and limr→∞ k(0, , r) = 0. Hence
(2.10) holds with αo = 0. This, in turn, implies that rn(αm) → rn(0), where rn(0)
is the solution of the equality k(0, , rn(0)) =
ln(2/p)
n
. Since limr→0 k(0, , r) = 
2
8
, and
by assumption 
2
8
> ln(2/p)
n
, we see that rn(0) > 0. Hence rn(α) is continuous strictly
positive function on [0, 2], thus infα∈(0,2] rn(α) > 0.
2.2 Bounding ln r
We are now interested in finding the probabilistic bounds on difference | ln r(u) −
ln rˆ(u)|, where, as previously, X1, ..., Xn is iid sample from symmetric stable law, r(u) =
− ln |ϕ(u)| = (γ|u|)α and rˆ(u) = − ln |ϕn(u)|. For that an additional assumption has to
be made. In the present subsection, we assume that there exists a known lower bound
0 < α such that the parameter space is [α, 2] instead of (0, 2]. The crucial benefit of
knowing the lower bound of α is the fact that the bound r¯ from Theorem 1.1 increases
to infinity as n grows. Recall that the bound r¯ in lacks this property: although r¯
increases with n, it always satisfies r¯ < W ( 
2L(1+)
) < 1 and, as argued in Introduction,
such a property might be unavoidable. Bounding the parameter space away from zero,
we have a new bound that tends to infinity as n increases. Let us formulate it as a
corollary.
Corollary 2.1. Assume α > 0 to be given. Fix  > 0, p ∈ (0, 1) and let no(, p) <∞
be as in Theorem 1.1. Then for every n > no there exists r¯(, p, n, α) independent of α
and γ such that limn r¯(, p, n, α) =∞ and
P
(
sup
u>0:r(u)≤r
|r(u)− rˆ(u)| > 
)
≤ p,
for every α ∈ [α, 2] and γ > 0.
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Proof. Fix 0 < α < 2 and take ro so big that 4Lro > e
−ro . Then for every r ≥ ro and
for every x ∈ [0, e−r], the function
α 7→ (e
−r − x)
1 + 1
2
( c4Lr
x
)
1
α
is increasing in α. Therefore
k(α, , r) ≥ k(α, , r), ∀α ≥ α r ≥ ro. (2.11)
Now observe that when α > 0, then for every r, it holds x′ < e
−r
1+α
, thus k(α, , r) =
1
8
(
e−r − (1 + α)x′)2 > 0. Since limr→∞ k(α, , r) = 0, it follows that limn rn(α) = ∞.
Therefore, there exists n(ro, α) so big that rn(α) > ro. From (2.11), it follows that when
n > no, it holds rn(α) ≥ rn(α), ∀α ≥ α. Hence limn infα∈[α,2] rn(α) = limn rn(α) =∞.
The inequality in the statement now follows from Theorem 1.1.
Theorem 2.1. Assume α > 0 to be given. Fix  > 0, p ∈ (0, 1) and r > 0. Take
n1(, p, α, r) as minimal n such that
r¯(

1 + 
r, p, n, α) > r, n1(, p, α, r) ≥ no( 
1 + 
r, p), (2.12)
where no(, p) is as in Theorem 1.1 and the function r¯ is as in Corollary 2.1. Then for
every n ≥ n1, α ∈ [α, 2] and γ > 0
P
(
sup
u:r(u)∈[r,r]
| ln r(u)− ln rˆ(u)| > 
)
≤ p, (2.13)
where r¯ = r¯( 
1+
r, p, n, α) > r.
Proof. By Corollary 2.1, such a finite n1 exists. Now, for any n > n1, by Corollary 2.1
again,
P
(
sup
u:r(u)∈[r,r¯]
| ln r(u)− ln rˆ(u)| > 
)
≤ P
(
sup
u:r(u)∈[r,r¯]
|r(u)− rˆ(u)| > 
1 + 
r
)
≤ p.
3 Applications of Theorem 2.1
Recall the estimate αˆ in (1.4). The construction of αˆ requires fixing the constants r, r¯
and . The following simple lemma shows how Theorem 2.1 can be used to prove a
large deviation inequality for αˆ.
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Lemma 3.1. Suppose r < r¯ and  are chosen such that r¯ − 2 > r + 2 and (2.13)
holds for some p ∈ (0, 1). Take 1 > 0 so big that
1
4
ln
(
r¯ − 2
r + 2
)
≥ . (3.1)
Then
P
(
|αˆ− α| ≥ 1
)
≤ p. (3.2)
Proof. Since u 7→ rˆ(u) is continuous, we have by (1.4) that rˆ(u1) = r¯ −  and rˆ(u2) =
r + . Let
E =
{
sup
u:r(u)∈[r,r¯]
| ln r(u)− ln rˆ(u)| ≤ }. (3.3)
On the event E, it holds |rˆ(ui)− r(ui)| ≤  for i = 1, 2 and so r¯ − 2 ≤ r(u1) ≤ r¯ and
r ≤ r(u2) ≤ r + 2. Therefore, on the set E, for any 1 > 0 the following implications
hold
{|αˆ− α| ≥ 1} =
{∣∣∣ ln(r¯ − )− ln(r + )
lnu1 − lnu2 −
ln r(u1)− ln r(u2)
lnu1 − lnu2
∣∣∣ > 1}
=
{|(ln rˆ(u1)− ln r(u1)) + (ln r(u2)− ln rˆ(u2))| > 1 ln(u1/u2)}
⊆ { sup
u:r(u)∈[r,r¯]
| ln r(u)− ln rˆ(u)| > 1
2
ln(u1/u2)
}
=
{
sup
u:r(u)∈[r,r¯]
| ln r(u)− ln rˆ(u)| > 1
2α
ln(r(u1)/r(u2))
}
⊆
{
sup
u:r(u)∈[r,r¯]
| ln r(u)− ln rˆ(u)| > 1
4
ln
(
r¯ − 2
r + 2
)}
.
We have thus shown that
E ∩ {|αˆ− α| ≥ 1} ⊆
{
sup
u:r(u)∈[r,r¯]
| ln r(u)− ln rˆ(u)| > 1
4
ln
( r¯ − 2
r + 2
)}
.
Taking now 1 so big that (3.1) holds, we obtain that
E ∩ {|αˆ− α| ≥ 1} ⊆ Ec
which obviously implies that {|αˆ− α| ≥ 1} ⊆ Ec and so (3.2) holds.
Exact confidence intervals. In what follows, we shall briefly discuss how to choose
 > 0, r, r¯ such that (3.2) holds. In particular, we shall address the following classical
problems of parameter estimation:
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Q1: Given lower bound α > 0, precision 1 and probability p > 0, find possibly small
sample size n and constants r, r¯,  (for constructing αˆ) so that the estimate (1.4)
satisfies inequality (3.2).
Q2: Given lower bound α > 0, sample size n and probability p > 0, find possibly
small 1 > 0 and r, r¯,  (for constructing αˆ) so that the estimate (1.4) satisfies
inequality (3.2). In other words, find exact (non-asymptotic) confidence intervals:
with probability 1− p: αˆ− 1 ≤ α ≤ αˆ + 1.
To solve Q1, define for any ρ > 0, n and  > 0
F (n, ρ, ) :=
r¯
(
ρ, p, n, α
)− 2
ρ1+

+ 2
− exp[ 4
1
], (3.4)
where r¯
(
ρ, p, n, α
)
is as in Corollary 2.1. The function F depends also on α, 1 and p,
but these parameters are fixed and left out from notation. Define
F (n, ρ) = sup
>0
F (n, ρ, ), F (n) = sup
ρ>0
[
F (n, ρ) ∧ (n− no(ρ, p))
]
,
where no(ρ, p) is as in Theorem 1.1. Now take n1 minimal n such that F (n1) > 0.
Observe that F (n) is increasing, so that when F (n1) > 0, then F (n) > 0 for any
n > n1. The estimation procedure is now the following.
EstimationProcedure1:
1. Find n1 such that F (n1) > 0.
2. Given n ≥ n1 find ρ > 0 such that F (n, ρ) > 0.
3. Use ρ to find  > 0 such that F (n, ρo, ) > 0.
4. Use ρ to determine r¯ = r¯(ρ, p, n, α), where r¯(ρ, p, n, α) is as in Corollary 2.1.
5. Use  and ρ to find r = ρ1+

.
6. Use r and r¯ to find u1 and u2 as in (1.5).
7. Estimate rˆ(u) based on the sample of size n and the estimate of characteristic
function.
8. Find αˆ as in (1.4).
Theorem 3.1. Let α, 1 > 0 and p ∈ (0, 1) be given. Let n be the sample size
satisfying F (n) > 0. Then the estimate αˆ obtained via EstimationProcedure1 satisfies
the inequality (3.2), provided the true parameter α satisfies the inequality α ≥ α.
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Proof. According to definition of F (n), the parameters ρ > 0 and  > 0 as specified by
EstimationProcedure1 are such that F (n, ρ, ) > 0 and n > no(ρ, p). With r = ρ
1+

,
we see that
r¯ − 2
r + 2
> exp[
4
1
]
so that the equation (3.1) holds. This equation also implies that r¯ > r + 4. Since
n > no(ρ, p), we have n > no(

1+
r, p). Thus both inequalities in (2.12) hold and
therefore n ≥ n1, where n1(, p, α, r) is as in Theorem 2.1. Hence all assumptions of
Theorem 2.1 are fulfilled and so (2.13) holds. Both assumptions of Lemma 3.1 are
fulfilled and so the inequality (3.2) holds as well.
To solve Q2, we need to assume some minimal requirements about the given sample
size n. In what follows, we assume that there exists ρo > 0 such that n > no(ρo, p),
where no(ρ, p) is as in Theorem 1.1. Now we define
F (1, ρ, ) :=
r¯
(
ρ, p, n, α
)− 2
ρ1+

+ 2
− exp[ 4
1
].
The function F (1, ρ, ) also depends on n and p, but these are fixed. As previously,
define
F (1, ρ) := sup
>0
F (1, ρ, ), F (1) := sup
ρ≥ρo
F (1, ρ).
Now find (as small as possible) 1 > 0 such that F (1) > 0.
EstimationProcedure2:
1. Given 1 > 0 satisfying F (1) > 0 find ρ ≥ ρo such that F (1, ρ) > 0.
2. Use ρ to find  > 0 such that F (1, ρ, ) > 0
3. Use ρ to determine r = r(ρ, p, n), where r¯(ρ, p, n, α) is as in Corollary 2.1.
4. Use  and ρ to find r = ρ1+

.
5. Use r and r¯ to find u1 and u2 as in (1.5).
6. Estimate rˆ(u) based on the sample of size n and the estimate of characteristic
function.
7. Find αˆ as in (1.4).
Theorem 3.2. Let α > 0, the sample size n > no(ρo, p), where ρo > 0 and p ∈ (0, 1)
be given. Let 1 satisfy F (1) > 0. Then the estimate αˆ obtained via Estimation-
Procedure2 satisfies the inequality (3.2), provided the true parameter α satisfies the
inequality α ≥ α.
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Proof. According to definition of F (1), the parameters ρ > 0 and  > 0 as specified by
EstimationProcedure2 are such that F (1, ρ, ) > 0. Since ρ 7→ no(ρ, p) is decreasing,
it holds that n > no(ρ, p). With r = ρ
1+

, we see that equation (3.1) holds. This
equation also implies that r¯ > r + 4 and hence both inequalities in (2.12) hold and
therefore n ≥ n1, where n1(, p, α, r) is as in Theorem 2.1. Hence all assumptions of
Theorem 2.1 are fulfilled and so (2.13) holds. Then Lemma 3.1 implies that (3.2) holds
as well.
4 An alternative construction
Recall the construction of the r¯ in the proof of Theorem 1.1: the key of the construction
is the large deviation inequality
P
(
er¯ sup
u∈(0,u¯]
|ϕn(u)− ϕ(u)| > 
)
≤ A exp[−n · k(α, , r¯)], (4.1)
where A = 2 and k(α, , r¯) > 0. Then rn(α) was defined as the solution of the equality
A exp[−n · k(α, 
1 + 
, rn)] = p (4.2)
and so the the desired bound r¯ = infα∈(0,α] rn(α) was obtained. In order (4.2) to have
positive solution, the sample size n must satisfy n > no(, p). The large deviation
bound (4.2) constructed in Section 2.1 is not the one possible option. We now sketch
another possible construction yielding to a different inequality, and therefore, also to
the different function rn(α) and different bound r¯. Unlike the r¯ obtained in Section 2.1,
the new r¯ has more explicit form. The price for it is much bigger required sample sice no.
Observe that by (2.2) and (2.3) the inequality ‖Fn − F‖ ≤ δ8 implies that
|ϕn(u)− ϕ(u)| ≤ δ + 2‖Fn − F‖
(8Lr(u)
δ
) 1
α
.
Hence for every u¯ > 0,
{er(u¯) sup
u∈(0,u¯]
|ϕ(u)− ϕn(u)| > } ⊂ {‖Fn − F‖ > δ
8
} ∪
{
2‖Fn − F‖
(8Lr(u¯)
δ
) 1
α ≥ e−r(u¯) − δ
}
.
Recall ¯ = e−r¯ and r¯ = r(u¯). Hence, we obtain
P
(
er¯ sup
u∈(0,u¯]
|ϕn(u)− ϕ(u)| > 
)
≤ P
(
‖Fn − F‖ > δ
8
)
+ P
(
‖Fn − F‖ ≥ (¯− δ)δ
1
α
2(8Lr¯)
1
α
)
.
≤ 2 exp[−n · δ
2
32
] + 2 exp
[
− n · (¯− δ)
2δ
2
α
2(8Lr¯)
2
α
]
. (4.3)
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Choose
δ =
¯
1 + α
= arg max
δ∈[0,¯]
(¯− δ)2δ 2α .
Thus plugging δ into (4.3), we obtain with s = 2(1 + 1
α
),
P
(
er¯ sup
u∈(0,u¯]
|ϕn(u)− ϕ(u)| > 
)
≤ 2 exp[−n · ¯
2
32(1 + α)2
] + 2 exp
[
− n ·
(( ¯
1 + α
)s α2
2(8Lr¯)
2
α
)]
≤ 4 exp[−n · k(α, , r¯)],
where
k(α, , r¯) =
( 2e−2r¯
32(1 + α)2
) ∧ ( se−sr¯
2(1 + α)s
α2
(r¯8L)
2
α
)
.
The inequality (4.2) holds with an equality, when
r¯ = r1,n(α) ∧ r2,n(α)
and r1,n, r2,n are solutions of the following equalities:
exp[−2r1,n] = ln(4/p)
n
(1 + 

)2
32(1 + α)2 (4.4)
d(α) exp[−sr2,n]
(r2,n)
2
α
=
ln(4/p)
n
(1 + 

)s
, where d(α) =
α2
2(1 + α)s
1
(8L)
2
α
(4.5)
Thus
r1,n(α) = −1
2
ln
[ ln(4/p)
n
(1 + 

)2
32(1 + α)2
]
and r1,n(α) > 0 holds when
n > ln(4/p)
(1 + 

)2
32(1 + α)2. (4.6)
From (4.6), we obtain necessary sample size
no(, p) = ln(4/p)
(1 + 

)2 · 288. (4.7)
The solution of equality (4.5) is
r2,n(α) =
1
α + 1
W ((α + 1)gn(α)),
where W is Lambert’s W-function and gn is defined as follows
gn(α) =
αα
2
α
2 (α + 1)α+18L
( n
ln(4/p)
)α
2
( 
1 + 
)α+1
.
Observe that limα→0 gn(α) = 18L

1+
=: go and limα→0 r2,n(α) = W (go) ∈ (0, 1). It can
be shown that
r¯(, p, n) = min
α
{r1,n(α), r2,n(α)} = lnκ− ln
(
12 ∨ 1 + α2
α2
)
> 0, (4.8)
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where κ = 
+1
√
n
2 ln(4/p)
while r1,n > 0 only if κ > 12 and n > n0, where no is given by
(4.7), and α2 ∈ (0, 2] is the solution of the equality r2,n(α) = lnκ α1+α .
Since limα→0 r2,n(α) = W (go), it holds that for any n r¯ < 1, and so the alternative
construction satisfies our conjecture. However, it is possible to show the for any α > 0,
r¯(, p, n, α) = inf
α∈(α,2]
rn(α)→∞.
So we have another construction that confirms our conjecture that the universal bound
r¯ satisfies the inequality r¯ < 1 and the universal bound u¯ does not exists.
5 Comparison of rn and r¯
Fix  = 0.1, p = 0.1 and L = 1/2. We find the values of rn(α) obtained in Section
2.1 as follows: first we numerically find x′ as the solution of the equality f(x) = ee−r,
where f(x) is given by (2.9), then we calculate k(α, , r) given by (2.7) and then rn can
be found as solution of (2.5). We compare the obtained values of rn(α) with the ones
obtained in Section 4: rn(α) = min{r1,n(α), r2,n(α)}, where r1,n(α) is the solution of
equality (4.4) and r2,n(α) is the solution of equality (4.5). Note that by (4.7) we have
r1,n(α) > 0 only if n > no ≈ 128550. Figure 4 plots both constructions of rn versus
α ∈ (0.01, 2] for different sample sizes n. Obviously, in Figure 4 (a) the rn(a) obtained
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rn by Section 2.1 (proof of Theorem 1.1) rn by Section 4 (the alternative construction)
Figure 4: The values of rn vs α with  = 0.1, p = 0.1 and n = 1000 in (a), n =
128551 > no in (b) and n = 300000 in (c).
by the alternative construction in Section 4 is 0 because n < no. However, the values
of rn obtained by Section 2.1 are small but positive. In Figure 4 (b) both constructions
give positive results (because n = no + 1) while alternative construction gives smaller
(more conservative) values, with drop after α = 1.5 (and minimum over α is at α = 2).
In Figure 4 (c) the large sample size such as n = 3 · 105 is used and both rn(α) behave
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Figure 5: The values of r¯ vs n with  = 0.1, p = 0.1 and α = 0.01 in (a), α = 0.1 in
(b) and α = 0.5 in (c).
in concordance while the alternative construction yields smaller values for all values
of α. Next we compare the values of r¯ = minα∈(α,2] rn(α) obtained by Section 2.1 and
Section 4. Figure 5 plots r¯ versus n for different lower limits α. It is clearly evident
from Figure 5 that r¯ is increasing in n (while alternative construction requires n > no).
Setting lower limit from α = 0.1 to α = 0.5 increases the values of r¯ approximately
twice. All in all, in our example the construction given by Section 2.1 yields much
bigger (less conservative) values of r¯ than the more explicit form construction given by
Section 4.
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