Performance analysis of buffers with train arrivals and correlated output interruptions by Feyaerts, Bart et al.
JOURNAL OF INDUSTRIAL AND doi:10.3934/jimo.2015.11.829
MANAGEMENT OPTIMIZATION
Volume 11, Number 3, July 2015 pp. 829–848
PERFORMANCE ANALYSIS OF BUFFERS WITH TRAIN
ARRIVALS AND CORRELATED OUTPUT INTERRUPTIONS
Bart Feyaerts
1
, Stijn De Vuyst
2
Herwig Bruneel
1
and Sabine Wittevrongel
1
1
SMACS Research Group
TELIN Department
Ghent University
Sint-Pietersnieuwstraat 41
9000 Gent, Belgium
2
Supply Networks and Logistics Research Center
Department of Industrial Management
Ghent University
Technologiepark 903
9052 Zwijnaarde, Belgium
Abstract. In this paper, we study a discrete-time buffer system with a time-
correlated packet arrival process and one unreliable output line. In particular,
packets arrive to the buffer in the form of variable-length packet trains at a
fixed rate of exactly one packet per slot. The packet trains are assumed to
have a geometric length, such that each packet has a fixed probability of being
the last of its corresponding train. The output line is governed by a Markovian
process, such that the probability that the line is available during a slot depends
on the state of the underlying J-state Markov process during that slot.
First, we provide a general analysis of the state of the buffer system based on
a matrix generating functions approach. This also leads to an expression for the
mean buffer content. Additionally, we take a closer look at the distributions of
the packet delay and the train delay. In order to make matters more concrete,
we next present a detailed and explicit analysis of the buffer system in case the
output line is governed by a 2-state Markov process. Some numerical examples
help to visualise the influence of the various model parameters.
1. Introduction. In packet-based telecommunication systems, buffers are essential
for the temporary storage of information packets. A clear insight in these buffers
and their behaviour is important in order to study the performance not only of
the buffers themselves, but also of the entire system. This performance, expressed
by means of performance measures such as buffer occupancy and packet delay, is
greatly influenced by the characteristics of both the packet arrival process and the
transmission process of packets from the buffer. Thus, a proper analysis requires
these characteristics to be modelled as accurately as possible.
With respect to the arrival process, we assume in this paper that the packets are
part of higher-level messages, referred to as (packet) trains. The notion of these
trains reflects the layered structure of most packet-based communication networks
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and introduces time correlation in the packet arrival process. In the discrete-time
queueing model considered in this paper, packet trains span over multiple successive
time slots, pushing packets into the system at a fixed rate of one packet per slot.
The time correlation in the arrival process can be understood from the fact that
a train of length n contributes to the packet arrival process during n consecutive
slots; this makes the number of packet arrivals in a slot dependent on the number of
packet arrivals in previous slots. Arrival processes involving multi-packet messages,
such as the trains considered in this paper, have received considerable attention
in literature. In [11], so-called dispersed messages consisting of a fixed number of
packets are considered in case of an uncorrelated packet arrival process. Related
continuous-time models using dispersed messages are studied in [10, 2]. Train arrival
processes appear in [12, 6, 7, 8, 38, 39, 37]. A more complex model that introduces
correlation is referred to as the session-based arrival process [20, 40, 21, 15], which
is an extension of the train arrival process where messages generate a variable,
yet strictly positive, number of packets per slot. Other types of arrival processes
incorporate time correlation usually without the notion of higher-level messages.
A simple class are on/off-type arrivals [36, 41, 22, 14, 24], where a finite number
of users generate one packet per slot during on-periods and no packets during off-
periods. Another important class of correlated arrival processes are the Markovian
Arrival Processes (MAP), studied in [35, 29, 30, 3, 9].
With respect to the transmission process, we assume in this paper that the buffer
has a single output line and packet transmission times are equal to one slot. The
output line is however unreliable and prone to stochastic failures. Specifically, the
accessibility of the output line is influenced by a Markov process that controls the
state of the output line. The output line being available or not during a slot is then
controlled by a Bernoulli process that is dependent on the output line state. Due
to these failures, that are correlated by nature, the effective packet transmission
times will be stochastic and correlated. This correlation allows real-life situations
(e.g. loss of connection, failure in electrical components, . . . ) to be modelled in
great detail, as they usually appear in a correlated fashion. Queueing models with
server interruptions have been studied on many occasions in the literature, see e.g.
[4, 5, 27, 28, 1, 31, 17, 23, 34, 25, 26].
The main contribution of our current paper, is that we focus on the analysis of a
queueing model where the packet arrival process as well as the transmission process
of packets may exhibit time correlation. This is different from most previous work,
where at least one of these processes was described by a simple model without
any time correlation. The considered packet arrival process moreover takes the
layered structure of packet-based communication networks explicitly into account,
as opposed to arbitrary Markovian arrival processes. The Markovian transmission
process accounts for the typical time-dependent occurrence of output failures. Note
however that in our queueing model the packet arrival process and the output
interruption process are assumed to be two mutually independent processes.
The train arrival model we consider has both its merits and its limitations. Since
the arrival process is explicitly described as induced by a two-layered structure,
train arrivals are very suitable to model the common segmentation of data files into
packets before their transmission through a communication network. In particular,
files sent by a web server are usually too large to be sent as a single entity and are
therefore fragmented in packets which can be sent individually; the arrival process
in the output buffer of the server is therefore well modelled as a train arrival process.
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However, once these packets leave the outgoing buffer of the server, they may travel
to the client over different paths and experience different effects resulting in different
delays. It can be seen quite intuitively that during transmission, these packets then
behave less like consecutive fragments of a single entity, but more like individual
packets. When focusing on a mid network buffer, one should therefore resort to
other traffic models, such as general independent arrivals or correlated models that
incorporate the long range dependency (LRD) property that is known to appear in
Internet traffic.
This paper is structured as follows. In Section 2 we lay out a mathematical model
for the buffer system described above that will allow us to study the behaviour and
performance of the system. Section 3 presents a concise analysis of the packet arrival
process. The behaviour of the system is analysed in Section 4 and Section 5 focuses
on two performance measures, namely the mean system content and the system
load. Other important performance measures, the packet delay and the train delay,
are studied in Section 6 and Section 7. In Section 8 we derive some closed-form
expressions for the special case where the Markov chain governing the output line
has two possible states. Finally, the features of the queueing system are illustrated
by some numerical examples in Section 9.
2. Description of the buffer model under study. We consider a discrete-time
infinite-capacity buffer system for information packets with deterministic transmis-
sion times of one slot per packet and an unreliable output line. Information arrives
to the system in the form of packet trains, i.e. a sequence of packets that arrive to
the system over contiguous slots at a fixed rate of exactly one packet per slot. The
packet trains are assumed to have a geometric length, such that each packet has a
fixed probability of being the last of its corresponding train. The total number of
packet arrivals ak (which is equal to the number of active trains) during a random
slot k can therefore be written as
ak = bk +
ak−1∑
i=1
ci,k, (1)
where bk denotes the number of new trains started during slot k and ci,k is a
Bernoulli distributed random variable that indicates whether or not the ith train
that was active during slot k − 1 is continued in slot k. The numbers of new
trains in consecutive slots are assumed to be independent and identically distributed
(iid) random variables with common probability generating function (pgf ) B(z) ,
E
[
zbk
]
. The pgf of the random variables ci,k is defined as
C(z) , 1− γ + γz, (2)
such that the pgf L(z) of the geometric train length ` is given by
L(z) =
(1− γ) z
1− γz , (3)
with mean
E[`] = L′(1) =
1
1− γ . (4)
As stated before, the transmission times of the packets from the buffer are equal
to one slot per packet, but the packets are sent over an output line prone to proba-
bilistic interruptions. The interruptions are governed by a Markovian process with
J states Sj (j ∈ {1, 2, ..., J}); in what follows we will use the term ‘output line
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state’ to denote the state of this Markovian process. When the output line is in
state Sj , the accessibility of the output line is governed by a Bernoulli distribution
with success rate ηj , where success corresponds to the output line being accessible
and failure corresponds to an interruption. The pgf of this Bernoulli distribution is
given by
Hj(z) , 1− ηj + ηjz. (5)
The transition probabilities σj|j′ , j, j′ ∈ {1, 2, ..., J} fully describe the Markovian
interruption process according to the following definition:
σj|j′ , Prob[sk = j|sk−1 = j′] , (6)
where sk and sk−1 denote the state index of the Markovian process during slots k
and k − 1, respectively. As a shorthand we finally introduce σj , σj|j .
In our analysis, we will frequently use matrix methods, therefore we also intro-
duce some matrix notations. We can collect all transition probabilities in a matrix
H, such that [H]jj′ = σj′|j . With matrix η , diag (η1, . . . , ηJ), we can decompose
H into H0 and H1 as follows:
H0 , H (IJ − η) and H1 , Hη, (7)
where IJ is the J×J identity matrix, such that H0+H1 = H. The matrices H0 and
H1 can be combined to form the matrix generating function H
∗(z) , H0 + H1z.
Given that H is a stochastic matrix corresponding to an irreducible Markov chain,
a stationary probability vector pi can be found, such that piH = pi and pi · eJ = 1,
where eJ is a column vector of order J with all elements equal to 1. Note that due
to its definition, pi must also be a left eigenvector of H, corresponding to eigenvalue
1. The jth element of row vector pi corresponds to the probability that the output
line resides in state Sj at the beginning of a random time slot.
3. Packet arrival process and load. Before attempting to tackle the system
state distribution, we first focus on the packet arrival process. Note that the steady-
state pgf A(z) of the number of packet arrivals in a random slot satisfies the implicit
equation
A(z) = B(z)A(C(z)) = B(z)A(1− γ + γz). (8)
Recursive application of this equation results in the closed-form expression
A(z) =
∞∏
i=0
B(1− γi + γiz) =
∞∏
i=0
B(Ci(z)), (9)
where we introduced the shorthand Ci(z) = 1 − γi + γiz. The arrival rate λ can
then be calculated as
λ , E[a] = A′(1) = B
′(1)
1− γ = B
′(1)L′(1). (10)
The load ρ of the system can be found as the ratio of the mean number λ of
arrivals per slot to the mean number of packets that can leave per slot, i.e.
ρ , λ
E[possible departure rate]
. (11)
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Note that departures can only occur when the output line is in fact available, and
that transmission times are equal to exactly one slot, such that
E[possible departure rate] = E[output line availability rate]
=
J∑
j=1
pijηj = pi η eJ. (12)
4. Distribution of the system state. Based on the considerations of the previ-
ous sections, we can express the system content uk+1 at the beginning of slot k+ 1
as
uk+1 = (uk − tk)+ + ak, (13)
where (x)
+
is short for max(x, 0) and tk is a random variable that is 0 if the output
line is interrupted during slot k and 1 if the output line is accessible, such that
tk =
{
0, with probability 1− ηsk ,
1, with probability ηsk .
(14)
From the equations (1), (2), (6), (13) and (14) it follows that the set of vectors
{(ak−1, sk−1, uk)} forms a three-dimensional Markov chain. The state of our buffer
system at the beginning of slot k can then be described by the system state vector
(ak−1, sk−1, uk). In the rest of this section, we present an analytical method to
derive the steady-state distribution of the system state vector. This, in turn, will
allow us to study such performance quantities as the system content, the packet
delay and the train delay in Sections 5, 6 and 7. We start by defining the joint
system state pgf Pk(x, y, z) for a random slot k as
Pk(x, y, z) , E[xak−1ysk−1zuk ] . (15)
For ease of calculation, we will split up this pgf into partial pgfs Pj,k(x, z), which
in turn can be combined into a row vector of order J , thus yielding the vector
generating function P∗k(x, z), such that[
P∗k(x, z)
]
j
= Pj,k(x, z) , E[xak−1zuk {sk−1 = j}]
= Prob[sk−1 = j]E[xak−1zuk | sk−1 = j] (16)
and
Pk(x, y, z) =
J∑
j=1
Pj,k(x, z)y
j . (17)
Based on (1), (13) and (14), we will now determine the partial system state pgfs
Pj,k+1(x, z) for slot k + 1 in terms of their slot k counterparts as
Pj,k+1(x, z) = E[x
akzuk+1 {sk = j}] = E
[
(xz)
akz(uk−tk)
+ {sk = j}
]
= B(xz)E
[
(C(xz))
ak−1z(uk−tk)
+ {sk = j}
]
= B(xz)
[
(1− ηj)E[(C(xz))ak−1zuk {sk = j}]
+ηjE
[
(C(xz))
ak−1z(uk−1)
+ {sk = j}
]]
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= B(xz)
[
Hˆj(z)E[(C(xz))
ak−1zuk {sk = j}]
+ ηj
z − 1
z
Prob[uk = 0, sk = j]
]
, (18)
where Hˆj(z) , Hj(1/z). The partial mean in the right hand side of (18) can be
calculated as
E[(C(xz))
ak−1zuk {sk = j}] =
J∑
j′=1
σj|j′Pj′,k(C(xz), z) =
[
P∗k(C(xz), z)H
]
j
. (19)
Similarly, Prob[uk = 0, sk = j] can be found as
Prob[uk = 0, sk = j] =
[
P∗k(0, 0)H
]
j
, (20)
such that the partial system state pgf Pj,k+1(x, z) for slot k + 1 becomes
Pj,k+1(x, z) = B(xz)
[
z − 1
z
νk + P
∗
k(C(xz), z)Hˆ
∗(z)
]
j
,
where Hˆ∗(z) , H∗( 1z ) and νk , P∗k(0, 0)H1. Written in terms of vector generating
functions, this becomes
P∗k+1(x, z) = B(xz)
[
z − 1
z
νk + P
∗
k(C(xz), z)Hˆ
∗(z)
]
.
Taking the limit of P∗k+1(x, z) for k → ∞ we then get the following equation for
the steady-state counterpart P∗(x, z):
P∗(x, z) = B(xz)
[
z − 1
z
ν + P∗(C(xz), z)Hˆ∗(z)
]
, (21)
where ν , P∗(0, 0)H1 is the steady-state equivalent of νk.
Note that, independently of the state of the Markov process, for the system to
be empty at the beginning of a random slot k + 1, there must not have been any
arrival in the previous slot k. From this consideration, we can find
Pj,k+1(x, 0) = E[x
ak {sk = j, uk+1 = 0}] = E[xak {sk = j, ak = 0, uk+1 = 0}]
= Pj,k+1(0, 0), ∀x. (22)
Using vector notations, we therefore have
P∗k(x, 0) = P
∗
k(0, 0), and P
∗(x, 0) = P∗(0, 0),∀x. (23)
In order to determine the unknown vector ν, we start by eliminating the re-
cursiveness in (21). We do so by considering those values of x for which the first
arguments of the vector functions P∗(·, z) on the left and right hand sides of (21)
are equal to each other, i.e. for which
x = C(xz) = 1− γ + γxz. (24)
From the above relation, we get the following solution for x in terms of z:
x(z) =
L(z)
z
. (25)
Equation (21) then gives
P∗(x(z), z)
(
IJ −B(L(z))Hˆ∗(z)
)
=
z − 1
z
B(L(z))ν. (26)
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In general, P∗(x(z), z) can be determined from (26) as
P∗(x(z), z) =
(z − 1)B(L(z)) ν adj(M∗(z))
z det (M∗(z))
, (27)
where M∗(z) , IJ−B(L(z))Hˆ∗(z) and adj(M∗(z)) is the adjugate matrix of matrix
M∗(z). Note that every component of P∗(x, z) is a partial pgf and thus is bounded
for all arguments x, z on the closed unit disk (i.e. |x| , |z| ≤ 1). We can now exploit
this boundedness to determine the unknown quantities νj , [ν]j , as follows. First
note that z = 1 is a zero of both the denominators and the numerators of the
partial pgfs in the vector functions given by (27), irrespective of the values of the
unknowns νj . On the other hand, if we choose z = z
∗ where |z∗| ≤ 1, z∗ 6= 1 and
det (M∗(z∗)) = 0, the denominators of the partial pgfs in (27) become zero, and for
the partial pgfs to remain bounded, the corresponding numerators should become
zero as well. Expressing this condition, we find that
ν adj(M∗(z∗)) = 0J, (28)
where 0J is a row vector of order J with all elements equal to 0. The matrix equation
(28) corresponds to a homogeneous system of linear equations for the unknowns νj
in which all the equations are linearly dependent, such that (28) yields only one
useful equation for the unknowns. Assuming the system is stable, it follows from
[19]) that det (zM∗(z)) = zJdet (M∗(z)) has exactly J−1 roots z∗ in the open unit
disk, that may not all be distinct. We can therefore expand our method to make
use of all these poles in order to construct J − 1 homogeneous systems of linear
equations as follows. For each root z∗ of det (zM∗(z)) located in the open unit disk
and of multiplicity 1, we construct the system
z∗J−1ν adj (M∗(z∗)) = 0J, (29)
whereas for a root z∗ of multiplicity r > 1, we obtain r systems
di
dzi
zJ−1ν adj(M∗(z))
∣∣∣∣∣
z=z∗
= 0J, i = 0, . . . , r − 1. (30)
One final equation for the unknowns νj is then still required in order to fully deter-
mine the vector ν. Therefore we first evaluate the derivative of (26) for z = 1. In
view of P∗(1, 1) = pi, this leads to
ν = piη − λpi +
(
d
dz
P∗(x(z), z)
∣∣∣∣
z=1
)
(IJ −H) , (31)
such that the sum of the components νj can be found from the product of (31) with
eJ as
J∑
j=1
νj = ν · eJ =
 J∑
j=1
pijηj
− λ. (32)
Together with the J−1 equations that can be extracted from the J−1 systems (28),
equation (32) concludes a system of J linear independent equations that allows us
to determine the J unknowns νj .
In practice, each of the νj corresponds to the probability for the system to be
empty at the beginning of a slot where the system is in state j and the output line
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is accessible, as can be seen from the definition ν , P∗(0, 0)H1. Therefore, the
state vector P∗(0, 0) of an empty system can be found as
P∗(0, 0) = ν H1−1. (33)
5. Distribution of the system content. From the above analysis of the system
state, the pgf U(z) of the system content u at the beginning of an arbitrary slot in
the steady state can be found directly as
U(z) , E[zu] = P (1, 1, z) =
J∑
j=1
Pj(1, z) = P
∗(1, z) · eJ
= B(z)
[
z − 1
z
ν + P∗(C(z), z)Hˆ∗(z)
]
eJ. (34)
The empty system probability U(0) especially unfolds as
U(0) = P∗(0, 0) · eJ = ν H1−1 eJ. (35)
In order to obtain the mean system content, we first focus on P∗(x(z), z). More
specifically, bearing in mind that the first argument x(z) satisfies (25) and therefore
x(1) = 1, we can calculate the first derivative of P∗(x(z), z) with respect to z for
z = 1 as
d
dz
P∗(x(z), z)
∣∣∣∣
z=1
= (L′(1)− 1) ∂
∂x
P∗(1, 1) +
∂
∂z
P∗(1, 1). (36)
An expression for the mean system content then immediately follows by summation
of the vector’s elements on both sides of the above equation. Indeed, in view of the
definition of P∗(x, z) and the moment generating property of pgfs, we have that
∂
∂x
P∗(1, 1) · eJ = λ, (37)
i.e. the mean number of packet arrivals per slot, whereas
∂
∂z
P∗(1, 1) · eJ = U ′(1) (38)
corresponds to the mean system content. Multiplying both sides of (36) by eJ, we
then get the mean system content as
E[u] = U ′(1) =
(
d
dz
P∗(x(z), z)
∣∣∣∣
z=1
)
eJ − (L′(1)− 1)λ, (39)
where the first term on the right hand side follows from (27) as(
d
dz
P∗(x(z), z)
∣∣∣∣
z=1
)
eJ
=
1
M ′(1)
[(
λ− 1− M
′′(1)
2M ′(1)
)
ν adj (IJ −H) eJ + d
dz
ν adj (M∗(z)) eJ
∣∣∣∣
z=1
]
,
(40)
with M(z) , det (M∗(z)) .
Higher-order moments of the system content can be calculated in a similar way,
by evaluation of higher-order derivatives of P∗(x, z), although the mathematical
calculations become more and more complicated. Tail probabilities of the system
content (i.e. the probabilities to exceed a certain threshold) can be calculated, for
a sufficiently large threshold, by means of a method presented e.g. in [38].
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6. Distribution of the packet delay. In this section we analyse the delay ex-
perienced by the packets as they traverse through the system. The delay dP of a
random packet P is defined as the integer number of slots starting at the end of
the arrival slot of P until the end of the departure slot of P. This delay is not only
influenced by the system state at the beginning of the arrival slot S of P, but also
by the number of arrivals during S, as well as the condition of the output line in
the subsequent slots. First we determine the number of packets vP in the system
just after slot S, excluding the packets that have arrived during the same slot as P,
but will be transmitted later than P as
vP = (uS − tS)+ + fP , (41)
where fP ∈ {1, . . . , aS} is the position of P within all slot S arrivals. Given that
this position is uniformly distributed over the aS arrivals in slot S, we can determine
the conditional probability that P has position n as Prob[fP = n| aS = i] = 1/i,
n ∈ {1, . . . , i}. This allows us to find the following partial pgfs Vj,P(z) as
Vj,P(z) , E[zvP{sS = j}] = E
[
z(uS−tS)
++fP{sS = j}
]
=
∞∑
i=1
i∑
n=1
znE
[
z(uS−tS)
+{sS = j, aS = i, fP = n}
]
=
∞∑
i=1
1
i
E
[
z(uS−tS)
+{sS = j, aS = i}
] i∑
n=1
zn
=
z
1− z
∞∑
i=1
1− zi
i
E
[
z(uS−tS)
+{sS = j, aS = i}
]
. (42)
Now note that based on arguments from renewal theory (see e.g. [33]), we can relate
the partial mean on the right hand side of (42) to the system state variables for a
random steady-state slot k + 1 as
E
[
z(uS−tS)
+{sS = j, aS = i}
]
= E
[
zuS+1−i{sS = j, aS = i}
]
= z−iE[zuS+1{sS = j, aS = i}]
= z−i
i
λ
E[zuk+1{sk = j, ak = i}] . (43)
Hence, we can further transform equation (42) for Vj,P(z) into
Vj,P(z) =
1
λ
z
1− z
∞∑
i=1
(
z−i − 1)E[zuk+1{sk = j, ak = i}]
=
1
λ
z
1− z
(
Pj(z
−1, z)− Pj(1, z)
)
, (44)
where Pj(x, z) is the jth component of P
∗(x, z). We can combine all partial pgfs
Vj,P(z) into a single partial vector generating function V∗P(z) as
V∗P(z) =
1
λ
z
1− z
(
P∗(z−1, z)−P∗(1, z)) . (45)
This row vector should be interpreted as a vector who’s jth component is in fact
the partial pgf of the number of packets vP in the system at the start of slot S + 1,
excluding the packets to be sent later than P, in case the state of the output channel
during slot S is j.
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The delay dP of a random packet P can then be found as the total number of
slots needed by the system to complete the transmission of all these vP packets.
Note that, even though the transmission times are equal to 1 slot per packet, the ef-
fective transmission time of a packet can be greater due to output line interruptions.
Introducing seff,k as the effective transmission time of a single packet, starting at
slot k, we get
Prob[seff,k = i, sk+i−1 = j′| sk−1 = j] =
[
H0
i−1H1
]
jj′ , (46)
which yields the matrix generating function
S∗eff(z) = (IJ −H0z)−1H1z. (47)
Assuming that during slot S the output channel is in state j, the delay dP of P has
partial pgf 1j(S
∗
eff(z))
vPeJ, where 1j is a row vector with all zeroes except for the
jth entry which is 1. The complete pgf DP(z) can thus be found as
DP(z) , E
[
zdP
]
=
J∑
j=1
E
[
zdP{sS = j}
]
=
J∑
j=1
∞∑
n=1
E
[
zdP{sS = j, vP = n}
]
=
J∑
j=1
∞∑
n=1
1j(S
∗
eff(z))
n
eJProb[sS = j, vP = n]
=
J∑
j=1
1jVj,P(S∗eff(z))eJ. (48)
Note that the matrix functions Vj,P(S∗eff(z)) are well-defined if and only if the ei-
genvalues of the matrix S∗eff(z) are in the domain of the functions Vj,P(z). In that
case, DP(z) can be calculated using the spectral decomposition of S∗eff(z) as
DP(z) =
J∑
j=1
1j
κ(z)∑
i=1
Vj,P(λi(z))S∗i,eff(z)
 eJ
=
J∑
j=1
κ(z)∑
i=1
Vj,P(λi(z))
J∑
j′=1
[
S∗i,eff(z)
]
jj′ , (49)
where the λi(z), i = 1, . . . , κ(z) are the distinct eigenvalues of S
∗
eff(z) for a particular
value of z [32]. In case S∗eff(z) is diagonalisable , the spectral projectors S
∗
i,eff(z) can
be obtained using the Lagrange interpolation formula as
S∗i,eff(z) =
∏κ(z)
i′=1,i6=i′ (S
∗
eff(z)− λi′(z)IJ)∏κ(z)
i′=1,i6=i′ (λi(z)− λi′(z))
. (50)
If S∗eff(z) is not diagonalisable, both (49) and (50) require a more technical treatment
[32]. Essential to our analysis however, is the requirement that the functions λi(z)
are analytic in at least a neighbourhood of z = 1 because we need to evaluate their
derivatives in this point. In general, it is known that the eigenvalue functions may
not be analytic or even continuous in the entire unit disk [18] but they are analytic
in (a neighbourhood of) points where all eigenvalues are distinct. We therefore
assume as a sufficient condition that S∗eff(1) has κ(1) = J distinct eigenvalues, so
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that ultimately, the mean packet delay E[dP ] can then be found as
E[dP ] = D′P(1) =
J∑
j=1
J∑
i=1
λ′i(1)V ′j,P(λi(1)) J∑
j′=1
[
S∗i,eff(1)
]
jj′
+Vj,P(λi(1))
J∑
j′=1
[
S∗i,eff
′(1)
]
jj′
 . (51)
The mean packet delay E[dP ] is also related to the mean system content E[u] by
Little’s result [16]:
E[u] = λE[dP ] . (52)
The analysis method for the packet delay established in this section constitutes a
basic step to study the train delay, as we will explain next.
7. Distribution of the train delay. The delay dT of an arbitrary train T is
defined as the integer number of slots between the end of the arrival slot S of
the first packet P0 of the train, and the end of the slot in which the final packet
P¯ = P`(T )−1 of T departs from the system, where `(T ) is the length of train T .
Note that the delay dT in fact corresponds to the delay of the train’s final packet,
augmented with the number of slots between the arrival of the train’s first and last
packet, i.e.
dT = `(T )− 1 + dP¯ . (53)
Due to the fact that trains start independently from slot to slot, the first packet
of a train starting in steady state perceives the system as in an arbitrary state, i.e.
the distribution of the system state at the beginning of the train’s starting slot S
equals the system state distribution at the beginning of a random steady-state slot,
as studied in Section 4.
The pgf of the total number of new trains bS starting in slot S is expressed in
terms of the pgf B(z) of the number of starting trains in an arbitrary slot as (see
e.g. [33])
E
[
zbS
]
= z
B′(z)
B′(1)
. (54)
From this and the correlated nature of the packet arrival process, it is then easily
seen that the system-state distribution at the beginning of the arrival slot of a non-
first packet of train T will be different from the system state distribution at the
beginning of an arbitrary slot. In order to calculate the delay of the train’s final
packet, we therefore must take into account the system state at the beginning of
slot S, as well as the evolution of the packet arrival process and the Markov process
governing the output line.
First, we calculate the partial pgf of the system state at the beginning of slot
S + 1. With the above observations and using (21), we find
Pj,S+1(x, z) = E[xaSzuS+1{sS = j}]
= E
[
(xz)
aSz(uS−tS)
+{sS = j}
]
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= xz
B′(xz)
B′(1)
E
[
(C(xz))
aS−1z(uS−tS)
+{sS = j}
]
=
xz
B(xz)
B′(xz)
B′(1)
Pj(x, z)
= xz
B′(xz)
B′(1)
[
z − 1
z
ν + P∗(C(xz), z) Hˆ∗(z)
]
j
, (55)
which can be combined into the vector generating function
P∗S+1(x, z) = xz
B′(xz)
B′(1)
[
z − 1
z
ν + P∗(C(xz), z) Hˆ∗(z)
]
. (56)
Next, note that packets of T arriving after slot S all arrive to a non-empty system,
and are known not to be the first of the train T . The partial pgfs of the system
state at the beginning of slots S + k + 1 (1 ≤ k < `(T )) can thus be found as
Pj,S+k+1(x, z) = E
[
(xz)
aS+kzuS+k−tS+k{sS+k = j}
]
= xz
B(xz)
C(xz)
Hˆj(z)E[(C(xz))
aS+k−1zuS+k{sS+k = j}]
= xz
B(xz)
C(xz)
[
P∗S+k(C(xz), z) Hˆ
∗(z)
]
j
. (57)
This yields the vector generating function
P∗S+k+1(x, z) = xz
B(xz)
C(xz)
P∗S+k(C(xz), z) Hˆ
∗(z). (58)
By iteration, we can then relate P∗S+k+1(x, z) to P
∗(x, z) as
P∗S+k+1(x, z) = xz
k
∏k−1
i=0 B(zGi(x, z))
Gk(x, z)
P∗S+1(Gk(x, z), z) Hˆ
∗(z)
k
=
xzk+1
B′(1)
B′(zGk(x, z))
(
k−1∏
i=0
B(zGi(x, z))
)
[
z − 1
z
ν + P∗(Gk+1(x, z), z) Hˆ∗(z)
]
Hˆ∗(z)
k
, (59)
where Gk(x, z) is defined iteratively as
G0(x, z) = x, (60)
Gk(x, z) = C(zGk−1(x, z)), k > 0. (61)
Note that (59) in fact yields (56) when substituting k = 0.
With (59), we can calculate the vector generating function of the system state
at the beginning of the arrival slot S¯ = S + `(T ) − 1 of T ’s final packet. The pgf
of the delay of that final packet P¯ can then be obtained by means of the approach
we discussed when calculating the delay of an arbitrary steady-state packet. In
particular, we write
Vj,P¯(z) , E[zvP¯{sS¯ = j}] = E
[
zuS¯−tS¯+fP¯+1{sS¯ = j}
]
=
z
1− z
∞∑
i=1
1− zi
i
E
[
zuS¯−tS¯{sS¯ = j, aS¯ = i}
]
. (62)
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The partial mean in (62) cannot directly be related to values corresponding to a
random steady-state slot, but rather we have that
E
[
zuS¯−tS¯{sS¯ = j, aS¯ = i}
]
= E
[
zuS¯+1−i{sS¯ = j, aS¯ = i}
]
= z−iE[zuS¯+1{sS¯ = j, aS¯ = i}] . (63)
Substitution in (62) then yields
Vj,P¯(z) =
z
1− z
∞∑
i=1
z−i − 1
i
E[zuS¯+1{sS¯ = j, aS¯ = i}]
=
z
1− z
∫ 1/z
1
E
[
αaS¯−1zuS¯+1{sS¯ = j}
]
dα
=
z
1− z
∫ 1/z
1
1
α
Pj,S¯+1(α, z)dα, (64)
such that the pgf of the delay of the train’s final packet P¯ can be determined as
DP¯(z) =
J∑
j=1
1j Vj,P¯(S
∗
eff(z)) eJ. (65)
Given that the position of the arrival slot S¯ of packet P¯ depends on the train
length `(T ), the pgf DT (z) of the train delay can then be determined as
DT (z) =
∞∑
i=1
E
[
zi−1+dP¯{`(T ) = i}] . (66)
The mean train delay E[dT ] can then be found by substituting z = 1 into the first
derivative of (66).
8. Special case: J = 2. In this section, we perform a case study of a buffer system
with train arrivals and an unreliable output line having J = 2 states. For this special
case, we derive more explicit results. For J = 2, the transition probability matrix
H is given by
H =
[
σ1 σ2|1
σ1|2 σ2
]
=
[
σ1 1− σ1
1− σ2 σ2
]
. (67)
The eigenvalues of this matrix H can be computed from the characteristic equation
det (H− λI2) = 0 as λ1 = 1 and λ2 = φ , σ1 + σ2 − 1, with associated left
eigenvectors
pi =
1
2− σ1 − σ2
[
1− σ2
1− σ1
]T
and
[
1
−1
]T
, (68)
respectively. Note that φ is in fact the correlation coefficient between the output
line state in two subsequent slots in steady state, i.e.
φ = lim
k→∞
ρsksk−1 = lim
k→∞
E[sksk−1]− E[sk]E[sk−1]√
V ar[sk]V ar[sk−1]
. (69)
The matrix generating function M∗(z) is then given by
M∗(z) =
[
1− σ1B(L(z))Hˆ1(z) − (1− σ1)B(L(z))Hˆ2(z)
− (1− σ2)B(L(z))Hˆ1(z) 1− σ2B(L(z))Hˆ2(z)
]
, (70)
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with its adjugate
adj (M∗(z)) =
[
1− σ2B(L(z))Hˆ2(z) (1− σ1)B(L(z))Hˆ2(z)
(1− σ2)B(L(z))Hˆ1(z) 1− σ1B(L(z))Hˆ1(z)
]
. (71)
The value of z∗ can then be found as a zero of det (M∗(z)), such that
0 = 1−B(L(z∗))
(
σ1Hˆ1(z
∗) + σ2Hˆ2(z∗)
)
+ φB(L(z∗))2Hˆ1(z∗)Hˆ2(z∗). (72)
The unknown vector ν = [ν1 ν2] can be found from the system of equations
composed of (32) and (28):
ν1 + ν2 = η1pi1 + η2pi2 − λ,
ν1 −
(
ν1σ2Hˆ2(z
∗) + ν2 (σ2 − 1) Hˆ1(z∗)
)
B(L(z∗)) = 0,
ν2 −
(
ν2σ1Hˆ1(z
∗) + ν1 (σ1 − 1) Hˆ2(z∗)
)
B(L(z∗)) = 0,
(73)
where the last 2 equations are essentially equivalent. From this system, a solution
for νj (j ∈ {1, 2}) can be found as
νj =
(1− σ̂) (η1pi1 + η2pi2 − λ)
φ
(
B(L(z∗))Hˆ̂(z∗)− 1
) , (74)
where ̂ = 3 − j denotes the state other than state j. This result follows from
expressing ν2 in terms of ν1 in the second equation of (73) (or conversely expressing
ν1 in terms of ν2 in the third equation) and adding det (M
∗(z∗)) to the left hand
side of the first equation. The probabilities for the system to be empty can then be
found from (33) as
Pj(0, 0) =
η̂νjσ̂ − ηjν̂ (1− σ̂)
φη1η2
. (75)
For the mean system content, we now determine the first and second derivatives
of M(z), for z = 1 as
M ′(1) = −λ (σ1 + σ2) + η1σ1 + η2σ2 + φ [2λ− (η1 + η2)] ,
and
M ′′(1) = −λ′ (σ1 + σ2) + 2 (λ− 1) (η1σ1 + η2σ2)
+ 2φ
[
λ′ + λ2 − (2λ− 1) (η1 + η2) + η1η2
]
,
where we introduced λ′ , L′′(1)B′(1) +L′(1)2B′′(1). Note that, specifically for the
case J = 2,
adj (M∗(z)) = I2 −B(L(z)) adj
(
Hˆ∗(z)
)
,
adj (H∗(z)) = adj (H0) + z adj (H1),
such that
d
dz
ν adj (M∗(z)) e2
∣∣∣∣
z=1
= ν (adj (H1)− λ adj (H)) e2
= φ (η1ν2 + η2ν1 − λ (ν1 + ν2)) .
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Table 1. The mean system content and the average computation
time for increasing values of J , in case of state independent tran-
sitions.
J E[u] computation time
1 2.604350382128157 6 ms
2 5.937683715461492 293 ms
3 5.810866367036650 383 ms
4 5.393539816183369 2909 ms
5 5.086202585347341 17566 ms
The mean system content then follows as
E[u] =
1
M ′(1)
(
λ− 1− M
′′(1)
2M ′(1)
)
(1− φ) (ν1 + ν2)
+
φ
M ′(1)
(η1ν2 + η2ν1 − λ (ν1 + ν2))− γλ
1− γ , (76)
and the load ρ can be found as
ρ =
λ
pi η e2
=
(2− σ1 − σ2)λ
(1− σ2) η1 + (1− σ1) η2 . (77)
9. Numerical examples and discussion. In this paper, we have obtained ex-
pressions for the main performance measures of a discrete-time buffer system with
train arrivals and Markovian interruptions of the output line. In this section, we
illustrate the impact of certain system parameters on the buffer performance by
means of some numerical examples. Although most of the calculation steps are
self-explanatory and can be implemented directly, we would like to clarify that in
order to obtain these results, we have made use of the Illinois method described in
[13] for finding the zeroes z∗ of det (M∗(z)).
First, we focus on the number of states J of the Markovian process. Therefore,
we assume that new packet trains originate according to a Poisson distribution, at
a rate of α = 1/3 trains per slot, such that B(z) = eα(z−1). Trains that are active
in one slot continue in the next slot with a fixed probability of γ = 1/10, such
that the expected train length is L′(1) = 10/9 ≈ 1.11 slots and the packet arrival
rate is λ = 10/27 ≈ 0.37. The output line is unreliable, in that it is accessible on
average only half of the time. The accessibility of the output line is governed by a
Markovian process of which the state remains the same from slot to slot with a fixed
probability of σstay = 0.85. Transitions take place with a probability σj|j′ =
1−σstay
J−1
for j, j′ ∈ {1, 2, . . . , J} and j 6= j′. This means that the mean sojourn times in the
states are state independent. For each state Sj , the output line is accessible with
probability ηj = 1− j−1J−1 , such that the accessibility of the output line ηj decreases
linearly from 1 to 0 as j increases. The number of states J can then be understood
as a measure of the granularity of the channel model.
Table 1 shows how the granularity affects the value calculated for the mean
system content E[u]. For J = 1, the accessibility of the output line is not correlated
between slots, resulting in a moderate variance of the output line accessibility and
therefore a relatively low mean system content. In the J = 2 case, the granularity
of the channel model is at its smallest, since the output line will be always open in
S1 and always closed in S2. Therefore the mean system content is also maximal for
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Table 2. The mean system content and the average computation
time for increasing values of J , in case transitions to neighbouring
states are favored.
J E[u] computation time
1 2.604350382128157 5 ms
2 5.937683715461492 28 ms
3 6.483004754118678 411 ms
4 7.287010616773672 2881 ms
5 8.398168682998671 17503 ms
J = 2. Every additional output line state increases the granularity, thus explaining
the decrease of the mean system content for increasing values of J . Note that the
construction of the matrices H and η presented above is not valid for J = 1, in that
case we have H = [1] and η = [0.5].
As can be expected, an increase in the number of states poses a non-linear in-
crease in the processing power and computation time needed to obtain results of
performance measures such as the mean system content. This is illustrated in Table
1 as well, where the third column shows the time taken by the author’s computer
to calculate the corresponding results, averaged out over 100 iterations. Note that
this merely serves as a qualitative illustration, as better results can undoubtedly be
obtained on more specialised computers or even from optimising the implementa-
tion.
Next, we slightly alter the previous system in order to make the transitions in
the Markov chain state dependent, resulting in a more realistic model. We do so
by changing the entries in H such that transitions between close neighbour states
become more likely than transitions between far neighbour states. Note that the
terms close and far neighbours reflect the difference in output line availability, such
that two states Sj and Sj′ are close neighbours if |ηj − ηj′ | is small. Since we retain
ν as it was defined in the previous example, the Markov chain will move more
gracefully between healthy states, where the output line is more likely to be open,
and unhealthy states, where the output line is less likely to be open. The entries of
H are given by
[H]ij =
{
pi, i = j,
qk, |i− j| = k > 0,
where pi = 1−
∑J−i
k=1 q
k −∑i−1k=1 qk. Note that the parameter q then represents the
transition probability of the Markov chain between direct neighbour states. As was
the case in the previous example, the output line is accessible on average half of the
time.
Table 2 shows the mean system content for increasing values of J , with parameter
q = 0.15 and the other parameters identical as in the previous example. From
Table 2, we see that an increase of the number of states and therefore an increase
of the correlation in the output line accessibility, results in an increase of the mean
system content. This corresponds to the intuitive notion that increased correlation
in transmission times results in an increased mean system content. Again, the
average computation time on the author’s computer was appended to the table as
an indication of the complexity of the computations.
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Figure 1. Mean system content vs the system load for J = 3, a
mean possible departure rate of 0.5 and various values of α.
As the latter model represents a more realistic situation for the output line
availability process, we now consider the Markovian interruption process of the
previous example for the case of J = 3 states and Poisson arrivals of new trains.
We focus on the effect of the system load ρ on the mean system content. For various
values of α = B′(1), we vary the mean train length E[`] = 11−γ such that the system
load ρ encompasses the entire spectrum ]0, 1[. To this end, we refer to (10) and (11)
and note that for matrices H and η as defined for the previous example, the mean
possible departure rate equals 0.5. Figure 1 confirms the intuitive notion that under
low to moderate load conditions, the mean system content increases only slightly,
but for high load conditions, the mean system content grows unboundedly. Figure
1 moreover clearly illustrates the impact of the train-based packet generation on
the system behavior. In particular, we see that for a given value of the load ρ, the
mean system content is a decreasing function of α. This observation is intuitively
clear since for a given load a lower value of α means that a smaller number of longer
packet trains arrive in the buffer, which means that the packet arrival proces exhibits
more time correlation, and thus higher system contents are expected. Moreover, for
a given value of α, higher values of γ - and hence longer messages - lead to longer
packet delays. Similar conclusions also hold for the mean packet delay in view of
Little’s law.
In our queueing model, there is time correlation at the incoming side due to
the train arrival process and there is time correlation at the outgoing side due to
the Markovian process controlling the output line state. In Figure 2, the influence
of the output-line correlation on the mean packet delay is illustrated. We assume
that new trains arrive according to a Poisson distribution with a mean of α = 1/6
new trains per slot and consider various values of the train length parameter γ.
For the output line, we consider a Markov process with J = 2 internal states with
η1 = 0.75 and η2 = 0.25. The load is fixed at ρ = 0.6 and the probabilities σj of
(67) are determined from (77) as σj = (1− φ) λ−ηjρ(ηj−η̂)ρ + 1, where ̂ = 3 − j and
φ = σ1 +σ2− 1 is the correlation coefficient between consecutive output line states.
Figure 2 shows the mean packet E[dP ] as a function of φ for various values of γ.
Note that, in order to guarantee that σj ∈ [0, 1], the value of φ must be greater than
λ−η̂ρ
λ−ηjρ , such that the leftmost point differs for each curve. As expected intuitively
we observe that an increase of the correlation coefficient φ leads to an increase of
the mean packet delay.
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Figure 2. Mean packet delay vs the output-state correlation co-
efficient φ for J = 2, η1 = 0.75, η2 = 0.25, α = 1/6 and various
values of γ.
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