study the effect on mode choice of a new rail commuter line (2). Simma and Axhausen with the use of panel data from both Germany and the Netherlands found that travel commitments (car ownership and public transport season tickets) in one period affect mode usage in the next period (3). Chatterjee and Ma used a panel of four waves to examine the time scale of behavioral responses in travel mode shifts when change tends to take longer to occur (4). Thørgersen used structural equations modeling and three waves of travel data (between 1998 and 2000) to study to what extent the current behavior toward public transport is influenced by past behavior, current attitudes, and perceived behavioral control (5). Srinivasan and Bhargavi used a data set recorded on two time points during a period of 5 years to account for rapid and substantial changes in the fastgrowing Indian economy (6). Ramadurai and Srinivasan used a set of data gathered on 2 consecutive days to study habit persistence and state dependence in modal choice (7 ). Finally, Yañez and Ortúzar studied the effect of shock and inertia in individual behavior by using a 5-day pseudodiary that has been repeated four different times so far, just before and three times after the implementation of the radically new and much maligned Santiago public transportation system (Transantiago) in Chile (8).
study the effect on mode choice of a new rail commuter line (2) . Simma and Axhausen with the use of panel data from both Germany and the Netherlands found that travel commitments (car ownership and public transport season tickets) in one period affect mode usage in the next period (3). Chatterjee and Ma used a panel of four waves to examine the time scale of behavioral responses in travel mode shifts when change tends to take longer to occur (4) . Thørgersen used structural equations modeling and three waves of travel data (between 1998 and 2000) to study to what extent the current behavior toward public transport is influenced by past behavior, current attitudes, and perceived behavioral control (5). Srinivasan and Bhargavi used a data set recorded on two time points during a period of 5 years to account for rapid and substantial changes in the fastgrowing Indian economy (6) . Ramadurai and Srinivasan used a set of data gathered on 2 consecutive days to study habit persistence and state dependence in modal choice (7 ) . Finally, Yañez and Ortúzar studied the effect of shock and inertia in individual behavior by using a 5-day pseudodiary that has been repeated four different times so far, just before and three times after the implementation of the radically new and much maligned Santiago public transportation system (Transantiago) in Chile (8) .
Numerous recent studies about travel behavior have been based on continuous panel data. Multiday travel diaries have been used to detect rhythms of daily life (9) , to compare different indices that measure similarities of travel behavior (10) , and to analyze the variability in daily travel of individuals and the proportions of variance arising from intrapersonal and interpersonal variability (11) . Advanced econometric models have been applied to continuous panels to draw evidence on the parametric assumptions behind the value of time distribution (12) , to study day-to-day variability in modal choice models (13) , and to examine the length of time between successive participations in several activity purposes (14) . Recently, researchers are attempting to introduce dynamics into activity-based model systems; demand model systems for daily activity programming based on a 1-week travel diary have been estimated (15) , and an extended reinforcement learning approach has been proposed to produce weekly activity patterns in Belgium (16) . Arentze and Timmermans have used the need-based framework for defining dynamic activity utility functions and to develop a heuristic method to generate activity agendas on a multiday, multiperson basis (17) . Finally, discrete choice models estimated with panel data have been proposed to explain current behavior on the basis of individuals' history and experience (18) , to examine the effect of repeated observations (19) , and to try to account for two different correlation effects across individuals over two time periods along the panel (20) .
This literature review is not exhaustive by any means, but it clearly shows the strong interest in multiday data sets and the major advancements that have been produced so far by the transportation community. Nevertheless, the main focus of almost all of these studies is the
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Multiday travel surveys (also known as panel data) have recently assumed high relevance in travel behavior analysis and activity-based modeling. Basically two types of multiday data have been collected: cross-sectional data repeated at separate points in time and data gathered over a continuous period of time. So far, the studies using panel data have focused on the estimation of demand models; little is known about the application and validation of models estimated on repeated measurements. Even the definition of the holdout sample is not obvious in panel data sets. This paper studies issues related to model validation and forecasting of continuous data sets. With both simulated and real data, empirical evidence is provided on the effects that different patterns of correlation have on model forecast and policy analysis. Results show that the way holdout samples are extracted affects the validation results and that the best results are obtained when a percentage of individuals with all of their observations are used. The logit model in the presence of taste heterogeneity could produce biased modal shifts, while failing to account for correlation across observations, did not seem to produce relevant effects on policy analysis. The real case study, estimated by using a 6-week travel diary (MobiDrive), confirms only in part the analysis on simulated data. Results also confirm that in panel data, a model with a better fit might provide a worse validation and forecast.
A number of multiday travel surveys (also generally called panel data) have been collected in the past decade, and consequently their use for travel behavior modeling and analysis has significantly increased. There are basically two types of multiday data depending on whether the same survey is repeated at "separate" times (e.g., once or twice a year for a certain number of years), or over a "continuous" period of time (e.g., 7 or more successive days).
The first type of survey has been used to gain insights into activity scheduling and travel planning, to study dynamic effects such as habit and learning, and in general to study how behaviors change as the environment varies (i.e., the supply or the socioeconomic characteristics). Golob used three waves of data (1 year apart) from the Dutch National Mobility Panel to study inertial and lagged relationships between income, car ownership, and car and public transportation use (1). Bradley, with before and after data, estimated dynamic logit models that account for response lags and state dependence to estimation of demand models (mainly mode choice and activity participation), although their prediction power is still not well known. Moreover, related to that, the validation of models estimated on panel data has never been studied in depth. Because the ultimate objective of transport modeling is demand forecasting, the authors believe that it is crucial to explore to what extent models estimated on multiday data can be used for prediction purposes.
Prediction and validation issues have been explored up to a certain level in panel data gathered on separate points in time; the results of model estimation have actually been used to study how (travel) demand varies when external changes occur at one point in time. The inclusion of past behaviors, lagged responses, and state-dependence effects has in fact proved to improve model fit and to affect policy analysis. However, models estimated on continuous multiday data aim mainly at investing intrinsic day-to-day variability, but no major external changes usually occur along the period of the survey collection. Hence the problem in prediction arises: How can models estimated on continuous panels be used? And more precisely, what time frame should these models apply to? As discussed by Cherchi et al., properly accounting for correlation over repeated observations is crucial to understand the long-term structure of individual choices (20) . It is indeed crucial not only to produce correct estimates, but also for their validation and use in forecasting. But this issue has never been explored, and the application and validation of models estimated on repeated measures is still an unsolved problem.
In the case of validation, another problem arises because not even the definition of the holdout sample is obvious in panel data sets. Holdout samples are generally drawn randomly from cross-sectional data; in multiday data different validation sets can be formed depending on the dimension that the analyst has decided to adopt. In fact, having at least two dimensions of variability, individuals and their answers, two types of holdout samples can be drawn: (a) a subsample of individuals, each with the full set of answers, or (b) a full set of individuals, with only a subset of answers from each individual.
The objective of this paper is to explore the use of models estimated on continuous panel data for validation and forecasting purposes. By using simulated and real data, on the basis of the 6-week panel gathered in Germany, empirical evidence will be provided on (a) the effects on prediction and validation of different types of correlation and (b) the effects on validation of different ways to draw holdout samples.
The rest of the paper is organized as follows. In the next section discrete choice models for panel data are formalized and the different dimensions of correlations in multiday-multiweek data sets are introduced. Then the analysis on simulated data is reported, in which perfect correlation is assumed for responses from the same individual. This hypothesis is consistent with the model formulation assumptions. Validation and prediction issues for a real case study on a 6-week travel survey are the object of the next section. Principal findings, lessons learned, and avenues for future research conclude the paper.
MODEL FORMULATION
A mixed logit formulation to model mode choice on panel data is adopted (21) . It is assumed that for a single tour in each choice situation the person chooses among a finite set of alternatives; the choice set can vary over tour episodes and the number of choice situations can vary over days, weeks, individuals, and households. The utility that person q obtains from alternative j in each choice situation is as follows: is quite generic as it allows accounting for systematic and random heterogeneity around the responses to level-of-service attributes, different forms of correlation among alternatives, random heterogeneity in the preferences for specific alternatives, and correlation across tour mode choices made during the same day, the same week, or by the same individual. In cases of more than one observation available for each individual, given the sequence of modal alternatives, one for each tour episode j = {j 1 , . . . , j T }, the probability that the person makes this sequence of choices is the product of logit formulas (22), where V is the utility as in Equation 1, excluding the Gumbel error:
If the number of choices in each sequence equals 1 (T = 1), then the specification degenerates to mixed logit on cross-sectional data; if T is greater than 1, the formulation allows correlation across the observations belonging to the same sequence.
The unconditional probability is the integral of this product over all values of µ:
When using cross-sectional data in which the person's previous choices are not known, one mixes the logit formula over density of µ in the entire population. However, when the person's previous choices are known, it is expected that one can improve the prediction by mixing over the density of µ in the sequence (21) .
The vector of unknown parameters is then estimated by maximizing the log likelihood (LL) function, that is, by solving the equation as follows:
where j t is the alternative choice made by individual q in time period t. This involves the computation of P qj (b, µ) for each individual q, q = 1, . . . , Q, which is impractical because it requires the evaluation of one multidimensional integral per individual. The value of P qjt (b,µ) is therefore replaced by a Monte Carlo estimate (SP) obtained by sampling over µ, and given by
where R is the number of random draws µ r , taken from a predefined parametric distribution. As a result, b and µ are now computed as the solution of the simulated log likelihood (SLL) problem:
The solution of this last approximation [often called sample average approximation (SAA)] will be denoted by a (b, µ R )*; (b, µ)* denotes the solution of the true problem (Equation 4). All the results presented in this paper are obtained with the software AMLET (www.grt.be/amlet), which uses an adaptive stochastic programming algorithm to estimate mixed logit models (23) .
EXPERIMENTS USING SIMULATED DATA
Repeated observations from synthetic individuals have been simulated to study validation issues and policy-related effects in discrete choice models. Simulated data are necessary to ensure that the model to be estimated is coherent with the hypothesis formulated by the analysts and reported in the previous section. The synthetic sample is composed of 200 individuals, each of them is supposed to provide 20 valid responses; a total of 4,000 observations are then generated. The number of repeated observations and the number of alternatives were chosen to generate a synthetic population with characteristics similar to that of the real panel data. The 20 observations provided by each individual can be thought of as if each person described two trips or tours a day during a 2-week period, with 5 working days in each week.
In the experimental context respondents choose between five alternatives; random utilities are specified with a full set of alternative specific constants (ASC1, ASC2, ASC3, and ASC4) assumed to be constant across individuals and two generic level-of-service coefficients normally distributed [time (t) and cost (c)]. Details of the sample characteristics are given in Table 1 . The sample was generated accounting for correlation among the 20 responses of each individual, as normally found in real data. Following the discussion in the section on model formulation, correlation was accounted for in the random coefficients.
With the simulated data above, four different model formulations were estimated: (a) multinomial logit (MNL), (b) mixed logit (ML) on cross-sectional data (ML-cross), (c) ML on panel data with correlation over two observations (ML-panel2), and (d) ML on panel data with correlation over 20 observations (ML-panel20). Moreover, all of these models were estimated on a subsample of 3,200 observations to study the validation of mode choices by using panel data. In particular, following the discussion in the previous section, the holdout sample was generated in two different ways: a first sample was created including all observations belonging to the first 160 individuals, that is, keeping the remaining 20% of the sample out for validation purposes, and a second sample was created including all 200 individuals but only the first 16 answers of each individual, that is, leaving the last four answers of each individual out for validation. Table 2 shows the results from models estimated with the first sample, that is, 160 individuals but with 20 answers each.
As expected the fit of the model improves gradually but significantly when heterogeneity on time and cost is accounted for and when correlation effects are considered. In particular, when correlation is applied to the full set of responses given by the same individual, the adjusted rho-squared increases from 0.265 to 0.345. In addition, although all estimated parameters are highly significant, only the ML NOTE: N = number of samples, LL = log likelihood, CV = coefficient of variation, and SD = standard deviation. models are able to recover the true values. The last row of Table 2 reports the coefficient of variation (CV) of the ratio between the estimated and the true parameters, which is the scale of the estimated model (24) . If the estimated parameters differ only from the true values, then this ratio is equal among all the parameters inside each model. The bigger the CV, the poorer the model's ability to reproduce the true phenomenon. Note also that accounting correctly for the correlation improves model fit but not the model's capability to recover the true phenomenon. This result confirms previous findings that the effect of the correlation is (or should be) only that of allowing lower estimated variance (13, 19) .
Coefficient estimates are then used in application to calculate the prediction power of the models; modal shares observed and predicted together with a measure of the errors are reported in Table 3 . Two error measurements are used, the absolute error and the 2-norms of the distance between predicted and observed modal shares that slight improvements are registered in the error norm and 2-norms when the model is correctly estimated with heterogeneity in tastes (ML-cross), heterogeneity and correlation over two observations (ML-panel2), and heterogeneity and correlation over 20 observations (ML-panel20), which corresponds to the "true" model. However, if the total market share predicted is considered, it may be concluded that all models, including the MNL, perform quite well and that the correct one is the best (as expected). When models were estimated with the second sample, that is, all 200 individuals but only the first 16 answers, it was found that all models perform quite similarly to what is discussed in Table 2 , except model ML-panel2, which surprisingly failed to converge properly. Table 3 reports the results of the model validation. As a consequence of the poor estimation, the model ML-panel2 shows the biggest errors in predictions (slightly higher errors), whereas the remaining models estimated perform equally well in predictions.
Finally, in comparing the errors in Table 3 it is important to note that the error is smaller in magnitude when the model is estimated on the full set of respondents and validated on part of the individual responses. Another important result is that in both experimental cases the specification on panel data (which is assumed to be the correct one) produces a better fit, but does not improve the prediction power of the model.
The policy analysis in models estimated on data with repeated observations is now considered. Only the policy analysis using the results of the models estimated with 160 individuals and 20 responses each will be reported. Using the model estimated with 200 individuals and 16 observations each, produces very similar results. The effects on modal shares of a 50% increase in time for Alternative 1 and Alternative 2 and a 50% increase in cost for Alternative 1 are studied. Table 4 reports the changes in the aggregate share of mode j over the initial situation (do nothing): where P 0 j and P j are, respectively, the aggregate probabilities of choosing mode j before (do nothing) and after introducing the measure, calculated by sample enumeration (25) . In particular, the first column reports the simulated market share variation, that is, computed directly from the simulated data set, and the remaining columns report the market share variation computed by applying the different estimated models.
The interpretation is quite straightforward; the multinomial logit fails to predict the true modal shifts when variation in travel time is applied. When heterogeneity is correctly accounted for with random normally distributed coefficients, the error norm and the 2-norms indicator decrease in the +50% time scenario and slightly increase in the 50% cost scenario. Models accounting for correlation effects over two and 20 observations continue to improve model predictions in the +50% time scenario but leave probabilities in the other scenario almost unchanged. In conclusion, the logit model in the presence of taste heterogeneity can produce biased modal shifts, while failing to account for correlation across observations does not seem to produce relevant effects on policy analysis.
EVIDENCE FROM A REAL CASE
In this paper observations on mode choice are extracted from the 6-week travel diary collected in Karlsruhe, Germany, and part of the MobiDrive survey. The original study involved about 160 households and 360 individuals in the cities of Karlsruhe and Halle, Germany (26, 27) . The derived data set includes mode choice observations at the tour levels; all tours on a daily basis are considered. Daily patterns are derived by applying the framework proposed by Bhat and Singh in 2000 (28) . A tour is the sequence of trips performed by an individual, starting from a given base (usually home or workplace) until the individual returns to this base. Each tour has a main activity defined by duration, purpose, and main mode. The main activity of the day is assumed to be work or education. The work tour is divided into outbound and return legs, which are called the morning and evening commute. All activities that take place before the morning commute will be referred to as morning activities and the associated displacements will be grouped into one or more morning tours; they constitute the morning pattern. Similarly, all activities taking place after the return from work to home (the evening commute) will be referred to as evening activities and the associated displacements grouped into one or more evening tours; which together constitute the evening pattern. In addition, all activities taking place outside the work location after the morning, but before the evening commute, will be called midday activities, and the associated displacements, whose origin and destination are at work, are grouped into one or more midday tours, in turn aggregated into the midday pattern. In this paper, only working days from Mondays to Fridays are considered; preliminary analysis indicated that modal choices registered during the weekend are substantially different from weekday shares and deserve separate investigation. In summary, after the described framework is applied and the aforementioned exclusions are considered, 4,089 activity episodes, 2,488 daily schedules, 674 weekly schedules, 126 individual schedules, and 56 household schedules are obtained.
The specification used to test model validation and policy analysis together with the results from the whole sample is shown in Table 5 . The model presents 24 degrees of freedom; the coefficients multiplying the two level-of-service variables (time and cost) are normally distributed; the remaining coefficients including the four alternative specific constants are all constant. Deterministic variability in travel time is captured by the interaction terms with four different types of socioeconomic variables. The remaining variables are specific of the alternatives and include sociodemographic and location characteristics (age, household location, marital status) and activity episode attributes (time budget, purposes).
Similar to what is already done in the simulated experiments, by using MobiDrive data the following are estimated: MNL, ML-cross, ML-panel_d, and ML with correlation over the entire sets of responses from the same individual (ML-panel_i). As expected, the fit of the model improves when heterogeneity and correlation effects are included in the model formulation; the model allowing for heterogeneity in level-of-service variables and accounting for correlation over individual observations provides the best fit.
For validation purposes, models have been reestimated on a subsample. Results are similar to those illustrated in Table 5 and are not reported. Given the different (temporal) dimensions of a multiday/ multiweek travel survey, two model validations have been carried out: (a) the model has been estimated on the observations from the first 100 individuals and validated on the tours from the remaining 26 individuals and (b) the model has been estimated on the entire set of individuals and validated on the 6th week from each individual. The idea is that by conditioning individual probabilities on the first 5 weeks, the model prediction power on the 6th week should improve. Table 6 shows the observed versus predicted market shares calculated from the model estimated on 100 individuals; here the errors in predictions increase with the number of effects considered (heterogeneity, correlation across daily tours, and correlation across individual tours). Different from the simulated data, with real data what the right specification is, is not known, but it is interesting that the model with the best fit does not provide the best validation. This result seems also to confirm that accounting for correlation improves the fit but not the model's capability to reproduce the true phenomenon. The result does not change when validating the model on the 6th week (Table 6 ). The best prediction is provided by the MNL model, although differences (in absolute error and 2-norms indicator) with the ML model not accounting for correlation (ML-cross) are small. The model prediction power rapidly deteriorates when day and individual correlations are introduced. These results suggest that the best statistical fit does not guarantee that the model is the best in reproducing the real phenomenon. These results extend to the panel data results found in Cherchi and Ortúzar (29) .
Consistently with what is observed on simulated data experiments, the error norm and 2-norms are smaller in magnitude when individual mode choices are conditioned on the first 5 weeks. In both cases considering correlation effects in model estimation does not improve the model performance in predictions.
Two different policy scenarios are analyzed for MobiDrive. In the first case modal shifts are calculated when an increase of 30% in car travel time (for both drivers and passengers) is applied (Table 7) , and in the second case car driver cost is expected to increase 50% (Table 7) . Both cases have been applied to the model estimated on the first 100 individuals with their entire sets of observations. In a real case it cannot be discerned which are the "true" forecasts, or those closer to the actual individual behavior. In the +30 time scenario, modal shifts are similar for logit and ML-cross; whereas differences in choice probabilities before and after the policy is applied gradually increase. For the +50% cost scenario it is not easy to find a pattern in model predictions when heterogeneity in time and cost and different structure of correlation are considered. If one believes in the statistical results, the model with the best fit (ML-panel_i) would be the best; hence, failing to account for heterogeneity and correlation effects produces erroneous results and wrong conclusions in future scenario policy analysis. However, if one believes the validation results, the effect would be the opposite.
CONCLUSIONS
In this paper issues related to model validation and policy analysis when observations are extracted from the multiday/multiweek travel survey have been explored. The problem is quite relevant because these data sets are characterized by a small number of respondents and repeated observations during a period that is usually 1 week long, but can be as long as 6 weeks. The topic treated is even more important if it is considered that researchers in activity-based modeling are trying to extend the usual 1-day framework to longer periods of time and that dynamic effects are now included in the model formulation to account for past history, habit, and state-dependency effects.
The analyses provided are based on simulated and real data. Two dimensions have been considered for model validation: the individual and the week (or subset of responses). Results from simulated data indicate that when the model is estimated on a subset of individuals, formulations accounting for heterogeneity and correlation effects (which correspond to the true model structure) are able to provide better forecasts, although not dramatic. Including heterogeneity and correlation effects does not improve forecasts when models are estimated on the full set of individuals, but on a subset of responses from each individual. These findings are not confirmed by results obtained estimating a mode choice model on a real 6-week travel diary. Models accounting for taste heterogeneity in time and cost, correlation over daily tours, and correlation over individual tours do not provide better forecasts with respect to simple multinomial logit; it is indicated instead that the correlation does not have an effect on the model's ability to reproduce real choices. How individual choices change when level-of-service variables vary according to transportation policies has also been studied. Simulated cases reveal that ignoring heterogeneity and correlation effects affect the model's ability to recover the real modal shifts;
in one case the model that accounts just for taste heterogeneity is already able to reproduce the real changes in probabilities. Modal shifts in the real case study differ substantially with the model formulations, but nothing can be said about the errors committed when heterogeneity and/or correlation effects are ignored. To conclude, models with better fit do not necessarily provide better forecasts, and ignoring taste heterogeneity can cause major bias in modal shifts calculation.
This analysis has been carried out with current but well-recognized modeling tools; more complex model specifications accounting for different dimensions of correlation [as in Cherchi et al. (20) and Hess and Rose (30) ] could be adopted, although the computation time for model estimation is expected to rise with the temporal dimensions considered. The authors are considering extending this research work to other choice models in activity-based model systems: number of activities, activity participation, and time-of-day choice. 
