The scanning laser source ͑SLS͒ technique has been proposed recently as an effective way to investigate small surface-breaking cracks. By monitoring the amplitude and frequency changes of the ultrasound generated as the SLS scans over a defect, the SLS technique has provided enhanced signal-to-noise performance compared to the traditional pitch-catch or pulse-echo ultrasonic methods. In previous work, either a point source or a short line source was used for generation of ultrasound. The resulting Rayleigh wave was typically bipolar in nature. In this paper, a scanning laser line source ͑SLLS͒ technique using a true thermoelastic line source ͑which leads to generation of monopolar surface waves͒ is demonstrated experimentally and through numerical simulation. Experiments are performed using a line-focused Nd:YAG laser and interferometric detection. For the numerical simulation, a hybrid model combining a mass-spring lattice method ͑MSLM͒ and a finite difference method ͑FDM͒ is used. As the SLLS is scanned over a surface-breaking flaw, it is shown both experimentally and numerically that the monopolar Rayleigh wave becomes bipolar, dramatically indicating the presence of the flaw.
I. INTRODUCTION
Surface acoustic waves can be used to detect surfacebreaking flaws and are therefore of interest in nondestructive evaluation ͑NDE͒. The standard inspection techniques include pulse-echo or pitch-catch methods using contact ͑typically piezoelectric͒ transducers for both ultrasound generation and signal detection. 1 These conventional methods have several limitations in practical applications. Contact transducers require the use of a couplant between the transducer and the specimen surface. It is also not possible to use contact methods if the test specimen is at a high temperature or is not stationary ͑for instance, in process monitoring applications in a production environment͒. In addition, owing to their size, contact transducers are difficult to use on small objects or on structures with complex geometry.
Laser ultrasonics has the potential to overcome some of these limitations of conventional piezoelectric transducers. 2 Optical generation of acoustic waves using pulsed laser source provides a broadband signal, thereby improving resolution for detection of small cracks. Optical interferometers can also be used as broadband receivers for detection of surface ultrasonic displacements. Since optical generation and detection is noncontact, laser ultrasonics readily lends itself to scanning over large areas, thereby decreasing inspection time. Laser ultrasonics can be used in conventional pulseecho and pitch-catch modes to detect surface-breaking flaws. [3] [4] [5] [6] However, in common with all ultrasonic techniques, when the depth of the crack is much smaller than the wavelength of the incident Rayleigh wave a significant portion of the Rayleigh wave energy passes right under the crack. This leads to quite small changes in observed signal amplitude ͑for both pulse-echo and pitch-catch methods͒, making it hard to detect the presence of such small defects.
Recently, a powerful method of detecting surfacebreaking cracks, called the scanning laser source ͑SLS͒ technique, has been proposed. 7, 8 The SLS approach is based on monitoring the changes in laser-generated ultrasound as a laser source is scanned over a defect. Changes in amplitude and frequency content are observed for ultrasound generated by the laser over uniform and defective areas. The SLS technique offers several advantages over conventional techniques. The SLS technique can be used to detect subwavelength surface-breaking cracks. The SLS technique is not as sensitive as pulse-echo techniques to the orientation of the crack with respect to the generating/receiving transducer. Ultrasonic generators such as contact PZT-transducers and near-contact electromagnetic acoustic transducers ͑EMATs͒ are not as easily scanned as a laser beam. Noncontact laser scanning can be easily done on specimens such as turbine disks which have complex geometries. 8 Characteristic SLS signatures in terms of amplitude and spectral content variations have been observed as the generating laser scans over uniform and defective areas. These changes are attributed to both near-field scattering and to changes in the laser generation constraints in uncracked and cracked regions. The SLS approach provides enhanced signal-to-noise performance compared to conventional pitch-catch mode of operation. This is because the presence of an anomaly is indicated by an increase in the amplitude of the detected ultrasonic signal rather than by the presence of a weak echo, and by the variations of the ultrasonic frequency when the SLS is in the vicinity of a discontinuity.
The SLS technique has been demonstrated both experimentally 7, 8 and via numerical simulations 8,9 using the a͒ Electronic mail: y-sohn@northwestern.edu b͒ Author to whom correspondence should be addressed. Electronic mail: s-krishnaswamy@northwestern.edu mass-spring lattice model ͑MSLM͒. 10, 11 In previous experimental works, the laser source was either a point source or a short line source. In both cases, the thermoelastically generated Rayleigh wave is known to exhibit a bipolar ͑having both positive and negative going͒ displacement normal to the surface. In this work, we extend the SLS technique to the case of a true thermoelastic line source, which produces a negative-going monopolar Rayleigh wave displacement. [12] [13] [14] We demonstrate that as the scanning laser line source ͑SLLS͒ approaches a surface-breaking crack, the expected Rayleigh wave arrival signal changes from a monopolar to a bipolar shape and its signal amplitude changes. This dramatic transition, which can be the basis for a novel NDE inspection technique for shallow cracks, is demonstrated both experimentally and via numerical simulations using a modified MSLM technique.
II. SCANNING LASER LINE SOURCE TECHNIQUE-EXPERIMENT
The major components of the experimental apparatus are illustrated schematically in Fig. 1͑a͒ . Surface acoustic waves were generated using a Q-switched Nd:YAG laser ͑Big Sky Laser model CFR 200, 20-Hz pulse rate, 1064-nm wavelength͒ on an aluminum specimen which was of sufficiently large dimensions that it could be regarded as a half-space. The laser beam was expanded using two spherical lenses and then focused into a line onto the specimen using a cylindrical lens. The line source was approximately measured as 30 mm in length and 200 m in width ͑actually the full width at half maximum, FWHM, since the laser beam was nearly Gaussian͒. The rise time of the laser pulse was 20 ns. The incident laser energy on the specimen was kept low enough ͑less than 10 mJ͒ to avoid damaging the aluminum specimen. To keep the apparatus simple for demonstration purposes, the specimen was optically polished, and a quadrature-stabilized Michelson interferometer using a He-Ne ͑633-nm wavelength͒ laser was used to detect the normal displacements at the surface. Again, to keep the optics simple, the detection beam was not tightly focused. The size of the detection beam was approximately 600 m of FWHM assuming Gaussian profile, and this has implications on the bandwidth of detection as explained later in this paper. In real applications on unpolished specimens, a Fabry-Perot or adaptive two-wave mixing interferometers can be used 15, 16 instead of the Michelson interferometer, and the beam should be more tightly focused. The aluminum specimen had a surface-breaking EDM notch of 30-mm length, 0.3-mm width, and 2.5-mm depth ͓Fig. 1͑b͔͒. The SLLS was scanned over a 3.5-mm length in steps of 250 m across the specimen surface passing over the surface-breaking defect. The interferometer beam was fixed at a distance of 13 mm from the first scanning position. The distance between the first scanning position and the nearest face of the defect was 3 mm. Note that a 30-mm line source is long enough to generate monopolar Rayleigh wave within the source to receiver distance range used in this work ͑maximum 16.5 mm͒; that is, the long line source has an extended near field that includes the receiving point.
The left column of Fig. 2 shows the time trace of normal displacements obtained from experiments for various positions of the SLLS. The SLLS position is defined as the distance between the receiver and the center point of the scanning laser source width. ͑The right column of Fig. 2 is obtained from numerical simulations and will be discussed later.͒ When the source is far ahead of the defect ͓Fig. 2͑a͔͒ the Rayleigh wave is seen to be monopolar, as expected for a thermoelastic line source. The phase of the reflected Rayleigh wave is not changed by the defect, maintaining the monopolar negative displacement of the incident wave. A significant portion of the incident energy is reflected in this case due to the large depth of the defect. The reflected Rayleigh wave appears to be of slightly lower frequency, and this is attributed to the fact that the defect corner is slightly rounded, and not truly 90°. Other than this, the overall behavior is similar to reflection by a 90°corner. 17 Incident and reflected P waves are not clearly visible in the experiments due to limited detection sensitivity. As the source scans the surface and approaches the defect ͓Fig. 2͑b͔͒ the ultrasonic displacement at the expected Rayleigh wave arrival time undergoes significant changes. There is an increasing positive amplitude signal at the time between the direct and reflected Rayleigh wave arrivals. As the source moves closer to the defect, the signal at the Rayleigh wave arrival time becomes increasingly bipolar, taking its maximum peak-to-peak amplitude when the source is just ahead of the defect ͓Fig. 2͑c͔͒. Clearly, a bipolar signal cannot be produced by simple interference of the direct and reflected monopolar Rayleigh waves. These dramatic changes in the signal must therefore come from the near-field surface and bulk wave interaction between the source and the defect, including scattering from both the corner and the planar sides of the defect. Furthermore, when the source is close to the defect, a significant portion of the bulk waves that are generated by the laser is also reflected or scattered by the defect ͑without spreading away into bulk as would happen if the source and the flaw were farther apart͒. These can also contribute to the increased signal seen at the receiver. Finally, as the source passes behind the defect ͓Fig. 2͑d͔͒ the amplitude of the Rayleigh wave decreases and almost vanishes. In this case, most of the Rayleigh wave energy is screened because the defect depth is much larger than the wavelength of the Rayleigh wave.
If the peak-to-peak amplitude of the ultrasonic signal within a prescribed window centered around the expected Rayleigh wave arrival time is plotted as a function of the SLLS position, a characteristic SLLS signature shown in Fig.  3 is observed ͑the numerically simulated results in this figure will be discussed later͒. The peak-to-peak amplitudes in this figure are normalized by the peak-to-peak value when the source is far ahead of the defect. The defect position is indicated by dotted lines. As the source approaches the defect, the peak-to-peak amplitude increases and reaches its maximum when the source is located just ahead of the defect. As the center of the SLLS passes over the defect, the peak-topeak amplitude decreases rapidly and goes to almost zero due to screening by the defect. The peak-to-peak amplitude can be used as a characteristic signature for identifying underlying surface-breaking flaws.
The experiments described above indicate that dramatic changes in the signal at the expected Rayleigh wave arrival window are observed as the SLLS scans over a surfacebreaking crack. In the following sections, we will develop a numerical simulation of the SLLS technique to help shed more light on the interaction of the source with the defect which gives rise to the characteristic SLLS signatures observed in the experiments.
III. SCANNING LASER LINE SOURCE TECHNIQUE-NUMERICAL SIMULATION
We will now explore a model to simulate the observed SLLS signatures in order to help understand the SLLS behavior and to aid in optimizing the inspection setup. The model used incorporates two features: ͑i͒ the laser ultrasonic source is modeled as a shear-dipole distribution on the surface of a structure, using well-known principles of laser ultrasonics, 2, 18 and ͑ii͒ the subsequent propagation and scattering of elastodynamic waves in the structure are modeled using a modified mass-spring lattice model.
A. A hybrid MSLMÕFDM scheme for simulation of elastodynamic propagation
Of the many numerical methods that allow the simulation and analysis of elastic wave propagation and scattering, 19 we use the mass-spring lattice model ͑MSLM͒ in view of its simplicity and reasonable accuracy.
10,11 On traction-free boundaries, however, the MSLM does not always provide highly accurate results. 20 This is because in standard MSLM techniques, the traction-free boundary condition is approximated by simply disconnecting the springs on the simulated boundaries, without actually ensuring that the mathematical expression for the traction-free condition is rigorously imposed. While in many cases involving simulations of bulk waves this has been shown not to be a serious deficiency, this is not the case for SLLS simulations which inherently depend on surface acoustic wave propagation and scattering from traction-free crack faces. To improve the accuracy of the numerical simulations of the SLLS technique, it is therefore necessary to adopt a more accurate method on the boundary. 20 Yamawaki et al. 21 have suggested a discretized nodal formulation of the wave equation under plane strain conditions in isotropic materials, and this has been shown to provide better results in 2D elastodynamic simulations when traction-free boundaries are involved. Specifically, the nodal equations, which are based on finite difference considerations, enable precise imposition of the mathematical condition of traction-free boundaries, and the scheme ͑hereafter called ''FDM''͒ has been shown to provide good results for surface acoustic wave propagation. It is fortunate that the FDM method can readily be incorporated at the traction-free boundaries of an MSLM grid, since both models have been developed under the same wave equation ͑2D plane strain elasticity͒, and involve using the same nodes which represent the centers of mass of discretized meshed areas. Therefore, the FDM can be directly adopted on planar-, concave-, and convex-shaped traction-free surfaces of an MSLM grid. A schematic of this hybrid MSLM/FDM model is shown in Fig. 4 . The discretized equations of motion in this case are given below for interior nodes ͑node A, using standard MSLM formulation͒, for nodes on a traction-free planar surface ͑node B͒, at a traction-free convex corner ͑node C͒, and at a traction-free concave corner ͑node D͒ NodeA:
Node D:
Here, h and ⌬t are grid size and time step, respectively. u i, j kϩ1 , v i, j kϩ1 denote the x-and y-direction displacements of the node at the position (i, j) and at the time tϭk⌬t. F x and F y are the body force exerted on the node in the x and y directions, respectively. is mass density, and C 11 , C 12 , and C 33 are stiffness coefficients of material. k 1 , k 2 , k 3 , ␣, and ␤ are constants 10 related to elastic property of material represented by stiffness coefficients C 11 , C 12 , and C 33 .
We first demonstrate that the hybrid model performs better than standard MSLM calculations in predicting surface acoustic waves ͑Rayleigh waves͒. An aluminum (C 11 ϭ9.1 ϫ10 10 N/m 2 , C 12 ϭ4.1ϫ10 10 N/m 2 , C 33 ϭ(C 11 ϪC 12 )/2, ϭ2600 kg/m 3 ) block was chosen as the test specimen. The grid size chosen was hϭ20 m and a corresponding time step chosen was ⌬tϭ1.69 ns. For consistency of modeling, the same material properties, grid size, and time steps are used in all the calculations reported in this paper. The grid size is chosen so that sufficiently small flaws can be modeled accurately in the SLLS simulations reported later. To investigate Rayleigh wave propagation, a 9-MHz one-cycle sinusoidal wave was generated on the free surface of the standard MSLM and the hybrid MSLM/FDM models. The displacements of the Rayleigh wave were measured at two points on the surface and the resulting Rayleigh wave speeds were calculated using cross correlation. The analytically calculated Rayleigh wave speed based on the material properties is 2880 m/s. In the MSLM model, the calculated Rayleigh wave speed was 2665 m/s ͑7.5% error͒, and in the hybrid model the speed was calculated to be 2838 m/s ͑1.5% error͒. To analyze the Rayleigh wave motions near the free surface, the tangential and normal displacements of nodes at different depths are plotted in are normalized by the maximum normal displacement and wavelength of Rayleigh wave, respectively. Measured displacements are obtained from the displacements at the nodal points of the dash-lined area on the surface ͑gray areas in Fig. 4͒ . That is, the calculated values are actually the displacements of the center of the meshed surface area. Both the MSLM and hybrid model show good agreement with each other and are consistent with analytical results, 22 especially near the surface where the greater portion of the Rayleigh wave energy propagates. The deviation from the analytical distribution at greater depths is mitigated by the fact that the actual displacements are vanishingly small in this region.
We next demonstrate that the hybrid model performs better than standard MSLM calculations in predicting reflections of bulk waves from traction-free boundaries. It is necessary to establish quantitative accuracy of reflections at traction-free surfaces because such reflections are a significant contributing factor in the SLLS technique. Following the lines of the Rayleigh wave simulations, reflection coefficients of directly reflected or mode converted waves by incident harmonic plane P ͑longitudinal͒ and S ͑shear͒ wave ͑9 MHz, one cycle͒ were investigated using both the standard MSLM and the MSLM/FDM hybrid models. Numerical and analytical results with respect to various incident angles are shown in Fig. 6 and Fig. 7. A 1 , B 1 , A 2 , and B 2 represent the amplitude of incident P, incident S, reflected P, and reflected S waves, respectively. Though both numerical results show reasonably good agreement with analytical results 22 in general, it should be noted that the reflection coefficients calculated by the standard MSLM shows significant error in the case of reflected P wave by incident P wave when the incident angle is larger than 30°. The hybrid MSLM/FDM method predicts quantitatively better results.
Considering the results above, we expect that the hybrid method can provide more accurate results when simulating the SLLS technique than the standard MSLM technique. We therefore will use the hybrid MSLM/FDM method for the numerical simulation of the SLLS technique.
B. Modeling of a thermoelastic laser line source
The physical mechanism of laser generation of ultrasound is well established.
2 When a laser pulse impinges a material surface, part of the electromagnetic energy of the laser source is absorbed by the material and is converted into heat. The rapid heat absorption in a small, localized region of the object leads to rapid thermal expansion in this region, and this in turn generates ultrasonic waves into the bulk of the material. We will restrict attention to the case where the laser-induced temperature rise is within the thermoelastic regime without producing ablation or plasma formation of the material. A number of simplifications can be made to model thermoelastic generation. First, we assume that no heat is lost from the object by thermal conduction or radiation ͑a reasonable assumption over the time scale of interest in modeling͒. Furthermore, it is considered that no significant optical penetration occurs below the surface of the test material since the absorption depth for 1064-nm laser wavelength on metallic materials such as aluminum or titanium ͑on which the laser ultrasonic test is most commonly applied͒ is in the nanometer range.
It is well established that a thermoelastic source at a point in the interior of an isotropic material creates a volumetric source of expansion, the elastodynamics of which can be modeled using three orthogonal force dipoles. 2 In the SLLS technique of interest, the thermoelastic laser source is not buried within the material, but rather is applied on the surface. In this case, it has been shown that the source becomes a surface center of expansion, which results in a pair of orthogonal dipoles parallel to the surface. 23 For the case of an infinitesimally thin line laser source impinging on a surface ͑leading to a plane strain formulation͒, the surface center of expansion essentially becomes a single shear dipole parallel to the surface. For spatially distributed laser sources, the model can be extended to include a spatially distributed set of dipoles.
As the dipole strengths are proportional to the laserinduced temperature variation, the spatial and temporal temperature distribution across the surface should be considered. For the case of a broad laser line source, the dipole magnitude D(x,t) at location x and time t is given by
D͑x,t ͒ϭAT͑ x,t ͒. ͑9͒
Here, A is a constant factor that includes the efficiency of conversion of electomagnetic to thermal energy, along with elastic and thermal properties of the material, and T(x,t) is the spatial and temporal distribution of the temperature rise due to absorption of the laser energy. The temperature profile can be calculated knowing the heat source and assuming adiabatic conditions. The time derivative of the temperature is proportional to the heat source, which in turn is proportional to the laser pulse, and is given by 23 
Ṫ ͑ x,t ͒ϭQG͑ x ͒q͑ t ͒, ͑10͒
where Q is a constant factor related to the thermal properties of material, G(x) is the spatial distribution, and q(t) is the temporal pulse shape of the laser source. The laser output is assumed to have a Gaussian spatial distribution of the form G͑x ͒ϭe
where is standard deviation and m is mean value of the distribution. Numerically, the source is actually truncated such that the end positions of the finite width are xϭm Ϯ3, at which points the value of G(x) is sufficiently small so as not to cause serious numerical discontinuity. The temporal pulse shape for a Q-switched laser can be approximated by
where is the pulse rising time of the laser source. The resulting temperature profile is therefore
T͑x,t ͒ϭQG͑ x ͒h͑ t ͒, ͑13͒
where h͑t ͒ϭ͑ 1Ϫe Ϫt/ ͒Ϫte Ϫt/ . ͑14͒
Note that optical reflectivity and material, thermal, and elastic properties are absorbed into the constant A•Q for the dipole magnitudes, for convenience. The spatial distribution of shear dipoles given by Eq. ͑11͒ is applied in its discretized form in the MSLM as shown in Fig. 8 . The normalized temporal profile of the temperature rise (ϭ20 ns) is shown in Fig. 9 .
It should be noted that in an earlier work on the SLS technique, 9 the temporal distribution for the temperature profile was assumed to be similar to that of the incident laser pulse. That is, the temporal profile of the temperature was assumed to increase and then decrease with time, thereby inherently assuming rapid thermal diffusion. Such a temporal profile enabled the simulation of the bipolar nature of the Rayleigh wave produced by such point or short line sources. The model presented here is more appropriate for simulating the monopolar Rayleigh wave pulse under thermoelastic generation using a laser line source in the absence of thermal diffusion. Figure 10 shows the calculated normal and tangential displacements on the surface at a location 2.25 mm to the right of the excitation laser line source ͑of FWHM 200 m͒. 12-14 The measured Rayleigh wave pulse width ͑FWHM͒ is around 80 ns, and the spatial FWHM width of the Rayleigh wave pulse is about 300 m.
C. Modeling of SLLS technique
Having established that the hybrid MSLM/FDM method in conjunction with the shear dipole distribution model predicts the monopolar Rayleigh wave with reasonable accuracy, we turn to the simulation of the SLLS technique. A scanning laser line source with the same spatial and temporal characteristics as described in subsection B was modeled on an aluminum half-space containing a surface-breaking crack. The schematic of the SLS simulation is shown in Fig. 11͑a͒ . The receiver is fixed at distance of 6 mm from the crack and the laser source is scanned over the surface of the block in steps of 80 m. The depth of the surface-breaking crack is 180 m, which is smaller than the spatial FWHM of the incident Rayleigh wave ͑300 m͒. The crack width is 20 m ͑equal to the grid space, h) which is the minimum width that can be modeled using this discretization. The time traces of the normal displacement for various source positions are shown in Fig. 11͑b͒ . The direct and the crack-reflected Rayleigh waves can be seen when the source position is far ahead of the crack ͑position 1͒. As the laser source approaches close to the crack ͑position 2͒, the direct and the reflected waves get closer together. When the source is just ahead of the crack ͑position 3͒, significant changes in the signal occur, with the monopolar Rayleigh wave displacement giving place to a bipolar displacement. As the source passes behind the crack ͑position 4͒, the amplitude of the Rayleigh wave signal decreases due to screening by the crack. It is seen that the simulation results are consistent with those observed experimentally, indicating that the primary mechanisms involved in the SLLS signature change are captured by the simulation. While the precise mechanism remains to be determined, we can infer that the shape and amplitude changes are due to the surface and bulk waves generated by the laser source interacting with the near-field defect, resulting in a part of the bulk waves that would have normally been radiated into the solid being scattered back into the direction of the receiver.
Similar simulations were done for various crack depths ranging from 40 to 220 m. The selected crack depths are much smaller than the spatial FWHM of the incident Rayleigh wave ͑which can be thought of as related to the spatial wavelength of the Rayleigh wave͒. A plot of the peak-topeak amplitude of the calculated normal displacements versus the SLLS position for various crack depths is shown Fig.  12 . After a region of constant amplitude ͑region A, far from the crack͒, the peak-to-peak normal displacements increase significantly as the source approaches the crack and reaches its maximum value when the center of the source is just ahead of the crack ͑region B͒. As the source passes over the crack the displacements decrease noticeably and become stable when the source is far behind the crack ͑region C͒. In the case of the smallest crack depth shown, the difference in amplitude between region A and C is not very large because the greater portion of the incident energy transmits past the crack. However, even in this case, the characteristic SLLS signature is visible.
The changes in the peak-to-peak displacements near or behind the crack can be used to gauge crack depths. Figure  13 shows the peak-to-peak amplitude changes versus various crack depths for two SLLS positions: when the source is just ahead of the crack, and far behind the crack. The amplitudes are normalized with the peak-to-peak displacement of the Rayleigh wave obtained in the absence of a crack. The crack depth is normalized with spatial FWHM of incident Rayleigh wave ͑300 m͒. The decrease in the amplitude of the signal measured behind the crack indicates crack shielding and is the conventional transmit characteristics signature relied upon in the pitch-catch method. The increasing peak-topeak amplitude signature of the signal measured ahead of the crack clearly shows the advantage of the SLLS technique with respect to the pitch-catch method in that ͑i͒ the variations are larger, and ͑ii͒ an increase in signal is more readily monitored with enhanced signal-to-noise ratio than a decrease in signal amplitude.
Finally, the hybrid MSLM/FDM method is used to simulate the SLLS experiments reported in Sec. II with the same geometric features of the specimen and same characteristics of the scanning laser source and receiver. The grid space used was 20 m and the corresponding time step was 1.69 ns in aluminum. A line source of 200-m FWHM and 20-ns rising time was modeled in the same manner as above to provide a monopolar Rayleigh wave. The receiver was modeled as a Gaussian beam of 600-m FWHM. The Rayleigh wave displacements computed at a single point will obviously be different from those measured in the experiments due to the spatial averaging over the detection beamwidth. This is clearly seen in Fig. 14, which shows the computed normal displacements and the measured amplitudes ͑normal-ized by their respective maximum negative values͒. The Rayleigh wave pulse width computed at a single point is about 80 ns, which is much smaller than the experimentally measured value of about 200 ns. Using a weighted average of the computed displacements over the detection beamwidth ͑essentially a convolution of the computed displacements over the Gaussian beamwidth of the detection beam͒, the measured and the computed Rayleigh waves are seen to be in much better agreement. The numerical simulation results presented below are all convolved with the detection beamwidth to facilitate comparison between the experimental results and the model. Figure 2 shows the time trace of the surface wave amplitude obtained from the experiments ͑left column͒ and the numerical simulation ͑right column͒ of the SLLS for various source positions. The agreement between the experiment and the model is seen to be reasonably good. The SLLS peak-topeak amplitude signatures are shown in Fig. 3 . The experimental and the simulation results show slight difference in the value of the maximum and its position. This is possibly due to the fact that the experimental defect was slightly rounded ͑and therefore was slightly wider͒. In all, the agreement between the experiments and the model is reasonable, suggesting that the primary mechanisms responsible for the SLLS signatures are well captured by the model.
IV. CONCLUSION
The salient points of this paper are ͑1͒ Experiments using a scanning pulsed laser line source on an aluminum block containing an EDM notch indicate a change in the Rayleigh wave normal displacement from a negative monopolar one to a bipolar one, with an increase in the peak-to-peak amplitude as the SLLS approaches the defect. ͑2͒ Thermoelastic generation of Rayleigh waves in an isotropic material by a scanning laser line source has been modeled numerically using a hybrid MSLM/FDM technique. The laser line source is modeled as a distribution of shear dipoles. ͑3͒ The model predicts the same characteristic monopolar to bipolar Rayleigh wave signal transition as the SLLS approaches the crack. ͑4͒ The agreement between the model and the experimental results suggests that the primary mechanisms responsible for the observed signal variations are well captured by the model. While the precise mechanism is yet to be determined, the shape and amplitude changes are due to the surface and bulk waves generated by the laser source interacting with the near-field defect, resulting in a part of the bulk waves that would have normally been radiated into the solid being scattered back into the direction of the receiver. 
