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RESUMO
No século XIX, Maxwell elaborou um experimento de pensamento em que um ser
inteligente violaria a Segunda Lei da Termodinâmica atuando em um sistema termodinâmico
de interesse a partir da informação adquirida a respeito do mesmo. Esse experimento ficou
conhecido como Demônio de Maxwell. Tais processos termodinâmicos que envolvem algum
tipo de feedback, isto é, a manipulação de um sistema a partir da informação adquirida pelo
agente externo, tornaram-se objeto de intensa pesquisa científica nos últimos quinze anos,
resultando, dentre outras coisas, em generalizações da segunda lei para esse novo contexto. Uma
reformulação importante da ideia original deMaxwell foi feita por Szilárd em 1929. Atualmente
conhecida por Máquina de Szilárd, essa versão do demônio de Maxwell permite análises mais
claras a respeito da relação entre informação e grandezas termodinâmicas. Na formulação de
Szilárd, o demônio extrai energia de um único reservatório térmico a partir da realização de
um processo termodinâmico cíclico baseado na informação adquirida a respeito do sistema,
contradizendo o enunciado de Kelvin-Planck da Segunda Lei da Termodinâmica. Argumenta-se
atualmente na literatura que o mecanismo físico que permite tal extração de energia é uma
quebra espontânea de simetria do sistema induzida pelo demônio através ou da medida ou
da manipulação realizada por ele. Tal mecanismo já foi comprovado experimentalmente em
montagens típicas da Máquina de Szilárd. Nesse projeto, pretendemos analisar o papel da
quebra espontânea de simetria nas chamadas máquinas de Szilárd microcanônicas, em que o
demônio atua sobre o sistema a partir da medida da respectiva energia. Nosso principal objetivo
é elaborar modelos mais complexos dessas máquinas, já que os exemplos atualmente disponíveis
na literatura se restringem a sistemas de apenas um grau de liberdade.
ABSTRACT
On the 19th century,Maxwell elaborated a thought experiment inwhich an intelligent
being would violate the Second Law of Thermodynamics by acting on a thermodynamic system
of interest based on the information acquired from it. This experiment is known as Maxwell’s
Demon. Thermodynamic processes that involve some kind of feedback, i.e., the manipulation
of a system based on the information acquired by an external agent, became subject to intense
scientific research in the last fifteen years, resulting, among other things, in generalizations of
the second law to this new context. An important reformulation of the original idea by Maxwell
was made by Szilárd in 1929. Currently known as Szilárd’s Engine, this version of Maxwell’s
Demon allows for clearer analysis of the relation between information and thermodynamic
quantities. In Szilárd’s formulation, the demon extracts energy from a single thermal reservoir
by the realization of a cyclic thermodynamic process based on the information acquired from
the system, contradicting Kelvin-Planck’s statement of the Second Law of Thermodynamics. It
is argued in the literature that the physical mechanism responsible for this energy extraction is a
spontaneous symmetry breaking of the system induced by the demon through the measurement
or manipulation executed by him. Such mechanism was already experimentally verified in
typical setups of Szilárd Engines. In this project, we intend to analyze the role of spontaneous
symmetry breaking in the so called Microcanonical Szilárd Engines, in which the demon acts
upon the system based on a measurement of its energy. Our main goal is to elaborate more
complex models of these machines, since the examples currently available in the literature are
restricted to systems of only one degree of freedom.
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Introduction
In recent years, there has been a resurgence of interest in the implementation of
different versions of what is known as Maxwell’s Demon. In 1871, in his book Theory of
Heat [1], James Clerk Maxwell describes a simple thermodynamic system that, by the action
of an intelligent being with access to the microscopic state of the system, would violate the
Second Law of Thermodynamics, as it was understood. This intelligent being, later named
demon by Lord Kelvin, seemed like an odd supposition, as microscopic information is never
available to us. Nevertheless, Maxwell was onto something, and it was only in 1929 that another
physicist, Leo Szilárd, proposed a cleaner version of Maxwell’s Demon, one where the demon
is simplified to an external agent that, based on a measurement made on a system in contact with
a single thermal reservoir, exerts a cyclic thermodynamic process on this system and extracts
energy from it, going against the Kelvin-Planck statement of the Second Law. Szilárd’s engine
[2], as Szilárd’s thought experiment became known, gives us a more quantifiable version of
Maxwell’s Demon and one where the importance of information is fully flashed out. A quantum
formulation of Szilárd’s Engine [3] has only recently been developed. Experimental verifications
of the relation between information and energy have also been made recently [4–7].
However, it was only after the works of Landauer and Bennett that our understanding
of how information can be used to “break” the Second Law of Thermodynamics really took
shape. Rolf Landauer, interested in computer processing, was the first one to realize that any
information we acquire must be stored somewhere, and that there is an energy cost to erase this
information [8]. This idea of attributing a cost to information deletion is know as Landauer’s
principle. But it was Charles Bennet that applied Landauer’s ideas to demons. To have a true
cycle in the Szilárd Engine, we need to restore our information storing device to its initial state
[9]. Erasing the information stored will cost more energy than the energy we were able to
extract from the operation of the engine, and so there is no violation of the second law. This
saga from Maxwell to Szilárd to Landauer to Bennett is very well summed up in a review by
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Bennett [10]. With the advent of fluctuation theorems in the nineties [11–14] (and a review
in [15]), new light could be shed in this discussion. In a streak of remarkable works [16–20],
Sagawa and Ueda developed a very general thermodynamic approach to feedback processes,
i.e., processes that depend on a measurement made on a thermodynamic system. They even
created a new version of the second law that explains demons, and they call it the Second Law of
Information Thermodynamics. The approach of Sagawa and Ueda unfolded a miryad of works
about feedback processes and the role of information in thermodynamics [21–31], both classical
and quantum, both theoretical and experimental.
Based on an extended fluctuation theorem [32, 33], it can be shown that a sufficient
condition for the extraction of energy from a single thermal bath is a spontaneous symmetry
breaking (a sudden split of the phase space of the system into more than one part, all of them
obeying the constraints of the system) [4, 34], at least in the context of well defined temperature.
However, our interest in this work are Microcanonical Szilárd Engines [35–39], versions of
the Szilárd Engine where it is possible to extract energy from a single heat bath in a cycle by
using the information acquired from a measurement of the energy of the system, not position,
like in the original Szilárd’s Engine. With this energy measurement, an ensemble of multiple
realizations of such an experiment has each of its single realizations displaying well defined
energy (at least at the moment of measurement), justifying the name “Microcanonical”. In this
work, we analyze the Microcanonical Szilárd Engine of reference [37] by the light of symmetry
breaking and adiabatic invariance, and find that an important aspect of Microcanonical Szilárd
Engines is the presence of separatrices in phase-space [40], as they are the culprits for breaking
symmetries.
There is no concrete proof that Microcanonical Szilárd Engines work because of
spontaneous symmetry breaking. The examples in the literature are few and far between, not to
mention quite simple, as they are modeled with one-dimensional systems. If a generalization
of the result that symmetry breaking causes energy extraction in a cycle were to exist for
Microcanonical Szilárd Engines, we expect that more complex examples of these engines should
exist. Here, we try to do just that: find an example of a two-dimensional Microcanonical Szilárd
Engine. Two dimensions might not seem like such an improvement from one dimension, but
it already adds complications that any system with more than one dimension have. We will
inevitably have to make use of numerical tools, like numerical integrators [41].
Our goals with this dissertation are:
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• Study all of the nuances that experiments like Maxwell’s Demon and Szilárd’s Engine
bring to the table, as well as all of the solutions offered by physicists over the years to
reconcile these experiments with the Second Law of Thermodynamics;
• Present an explanation as towhy symmetry breaking causes energy extraction from a single
thermal reservoir in a cycle in systems like Szilárd’s Engine and analyze Microcanonical
Szilárd Engines by the same light;
• Develop, by numerical and analytical analyses, a two-dimensional Microcanonical Szilárd
Engine.
The text in divided in three chapters:
• CHAPTER 1. PRELIMINARY CONCEPTS: a collection of some basic concepts that
we will use through the rest of the text;
• CHAPTER 2. THE SECOND LAW OF THERMODYNAMICS AND MAXWELL
DEMONS: an exploration of Maxwell’s Demon, Szilárd’s Engine, Landauer’s Principle,
Information Thermodynamics, symmetry breaking and Microcanonical Szilárd Engines;
• CHAPTER 3. TWO-DIMENSIONAL MICROCANONICAL SZILÁRD ENGINE:
the presentation of our modeling of a Microcanonical Szilárd Engine through a two-
dimensional, classical Hamiltonian system.
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Chapter 1
Preliminary Concepts
In this chapter, we will take a shallow look at some basic and fundamental concepts
necessary for the development of the rest of the text. There are four main sections: Hamiltonian
Dynamics (section 1.1), Statistical Mechanics (section 1.2), Thermodynamics (section 1.3) and
the Adiabatic Theorem (section 1.4). This chapter is meant to be a summary, not an in-depth
analysis, of subjects that should be known by students of a graduate level.
1.1 Hamiltonian Dynamics
Most of this section’s results have been taken from Classical Mechanics, by Gold-
stein, Poole and Safko [42]. Hamiltonian Dynamics is nothing more, nothing less than the
mechanism that determines the time evolution of certain physical systems. Such a system must
be completely defined by the canonical variable z = (q, p) (where q is called the canonical
coordinate and p is called the canonical momentum, conjugate to q), meaning that to know how
z depends on time is to know all there is to be known about the system. The canonical variable
is a 2n-dimensional vector, where n is the dimension of q and p, which is called the dimension
of the system.1 Given the scalar function H (z, t), called the Hamiltonian function or just the








1 Not to be confused with the spatial dimensions of the system. A chain of n one-dimensional harmonic
oscillators still has only one spatial dimension, but the whole system is n-dimensional, given that q and p, the
vectors containing all the positions and momenta of the n oscillators, has n components.
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called Hamilton equations. We denote by ∇p and ∇q the gradient operations with respect to p








called the sympletic matrix, where 0 and 1 represent the all null and unit n × n matrices







where ∂∂ z = (∇q,∇p) is the gradient operation with respect to z. Equation (1.1) is called the
Hamilton equation in sympletic form, but for the remainder of this text it will be referred to
simply as the Hamilton equation.

























The first term on the right hand side can be written as {D,H}, called the Poisson Bracket







From equation (1.2), we can see that any dynamical variable has no time dependence at all if it
does not depend explicitly on time and if its Poisson bracket withH is zero. Such variable is a
constant of motion. Any dynamical variable that can be written as a function solely dependent
on the Hamiltonian of the system has vanishing Poisson bracket with the Hamiltonian, i.e.,







which means that the Hamiltonian varies in time only through its explicit temporal dependence.
If q is recognized to be the position vector of Classical Mechanics and p to be the
mechanical momentum relative to q, and if the Hamiltonian is written as a sum of kinetic energy
and potential energy, equation (1.1) can be proved to be equivalent to Newton’s Second Law of
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Classical Mechanics by a variational principle called the Principle of Least Action orHamilton’s
Principle. The Hamiltonian is then the energy function and equation (1.3) states that the energy
is conserved if and only if the Hamiltonian has no explicit time dependence. Note, however,
that Hamiltonian Dynamics is more general and can represent much more than just the time
evolution of positions and velocities.
No canonical variables are preferred in a Hamiltonian system, and transformations
can be made from one set of variables z to another z′ without losing any generality of the
formalism, as long as the sympletic form of Hamilton equation is kept, i.e., equation (1.1) looks
the same with z traded for z′ and H traded for a suitably defined H ′, but without changing
the definition of the sympletic matrix J . Transformations that maintain the sympletic form of
equation (1.1) are called canonical transformations and they have the distinct feature of having
unit Jacobian, that is to say given z′ as a function of z, we have d z′ = d z. Time evolution itself
can be cast as a canonical transformation from initial conditions z(0) to the canonical variable
at arbitrary time z(t).
Once equation (1.1) is solved with suitable initial condition z(0), z(t) is uniquely
defined and it can be plotted on a 2n-dimensional space, called the phase space, with each axis
being represented by each of the components of z and t as a parameter. The curve described by
z(t) is called a phase space trajectory and each initial condition defines a unique trajectory. We
call an ensemble a collection of many systems with different initial conditions but all obeying
the same Hamiltonian. At a certain time, each point in phase space represents a system of the
ensemble.
Through passage of time, an arbitrary infinitesimal region of phase space with
volume dz and number of systems dN at time t evolves and occupies a different region of phase
space with volume dz′ and number of systems dN′ at time t′. Let us evaluate how dN and dz
change through time.
• During the evolution from t to t′, no system can get out of the region. If some system
were to cross the border of the region and get out, it would be at the same phase space
position as a system that defines the border of the region at the crossing time. However,
since the motion is uniquely defined by the Hamiltonian and the initial conditions, two
systems being at the same phase space position at the same time would mean that they
have been together all along and will be together for all eternity, as they are effectively the
same system. Hence no system can cross the border of the region and we have dN′ = dN .
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• For the phase space volume, remember that time evolution is a canonical transforma-
tion and that canonical transformations have unit Jacobian, making so that infinitesimal
volumes of phase space remain constant, i.e., d z′ = d z.









a result known as Liouville’s theorem. The phase space density ρmay depend on time implicitly
and explicitly, but ultimately these two time dependences cancel each other out. There is
sometimes a disagreement on what really constitutes Liouville’s theorem: some say it is only
the invariance of infinitesimal phase space volumes under time translation and others say it is
the more strong result given by equation (1.4). For the sake of generality, both will be regarded
as Liouville’s theorem in this text. Equation (1.4) is a very important result for Statistical
Mechanics, the topic of section 1.2.
1.2 Statistical Mechanics
Hamilonian Dynamics gives us the tool to calculate the trajectories of any system,
given its Hamiltonian and proper initial conditions. However, solving Hamilton equation is,
more often than not, impossible. Even seemingly simple Hamiltonians may prove to require
incredibly complex treatments. And, if that wasn’t enough, in an ordinary macroscopic system,
there are at least asmany particles as the order of Avogadro’s number, 1023, all of them occupying
three dimensional space. We cannot expect to have access to all of the 3×1023 initial conditions
necessary to uniquely describe the system. There has to be a better way to deal with the problem,
and there is.
Statistical Mechanics makes no effort to solve all the Hamilton Equations. Instead, it
considers ensembles of a given system and extracts macroscopic information about the system,
like temperature, through averages in this ensemble. Ensembles are defined by how its members
are distributed through phase space, i.e., by the phase space density ρ(z, t). The ensemble
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Of special interest are the equilibrium ensembles, defined by lack of explicit temporal
dependence. Equilibrium ensembles describe systems with time-independent Hamiltonians that
have already relaxed to their equilibrium state. The study of equilibrium ensembles falls into
the subcategory of Equilibrium Statistical Mechanics.
For Ensemble Theory (the theory describing how to represent systems through
ensembles) to be valid for a determined system in equilibrium, the system must be ergodic.2
Ergodicity means that the time evolution of arbitrary initial conditions of the system must take
the system through all of the possible points in phase space that obey the system’s constraints,
given enough time. In this manner, the time average of a single member of the ensemble nets
the same result as the ensemble average. Proving that a system has ergodicity is no easy feat, but
it is believed that most systems out there are ergodic and so worthy of an ensemble treatment.







and in the specific case of equilibrium ensembles, this reduces to
{ρ,H} = 0. (1.5)
Equation (1.5) gives us a clue to start looking for equilibrium ensembles. As
seen before, any function that only depends explicitly on the Hamiltonian has zero Poisson
bracket with the Hamiltonian, instantly satisfying equation (1.5). The most basic example of an
equilibrium ensemble is the Microcanonical Ensemble of energy E, where all of the members




δ(E −H (z, λ)), (1.6)
where δ is the Dirac Delta function, λ is one or more external parameters of the Hamiltonian
and ω(E, λ) =
∫
δ(E − H (z, λ))dz is the normalization constant of the Microcanonical en-
semble, also known as Density of states with energy E. The Delta function on equation (1.6)
ensures that the phase space density in non-zero only on points z where H (z, λ) = E. The
Microcanonical ensemble in the most natural equilibrium ensemble, only requiring the very
reasonable hypothesis that every member of the ensemble has the same energy, making it a good
2 Here we present the success of Equilibrium Statistical Mechanics based on the ergodic hypothesis, as done
by Boltzmann, but that must not necessarily be the case. All of the equilibrium ensembles can be obtained from a
variational principle, where the Shannon entropy is maximized at equilibrium, under suitable constraints, without
any mention of ergodicity whatsoever. Both approaches are valid and net the same results.
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contender for representing closed systems in equilibrium. Though, it assumes the maybe not
so natural postulate of equal a priori probabilities: every point in phase space that respects the
constraintH (z, λ) = E has the same probability of appearing in the ensemble.
The second most basic equilibrium ensemble is also one where ρ is solely dependent




exp(−βH (z, λ)), (1.7)
where Z (β, λ) =
∫
exp(−βH (z, λ))dz is the normalization constant of the Canonical ensemble,
also called the Canonical Partition Function, and β = (kT )−1 is the inverse temperature,
with k being the Boltzmann constant and T , the temperature. The phase space density ρcan
in equation (1.7) is a decreasing function of H , meaning that points in phase space with
higher energies have less probability of appearing in the ensemble than points with lower
energies. Systems described by this ensemble, instead of having a well defined energy like in the
Microcanonical ensemble, have well defined temperature. Therefore, this ensemble is optimized
to represent systems in weak contact with a thermal bath of temperature T .
There are other equilibrium ensembles, but for the scope of this work, the Micro-
canonical and the Canonical will suffice. Through careful considerations (like the validity of
ergodicity) over the evolutions of ensembles, Statistical Mechanics serves to bridge the gap
between micro-dynamics of particles, described by Hamiltonian dynamics (section 1.1), and
macro-dynamics of systems, described by Thermodynamics (section 1.3).
1.3 Thermodynamics
In this section, we will follow closely the book Thermodynamics and an Introduction
to Thermostatistics, by Callen [43]. Thermodynamics is the study ofmacro-systems. It describes
systems through its macro-variables like energy, temperature and volume, also called state
variables, instead of describing the system through its micro variables, like positions and
momenta (as done in Hamiltonian Dynamics).
Thermodynamics gives us very general properties that all systems must obey. For
example, the First Law of Thermodynamics is a statement about the energetics of every process
that occurs in nature:
dE = đQ + đW, (1.8)
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where dE is an infinitesimal increment in the system’s energy, đQ is the infinitesimal amount
of heat the system receives and đW is the infinitesimal amount of work done to the system, all
throughout the process. The stroke through the differentials of Q and W (đ) are there to certify
that heat and work are not forms of energy per se, only forms of energy transfer dependent of
the process. They are imperfect differentials, differing themselves from the perfect differential
that is dE, independent of the process carried out, only dependent on the present macro-state of
the system. The work W refers to all forms of work, be it mechanical, through magnetization,
through matter transfer, etc.
Equation (1.8) is, simply put, a statement about energy conservation. It expresses in
a very clear basis the fundamental idea that no energy is destroyed nor created in the universe,
only transformed in other types of energy. By itself, the first law precludes the realization of
perpetual motion devices of the first kind, which are devices that produce work without the input
of energy. Such devices would be able to not only keep itself running forever (hence the name),
but also give enough energy to power some other device. Notwithstanding, the first law does
not preclude the realization of perpetual motion devices of the second kind, devices that would
renew its energy, transforming heat into work, to keep itself running forever with no invalidation
of conservation of energy.
If the processes considered are quasi-static, i.e., slow enough that, between any
two moments of the evolution, the system is allowed to relax to equilibrium, then at all times
the system can be considered in equilibrium and we can apply the more specific results of
Equilibrium Thermodynamics. In this case, đQ = TdS, where T is temperature and S is entropy,
and đW = −PdV , where P is pressure and V is volume. Equation (1.8) turns into
dE = TdS − PdV, (1.9)
the fundamental equation in the energy representation. Here E is called a state function, while S
and V are the state variables. By isolating dS in equation (1.9), we get the fundamental equation








where now S is the state function while E and V are state variables. From multi-variable
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where ∂ fdx
y means we should differentiate f with respect to x while keeping y constant. Com-















We can also define other state functions through Legendre transformations. For
example, the free energy of the system is defined as F = E − T S. Its differential is dF =
dE − TdS − SdT , and substituting dE from equation (1.9) gives us
dF = −SdT − PdV, (1.13)











Equations (1.12) and (1.14) are called equations of state, as they relate the state
variables of the system. Knowledge of these equations completely defines the system and we
can predict how every state variable will change during any quasi-static process.
However, finding the state functions to determine the equations of state cannot be
done solely through Thermodynamics. Some other supplementary theory is necessary, like
Statistical Mechanics. For example, when considering a system described by a Microcanonical
ensemble, Boltzmann’s entropy formula gives




where k is Boltzmann’s constant, V is the volume appearing as an external parameter on the
Hamiltonian, Ω(E,V ) is the phase space volume occupied by points in phase space with energy
equal or less than E (the phase space volume inside the surface defined byH (z,V ) = E) andΩ0
is the fundamental phase space volume available to each micro-state of the system.3 Similarly,
when considering a system described by a Canonical ensemble, we naturally get the free energy
of the system through




where Z (β,V ) is the previously defined Canonical partition function and β = (kT )−1.
Equations (1.15) and (1.16) gives us the state functions that, when used in equa-
tions (1.12) and (1.14), uniquely define the equations of state, providing uswithwhat is necessary
to understand the equilibrium states of a given system.
3 This Ω0 is related to Planck’s constant, but a discussion about it goes beyond the scope of this work.
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Despite all that, the First Law of Thermodynamics by itself is not enough to deter-
mine which equilibrium state a system will relax to, given certain constraints. This question is
more closely related to the Second Law of Thermodynamics. There are many ways to enunciate
the second law, each of which is useful for different scenarios. Some of them are
• Carnot’s Principle: “The temperatures of two heat reservoirs being fixed, the Carnot
cycle is the most efficient possible cycle using these two temperatures”;
• Clausius Statement: “Heat can never pass from a colder to a warmer body without some
other change, connected therewith, occurring at the same time”;
• Kelvin-Planck Statement: “It is impossible to devise a cyclically operating device, the
sole effect of which is to absorb energy in the form of heat from a single thermal reservoir
and to deliver an equivalent amount of work”;
• Planck Statement: “Every process occurring in nature proceeds in the sense in which
the sum of the entropies of all bodies taking part in the process is increased”.
All of these statements are valid and equivalent enunciations of the Second Law of
Thermodynamics: assuming that one of the statements is false gives us the invalidity of the
others as a consequence. The second law precludes the realization of perpetual motion devices
of the second kind, as every process in nature happens with heat dissipation and it is never
possible to completely turn heat into work. Humanity has been trying to create perpetual motion
devices since the Middle Ages, but all trials have failed.
However, under certain circumstances, it seems to be possible to devise experiments
that do not follow the Second Law of Thermodynamics, at least in the manner it was initially
proposed. That would imply that perpetual motion devices of the second kind are a possibility,
but so far we haven’t seen any. In the next chapter, we will talk more about these experiments
and investigate if the second law is really invalidated or not.
1.4 Adiabatic Theorem
Suppose we have a Hamiltonian H (z, λ), dependent on one or more external pa-
rameters λ, that for now we will consider time independent. Then for each value of λ we have a
time independent problem that can be solved with at least one constant of motion: energy. Now,
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suppose we give time dependence to λ(t): we let it start at a given value λ(0) and, over a long
period of time, evolve to a final value λ(τ), with τ → ∞, the quasi-static limit. We know energy
is not conserved anymore because the Hamiltonian is no longer explicitly independent of time.
Is there a way to predict how the energy of a given trajectory will change during the evolution of
the system? The answer is yes, and it is given by the Adiabatic Theorem, here presented without
proof. For a proof, see [44, 45].
We say that the time independent HamiltonianH (z, λ(tarb)) with λ calculated at an
arbitrary time tarb in the range 0 < t < τ is the frozen Hamiltonian at time tarb. The phase space
volume Ω(E, λ) of points in phase space with energy equal or smaller than E under a frozen
HamiltonianH (z, λ) is defined as
Ω(E, λ) =
∫
Θ(E −H (z, λ))dz, (1.17)
where Θ is the Heaviside Theta Function.4 Let ∆tfro be the characteristic time interval of a
trajectory of the frozen Hamiltonian, a time interval over which the state of the system in such a
trajectory changes significantly. For example, if the system is periodic in the frozen Hamiltonian,
the period of the movement is a good contender for∆tfro.5 Likewise, let∆tH be the characteristic
time interval of the time dependent Hamiltonian H (z, λ(t)), a time interval over which the the
value of λ(t) changes significantly. The Adiabatic Theorem assures that, if ∆tfro  ∆tH and
if the systems described by the frozen Hamiltonians at every time of the evolution are ergodic,
then the phase space volume given by equation (1.17) is a constant of motion. If the initial and
final energies of the evolution are E(0) and E(τ) respectively, then the Adiabatic Theorem gives
us
Ω(E(0), λ(0)) = Ω(E(τ), λ(τ)), (1.18)
which can, at least in principle, be solved for E(τ), giving us the answer to the question made
in the first paragraph of this section. It must be stressed that equation (1.18) is only valid in the
quasi-static limit. This theorem is purely mechanical and, in the context of mechanics, adiabatic




1 if x ≥ 0;
0 if x < 0.
5 This might seem inconsistent with the definition of ∆tfro, since, after one period, the state of the system is the
same. But what matters is that, during the period, the state changes significantly: the phase space point leaves its
initial neighborhood, the fact that it returns later is of no importance.
6 The discrepancy in the meaning of “adiabatic” between Mechanics and Thermodynamics is a unfortunate
one, and its origin is unknown to the author. It means “quasi-static” in Mechanics and “without heat exchange” in
Thermodynamics, so caution must be used when dealing with this term.
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Confusion must not be made between the Adiabatic Theorem and Liouville’s The-
orem, presented in section 1.1. Liouville’s Theorem asserts that under Hamiltonian Dynamics,
phase space volume of a swarm of points in phase space is conserved. But no mention is made
to the nature of this swarm of points, it can be any collection of points, inside any surface. Even
if the initial surface that bounds the volume is a surface of constant energy, Liouville’s Theorem
does not guarantees that the final surface that bounds the volume is another surface of constant
energy, only that the initial surface maps to the final surface in such as way to preserve the
volume inside them. The adiabatic theorem, on the other hand, is more restrictive: conditions
being met, an initial surface of constant energy will map to a final surface of constant energy
and their volumes are the same. Of course, non-surprisingly, the two theorems do not contradict
each other.
The condition ∆tfro  ∆tH for validity of the theorem can also be stated as
ε = dλdt  1, which is more straightforward (as it doesn’t require any appeal to charac-
teristic times), but has less depth when it comes to really understanding what is going on.
Ergodicity and a small ∆tfro compared to ∆tH means that, between any two moments of the
system’s evolution, a point in phase space will have traveled through most of the energy surface
defined by the frozen Hamiltonian at that time. Nevertheless, deviations in the invariance of
Ω, for when the theorem’s conditions are not strictly met, have been calculated in formal series
expansions on the small parameter ε [45].
In periodic one-dimensional systems, where z = (q, p), equation (1.17) reduces to∮
pdq, the action variable or simply action. The invariance of the action in adiabatic switching
was demonstrated with the help of Classical Perturbation Theory [42] and has been known for
much longer than the general invariance ofΩ for systems of arbitrary dimension. For this reason,
this limited result for one-dimensional systems is sometimes called the real Adiabatic Theorem
with the action being called the Adiabatic Invariant, while the more general result presented here
is called the Ergodic Adiabatic Theorem, with Ω being called the Ergodic Adiabatic Invariant.
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Chapter 2
The Second Law of Thermodynamics and
Maxwell Demons
In this chapter, a short summary of the main puzzles that the Second law of Ther-
modynamics has offered to many physicists over the years will be given, as well as many of the
possible solutions these physicists came up with to reformulate the second law. The aim of this
chapter is two-fold: to outline the various considerations that must be made when searching for
systems that are seemingly inconsistent with the second law and to explain why they actually
are not inconsistent. There are five main sections:
• Maxwell’s Demon (section 2.1), the first thought experiment to ever confront the Second
Law of Thermodynamics;
• Szilárd’s Engine (section 2.2), a more flashed out version of Maxwell’s Demon that
eliminates a few of the conceptual problems the original demon had;
• The contributions of Landauer, Bennett, Sagawa and Ueda (section 2.3), mainly how
these four scientists were able to reconcile the results of Maxwell’s Demon and Szilárd’s
Engine with the second law;
• Symmetry Breaking (section 2.4), a physical mechanism present in Szilárd’s Engine that
explains its apparent contradiction to the second law;
• Microcanonical Szilárd Engines (section 2.5), variants of the original Szilárd’s Engine
that operate in a regime of well defined energy.
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2.1 Maxwell’s Demon
In 1871, Thermodynamics was already well implemented as a science. The works
of Carnot, Joule, Clausius and Kelvin were already in place, backed up by empirical data. In
that same year, Scottish scientist James Clerk Maxwell, in his book Theory of Heat, decided
to question some of the principles of Thermodynamics by proposing a thought experiment that
would, in principle, violate the Second Law of Thermodynamics.
Clausius statement of the Second Law of Thermodynamics reads “Heat can never
pass from a colder to a warmer body without some other change, connected therewith, occurring
at the same time”. Yet, by Maxwell’s own words [1]:
“...if we conceive of a being whose faculties are so sharpened that
he can follow every molecule in its course, such a being, whose attributes are as
essentially finite as our own, would be able to do what is impossible to us. For we
have seen that molecules in a vessel full of air at uniform temperature are moving
with velocities by no means uniform, though the mean velocity of any great number
of them, arbitrarily selected, is almost exactly uniform. Now let us suppose that
such a vessel is divided into two portions, A and B, by a division in which there is
a small hole, and that a being, who can see the individual molecules, opens and
closes this hole, so as to allow only the swifter molecules to pass from A to B, and
only the slower molecules to pass from B to A. He will thus, without expenditure of
work, raise the temperature of B and lower that of A, in contradiction to the Second
Law of Thermodynamics.”
What Maxwell meant is the following: imagine a box divided in two parts, A and
B, in which there is a gas at temperature T (figure 2.1a). Imagine also that, in the partition
between A and B, there is a little door controlled by an external being, say, a demon. The
demon, knowing the exact momenta and positions of every particle in the gas, knows very well
which particles are more energetic compared to the average energy of the gas, as well as which
particles are less energetic. Then, when a particle in A approaches the door, the demon checks
if the particle has energy higher than the average energy of all the particles in A. If the energy
is higher, the demon opens the door and lets the particle pass to B, while if it is not, the demon
closes the door and the particle stays in A. Similarly, when a particle in B approaches the door,
the demon checks if the particle has energy lower than the average energy of the particles in B
and, if it does, the demon opens the door and the particle passes from B to A, while if it does
not, the particle stays in B.
The end result is a situation where the average energy of all the particles in A is lower
than the average energy of all the particles in B (figure 2.1b), and so, if the final temperature










Figure 2.1: Schematic representation of Maxwell’s Demon. (a) Initially, both A and B are at the
same temperature T . Blue dots represent particles with less energy than the average and red dots
represent particles with more energy than the average. The demon, represented by the box with
a letter D, operates a door between A and B. (b) After some time, with the demon doing his job,
particles with less energy concentrate on A, while particles with more energy concentrate on B.
of A is TA and the final temperature of B is TB, TA < TB, in clear violation of the Clausius
statement of the second law. This thought experiment is known asMaxwell’s Demon. In regards
to Planck’s Statement of the second law, which asserts that “every process occurring in nature
proceeds in the sense in which the sum of the entropies of all bodies taking part in the process is
increased”, it is easy to see how Maxwell’s Demon causes trouble: the final situation (the one
in figure 2.1b) is certainly more organized than the initial situation (the one in figure 2.1a), and
if we appeal to the idea that entropy is a measure of how disorganized a system is, we can say
there was a decrease in the total entropy during the process.
However, as soon as Maxwell proposed his infamous thought experiment, criticism
started pouring in. Many would say that, if this being (Maxwell himself never used the word
demon to describe the being, it was Kelvin the first to use the term) with such sharpened faculties
were to also respect the laws of physics (as we expect him to), then, in one form or another,
whatever he is doing must compensate this seemingly strange behavior of heat passing from a
colder body to a warmer one. Even though the criticism is valid and now it may seem foolish
to postulate a being with the capability of knowing microscopic information about a system
without any cost related to it, there is still merit to the idea of information giving us power to
beat the second law. Similar thought experiments where this is possible started appearing, all
of them receiving the denomination of demons or even Maxwell Demons, and it became a huge
undertaking to exorcise all of these demons, i.e., to restore the Second Law of Thermodynamics
to its former glory.
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2.2 Szilárd’s Engine
In 1929, well over fifty years after the original Maxwell’s Demon, the Hungarian-
born American scientist Leo Szilárd, in his original paper Über die Entropieverminderung in
einem thermodynamischen System bei Eingriffen intelligenter Wesen [2] (On the Decrease of
Entropy in a thermodynamic System by the Intervention of intelligent Beings, translated from
German), proposed another thought experiment that violates the second law, this time without
any intelligent beings.
The experiment goes as follows: In a box of volumeV there is a one particle gas, and
the box is connected to a heat bath, ensuring that processes the gas goes through are isothermal
at temperature T (figure 2.2a). At some point, a barrier is inserted in the very middle of the box
so as to divide it in two parts, both with volume V/2, and the particle gets trapped in one of the
sides (figure 2.2b). The insertion of the barrier, in principle, has no energy cost attached to it,
or at least the energy cost can be made arbitrarily small. A measure is then made to determine
which side of the box the particle got trapped in. Knowing which side the particle is, we let the
barrier now act as a piston with which the particle can collide in any expansion, and let the gas
expand quasi-statically to the full volume V (figure 2.2c). While colliding with the piston, the
particle exerts work and loses energy. When the piston reaches the end of the box, it is removed
(also with no energy cost, like the piston insertion) and the cycle is finished (figure 2.2d).
Another statement of the Second Law of Thermodynamics is the Kelvin-Planck one:
“It is impossible to devise a cyclically operating device, the sole effect of which is to absorb
energy in the form of heat from a single thermal reservoir and to deliver an equivalent amount
of work”. It is not hard to see that the cycle described in the last paragraph does just what this
statement say is impossible: the whole cycle operates at constant temperature and the energy
the particle loses can be extracted and stored (as potential energy of a weight, if we connect the
piston with the weight, for example). This thought experiment is known as Szilárd’s Engine.
Using the equation of state for the ideal gas PV = kT , valid for quasi-static processes, we can
quantify the average amount of work extracted per cycle 〈W 〉ext,













= kT log 2, (2.1)
where P is the gas pressure and k is the Boltzmann constant. The work 〈W 〉exe is the work
exerted on the system, following the sign convention of equation (1.8). The work 〈W 〉ext is the
work extracted in the quasi-static limit, and it offers an upper bound for the extracted work when












Figure 2.2: Schematic representation of Szilárd’s Engine. (a) Initially, the particle has the the
whole volume V to move about and the box is immersed in a heat bath of temperature T . (b) A
barrier is introduced in the middle of the box and the particle gets trapped in one of the sides of
the box (in this case, in the right side), with half the original volume available. Ameasurement is
made to determine which side the particle is. (c) With the information about where the particle
is, the barrier, now acting as piston, is quasi-statically moved to the far end of the box, the one
which is not on the same side that the particle got trapped (in this case, it is moved to left side),
restoring the whole volume V to the particle. (d) The barrier is removed, taking us back to (a)
and completing the cycle.
the process is carried out in an arbitrary time interval. It could be argued that this amount of
work is microscopic and vanishes in the thermodynamic limit, but one has to remember that
the cycle can be repeated as many times as wanted, making the amount of energy extracted
arbitrarily high.
Szilárd’s Engine, as presented here, has the box divided exactly at the middle, but
this must not always be the case (and, in fact, the original paper by Szilárd assumes a more
general case). If we say the box gets divided in two parts, the left one with volume αV and the
right one with volume (1 − α)V , 0 ≤ α ≤ 1, the energy extracted per cycle would be −kT log α
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and −kT log(1− α), if the particle gets trapped in the left and right parts respectively. Since the
probability that the particle gets trapped in the left side is α and the probability that the particle
gets trapped in the right side is 1 − α, the mean energy extracted per cycle would be
〈W 〉ext = −kT[α log α + (1 − α) log(1 − α)]. (2.2)
The expression in equation (2.2) can be maximized for α, which yields α = 1/2.
Therefore, the expression in equation (2.1) is simply the maximized version of equation (2.2)
and dividing the box in the middle always gives the maximum mean energy extracted per cycle.
The importance of measurement in the cycle of the Szilárd’s Engine must not be
understated. To see how important is the gain of information, let us look at two processes, both
beginning at the starting point of the cycle (figure 2.2a and figure 2.3a). Call B the process of
inserting the barrier in the middle of the box (figure 2.3b) and C the process of inserting the
barrier in the far left of the box and pushing it quasi-statically to the middle (figure 2.3c).
From figure 2.3, we can see that the both processes B and C, although different, take
us to the same configuration, with the barrier in the middle. We can, then, ask ourselves: can
the Szilárd’s engine always be described by the quasi-static implementation of the cycle BC−1,
i.e., the process B followed by the reverse of process C?
Well, not really. It depends on whether the particle is after process B happens. After
process C, the particle is always on the right side of the box, but after process B, the particle
can be at either side. So, if after process B the particle lies in the right side of the box, then the
engine can be described by B followed C−1. However, if after process B the particle lies in the
left side of the box, then applying the process C−1 would cost us energy. In this second case,
to obtain the cycle of the Szilárd’s engine, we would need to apply process B followed by the
mirror image of process C−1. So we have two possible procedures to carry out and the only way
to know which is the right one is by virtue of knowing where the particle gets trapped after B.
Measurement after process B is crucial.
The difference between processes B and C is very clear if we analyze these two
processes in the context of symmetry breaking, as pointed out in [34], but we will leave that
discussion to section 2.4, later in this text.
Note that, now, there is no demon, at least not in the same way as Maxwell’s Demon.
There is no “being whose faculties are very sharpened” to know the positions and momenta of
every particle, all we need is for someone to make a measurement of which side the particle is,
a measurement that can very well be made on any laboratory. Still, some kind of information








Figure 2.3: Schematic representation of processes B and C. (a) The initial configuration is
the same as the initial configuration of Szilárd’s Engine (figure 2.2a). (b) From the initial
configuration, we conduct process B: a barrier is introduced in the middle of the box and the
particle gets trapped in one of the sides of the box. The same as the first of the Szilárd’s Engine
(leading to figure 2.2b). (c) From the initial configuration, we conduct process C: a barrier is
introduced at the far left of the box and pushed to the middle of the box.
is necessary, even if not microscopic like in Maxwell’s Demon. Processes like these that, at
some point, proceed based on some information acquired from the system, are called feedback
processes and they, in a general manner, do not follow the Second Law of Thermodynamics as
it was initially presented by the fathers of Thermodynamics.
Much like Maxwell’s Demon, Szilárd’s Engine was under heavy fire for not being a
true invalidation of the Second Law of Thermodynamics. Rather interestingly, Szilárd himself
never said his engine breaks the second law, as, in his own words,
“...it is a sort of a memory faculty, manifested by a system where
measurements occur, that might cause a permanent decrease of entropy and thus
a violation of the Second Law of Thermodynamics, were it not for the fact that the
measurements themselves are necessarily accompanied by a production of entropy.”
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Szilárd argues that a measurement can be conceived as a coupling of a parameter
y to a fluctuating parameter x of the system, where y acquires the value x at one moment, the
moment of measurement. He attributed an entropy production cost Smea to this coupling and
this amount of entropy produced, at the very least, matches the amount of entropy Sdec destroyed
by the usage of the value of y at a posterior moment. Consequently, since the measurement is
in itself a part of the process, the total amount of entropy produced is still equal or bigger than
zero, i.e., Smea + Sdec ≥ 0, and the Second Law of Thermodynamics remains intact.
Even though Szilárd’s explanation is not considered themost accurate one nowadays,
it is still remarkable how he realized that information might be the key to exorcise all demons.
2.3 Landauer, Bennett, Sagawa and Ueda
By Szilárd’s time, it was already clear that information played a major role in
“breaking” the Second Law of Thermodynamics, so it might not be a surprise that relevant
studies on the topic would come from the field of Information Theory, generally regarded a
computer science.
German physicist Rolf Landauer, in 1961 [8], was the first to recognize that, even
though some measurement processes do indeed come with an increase in entropy, not all
measurements do. Landauer meant it in the context of computer processing: the act of copying
data fromone device to another is analogous to ameasurement process, in the sense that a variable
y acquires the value of another variable x, like explained by Szilárd. But Landauer reaches the
conclusion that such measurement processes are not necessarily logically irreversible, and
therefore not physically irreversible. However, the process of erasing information is always
logically irreversible. The explanation goes as follows: each logical state of a computer must
be represented by a different physical state of its hardware. If a computer has n bits, each with
two possible states, ZERO and ONE, then the physical state of the computer must have 2n possible
states, so as to represent the logical state of the computer. If we define the operation RETURN TO
ZERO as the operation that sets all the n bits to their ZERO state, this operation is compressing
2n possible states of the computer’s memory into one, which ultimately reduces its entropy.
So, to maintain the Second Law of Thermodynamics, this process must be accompanied with
dissipation of heat to the environment, so as to raise its entropy.
This beautiful result is summed up onwhat is known as theLandauerPrinciple: “any
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logically irreversible manipulation of information must be accompanied by a corresponding
entropy increase in non-information-bearing degrees of freedom of the information-processing
apparatus or its environment”. If we are talking specifically about a bit, Landauer’s principle
states that erasing the information of the bit has an energy cost 〈W 〉era, bounded by
〈W 〉era ≥ kT log 2, (2.3)
where T is the system’s temperature and log 2 is the basic unit information entropy, because bits
have two possible states. Landauer’s principle might be the first clue suggesting that information
is a physical quantity. But Landauer was not worried about the original problem introduced by
Maxwell. The first one to use Landauer’s ideas to tackle demons was a US physicist, Charles
Bennett, in 1982 [9].
In the context of Szilárd’s engine, Bennett argues that, since the information about
where the particle is must be stored somewhere during the measurement process, for example,
in a bit where the ZERO state represents that the particle was trapped in the left side of the box
and the ONE state represents that the particle was trapped in the right side of the box, then this
bit is a part of the system and, to have a true cycle, it needs to be restored to the original state
it had in the beginning of the cycle. So let us add this RETURN TO ZERO operation to the very
end of the process described in figure 2.2, and now we have a true cycle. This process requires
energy to be carried out, determined by Landauer’s principle (equation (2.3)). As we have seen
before, equation (2.1) gives the maximum amount of work that can be extracted from Szilárd’s
Engine, when the cycle is implemented quasi-statically, so we can write
〈W 〉ext ≤ kT log 2 ≤ 〈W 〉era,
and, as a consequence, 〈W 〉ext ≤ 〈W 〉era, that is, the amount of energy spent to erase the
information we acquired always exceeds or, in the best scenario, matches the amount of energy
we can extract by usage of such information. In the end, the true Szilárd’s cycle nets no
energy surplus, as we would expect from the Kelvin-Planck statement of the Second Law of
Thermodynamics. The preceding argument did not mention the energetics of the measurement
process at all and, if the measurement process does require energy to be carried out, then the
total amount of energy required to complete the cycle is even bigger. But, as argued by Landauer
and supported by Bennett, the measurement process does not necessarily have an energy cost.
Bennett even provided an example of a variation of the Szilárd’s Engine in which the amount of
work required to measure the position of the particle can be made arbitrarily small [10].
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It is not hard to show that Szilárd’s Engine, without the inclusion of a memory
device, actually violates Liouville’s theorem [38]. Any microstate at the end of the Szilárd cycle
is reached by two different trajectories, one coming from being trapped in the right side of the
box and the other from being trapped on the left side. That means trajectories are crossing each
other, something prohibited by Liouville’s Theorem. Every two possible microstates are being
condensed into one, which means that phase space volume is cut in half. If Ω(E) is the phase
space volume enclosed by a surface of energy E, we have




Taking logarithms, expanding to first order in 〈W 〉ext (representing the quasi-static
limit) and using the identity d logΩ(E)dE = (kT )
−1, we get
〈W 〉ext = kT log 2,
the same as equation (2.1). Liouville’s theorem is restored if we consider the phase space of the
memory device. If we imagine an extended phase space that consists of the phase space of the
system plus the phase space of the memory, the decrease in volume of the system’s phase space
is compensated by an increase in volume of the memory’s phase space, resulting in no volume
variation of this extended phase space.
Nowadays, the problem of Maxwell’s Demon is considered by many to be solved,
either by Bennett’s arguments or by more recent theories. Japanese physicists Takahiro Sagawa
and Masahito Ueda developed a new version of the second law, which they call the Second Law
of Information Thermodynamics, that generalizes the standard Second Law to processes that
include feedback, measurement and erasure of information, valid even in the quantum case. For
example, equation (4) of [17] is
〈W 〉mea + 〈W 〉era ≥ kT IQC, (2.4)
where 〈Wmea〉 is the mean energy cost in performing a measurement and IQC is the quantum-
classical-mutual information, a quantity that “represents a correlation between the measured
quantum system and the measurement outcome” (in Sagawa’s own words [20]) and that reduces
to the Shannon entropy of the measurement in the classical case. Sagawa and Ueda conclude
that neither the measurement or erasure processes have minimal energy costs different than zero,
but their sum do, opposing to what both Szilárd and Landauer said. They call their theory
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Information Thermodynamics because equations like equation (2.4) and others in his thesis treat
thermodynamics quantities (like energies 〈W 〉mea and 〈W 〉era) and information quantities (like
IQC) on equal footing.
2.4 Symmetry Breaking
The discussion about processes B and C of figure 2.3 in section 2.2 revealed that
there is something fundamentally different between them. In this section, we will see clearly
what is this difference.
If a process makes the phase space Γ of a system to break itself into n regions
Γ1,Γ2,. . . ,Γn without superposition (Γi ∩ Γj = ∅ for each and every i , j) that fills the whole
phase space (Γ1 ∪ Γ2 ∪ · · · ∪ Γn = Γ), we say that there is a coexistence of microscopic phases,
because typically each one of these regions is characterized by specific values of one or more
macroscopic physical quantities. For example, in a system of spins, we can have regions of phase
space that are only accessible to the system if its magnetization is positive or negative. Such a
process that prompts the coexistence of macroscopic phases is called a symmetry breaking (or
SB).
The SB is called spontaneous (or SSB) if there is a probability pi that the system
finds itself in Γi after the SB (figure 2.4a) and it is called forced (or FSB) if the system is
definitely found in a certain Γi after the SB, that is, pi = 1 and p j = 0, j , i (figure 2.4b).
In this context, it is easy to see that process B of figure 2.3 is a SSB, since there is
a probability pi = 1/2 that the particle will be trapped at either sides of the box, while process
C is a FSB, as the particle will always be trapped in the right side after it [34]. This begs the
question: since process B is the one that really happens in Szilárd’s Engine, are spontaneous
symmetry breaking processes the mechanism behind energy extraction in Maxwell’s Demon,
Szilárd’s Engine or any other device that seemingly “break” the second law?
If not, there is, at least, a strong correlation between SSBs and energy extraction.
In fact, there is a way to prove that SSBs can lead to energy extraction, based on the extended
fluctuation relation, as was shown in [4].
First, let us understand the original fluctuation theorem, as explained by Crooks [14].
Given a Hamiltonian H (z, λ) that depends on one or more external parameters λ (which is a
vector in the case of more than one external parameter), we can attribute temporal dependence
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Γ ⇒ Γ1, p1 = 0
Γ2, p2 = 1
Γ3, p3 = 0
Γ4, p4 = 0
(b)
Figure 2.4: Schematic representation of the phase space during a (a) spontaneous symmetry
breaking; (b) forced symmmetry breaking.
to λ (i.e., make λ = λ(t)) so as to define protocols that perform processes on the system of
interest. Let λ f (t) be a certain protocol that begins with value λA, with the system initially in
thermal equilibrium at temperature T , and ends with value λB, with the system arbitrarily far
from equilibrium. Let also λr (t) be the time reversed protocol of λ f (t), that begins with value
λB, with the system initially in thermal equilibrium at temperature T , and ends with value λA,
with the system arbitrarily far from equilibrium. The functions λ f (t) and λr (t) are called the
forward and reverse protocols, respectively (see figure 2.5). If the processes defined by these
protocols happen during a time interval of τ, we can say that λr (t) = λ f (τ − t).1
Note that nothing is said about the switching time τ, it can be arbitrarily small or
large. The work during the processes are not deterministic and have probability densities related
to them. If ρ f (W ) is the probability density that the work done to the system in the forward
process is W and ρr (−W ) is probability density that the work done to the system in the reverse
process is −W , then Crooks’ Fluctuation Theorem states that
ρ f (W )e−βW = ρr (−W )e−β∆F, (2.5)
in which β = (kT )−1 and∆F = FB−FA is the variation of free energy between equilibrium states
A e B, that is, the states of thermal equilibrium when the value of λ is λA and λB, respectively.
Equation (2.5) is quite general, considering that the processes do not have to be quasi-static, but
1 Depending on the nature of λ when considering time reversal, we might have λr (t) = −λ f (τ − t), as is the
case for magnetic fields. But this is of no importance to our discussion.





Figure 2.5: Schematic representation of the phase space of the system at the beginning and at the
end of the forward and reverse processes. Circles represent equilibrium states and other shapes
represent states arbitrarily far from equilibrium. λ f (t) takes the system from A, in equilibrium,
to B, far from equilibrium, in a finite time. In the same vein, λr (t) takes the system from B, in
equilibrium, to A, far from equilibrium, in a finite time.
it does not fulfill our purposes because it concerns the whole phase space Γ, while SBs happen
only when there is coexistence of phases, i.e., limited regions of the phase space. This problem
is resolved by the Extended Fluctuation Relation.
The Extended Fluctuation Relation (or Differential Fluctuation Theorem, as the
authors named it) [32] is a more detailed version of the original Fluctuation Theorem by Crooks.
Very recently, it has been experimentally verified [33]. Utilizing the nomenclature already
established for Crooks’ Theorem, let p f (b|a) be the probability that, in the forward process,
the system is in subregion b of the phase space at the end of the process, conditioned that it
was in subregion a at the beginning of the process. Let also pr (a |b) be the probability that, in
the reverse process, the system is in subregion a at the end of the process, conditioned that it
was in subregion b at the beginning of the process (see figure 2.6). Both these probabilities are
determined considering that the final state is arbitrarily far from equilibrium, while the initial
state is a restricted equilibrium, that is, its partition function is calculated only in the subregion
in which it finds itself in, not in the whole phase space.
What we denote by a and b can actually represent the values that two micro-state
functions, a(z) and b(z), assume at the beginning and at the end of the processes. However, in
our case, we can take such functions as indicators of certain subregions (a(z) = 1 if z ∈ Γi and
a(z) = 0 otherwise), and then refer to the subregions themselves as a and b. Subregions a and
b can even be the whole phase space.
Again, no restriction is made on the time it takes for the protocol to be completed.
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Figure 2.6: Schematic representation of the phase space and its subregions at the beginning and
at the end of the forward and reverse processes. Circles represent equilibrium states and other
shapes represent states arbitrarily far from equilibrium. λ f (t) takes the system from A to B in
a finite time, while λr (t) takes the system from B to A in a finite time. There is a probability
p f (b|a) that, in the forward process, the system ends in b, far from equilibrium, considering that
it began in a, in restricted equilibrium. In the same vein, there is a probability pr (a |b) that, in
the reverse process, the system ends in a, far from equilibrium, considering that it began in b, in
restricted equilibrium.
If ρ f (W |a → b) is the probability density that the work done to the system is W in the forward
process, conditioned by the fact that system must be in a at the beginning of the process and in b
by the end of the process, and if ρr (−W |b→ a) is the probability density that the work done to
the system is −W in the reverse process, conditioned by the fact that the system must be in b in
the beginning of the process and in a by the end of the process, then the Extended Fluctuation
Relation states that
ρ f (W |a → b)p f (b|a)e−βW = ρr (−W |b→ a)pr (a |b)e−β∆Fa→b, (2.6)
where ∆Fa→b now represents the variation of free energy defined in restricted equilibrium,
called conformational free energy, which we will soon define. It must be pointed out that this
conformational free energy is not a genuine state function, as it does not take into account
the whole phase space. Nevertheless, it is still useful for energy calculations when there is
coexistence of macroscopic phases. The connection between the Extended Fluctuation Relation
and Crooks’ Fluctuation Theorem is not straightforward and we left it for appendix A.
Now, let us connect all this to spontaneous symmetry breaking. If a → b is a SSB,
we can identify the various quantities in equation (2.6) with quantities related to SB:
• a = Γ e b = Γi, because, in a SB, the system always occupies the whole phase space Γ at
beginning of the process and one of the macroscopic phases Γi at the end of the process;
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• p f (b|a) = pi, because we are considering a spontaneous SB, not a forced one;
• pr (a |b) = 1, because the reverse process will always take the system back to Γ, no matter
the region in phase space the system is in at the end of the forward process;
• ∆Fa→b = ∆Fi = Ffini − F
ini, that is, final free energy minus initial free energy, with the
index i explained in the next items of this list;
• F = −kT log Z e Z =
∫
Γ
e−βH dz, the conventional free energy, with the conventional
partition function Z integrated in the whole phase space Γ;
• Fi = −kT log Zi e Zi =
∫
Γi
e−βH dz, the conformational free energy, with the conforma-
tional partition function integrated only in the subregion Γi that the system finds itself in
at the end of the forward process.
Putting it all into equation (2.6), we have
ρ f (W |Γ → Γi)pie−βW = ρr (−W |Γi → Γ)e−β∆Fi .
Isolating W and omitting explicit mention to the processes involved, we obtain
W = ∆Fi + kT log pi + kT log
(




Multiplying the whole equation by ρ f (W ) e integrating over all possible values of W , we get
〈W 〉SBi =
∫
W ρ f (W )dW = ∆Fi + kT log pi + kT
∫
ρ f (W ) log
(




The last term of equation (2.7) is called the relative entropy of distributions ρ f (W )
and ρr (−W ), or the Kullback-Leibler divergence of the distributions. It is always non-negative
and it is zero only when the distributions are identical, the case of quasi-static processes. The
proof is simple and we left it for appendix B. With equation (B.1), asserting the non-negativity
of relative entropies, applied to ρ f (W ) and ρr (−W ), equation (2.7) gives
〈W 〉SBi ≥ ∆Fi + kT log pi . (2.8)
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We can compare equation (2.8) to a similar result that can be obtained from Crooks’
Fluctuation Theorem, in the absence of SBs. Isolating W in equation (2.5), multiplying ev-
erything by ρ f (W ), integrating over all possible values of W and using equation (B.1), we
get
〈W 〉 ≥ ∆F,
nothing more than a way to state the Second Law of Thermodynamics as it was initially thought:
the work done to the system is always bigger or equal to the system’s free energy difference
between initial and final stages. When applied to cycles (∆F = 0), it is essentially the same
as Kelvin-Planck’s statement of the second law. Note that pi < 1, as it is a probability, then
log pi < 0, the last term of equation (2.8) is negative and the lower bound on the average work
is smaller than the free energy difference.
Now, let us tie all of this with Szilárd’s Engine, exposed in section 2.2. Szilárd’s
Engine has a SSB during its cycle in the form of a barrier insertion, as discussed before. There,
Γ represents the whole box the particle has to wander about before the barrier is inserted, while
Γi, i = 1 or i = 2, represent the two possible sides the particle can get trapped in after the barrier
is inserted, left or right. We also have pi = 1/2, if the barrier is inserted in the exact middle of
the box, as there are equal probabilities for the particle to get trapped at either side. By the same
token, we have Zi = Z/2, as the available space to the particle is reduced in half. With all this
in mind, it is easy to see that ∆Fi = −kT log(Zi/Z ) = kT log 2, exactly canceling the second
term in equation (2.8). If the barrier is inserted quasi-statically, which is true in the operation
of Szilárd’s Engine, then we have the equality in equation (2.8) and the work required for this
particular SB is zero, as we have asserted before. Nevertheless, the SB here is important, as it
halves the phase space of the particle without heat dissipation, allowing for energy extraction
during the expansion phase, as we shall soon see.
To make any conclusions about the energetics of processes like Szilárd’s Engine,
we have to make a true cycle. If symmetry is broken during any step of a protocol, it must be
restored to bring the system back to its initial state. To do that, we need to consider the reverse
of a SB, a symmetry restoration (or SR). In this case, the minimum average work is equal to the
negative of the minimum average work given by equation (2.8),
〈W 〉SR,mini = −〈W 〉
SB,min
i = −∆Fi − kT log pi .
The free energy difference of a process is equal to the negative of the free energy difference of
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the reverse process, then
〈W 〉SRi ≥ ∆Fi − kT log p̃i . (2.9)
where p̃i are the probabilities considered in the reverse of the SR, a SB.
We can make a cycle by breaking the symmetry with a given SB (call it SB1), after
which the system is confined to a region Γi with probability pi, and restoring the symmetry
with a given SR, after which the system is back to the full phase space Γ, through the reverse
of another SB (call it SB2) with probability p̃ij (i refers to Γi while j refers to a region Γj that
the system may be confined after SB2). Since those are probabilities, we must have
∑
i pi = 1
and
∑
j p̃ij = 1. The average energy done on the system per cycle can be obtained by summing
equations (2.8) and (2.9) and summing over all instances i, weighted by their probabilities pi,




pi (〈W 〉SBi + 〈W 〉
SR
i ),










From equation (2.10), it is easy to see that, as long as pi
p̃ii
< 1, the average work done
to the system per cycle 〈W 〉cyc is negative, that is, the system performs work and loses energy.
In the original Szilárd Engine, with the box being divided exactly in half, pi = 1/2 (equal
probabilities for each half) and p̃ii = 1 (the SR is the reverse of process C from figure 2.3, a FSB,
with pi = 1)2 and all the processes are quasi-static, meaning that the equality in equation (2.10) is
secured and we get equation (2.1) yet again. Equation (2.10) is the basis for the success of every
conventional Szilárd Engine, that is, feedback engines working in contact with heat reservoirs
at all times. In conclusion, spontaneous symmetry breaking leads to energy extraction.
There is also a very simple argument as to why symmetry breaking defies the Second
Law of Thermodynamics. If a system suddenly experiences a decrease in its phase space volume
Ω without any other change in the environment, as happens when the system gets confined in a
subregion of phase space due to a SSB, then it is easy to see that the system’s entropy S ∝ logΩ
will also decrease, going directly against Planck’s statement of the second law.
Rather surprisingly, equation (2.8) also gives us the most used mechanism used
today to “exorcise” demons, discussed in section 2.3: Landauer’s Principle. If we consider the
2 There should be no confusion here because, as mentioned in the main text, we must have
∑
j p̃ij = 1 and not∑
i p̃ii = 1. In the case of Szilárd’s original system, we have p̃
1











and p̃21 + p̃
2
2 = 1. In summary, p̃
1
1 = 1 does not imply that p̃
2
2 = 0 and there is no divergence in equation (2.10).
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process of erasing one bit of information (that is, applying the operation RETURN TO ZERO in
a system of two states, ZERO and ONE, with the same energy F0 = F1) as an SR, we have an
energetic cost associated with the process,
〈W 〉i ≥ −kT log p̃i,
and if we do not know what is the initial state, the best we can do is p̃i = 12 . So
〈W 〉era ≥ kT log 2,
the same as equation (2.3).
Fluctuations theorems like Crooks’ theorem, equation (2.5), and the Extended Fluc-
tuation Relation, equation (2.6), in general, assume isothermal processes or, at least, that the
initial state of the system is represented by a Canonical Ensemble. However, not all Szilárd
Engines operate under such conditions, as we will see in the next section.
2.5 Microcanonical Szilárd Engine
The original Szilárd Engine works based on a measurement of the position of the
particle. In this section, we will discuss how it is possible to obtain a sort of a Szilárd Engine
based on a measurement of the energy of the particle. This measurement makes the energy
of the particle well defined, and so we can say that an ensemble of such systems constitute a
Microcanonical Ensemble. Therefore, such systems are calledMicrocanonical Szilárd Engines.
In the end, the goal is the same: to implement a cyclic protocol based on information acquired
from the system to extract energy from a single bath, going against Kelvin-Planck’s statement
of the Second Law of Thermodynamics.
There are two explicit examples of Microcanonical Szilárd Engines in the literature
[36, 37] as far as the author is aware. Both operate in a similar fashion: we begin with a system
connected with a heat bath, in equilibrium. The system and the bath are then separated and a
measurement is made on the system’s energy. The system goes through a cyclical process that
reduces the system’s energy and the connection between the system and the bath is remade,
completing the overall cycle. Here, we will only discuss one of them, the one modeled by
Vaikuntanathan and Jarzynski [37]. They use a specific one-dimensional Hamiltonian and
adiabatic invariance to show that, as long as the protocol implemented depends, in a certain way,
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on the energy measured, we can always extract energy from a particle, and ultimately from the
heat bath that replenishes the particle’s energy. The Hamiltonian is the following:





U (q, λ) = U (q, λL, λR) = q4 −


λLq2 if q ≤ 0;
λRq2 if q ≥ 0,
(2.11)
where z = (q, p) is a point in a two-dimensional phase space Γ of the particle and λ = (λL, λR)
is a point in a two-dimensional parameter space, with λL and λR always non-negative. λL and
λR control the shape of the potential well to the left and to the right of the origin of configuration
space, respectively. If λL is not zero, then we have a local minimum at qL = −
√
λL/2 and if λR
is not zero, we have a local minimum at qL =
√
λR/2, while if neither is zero, we have a local
maximum at the origin. A cycle is defined in this system if we attribute temporal dependence to
λ(t), where t is time, and make sure that λ(τ) = λ(0), where τ is the total time of the process.
Let Ω(E, λ) be the volume of phase space enclosed by the surface H (z, λ) = E, as




Θ(E −H (z, λ)) dz (2.12)







R ) = Ωλ (λL) +Ωλ (λR), (2.13)












1 − x4 dx. Knowing all that, let us implement the following protocol on the
system (see figure 2.7), divided in four steps:
1. Starting from the quartic potential in λ = 0 (the non-perturbed Hamiltonian), λR increases
linearly with time until value Λ and λL does not change, between times t = 0 and t = τ/4;
2. λL increases linearly with time until value Λ and λR does not change, between times
t = τ/4 and t = τ/2;
3. λR decreases linearly with time until value 0 and λL does not change, between times
t = τ/2 and t = 3τ/4;







Figure 2.7: Graphic representation of the protocol λ(t). This protocol exerts a piston-like
pumping effect on the potential of equation (2.11).
4. And finally, λL decreases linearly with time until value 0 and λR does not change, between
times t = 3τ/4 and t = τ, bringing λ back to 0 and finishing the cycle.
In the first step of the protocol, a well is created in the right side of the origin in
configuration space (figure 2.8b) and, depending on the energy of a given particle, its trajectory
might acquire negative energy and the particle gets trapped in thewell. Let E1 be the initial energy
of a particle that ends up with zero energy after the first step and let Σ(E, λ) = Σ(E, λL, λR)
be the surface of constant energy defined by H (z, λ) = E. If the protocol is implemented
quasi-statically, we know, by adiabatic invariance, that a surface of constant energy in phase
space will be mapped into another surface of constant energy in a way as to preserve the volume
enclosed by these surfaces, as discussed in section 1.4. Therefore, if quasi-staticity is secured,
the volume enclosed by Σ(E1, 0, 0) must equal the volume enclosed by Σ(0, 0,Λ) and we can
obtain E1 in terms of Λ with the help of equations (2.13) and (2.14):








In the second step of the protocol, another well is created, now on the left side
(figure 2.8c), and more trajectories acquire negative energy. Let E2 be the initial energy (at
t = 0, not at t = τ/4) of a particle that ends up with zero energy only after the second step. The
volume enclosed by Σ(E2, 0, 0) must equal the volume enclosed by Σ(0,Λ,Λ), that is,
Ω(E2, 0) = Ω(0,Λ,Λ) = 2Ωλ (Λ),








The energy values given by equations (2.15) and (2.16) define three distinct sets of
trajectories in phase space for the non-perturbed Hamiltonian of the beginning and end of the
protocol:
I : 0 < H (z, 0) < E1;
II : E1 < H (z, 0) < E2;
III : E2 < H (z, 0).
(2.17)
From equation (2.17), we can infer that the phase space volume of sets I and II are,
respectively, equal to
ΩI = Ω(E1, 0) and ΩII = Ω(E2, 0) −Ω(E1, 0), (2.18)
and using equation (2.14), it is easy to see that ΩI = ΩII. With these definitions, we can now
analyze what happens with the trajectories as time passes. Figure 2.8 illustrate the process.
q
U (q, 0, 0) t = 0
(a)
q
U (q, 0,Λ) t = τ4
(b)
q
U (q,Λ,Λ) t = τ2
(c)
q
U (q,Λ, 0) t = 3τ4
(d)
q
U (q, 0, 0) t = τ
(e)
Figure 2.8: Graphic representation of the effect the protocol of figure 2.7 has on the potential of
equation (2.11). The blue region represents trajectories of set I while the red region represents
trajectories of set II.
Initially we have the non perturbed potential (figure 2.8a). By the end of the first
step, at t = τ/4, the trajectories of set I (in blue) get trapped on the well created in the right
side (figure 2.8b). After the second step, at t = τ/2, the trajectories of set II (in red) get trapped
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on the well created in the left side (figure 2.8c). Up until this point, the process follows our
definitions of energies E1 and E2 from equations (2.15) and (2.16). Next, at t = 3τ/4, the right
well is destroyed and the trajectories of set I regain positive energies (figure 2.8d). Finally, at
t = τ, the left well is destroyed, returning the potential to its non perturbed form and making the
trajectories of set II regain positive energies (figure 2.8e).
As we can see from figures 2.8a and 2.8e, something unexpected happens during
the process. Due to the piston-like pumping effect that the protocol provokes, sets I and II
effectively change places. Trajectories of set I, that had less energy than trajectories of set II at
t = 0, have more energy than trajectories of set II at t = τ. Trajectories of set I gained energy
while trajectories of set II lost energy. In the authors of [37] own words,
“A useful analogy is provided by imagining a container initially
filled with three layers of a viscous, incompressible fluid, labeled I, II, and III in
vertically ascending order. Two syringes are attached to the bottom of the container.
First, one syringe extracts the lowest layer I of the fluid, bringing layer II to the
bottom of the container. Next, the other syringe extracts layer II. Then the fluid
layers are reinjected in the same order in which they were removed, resulting in the
rearrangement of these layers.”
If Ei and E f are, respectively, the initial and the final energy of an arbitrary trajectory,
and if the protocol of figure 2.7 is implemented quasi-statically, the discussion in this paragraph
and figure 2.8 suggest a relation between them:
Ω(E f , 0, 0) =


Ω(Ei, 0) +ΩII if 0 < Ei < E1;
Ω(Ei, 0) −ΩI if E1 < Ei < E2;
Ω(Ei, 0) if E2 < Ei,
(2.19)














if E1 < Ei < E2;
Ei if E2 < Ei .
(2.20)
We have, then, a way to extract energy from a heat bath: first, we let the system
thermalize with the heat bath of temperature T , and then remove the bath; second, we measure
the initial energy Ei of the system and choose Λ in a way as to make Ei bigger than E1 and
smaller than E2 (from equations (2.15) and (2.16), we see that E1 and E2 depend only on Λ, a
free parameter that we can assign any value to, so this choice can always be made); third, we
implement the protocol described by figure 2.7 and equation (2.20) ensures us that energy of the
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system will decrease, energy that we gain in work; fourth, we let the system thermalize again
with the heat bath, completing a cycle. In summary, energy is extracted from a single heat bath
in a cycle.
There are, however, two apparent problems with equation (2.19).
1. A quick glance at equation (2.19) suggests that the phase space volume of trajectories of
sets I and II are changing, which is somewhat absurd, given that we used these volume’s
invariance to arrive at equation (2.19). Adiabatic invariance seems to not apply at all
times during the evolution.
2. Consider two trajectories, A and B, with initial energies EA and EB respectively, obeying
0 < EB < E1 < EA < E2, and therefore EB < EA. Equation (2.20) says it is possible
that trajectories A and B end the cycle with energies E ′A and E
′












, which can always happen given a suitable choice
of Λ. But that is inconsistent with Liouville’s Theorem (and, consequently, inconsistent
with Hamiltonian dynamics), because that would imply that these two trajectories would
have crossed each other at some time during the cycle. Equation (2.19) suggests that
Σ(E
′
B, 0) encircles Σ(E
′
A, 0). Liouville’s Theorem seems to also not apply at all times
during the evolution.
Indeed, it is pointed out in [38] that Liouville’s Theorem and adiabatic invariance are
the two properties of Hamiltonian systems used to show the impossibility of energy extraction
from a single thermal reservoir. Therefore, it is not surprising that, if our cycle manages to
extract energy, at least one of these two conditions are not met. In [40], the authors show that
the dynamics of trajectories in phase space is much more complicated than expected at finite
times and that not all initial conditions obey equation (2.19), even though most of them do as we
approach the quasi-static regime. Regarding problem 2, in the end, the surface Σ′A occupied by




A, 0) in the quasi-static limit) encircles
the surface Σ′B occupied by trajectories that began the cycle on Σ(EB, 0), as one would expect
from Liouville’s Theorem, but these surfaces are very convoluted loops in phase space and not
surfaces of constant energy. It just so happens that, the longer the switching time τ, the bigger
the overlap between Σ′A and Σ(E
′
A, 0) is and the more initial conditions end up exactly in this
overlap.
Nevertheless, problem 1 still stands, and to understand what is really happening
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during the cycle, we will have to look for conditions that negates the premises of adiabatic
invariance. Between t = τ/4 and t = 3τ/4, there is a local maximum in the potential of
equation (2.11), the origin. It is an unstable equilibrium point with zero energy. Solving
Hamilton’s equations for the frozen Hamiltonian (that is, the time-independent Hamiltonian
obtained by fixing the time) at t = τ/2, using p(0) = 0 and q(0) = ±1 as initial conditions
(another two points with zero energy), we get
q(t) = ±sech(
√













Figure 2.9: Phase space separatrix of equation (2.21), with t as a parameter. It is represented
parameterless by the constant energy surface p2/2 + q4 − q2 = 0.
The functions q(t) and p(t) of equation (2.21) in phase space are displayed in
figure 2.9. This curve is called a separatrix. From equation (2.21), we see that
lim
t→±∞
(q(t), p(t)) = (0, 0),
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or rather, the time it takes for a particle to reach the origin of phase space, beginning its trajectory
at q(0) = ±1 and p(0) = 0, under the frozen Hamiltonian, going forward and backward in time,
is infinite. The period of the separatrix is effectively infinite, and so the condition of slow
change in the Hamiltonian can never be fulfilled. Infinite period is what defines a phase space
separatrix. Adiabatic invariance does not apply and it should be no wonder that any phase space
trajectory of the non-frozen Hamiltonian that crosses this separatrix will have its phase space
volume altered. Changes in phase space volume due to separatrix crossing have been calculated
for arbitrary switching time (more precisely, first and second order corrections in the slowness
parameter dλdt ), but for adiabatic processes the changes are well described by equation (2.19)
[46–48].
Separatrix crossing is essentially what causes the inconsistency pointed out in prob-
lem 1 and what ultimately ensures us energy extraction. As discussed in the end of section 2.4,
sudden shrinkage of phase space volume, as may happen during separatrix crossing, lowers the
system’s entropy S = k logΩ without raising the entropy of the environment, netting a total
decrease of entropy and allowing for energy extraction from a single heat bath in cyclic process.
We have here, then, a strong argument for asserting that separatrix crossing constitutes a kind
of spontaneous symmetry breaking. Not a SSB caused directly by an external agent like in the
conventional Szilárd engine, but a SSB caused by the natural evolution of a time-dependent
system. The external agent still acts indirectly, creating separatrices through the variation of
external parameters.
It is worth mentioning here that the authors of [37] show, through Landauer’s
principle, that any energy gained during the cycle must be spent to erase the information
gathered in the measurement process. They also show that the more accurate the measurement
is, the more energy can be extracted, but also the more energy the erasure procedure requires.




In this chapter, we will introduce our model of a two-dimensional Microcanonical
Szilárd Engine (or 2DMSE), in contrast to the one-dimensional model, discussed in section 2.5.
There are many nuances introduced by extra dimensions, like the possibility of chaos in frozen
Hamiltonians, that greatly complicate the understanding of the problem. However, extensions to
more dimensions are necessary for a generalization of the results, and a single extra dimension
can already give us more insight as to what complications arise. In the end, the goal is the same:
to extract energy from a single thermal bath in a cyclic protocol.
3.1 The 2DMSE Hamiltonian

















where QS stands for quartic system, z = (x, y, px, py) is a point in four-dimensional phase space
and a is an always positive external parameter. The first two terms represent the standard kinetic
energy for a particle with two degrees of freedom, while the last two terms form a potential well.
When a = 1, the last two terms can be combined in a single term (x
2+y2)2
4 and we have a central
potential, which in turn means that the Poisson Bracket {HQS, L} between the QS Hamiltonian
and the angular momentum L is zero. Therefore, angular momentum serves as a second constant
of motion (the first is the energy) and the system is integrable and not ergodic. On the other
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hand, for 0 < a < 1, the system has only one constant of motion and is not integrable. In
addition to that, for low values of a, like a = 0.1, the system can be considered ergodic for all
practical purposes.
All of this can not be visualized through phase space dynamics, as we have here
a four-dimensional phase space. However, for time-independent Hamiltonians, we know that
energy is a constant, so the four variables x, y, px and py are linked and we can determine
one of them as a function of the other three. Thus, the trajectory can be represented in a
three-dimensional space, described by the three free variables. Now, if we consider a plane in
this three-dimensional space, we know that this plane will divide the space into two subspaces
S1 and S2, one in each side of the plane. Collecting all points of intersection between the
trajectory and the plane in which the trajectory goes from S1 to S2, we will have a unequivocal
two-dimensional representation of the movement. This two-dimensional representation of a
four-dimensional phase space is called a Poincaré section. For example, we can useH (z) = E,
E being the energy of the trajectory, to write py = py (E, x, y, px) and we can choose the plane
y = 0, and so the points in this plane in which py > 0 is a Poincaré section of the trajectory.
It is worth mentioning that the Poincaré section is, in a sense, the reduced phase space of a
system. Successive intersections of a real trajectory with the Poincaré section are obtained by
canonical transformations from Hamilton equation (in other words, the dynamics of points in
the Poincaré section, determined by the Poincaré map) and thus the Poincaré section has all of
the characteristics of the original phase space.
Figure 3.1 shows three Poincaré sections for the QS Hamiltonian. The first one, for
a = 1 (figure 3.1a), displays complete regular behavior, as all trajectories are periodic and have
constant angular momentum. There is a clear division between trajectories with positive angular
momentum (in this case, with x > 0) and trajectories with negative angular momentum (x < 0).
In the second Poincaré section, for a = 0.5 (figure 3.1b), we have a mixture of regular and
irregular behavior: some trajectories are periodic, as can be seen in the four lobes with circular
shapes, and some are not periodic, concentrated in the middle of the figure. The very clear
separation between two regimes (periodic and non-periodic) in the same phase space suggests
that there might be separatrices here, even if their form or equation are not exactly known. The
third and last section, for a = 0.1 (figure 3.1c), displays approximately ergodic behavior, as all
of the points are well distributed over the the entire surface.
In order to extract energy in a cycle using the QS Hamiltonian as a basis, we need to
























(c) a = 0.1
Figure 3.1: Poincaré sections for the QS Hamiltonian of equation (3.1) in the plane y = 0 for
py > 0 with E = 0.5. These sections were obtained with the use of a sympletic numerical
integrator [41], with 100 initial conditions and an elapsed time τ = 1000. Figures 3.1a and 3.1b
do not respect the reflection symmetry in the px axis, present in theHamiltonian of equation (3.1),
because we did not use symmetrical initial conditions.
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add a term to equation (3.1) proportional to the angularmomentum L = x py − y px andmake use
of the separation between trajectories with positive and negative angular momentum displayed
in figure 3.1a. The Hamiltonian we will use to model the two-dimensional Microcanonical
Szilárd Engine is




















This Hamiltonian will be called the Two-Dimensional Microcanonical Szilárd Engine (or
2DMSE) Hamiltonian. Even with this newly added term, when a = 1, this Hamiltonian
still has vanishing Poisson Bracket with L, and so L is a constant of motion for any b.
3.2 The Cycle
Right now, we want to construct a cyclic protocol for the external parameters a and
b of equation (3.2), in such a way that the energy of an initial condition, evolving under the
2DMSE Hamiltonian, decreases. We will achieve that by relying on a measurement of angular
momentum. The cycle is
1. Starting with a = 0.1 and b = 0, in an ergodic regime, a increases linearly with time until
it reaches a = 1 and b does not change, between times t = 0 and t = τ/4;
2. A measurement of the angular momentum L of the trajectory is made. Then, between
times t = τ/4 and t = τ/2, a does not change and, if L > 0, b decreases linearly with
time until it reaches b = −bM , else if L < 0, b increases linearly with time until it reaches
b = bM , with bM > 0;
3. And finally, a decreases linearly with time from a = 1 to a = 0.1 and simultaneously b
returns to its original value, 0, either from bM or −bM , finishing the cycle (see figure 3.2).
To apply the adiabatic theorem, we need to implement this cycle quasi-statically, and
for that we need to make sure that the switching time τ of the cycle is much greater than a natural
time scale of the system. One way to find out a natural time scale of this system is the following:
starting with a microcanonical ensemble of the system described by the QS Hamiltonian with
a = 0.1, we let a vary a little bit. The microcanonical ensemble being an equilibrium ensemble,
we expect that ensembles averages of time independent dynamical variables are also constant in







L < 0L > 0
Figure 3.2: Graphic representation of the protocols a(t) and b(t). After a measurement of the
angular momentum L of the trajectory when a = 1 and b = 0, we have two possible protocols:
the one on the left for L > 0 and the one on the right for L < 0.
time. However, a tiny variation in an external parameter of the system during a short amount of
time will disrupt this equilibrium, and averages of dynamical variables will vary with time until
the system reaches equilibrium again. The time it takes for the system to reach equilibrium after
a tiny change in an external parameter can be considered a natural time scale of the system. We
have done this with the QS Hamiltonian and the result is shown in figure 3.3. We can see that
the system relaxes back to equilibrium in less than 100 units of simulation time, and so we will
take τR = 102 to be the natural time scale of this particular system.
Let us investigate what happens to the energy of a trajectory during every step of
the protocol, when the cycle in figure 3.2 is implemented quasi-statically. The calculations of
all relevant phase space volumes will be left to appendix C.
3.2.1 Step 1
During the first step of the protocol, b = 0 at all times, while a raises from 0.1 to
1. The system goes from an ergodic state to a integrable one. Denote by Ω(E, a, b) the phase
space volume enclosed by the surface H (z, a, b) = E. If E1 is the energy of a trajectory at the
beginning of this step and E2 is the energy of this same trajectory at the end of this step, and
if adiabatic invariance holds true to the quasi-static evolution of this protocol, we know that (as
discussed in section 1.4)
Ω(E1, 0.1, 0) = Ω(E2, 1, 0) (3.3)












Figure 3.3: Ensemble averages of kinetic and potential energies, the first two terms and the
last two terms in equation (3.1), respectively. We sampled 106 initial conditions of the QS
Hamiltonian with E = 0.5 and a = 0.1. We evolved this microcanonical ensemble with a
sympletic numerical integrator [41] for 500 units of time, suddenly changed a from 0.1 to
0.12 and then let the system evolve for 500 more units of time. The initial oscillation of the
dynamical variables comes from the fact that our sampling does not exactly replicate a bona-fide
microcanonical ensemble, but the natural evolution of the system relaxes it to a microcanonical
ensemble in less than 50 units of time.
It should be iterated, however, that we can give no assurance to the validity of this
relation, as the Ergodic Adiabatic Theorem, presented in section 1.4, requires ergodicity to be
on effect at all times of the evolution. We saw from figure 3.1 that this is not the case here.
We can, however, test equation equation (3.3). With help from equations (C.5) and (C.10), the































is the incomplete elliptic integral of the first kind and f (0.1) ≈ 3.1. Using a sympletic
numerical integrator [41], we sampled 106 initial conditions with energy E1 = 0.5 and evolved
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them by the 2DMSE Hamiltonian with b = 0 and a increasing linearly from 0.1 to 1 in an
elapsed time τ = 103τR. The average energy of this system after the evolution was 0.789622,
in excellent agreement with the expected value 0.787048 from equation (3.4), with less than
1% deviation, which seems to indicate that equation (3.3) is not far from the truth. Figure 3.4
shows a histogram of energies after this evolution, while figure 3.5 shows a histogram of angular
momentums.











Figure 3.4: Histogram of energies E after the first step of the cycle, where ρ(E) is the energy
distribution obtained from simulations. We sampled 106 microcanonical initial conditions with
energy E = 0.5 and evolved them by the first step of the protocol using the sympletic integrator
of [41] in a simulation time of τ = 103τR. Simulations with different switching times τ were
conducted, but the general outline of the histograms are always the same. The blue line represents
the expected energy value from the adiabatic theorem. Of course, the exact energy value of each
trajectory after the evolution may not be close to the expected value, and that may be because
this process is not perfectly adiabatic, as that would require τ → ∞.
When the evolution is truly adiabatic, the energy distribution is aDiracDelta function
centered at E2, while the angular momentum distribution ρ(L |E) for possible values of angular











L − (xpy − ypx)
)
dz, (3.5)
i.e., summing all the trajectories with angular momentum L, weighted by the microcanonical
distribution ρmic(z, a) given by equation (1.6). It is not hard to show that L has a maximum and
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Figure 3.5: Histogram of angular momentum L after the first step of the cycle, where ρ(L) is
the angular momentum distribution obtained from simulations. The blue curve represents the
expected angular momentum distribution from the adiabatic theorem, equation (3.5) for E = E2,
obtained by numerical integration. As discussed before, there is a range of angular momentum
values out of which the distribution is zero, defined by the maximum and minimum value given
in equation (3.6).







and so this distribution should be zero for values outside the range −Lmax < L < Lmax. Though
it must be stated that, since our evolution is not truly adiabatic (as it is carried out at a finite
time, as all numerical computations are), we cannot expect the energy distribution to be a delta
function (and, indeed, for finite but long time, the energy distribution evolves with a diffusion
equation [50]) and the angular momentum distribution to be exactly equation (3.5), as we can
see in figures 3.4 and 3.5
Even though the average energy agrees with the expected theoretical value, the
angular momentum distribution obtained from simulations deviates a lot from the expected
distribution, which might be a sign of separatrix crossing invalidating the adiabatic theorem.
As discussed before, there are traces of a possible separatrix in figure 3.1b, and since we are
looking for ways to brake symmetry, that is a good thing.
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3.2.2 Step 2
During the second step of the protocol, a = 1 at all times, while b increases
(decreases) from 0 to bM (−bM). This means that the system is integrable at all times, and so
we cannot use the ergodic adiabatic theorem (even though adiabatic invariance with additional
constants of motion have been considered [51]). However, there is a much simpler way to predict
how the energy will change in this step. Suppose our Hamiltonian can be written as
H (z, λ) = H0(z) + g(α, λ),
where g is a generic differentiable function, α = α(z) is a constant of motion for the Hamiltonian
H0 (and, by extension, a constant of motion for H ) and time dependence may be introduced




















where∇λ is the gradient operation with respect to λ and the last step was obtained using dαdt = 0,




∇λg(α, λ) · dλ = g(α, λ2) − g(α, λ1),
and the energy difference only depends on how g changes through the variation of λ(t).
In our specific case, α is the angular momentum L,H0 is the QS Hamiltonian with
a = 1 (a Hamiltonian that conserves angular momentum), λ = b and g(α, λ) = bL. If the energy
of a trajectory at the beginning of step 2 is E2 and at the end is E3, their difference is
E3 − E2 = L∆b =


−LbM if L > 0
LbM if L < 0
,
or, more succinctly,
E3 = E2 − |L |bM, (3.7)
and the energy of every trajectory always decreases after this step. Equation (3.7) is true even
when the evolution is not quasi-static, it is valid for any switching time τ. Of course, now it is
clear why we set up our cycle like in figure 3.2: using the information acquired from the angular
momentum measurement, we can make sure that all trajectories will lose energy during this
step, and the bigger the angular momentum, the more energy the trajectory loses. All that is left
now is to finish the cycle.
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3.2.3 Step 3
The third step of the protocol has a and b varying simultaneously: while a decreases
from 1 to 0.1, b decreases(increases) from bM(−bM) to 0. The system goes from an integrable
state to an ergodic one. If E3 is the energy of a trajectory at the beginning of the third step and
E4 is the energy of this same trajectory at the end of this same step, we suppose that
Ω(E3, 1,±bM ) = Ω(E4, 0.1, 0), (3.8)














We avoided doing a square cycle, by decreasing a and and increasing(decreasing) b
separately, because it can be shown that deviations from adiabatic invariance always increases
the phase space volume of a surface of constant energy [44, 45, 50]. A step where b goes back
to zero while a = 0.1 will always increase the energy of every trajectory. Moreover, we do
not have access to the analytical expression for Ω(E, 0.1,±bM ), so we can not make predictions
about any process that passes by the points (a, b) = (0.1,±bM ) in parameter space.
This step concludes the cycle. We now have all that is needed to discuss how this
two-dimensional Microcanonical Szilárd Engine works.
3.3 Energy Extraction
Using equations (3.4), (3.7) and (3.9), for energies E2, E3 and E4 respectively, we
can write the total energy variation ∆E = E4 − E1 in the cycle, as a function of the initial energy
E1, the angular momentum L measured at step 2 and bM




































This complicated expression should not interfere with our understanding of the
problem. In practice, an application of the cycle described in section 3.2 should start with
the system in contact with a heat bath, followed by a dissociation between the system and the
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bath, a measurement of the initial energy E1, a variation of the parameters like in figure 3.2
and a reconnection with the heat bath. That would leave us with only one free variable in
equation (3.10), bM , that we could independently choose for every E1 and L measured and
enforce ∆E < 0. This mirrors what the authors of [37] did, as explained in section 2.5, and
grant us energy extraction in the presence of a single heat bath for every initial condition. Be
that as it may, the complexity of equation (3.10) excludes the possibility of finding a closed
expression of bM as a function of E1 and L, even if numerical solutions can always be found.
Not only that, but this implementation of the cycle would require a more precise measurement
of the angular momentum (differently from what we considered initially, where only the sign
of the angular momentum mattered) and an extra measurement, a measurement of the initial
energy, which in turns means more information acquired and, ultimately, more energy lost in
the act of erasing that information, as per Landauer’s principle. For that reason, we will offer
here a more naive analysis, where only a measurement of the sign of the angular momentum is
made and we want to extract energy on average. It could be argued that this would not be a real
Microcanonical Szilárd engine then, as there is no measurement of the energy to collapse the
initial ensemble into a microcanonical ensemble, but the specifics of our cycle, like the angular
momentum distributions, still assume a microcanonical ensemble.
Figure 3.6 shows plots of ∆E versus L, for a few values of E1 and bM . From
figure 3.6a, we see that, for E1 = 0.1, most of the trajectories gain energy during the cycle.
That is because a small enough value of E1 gives us small value of E2 (equation (3.4)), which
in turn gives us a small value for the maximum possible angular momentum in to be measured
in step 2 of the cycle, defined by equation (3.6). The smaller the values of angular momentum,
the smaller the decrease in energy in step 2 (equation (3.7)), our primary way of decreasing the
energy of trajectories. If we start with a microcanonical ensemble of small enough energy, the
average energy variation at the end of the cycle would be higher than zero, as the integral of
the curve is positive.1 However, at some critical initial energy value E∗1 (bM ), the trajectories
with higher angular momentum compensate the lower ones, at which point the average energy
variation is zero. Above E∗1 , the average energy variation is negative, like for E1 = 1 or 2,
implying energy extraction in an ensemble of realizations. Higher values for E1 will net us even
1 It may not be that straightforward to check the average energy at the end of the cycle, as that would be
〈∆E〉(E1, bM ) =
∫
∆E(E1, L, bM )ρ(L |E2)dL, where the distribution ρ(L |E2) is given by equation (3.5). But, as
can be seen from figure 3.5, this distribution is typically flat for the allowed values of angular momentum, so much
so that they can be well approximated by a constant distribution, and so the averages can be estimated solely from
plots like in figure 3.6.
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(a) bM = 1 and E1 = 0.1, 1 or 2
(b) E1 = 1 and bM = 0.5, 1 or 1.5
Figure 3.6: Plots depicting the energy variation within the cycle versus the angular momentum
measured in step 2, obtained for a few values of E1 and bM in equation (3.10). (a) For the same
bM = 1, we plotted the energy variation for three values of E1: 0.1, 1 and 2. (b) For the same
E1 = 1, we plotted the energy variation for three values of bM : 0.5, 1 and 1.5.
higher energy extraction.
Similarly, from figure 3.6b, we can see that, for bM = 1.5, again, most of the
trajectories gain energy during the cycle. That is because a high enough value of bM makes most
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of the trajectories gain more energy in step 3 than they lost in step 2, despite a higher value of
bM resulting in higher energy losses in step 2, as seen in equation (3.7). Only trajectories in the
far end of the angular momentum spectrum have a negative energy variation. So a high enough
value of bM gives us a positive average energy variation. However, at some critical value of
bM = b∗M (E1), the energy variation of the trajectories with higher angular momentum exactly
compensate the energy variation of the trajectories with lower angular momentum, at which
point the average energy variation is zero. Below b∗M , the average energy variation is negative,
like for bM = 1 or 0.5, once again implying energy extraction in an ensemble of realizations.
Though, differently from the analysis of different values of E1 in the last paragraph, we know
that for bM = 0, the energy variation for every trajectory is zero. There exists a value of bM
between 0 and b∗M whose average energy variation is the lowest possible.
To test this analysis, we sampled 105 initial conditions with E1 = 1 and imple-
mented the cycle of section 3.2 with bM = 1 using the sympletic numerical integrator of [41], in
τ = 103τR units of simulation time. A plot of the energy variation versus the angular momentum
measured for each initial condition can be found in figure 3.7, along with the theoretical curve.
Even though there is no complete agreement between the theoretical prediction and the simu-
lation data, we can see that the majority of points lies around a similar curve to the theoretical
curve. These points present positive energy variation for low values of angular momentum and
negative energy variation for high values of angular momentum. There are also points that do
not resemble the theoretical curve at all, forming a secondary curve that lies entirely below the
L axis, giving us initial conditions that lose energy during the cycle and that did not fit into
our predictions. The theoretical average energy variation of 〈∆E〉the = −0.537663 differs wildly
from the simulation average of 〈∆E〉sim = −0.195545, but we still have a negative average en-
ergy with similarities to our theoretical model. The standard deviation of the simulation energy
values to the simulation average energy is σsim
∆E = 0.202496, a value higher than |〈∆E〉
sim | itself,
but that is expected: our energy variation distribution is not uniform, but heavily dependent on
the angular momentum measurement.
The average energies considered here are microcanonical averages, obtained by
calculating the arithmetic mean of the energy variations. However, to obtain the real average
energy extracted in an experiment, one would have to calculate the canonical average, including
the Boltzmann weight in the sum, as the phase space distribution of the system when in contact
with the heat bath is a canonical distribution and each realization of the cycle would give a
CHAPTER 3. TWO-DIMENSIONAL MICROCANONICAL SZILÁRD ENGINE 62
different energy value with probability given by the Boltzmann weight.
Figure 3.7: Comparison of the theoretical prediction from equation (3.10) and the data obtained
from simulations for E1 = 1 and bM = 1. In red, we have the energy variation versus angular
momentum measured curve obtained by use the adiabatic theorem and in blue we have the 105
initial conditions sampled, with higher density of points represented by darker shades of blue.
The two main reasons for the discrepancy between theory and simulation are the
two ways in which ergodic adiabatic invariance might not apply to this specific cycle, even if the
evolution is quasi-static.
1. Same as the Microcanonical Szilárd Engine presented in section 2.5, the conditions of
switching time much greater than a natural time scale of the system might not apply at
all times because there may be separatrices present in phase space during the evolution.
Separatrices for the 2DMSE Hamiltonian may be much harder to find though, differently
from the closed form separatrix we have in the case for the Hamiltonian used in [37];
2. Apart from very few instances, the evolution is not ergodic, disrespecting the other
necessary condition needed for the Ergodic Adiabatic Theorem to hold true.
Despite these issues, the Ergodic Adiabatic Theorem is best tool we had for such an
analysis. All in all, the simulations carried out show that it is possible to extract energy from
CHAPTER 3. TWO-DIMENSIONAL MICROCANONICAL SZILÁRD ENGINE 63
a single heat bath in a cycle using a more complex system than what is found in the literature,
constituting this system as a legitimate Maxwell Demon, which is what we set out to achieve.
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Conclusions
In the present work, we studied a few systems that are in apparent contradiction to the
Second Law of Thermodynamics. We analyzed what is considered to be the main mechanism
responsible for energy extraction from a single thermal reservoir in a cycle: spontaneous sym-
metry breaking. We also introduced our very own two-dimensional model of a Microcanonical
Szilárd Engine, with similar features to paradigmatic examples. These features are: the use
of information and the presence of phase space separatrices. Our system, considerably more
complex than the others in the literature, was constructed with the intention of providing an
example that consolidates the notion that symmetry breaking is the real mechanism present in
every Szilárd Engine, be it canonical, microcanonical or any other version invented.
A possible issue with the typical setup of aMicrocanonical Szilárd Engine is the step
of rethermalization at the end of the cycle, something we have never seen discussed, as far as our
knowledge reaches. The act of reconnecting the thermal bath to the system of interest inevitably
increases the entropy of the universe, and this increase could very well compensate the decrease
of entropy that happens during the rest of the cycle, netting a non-negative entropy variation. If
that is the case, then Planck’s formulation of the second law is not violated. Nevertheless, this
rethermalization does not involve any form of work, and so we are still turning heat into work
in a cycle, going against the Kelvin-Planck formulation of the second law. This disagreement
between two second law formulations is a strange one, and it might give place to a much more
fundamental analysis of the reconnection part of the cycle.
An open question that we did not address would be how to rescue the second law
from the “demon”, in our example. The authors of reference [37] offered a solution in their
example, based on Landauer’s Principle. However, since our model is not completely analogous
to theirs, the solution here might not be the same.
Symmetry breaking, in the context of our system, may express itself in two ways.
1. Wehave a symmetry breaking similar to the one that happens in the original Szilárd Engine,
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where the protocol to be followed depends in form on where the particle is measured to
be. The simple act of measuring instantaneously reduces the phase space of the system,
disrespecting Liouville’s Theorem and reducing the entropy without heat dissipation. In
our case, this happens as well, but in the phase space of figure 3.1a. Trajectories with
positive angular momentum follow a different protocol than those with negative angular
momentum.
2. We also have a symmetry breaking similar to the one that happens in the Microcanonical
Szilárd Engine presented in section 2.5 [37], where the protocol to be followed depends
numerically on the energy measured. The manipulation of external parameters cause
separatrices to appear and when trajectories cross such separatrices, their phase space
volume change, disrespecting the Adiabatic Theorem and possibly reducing the entropy
without heat dissipation. This also happens in our case, if we use equation (3.10) to
determine a fine value of bM to decrease the energy of a trajectory.
The two theorems considered, Liouvilles’s Theorem and the Adiabatic Theorem,
are the theorems often used to “prove” the impossibility of energy extraction from a single heat
bath in a cycle [38], and it is no wonder that symmetry breaking might be connected to the
invalidity of these theorems. Whatever the symmetry breaking considered, the model presented
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Appendix A
Derivation of Crooks’ Theorem from the
Extended Fluctuation Relation
In this appendix, we show how to obtain Crooks’ Fluctuation Theorem, equa-
tion (2.5), from the Extended Fluctuation Relation, equation (2.6), which reads
ρ f (W |a → b)p f (b|a)e−βW = ρr (−W |b→ a)pr (a |b)e−β∆Fa→b . (A.1)





where Za (λA) =
∫
a e
−βH (z,λA)dz and Zb(λB) =
∫
b e
−βH (z,λB)dz are the conformational partition
functions, and we make explicit mention to the value the external parameters λ take in each









where Z (λ) =
∫
Γ
e−βH (z,λ)dz is the proper partition function, integrated in the whole phase
space Γ. We can identify Za (λA)Z (λA) as the probability PA(a) of finding the system in a when λ = λA
and Zb (λB)Z (λB) as the probability PB (b) of finding the system in b when λ = λB. Probabilities
PA(a) and PB (b) are independent of the chosen protocol. Also, Z (λB)Z (λA) = e
−β∆F , where ∆F is





Substituting equation (A.4) in equation (A.1) and rearranging it, we get
ρ f (W |a → b)p f (b|a)PA(a)e−βW = ρr (−W |b→ a)pr (a |b)PB (b)e−β∆F, (A.5)
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and we are now ready to make the connection to Crooks’ Theorem. Summing equation (A.5)
for all values of a and b, we can identify quantities of Crooks’ Theorem to sums of quantities of
the Extended Fluctuation Relation.
ρ f (W ) =
∑
a,b
ρ f (W |a → b)p f (b|a)PA(a),
ρr (−W ) =
∑
a,b
ρr (−W |b→ a)pr (a |b)PB (b)
and, finally,
ρ f (W )e−βW = ρr (−W )e−β∆F . (A.6)
Equation (A.6) is the same as equation (2.5), the goal of this appendix. We see that the Extended
Fluctuation Relation is a more general version of Crooks’ Fluctuation Theorem.
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Appendix B
Non-negativity of the relative entropy
In this appendix, we show the non-negativity of the relative entropy between two
distributions, introduced in section 2.4. Starting with the function




it is trivial to show by methods of differential calculus that f (x) has a global minimum at x = 1
and that f (1) = 0. So f (x) ≥ 0,
log x ≥ 1 −
1
x
and the equality only holds when x = 1. Setting x = ρ1(y)ρ2(y) , where ρ1(y) and ρ2(y) are


















(ρ1 − ρ2) dy.
Since, by assumption, the distributions are normalized,
∫






dy ≥ 0, (B.1)
where the last step follows from normalization and the equality holds if and only if ρ1 = ρ2.
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Appendix C
Phase Space Volumes
In this appendix, we will carry out the calculations of phase volumes of the 2DMSE
Hamiltonian of equation (3.2),















+ b(xpy − ypx).
The phase space volume occupied by trajectories with energy smaller or equal to E
was given in equation (1.17),
Ω(E, a, b) =
∫
Θ(E −H (x, y, px, py))dxdydpxdpy . (C.1)
The integral in equation (C.1) cannot be solved for any a and b, but it can be solved
in specific cases.
When b = 0, we have















































2H cos ϕ cosψ;
py =
√
2H sin ϕ cosψ;
where
0 < H < ∞, 0 < ψ <
π
2
, 0 < θ <
1
2
cos−1 a and 0 < ϕ < 2π.
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The Jacobian of this transformation is
J (H , ψ, θ, ϕ) =
√
H
2 cos 2θ(cos 2θ − a)
cosψ, (C.3)
so equation (C.1) can be written as
Ω(E, a, 0) = 8
∫
Θ(E −H )J (H , ψ, θ, ϕ)dH dψdθdϕ,
where the multiplicative factor 8 appears because the variation of the variable θ from 0 to
1
2 cos
−1 a does not cover the full phase space, but only an eighth of it.














2 cos 2θ(cos 2θ − a)
cosψ dH dψdθdϕ,




















The integrals in ϕ, ψ andH are trivial.











cos 2θ(cos 2θ − a)
dθ. (C.4)
Denoting θ0 = 12 cos
−1 a, we can write the integral in equation (C.4) as a function of
an elliptic integral, after two substitutions. First, defining u = tan θ, we have du = sec2 θdθ =
(u2 + 1)dθ and cos 2θ = cos2 θ − sin2 θ = 1−u
2
1+u2 .

































And second, defining φ = sin−1 u, we have dφ = du√
1−u2
and u2 = sin2 φ. Denoting

























1 − 1+a1−a sin
2 φ
]1/2 .
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1 − k2 sin2 φ
)1/2 ,
the phase space volume for b = 0 is


















Now, for a = 1,











+ b(xpy − ypx). (C.6)
The Theta function in equation (C.1) restrains the integral limits to E−H > 0. That
can be written as a limit to px:
by −
√
















The integral in px is easily solvable:




2Epx (E, x, y, py)dxdydpy . (C.7)
Now, for the integral in py. The condition Epx > 0 gives us
−bx −
√
















With a change of variables p′ = py + bx, equation (C.7) can be written as














and the integral in p′ can be solved with a trigonometric substitution p′ =
√
2Epy sin ϕ. The
result is
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Transforming to polar coordinates, the condition Epy > 0 gives









b4 + 4E is the only real and positive root of Epy and we know the volume is finite,
therefore this root must be the upper limit. Equation (C.8) becomes














Both integrals are trivial. The phase space volume for a = 1 is











We need to make sure that both results agree, i.e., that equation (C.5) with a = 1 is





















we can indeed see that both results agree and that the phase space volume for a = 1 and b = 0 is
Ω(E, 1, 0) =
8π2
3
E3/2. (C.10)
