In this paper we have derived explicitly computable bounds on the error in energy norm for the nonlinear Poisson-Boltzmann equation. Together with the computable bounds, we have also obtained efficient error indicators which can serve as a basis for a reliable adaptive finite element algorithm.
Introduction
Biomolecular electrostatics plays an important role in the analysis of the molecular structure of biological macromolecules such as proteins, RNA or DNA [18, 36, 19] . When modeling various electrostatic effects, a commonly accepted and widely used approach is based on solving the nonlinear Poisson Boltzmann equation (PBE) . Applications include computations of the electrostatic potential of biomolecules in solution, the encounter rate coefficient, free energy of association in conjunction with its salt dependence, or pKa values of such molecules. Biomolecular association, e.g., the association of ligand and proteins, depends in a complex manner on the shape of the molecules and their electrostatic fields. Therefore, predictions by mathematical models have to take into account both shape and charge distribution effects, cf. [11] .
The Poisson-Boltzmann equation introduced by Gouy [12] and Chapman [7] describes the electrochemical potential of ions in the diffuse layer caused by a charged solid that comes into contact with an ionic solution, creating a layer of surface charges and counterions in the form of a double layer. The model accounts for the thermal motion of ions that behave as point charges. It has been generalized by Debye and Huckel to provide a theory for the electrostatic interaction of ions in electrolyte solutions [27] .
Simple-shape molecular models, e.g., electrostatic models for globular proteins as used in [17] , had been replaced in the early 1980s by models based on more complex geometries. This development was driven by the progress of finite element (FE), boundary element (BE), and finite difference (FD) methods for solving nonlinear partial differential equations (PDE), see e.g. [1] . Numerous software packages for the simulation of biomolecular electrostatic effects that are presently available, such as APBS, CHARMM, DelPhi and UHBD, reflect the popularity and success of the PBE model.
Major advances in the quality of the numerical solution of the PBE regarding accuracy and efficiency are due to proper regularization and mesh adaptation techniques, see, e.g., [24, 23, 25] . Adaptive FE methods exploit error indicators, which must be reliable and efficient in that upon multiplication by constants of the same order they provide bounds for the actual error from above and below. Efficient error indicators can be constructed by different methods closely related to different approaches to the a posteriori error estimation problem. In this context, we mention residual based methods, goal-oriented methods, methods based on post-processing of numerical solutions (e.g., averaging or equilibration), and functional type methods. The latter have been developed in the framework of duality theory for convex variational problems [15, 31, 30] . They provide estimates that generate guaranteed tight bounds on the distance to the exact solution valid for the whole class of energy admissible functions (see, e.g., [29] ). These estimates contain neither mesh dependent constants nor do they rely on any special conditions or assumptions on the exact solution (e.g., higher regularity) or approximation (e.g., Galerkin orthogonality), which means that they are fully computable. For these reasons, they are very convenient to use and the error analysis presented in this paper is based upon this approach.
The present paper is a continuation of a recent work by the authors ( [21] ) and is devoted to adaptive modeling of electrostatic interactions of biomolecules. We use two test systems on which the theoretical findings are demonstrated. The first system consists of two chromophores Alexa 488 and Alexa 594 ( Figure 1 ). These chromophores are frequently used for protein labeling in biophysical experiments. Here we are interested in calculating the electrostatic interaction between them. The interaction of the dyes, especially the charged ones, such as in our case, influences their conformational states and orientations, that impacts results of the FRET (Förster Resonance Energy Transfer) experiment. Thus, interpretation and prediction of the experimental results depends on detailed understanding of the chromophores dynamics. The second test is performed on an insulin protein with a PDB ID 1RWE. This is a small protein that functions in the hormonal control of metabolism [35] . Because of its mportance in the treatment of diabetes mellitus, this protein has attracted attention as a target of protein engineering. In recent years analogues have gained widespread clinical acceptance [2] . Despite such empirical success, how insulin binds to the insulin receptor is not well understood. The important contribution to the binding may come from electrostatic interactions between two molecules. The Poisson-Boltzmann equation can be used to calculate the electrostatic surface of insulin, which would help to determine the binding sites. Then, the distribution of the electrostatic potential around the protein can be used in simulations of binding dynamics. Typically, the exact solution of such problems behaves very differently in different parts of the domain and it is often impossible to a priori locate the zones with complicated behavior (e.g., high gradients, oscillations, singularities, etc.). Therefore, a crucial component in this approach is mesh adaptation, which requires robust and efficient error indicators.
The main contribution of this work is to develop error control methods that allow for a fully reliable mathematical modeling of the class of problems in question. The paper is organized as follows. In Section 2 a class of nonlinear interface problems describing the electrostatic potential of biomolecules is presented. The general problem, which is governed by the nonlinear PBE, is first posed in a classical form, discussing also different regularization techniques based on two-and three-term splittings, and then in a variational form. Section 3 focuses on the derivation of error majorants and minorants for the individual components of the solution that appear in the different splittings leading to reliable and fully computable a posteriori estimates as well as efficient and robust indicators for the overall error. Near best approximation results are also proven in Section 3 for different regularization techniques. Finally, in Section 4, theoretical discussions are complemented by extensive numerical tests that demonstrate the reliability of the presented methods. 2 Problem formulation
Classical form of the problem
In this paper we consider an interface problem describing the electrostatic potential in a system consisting of a (macro)molecule embedded in a solution, e.g., of a solvent like water and a solute like NaCl. The computational domain Ω ⊂ R d is assumed to be bounded with Lipschitz boundary ∂Ω. The domain containing the molecule is denoted by Ω m ⊂ R ion species in the solution with the same concentration c(x) (which are univalent but with opposite charge, i.e q j = (−1) j e c , j = 1, 2, e c > 0), the interface problem reads as follows
where ψ ∈ C 0,1 (∂Ω) and e c is the electron charge. The function c(x) ≥ 0 is given by
where c ∞ is a positive constant and represents the bulk concentration of the two ion species in solution, k B is the Boltzmann constant, T is the absolute temperature (constant), x i is the position of the i-th fixed point charge in the molecular domain Ω m , δ x i is the delta distribution centered at x i , and φ(x) is the unknown electrostatic potential. The coefficient (x) (dielectric constant) is piecewise constant, i.e.
Introduce the new variableφ = ecφ k B T
. Then writing q i = z i e c , where z i ∈ Z we obtain the dimensionless form of (2.1):
and the coefficient k(x) is given by
Equation (2.1a) is often referred to as the Poisson-Boltzmann equation (PBE) [20] , [13] , [25] . Equations (2.1b) and (2.1c) are the interface conditions. Here [f ] Γ denotes the jump of a function f : Ω m ∪ Ω s → R that is uniformly continuous in U Γ ∩ Ω m and U Γ ∩ Ω s , where U Γ is a neighborhood of Γ, that is,
with γ Γ (f X ) denoting the unique extension of f X by continuity to Γ and f X denoting the restriction of f to X ∈ {Ω m , Ω s }. We notice that in fact the physical problem prescribes a vanishing potential at infinite distance from the boundary of Ω m , i.e., lim |x|→∞ φ(x) = 0. In practice, one uses a bounded computational domain and imposes the boundary condition (2.1d) instead, where the function ψ can usually be calculated accurately enough by solving a simpler problem, possibly with a known analytical solution.
2-term and 3-term splittings of the solution
A commonly used technique (see, e.g. [23] ) to solve and analyze problem (2.3) is to split the solution according toφ = G + u, where G is the analytically known solution of the problem
The regular component u is assumed to be a function in H 1 (Ω). Since m and s are constants, the problem for u is as follows:
For further analysis of (2.8), it is convenient to split 9d) and u N solves the homogeneous nonlinear problem
Notice that the problem (2.10) uses the exact solution u L of (2.9). However, the splittingφ = G + u causes numerical instability when G and u are with opposite signs but nearly of the same absolute value in Ω s . This mostly happens when m s (see, e.g. [25] ). In order to overcome this difficulty one may use a splitting ofφ into 3 components, two of which add up to zero in Ω s . Such a splitting is given bỹ
such thatφ = u in Ω s , i.e. u H = −G in Ω s , and has been used in [25] . The no-jump condition (2.3b) on Γ can be expressed as:
If we further require u H to be continuous across Γ, then [u] Γ = 0. Consequently, we arrive at the following system of equations:
and
Hence, defining u H in Ω m to be the solution of
taking into account (2.5) and recalling that m is a constant, we get
In view of (2.2) and (2.4) we can represent (2.12) and (2.15) in one common form, namely,
In order to find the interface condition for the flux ∇u · n, we note that ∂φ ∂n = 0. From this condition, we deduce the relation
Thus, we arrive at the following interface problem for the regular component u:
For further analysis of problem (2.16), we split the regular component
and u N solves the homogeneous nonlinear problem
Again, (2.18) includes the exact solution of (2.17) as a known function.
Variational form of the problem
It is easy to see that the generalized solution 
and in this case we can use Γ g Γ vds on the RHS of (2.19). We can also write
Therefore, we see that if ∇u H is only in H(div; Ω m ), then the functional g Γ ∈ H −1/2 (Γ) is defined as follows 22) where γ n,X denotes the normal trace in the space H(div; X). Now, using the divergence formula, the weak formulation (2.19) can be rewritten as:
For the 2-term regularization, g Γ is known exactly, and it is given by the relation
Here is used the fact that ∇G is smooth in a neighborhood of the interface Γ. Since (2.24) the integral relation that defines u L in the 2-term regularization comes in the form:
The well-posedness of (2. the Hölder conjugate of p. It has been shown in [16] that for ∂Ω being Lipschitz and Γ ∈ C 1 , Γ is not touching ∂Ω, there exists p > 3 such
is a topological isomorphism for all q ∈ (p , p). In addition, if ∂Ω is also C 1 , then p may be taken to be ∞. This result is useful, because for q > d = 3 we know that the functions in W 1,q (Ω) are Hölder continuous and thus in L ∞ (Ω). We can then apply this result to the homogenized version of problem (2.19): find u
, q is a fixed number such that 3 < q < p, and γ ∂Ω (u 
.
To show the boundedness of these functionals we assume additionally that Γ ∈ C 1,1 . In this case, by applying Theorem 2.4.2.5 from [28] we get that u H ∈ W 2,2 (Ω m ) and thus by the Sobolev embedding theorem for
Then, for the 3-term splitting, using (2.23) and applying Hölder inequality, we obtain
For the 2-term splitting we will have u
(Ω). Thus, using (2.25) we obtain, as before,
Another way to see that u L ∈ L ∞ (Ω) without assuming that Γ is C 1 and only assuming that it is Lipschitz is to apply Theorem B.2 from Kinderlehrer and Stampacchia [8] . For this, we need only to ensure that for some [16] . 
According to [21] , we have the following proposition. 
To see that (2.28) has a solution, we can define the energy functional J over 29) and show the existence of a unique minimizer u ∈ H 1 g (Ω), where 1 X is the indicator function of the set X. Then, for the minimizer u, using Lebesgue Dominated Convergence Theorem, we can prove that it is indeed a solution to (2.28). The uniqueness of the solution u of (2.28) is proven in a similar way to the approach in [21] . However, an easier approach is to take advantage of the fact that we have already shown existence and uniqueness of a solution to problems (2.23) and (2.26).
Hence we have the following proposition. 
whereũ H is a conforming approximation of u H and T (∇ũ H ) ∈ H(div; Ω m ) with T being a regularization operator that maps the numerical flux ∇ũ H into H(div; Ω m ). For the first quantity, we have (see [32] )
For the second quantity, we proceed as follows:
Thus, using the Cauchy-Schwartz inequality, we obtain
Finally,
is additionally equilibrated (for example using the patchwise equilibration technique in [6] ) then both estimates (3.1) and (3.3) follow from (3.2) (Prager-Synge estimate).
Linear nonhomogeneous problem
In this section, we show how to obtain a guaranteed bound on the energy norm of the error ∇(ũ L − v). Here v is some conforming approximation ofũ L , the weak solution of the interface problem (2.23) with ∇u H replaced by T (∇ũ H ). The functionũ H is some conforming approximation of u H and T is some operator that maps the numerical flux
, then we can take T to be the identity. The error estimate that we derive here is similar to the one derived in Chapter 4 from [32] with the exception that here we avoid involving the trace constant in Ω m by exactly prescribing the jump condition on the interface Γ.
The functionũ L satisfies the weak formulation:
0 , where
and 1 X is the indicator function of the set X.
We proceed with the derivation of an a posteriori estimate for ∇(ũ L − v) , where
, where we have used (3.5). Now, taking φ =ũ
and thus by dividing by
Now, we show that the estimate (3.7) is sharp. For this, takeỹ *
(Ω). Then using (3.5), (3.6), and the fact that G is harmonic in Ω s , we obtain
and divỹ * 0 = 0. Now, substitutingỹ * 0 into the estimate (3.7) and using again (3.5) and (3.6), we obtain that the RHS of (3.7) is equal to ∇(ũ L − v) . In practice, to find a sharp bound on the error we can do a minimization of the majorant
Another approach to obtain a sharp bound on the error is to apply an appropriate flux reconstruction, similar to the one we use in Section 4.4.2.
For the 2-term regularization, we can obtain in a similar way the estimate
where we write u L instead ofũ L since there is no approximation error in the interface condition (2.9c) or equivalently in the RHS of the weak formulation (2.25) and y * 0 ∈ H(div; Ω) is arbitrary.
Nonlinear homogeneous problem
Now, we turn our attention to the problem (2.26) which falls in the class of problems that we have considered in [21] . Since in practice, we only have an approximationũ
is for example a finite element approximation. We denote the exact solution of problem (2.26) 
. From [21] we have the following error equality
where v is an arbitrary conforming approximation ofũ 
where
N ) are non-negative and measure the error in v − u and in divỹ * N − divp * N , respectively, as it is shown in [21] . Since
we have an upper bound for the error in the combined energy norm. It is also easy to obtain a lower bound for the same error (see [21] ). These two bounds can be written as 1
In [21] , the following practical estimation for the error in the combined energy norm is suggested
Note that in practice, the term 2
We end this section by recalling a near best approximation result ( [21] ). Contrary to the result in [23, Theorem 6 .2], we do not make any restrictive assumptions on the meshes to ensure that the finite element approximationsũ
If V h is a finite element space, then using Proposition 3.1, qualified and unqualified convergence of the finite element approximationsũ
(Ω) and sinh is a locally Lipschitz function (see [21] ). Of course, an analogous result holds also for the componentũ N in the 2-term splitting. 3 we denote an arbitrary approximation of the exact flux p * = ∇ũ. We briefly discuss the derivation of a functional error estimate similar to the one derived in [21] . For this, we consider only the case of homogeneous boundary conditions g = 0, which correspond to ψ = 0 in (2.1d), and note that the case of nonhomogeneous boundary conditions can be easily treated (see [29] ). ByJ we denote the functional J in (2.29) but with T (∇ũ H ) instead of ∇u H in its definition. We rewrite the functionalJ in the general formJ = G(Λv) + F (v), where
We further denote by Λ (Ω). In order to apply the abstract framework from [21] , which is based on the theory in [29] , we compute the Fenchel conjugate of
Since the exact fluxp * = ∇ũ satisfies the prescribed interface jump conditiong Γ by the functions m T (∇ũ H ) and m ∇G, i.e 16) it is enough to compute
We note that we actually have equalities everywhere in (3.18). The proof for this is similar to the one in [21] and we omit it here. We define the majorant M 2 ⊕ (v,ỹ * ) for anyỹ * of the form (3.17) with divỹ *
The error estimate for the combined energy norm can be expressed as
To see that this estimate is sharp, we takeỹ *
It is easy to verify that thisỹ * 0 is in H(div; Ω) with div y * 0 = 0 in Ω m . Then the correspondingỹ * is equal top * and clearly
* is the Fenchel conjugate of G (see [29, 21] ). Similarly to the near best approximation result forũ N (Proposition 3.1), we present such a result also for the regular componentũ. Let V h ⊂ L ∞ (Ω) be again a closed subspace of H 1 0 (Ω) and letũ h be the unique minimizer ofJ over V h , which is also the unique solution of the Galerkin problem: [29] ), using the abstract framework presented in [29, 21] we can write for any
Then, using (3.23) and that
Next, using divp *
Using Proposition 3.2 in [21] and the fact that 2D F (ũ h , −Λ * p * ) ≥ 0, we obtain the near best approximation result for the regular componentũ. (3.22) . Then
If V h is a finite element space, then using Proposition 3.2, qualified and unqualified convergence of the finite element approximationsũ h can be proven sinceũ ∈ L ∞ (Ω) and sinh is a locally Lipschitz function (see [21] ).
Overall
and is assumed to be computed by some conforming FEM based on the weak formulation (3.4) on some mesh for which we use a subindex h L to distinguish the finite element functions corresponding to this mesh. This means thatũ . We want to estimate |||∇(u −ũ h )|||.
For the first term on the RHS we have that
The second term on the RHS in (3.27) we estimate by the functional a posteriori error estimate (3.10) and the first term we estimate as follows:
Subtracting the second from the first equation above, we get
(Ω) and obtain
where we have used the monotonicity of the nonlinearity:
Using the boundedness of the bilinear form a(., .) we get
Thus,
. By the triangle inequality, we have 32) where to the second term we apply the a posteriori error estimate (3.7) or (3.8) for problem (3.4) and the first term is bounded as follows: subtract equation (3.4) from (2.23), take φ = u L −ũ L and use Cauchy-Schwartz inequality to obtain
Thus, we get
Finally, if we want to compute an approximationũ of u with a prescribed error tolerance δ, using (3.26), (3.27), (3.31), (3.32), and (3.33) we obtain
For the 2-term regularization, we have
. Note that we can estimate the H 1 -seminorm and the full H 1 -norm of the difference u −ũ h by introducing Friedrichs constant and the minimum and maximum values of the dielectric coefficient . To be more precise, since the Dirichlet boundary condition (BC) onũ L is γ ∂Ω (ũ L ) = g for the 3-term regularization and γ ∂Ω (u L ) = g − G for the 2-term regularization, it is clear that g and g − G are not exactly representable in most finite element spaces. Thus, by a conforming FEM approximationũ
We further recall that for the 2-term splitting there is no approximation error in the interface condition and so we use u L and u 
The second term is estimated by (3.21) . For the first term, after subtracting the equation
(that comes from (2.28)), we obtain
Set here v := u −ũ ∈ H 1 0 (Ω). Using the monotonicity of b(x, ·), we see that
The overall error estimate for u is as follows:
Remark 3.2. Note that we can skip the condition that the test functions v in (3.37) and 
Numerical results
In this section we present three numerical examples based on the two term and three term regularizations. They show that nonlinear mathematical models in question can be studied by fully reliable computer simulation methods that provide results with guaranteed and explicitly known accuracy. In the first and third examples, we consider the system of two chromophores Alexa 488 and Alexa 594, which are used for protein labelling in biophysical experiments. The second experiment is conducted on an insulin protein (PDB ID: 1RWE). In all examples, we assume a solution consisting of NaCl with k 2 = 10Å −2 , corresponding to ionic strength of I s ≈ 1.178 molar. The ground state charges are obtained by CHARMM 32. In the first and third examples, we assume dielectric constnats m = 2, s = 80 and in the second example m = 20, s = 80. The numerical experiments are carried out in FreeFem++ developed and maintained by Frederich Hecht [14] . All Figures below are generated with the help of VisIt [4] . The computational domain Ω for all examples is a cube with a side lenght of A = 6a max + 24Å, where a max is the maximum side length of the smallest bounding box for the molecule(s) with edges parallel to the coordinate axes. This amounts to A = 295.85Å for the first and third examples and A = 268.21Å for the second one. The molecules are situated in the center of Ω. For the Friedrichs' constant C F Ω on a cube we have that
(see [26] ). The Dirichlet boundary condition in (2.1) for all experiments is given by ψ = 0 on ∂Ω. The discretization used in the numerical tests to find conforming approximations u
, is based on standard linear (P 1 ) finite elements although the derived estimates apply to any conforming approximations, which could for example also be obtained from higher order finite element methods (hpFEM) or isogeometric analysis (IGA). The surface meshes are constructed with TMSmesh 2.1 [3, 22] which produces a Gaussian molecular surface. The surface mesh of the two chromophores is additionally optimized with the help of Mmgs [9] and the surface mesh of the insulin protein is optimised with MeshLab [5] . The initial tetrahedral meshes are generated using TetGen [33] and then they are adapted with the help of mmg3d [10] . The shape of the molecules is not changed during adaptation. This is justified, since the molecule structure is only known with a certain precision from X-ray crystallography. It is also possible to use isoparametric elements to represent the molecular surface exactly. Then, in the mesh refining procedure new points will be inserted on the surface by splitting the curved elements on the interface Γ.
Example 1: Alexa 488 and Alexa 594
The first system consists of two chromophores Alexa 594 and Alexa 488 with a total of 171 atoms in aqueous solution of NaCl. The parameters of the force fields of Alexa chromophores were created by an analogy approach from that of similar chemical groups in the CHARMM forse field (version v35b3). The coordinates of the molecules are taken from a time frame of molecular dynamic simulations. In the all-atom MD simulations the dyes were attached to a polyproline 11 and dissolved in water box with NaCl [34] . The parameters of this example are m = 2, s = 80, k 
As an error indicator we use the second term in the error estimate computed over each element K (3.9)
, y * 0 ; α) over α ∈ R >0 and y * 0 ∈ RT 0 defined over the same mesh.
This procedure gives a very sharp bound from above for the error. Moreover, we have a simple and efficient lower bound for the energy norm of the error
). Indeed, let us denote by J L the quadratic functional whose unique minimizer over
is the finite element solution of the homogenized version of (2.25) and u L g−G is defined in Section 2.3), from the equality
it follows that for all
For w we always take the last available approximation u L h L from the adaptive procedure and compute the lower bound for the error on all previous levels. For convenience, we will denote the approximation u We can also find guaranteed lower and upper bounds on the relative errors in energy and combined energy norm, as well as practical estimations for these quantities (see [21] ). The combined energy norm of the pair (v,
By RE
L,Up i,j,k,s we denote the guaranteed upper bound for the relative error in energy norm, by RCEN L,Up i,j,s the guaranteed upper bound on the relative error in combined energy norm, by RE L,Low i,j,k,s the guaranteed lower bound on the relative energy norm error, and by RCEN L,Low i,j,s the guaranteed lower bound for the relative error in combined energy norm where the indices i, j, k, s correspond to the refinement levels from which approximations for u L and p * L are taken. For any i, j, k, s ∈ {0, 1, 2, ...,p} we have
For any level i, the above bounds are expected to be the sharpest when we take j, k, s =p. In practice, on each level i, the best one can do is to take for RE 
which holds for any v, u ∈ H 1 (Ω) and any y 8) and, therefore, we obtain the estimate
is usually of the order 10 −5 to 10 −4 and the above estimate turns out to be very sharp. Then for any level i = 0, 1, ...,p, we can bound the relative error in the combined energy norm as follows u for the relative error in combined energy norm given by
, for all i = 0, 1, ...,p. 
we take the approximation u L 2 from level 2. In this case, we have M ⊕,L (u L 2 , y * 0,2 ) = 968.374, see Table 1 , and RE L,Up 2,2,2,2 = 6.43946%. Forỹ * N ∈ H(div; Ω) with div(ỹ * N ) = 0 in Ω m , we use a patchwise equilibrated reconstruction of the numerical flux ∇ũ N h N based on [6] . More precisely, we findỹ * N in the Raviart-Thomas space RT 0 over the same mesh, such that its divergence is equal to the L 2 orthogonal projection of k 2 sinh(ũ
) onto the space of piecewise constants. Since the computations on each patch are independent from the computations on the rest of the patches, this reconstruction is easy to implement in parallel. As an error indicator, we use the quantity η N K (3.10).
is defined as in (3.12) but with integration taking place only on elements K ∈ Ω s and with
. From (3.10) we have the following upper bounds for the error in energy and combined energy norm
We will denote byũ 
The unique minimizer of J [21] ). The subindex h L in the notation for the functional J Table 3 ). Table 3 : Example 1 As for the linear part u L we can define the following guaranteed lower and upper bounds on the relative errors.
Using (3.13) and the estimates (ũ
we can define the following guaranteed lower and upper bounds for the relative error in combined energy norm:
The sharpest values for RE for the relative error in energy norm which is based on the relation
and is useful when it is suspected that the guaranteed upper bound for the relative error overestimates the real error. The above introduced bounds on the relative errors are presented in Table 4 and Table 5 . Finally, according to (3.35 ) the overall error in the regular component u will be In Table 8 , it can be seen that the convergence ofũ N h N toũ N is faster compared to the case when we used a worse approximation for u L . Finally, according to (3.35 ) the overall error in the regular component u can be estimated by 
Example 2: Insulin protein (PDB ID: 1RWE)
For the second application, we consider an insulin molecule. The system was prepared by using the crystal structure of the insulin from Protein Data Bank (ID code 1RWE). The CHARMM-GUI web server was employed to add hydrogens to the system. The total number of atoms (with the added hydrogens) is 1590. The charges for calculations were taken from the psf file, created by the CHARMM-GUI. In this example, the parameters are
−2 which corresponds to ionic strength I s ≈ 1.178 molar.
Finding u L
Here, we use the same notation for the lower and upper bounds for the errors as in Section 4.1.1 and the last level of refinement on which we have computed an approximation of u L isp = 7. Note that in this example, mesh refinements after level 4, decrease the error slower than up to level 4. This is because the error is already equilibrated on the computational domain Ω and we should use a more aggressive refinement strategy. (see Table 9 ), RE L,Up 7,7,7,7 = 12.88%, and the last refinement level forũ N isp = 6. According to (3.35) the overall error in the regular component u can be estimated as follows: Table 9 .
Findingũ
For comparisson, the energy norm of the approximate regular componentũ h = u
is |||∇ũ h ||| = 2940.55. This means that the relative error is no more than approximately 663.711/2940.55 = 22.57%. We should note that this estimate is rather conservative. Also, the initial surface mesh that is used in this experiment could be further improved which will also positively influence the quality of the finite element approximations. 
Finding the regular componentũ
Now, we find a conforming approximationũ h ∈ V h ofũ, the exact solution of problem (3.37), by adaptively solving the Galerkin problem (3.22) 
If we define the function q := ∇ũ h + m T ∇ũ
projection over the space L h of piecewise constant functions over the same mesh on which V h is defined. Since Π L h (q) satisfies the problem
we defineỹ * 0 ∈ RT 0 by applying the patchwise equilibrated flux reconstruction in [6] to the numerical flux Π L h (q) ∈ L h . Notice that since k = 0 in Ω m , the obtainedỹ * 0 satisfies the realtion divỹ * 0 = 0 in Ω m . We define in a similar fashion, as for the componentũ N , the quantities PRE We should note that the bounds on the error in energy norm obtained by the majorant √ 2M ⊕ (ũ i ,ỹ * i ) in Table 14 are rather conservative and they could be improved by applying a flux reconstruction involving a higher order Raviart-Thomas spaces, like RT 
Conclusions
We have analyzed the well posedness of two and three-term regularization schemes for the Poisson-Boltzmann equation and derived guaranteed and fully computable bounds on the error in energy norm. For the 2-term regularization the dimensionless potentialφ is decomposed into G + u where G is analytically known and u ∈ H 1 (Ω) is the regular component which has to be approximated, that is, computed numerically. The regular component u can be split additionally into u L +u N where u L solves a linear nonhomogeneous interface problem and u N solves a nonlinear homogeneous problem which depends on u L . For each of these two problems we have derived guaranted bounds on the error in energy norm. Moreover, for the nonlinear problem, we have proved a continous dependence of the solution u N on perturbations in u L . This property has been exploited to estimate the overall error in the regular component u. The derived error estimate for u is a linear combination of the majorants for the error in u L and the error in u N with perturbed u N . Similarly, in the 3-term regularization scheme, the dimensionless potentialφ is decomposed into G + u H + u. Here u H ∈ H 1 (Ω) is a harmonic function in the molecular domain Ω m , which has to be approximated numerically, and is equal to −G in the solution domain Ω s . Now, the regular component u satisfies a nonlinear nonhomogeneous interface problem which depends on u H . To solve this problem, we have analyzed two approaches. The first is to additionally make the splitting u = u L + u N as we did in case of the 2-term regularization. In this case, we have analyzed how u L depends on perturbations in u H , and further, how u N depends on perturbations in u L . Finally, we have derived an estimate for the overall error in the regular component u, which is a linear combination of the majorants for the error in each of the components u H , u L , and u N . The second approach to derive estimates for the regular component u of the solution of the nonlinear interface problem is to directly derive an error estimate for it and analyze its continuous dependence on perturbations in u H . In this case, the overall estimate for the error in energy norm is a linear combination of the majorants for the error in u H and the error in u with perturbed u H . The a posteriori error analysis presented in this paper is based on the functional approach developed in [31] . We have also utilized this approach to obtain a near best approximation result for the two regularization schemes which is the basis for the analysis of qualified and unqualified convergence of finite element approximations. In other words, the generality of this method allows for the derivation of both a posteriori and a priori error estimates for the considered class of problems.
We have presented three numerical tests performed on two realistic physical systems illustrating and validating our theoretical findings. The first system consists of the two chromophores, Alexa 488 and Alexa 594, and the second system of an insulin protein with a PDB ID 1RWE. The guaranteed error bounds which we have derived do not overestimate the error as drastically as residual based error estimates often do. To obtain a conforming approximation of the dual variable, we have utilized a patchwise flux reconstruction technique, cf. [6] , which can be easily implemented on parallel machines by a scalable algorithm with linear complexity. This means that the proposed error estimation can be realized in a very efficient manner.
