ABSTRACT In the complex underwater environment, the performance of microelectro-mechanical system sensors is degraded sharply and the errors will become much larger. Especially when the magnetic sensor is disturbed by the external magnetic interference, the measurements become unobservable so that the navigation information is estimated erroneously. To solve this problem, the paper proposes a novel method fusing Quasi-Newton and cubature Kalman filter (QNCKF). This method takes full advantage of the computation efficiency of the Quasi-Newton and the estimation accuracy of CKF in the case of nonlinearity. The performance of QNCKF is verified theoretically and evaluated by experiments. The results indicate that when the magnetic sensor is interfered, QNCKF and CKF still can maintain high estimation accuracy, whereas the extended Kalman filter performs poorly. Moreover, QNCKF is superior to CKF in the aspect of computational efficiency. Therefore, QNCKF has the highest priority in terms of estimation accuracy and computational efficiency among the three methods and it is more suitable to be applied to the underwater gliders than the other two methods.
of the low-cost inertial measurement unit (IMU) intensively increase over time due to sensor noises, drifts and biases of the MEMS-grade IMU [13] [14] [15] . The IMU contains tri-axis magnetic sensors to measure Earth's magnetic field, and it is used to correct the heading calculated by gyroscopes [16] . The inertial navigation system (INS) integrated with the dead reckoning (DR) can effectively estimate the navigation information of gliders [17] .
Usual deployment durations are anywhere from 1 to 6 months, and at horizontal speeds of about 0.25m/s, ranges of over 3000 km can be achieved. A typical glider dive will flight from the surface to the depth of 1000m and return in 6h approximately, covering 6km horizontally in that period of time [18] . The performance of the glider can be affected by the ocean parameters. The upper ocean responds to the monsoon, with a deep (∼200 m) mixed layer (ML) in the winter and a shallow (∼30 m) ML in the summer [19] . The mixed layer depth (MLD) differs from tens of meters to hundreds of meters according to different season varieties, geographical locations and wind effects. MLD is susceptible to be influenced by the outside factors. Ocean environment with the depth of hundreds of meters has some characteristics, such as high spatiotemporal variation, higher current velocity, abrupt change of temperature and salinity, biological variety, boats with frequent coming and going and so on. Therefore, ocean parameters change frequently and abruptly [20] . An underwater glider can move up and down in a water column [21] . It glides in different depths and wide ranges. Thus, it must glide and go through the MLD. The dynamics of glider is changed by ocean parameter variations. The coupling errors of three axes for inertial measurement units obviously increase due to frequent pitch or roll motion [22] . Meanwhile, the change of dynamics also causes more errors of attitudes calculated by accelerations. The magnetic sensor carried on glider is vulnerable to be disturbed by high noises, orthogonal errors and offset errors. Moreover, barges around a glider, other underwater vehicles and other electromagnetic interferences also cause hard magnetic errors and soft magnetic errors, which make the accuracy of magnetic sensor measurement lower. The accuracy of attitude determination is decreased as these above factors.
Theoretically, we can determine a nonlinear inertial sensor system error model with an arbitrary order. The idea is motivated by the fact that models with higher order are supposed to offer the more accurate dynamics description of inertial sensor error. However, this is challenged by two shortcomings in practice: (1) the mathematical derivation is complex and time-consuming in computation; (2) the mathematical derivation may contain a number of terms, including terms with very low significance or influence in the nonlinear model [23] . It is hard to construct precise error model for the inertial system. Therefore, to improve the prediction accuracy, The suitable filter needs to be designed for attitude prediction [24] .
The EKF maintains the computationally efficient updated form of the KF, but its major drawback is the negligence for higher-order terms of nonlinear system function, leading to low accurate estimation [25] [26] [27] [28] . When magnetic sensors are disturbed so that the measurements are low observable or even unobservable, the performance of EKF will degrade sharply and seriously in the high nonlinear case. The unscented Kalman filtering (UKF) employs a range of sigmapoints to propagate the covariance matrix and states based on the deterministic sampling framework [29] [30] [31] [32] [33] . The sigma-points are generated for UKF through unscented transformation and UKF can be regarded as a secondorder approximation when implemented with a nonlinear model [34] . Therefore, theoretically the estimation accuracy of UKF is higher than EKF in the complex underwater application, especially in the cases with higher nonlinearity [35] [36] [37] [38] [39] . Different from UKF which makes use of 2n + 1 unscented points to produce the covariance matrix and state, the cubature Kalman filter (CKF) propagates the covariance matrix and the state with 2n cubature points. The computational burden of CKF is relatively lower than UKF when UKF and CKF perform the same matrix decomposition methods like Cholesky method or singular value decomposition. The CKF performs better than the UKF in stability, particularly when the dimension of the system is higher than three [40] [41] [42] [43] [44] . The MEMS inertial sensor has large errors due to its inherent characteristics. The harsh and complex environment causes the errors of MEMS sensors much larger. The improvement of attitude estimation accuracy is still a problem, especially under the condition of magnetic interference, which leads to unobservable or weakly observable measurements. In such a case, the performance of traditional linear method degrades. The CKF has the better estimation accuracy even if measurements become unobservable, but the computational burden of CKF is much higher than EKF. The paper proposes a novel method fusing Quasi-Newton and CKF (QNCKF) which makes fully use of the anti-interference advantage and the computational efficiency to obtain high accuracy navigation information for a long period of gliding.
The structure of this paper is shown as follows. Section 2 introduces the QNCKF and proves the convergence and stability of the proposed algorithm. Section 3 shows a notable improvement in the performance of the proposed algorithm over the EKF and the CKF with a series of experiments. Finally, Section 4 summarizes the main conclusions and results of this paper.
II. MODEL AND AGLGORITHM

A. PROBLEM STATEMENT
The considered nonlinear discrete-time system is represented by:
where X k|k , as shown in Eq. (3), is the state vector at the moment k; X k−1|k−1 is the state vector at the moment k − 1; Z k|k is the ideal measurement vector; f and h are the nonlinear functions; W k−1 and V k are the uncorrelated zero-mean Gaussian white noises [45] [46] [47] .
where δP = δL δλ δh
; δV = δV E δV N δV U ; φ = φ E φ U φ N ; ∇ = ∇ bx ∇ by ∇ bz ; ε = ε bx ε by ε bz ; δA = δϕ δθ δγ ; δL, δλ, δh are latitude, longitude and altitude errors; δV E , δV N , δV U are velocity errors along east, north and upward directions; φ E , φ U , φ N are the orientation errors of the calculated platform represented in the local East-North-Upward coordinate frame; ∇ bx , ∇ by , ∇ bz are the accelerometer biases in the three axes; ε bx , ε by , ε bz are the gyroscope biases in three axes; δϕ, δθ, δγ are heading, pitch and roll errors.
The observation vector Z is:
where 
B. PROPOSED ALGORITHM
The proposed QNCKF fully fuses the Quasi-Newton and CKF to perform better in terms of accuracy and computational efficiency. For the conventional CKF, the state transition function f(X k−1|k−1 ) is expanded into Taylor series around the meanX k−1|k−1 of a random variable X k−1|k−1 , but QNCKF can use Quasi-Newton to acquire the new iterative point and approach the state function as fast as possible. Subsequently, the QNCKF is continually implemented to achieve time update and measurement update. Ultimately, the state estimation is obtained not only more accurately but also more efficiently. The flow diagram of QNCKF is shown in Fig. 1 and the detailed interpretations are introduced in the following parts.
1) ALGORITHM FUSION AND ANALYSIS
A random variable X k−1|k−1 with meanX k−1|k−1 and covariance matrix P k−1|k−1 obeys a Gaussian distribution
, and the state transition function f(X k−1|k−1 ) can be extended by Quasi-Newton around iteration point X k−1|k−1 [48] , [49] :
In order to avoid the use of Hessian Matrix, use a positive definite matrix B k−1|k−1 to approximately substitute Hessian Matrix∇ 2 f (X k−1|k−1 ). B k−1|k−1 is composed of the value of f(X) and the first order reciprocal value.
Use Eq. (6) to approach f(X), and the minimum value ofq k−1|k−1 (δ) is regarded as the searching direction
The new iterative point is derived from:
Theorem 1: Assume f(X) is the positive definite quadratic function, namely, f(X) = 1 2 X T GX + p T X, where G is the positive matrix and p is the n dimension vector, so Broyden's Quasi-Newton with accurate linear search has some characteristics as follows:
Not until mth (m ≤ n) iteration, does the whole loop terminate.
Proof 1: Because f(X) is the quadratic function, therefore,
According to the accurate linear search,
When k = 0, according to the Quasi-Newton condition, therefore
Eq. (9) is tenable when k = 0. VOLUME 6, 2018
∀0 ≤ i ≤ k, according to Eq. (11), Eq. (12) and Induction Hypothesis, then:
Therefore, it can derive:
When i = k + 1, according to Quasi-Newton condition. Therefore,
Based on Eq. (11), Eq. (16) and Induction Hypothesis, it can derive:
Therefore,
Eq. (9) and Eq. (10) are proved. Because δ i (i = 0, 1, · · · , n − 1) is conjugate for G, according to Conjugate Direction Principle, Broyden's class of Quasi-Newton methodology does will stop no more than nth step.
Theorem 2: Assume X 0 is a random initial point, f(X) is second-order continuously differentiable and is uniformly convex in the level set L(X 0 ) = {X|f (X) ≤ f (X 0 )}, so there exists m > 0 to satisfy:
For any a positive definite matrix H 0 , the step length factor α k is determined by:
(a) Accurate linear search; (b) Wolfe-Powell Criterion; So the point column {X k } produced by Broyden's class of Quasi-Newton methodology converges to the minimum of f(X).
2) STATE ESTIMATE UPDATE
Use the first predicted value X k|k−1 to update Cubature points χ i,k−1|k−1 = X k|k−1 + nP k−1|k−1 , and then the state transition function's predicted value of each Cubature point is:
Because X k|k−1 is symmetrically distributed, all the odd moments sum up to zero. Moreover, keep the second order term by neglecting higher order terms to simply complex calculation. The second predicted value X k|k−1 is:
As the terms higher than three are neglected, χ * i,k−1|k−1 − X k|k−1 can be determined as follows:
Because of the symmetry of X k|k−1 , the mean value of all odd order terms of X k|k−1 is equal to zero, and the true covariance matrix is expressed as:
where k is the Jacobian matrix of f (·);
; ∇ denotes the differential of f(X); It shows from Eq. (25) and Eq. (27) that QNCKF can seize and multiply the second order terms of a nonlinear system. But in a linear or linearized system, more than second order terms are zero. Thus, Eq. (25) and Eq. (27) will be same as EKF.
Consider the random variable X k|k−1 with meanX k|k−1 and covariance matrix P k|k−1 of Gaussian distribution
as descripted in the above analysis. The measurement function h(X k|k−1 ) could be extended into a Taylor series around X k|k−1 as:
Substitute the Cubature points χ i,k|k−1 =X k|k−1 + nP k|k−1 into Eq. (28), and the measurement function's prediction of each Cubature point is written as:
Like the computation in the prediction value of state transition function, the mean value of measurement Cubature points is derived by neglecting the higher order terms:
Z k|k−1 − Z k|k−1 can be determined by:
P zz,k|k−1 is expressed as:
Making use of the symmetry of X k|k−1 , the mean value of all odd order terms of X k|k−1 is equal to zero and the covariance matrix is updated again:
By definition, P xz,k|k−1 is written as follows:
Then the Cubature Kalman gain is derived from:
The posteriori state and the covariance matrix are given as follows, respectively:
It is concluded from the analysis of QNCKF estimation accuracy that QNCKF is not only related to the first order terms but also the second order terms of the covariance matrix, indicating the ability of QNCKF to seize higher order terms of nonlinear functions. Nevertheless, if the system is linear or the non-linearity of the system is not very high, the higher order terms are deemed to be zero and QNCKF performs as well as EKF.
III. EXPERIMENTS AND RESULTS
In order to verify the performance of the proposed algorithm, the real tests in a boat and a glider are carried out using the new underwater inertial navigation system which is designed in our lab (Model number: SUNS), as shown in Table 1 . This system is made up of a digital signal processing (DSP) unit and IMU which mainly includes tri-axis MEMS angular rate sensors, tri-axis MEMS acceleration sensors and tri-axis magnetic sensors. The size of SUNS is 0.385dm 3 and the power consumption is less than 0.6W. The raw information from IMU is processed through signal conditioning and conversion. The calibrated data is fed back into the multi-sensor data fusion module. The updated navigation information is transmitted through the serial port. When the glider dives underwater, the navigation information is acquired by the inertial navigation system. Before the glider dives into the lake or after it floats out the lake surface, the glider will obtain the precise position information via GPS. Moreover, other devices are together carried on the boat and the glider to set up an effective test platform using the method proposed in this paper.
A. EVALUATION OF ALGORITHM
The glider usually follows a sawtooth motion pattern in the vertical plane and progresses along a straight line or several piecewise lines in the horizontal plane [50] . The change of depth is measured by the depthometer or other instruments, and it may be not the focus in this paper. The acquisition of navigation information mainly by the inertial system in the horizontal plane is studied here. In order to verify the performance of the proposed method in the underwater processing of gliding, the boat experiments are performed along a trajectory as complex as possible. The boat experiments were done in the Mahe Reservoir, China. The experiments were conducted on a boat platform mainly equipped with SUNS and NovAtel GNSS Inertial System (hereinafter referred to as GNSS system). This GNSS system integrates UIMU-LCI tactical grade IMU with a NovAtel OEM6 GPS receiver in a tightly coupled fashion, and uses the worldleading GNSS+INS SPAN technology. Therefore, it provides the high-end reference to validate the performance of proposed method here, which currently works in a loosely coupled mode. The specifications for GNSS system are shown in Table 2 . SUNS and GNSS system are all fixed on the same plane. The initial attitude angles (heading, pitch and roll) differences between two devices are recorded and can be compensated in the later signal processing.
1) EXPERIMENTS WITHOUT MAGNETIC INTERFERENCE
The boat trajectory obtained by GNSS System is shown in Fig. 2(a) . The velocities in the east direction and north direction are shown in Fig. 3 and Fig. 4 , respectively. The root mean square errors (RMSE) of attitudes for EKF, CKF and QNCKF are shown in Table 3 . It can be seen from Figs. 3-4 that the velocities of boat in east and north are similar as velocities of glider during gliding underwater (about 0.25m/s-1m/s gliding velocity for a glider) [18] . Therefore, the boat experiment results can verify the performance of algorithms applied to glider to the most extent. In Table 3 , it is concluded that QNCKF, CKF and EKF show quite a similar performance for heading angle, pitch angle and roll angle because heading angle, pitch angle and roll angle are observable in the experiment area. The accuracy similarity among three methods indicates the observability has an effect on the performance of filtering method.
In order to evaluate the performance of proposed algorithm for the estimation of attitude especially in the larger change of angle, the boat goes along routes as complex as possible. As is shown in Area 1 in Fig. 2(b) , the boat trajectory includes a number of turning processes, and some accelerating or decelerating cases. The attitude comparisons between EKF, CKF and QNCKF in the turning case are shown in Figs. 5-7 and the RMSE of attitudes for three algorithms are also shown in Table 3 . In Table 3 , we can clearly compare that, it nearly has no difference between usual trajectories and complex trajectories for the estimation accuracy of different algorithms. It also suggests that the performances of different algorithms (EKF, CKF and QNCKF) are not influenced during the much larger change of heading angle.
QNCKF, CKF and EKF have similar heading, pitch and roll estimation accuracy because all angle components are observable. The measurements have the capability in restraining estimation error accumulation and scaling down the nonlinearity of the system. The linear psi-angle expression is usually valid, and there is a remarkable resemblance between the nonlinear attitude expression and the linear psi-angle expression. Considering analysis in CKF and QNCKF estimation accuracy, it will not be productive to employ QNCKF and CKF in a linear system. Thus, QNCKF and CKF do not show higher accuracy than EKF in the observable cases.
However, as shown in Fig. 8 , the computation time of CKF is 1822.85ms, while the computation time of QNCKF and EKF is 211.53ms and 190.57ms, respectively. QNCKF and EKF has far lower computational burden than CKF. Therefore, although CKF has the similar estimation accuracy in the measurement observation case, the computation efficiency of CKF is much lower than two others.
2) EXPERIMENTS WITH MAGNETIC INTERFERENCE
During the coasting period, the magnetic sensor is interfered artificially from 1250s to 1850s, and the navigation system is switched to only both gyroscopes and accelerometers. Because there is no aiding sensor to correct heading information calculated by gyroscopes, the estimation errors accumulate rather fast, resulting in heading estimation inaccurate. Fig. 9 show the heading error comparison results between the proposed QNCKF and other algorithms. Furthermore, the RMSE of attitudes for EKF, CKF and QNCKF are shown in Table 4 . It is clearly seen from Fig. 9 that by employing EKF, the maximum of heading increases from 0.2625 • to 1.05 • , and the minimum slumps from −0.375 • to −1.025 • . However, QNCKF and CKF do not nearly suffer from the interference, and they will still provide stable and accurate heading information. During the interference period, the observations are unavailable, so the states could accordingly be regarded as unobservable, which causes the estimation errors to accumulate very fast. The nonlinear attitude expression employed in CKF and QNCKF can restraint the attitude error accumulation because of their high model prediction accuracy.
From the attitude comparison among QNCKF, CKF and EKF in the scenario with interference, it indicates that the heading angle accuracy is improved by employing QNCKF and CKF in the unobservable cases, but the accuracy of state estimation is influenced slightly in observation cases where the heading accuracy is mainly determined by the model prediction accuracy. QNCKF and CKF have higher estimation accuracy than EKF in the unobservable case and it can be interpreted from two aspects. On the one hand, when the heading error accumulates rather fast and becomes quite large, the linear traditional psi-angle expression will become unavailable while the nonlinear attitude expression still performs better. The traditional attitude error expression is less accurate than the nonlinear one. On the other hand, as shown by the Taylor analysis in the QNCKF and CKF prediction, one can see that QNCKF and CKF would seize higher-order terms of the nonlinear function, but the higher order terms are ignored for EKF. Different from QNCKF and CKF, EKF cannot seize the higher-order terms when it is implemented with nonlinear attitude error expression for state determination. Thanks to the higher prediction accuracy of QNCKF and CKF, they have lower heading drifts than EKF in the nonlinear cases.
As concluded by the observability analysis, the heading angle's degree of observability changes in the different scenarios. The lower the observability, the more obvious superiority of QNCKF and CKF are. For instance, during the period of magnetic interference, the heading angle accuracy improves much obviously by using QNCKF and CKF. On the contrary, the improvement is rather small in the non-inference case, and the estimation accuracy of QNCKF and CKF are nearly the same as one of EKF in all the observable cases. As the pitch angle and roll angle are always observable, thus they have nearly equal prediction accuracy in the experiments.
The application of EKF only minimizes the consumption of time in deriving the Jacobian matrix. EKF outperforms CKF in terms of computational load. The nonlinear attitude error expression includes a few cosine and sine calculations. The nonlinear state transition function will be implemented 2n times in one CKF filtering cycles. Therefore, CKF consumes much more time than EKF. Beyond that, as shown in CKF, the generation of cubature points demands a matrix decomposition calculation. The singular value matrix decomposition method not only is robust but also requires plenty of computational time. Thus, the computational burden of CKF is higher than one of EKF. QNCKF makes better use of the advantages of CKF and EKF to provide high accuracy estimations efficiently.
B. EVALUATION OF ALGORITHM APPLIED TO A GLIDER
The complex underwater environment causes larger errors for MEMS inertial sensors and makes the nonlinear degree of model higher. Moreover, magnetic sensors are also influenced by the inevitable and sudden magnetic interference such as surrounding boats with coming and going, sudden electromagnetic interference from outside and so on. In such a case, the measurement of magnetic becomes inaccurate even erroneous. The states become unobservable and it is hard to obtain the accurate estimations of attitudes. The performance of proposed method is evaluated through the real underwater glider experiments. The navigation platform consists of ''Haixiang'' glider and other sensors carried in the glider. Data related to angular rate, acceleration and attitudes of the glider are measured by SUNS which is loaded in the glider. The SUNS is installed in the center of glider to move away from some interference resources in the glider. The velocity of glider can also be calculated by accelerometers, and at the same time estimated by DR module. The attitudes (heading, pitch and roll) can also be acquired by INS aided with magnetic sensors.
This glider is tested in Thousand Island Lake, China, as shown in Fig. 10 . Trials are performed at a speed of glider between 0.35 m/s and 0.65 m/s. In Fig. 11(a Fig. 11(a) indicates the interference area where a barge is moored. The changes of depth and heading angle are also shown in Fig. 11(b)-(c) . The errors of heading by using different algorithms in the period from Point 1 to Point 3 are shown in Table 5 . In the lake trial, the glider acquires a number of raw data, and the satisfactory results are achieved.
As shown in Fig. 11(b) , the glider is rising from 2913s to 3020s and gradually approach to the barge so that magnetic sensors are disturbed. The heading angle is interfered between Point 2 and Point 3, shown in Fig. 11(c) , and the glider is gliding near the barge which causes more magnetic interferences, thus the measurement errors of magnetic sensors are increased. Fig. 12 shows heading errors for different algorithms during gliding and the comparison results are presented in Table 5 .
It is seen from Fig. 12 and Table 5 that QNCKF, CKF and EKF have similar measurement accuracies in the noninterference because the measurements are observable. When the magnetic sensors are disturbed from the outside environment and the measurements are unobservable, the errors of EKF become obviously larger. However, QNCKF and CKF still maintain the stable accuracy in the attitude estimation, reflecting their better advantages than EKF in interference scenarios.
The experiment area includes the interference area and the non-interference area. If the states become fully observable in some particular cases, it is difficult to confirm that nonlinear filtering methods (CKF and QNCKF) must outweigh EKF. QNCKF and CKF can seize and multiply the second order terms of a non-linear system, but when they are used in a linear or linearized system, the higher-order terms containing second-order terms are zero. When the magnetic sensors are disturbed and the measurements become unobservable, the heading angle estimation accuracy is usually a difficult task for EKF because the measurements do not exert any effect on heading prediction. The unobservability will bring about a fast accumulation of prediction errors and make the linear expression unavailable. In such a scenario, the performances of QNCKF and CKF in terms of heading estimation are outstanding. Since the pitch and roll angles are observable during the whole gliding, their accuracies are not degraded for different algorithms. However, the major difference between QNCKF and CKF is that CKF has much larger computational load than QNCKF, as shown in Fig. 13 . The QNCKF, fully absorbing the advantages of Quasi-Newton method and the CKF, can perform better in aspect of accuracy and computational efficiency.
IV. CONCLUSION
In this paper, the performances of different algorithms are verified in an INS aided with a magnetic sensor based on both mathematical deductions and experiments. The prediction accuracies of QNCKF and CKF are validated through a Taylor expansion. It is proved that QNCKF and CKF have a similar estimation precision as EKF when employed in linear or linearized systems. On the basis of the above conclusion, a nonlinear attitude description is introduced into the navigation system to demonstrate the merits of CKF and QNCKF. The observability of the heading angle changes under disparate scenarios. Therefore, the performances of QNCKF and CKF under different maneuvers are further evaluated on the basis of observability analysis. One can conclude from the experimental results that QNCKF and CKF outperform EKF, especially when low-cost MEMS sensors are interfered to cause the measurements unobservable or lower observable, but the computational load of CKF is far higher than others. Therefore, QNCKF has the highest priority in terms of estimation accuracy and computation efficiency among three methods. YUAN 
