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Abstract. Noah (version 2.7.1), the community land-
surface model (LSM) of National Centers for Environmen-
tal Predictions-National Center for Atmospheric Research
(NCEP-NCAR), which is widely used to describe the land-
surface processes either in stand-alone or in coupled land-
atmospheric model systems, is recognized to underestimate
snow–water equivalent (SWE). Noah’s SWE bias can be at-
tributed to its simple snow sub-model, which does not ef-
fectively describe the physical processes during snow ac-
cumulation and melt period. To improve SWE simulation
in the Noah LSM, the Utah Energy Balance (UEB) snow
model is implemented in Noah to test alternate snow surface
temperature and snowmelt outflow schemes. Snow surface
temperature was estimated using the force-restore method
and snowmelt event is regulated by accounting for the in-
ternal energy of the snowpack. The modified Noah’s SWE
simulations are compared with the SWE observed at Cali-
fornia’s NRCS SNOTEL stations for 7 water years: 2002–
2008, while the model’s snow surface temperature is veri-
fied with observed surface-temperature data at an observa-
tion site in Utah. The experiments show that modification in
Noah’s snow process substantially reduced SWE estimation
bias while keeping the simplicity of the Noah LSM. The re-
sults suggest that the model did not benefit from the alternate
temperature representation but primary improvement can be
attributed to the substituted snowmelt process.
1 Introduction
The Noah LSM, a moderately complex community model,
is widely used in weather and regional-climate models and
is the operational land-surface scheme for National Centers
for Environmental Predictions-National Center for Atmo-
spheric Research (NCEP-NCAR) (Chen et al., 1996; Chen
and Dudhia, 2001; Ek et al., 2003; Leung et al., 2005, 2006;
Jin and Miller, 2007; Jiang et al., 2008). It is also used in
land-data assimilation systems such as the North America
Land Data Assimilation System (Mitchell et al., 2004), the
Land Information System (Peters-Lidard et al., 2007), and
HRLDAS (Chen et al., 2007). The model has been advanced
numerous times to accurately predict warm- and cold-season
processes, which resulted in various versions of the Noah
LSM. Noah version 2.7.1 (studied here) includes major mod-
ifications in snow processes by Koren et al. (1999) and Ek et
al. (2003).
However, the model has been noted for substantially
underestimating snow water equivalent (SWE) (Jin et al.,
1999a; Pan et al., 2003; Sheffield et al., 2003; Mitchell et al.,
2004; Jin and Miller, 2007; Slater et al., 2001; Livneh et al.,
2009; Wang et al., 2010; Barlage et al., 2010; Niu et al., 2011;
Yang et al., 2011) by simulating less amounts of snow during
peak winter season as well as melting the snow earlier in the
spring. Physical processes that influence the model’s predic-
tion of SWE are primarily the (1) representation of snowpack
and underlying half of top soil layer as a single bulk layer,
(2) snow albedo parameterization, (3) lack of snow–water
retention and refreeze, and (4) snowmelt based on residual
energy from the surface energy balance, (Livneh et al., 2009;
Barlage et al., 2010; Niu et al., 2011). First two processes
control the availability of energy in the snowpack while the
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last two processes regulate snowmelt. Single layer snowpack
combined with vegetation and underlying soil layer underes-
timates ground heat flux followed by overestimation of snow
surface energy (Niu et al., 2011). Further energy is added at
the snow surface due to the model’s snow albedo parame-
terization which does not consider high reflectivity of fresh
snow and snow aging (Livneh et al., 2009; Barlage et al.,
2010). The residual energy in the snowpack is directly used
to melt snow instead of using some available energy to warm
the snowpack. The warm snowpack does not retain any liq-
uid water which can refreeze at night and thaw during day
before finally draining from the snowpack.
Livneh et al. (2009) and Barlage et al. (2010) suggested
that inclusion of snow-aging processes in the snow-albedo
decay scheme can reduce Noah’s SWE estimation bias.
Livneh et al. (2009) have also implemented snow–water re-
tention algorithm which also improved the model’s SWE
prediction. The limitation of Noah’s single layer snowpack
has been considered by Niu et al. (2011). Since, Noah com-
putes a single temperature for the entire snowpack disre-
garding the temperature variation within the snow depth,
Niu et al. (2011) replaced the model’s single-layer snow-
pack representation with multiple layers to explicitly capture
the non-linear temperature gradient of the snowpack. Recog-
nizing the difference in snow surface and bottom tempera-
ture improves prediction accuracy of snow surface temper-
ature, surface fluxes and ground heat flux. Therefore, most
complex snow models (e.g., SNTHERM – SNow THERmal
Model, Jordan, 1991; CLM – Community Land Model, Dai
et al., 2003; SAST – Snow-Atmosphere-soil Transfer, Jin et
al., 1999b) also apply finite-difference models to simulate
snowpack temperatures. In addition, snow accumulation and
ablation processes are also affected by land covers, which
are addressed by several research groups (e.g., Mahat and
Tarboton, 2012). To enhance the model, Niu et al. (2011) has
also tested the model by separately computing temperature
and heat fluxes from the canopy layer and included frozen
soil scheme to improve soil permeability. Wang et al. (2010)
have shown that Noah SWE simulation can be improved by
considering the vegetation shading effect, under-canopy re-
sistance, and roughness length adjustment in boreal forests
and other grasslands.
In this study, we address the problem of Noah’s SWE
bias and early snowmelt by implementing the snow sur-
face temperatures and snowmelt processes of the Utah En-
ergy Balance (UEB) model (Tarboton et al., 1994; Tarboton,
1994; Tarboton and Luce, 1996; Luce and Tarboton, 2001)
in the Noah LSM. Similar to the Noah model, UEB simu-
lates snowpack as a single layer but applies the force-restore
method, which, unlike the finite-difference methods, implic-
itly represents temperature profiles within the snowpack.
Single-layer snow models like Noah LSM are less com-
plex to apply as it requires a small number of input vari-
ables compared to complex models. More sophisticated mod-
els (ex, SNTHERM, Jordan, 1991; CLM, Dai et al., 2003;
SAST, Jin et al., 1999b) simulate snowpack in multilayer and
changes in snow properties within each layers (Anderson,
1976; Colbeck and Anderson, 1982; Jordan, 1991; Arons and
Colbeck, 1995) are estimated, which are useful in some ap-
plications. However, the only piece of information required
for climate study and hydrologic prediction is the snow-
skin temperature, because the temperature gradient between
the snow surface and atmosphere drives the turbulent fluxes
(Dickinson et al., 1993; Luce and Tarboton, 2001).
In this study, we have chosen the force-restore-based UEB
snow model as the target in the Noah LSM for benefiting
from its effectiveness in snow surface temperature estima-
tion and snowmelt process, while keeping the Noah land-
surface model’s snow sub-model as a single layer model.
The primary objective of this research is to evaluate Noah’s
SWE prediction with the alternate snow surface tempera-
ture and melt model formulations. While studies have iden-
tified factors that improve snow surface fluxes followed by
enhancement in SWE simulations, there has not been any
study that has considered substitute modeling of snow sur-
face temperature and melt processes by preserving Noah’s
single layer snow model. This research is an attempt to an-
swer the question – can an alternate single layer snow model
reduce Noah’s SWE bias?
Noah LSM’s (version 2.7.1) approach for simulating snow
temperature and snowmelt conditions will be described in
the next subsection. The UEB snow model is discussed in
Sect. 3. In Sect. 4, the study areas and forcing information are
given. Results and discussion on the modified Noah model
are given in Sect. 5. Finally, the conclusions are drawn in
Sect. 6.
2 Current formulation and enhancement
2.1 Current method for snow-temperature estimation
The Noah model, originally developed by Mahrt and
Pan (1984) and Pan and Mahrt (1987), applies energy
and water balance to simulate land-surface conditions. The
model’s physical representation has been enhanced numer-
ous times and updated versions of the model are periodi-
cally published at NCAR website (http://www.ral.ucar.edu/
research/land/technology/lsm.php). The model is driven by
seven input variables – precipitation, air temperature, surface
pressure, wind speed, relative humidity, downward and up-
ward shortwave radiation. This stand-alone, 1-D column ver-
sion (version 2.7.1) has a multi-layer soil model but a sim-
ple canopy and snow model. If air temperature is less than
0 ◦C, precipitation falls as snowfall. Snow cover area fraction
within a model grid is determined as a function of SWE us-
ing a generalized snow depletion curve. When snow is on the
ground, the model considers a bulk snow-soil-canopy layer
and computes a single surface temperature for the bulk layer
at every time step. The other state variables in the Noah’s
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snow model are – snow depth, snow–water equivalent and
snow albedo. The model applies a simple snow albedo for-
mulation based on fractional snow cover and maximum snow
albedo variables (Ek et al., 2003). For each location, max-
imum snow albedo is derived from a database developed
based on the work of Robinson and Kukla (1985). The data
set covers the area of 25◦ N at 1◦× 1◦ resolution.
In the Noah LSM, snow surface temperature (Ts) for the
entire snowpack is estimated in a two-step process and the
computation processes are graphically represented in Fig. 1
during a snow season at a California snow measuring station.
In the first step, an intermediate temperature (T12) is com-
puted by applying energy balance between the snowpack,
top soil layer and the overlying air (Koren et al., 1999; Ek et
al., 2003). Detail of the energy balance equation is given in
the Appendix A. The method allows this temperature to rise
above freezing temperature (Tfreeze) even when the model
grid is 100 % covered with snow as can be seen in Fig. 1b.
In the second step, the effective temperature for a model
grid (T1) is adjusted by accounting for the fractional snow
cover (fsca) in the ground as (Koren et al., 1999):
T1 = T12, (T12 ≤ Tfreeze) (1a)
T1 = Tfreeze · f 2sca+ T12(1− f 2sca), (T12 > Tfreeze). (1b)
Equation (1) describes that, when the ground is completely
snow-covered, T1 is essentially snow surface temperature
which can be below or at freezing temperature. On the other
hand, T1 can be above freezing temperature when the ground
is partially covered with snow. Figure 1c shows the calcu-
lated snow surface temperature at the end of the two-step
process. One of the primary deficiencies of the control model
is that the snow sub model is conditioned to initiate snowmelt
whenever the temperature T1 is at or above the freezing point
(Fig. 1d). But, snow surface at freezing point is not the sin-
gle factor to cause snowmelt. Snowmelt initiates only after
the entire snowpack is isothermal at 0 ◦C which is known as
warming phase (Dingman, 1994). This phase is followed by
a ripening phase when melt water can retain in the snow-
pack until it exceeds liquid water holding capacity of the
snowpack. Therefore, to initiate snowmelt, it is crucial to
know at which state the snowpack is and that can be deter-
mined by accounting for the internal energy of the snowpack
(Tarboton and Luce, 1996). Further, the warming and ripen-
ing processes are not considered in Noah’s snow sub-model
and, therefore, the model overestimates the net energy which
is entirely used to control snowmelt outflow rate (Livneh et
al., 2009; Lundquist and Flint, 2006) resulting in a faster melt
rate.
2.2 The UEB snow model
To overcome the deficiencies in Noah’s snow model, snow
surface temperature and snowmelt processes of the Utah En-
ergy Balance (UEB) snow model are evaluated as an alter-
nate method to the existing snow model. The UEB model,
originally developed by Tarboton et al. (1994) and Tarboton
and Luce (1996), is a physically based energy and mass bal-
ance model to simulate snow accumulation and snowmelt at a
point location. Snowpack is defined in a single layer by three
state variables – snow–water content, internal energy of the
snowpack, and the dimensionless age of the snow surface.
Input variables to the model are – air temperature, precipita-
tion, wind speed, humidity and radiation (Tarboton and Luce,
1996). Tarboton and Luce (1996) assume neutral stability in
the UEB model (Hellstrom, 2000).
At every time step, the snow surface temperature is com-
puted based on an energy balance between surface forcing
and the snow surface capacity to conduct heat into or out
of the snowpack (Mahat and Tarboton, 2013). Then snow
surface temperature is applied to compute internal energy
of the snowpack which in turn regulate snowmelt outflow.
The model considers liquid water content to onset snowmelt.
Since its development, the model has been tested and veri-
fied at different sites with additional efforts to enhance the
model performance (Luce and Tarboton, 2001; You, 2004;
Luce and Tarboton, 2010; Mahat and Tarboton, 2013). A de-
tailed discussion of the UEB model can be found in Tarboton
et al. (1994, 1995), Tarboton and Luce (1996), and Luce
and Tarboton (2001), while a brief discussion of the model’s
physical processes pertinent to this paper is given below.
2.2.1 Snow surface temperature formulation
To compute snow surface temperature UEB model applies
energy balance at the snow surface whereas Noah LSM
computes net energy for the entire snowpack layer. In re-
ality, the snow surface temperature is cooler (warmer) than
the entire snowpack temperature at night (day) time and
therefore results a non-linear temperature gradient within
a snowpack layer. The UEB model approximates this tem-
perature gradient by differentiating surface temperature (Ts)
from the average snowpack temperature (T ). At every time
step, snow-skin temperature (Ts) is numerically solved us-
ing the Newton–Raphson method by employing the follow-
ing (Tarboton and Luce, 1996):
Qcs(Ts,T )=Qforcing(Ts) (2)
Qforcing(Ts)=Qsnet+Qlin−Qlout(Ts)+Qh(Ts)
+Qle(Ts)+Qp, (3)
where Qcs is the heat flux because of the temperature gradi-
ent within the snowpack and Qforcing is essentially the heat
flux considering all of the energy components at the snow
surface, Qsnet is the net short-wave energy, Qlin is the in-
coming long-wave radiation, Qlout is the outgoing long-wave
radiation from the snowpack, Qh is the sensible heat flux
to/from the snow, Qle is the latent heat flux to/from the snow,
and Qp is the energy advected by precipitation into the snow.
The turbulent heat fluxes (Qh and Qle) and the outgoing ra-
diative flux (Qlout) are functionally dependent on the surface
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Figure 1. Graphical example describing the Noah LSM’s snow-temperature estimation process and how the snowmelt events are initiated:
(a) air temperature Tair, (b) temperature T12 estimated from the surface-energy balance, (c) resultant snow-skin temperature, T1, (d) rate of
snowmelt Ms, and (e) percentage of snow-cover area (SCA). The red lines in (a), (b), and (c) indicate 273.15 ◦K.
temperature Ts (Tarboton and Luce, 1996; You, 2004). Physi-
cally, snow temperature cannot be greater than 0 ◦C and, thus,
the upper bound of Ts is constrained to freezing temperature.
Qcs in Eq. (2) is derived from thermal-diffusion equation
which describes how temperature changes with time along
the depth of a layer and the equation is (Luce and Tarboton,
2001, 2010; You, 2004):
∂T
∂t
= (λ
c
)
∂2T
∂z2
= k ∂
2T
∂z2
(4)
with the boundary condition for temperature as:
T |z=0 = T +Asinωt, (5)
where T is the temperature, t is time, z is the depth measured
downward from the surface, c is the volumetric heat capac-
ity, and λ is the heat conductivity, k is the thermal diffusiv-
ity of snow (= c
λ
), T is the mean snow surface temperature,
A is the amplitude of the diurnal snow-temperature wave at
the surface, and ω is the angular velocity of the Earth’s rota-
tion (i.e., ω = 2pi /24 radians h−1). An approximate solution
of Eq. (5) for sinusoidal temperature fluctuation is (Carslaw
and Jaeger, 1959):
T (z, t)= T +Ae−zd sin(ωt − z
d
) (6)
where d is the diurnal damping depth, and d =√2k/ω. The
equation may be used to calculate the temperature gradient
with depth which can be used with the heat conductivity (λ)
to compute heat flux (Qc) (Lin, 1980; Hu and Islam, 1995;
Luce and Tarboton, 2001; Gao et al., 2008):
Qc(z, t)= λ∂T (z, t)
∂z
= λ
d[
Ae
−z
d sin(ωt − z/d)+Ae−zd cos(ωt − z/d)
]
. (7)
Further, rearranging Eq. (6) and then differentiating with re-
spect to time t can be represented as follows:
Ae(−z/d) sin(ωt − z/d)= T (z, t)− T (8a)
Ae(−z/d) cos(ωt − z/d)= 1
ω
∂T (z, t)
∂t
. (8b)
Using Eqs. (8a) and (8b), Eq. (7) can be written as:
Qc(z, t)= λ
d
(
1
ω
∂T (z, t)
∂t
+ T (z, t)− T
)
. (9a)
At the surface boundary where z= 0, the heat flux at the sur-
face (Qcs) is:
Qc(0, t)=Qcs = λ
d
(
1
ω
∂T (0, t)
∂t
+ T (0, t)− T
)
(9b)
Qcs = λ
d
(
1
ω
∂Ts
∂t
+ Ts− T
)
. (9c)
Equation (8c) is the basis for the force-restore method
and with the finite-difference approximation for ∂Ts/∂t in
Eq. (9c) results in
Qcs = λ
d
(
1
ω1t
(
Ts− Tslag1
)+ (Ts− T )) , (10)
where 1t is the measurement time interval, and Tslag1 is the
surface temperature lagged by one time step, i.e., at t −1t .
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The average snow surface temperature T given in Eqs. (2)–
(10) has not been defined consistently in the literature (see
examples of various definitions of T in Ren and Xue, 2004).
In the UEB model, T is defined as the depth-average snow-
pack temperature, which is derived from two state variables:
snow–water equivalent (W) and internal energy (U) of the
snowpack. Internal energy U is defined as the energy to the
melting point which means that, at 0 ◦C, ice possesses zero
heat content (Tarboton et al., 1994; Jin et al., 1999a). Internal
energy has been also used as a prognostic variable by Lynch-
Stieglitz (1994) and Jin et al. (1999b).
Snow temperature affects sublimation from the snow sur-
face. UEB applies turbulent heat flux (Tarboton, 1994) while
Noah LSM uses Penman equation (Wang et al., 2010) to
compute sublimation.
2.2.2 Snowmelt formulation
In UEB model, whenever internal energy is positive, the
snowpack attains sufficient energy to initiate snowmelt.The
snowmelt outflow rate Mr from ripened snow is simulated
based on Male and Gray (1981) and is (Tarboton, 1994;
Tarboton and Luce, 1996):
Mr =KsS3 (11)
where S is the relative saturation in excess of the liquid-water
holding capacity, andKs is the snow-saturated hydraulic con-
ductivity, which describes the water flux through the porous
snowpack and is a function of snow density, porosity, and
liquid-water holding capacity. The variation of Ks with a sat-
urated water content of natural snow is not clear (Iida et al.,
2000) and, hence, Ks is essentially a calibration parameter
for each location (Tarboton and Luce, 1996). Different Ks
values are reported in previous studies (Gray and Male, 1981
(Ks = 20 m h−1); Tarboton and Luce, 1996 (Ks = 20 m h−1);
Zanotti et al., 2004 (Ks = 20 m h−1); Mahat and Tarboton,
2012 (Ks = 20 m h−1); Tarboton, 1994 (Ks = 20 m h−1); and
You, 2004 (Ks = 200 m h−1)), but the sensitivity tests (for
Ks value from 200 to 20 m h−1; the result not shown here)
showed snowpack melts rapidly at the end of melting pe-
riod with higher Ks value. A constant Ks value of 20 m h−1
for all sites was chosen which reasonably described the rate
and timing of snowmelt during the accumulation and abla-
tion period.
The parameter S in Eq. (11) is derived from the following
relationship:
S = Liquid water volume-Capillary retention
Pore volume-Capillary retention
, (12)
where the value of variable S increases with increasing liq-
uid water in the snowpack. Liquid water is the amount of
water that can be retained in the snow pores against capil-
lary forces, and consideration of capillary retention or liquid-
water holding capacity can delay snowmelt during the ripen-
ing phase (Dingman, 1994). Amid the ripening phase, liquid
water near the surface can refreeze with night-time cooling
and thaw during day (Bargtsson, 1980). This refreeze and
thaw cycle can continue for days if the liquid water does
not exceed the water-holding capacity of the snowpack. Dur-
ing the day, this cycle might need several hours to warm up
and resume melting again (Dingman, 1994). Snowmelt starts
once the liquid water in the snowpack exceeds the water-
holding capacity. Initially, snow melting is more uniform
(“matrix flow” in porous media) but with increase in liquid
water content and growth of snow grains, melt flow rate ac-
celerates (“preferential flow”). Theoretical representation of
preferential flow is difficult which can advance below freez-
ing temperature, so snowmelt algorithm even in the sophis-
ticated snow models (e.g., like SNTHERM; Jordan, 1991)
is based on liquid water flow under isothermal conditions
(Waldner et al., 2004). However, the parameter “liquid-water
holding capacity” is difficult to measure from wet snow be-
cause, during the snowmelt metamorphism, snow can be su-
persaturated yet be below the liquid-water holding capacity
due to the freeze-thaw cycle (Livneh et al., 2009). In vari-
ous studies, the liquid water-holding capacity is quantified
as 3–9 % of the volume of the snowpack (Denoth et al.,
1984; Kattlemann, 1987; Kendra et al., 1994; and Albert and
Krajeski, 1998). Jordan (1991) used 4 % of the pore volume
in SNTHERM, Lynch-Stieglitz (1994) used 5.5 % height of
the compacted snow layer, while Dingman (1994) suggested
6 % of the pore space as the liquid water-holding capac-
ity. Following Jordan (1991) and Denoth (2003), Livneh et
al. (2009) applied 4 % of the pore volume of the liquid-water
holding capacity in the Noah model. Because the density of
the snowpack is different for fresh snow compared to old
snow, Livneh et al. (2009) showed that 4 % of the pore vol-
ume can range from approximately 2.5 % of SWE depth for
old snow to approximately 10 % of SWE depth for fresh
snow. Here, we have used 5 % of the total mass of the snow-
pack (liquid and ice) as the liquid water-holding capacity
(Tarboton and Luce, 1996), and the fraction of liquid water
Lf is estimated as:
Lf = U
ρwλfW
(13)
where U is the internal energy of the snowpack, W is the
snow–water equivalent, ρw is the density of water, λf is the
heat of fusion of ice, and ρwλfW is the energy required to
melt the entire snowpack at 0 ◦C. A sensitivity test of the
liquid-water holding capacity is discussed in the results and
discussion section.
3 Application of the method
3.1 Study area and input data
The Noah LSM requires seven input variables, and the forc-
ing data from the North American Land Data Assimilation
www.hydrol-earth-syst-sci.net/18/3553/2014/ Hydrol. Earth Syst. Sci., 18, 3553–3570, 2014
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Table 1. Elevation and annual precipitation at four SNOTEL sites
for the period June 2001–June 2008.
SNOTEL Elevation Average annual
stations (m) precipitation (mm)
#356 2,456 1,003
#508 2,370 7,51
#463 2,338 1,446
#539 2,135 729
System (NLDAS-2) are used to drive the model. NL-
DAS forcing data are at 1/8◦-grid resolution (approximately
12.5 km) and available at hourly time scale and discussed in
detail by Cosgrove et al. (2003) and extensively validated by
Luo et al. (2003) and Pinker et al. (2003). The model out-
puts are evaluated against ground-observation data at various
SNOTEL (SNOw TELemetry) stations located in the Sierra
Nevada Mountains of California as well as at a SNOTEL
site in Utah, which is close to a snow-surface temperature
data collection site. Brief descriptions of these study areas
are given below:
(1) SNOTEL stations in California
Snow–water equivalent (SWE) observations at SNOTEL
sites in California are used here to verify the control and
outputs of the modified models. These ground observations
are at clear vegetated land and provide seasonal variation of
snowfall with reasonable accuracy but is subjected to instru-
mentation accuracy (Serreze et al., 1999). SNOTEL stations
have also been used by others for Noah-related studies (Pan
et al., 2003; Jin and Miller, 2007; Livneh et al., 2009; Barlage
et al., 2010; Pederson et al., 2010). These stations measure
daily SWE, 2-m air temperature, and precipitation, as well
as soil moisture and soil-temperature data; a more compre-
hensive discussion about these sites is given on the Natural
Resources Conservation Service (NRCS) website. Here, the
data used are quality-controlled as described by Serreze et
al. (1999), and a total of 22 SNOTEL stations have been used
for the 7-year period from June 2001–June 2008. The ele-
vations of the Sierra Nevada Mountains stations range from
1576–2961 m.
Over the study period, the maximum SWE is observed at
the highest-elevated station (SNOTEL Station #574) and was
2628 mm in 2006. This year was an El Niño year, which usu-
ally generates higher than normal SWE values in the South-
west (Jin and Miller, 2007).
Land-surface characteristics were derived from the grid
cell within which SNOTEL stations are located. SNOTEL
stations are installed in open spaces but we wanted to simu-
late Noah with grid-scale attributes to facilitate model appli-
cation at large scale. Table 1 lists elevation and average an-
nual rainfall over four SNOTEL stations: #356, #508, #463,
Figure 2. Location of 22 SNOTEL stations (21 stations in Califor-
nia and 1 station in Utah) used for this study. The model was com-
pared at all these stations but results are shown in detail at locations
marked by circles.
and #539 where detail comparison of model output is dis-
cussed. Later, an overview of the model performance over 21
SNOTEL stations is also provided.
(2) T.W. Daniel Experimental Forest site, Utah
Utah State University (USU)’s T.W. Daniel Experimen-
tal Forest (TWDEF) has an experimental site (41.86◦ N,
111.50◦ W) at an elevation of 2600 m, roughly 30 km north-
east of Logan along the border between Utah’s Rich and
Cache counties. Various properties of snow, vegetation, soil,
and atmosphere are measured every 30 min at 12 monitoring
weather stations and at an eddy covariance tower. Weather
stations distributed across the site record air temperature, hu-
midity, snow depth (when present), soil moisture, and sundry
other quantities, while the eddy covariance system records at-
mospheric fluxes. Snow-temperature data collection started
from 2008 and for this work, water year 2009 data were
used. More information about this study site can be found
at http://danielforest.usu.edu/Maps.aspx.
Near the experimental site, a SNOTEL station (#1098) was
also installed in July 2007 where daily precipitation, tem-
perature, snow–water equivalent, snow surface temperature
are recorded at hourly rate. The model was simulated us-
ing the station recorded precipitation and temperature. Other
meteorological inputs for the model were used from the NL-
DAS grid data where this SNOTEL station resides. Model-
simulated snow surface temperature data were compared
with the site recorded of snow surface temperature.
The location of the SNOTEL stations in California and
Utah are shown in Fig. 2.
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3.2 Model evaluation statistics
3.2.1 Nash–Sutcliffe model efficiency coefficient
To assess the goodness-of-fit of a model, the Nash–Sutcliffe
model efficiency (NSE) coefficient is widely used and is de-
fined as follows:
NSE= 1−
T∑
t=1
(Sto− Stm)2
T∑
t=1
(Sto− So)2
, (14)
where So is observed SWE, Sm is modeled SWE, and So is
the mean of observed SWE during the total time period T .
NSE can range from−∞ to 1. An efficiency of less than zero
(i.e NSE< 0) denotes that the model is not a good predictor
of the variable of interest (Krause et al., 2005) whereas an ef-
ficiency of 0 (i.e., NSE= 0) indicates that the model predic-
tions are as accurate as the mean of the observed data. While,
Gupta et al. (1999) suggested the NSE values larger than 0
for minimally “acceptable performance”, in literature, vari-
ous threshold values are used for model’s “satisfactory per-
formance” (see Table 2 of Moriasi et al., 2007). Because NSE
values are not easily interpretable if sampling distribution is
not given and users can only provide subjective interpretation
(McCuen et al., 2006). In essence, the closer the model effi-
ciency is to 1, the more accurately the model matches with
observation. Here, NSE values greater than 0.7 (Gupta et al.,
1999) and less than 0.5 (Moriasi et al., 2007) are considered
as “good” and “unsatisfactory” model performance.
3.2.2 Root Mean Square Error
Root Mean Square Error (RMSE) is commonly used model
evaluation index and is defined as:
RMSE=
√√√√√ T∑
t=1
(Sto− Stm)2
n
, (15)
where n is the total number of observations. Values of RMSE
can be 0 to ∞ and for a model that perfectly fits the obser-
vation, value of RMSE is 0. There is no generally accepted
threshold RMSE value to evaluate model performance but
large RMSE values indicate large model error. In this study,
followed by Singh et al. (2004), half the standard deviation
of observed data will be used as a threshold RMSE value
for model assessment. In addition, the model enhancements
will be evaluated using RMSE-observations standard devia-
tion ratio (RSR) (Moriasi et al., 2007) which is the ratio of
the RMSE and standard deviation of observed data. RSR is
calculated as follows:
Figure 3. Simulated SWE with NLDAS precipitation (blue line)
and after precipitation bias correction (red line) are compared with
observation (black line) sites: (a) #356, (b) #508, (c) #463, and
(d) #539. Model run before precipitation bias correction is called
“control”, and the model run after precipitation bias correction is
called “control-bias corr”.
RSR=
√√√√√√√√
T∑
t=1
(Sto− Stm)2
T∑
t=1
(Sto− So)2
. (16)
RSR can range from 0 to very large value. A value of 0
indicates 0 RMSE and perfectly fit model simulation. The
benefit of using RSR is in its normalization factor that al-
lows developing a model performance rating. Followed by
Moriasi et al. (2007), model performance is rated as “very
good” if RSR value is between 0 and 0.5. Model will be
regarded as “good”, “satisfactory”, and “unsatisfactory” for
RSR values between 0.5 to 0.6, 0.6 to 0.7, and greater than
0.7, respectively.
4 Results and discussion
4.1 Precipitation bias correction
Figure 3 shows a comparison between the Noah LSM sim-
ulated SWE (blue line; called “control” in Fig. 3) and the
observed SWE at the four SNOTEL stations. In general, the
control model underestimates the SWE, although the under-
estimation of the modeled SWE differs from year to year and
from station to station. At some stations and during some
years, simulated SWE compares relatively well to that of ob-
served SWE than other locations and years. For example, at
Station #356, the SWE during water years 2002, 2003, 2004,
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and 2008, were certainly less than observed but modestly
captured (∼ 40–60 % of the maximum SWE at the ground).
Elsewhere, simulated SWE is almost negligible, particularly
at Station #463 (less than 20 % of the ground observed max-
imum SWE).
The primary reason for the Noah land-surface model’s
negative bias in SWE estimation is because of imperfection
in its current snow-physical processes, as discussed earlier. In
addition, uncertainty in input can be quite substantial as well,
especially in the mountainous environments. Precipitation,
a primary input for quantifying snowfall, can be extremely
variable in space and time in high-elevated areas. Mitchell et
al. (2004) discussed this issue and pointed out that precipi-
tation data in the NLDAS system are based on the National
Weather Service (NWS) precipitation gauges. These gauges,
located mostly in valleys, are known to underestimate higher-
elevation precipitation (Pan et al., 2003). Pan et al. (2003)
compared the NLDAS precipitation with SNOTEL precipi-
tation from September 1996–September 1999 and found that
SNOTEL precipitation is, on average, more than twice the
amount of the NLDAS precipitation data. On the other hand,
differences in other forcing data between NLDAS and those
of stations were found to be insignificant (Luo et al., 2003).
Therefore, a simple precipitation bias-correction method
was applied to NLDAS precipitation data, while no correc-
tions were made to other NLDAS forcing data. Precipita-
tion data were adjusted by first determining the ratio of to-
tal yearly winter precipitation (October–May) from SNO-
TEL stations to that of NLDAS grid. Then, NLDAS pre-
cipitation was scaled by the corresponding ratio. This sim-
ple bias correction shows that, in general, NLDAS precipita-
tion is less than that recorded at the studied SNOTEL sites
(Pan et al., 2003); thus, a substantial increase in SWE can
be seen in years and stations where SWE was very poorly
modeled (e.g., Station #463). There are a few years in which
NLDAS precipitation data were more than the total precipi-
tation recorded at the SNOTEL stations and, therefore, pre-
cipitation bias correction resulted in reduced simulated SWE
when compared to the control model (e.g., water year 2004 at
Station #356, water year 2008 at Station #539). However, the
number of snow-covered days has not been affected signifi-
cantly (red line in Fig. 3 and termed as “control-bias-corr”)
with the bias correction.
Model bias can also increase at sites where additional
snowdrifts can result from wind or at sites with precipitation
under-catch which is common problem at mountainous cli-
mate stations. A study by Gaudet and Cotton (1998) in Col-
orado mountain region found more than 20 % precipitation
under-catch in climate stations. With additional bias correc-
tion model forecast skill can be further enhanced.
UEB model considers effect of wind drift by wind drift
parameter but the Noah land-surface model does not incor-
porate any physical processes for the effect of wind drifts;
consequently, the UEB’s drift parameter was not included
and no additional processing was not done for cases when
Figure 4. SWE from modified model run Noah-Ts (red line) is
compared with observations and control run (blue line) at (a) #356,
(b) #508, (c) #463, and (d) #539.
accumulated SWE exceeded accumulated rainfall. From this
point on, the simulated SWE after bias correction will be
referred to as the “control” run of the Noah LSM and will
be used for evaluation of the modified approach, which is
termed as “Noah-Ts” run.
4.2 California SNOTEL sites
4.2.1 SWE simulation
Simulation of the Noah LSM modified with the UEB snow
model is compared at SNOTEL stations and is shown in
Fig. 4. The modified Noah shows substantially improved
SWE estimation in terms of increasing the amount of max-
imum SWE as well as delaying snowmelt. However, water
year 2007 was a dry year (a moderate La Niño year) and
snowfall was less than 7-year average (study period: water
year 2002 to 2008). For this year, SWE simulation in the
modified model is not significant compared to the control run
because for shallow depth of snow (less than 0.1 m), the mod-
ified model applies all the available energy for snowmelt.
While the modified model enhanced SWE simulation by
using the Noah LSM, it also shows delayed SWE melting
in few years, for example, in water year 2004 at Stations
#463 and #508 and in water year 2008 at Station #508. This
late melting can be partly explained by comparing the sim-
ulated SWE by the control-bias-corr model and the control
model (Fig. 3) at Station #508. At this station, NDLAS pre-
cipitation was more than that observed in 2004 and 2008
and, therefore, after precipitation bias correction, the control-
bias-corr model predicted less snow than the control model.
In general, forcing data from NLDAS, other than precipita-
tion, are well validated but, at this location and in these years,
forcing uncertainty may still prevail. Figure 5 compares the
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Figure 5. NLDAS hourly temperature data from 1 April–
20 May 2004 shows the daily maximum and minimum temperature
records observed at SNOTEL stations: (a) #463 and (b) #508.
maximum and minimum daily temperatures observed at Sta-
tions #508 and #463 with NLDAS daily temperature from
1 April to 20 May 2004. During this period, NLDAS tem-
perature data were comparatively cooler than observation,
and the difference in maximum air temperature can affect the
snow-melting process and time (Hamlet et al., 2005).
Nonetheless, the modified approach has improved SWE
estimation. Figure 6 shows the components of water balance-
precipitation, sublimation, and snowmelt for the winter of
2001–2002 at California SNOTEL stations #356, #508,
#463, and #539. During the accumulation period (Decem-
ber through March), loss of snow in the control model is be-
cause of both sublimation and snow melting processes but
in the modified model, the loss is mainly from sublimation.
As discussed earlier, the control model simulates snowmelt
whenever the temperature of the snowpack reaches freezing
point, and then melt water immediately becomes runoff. On
the contrary, in the modified approach, snowmelt commences
only when the net energy relative to the melting point is pos-
itive and snow melting do not start until later in the spring
season (Fig. 6d, h, l, and p). During the accumulation period,
loss due to sublimation is less in the modified model com-
pared to the control model (Fig. 6c, g, k, and o) which can
be attributed to the application of different formulation in the
models.
In the modified model, liquid-water holding capacity of
the snowpack was considered before the melt water becomes
runoff and the effect of the liquid water content is shown in
Fig. 7. The modified model was simulated with 0 and 5 % liq-
uid water content, and the difference in response is seen only
during the ablation period. There is no significant change in
melt outflow rate until the beginning of the melt period. The
simulation run with 5 % liquid-water holding capacity delays
the onset of snowmelt, compared to that of 0 % liquid-water
holding capacity for less than a day to approximately a few
days at some study sites.
An additional review of the effectiveness of the mod-
ified model in predicting maximum SWE is presented
in Fig. 8, where maximum-modeled SWE as a percent-
age of ground-observed maximum SWE is shown at the
four California SNOTEL stations for 7 years of the study
period. Although precipitation bias correction improved
model SWE estimation, the overall enhancement in max-
imum SWE prediction by the modified model is evident
(Fig. 8). A similar comparison is shown in Fig. 9, which in-
cludes the 21 California SNOTEL stations over the Sierra
Nevada Mountains. The control model can reasonably pre-
dict SWE at locations where maximum SWE is relatively less
(SWEmax < 500 mm). However, bias is more pronounced at
locations with higher snowfall which are typically located
at higher elevation where uncertainty of input variables is
greater. The modified model has enhanced SWE estimation
at all locations, but improvement is more prominent for ob-
servation stations where the maximum snowfall is between
500–1000 mm.
Additionally, the modified model’s overall predictive
power to simulate SWE is described by RMSE, RSR in Ta-
ble 2, and the Nash–Sutcliffe efficiency in Fig. 10. For all sta-
tions, RMSE from control model simulation is much higher
than the threshold RMSE value (i.e., half the standard devi-
ation of observed data). Although, the modified model sim-
ulation lowers the values of RMSE than that of the control
model, majority of the station RMSE is still considered high.
RSR performance ratings describe most of the higher RMSE
simulations as “satisfactory” or “good”. Figure 10 shows the
NSE values of the modified model simulation which is pos-
itive for the four stations with most of the values above 0.5.
However, only few years show NSE values were >= 0.7
which supports, like RMSE and RSR values, the modified
model performance is satisfactory in SWE estimation.
4.2.2 Simulation – other variables
At the California SNOTEL sites, other properties of snow-
pack, such as snow surface temperature, the surface energy
flux measurements are not available. So a comparison be-
tween the control model and the modified model simulated
snow surface temperature and turbulent fluxes at SNOTEL
Station #356 are shown in Fig. 11. The figure compares the
model simulation from 1 April to 1 May 2002. This time pe-
riod was chosen to present the difference between model sim-
ulations at the beginning of the melt period (1 April is con-
sidered as the beginning of snow ablation period). The figure
shows that both the models have similar temperature distri-
bution, although the control model is simulating a colder sur-
face compared to the modified model (Fig. 11a). However,
a significant difference between the models can be seen in
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Figure 6. Components of water balance on the snow surface are shown at the four SNOTEL stations for the snow season of 2001–2002. In
(a), (e), (i), and (m), the snow–water equivalents simulated by the control and modified models are compared with observed SWE at #356,
#508, #463, and #539 in CA, respectively. In (b), (f), (j), and (n), the accumulated precipitation at #356, #508, #463, and #539, respectively,
are shown. Accumulated sublimation and snowmelt between the control and modified models are compared and shown in the third and fourth
rows, respectively.
Figure 7. Modified Noah LSM is simulated with 0 % liquid-water
content (LWC) (red line in a), and 5 % liquid-water content (green
line in a). The results are compared with the simulated SWE from
the control-bias corrected Noah LSM and ground observations at
SNOTEL Station #508. The inset shows the effect of varying LWC
in the modified model for 15 days in April.
the snowmelt outflow rate (Fig. 11b). During this time pe-
riod, frequent melt events in the control model reduced the
snowpack from the ground while modified model did not
simulate any snowmelt. The differences in sensible heat flux
(Fig. 11c) and outgoing long-wave radiation (Fig. 11d) be-
tween the control model and the modified model are found to
be small. Latent heat flux computed by the modified model
is larger compared to that of the control model (Fig. 11e)
Figure 8. Simulated maximum SWE as a percentage of observed
maximum SWE for seven years at four CA SNOTEL stations
(a) #365, (b) #508, (c) #463, and (d) #539.
because of the modified model simulating a warmer snow
surface.
Snow-covered ground can affects soil temperature, as well
as moisture content of the underlying soil. Although the
scope of the paper is only limited to evaluating alternative
processes for snow temperature and snowmelt, improvement
in soil temperature and moisture in the modified model is
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Table 2. Model error statistics at four SNOTEL stations. Model performance ratings are given in the parenthesis where h, l, vg, g, s, and us
refers to “high”, “low”, “very good”, ”good”, ”satisfactory”, and “unsatisfactory” performance, respectively.
Station 2001–
2002
2002–
2003
2003–
2004
2004–
2005
2005–
2006
2006–
2007
2007–
2008
RMSE
#356 354.45a
159.65b(h)
124.23c
315.11
97.679(l)
132.56
289.02
157.25(h)
131.53
474.13
287.52(h)
211.51
399.74
306.63(h)
195.78
185.32
164.35(h)
67.95
263.35
155.2(h)
133.29
#508 165.87
43.36(l)
76.33
201.36
79.039(h)
68.86
134.24
93.97(h)
73.85
226.09
72.58(l)
95.76
168.71
150.63(h)
130.33
81.72
71.50(h)
36.6
96.01
69.13(l)
90.01
#463 575.92
273.19(h)
188.43
578.85
153.65(l)
175.48
484.20
255.66(h)
196.2
775.60
185.21(l)
250.67
649.99
295.84(h)
271.92
251.57
155.44(h)
97.43
436.77
194.77(l)
196.26
#539 241.65
88.44(h)
84.71
166.33
104.57(h)
55.01
203.37
73.94(l)
77.56
298.39
76.05(l)
102.54
198.08
53.63(l)
82.24
111.04
102.39(h)
46.2
243.30
109.81(h)
94.86
RSR
#356 1.42
0.64 (g)
1.19
0.37(vg)
1.09
0.59(g)
0.97
0.59(g)
0.99
0.76(us)
0.69
0.61(s)
0.96
0.56(g)
#508 1.09
0.28(vg)
1.44
0.56(g)
0.90
0.63(s)
1.07
0.34(vg)
0.59
0.52(g)
0.62
0.54(g)
0.53
0.38(vg)
#463 1.53
0.73(us)
1.64
0.53(g)
1.22
0.65(s)
1.35
0.32(vg)
1.13
0.52(g)
0.68
0.42(vg)
1.07
0.48(vg)
#539 1.43
0.52(g)
1.38
0.86(us)
1.28
0.46(vg)
1.36
0.35(vg)
1.17
0.32(vg)
0.77
0.71(us)
1.28
0.58(g)
a Control; b Noah-Ts; c Standard deviation of observed data.
compared with the respective observations at the SNOTEL
stations. Figure 12 shows the comparison of model outputs
with observed soil temperature and soil moisture at 5 mm
below the ground surface at Stations #508 and #463. The
control model predicts less snow and therefore, the ground
is more exposed to the cooler atmosphere and soil is be-
low freezing point throughout the snow season (Fig. 12c and
d). Modified model simulation shows comparatively warmer
soil temperature and observation shows soil temperature was
above the freezing point during most of the snow season.
Similarly, because of simulating less snow on the ground and
more frequent snowmelt, control model predicts a higher soil
moisture fraction compared to observation. On the contrary,
with less snowmelt, the modified model’s soil moisture sim-
ulation agrees better with observation (Fig. 12e and f). Note
that the observation sites initialize the measuring instrument
at every water year and so for the first few months of the
water year, the soil moisture is recorded as zero. Additional
analysis of improving the soil temperature and moisture con-
tent is suggested but is beyond the scope of this study.
4.3 Utah site
The modified model was also assessed at Utah SNOTEL Sta-
tion #1098 near the TWDEF forest and simulation result is
shown in Fig. 13. At this site, the SWE predicted by the con-
trol model shows negative bias similar to that of California
sites. The modified model shows improvement over the con-
trol model by reducing the SWE bias and delaying ablation
period.
Figure 14 snows the comparison of simulated and recorded
snow surface temperature for early March (accumulation pe-
riod) and May (ablation period), 2009. The snow surface
temperature simulated by both the control and Noah-Ts rea-
sonably agree with observed snow surface temperature al-
though the later predicted slightly warmer temperature than
that of the control model. The comparison supports that the
control model does not benefit from the snow surface tem-
perature formulations and enhancement in SWE simulation
is mainly from the controlling snow melting based on inter-
nal energy of the snowpack.
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Figure 9. Comparison of mean (of 7 years of the study period)
annual maximum SWE between model simulations and SNOTEL
measurements (mm).
4.4 Discussion
Noah is a 1-D model which can be simulated using grid
or point observational data. As Noah LSM is coupled
with regional-climate models for weather simulation, the
model was simulated using NLDAS 1/8◦ grid data for this
study. Simulation results are compared with point SNOTEL
recorded SWE because of lack of reliable large scale ob-
servations of snow data (Pan et al., 2003). Therefore, to
account for the scale issues, precipitation forcing data has
been bias corrected using California SNOTEL’s precipitation
which improves control model’s performance. The applied
model modifications enhance SWE simulation by increasing
amount of snowfall and delaying ablation period. Similar im-
provement in Noah’s SWE modeling is seen at a Utah SNO-
TEL site where the modified model was simulated using ob-
served precipitation and temperature forcing data. Overall,
the modified model removes the control model’s deficiency
of early melting but not adequately efficient in removing
SWE bias. Modeling physical processes of snow accumu-
lation/sublimation is much more complex in the mountain-
ous terrain and therefore consideration of other factors, such
as time-varying snow albedo parameterization and effect of
canopy shading are important. Snow albedo parameterization
along with other modifications suggested by various studies
has been incorporated in the recent versions (current version
is 3.4.1). Therefore, applying the modifications of Noah-Ts
in the current Noah version is encouraging to study their
combined effect on snow process modeling.
Figure 10. Nash–Sutcliffe efficiency of the modified and control
model at the four SNOTEL stations. Horizontal axis represents the
number of years.
5 Conclusions
The Noah LSM has been identified to under predict snow–
water equivalent throughout the snow season and melt away
all the snow early in spring. The control model simulates
snowpack as a single layer and estimates the snow surface
temperature based on the energy flux on the snow surface and
the air temperature above the snow surface. When the snow-
pack is at freezing temperature (0 ◦C), snow starts to melt. In
reality, snow temperature is not the only determining factor
for snowmelt. To begin snow melting, the entire snowpack
is required to be isothermal and the modified Noah model,
like UEB model, determines this by accounting for internal
energy of the snowpack. This melt water does not instantly
become runoff but remains within the warm snowpack up
to the liquid-water holding capacity. Once this water-holding
capacity is exceeded, snowmelt becomes runoff.
In addition to considering internal energy of the snow-
pack, the force-restore method was applied in modified Noah
model to compute snow-surface temperature. The results
show that snow surface temperature is similar to the con-
trol model and sometimes warmer than the temperature com-
puted by the control model and thus the model did not bene-
fit from the applied temperature scheme. The primary factor
for improvement in modified model’s SWE estimation is the
regulating early season snow melting.
The new scheme adds only two prognostic variables and is
compatible with other physical processes within the model.
One effort of this study was to preserve the simplicity of the
Noah model but remove model deficiencies. In general, the
alternate single layer snow sub-model in the modified Noah
LSM outperformed that of the control model by delaying
snow melting and moderately removing SWE bias.
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Figure 11. Simulated surface temperature and energy on the snow surface is compared between control and Noah-Ts models at SNOTEL
station #356 during the month of April 2002.
Figure 12. Soil temperature (c and d) and soil–moisture content (e and f) of the first soil layer in the model is compared with observed soil
temperature at Station #508 and Station #463 for water year 2005, respectively.
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Figure 13. Snow–water equivalent simulated by the control and
modified models are compared with observed SWE at SNOTEL
Station #1098 in Utah.
Figure 14. Comparison of control and modified model simulated
snow surface temperature against recorded snow temperature at the
TWDEF site near SNOTEL station #1098 from (a) 1–10 March, (b)
1–10 May 2009.
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Appendix A
Surface-energy balance at the snow surface:
Rdn−εσT 4s =G+H+βLvEp−LfPr+PrCp(Ts− To)
Rdn− εσT 4s = k
Ts− Tsoil
1z
+ ρCpCH(Ts− θo)
+βLvEp−LfPr+Pvrcp(Ts− To), (A1)
where Ts is the surface temperature (K), To is the air
temperature (K), k is the thermal conductivity of soil
(J m−1 s−1 K−1), ρ is the density of the air (kg m−3), CH is
the turbulent exchange coefficient (m s−1), 1z is the depth
of the snowpack plus half of the top soil layer (m), Tsoil is the
soil temperature at half of the top soil layer (K), Rdn is the
net short-wave radiation (J m−2 s−1), ε is the emissivity of
the surface (unitless), σ is the Stephen Boltzman’s constant
(J m−2 s−1 K−4), Lf is the latent heat of fusion (J kg−1), Cp
is the specific heat of air (J kg−1 ◦K−1), Pr is the precipi-
tation rate (Kg m−2 s−1), θo is the potential air temperature
above the ground (K) (usually at 2 m above the ground), Lv
is the latent heat of condensation (J kg−1), β is the ratio of
actual to potential evaporation (unitless), and Ep is the po-
tential evaporation rate (Kg m−2 s−1).
Applying Taylor’s expansion on εσT 4s :
Rdn−εσT 4o −4εσT 4o
Ts−To
To
=k Ts−Tsoil
1z
+ρCpCH (A2)
[(Ts− To)− (θo− To)]+βLvEp−LfPr+PrCp(Ts− To).
Dividing both sides by ρCpCH:
Rdn− εσT 4o
ρCpCH
− 4εσT
4
o
ρCpCH
Ts− To
To
= k
ρCpCH
Ts− Tsoil
1z
(A3)
+(Ts−To)−(θo−To)+ βLvEp
ρCpCH
+−LfPr+PrCp(Ts−To)
ρCpCH
Rdn− εσT 4o
ρCpCH
+ (θo− To)− βLvEp
ρCpCH
− −LfPr
ρCpCH
(A4)
=
[
4εσT 4o
ρCpCHTo
+1+ PrCp
ρCpCH
]
(Ts− To)+ k
ρCpCH
Ts− Tsoil
1z
setting, r = 4εσT 4o
ρCpCHTo
+ PrCp
ρCpCH
Rdn−εσT 4o
ρCpCH
+ (θo− To)− βLvEpρCpCH − −LfPrρCpCH
r + 1
= (Ts− To)+ k
ρCpCH(r + 1)
Ts− Tsoil
1z
(A5)
=
(
1+ k
ρCpCH(r+1)1z
)
Ts−To− k
ρCpCH(r+1)1zTsoil (A6)
Ts =
To + KρCpCH(r+1)1zTSoil +
Rdn−εσT 4o +LfPrCp
ρCpCH
+θo−To− βLVEpρCpCH
r+1
1+ K
ρCpCH(r+1)1z
(A7)
where:
r = 4εσT
4
o
ρCpCHTo
+ PrCp
ρCpCH
. (A8)
www.hydrol-earth-syst-sci.net/18/3553/2014/ Hydrol. Earth Syst. Sci., 18, 3553–3570, 2014
3568 R. Sultana et al.: Evaluating the Utah Energy Balance (UEB) snow model
Acknowledgements. Primary support for this study was pro-
vided by NOAA CPPA program, grants NA08OAR4310876 and
NA10OAR4310162. Partial support was provided by the NASA
JPL, grant NMR711086 with JPL sub-Contract 1401333. The
authors would like to thank Vinod Mahat for his assistance with
UEB model code, and David Tarboton, along with the anonymous
reviewers, for their thorough review and helpful comments to
improve the quality and clarity of the manuscript.
Edited by: C. De Michele
References
Albert, M. R. and Krajeski, G. N.: A fast, physically-based point
snow melt model for distributed applications, Hydrol. Process.,
12, 1809–1824, 1998.
Anderson, E. A.: A Point Energy and Mass Balance Model of a
Snow Cover, NOAA Technical Report NWS 19, US Department
of Commerce, p. 150, 1976.
Arons, E. M. and Colbeck, S. C.: Geometry of heat and mass trans-
fer in dry snow: A review of theory and experiment, Rev. Geo-
phys., 33, 463–493, 1995.
Barlage, M., Chen, F., Tewari, M., Ikeda, K., Gochis, D., Dudhia, J.,
Rasmussen, R., Livneh, B., Ek, M., and Mitchell, K.: Noah land
surface model modifications to improve snowpack prediction in
the Colorado Rocky Mountains, J. Geophys. Res., 115, D22101,
doi:10.1029/2009JD013470, 2010.
Bengtsson, L.: Percolation of meltwater through a snowpack, Cold
Reg. Sci. Technol., 6, 73–81, 1982.
Carslaw, H. S. and Jaeger, J. C.: Conduction of Heat in Solids, Ox-
ford University Press, London, 1959.
Chen, F. and Dudhia, J.: Coupling an advanced land surface hy-
drology model with the Penn State-NCAR MM5 modeling sys-
tem. Part I: Model implementation and sensitivity, Mon. Weather
Rev., 129, 569–585, 2001.
Chen, F., Mitchell, K., Schaake, J., Xue, Y., Pan, H., Koren, V.,
Duan, Y., Ek, M., and Betts, A.: Modeling of land surface evapo-
ration by four schemes and comparison with FIFE observations,
J. Geophys. Res., 101, 7251–7268, doi:10.1029/95JD02165,
1996.
Chen, F., Manning, K. W., LeMone, M. A., Trier, S. B., Alfierl, J.
G., Roberts, R., Tewari, Niyogi, M., D., Horst, T. W., Oncley,
S. P., Basara, J. B., and Blanken, P. D.: Description and evalua-
tion of the characteristics of the NCAR High-resolution land data
assimilation system, J. Appl. Meteorol. Climatol., 46, 694–713,
2007.
Colbeck, S. C. and Anderson, E. A.: The Permeability of a Melting
Snow Cover, Water Resour. Res., 18, 904–908, 1982.
Cosgrove, B. A., Lohmann, D., Mitchell, K. E., Houser, P.
R., Wood, E. F., Schaake, J. S., Robock, A., Marshall, C.,
Sheffield, J., Duan, Q. Y., Luo, L. F., Higgins, R. W., Pinker,
R. T., Tarpley, J. D., and Meng, J.: Real-time and retro-
spective forcing in the North American Land Data Assimila-
tion System (NLDAS) project, J. Geophys. Res., 108, 8842,
doi:10.1029/2002JD003118, 2003.
Dai, Y., Zeng, X., Dickinson, R. E., Baker, I., Bonan, G. B.,
Bosilovich, M. G., Denning, A. S., Dirmeyer, P. A., Houser, P.
R., Niu, G., Oleson, K. W., Schlosser, C. A., and Yang, Z.-L.:
The common land model (CLM), B. Am. Meteorol. Soc., 84,
1013–1023, 2003.
Denoth, A.: Structural phase changes of the liquid water component
in Alpine snow, Cold Reg. Sci. Technol., 37, 227–232, 2003.
Denoth, A., Foglar, A., Weiland, P., Matzler, C., Aebischer, H.,
Tiuri, M., and Sihvola, A.: A comparative study of instruments
for measuring the liquid water content of snow, J. App. Phys., 56,
2154–2160, 1984.
Dickinson, R. E., Henderson-Sellers, A., Kennedy, P. J., and Giogi,
F.: Biosphere-Atmosphere Transfer Scheme (BATS) Version 1e
Coupled to the NCAR Community Climate Model, NCAR Tech-
nical Note TN-387þSTR, National Center for Atmospheric Re-
search, Boulder, Colorado, 1993.
Dingman, S. L.: Physical Hydrology, Prentice-Hall Inc., p. 645,
1994.
Ek, M. B., Mitchell, K., Lin, E. Y., Rogers, E., Grunmann, P., Ko-
ren, V., Gayno, G., and Tarpley, J. D.: Implementation of Noah
land surface model advances in the National Centers for Environ-
mental Prediction operational mesoscale Eta model, J. Geophys.
Res., 108, 8851, doi:10.1029/2002JD003296, 2003.
Gao, Z., Horton, R., Wang, L., Liu, H., and Wen, J.: An improved
force-restore method for soil temperature prediction, Eur. J. Soi.
Sci., 1–10, doi:10.1111/j.1365-2389.2008.01060.x, 2008.
Gaudet, B. and Cotton, W. R.: Statistical Characteristics of a
real-time precipitation forecasting model, Weather Forecast., 13,
966–982, 1998.
Gray, D. M. and Male, D. H.: Handbook of Snow, Principles, Pro-
cesses, Management & Use, Pergamon Press: New York, 1981.
Gupta, H. V., Sorooshian, S., and Yapo, P. O.: Status of automatic
calibration for hydrologic models: Comparison with multilevel
expert calibration, J. Hydrol. Eng., 4, 135–143, 1999.
Hamlet, A. F., Mote, P. W., Clark, M. P., and Lettenmaier, D. P.:
Effects of temperature and precipitation variability on snowpack
trends in the western United States, J. Climate, 18, 4545–4561,
2005.
Hu, Z. and Islam, S.: Prediction of ground surface temperature and
soil moisture content by the force-restore method, Water Resour.
Res., 31, 2531–2539, 1995.
Iida, T., Ukei, K., Tsukahara, H., and Kajihara, A.: Point physical
model of movement of ions through natural snow cover, J. Hy-
drol., 235, 170–182, 2000.
Jiang, X., Wiedinmyer, C., Chen, F., Yang, Z. L., and Lo, J. C.
F.: Predicted impacts of climate and land use change on sur-
face ozone in the Houston. Texas, area, J. Geophys. Res., 113,
D20312, doi:10.1029/2008JD009820, 2008.
Jin, J. and Miller, N. L.: Analysis of the impact of snow on daily
weather variability in mountainous regions using MM5, J. Hy-
drometeorol., 8, 245–258, 2007.
Jin, J., Gao, X., Yang, Z. L., Bales, R. C., Sorooshian, S., Dickinson,
R. E., Sun, S. F., and Wu, G. X.: Comparative analyses of physi-
cally based snowmelt models for climate simulations, J. Climate,
12, 2643–2657, 1999a.
Jin, J., Gao, X., Sorooshian, S., Yang, Z.-L., Bales, R., Dickinson,
R. E., Sun, S.-F., and Wu, G. X.: One-dimensional snow water
and energy balance model for vegetated surfaces, Hydrol. Pro-
cess. 13, 2467–2482, 1999b.
Hydrol. Earth Syst. Sci., 18, 3553–3570, 2014 www.hydrol-earth-syst-sci.net/18/3553/2014/
R. Sultana et al.: Evaluating the Utah Energy Balance (UEB) snow model 3569
Jordan, R.: A one-dimensional temperature model for a snow cover:
Technical documentation for SNTHERM.89, Special Report 91–
16, US Army Corps of Engineers Cold Regions Research and
Engineering Laboratory: Hanover, New Hampshire, p. 49, 1991.
Kattlemann, R.: Methods of estimating liquid water storage in snow,
West. Snow Conf., 158–161, 14–16 April, Vancouver, British
Columbia, Canada, 1987.
Kendra, J. R., Ulaby, F. T., and Sarabandi, K.: Snow probe for in
situ determination of wetness and density, IEEE Trans. Geosci.
Remote Sens., 32, 1152–1159, 1994.
Koren, V., Schaake, J. C., Mitchell, K. E., Duan, Q. Y., Chen, F., and
Baker, J.: A parameterization of snowpack and frozen ground in-
tended for NCEP weather and climate models, J. Geophys. Res.,
104, 19569–19585, doi:10.1029/1999JD900232, 1999.
Krause, P., Boyle, D. P., and Base, F.: Comparison of different effi-
ciency criteria for hydrological model assessment, Adv. Geosci.,
5, 89–97, 2005,
http://www.adv-geosci.net/5/89/2005/.
Leung, L. R., Done, J., Dudhia, J., Henderson, T., Vertenstein,
M., and Kuo, B.: Preliminary results of WRF for regional cli-
mate simulations, Paper presented at the Workshop on Research
Needs and Directions of Regional Climate Modeling Using WRF
and CCSM, National Center for Atmospheric Research, Boulder,
Colorado, available at: http://box.mmm.ucar.edu/events/rcm05/
presentations/leung_rcm_workshop.pdf, 2005.
Leung, L. R., Kuo, Y. H., and Tribbia, J.: Research needs and di-
rections of regional climate modeling using WRF and CCSM, B.
Am. Meteorol. Soc., 87, 1747–1751, doi:10.1175/BAMS-87-12-
1747, 2006.
Lin, J. D.: On the force-restore method for prediction of ground
surface temperature, J. Geophys. Res., 85, 3251–3254, 1980.
Livneh, B., Xia, Y., Mitchell, K. E., Ek, M. B., and Lettenmaier,
D. P.: Noah LSM snow model diagnostics and enhancements, J.
Hydrometeorol., 11, 721–738, 2009.
Luce, C. H. and Tarboton, D. G.: A modified force-restore approach
to modeling snow surface heat fluxes, The 69th Ann. Meeting of
the West. Snow Conf., Sun Valley, ID. 16–19 April, Sun Valley,
Idaho, 2001.
Luce, C. H. and Tarboton, D. G.: Evaluation of alternative formulae
for calculation of surface temperature in snowmelt models using
frequency analysis of temperature observations, Hydrol. Earth
Syst. Sci., 14, 535–543, doi:10.5194/hess-14-535-2010, 2010.
Lundquist, J. D. and Flint, A. L.: Onset of snowmelt and streamflow
in 2004 in the Western United States: How shading may affect
spring streamflow timing in a warmer world, J. Hydrometeorol.,
7, 1199–1217, 2006.
Luo, L., Robock, A., Mitchell, K. E., Houser, P. R., Wood, E. F.,
Schaake, J. C., Lohmann, D., Cosgrove, B., Wen, F., Sheffield, J.,
Duan, Q., Higgins, R. W., Pinker, R. T., and Tarpley, J. D.: Val-
idation of the North American Land Data Assimilation System
(NLDAS) retrospective forcing over the southern Great Plains, J.
Geophys. Res., 108, 8843, doi:10.1029/2002JD003246, 2003.
Lynch-Stieglitz, M.: The development and validation of a simple
snow model for GISS GCM, J. Climate, 7, 1842–1855, 1994.
Mahat, V. and Tarboton, D. G.: Canopy radiation transmission for
an energy balance snowmelt model, Water Resour. Res., 48,
W01534, doi:10.1029/2011WR010438, 2012.
Mahat, V. and Tarboton, D. G.: Representation of canopy snow
interception, unloading and melt in a parsimonious snowmelt
model, Hydrol. Process., doi:10.1002/hyp.10116, in press, 2013.
Male, D. H. and Gray, D. M.: Snowcover Ablation and Runoff,
Handbook of Snow, Principles, Processes, Management and Use,
edited by: Gray, D. M. and Male, D. H., Pergammon Press, 360–
436, 1981.
McCuen, R. H., Knight, Z., and Cutter, A. G.: Evaluation of the
Nash-Sutcliffe Efficiency Index, J. Hydrol. Eng., 11, 597–602,
2006.
Mitchell, K. E., Lohmann, D., Houser, P. R., Wood, E. F., Schaake,
J. C., Robock, A., Cosgrove, B. A., Sheffield, J., Duan, Q.,
Luo, L., Higgins, R. W., Pinker, R. T., Tarpley, J. D., Letten-
maier, D. P., Marshall, C. H., Entin, J. K., Pan, M., Shi, W.,
Koren, V., Meng, J., Ramsay, B. H., and Bailey, A. A.: The
multi-institutional North American Land Data Assimilation Sys-
tem (NLDAS): Utilizing multiple GCIP products and partners in
a continental distributed hydrological modeling system, J. Geo-
phys. Res., 109, D07S90, doi:10.1029/2003JD003823, 2004.
Moriasi, D. N., Arnold, J. G., Van Liew, M. W., Bingner, R. L.,
Harmel, R. D., and Veith, T. L.: Model evaluation guidelinew for
systematic quantification of accuracy in watershed simulations,
Am. Soc. Agr. Bio. Eng., 50, 885–900, 2007.
Niu, G.-Y., Yang, Z. L., Mitchell, K. E., Chen, F., Ek, M. B.,
Barlage, M., Kumar, A., Manning, K., Niyogi, D., Rosero, E.,
Tewarr, M., and Xia, Y.: The community Noah land surface
model with multiparameterization options (Noah-MP): 1. Model
description and evaluation with local-scale measurements, J.
Geophys. Res., 116, D12109, doi:10.1029/2010JD015139, 2011.
Pan, H.-L. and Mahrt, L.: Interaction between soil hydrology and
boundary layer development, Bound.-Lay. Meteorol., 38, 185–
202, 1987.
Pan, M., Sheffield, J., Wood, E. F., Mitchell, K. E., Houser, P.
R., Schaake, J. C., Robock A., Lohmann, Cosgrove, D., B.,
Duan, Q., Luo, L., Higgins, R. W., Pinker, R. T., and Tarp-
ley, J. D.: Snow process modeling in the North American Land
Data Assimilation System (NLDAS): 2. Evaluation of model
simulated snow water equivalent, J. Geophys. Res., 108, 8850,
doi:10.1029/2003JD003994, 2003.
Pederson, G. T., Gray, S. T., Ault, T., Marsh, W., Fagre, D. B., Bunn,
A. G., Woodhouse, C. A., and Graumlich, L. J.: Climatic controls
on the snowmelt hydrology of the Northern Rocky mountains, J.
Climate, 24, 1666–1687, 2010.
Peters-Lidard, C. D., Houser, P. R., Tian, Y., Kumar, S. V.,
Geiger, J., Olden, S., Lighty, L., Doty, B., Diermeyer, P.,
Adams, J., Mitchell, K., Wood, E. F., and Sheffield, J.: High-
performance Earth System modeling with NASA/GSFC’s Land
Information System, Innov. Syst. Softw. Eng., 3, 157–165,
doi:10.1007/s11334-007-0028-x, 2007.
Pinker, R. T., Tarpley, J. D., Laszlo, I., Mitchell, K. E., Houser, P.
R., Wood, E. F., Schaake, J. C., Robock, A., Lohmann, D., Cos-
grove, B. A., Sheffield, J., Duan, Q., Luo, L., and Higgins, R. W.:
Surface radiation budgets in support of the GEWEX Continental
Scale International Project (GCIP) and the GEWEX Americas
Prediction Project (GAPP), including the North American Land
Data Assimilation System (NLDAS) project, J. Geophys. Res.,
108, 8844, doi:10.1029/2002JD003301, 2003.
Ren, D. and Xue, M.: A Revised Force-Restore Model for Land
Surface Modeling, J. Appl. Meteorol., 43, 1768–1782, 2004.
www.hydrol-earth-syst-sci.net/18/3553/2014/ Hydrol. Earth Syst. Sci., 18, 3553–3570, 2014
3570 R. Sultana et al.: Evaluating the Utah Energy Balance (UEB) snow model
Serreze, M. C., Clark, M. P., Armstrong, R. L., McGinnis, D. A.,
and Pulwarty, R. S.: Characteristics of the western United States
snowpack from snowpack telemetry (SNOTEL) data, Water Re-
sour. Res., 35, 2145–2160, 1999.
Sheffield, J., Pan, M., Wood, E. F., Mitchell, K. E., Houser, P. R.,
Schaake, J. C., Robock, A., Lohmann, D., Cosgrove, B., Duan,
Q., Luo, L., Higgins, R. W., Pinker, Tarpley, R. T., Tarpley, D.,
and Ramsay, B. H.: Snow process modeling in the North Ameri-
can Land Data Assimilation System (NLDAS): 1. Evaluation of
model-simulated snow cover extent, J. Geophys. Res., 108, 8849,
doi:10.1029/2002JD003274, 2003.
Singh, J., Knapp, H. V., and Demissie, M.: Hydrologic modeing of
the Iroquois River watershed using HSPF and SWAT. ISWS CR
2004-08, Champaign, III.: Illinois State Water Survery, 2004.
Slater, A. G., Schlosser, C. A., Desborough, C. E., Pitman, A. J.,
Henderson-Sellers, A., Robock, A., Vinnikov, K. Ya., Mitchell,
K., Boone, A., Braden, H., Chen, F., Cox, P. M., Rosnay, P. De,
Dickinson, R. E., Dai, Y.-J., Duan, Q., Entin, J., Etchevers, P.,
Gedney N., Gusev, Ye. M., Habets, F., Kim, J., Koren, V., Kowal-
czyk, E. A., Nasonova, O. N., Noilhan, J., Schaake, S., Shmakin,
A. B., Smirnova, T. G., Verseghy, D., Wetzel, P., Xue, Y., Lang,
Z.-L., and Zeng, Q.: The representation of snow in land surface
schemes: Results from PILPS 2(d), J. Hydrometeorol., 2, 7–25,
2001.
Tarboton, D. G.: Measurements and Modeling of Snow Energy
Balance and Sublimation from Snow, Reports, Paper 61, avail-
able at: http://digitalcommons.usu.edu/water_rep/61 (last access:
14 September 2012), 1994.
Tarboton, D. G. and Luce, C. H.: Utah Energy Balance Snow Accu-
mulation and Melt Model (UEB), Computer model technical de-
scription and users guide, Utah Water Research Laboratory and
USDA Forest Service Intermountain Research Station, available
at: http://www.engineering.usu.edu/dtarb/ (last access: 2 Febru-
ary 2010), 1996.
Tarboton, D. G., Chowdhury, T. G., and Jackson, T. H.: A Spa-
tially Distributed Energy Balance Snowmelt Model, Reports, Pa-
per 60, available at: http://digitalcommons.usu.edu/water_rep/60
(last access: 14 September 2012), 1994.
Tarboton, D. G., Chowdhury, T. G., and Jackson, T. H.: A Spatially
Distributed Energy Balance Snowmelt Model, in Biogeochem-
istry of Seasonally Snow-Covered Catchments, Proceedings of a
Boulder Symposium, 3–14 July, IAHS Publ. No. 228, 141–155,
1995.
US Army Corps of Engineers: Summary report of the snow investi-
gations: Snow hydrology, North Pac. Div., Portland, OR, 1956.
Wang, Z., Zeng, X., and Decker, M.: Improving snow processes
in the Noah land model, J. Geophys. Res., 115, D20108,
doi:10.1029/2009JD013761, 2010.
Waldner, P. A., Schneebeli, M., Schultze-Zimmermann, U.,
and Fluhler, H.: Effect of snow structure on water flow
and solute transport, Hydrol. Process., 18, 1271–1290,
doi:10.1002/hyp.1401, 2004.
Yang, Z. L., Niu, G. Y., Mitchell, K. E., Chen, F., Ek, M.
B., Barlage, M., Longuevergne, L., Manning, K., Niyogi, D.,
Tewari, M., and Xia, Y.: The community Noah land surface
model with multiparameterization options (Noah-MP): 2. Eval-
uation over global river basins, J. Geophys. Res., 116, D12110,
doi:10.1029/2010JD015140, 2011.
You, J.: Snow hydrology: The parameterization of subgrid pro-
cesses within a physically based snow energy and mass balance
model, Ph.D. Dissertation, Civil and Environmental Engineering,
Utah State University, Logan, UT, 2004.
Zanotti, F., Endrizzi, S., Bertoldi, G., and Rigon, R.: The GEOTOP
snow model, 61st Eastern Snow Conference, Portland, ME,
2004.
Hydrol. Earth Syst. Sci., 18, 3553–3570, 2014 www.hydrol-earth-syst-sci.net/18/3553/2014/
