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Abstract
We derive explicit formulas for the Reshetikhin–Turaev invariants of all oriented
Seifert manifolds associated to an arbitrary complex finite dimensional simple
Lie algebra g in terms of the Seifert invariants and standard data for g. A
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in agreement with the asymptotic expansion conjecture due to J. E. Andersen
[1], [2].
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1 Introduction
In 1988 E.Witten [55] proposed new invariants ZGk (X,L) ∈ C of an arbitrary 3–
manifold X with an embedded colored link L by quantizing the Chern–Simons
field theory associated to a simple and simply connected compact Lie group
G, k being an arbitrary positive integer called the (quantum) level. (Here and
in the following a 3–manifold is a closed oriented 3–manifold. In particular
a Seifert manifold is an oriented Seifert manifold.) The invariant ZGk (X,L) is
given by a Feynman path integral over the (infinite dimensional) space of gauge
equivalence classes of connections in a G bundle over X . This integral should
be understood in a formal way since, at the moment of writing, it seems that
no mathematically rigorous definition is known, cf. [27, Sect. 20.2.A]. We will
call the invariants ZGk for the quantum G–invariants or the Witten invariants
associated to G.
N. Reshetikhin and V. G. Turaev [44] were the first to give a rigorous construc-
tion of quantum invariants of 3–manifolds with embedded knots. In fact they
constructed invariants τ
sl2(C)
r (X,L) ∈ C of the pair (X,L) by combinatorial
means using surgery presentations of (X,L) and irreducible representations of
the quantum deformations of sl2(C) at certain roots of unity, r being an inte-
ger ≥ 2 associated to the order of the root of unity. Later quantum invariants
τgr (X,L) ∈ C associated to other complex simple Lie algebras g were con-
structed using representations of the quantum deformations of g at ‘nice’ roots
of unity, see [53]. We call τgr for the quantum g–invariants or the RT–invariants
associated to g.
Both in Witten’s approach and in the approach of Reshetikhin and Turaev the
invariants are part of a family of topological quantum field theories (TQFT’s).
This implies that the invariants are defined for compact oriented 3–dimensional
cobordisms (perhaps with some extra structure on the boundary), and sat-
isfy certain cut-and-paste axioms, see [4], [11], [42], [52]. The TQFT’s of
Reshetikhin and Turaev can from an algebraic point of view be given a more
general formulation by using so-called modular (tensor) categories [52]. The
representation theory of the quantum deformations of g at certain roots of
unity, g an arbitrary finite dimensional complex simple Lie algebra, induces
such modular categories, see e.g. [32], [9], [35].
The invariants of Witten are defined by means of a path integral as stated
above. A natural way in physics to obtain information about quantities defined
by means of such path integrals is to study their perturbative (or asymptotic)
expansion for large level k . In fact, by using stationary phase approximation
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techniques together with path integral arguments Witten was able [55] to ex-
press the leading large k asymptotics (or the so-called semiclassical approxima-
tion) of ZGk (X) as a sum over the set of stationary points for the Chern–Simons
functional. The terms in this sum are expressed by such topological/geometric
invariants as Chern–Simons invariants, Reidemeister torsions and spectral flows,
so here we see a way to extract topological information from the invariants. A
full asymptotic expansion of Witten’s invariant is expected on the basis of a
full perturbative analysis of the Feynman path integral, see [7], [8], [6].
The first rigorous verifications of the conjectured formula for the semiclassical
approximation were given, partly by Freed and Gompf [13] presenting a large
amount of computer calculations for the SU(2)–invariants of lens spaces and
some 3–fibered Seifeirt manifolds, and about the same time by Jeffrey [26] and
Garoufalidis [14] who independently gave exact calculations of the semiclassical
approximation of the SU(2)–invariants of lens spaces. Jeffrey also verified parts
of the conjecture for the semiclassical approximation of ZGk (X) for G arbitrary
and X belonging to a class of mapping tori of the torus.
It is generally believed that the family of TQFT’s of Reshetikhin and Turaev is a
mathematical realization of Witten family of TQFT’s. This belief has together
with the above works on the perturbative expansion of Witten’s invariants led
to a detailed conjecture, the asymptotic expansion conjecture (AEC), which
specifies the asymptotic behaviour of the RT–invariants. The AEC was pro-
posed by Andersen in [1], where he proved it for mapping tori of finite order
diffeomorphisms of orientable surfaces of genus at least two using the gauge
theoretic approach to the quantum invariants.
Let us give an outline of the results obtained in this paper. Firstly, we deter-
mine formulas for the invariants τgr of all Seifert manifolds in terms of the Seifert
invariants and standard data for g, g being an arbitrary complex finite dimen-
sional simple Lie algebra, cf. Theorem 4.3. Theorem 4.3 is a generalization of
[17, Theorem 8.4]. For a certain subclass of the Seifert manifolds, containing all
the Seifert fibered integral homology spheres, we simplify the expression for the
invariants considerable, cf. Theorem 4.8. This result is a generalization of [33,
Formula (4.2)]. Secondly, we analyse more carefully the invariants τgr (X) for X
any lens space. Theorem 5.1 gives the result for any lens space and any of the
invariants τgr . Proposition 5.2 gives more compact expressions for τ
g
r (L(p, q))
in case r and p are coprime. A main corollary of Theorem 5.1, Corollary 5.5,
is a determination of the large r asymptotics of the quantum g–invariants of
the lens spaces. The result is in agreement with the AEC, and leads together
with the AEC to a Conjecture 5.6 for the Chern–Simons invariants of the flat G
connections on any lens space, G being an arbitrary simply connected, compact
3
simple Lie group. All the results for lens spaces are generalizations of results
in [26], which considered the g = sl2(C) case. To be precise Theorem 5.1 gen-
eralizes [26, Theorem 3.4], Proposition 5.2 generalizes [26, Theorem 3.7], and
Corollary 5.5 is a generalization of [26, Formula (5.7)].
We have via recent private communication learned that J. E. Andersen has
for the groups G = SU(n) proved the asymptotic expansion conjecture for
all closed 3–manifolds via the gauge theoretic approach. The proof involves
asymptotics of Hitchin’s connection over Teichmu¨ller space, approximations to
all orders, of the boundary states of handle bodies and techniques similar to
the ones presented in [3]. Where Andersen works with the gauge theoretic
definition of the quantum invariant, we work with the definition of Reshetikhin
and Turaev and our proof of the AEC for lens spaces is very different from
Andersen’s general proof in the SU(n)–case.
A major part of the paper is concerned with studying a certain family of finite
dimensional complex representations Rgr of SL(2,Z), one representation for
each pair g, r . These representations are known from the study of theta func-
tions and modular forms in connection with the study of affine Lie algebras, cf.
[29], [28, Sect. 13]. They also play a fundamental role in conformal field theory
and (therefore) in the Chern–Simons TQFT’s of Witten, see e.g. [15], [54], [55].
In case g = sl2(C), Jeffrey [25], [26] has determined a nice formula for Rgr(U)
in terms of the entries in U ∈ SL(2,Z) and the integer r . Theorem 2.6 is a
generalization of Jeffrey’s result to arbitrary g, compare with [26, Sect. 2]. The
representations Rgr are of interest when calculating the RT–invariants of the
Seifert manifolds since certain matrices, which can be expressed through these
representations, enter into the formulas of the invariants.
The paper is organized as follows. In Sect. 2 we derive formulas for the repre-
sentations Rgr . Sect. 3 is a short section intended to introduce notation for the
Seifert manifolds. Moreover, we recall surgery presentations for these manifolds
due to Montesinos [39]. In Sect. 4 we recall the formulas for the RT–invariants
of the Seifert manifolds for an arbitrary modular category. These formulas
are then used together with the results in Sect. 2 to calculate the g–invariants
of the Seifert manifolds. In Sect. 5 we analyse the case of lens spaces more
carefully. In the final Sect 6 we state a rational surgery formula for the quan-
tum g–invariants, specializing a rational surgery formula [17, Theorem 5.3] for
the RT–invariants associated to an arbitrary modular category. Besides an ap-
pendix is added presenting two related proofs of a reciprocity formula for Gauss
sums, Proposition 2.2, which plays a vital role in this paper.
After having finished this work, we learned via private communication that
Marino has obtained a similar result as ours Theorem 4.8 in case the Siefert
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manifold has base S2 and the Lie algebra g is simply laced, cf. [38, Formula
(4.11)]. It seems that the result Theorem 2.6 (in the form of the first formula in
Corollary 2.7) has been known in the mathematical physics literature for some
time at least for the simply laced case, cf. [38, Formula (2.5)], [45, Formula
(1.6)]. We have, however, not been able to find any proof of this result in the
literature.
This paper is an extensive expansion of the paper [19] and gives also the details
left out in that paper, in particular the proof of the main Lemma 2.4.
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2 Formulas for the representations of SL(2,Z).
In this section we analyse a family of unitary representations of SL(2,Z) asso-
ciated with a complex finite dimensional simple Lie algebra g. First let us fix
some notation for g. (For details about standard material for Lie algebras we
refer to [22].) Let h be a Cartan subalgebra of g, and let h∗
R
be the R–vector
space spanned by the roots. We let X and Y be the weight lattice and the root
lattice respectively. Let 〈·, ·〉 be the standard inner product in h∗
R
normalized
such that the long roots have length
√
2. (That is, 〈·, ·〉 is proportional to the
inner product induced by the Killing form of g restricted to h.) Then the short
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roots have length
√
2/m, where m = 1 if g is simply laced, i.e. belongs to the
series A, D or E , m = 2 if g belongs to the series B or C or is of type F4 , and
m = 3 if g is of type G2 . In the following, the symbol m will be reserved for
this number. For x ∈ h∗
R
\ {0}, we let x∨ = 2x/〈x, x〉. If Π = {α1, α2, . . . , αl}
is an arbitrary set of simple (basis) roots and if {λ1, λ2, . . . , λl} ⊆ h∗R is the set
of fundamental dominant weights relative to Π, i.e. 〈λi, α∨j 〉 = δij , then X is
the Z–lattice generated by {λ1, λ2, . . . , λl} and Y is the Z–lattice generated
by Π. Let ∆ be the set of roots. Then { α∨ | α ∈ ∆ } are the so-called dual
roots or coroots (relative to our inner product 〈·, ·〉). (So in this paper a coroot
is in h∗
R
and not in h.) The coroot lattice Y ∨ is the Z–lattice generated by
{α∨1 , . . . , α∨l } for an arbitrary set of simple roots {α1, . . . , αl}. Recall that
Y ∨ = {x ∈ h∗R | 〈x, y〉 ∈ Z for all y ∈ X}, (1)
X = {x ∈ h∗R | 〈x, y〉 ∈ Z for all y ∈ Y ∨}.
We note that X and Y ∨ are dual to each other. It is obvious from the above,
that the Weyl group W preserves the lattices X , Y , and Y ∨ . Let us also note
the following facts: For all x, y ∈ Y ∨ we have
〈x, y〉 ∈ Z, 〈x, x〉 ∈ 2Z. (2)
There exists a (least) positive integer D such that we for all µ, ξ ∈ X have
〈µ, ξ〉 ∈ 1
D
Z, 〈µ, µ〉 ∈ 2
D
Z. (3)
Let us fix a set Π = {α1, α2, . . . , αl} of simple roots in the following and let
{λ1, λ2, . . . , λl} be the set of fundamental dominant weights relative to Π. The
(open) fundamental Weyl chamber (relative to Π) is the set
FWC = {x ∈ h∗R | 〈x, αi〉 > 0, i = 1, . . . , l}.
We let C = FWC be the topological closure of FWC. For a positive integer k ,
the k–alcove (relative to Π) is the (closed) set
Ck = {x ∈ C | 〈x, θ〉 ≤ k},
where θ is the highest root of g (relative to Π). (Note that θ is a long root).
We will also need the following sets:
Qk = {c1λ1 + . . . + clλl | c1, . . . , cl ∈ [0, k[ },
Pk = {c1α∨1 + . . .+ clα∨l | c1, . . . , cl ∈ [0, k[ }.
Let W affk =W ⋉ kY
∨ be the affine Weyl group acting on h∗
R
in the usual sense
(kY ∨ acting by translations). It follows that Pk is a fundamental domain of
the group kY ∨ . Moreover, it is well-known (see [28, Sect. 6] for a proof) that
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Ck is a fundamental domain of W
aff
k . We will say that a subset M of h
∗
R
is
presicely tiled by k–alcoves if there exists a family {ui}i∈I of elements of W affk
such that M = ∪i∈Iui(Ck). If I is finite, we say that M is (precisely) tiled
by |I| k–alcoves. We let ∆+ be the set of positive roots (relative to Π). For
α ∈ ∆+ and n ∈ Z we let
Hkα,n = {x ∈ h∗R | 〈x, α〉 = nk},
and we put
Hk = ∪α∈∆+,n∈ZHkα,n = {x ∈ h∗R | ∃α ∈ ∆+ : 〈x, α〉 ∈ kZ }.
For fixed λ0, λ1 ∈ X and fixed integers b and a 6= 0 we let
ga,b,kλ0,λ1(λ) =
∑
µ∈Y ∨/aY ∨
∑
w,w′∈W
det(ww′) exp
(
π
√−1b
ak
|λ+ kµ|2 (4)
+
2π
√−1
ak
〈λ+ kµ,−w(λ0)− aw′(λ1)〉
)
for λ ∈ X , where | · | is the norm associated to 〈·, ·〉. (Note that by (1) and (2)
the summand in the expression of ga,b,kλ0,λ1 only depends on µ (mod aY
∨).) In
particular,
g1,b,kλ0,λ1(λ) =
∑
w,w′∈W
det(ww′) exp
(
π
√−1
k
(
b|λ|2 + 〈λ,−2w(λ0)− 2w′(λ1)〉
))
.
By using similar arguments as in [26, Sect. 4] (see also [35]), we have
Proposition 2.1 The map ga,b,kλ0,λ1 : X → C is invariant under the action of
the affine Weyl group W affk . Moreover, g
a,b,k
λ0,λ1
(λ) = 0 for any λ ∈ X ∩Hk .
Proof The invariance under the action by an element u ∈ W follows by the
fact that u is orthogonal together with the identity det(ww′) = det(u−1wu−1w′)
and the fact that W preserves Y ∨/aY ∨ (since it preserves Y ∨ ). The invariance
under the action by an element kx, x ∈ Y ∨ , is obvious. (For |a| = 1, use (1)
and (2).) To prove the last claim, let λ ∈ X ∩Hkα,n for a positive root α and
an integer n, and let sα be the reflection in α. Fix a w ∈W and get
〈λ+ kµ,−w(λ0)− asα−1w′(λ1)〉 = 〈λ+ kµ,−w(λ0)− w′(λ1)〉
+a〈λ+ kµ, α〉〈α∨, w′(λ1)〉,
where 〈α∨, w′(λ1)〉 ∈ Z, and 〈λ+ kµ, α〉 ∈ kZ, so∑
w′∈W
det(w′) exp
(
2π
√−1
ak
〈λ+ kµ,−w(λ0)− aw′(λ1)〉
)
= 0.
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In the calculations to follow, a multi-dimensional reciprocity formula for Gauss
sums plays a crucial role. Let V be a real vector space of dimension l with
inner product 〈·, ·〉, Λ a lattice in V and Λ∗ the dual lattice. For an integer r ,
a self-adjoint automorphism f : V → V , and an element ψ ∈ V , we assume
r
2
〈λ, f(λ)〉, 〈λ, f(η)〉, r〈λ, ψ〉 ∈ Z, ∀λ, η ∈ Λ, (5)
r
2
〈µ, f(µ)〉, 〈µ, rξ〉, r〈µ,ψ〉 ∈ Z, ∀µ, ξ ∈ Λ∗,
and f(Λ∗) ⊆ Λ∗ . Then we have
Proposition 2.2 (Reciprocity formula for Gauss sums)
vol(Λ∗)
∑
λ∈Λ/rΛ
exp
(
π
√−1
r
〈λ, f(λ)〉
)
exp
(
2π
√−1〈λ, ψ〉)
=
(
det
f√−1
)−1/2
rl/2
∑
µ∈Λ∗/f(Λ∗)
exp
(−πr√−1〈µ + ψ, f−1(µ+ ψ)〉) .
For a proof, see [25, Sect. 2]. For the convenience of the reader, we sketch
Jeffrey’s proof in the appendix. Moreover, we present in the appendix a slightly
alternative proof. Both arguments rely on the Poisson resummation formula.
Below we will use the reciprocity formula, Proposition 2.2, with Λ = X , the
dual lattice being the coroot lattice Y ∨ .
The group SL(2,Z) is generated by two matrices
Ξ =
(
0 −1
1 0
)
, Θ =
(
1 1
0 1
)
. (6)
We note that
Ξ2 = (ΞΘ)3 = −1. (7)
For a tuple of integers C = (m1, . . . ,mt) we let Ck = (m1, . . . ,mk) and
BCk =
(
aCk b
C
k
cCk d
C
k
)
= ΘmkΞΘmk−1Ξ . . .Θm1Ξ (8)
for k = 1, 2, . . . , t, and let BC = BCt . Moreover, we put
aC0 = d
C
0 = 1, b
C
0 = c
C
0 = 0.
We say that C has length |C| = t. If it is clear from the context what C is we
write ak for a
C
k etc. By [26, Proposition 2.5] the elements ai, bi, ci, di satisfy
the recurrence relations
ak = mkak−1 − ck−1, ck = ak−1, (9)
bk = mkbk−1 − dk−1, dk = bk−1
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for k = 1, 2, . . . , t. Moreover,
bk
ak
= −
(
1
a1
+
1
a2a1
+ · · ·+ 1
akak−1
)
(10)
and (m1, . . . ,mk) is a continued fraction expansion of ak/bk , k = 1, 2, . . . , t,
i.e.
ak
bk
= mk − 1
mk−1 − 1
· · · − 1
m1
. (11)
Let in the following κ ∈ Z>0 be fixed. We have a representation R = Rgκ of
SL(2,Z) given by
R(Ξ)λµ =
√−1|∆+|
κl/2
∣∣∣∣ vol(X)vol(Y ∨)
∣∣∣∣
1/2 ∑
w∈W
det(w) exp
(
−2π
√−1
κ
〈w(λ), µ〉
)
,
R(Θ)λµ = δλµ exp
(
π
√−1
κ
|λ|2 − π
√−1
h∨
|ρ|2
)
(12)
for λ, µ ∈ int(Cκ) ∩ X . Here ρ is half the sum of positive roots. In the
following we also write U˜ for R(U). Note that the matrices R(Ξ) and R(Θ)
are symmetric (in fact R(Θ) is diagonal).
Remark 2.3 It is well-known that the representations R are unitary. Let us
here give a few references to this fact. Unitarity of R(Θ) follows immediately
from (12). By [9, Theorem 3.3.20] we have
R(Ξ)λµ = sλµ, (13)
where s is defined in [9, Formula (3.1.16)], and ·¯ is complex conjugation. (In
the expression for sλµ in [9, Theorem 3.3.20] there is a minor mistake; one has
to replace i|∆+| by i−|∆+| .) By the proof of [9, Theorem 3.3.20] it follows that
s2λµ = δλ∗µ. (14)
Here λ∗ = −w0(λ − ρ) + ρ = −w0(λ), where w0 is the longest element in W
(relative to our set of simple roots Π) and where we use that w0(ρ) = −ρ, see
[23, Sect. 1.8]. By [23, Sect. 1.8] we have det(w0) = (−1)|∆+| . By this and (12)
we get
R(Ξ)λ∗µ = R(Ξ)λµ. (15)
Now unitarity of R(Ξ) follows from (13), (14), and (15). The original reference
for the unitarity of R seems to be [15, Appendix].
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One should note that the expressions for the entries of R(Ξ) and R(Θ) are
well-defined for all λ, µ ∈ X . Note also that if λ or µ is an elements of X
belonging to the boundary of Cκ , then R(Ξ)λµ = 0 (use the same argument as
in the proof of the final claim of Proposition 2.1). This observation allows us
to shift between int(Cκ) ∩X and Cκ ∩X as summation index set in formulas
below. Following Jeffrey [25, Sect. 2], [26, Sect. 2] we consider
T Cλ0,λt+1 =
∑
λ1,...,λt∈Cκ∩X
Ξ˜λt+1λtΘ˜
mt
λt
Ξ˜λtλt−1Θ˜
mt−1
λt−1 Ξ˜λt−1λt−2 · · · Θ˜
m1
λ1
Ξ˜λ1λ0
for λ0, λt+1 ∈ X , where we write Θ˜λ for Θ˜λλ . Then we have the following
generalization of [26, Lemma 2.6]:
Lemma 2.4 Assume that C = (m1, . . . ,mt) is a sequence of integers such that
ak is nonzero for k = 1, . . . , t. Then
T Cλ0,λt+1 = KCλ0
∑
w∈W
det(w)
∑
µ∈Y ∨/atY ∨
exp
(
−π
√−1ct
atκ
∣∣∣∣λt+1 + κµ+ w(λ0)ct
∣∣∣∣
2
)
for all λ0, λt+1 ∈ X , where
KCλ0 =
√−1(t+1)|∆+|
(κ|at|)l/2 vol(Y ∨)
ζ l Dt exp
(
−π
√−1
h∨
(
t∑
i=1
mi)|ρ|2
)
× exp
(
−π
√−1
κ
(
t−1∑
i=1
1
ai−1ai
)|λ0|2
)
.
Here ζ = exp π
√−1
4 and Dt = sign(a0a1) + · · ·+ sign(at−1at).
Proof We prove the proposition by induction on the length of C . First consider
T C1λ0,λ2 , λ0, λ2 ∈ X . Since Ξ˜ is symmetric we have
T C1λ0,λ2 =
∑
λ1∈Cκ∩X
Ξ˜λ2λ1Θ˜
m1
λ1
Ξ˜λ1λ0
=
(−1)|∆+|
κl
vol(X)
vol(Y ∨)
exp
(
−π
√−1
h∨
m1|ρ|2
) ∑
λ∈Cκ∩X
g1,m1,κλ0,λ2 (λ),
where g1,m1,κλ0,λ2 is given by (4). The closure Q¯m of Qm is precisely tiled by
1–alcoves. Moreover, if Q¯N is tiled by n 1–alcoves, then Q¯kN is tiled by n
k–alcoves. We also have that if Q¯N is tiled by n 1–alcoves, then Q¯kN is tiled
by kln 1–alcoves. Note that vol(Q¯N ) = N
l vol(X) and vol(C1) = vol(P¯1)/|W |.
We use here that C1 is a fundamental domain for the action of W
aff
1 , while P1
10
is a fundamental domain for the action of Y ∨ . Therefore, if Q¯N is precisely
tiled by n 1–alcoves, then n = vol(Q¯N )/ vol(C1) = N
l|W | vol(X)/ vol(Y ∨).
Let N = mD , where D is the integer from (3). By Proposition 2.1 and the
above we get∑
λ∈X/NκX
g1,m1,κλ0,λ2 (λ) = N
l|W | vol(X)/ vol(Y ∨)
∑
λ∈Cκ∩X
g1,m1,κλ0,λ2 (λ).
Therefore
T C1λ0,λ2 =
(−1)|∆+|
κlN l|W | exp
(
−π
√−1
h∨
m1|ρ|2
) ∑
w,w′∈W
det(ww′)
×
∑
λ∈X/NκX
exp
(
π
√−1
κ
(
m1|λ|2 + 〈λ,−2w(λ0)− 2w′(λ2)〉
))
.
Let f = m1N idh∗
R
, ψ = ψ(w,w′) = − 1κ(w(λ0) + w′(λ2)), w,w′ ∈ W , and
r = Nκ. Then, by (1), (2), and (3), the assumptions (5) are satisfied, so by
Proposition 2.2 we get
T C1λ0,λ2 =
(−1)|∆+|
rl|W | exp
(
−π
√−1
h∨
m1|ρ|2
) ∑
w,w′∈W
det(ww′)
×
∑
λ∈X/rX
exp
(
π
√−1
r
〈λ, f(λ)〉
)
exp
(
2π
√−1〈λ, ψ〉)
= vol(Y ∨)−1
(−1)|∆+|
rl|W | det
(
f√−1
)−1/2
rl/2 exp
(
−π
√−1
h∨
m1|ρ|2
)
×
∑
w,w′∈W
det(ww′)
∑
µ∈Y ∨/f(Y ∨)
exp
(−π√−1r〈µ+ ψ, f−1(µ + ψ)〉)
=
(−1)|∆+|
(κN)l/2 vol(Y ∨)|W |
(√−1
m1N
)l/2
exp
(
−π
√−1
h∨
m1|ρ|2
)
×
∑
w,w′∈W
det(ww′)
∑
µ∈Y ∨/m1NY ∨
exp
(
−π
√−1κ
m1
|µ+ ψ|2
)
.
Here exp
(
−π
√−1κ
m1
|µ+ ψ|2
)
is invariant under µ 7→ µ +m1α, µ, α ∈ Y ∨ , by
(1) and (2), so
T C1λ0,λ2 =
(−1)|∆+|
(κ)l/2 vol(Y ∨)|W |
(√−1
m1
)l/2
exp
(
−π
√−1
h∨
m1|ρ|2
)
×
∑
w,w′∈W
det(ww′)
∑
µ∈Y ∨/m1Y ∨
exp
(
−π
√−1κ
m1
|µ+ ψ|2
)
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=
(−1)|∆+|
κl/2 vol(Y ∨)|W |
(√−1
m1
)l/2
exp
(
−π
√−1
h∨
m1|ρ|2
) ∑
w,w′∈W
det(ww′)
×
∑
µ∈Y ∨/m1Y ∨
exp
(
−π
√−1
m1κ
|κw′−1(µ)− w′−1w(λ0)− λ2|2
)
=
(−1)|∆+|
κl/2 vol(Y ∨)|W |
(√−1
m1
)l/2
exp
(
−π
√−1
h∨
m1|ρ|2
)
×
∑
w′∈W
∑
w∈W
det(w′−1w)
×
∑
µ∈Y ∨/m1Y ∨
exp
(
−π
√−1
m1κ
|κµ− w′−1w(λ0)− λ2|2
)
=
(
√−1)2|∆+|
κl/2 vol(Y ∨)
(
1√|m1|
)l
ζ l sign(m1) exp
(
−m1π
√−1
h∨
|ρ|2
)
×
∑
w∈W
det(w)
∑
µ∈Y ∨/m1Y ∨
exp
(
−π
√−1
m1κ
|κµ− w(λ0)− λ2|2
)
.
Finally we replace µ by −µ, and use that m1 = a1 , c1 = 1.
Assume next by induction that the lemma is true for all sequences of length
t− 1. Then we get for λ0, λt+1 ∈ X that
T Cλ0,λt+1 =
∑
λt∈Cκ∩X
Ξ˜λt+1λtΘ˜
mt
λt
T Ct−1λ0,λt
= K
Ct−1
λ0
√−1|∆+|
κl/2
∣∣∣∣ vol(X)vol(Y ∨)
∣∣∣∣
1/2
exp
(
−π
√−1
h∨
mt|ρ|2
)
×
∑
w,w′∈W
det(ww′)
×
∑
λt∈Cκ∩X
exp
(
π
√−1
κ
(
mt|λt|2 + 〈λt,−2w′(λt+1)〉
))
×
∑
µ∈Y ∨/at−1Y ∨
exp
(
−π
√−1ct−1
at−1κ
∣∣∣∣λt + κµ+ w(λ0)ct−1
∣∣∣∣
2
)
.
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By (1) and (2) we have
∑
w,w′∈W
det(ww′)
∑
λt∈Cκ∩X
exp
(
π
√−1
κ
(〈λt,mtλt〉+ 〈λt,−2w′(λt+1)〉)
)
×
∑
µ∈Y ∨/at−1Y ∨
exp
(
−π
√−1ct−1
at−1κ
∣∣∣∣λt + κµ+ w(λ0)ct−1
∣∣∣∣
2
)
=
∑
w,w′∈W
det(ww′)
∑
λt∈Cκ∩X
∑
µ∈Y ∨/at−1Y ∨
× exp
(
π
√−1
κ
(
mt|λt + κµ|2 + 〈λt + κµ,−2w′(λt+1)〉
))
× exp
(
−π
√−1ct−1
at−1κ
|λt + κµ|2
+
2π
√−1
at−1κ
〈λt + κµ,−w(λ0)〉 − π
√−1
at−1ct−1κ
|λ0|2
)
= exp
(
− π
√−1
at−1ct−1κ
|λ0|2
) ∑
λt∈Cκ∩X
g
at−1,at,κ
λ0,λt+1
(λt).
We want to alter the sum
∑
λt∈Cκ∩X g
at−1,at,κ
λ0,λt+1
(λt) by applying the reciprocity
formula, Proposition 2.2. Before we can do this we need to alter this sum
using some symmetries. By Proposition 2.1 and the fact that Cκ and Pκ are
fundamental domains of respectively W affκ and κY
∨ , we get
|W |
∑
λ∈Cκ∩X
g
at−1,at,κ
λ0,λt+1
(λ) =
∑
Pκ∩X
g
at−1,at,κ
λ0,λt+1
(λ).
Since the map Y ∨/at−1Y ∨ × (Pκ ∩X)→ Pat−1κ ∩X , (µ, λ) 7→ λ+ κµ, defines
a bijection, we therefore get∑
λ∈Cκ∩X
g
at−1,at,κ
λ0,λt+1
(λ) =
1
|W |
∑
λ∈Pat−1κ∩X
hλ0,λt+1(λ),
where
hλ0,λt+1(λ) =
∑
w,w′∈W
det(ww′) exp
(
π
√−1at
at−1κ
|λ|2
+
2π
√−1
at−1κ
〈λ,−w(λ0)− at−1w′(λt+1)〉
)
.
Exactly as in the proof of Proposition 2.1 we get that hλ0,λt+1 : X → C is
invariant under the action of W affat−1κ , and, moreover, that hλ0,λt+1(λ) = 0 for
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all λ ∈ X ∩Hκ . Now let N = mD as in the first part of the induction and get
that ∑
λ∈X/κat−1NX
hλ0,λt+1(λ) =
N l|W | vol(X)
vol(Y ∨)
∑
λ∈Cat−1κ∩X
hλ0,λt+1(λ),
where we use that Q¯κat−1N is precisely tiled by κat−1–alcoves, in fact by
N l|W | vol(X)/ vol(Y ∨) of these alcoves. Therefore
∑
λ∈Cκ∩X
g
at−1,at,κ
λ0,λt+1
(λ) =
vol(Y ∨)
N l|W | vol(X)
∑
λ∈X/κat−1NX
hλ0,λt+1(λ).
Putting everything together we get
T Cλ0,λt+1 = K
Ct−1
λ0
√−1|∆+|
κl/2N l|W |
∣∣∣∣vol(Y ∨)vol(X)
∣∣∣∣
1/2
exp
(
−π
√−1
h∨
mt|ρ|2
)
× exp
(
− π
√−1
at−1ct−1κ
|λ0|2
) ∑
λ∈X/κat−1NX
hλ0,λt+1(λ).
We are now in a position where we can use the reciprocity formula. If we let
f = Natidh∗
R
, r = κat−1N , and ψ = ψ(w,w′) = − 1κat−1 (w(λ0) + at−1w′(λt+1)),
w,w′ ∈W , then ∑
λ∈X/κat−1NX
hλ0,λt+1(λ) =
∑
w,w′∈W
det(ww′)
×
∑
λ∈X/rX
exp
(
π
√−1
r
〈λ, f(λ)〉
)
exp
(
2π
√−1〈λ, ψ〉) .
By (1), (2), and (3) the assumptions (5) are satisfied, so by Proposition 2.2 we
obtain
∑
λ∈X/κat−1NX
hλ0,λt+1(λ) = vol(Y
∨)−1
(
f√−1
)−1/2
rl/2
∑
w,w′∈W
det(ww′)
×
∑
µ∈Y ∨/f(Y ∨)
exp
(−πr√−1〈µ+ ψ, f−1(µ + ψ)〉)
=
(√−1
at
)l/2
(κat−1)l/2
vol(Y ∨)
∑
w,w′∈W
det(ww′)
×
∑
µ∈Y ∨/atNY ∨
exp
(
−πκat−1
√−1
at
|µ+ ψ|2
)
.
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Here exp
(
−πκat−1
√−1
at
|µ+ ψ|2
)
only depends on µ (mod atY
∨), so in total we
get that
T Cλ0,λt+1 = K
Ct−1
λ0
√−1|∆+|
κl/2|W | exp
(
−π
√−1
h∨
mt|ρ|2
)
exp
(
− π
√−1
at−1ct−1κ
|λ0|2
)
×
(√−1
at
)l/2
(κat−1)l/2
∑
w,w′∈W
det(ww′)
×
∑
µ∈Y ∨/atY ∨
exp
(
−πκat−1
√−1
at
|µ+ ψ|2
)
,
where we use that vol(X) = vol(Y ∨)−1 . In a similar way as in the first step of
the induction we finally get
T Cλ0,λt+1 = KCtλ0
∑
w∈W
det(w)
×
∑
µ∈Y ∨/atY ∨
exp
(
−πct
√−1
atκ
|κµ + w(λ0)
ct
+ λt+1)|2
)
,
where we use that at−1 = ct . Here
KCtλ0 = K
Ct−1
λ0
√−1|∆+|
κl/2
exp
(
−π
√−1
h∨
mt|ρ|2
)
exp
(
− π
√−1
at−1ct−1κ
|λ0|2
)
×
(√−1
at
)l/2
(κat−1)l/2
=
√−1t|∆+|
(κ|at−1|)l/2 vol(Y ∨)
ζ l Dt−1
√−1|∆+|
κl/2
exp
(
−mtπ
√−1
h∨
|ρ|2
)
× exp
(
−π
√−1
h∨
(
t−1∑
i=1
mi)|ρ|2
)
exp
(
−π
√−1
κ
(
t−2∑
i=1
1
ai−1ai
)|λ0|2
)
× exp
(
− π
√−1
at−1ct−1κ
|λ0|2
)( |at−1|
|at|
)l/2
κl/2ζ l sign(atat−1)
=
√−1(t+1)|∆+|
(κ|at|)l/2 vol(Y ∨)
ζ l Dt exp
(
−π
√−1
h∨
(
t∑
i=1
mi)|ρ|2
)
× exp
(
−π
√−1
κ
(
t−1∑
i=1
1
ai−1ai
)|λ0|2
)
,
where we use that ct−1 = at−2 .
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We want to use the above result to find a simple expression for the entries of
R(U) in terms of the entries of U and data for the Lie algebra g. There is,
however, a small hurdle to overcome because of the assumption on the ak ’s in
Lemma 2.4. To this end we need
Lemma 2.5 Let U =
[
a b
c d
]
∈ PSL(2,Z) = SL(2,Z)/{±1} with c 6= 0. Then
we can write
U = VΘn
where n ∈ Z and V is given in the following way: If a = 0 then V = Ξ; if
a 6= 0 then there exists a sequence of integers C such that V = BC and such
that aCk 6= 0, k = 1, 2, . . . , |C|.
Proof If a = 0 then 1 = det(U) = −bc so c = −b = ±1. As element of
PSL(2,Z) we therefore have
U =
[
0 −1
1 d′
]
= ΞΘd
′
where d′ ∈ {±d}. Now assume that a 6= 0. By (7) we can find a tuple of
integers C′ = (m1, . . . ,mt) such that U = BC′ . If ai = aC′i 6= 0, i = 1, 2, . . . , t,
we let C = C′ and n = 0. Therefore assume this is not the case. Let
i = max{ j ∈ {1, 2, . . . , t} | aj = 0}.
Since at = a 6= 0 we have i < t. As in the case a = 0 we have that BC′i = ΞΘj
for some j ∈ Z. If i = t− 1 then
U = ΘmtΞ2Θj = Θmt+j =
[
1 mt + j
0 1
]
contradicting the fact that c 6= 0. Therefore i < t − 1 and U = WΘn′ with
n′ = mi+1 + j and
W = ΘmtΞ · · ·Θmi+2Ξ.
Let nk = mi+k+1 , k = 1, 2, . . . , t − i − 1, let C′′ = (n1, . . . , nt−i−1), and let
a′k = a
C′′
k etc. Then W = B
C′′ , and[
ai+k+1 bi+k+1
ci+k+1 di+k+1
]
= BC
′
i+k+1 = B
C′′
k Θ
n′ =
[
a′k b
′
k
c′k d
′
k
] [
1 n′
0 1
]
=
[
a′k n
′a′k + b
′
k
c′k n
′c′k + d
′
k
]
,
so in particular a′k = ai+k+1 6= 0, k = 1, 2, . . . , t− i − 1, by the maximality of
i. Therefore we can let n = n′ and C = C′′ .
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For the next theorem we need the Rademacher Phi function Φ, which is defined
on PSL(2,Z) by
Φ
([
a b
c d
])
=
{
a+d
c − 12(sign(c))s(d, c) , c 6= 0,
b
d , c = 0.
(16)
Here, for c 6= 0, the Dedekind sum s(d, c) is given by
s(d, c) =
1
4|c|
|c|−1∑
j=1
cot
πj
c
cot
πdj
c
(17)
for |c| > 1 and s(d,±1) = 0. If Ai =
(
ai bi
ci di
)
∈ SL(2,Z) such that
A3 = A1A2 we have
Φ(A3) = Φ(A1) + Φ(A2)− 3 sign(c1c2c3). (18)
We refer to [43] for a comprehensive description of the Rademacher Phi function.
We will also need
|ρ|2
h∨
=
dim g
12
=
2|∆+|+ l
12
, (19)
where the first identity is Freudenthal’s strange formula. If c = 0 then U = ǫΘb
for some b ∈ Z and ǫ ∈ {±1}. By (12) we immediately get
R(Θb)λµ = R(Θ)bλµ = δλµ exp
(
b
(
π
√−1
κ
|µ|2 − π
√−1
h∨
|ρ|2
))
for λ, µ ∈ int(Cκ) ∩ X . For the case U = −Θb = Ξ2Θb (see (7)) we use
the identity R(Ξ2)λµ = δλµ∗ , which follows by the unitarity of R and (15)
(alternatively use (13) and (14) directly). This gives
R(−Θb)λµ = R(Θ)bλ∗µ = δλ∗µ exp
(
b
(
π
√−1
κ
|µ|2 − π
√−1
h∨
|ρ|2
))
for λ, µ ∈ int(Cκ) ∩X . For the case c 6= 0 we have
Theorem 2.6 Let U =
(
a b
c d
)
∈ SL(2,Z) with c 6= 0, and let λ, µ ∈
int(Cκ) ∩X . Then
R(U)λµ = (
√−1 sign(c))|∆+|
(κ|c|)l/2 vol(Y ∨) exp
(
−π
√−1
h∨
Φ(U)|ρ|2
)
× exp
(
π
√−1
κ
d
c
|µ|2
) ∑
ν∈Y ∨/cY ∨
exp
(
π
√−1
κ
a
c
|λ+ κν|2
)
×
∑
w∈W
det(w) exp
(
−2π
√−1
κc
〈λ+ κν,w(µ)〉
)
.
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If a 6= 0 we also have
R(U)λµ = (
√−1 sign(c))|∆+|
(κ|c|)l/2 vol(Y ∨) exp
(
−π
√−1
h∨
Φ(U)|ρ|2
)
× exp
(
π
√−1
κ
b
a
|µ|2
) ∑
w∈W
det(w)
×
∑
ν∈Y ∨/cY ∨
exp
(
π
√−1
κ
a
c
|λ+ κν − w(µ)
a
|2
)
.
Proof According to the previous lemma there exists an integer n, a sign ǫ ∈
{±1} and a V ∈ SL(2,Z) as in the Lemma 2.5 such that U = ǫVΘn . Let us
first assume that ǫ = 1. Assume, moreover, that a 6= 0 and that n = 0, i.e.
assume that U = BC , where C = (m1, . . . ,mt) and ak 6= 0, k = 1, 2, . . . , t. Let
C′ = (m1, . . . ,mt−1). Then by Lemma 2.4
R(U)λµ = Θ˜mtλλT C
′
µ,λ
= KC
′
µ exp
(
π
√−1
κ
mt|λ|2 − π
√−1
h∨
mt|ρ|2
) ∑
w∈W
det(w)
×
∑
ν∈Y ∨/at−1Y ∨
exp
(
−π
√−1ct−1
at−1κ
∣∣∣∣λ+ κν + w(µ)ct−1
∣∣∣∣
2
)
= KC
′
µ exp
(
−π
√−1
h∨
mt|ρ|2
)
exp
(
− π
√−1
at−1ct−1κ
|µ|2
)
×
∑
w∈W
det(w)
∑
ν∈Y ∨/at−1Y ∨
exp
(
π
√−1
κ
mt |λ+ κν|2
)
× exp
(
−π
√−1ct−1
at−1κ
|λ+ κν|2
)
× exp
(
−2π
√−1
at−1κ
〈λ+ κν,w(µ)〉
)
= KC
′
µ exp
(
−π
√−1
h∨
mt|ρ|2
)
exp
(
− π
√−1
at−1at−2κ
|µ|2
)
× exp
(
− π
√−1
atat−1κ
|µ|2
) ∑
w∈W
det(w)
×
∑
ν∈Y ∨/cY ∨
exp
(
π
√−1
κ
a
c
∣∣∣∣λ+ κν − w(µ)a
∣∣∣∣
2
)
,
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where we have used (9). Let us calculate the factor in front of the sum. By
Lemma 2.4 we get
K := KC
′
µ exp
(
−π
√−1
h∨
mt|ρ|2
)
× exp
(
− π
√−1
at−1at−2κ
|µ|2
)
exp
(
− π
√−1
atat−1κ
|µ|2
)
=
√−1t|∆+|ζ lDt−1
(κ|c|)l/2 vol(Y ∨) exp
(
−π
√−1
h∨
(
t∑
i=1
mi)|ρ|2
)
× exp
(
−π
√−1
κ
(
t∑
i=1
1
ai−1ai
)|µ|2
)
.
By [26, Formula (2.20)] we have
Φ(U) =
t∑
i=1
mi − 3
t−1∑
i=1
sign(ai−1ai).
This together with (10) gives
K =
√−1t|∆+|ζ lDt−1
(κ|c|)l/2 vol(Y ∨) exp
(
−π
√−1
h∨
(Φ(U) + 3Dt−1)|ρ|2
)
× exp
(
−π
√−1
κ
b
a
|µ|2
)
.
By (19) we then have
√−1(t−1)|∆+|ζ lDt−1 exp
(
−π
√−1
h∨
(Φ(U) + 3Dt−1)|ρ|2
)
=
√−1(t−1)|∆+| exp
((
lπ
√−1
4
− (2|∆+|+ l)π
√−1
4
)
Dt−1
)
× exp
(
−π
√−1
h∨
Φ(U)|ρ|2
)
=
√−1(t−1−Dt−1)|∆+| exp
(
−π
√−1
h∨
Φ(U)|ρ|2
)
.
Moreover,
t− 1−Dt−1 = t− 1−
t−1∑
i=1
sign(ai−1ai) =
t−1∑
i=1
(1− sign(ai−1ai))
and √−11−sign(ai−1ai) = sign(ai−1ai),
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so
√−1t−1−Dt−1 = sign(at−1) = sign(c) since a0 = 1. This proves the last
given formula for the entries of R(U). The first formula follows easily from this
by observing that
b
a
+
1
ac
=
d
c
.
Next assume that U = BCΘn with n 6= 0, where C is as above. Then
BC = UΘ−n =
(
a b
c d
)(
1 −n
0 1
)
=
(
a −na+ b
c −nc+ d
)
,
and since the theorem is valid for U = BC (by the above) we get
R(U)λµ = R(BC)λµR(Θ)nµµ
=
(
√−1 sign(c))|∆+|
(κ|c|)l/2 vol(Y ∨) exp
(
−π
√−1
h∨
(
Φ(BC) + n
) |ρ|2)
× exp
(
π
√−1
κ
d
c
|µ|2
) ∑
ν∈Y ∨/cY ∨
exp
(
π
√−1
κ
a
c
|λ+ κν|2
)
×
∑
w∈W
det(w) exp
(
−2π
√−1
κc
〈λ+ κν,w(µ)〉
)
.
By (18), Φ(BCΘn) = Φ(BC)+Φ(Θn) = Φ(BC)+n and the result follows. Next
consider the case where a = 0 (and ǫ = 1) so U = ΞΘn =
(
0 −1
1 n
)
. Then
the result follows directly by inserting the formulas for the entries of R(Ξ) and
R(Θ) into
R(U)λµ = R(Ξ)λµR(Θ)nµµ
and by using that Φ(ΞΘn) = Φ(Ξ) + Φ(Θn) = n (use (18)).
Let us finally consider the case where ǫ = −1, so U = −VΘn (V being as in
Lemma 2.5). By the remarks just before the theorem we get
R(U)λµ = R(−U)λ∗µ.
Since the theorem is valid for −U (by the above) and since λ∗ = −w0(λ) and
det(w0) = (−1)|∆+| , see Remark 2.3, we get
R(U)λµ = (
√−1 sign(c))|∆+|
(κ|c|)l/2 vol(Y ∨) exp
(
−π
√−1
h∨
Φ(U)|ρ|2
)
exp
(
π
√−1
κ
d
c
|µ|2
)
×
∑
ν∈Y ∨/cY ∨
exp
(
π
√−1
κ
a
c
| − w0(λ) + κw0(ν)|2
)
×
∑
w∈W
det(w−10 w) exp
(
2π
√−1
κc
〈−w0(λ) + κw0(ν), w(µ)〉
)
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=
(
√−1 sign(c))|∆+|
(κ|c|)l/2 vol(Y ∨) exp
(
−π
√−1
h∨
Φ(U)|ρ|2
)
× exp
(
π
√−1
κ
d
c
|µ|2
) ∑
ν∈Y ∨/cY ∨
exp
(
π
√−1
κ
a
c
|λ+ κν|2
)
×
∑
w∈W
det(w−10 w) exp
(
−2π
√−1
κc
〈λ+ κν,w−10 w(µ)〉
)
by which the theorem follows.
Since R is a unitary representation we have
R(U)λµ = R(U−1)µλ (20)
for any U ∈ SL(2,Z) and all λ, µ ∈ int(Cκ) ∩ X . By this and the facts that
Φ(U−1) = −Φ(U) (use (18)) and U−1 =
(
d −b
−c a
)
we get
Corollary 2.7 Let U =
(
a b
c d
)
∈ SL(2,Z) with c 6= 0, and let λ, µ ∈
int(Cκ) ∩X . Then
R(U)λµ =
(√−1 sign(c))|∆+|
(κ|c|)l/2 vol(Y ∨) exp
(
−π
√−1
h∨
Φ(U)|ρ|2
)
× exp
(
π
√−1
κ
a
c
|λ|2
) ∑
ν∈Y ∨/cY ∨
exp
(
π
√−1
κ
d
c
|µ+ κν|2
)
×
∑
w∈W
det(w) exp
(
−2π
√−1
κc
〈µ+ κν,w(λ)〉
)
.
If d 6= 0 we also have
R(U)λµ =
(√−1 sign(c))|∆+|
(κ|c|)l/2 vol(Y ∨) exp
(
−π
√−1
h∨
Φ(U)|ρ|2
)
× exp
(
π
√−1
κ
b
d
|λ|2
) ∑
w∈W
det(w)
×
∑
ν∈Y ∨/cY ∨
exp
(
π
√−1
κ
d
c
|µ + κν − w(λ)
d
|2
)
.
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We are particularly interested in expressions for R(U)λµ in case λ or µ is equal
to ρ. Note that since ρ∗ = ρ, Ξ2 = −1 and R(Ξ2)λµ = δλµ∗ , then
R(−U)λρ = R(U)λρ, R(−U)ρλ = R(U)ρλ (21)
for all λ ∈ int(Cκ) ∩X , so these entries are in fact functions of PSL(2,Z). By
the Weyl denominator formula we have∑
w∈W
det(w) exp
{
−2π
√−1
κc
〈λ+ κν,w(ρ)〉
}
=
∏
α∈∆+
2
√−1 sin
(
− π
κc
〈λ+ κν, α〉
)
,
so we get the alternative formula
R(U)λρ = (2 sign(c))
|∆+|
(κ|c|)l/2 vol(Y ∨) exp
(
−π
√−1
h∨
Φ(U)|ρ|2
)
(22)
× exp
(
π
√−1
κ
d
c
|ρ|2
) ∑
ν∈Y ∨/cY ∨
exp
(
π
√−1
κ
a
c
|λ+ κν|2
)
×
∏
α∈∆+
sin
( π
κc
〈λ+ κν, α〉
)
.
for U ∈ SL(2,Z) as in Theorem 2.6. By using the Weyl denominator formula
and the first expression in Corollary 2.7 we get
R(U)ρµ = (2 sign(c))
|∆+|
(κ|c|)l/2 vol(Y ∨) exp
(
−π
√−1
h∨
Φ(U)|ρ|2
)
(23)
× exp
(
π
√−1
κ
a
c
|ρ|2
) ∑
ν∈Y ∨/cY ∨
exp
(
π
√−1
κ
d
c
|µ+ κν|2
)
×
∏
α∈∆+
sin
( π
κc
〈µ + κν, α〉
)
.
We end this section with some symmetry considerations needed elsewhere. As
mentioned allready below Remark 2.3 the expressions for R(Ξ)λµ and R(Θ)λµ
in (12) are well-defined for all λ, µ ∈ X . If U ∈ SL(2,Z) we can find a tuple of
integers C = (m1, . . . ,mt) such that U = BC . We can therefore use the formula
R(U)λµ = R(Θ)mtλλT Ct−1µ,λ
to extend (λ, µ) 7→ R(U)λµ to all of X × X . Here T Ct−1µ,λ is defined above
Lemma 2.4. We can also make such an extension directly by using the expres-
sions in Theorem 2.6. An easy inspection of the proof of Theorem 2.6 shows
that these two extensions coincide.
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Lemma 2.8 Let U ∈ SL(2,Z). Then (λ, µ) 7→ R(U)λµ , X × X → C, is
invariant under the action of κY ∨ on each factor. Moreover,
R(U)w(λ)w′(µ) = det(w) det(w′)R(U)λµ.
Finally, R(U)λµ = 0 if λ or µ belongs to X ∩Hκ .
Proof Since Ξ4 = 1 we have U = ΞB = CΞ, where B = Ξ3U and C = UΞ3 .
The lemma then follows by the fact that it is true for U = Ξ.
Since Cκ is a fundamental domain for the action of W
aff
κ it follows by Lemma 2.8
that (20) is valid for all λ, µ ∈ X . Therefore we have that the expressions for
R(U)λµ stated in Corollary 2.7 are valid for all λ, µ ∈ X . Note that (22) is
valid for all λ ∈ X and (23) is valid for all µ ∈ X .
3 Seifert manifolds
For Seifert manifolds we will use the notation introduced by Seifert in his
classification results for these manifolds, see [49], [50], [17, Sect. 2]. That
is, (ǫ; g | b; (α1, β1), . . . , (αn, βn)) is the Seifert manifold with orientable base
of genus g ≥ 0 if ǫ = o and non-orientable base of genus g > 0 if ǫ = n (where
the genus of the non-orientable connected sum #kRP2 is k). (In [49], [50]
(ǫ; g | b; (α1, β1), . . . , (αn, βn)) is denoted (O, ǫ; g | b;α1, β1; . . . ;αn, βn), but we
leave out the O since we are only dealing with oriented Seifert manifolds.) The
pair (αj , βj) of coprime integers is the (oriented) Seifert invariant of the j ’th
exceptional (or singular) fiber. We have 0 < βj < αj . The integer −b is equal
to the Euler number of the Seifert fibration (ǫ; g | b) (which is a locally trivial
S1–bundle). The sign is chosen so that the Euler number of the spherical (or
unit) tangent bundle over an orientable surface Σ is equal to the Euler charac-
teristic of Σ, see [39, Chap. 1 and 4], [48, Sect. 3]. More generally the Seifert
Euler number of (ǫ; g | b; (α1, β1), . . . , (αn, βn)) is E = −
(
b+
∑n
j=1 βj/αj
)
.
We note that lens spaces are Seifert manifolds with base S2 and zero, one
or two exceptional fibers. According to [39, Fig. 12 p. 146], the manifold
(ǫ; g | b; (α1, β1), . . . , (αn, βn)) has a surgery presentation as shown in Fig. 1 if
ǫ = o and as shown in Fig. 2 if ǫ = n. The
`
g indicate g repetitions.
For completeness we will also state the results in terms of the non-normalized
Seifert invariants due to W. D. Neumann, see [24]. For a Seifert manifold X
with non-normalized Seifert invariants {ǫ; g; (α1, β1), . . . , (αn, βn)} the invari-
ants ǫ and g are as above. The (αj , βj) are here pairs of coprime integers with
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· · · · · ·
`
g
0
0
0 0 −b
α1
β1
αn
βn
Figure 1: Surgery presentation of (o; g | b; (α1, β1), . . . , (αn, βn))
· · · · · ·
`
g
2 2
1
2
1
2
−b
α1
β1
αn
βn
Figure 2: Surgery presentation of (n; g | b; (α1, β1), . . . , (αn, βn))
αj > 0 but not necessarily with 0 < βj < αj . These pairs are not invariants
of X , but can be varied according to certain rules. In fact, X has a surgery
presentation as shown in Fig. 1 with b = 0 if ǫ = o and as shown in Fig. 2 with
b = 0 if ǫ = n. The Seifert Euler number of X is −∑nj=1 βj/αj (which is an
invariant of the Seifert fibration X ). For more details we refer to [24, Sect. I.1].
4 The RT–invariants of the Seifert 3–manifolds
In this section we will use Corollary 2.7 together with results in [17] to derive
expressions for the quantum g–invariants of all Seifert manifolds, g being an
arbitrary complex finite dimensional simple Lie algebra. The formulas for the
invariants will be expressed in terms of the Seifert invariants together with
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standard data for g.
The RT–invariants of the Seifert manifolds for modular categories
Let us first give some preliminary remarks on modular categories. We use
notation as in [52]. Let (V, {Vi}i∈I) be an arbitrary modular category with
braiding c and twist θ . The ground ring is K = EndV(I), where I is the unit
object. Let i 7→ i∗ be the involution in I determined by the condition that Vi∗
is isomorphic to the dual of Vi . An element i ∈ I is called self-dual if i = i∗ .
For such an element we have a K–module isomorphism HomV(V ⊗ V, I) ∼= K ,
V = Vi . The map x 7→ x(idV ⊗ θV )cV,V is a K–module endomorphism of
HomV(V ⊗ V, I), so is a multiplication by a certain εi ∈ K . By the definition
of the braiding and twist we have (εi)
2 = 1. In particular εi ∈ {±1} if K is a
field. We have a distinguished element 0 ∈ I such that V0 = I.
The S– and T –matrices of V are the matrices S = (Sij)i,j∈I , T = (Tij)i,j∈I
given by Sij = tr(cVj ,Vi ◦ cVi,Vj) and Tij = δijvi , where tr is the categorical
trace of V , δij is the Kronecher delta equal to 1 if i = j and zero elsewhere,
and vi ∈ K such that θVi = viidVi .
Assume that V has a rank D , i.e. an element of K satisfying
D2 =
∑
i∈I
dim(i)2,
where dim(i) = dim(Vi) = tr(idVi). We let
∆ =
∑
i∈I
v−1i dim(i)
2.
Moreover, let τ = τ(V ,D) be the RT–invariant associated to (V, {Vi}i∈I ,D), cf.
[52, Sect. II.2]. For a tuple of integers C = (m1, . . . ,mt), let
GC = TmtS · · ·Tm1S.
We put ao = 2 and an = 1. Moreover, let b
(o)
j = 1 and b
(n)
j = δjj∗ , j ∈ I . Given
pairs (αj , βj) of coprime integers we let Cj = (a(j)1 , . . . , a(j)mj ) be a continued
fraction expansion of αj/βj , j = 1, 2, . . . , n.
Theorem 4.1 ([17]) Let M = (ǫ; g | b; (α1, β1), . . . , (αn, βn)), ǫ = o,n. Then
τ(M) = (∆D−1)σǫDaǫg−2−
∑n
j=1 mj
×
∑
j∈I
(εj)
aǫg b
(ǫ)
j v
−b
j dim(j)
2−n−aǫg
(
n∏
i=1
(SGCi)j0
)
,
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where
σǫ = (aǫ − 1) sign(E) +
n∑
j=1
sign(αjβj) +
1
3
n∑
j=1
( mj∑
k=1
a
(j)
k −Φ(BCj )
)
. (24)
Here E = −
(
b+
∑n
j=1
βj
αj
)
is the Seifert Euler number.
The RT–invariant τ(M) of the Seifert manifold M with non-normalized Seifert
invariants {ǫ; g; (α1, β1), . . . , (αn, βn)}, is given by the same expression with the
exceptions that the factor v−bj has to be removed and E = −
∑n
j=1
βj
αj
.
The theorem is also valid in case n = 0. In this case one just has to put all
sums
∑n
j=1 equal to zero and all products
∏n
i=1 equal to 1. Note that ǫ
g
j = 1
if g is even and ǫgj = ǫj if g is odd since ǫ
2
j = 1. The sum
∑n
j=1 sign(αjβj) is
of course equal to n for normalized Seifert invariants.
Let us next consider the lens spaces. For p, q a pair of coprime integers, recall
that L(p, q) is given by surgery on S3 along the unknot with surgery coefficient
−p/q . In the following corollary we include the possibilities L(0, 1) = S1 × S2
and L(1, q) = S3 , q ∈ Z.
Corollary 4.2 ([17]) Let p, q be a pair of coprime integers. If q 6= 0 we let
(a1, . . . , an−1) be a continued fraction expansion of −p/q . If q = 0, put n = 3
and a1 = a2 = 0. Then
τ(L(p, q)) = (∆D−1)σD−nGC00, (25)
where C = (a1, . . . , an−1, 0) and σ = 13
(∑n−1
l=1 al − Φ(BC)
)
.
The RT–invariants of the Seifert manifolds for the classical Lie al-
gebras Let g be a complex finite dimensional simple Lie algebra and let
q = eπ
√−1/r , r = mκ, where κ is an integer ≥ h∨ . Let Uq(g) be the quan-
tum group associated to these data as defined by Lusztig, see [37, Part V].
We follow [9, Sect. 1.3 and 3.3] here but will mostly use notation from [52] for
modular categories as above. (Note that what we denote Uq(g) here is denoted
Uq(g)|q=eπ√−1/mκ in [9].) Let
(Vgr , {Vi}i∈I) be the modular category induced by
these data, cf. [9, Theorem 3.3.20]. In particular the index set for the simple
objects is I = int(Cκ) ∩ X . We use here the shifted indexes (shifted by ρ)
(contrary to [9]). Normally the irreducible modules of Uq(g) (of type 1) (q
a formal variable) are indexed by the cone of dominant integer weights X+ .
Here we denote the irreducible module associated with µ ∈ X+ by Vµ+ρ . For
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q a root of unity as above Vλ is an irreducible module of Uq(g) of non-zero
dimension if λ ∈ I . The involution I → I , λ 7→ λ∗ is given by λ∗ = −w0(λ),
where w0 is the longest element in W , see also Remark 2.3. The distinguished
element 0 ∈ I is equal to ρ. According to [9, Theorem 3.3.20] we can use
D = κl/2
∣∣∣∣vol(Y ∨)vol(X)
∣∣∣∣
1/2

 ∏
α∈∆+
2 sin
(
π〈α, ρ〉
κ
)
−1
(26)
as a rank of Vgr . According to the same theorem we have that
∆D−1 = ω−3, (27)
where
ω = e
2π
√−1c
24 = exp
(
π
√−1
h∨
|ρ|2
)
exp
(
−π
√−1
κ
|ρ|2
)
, (28)
where as usual c = κ−h
∨
κ dim(g) is the central charge and where the last equality
follows from Freudenthal’s strange formula (19).
Let s˜ be as defined in [9, Sect. 3.1] and let S be the S–matrix of Vgr . Observe
that in the terminology of [52], s˜ is the S–matrix of the mirror of Vgr . This
implies that
Sλµ = s˜λ∗µ = s˜λµ∗
for λ, µ ∈ I . By [9, Formula (3.1.16)] we have s˜ = Ds, where s is the matrix
also considered in Remark 2.3. The matrix t in [9] is equal to the T –matrix of
Vgr . It follows then from [9, Theorem 3.3.20] and (12) that T = ωΘ˜. By these
remarks and (13) and (15) we conclude that
Sλµ = DΞ˜λµ, Tλµ = ωΘ˜λµ (29)
for µ, λ ∈ I . Let C = (a1, . . . , an) ∈ Zn and let k ∈ {0, 1}. By (29) we
immediately get
(SkGC)λρ = Dk+nω
∑n
j=1 aj
(
Ξ˜kΘ˜anΞ˜Θ˜an−1 · · · Θ˜a1Ξ˜
)
λρ
(30)
for λ ∈ I . We also need the explicit formula for dim(λ), λ ∈ I . In fact
dim(λ) = Sλρ = DΞ˜λρ = Dκ−l/2
∣∣∣∣ vol(X)vol(Y ∨)
∣∣∣∣
1/2 ∏
α∈∆+
2 sin
(
π〈α, λ〉
κ
)
, (31)
see also [9, Formulas (3.3.2) and (3.3.5)].
Let τgr = τ(Vgr ,D) be the RT–invariant associated with (V
g
r ,D). Given a pair of
coprime integers (α, β), α > 0, we let β∗ be the inverse of β in the multiplica-
tive group of units of Z/αZ. For integers a, b 6= 0 we let
S(a/b) = 12 sign(b)s(a, b), (32)
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where s(a, b) is given by (17). This is the so-called Dedekind symbol. (In
particular, the right-hand side of (32) only depends on the rational number
a/b.) Then we have the following generalization of [17, Theorem 8.4]:
Theorem 4.3 Let M = (ǫ; g | b; (α1, β1), . . . , (αn, βn)), ǫ ∈ {o,n}. Then
τgr (M) = exp

π√−1
κ

3(aǫ − 1) sign(E)− E − n∑
j=1
S
(
βj
αj
) |ρ|2


×
√−1n|∆+|κl(aǫg/2−1)
2|∆+|(n+aǫg−2) vol(Y ∨)2−aǫg
1
Al/2
× exp
(
3π
√−1
h∨
(1− aǫ) sign(E)|ρ|2
)
Zgǫ (M ; r),
where A =∏nj=1 αj and
Zgǫ (M ; r) =
∑
λ∈I
b
(ǫ)
λ ε
aǫg
λ

 ∏
α∈∆+
sin2−n−aǫg
(
π〈λ, α〉
κ
) exp(π√−1
κ
E|λ|2
)
×
∑
w1,...,wn∈W
∑
ν1∈Y ∨/α1Y ∨
. . .
∑
νn∈Y ∨/αnY ∨

 n∏
j=1
det(wj)


× exp

−π√−1 n∑
j=1
β∗j
αj
(
κ|νj |2 + 2〈wj(ρ), νj〉
)
× exp

−2π√−1
κ
〈λ,
n∑
j=1
κνj + wj(ρ)
αj
〉

 .
The RT–invariant τgr (M) of the Seifert manifold M with non-normalized Seifert
invariants {ǫ; g; (α1, β1), . . . , (αn, βn)} is given by the same expression.
The theorem is also valid in case n = 0. In this case one just has to put the sum∑
w1,...,wn∈W
∑
ν1∈Y ∨/α1Y ∨ . . .
∑
νn∈Y ∨/αnY ∨ in Zǫ(M ; r) equal to 1, ǫ = o,n,
and put A = 1 and ∑nj=1 S(βj/αj) = 0.
Proof The proof follows very closely the proof of [17, Theorem 8.4]. Let
M = (ǫ; g | b; (α1, β1), . . . , (αn, βn)), ǫ ∈ {o,n}. Choose tuples of integers Cj =
(a
(j)
1 , . . . , a
(j)
mj ) such that B
Cj =
(
αj ρj
βj σj
)
, j = 1, 2, . . . , n. By Theorem 4.1
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and (11) we have
τgr (M) = (∆D−1)σǫDaǫg−2−
∑n
j=1mj
×
∑
λ∈I
b
(ǫ)
λ ε
aǫg
λ v
−b
λ dim(λ)
2−n−aǫg
(
n∏
i=1
(SGCi)λρ
)
,
where σǫ is given by (24). By using (27), (29), (30), and (31) we get
τgr (M) = αǫ(κ)ω
−3σǫ−b+
∑n
j=1
∑mj
k=1 a
(j)
k
∑
λ∈I
b
(ǫ)
λ ε
aǫg
λ Θ˜
−b
λλ
×

 ∏
α∈∆+
sin2−n−aǫg
(
π〈α, λ〉
κ
)( n∏
i=1
(N˜i)λρ
)
,
where Ni = ΞB
Ci =
( −βi −σi
αi ρi
)
and
αǫ(κ) = κ
l(n+aǫg−2)/22|∆+|(2−n−aǫg) vol(Y ∨)n+aǫg−2.
By Corollary 2.7 we get
n∏
i=1
(N˜i)λρ = βǫ(κ)
∑
w1,...,wn∈W

 n∏
j=1
det(wj)

 ∑
ν1∈Y ∨/α1Y ∨
. . .
∑
νn∈Y ∨/αnY ∨
× exp

π√−1
κ
n∑
j=1
ρj
αj
|ρ+ κνj |2


× exp

−2π√−1
κ
n∑
j=1
1
αj
〈ρ+ κνj , wj(λ)〉

 ,
where
βǫ(κ) =
√−1n|∆+|
κnl/2Al/2 vol(Y ∨)n exp

−π√−1
h∨

 n∑
j=1
Φ(Nj)

 |ρ|2


× exp

−π√−1
κ

 n∑
j=1
βj
αj

 |λ|2

 .
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In particular we have
αǫ(κ)βǫ(κ)Θ˜
−b
λλ =
√−1n|∆+|κl(aǫg−2)/2
2|∆+|(n+aǫg−2)Al/2 vol(Y ∨)2−aǫg exp
(
π
√−1
κ
E|λ|2
)
× exp

π√−1
h∨

b− n∑
j=1
Φ(Nj)

 |ρ|2

 .
By (18), Φ(Ni) = Φ(B
Ci)− 3 sign(αiβi). By this and (24) we get
3σǫ = 3(aǫ − 1) sign(E)−
n∑
j=1
Φ(Nj) +
n∑
j=1
mj∑
k=1
a
(j)
k .
Therefore
τgr (M) =
√−1n|∆+|κl(aǫg/2−1)
2|∆+|(n+aǫg−2) vol(Y ∨)2−aǫg
1
Al/2ω
∑n
j=1 Φ(Nj)−3(aǫ−1) sign(E)−b
× exp

π√−1
h∨

b− n∑
j=1
Φ(Nj)

 |ρ|2


× exp

π√−1
κ

 n∑
j=1
ρj
αj

 |ρ|2


×
∑
λ∈I
b
(ǫ)
λ ε
aǫg
λ

 ∏
α∈∆+
sin2−n−aǫg
(
π〈λ, α〉
κ
) exp(π√−1
κ
E|λ|2
)
×
∑
w1,...,wn∈W
∑
ν1∈Y ∨/α1Y ∨
. . .
∑
νn∈Y ∨/αnY ∨

 n∏
j=1
det(wj)


× exp

π√−1 n∑
j=1
ρj
αj
(κ|νj |2 + 2〈wj(ρ), νj〉


× exp

−2π√−1
κ
〈λ,
n∑
j=1
κνj + wj(ρ)
αj
〉

 .
30
By (28) we get
ω
∑n
j=1 Φ(Nj)−3(aǫ−1) sign(E)−b exp

π√−1
h∨

b− n∑
j=1
Φ(Nj)

 |ρ|2


× exp

π√−1
κ

 n∑
j=1
ρj
αj

 |ρ|2


= exp
(
3π
√−1
h∨
(1− aǫ) sign(E)|ρ|2
)
× exp

π√−1
κ

3(aǫ − 1) sign(E) + b+ n∑
j=1
(
ρj
αj
− Φ(Nj)
) |ρ|2

 .
The theorem now follows by using (16) together with the facts that s(a, b) =
s(a′, b) if a′a ≡ 1 (mod b) and s(−a, b) = −s(a, b), cf. [43, Chap. 3]. (The
identity s(−a, b) = −s(a, b) follows immediately from (17).) The case with
non-normalized Seifert invariants follows as above by letting b be equal to zero
everywhere.
By the above proof we get the following compact formula for the invariant of
the Seifert manifold M = (ǫ; g | b; (α1, β1), . . . , (αn, βn)):
τgr (M) = γǫ(κ)
∑
λ∈I
b
(ǫ)
λ ε
aǫg
λ exp
(
−π
√−1
κ
b|λ|2
)
(33)
×
(
Ξ˜λρ
)2−n−aǫg( n∏
i=1
(N˜i)λρ
)
,
where Ni ∈ SL(2,Z) with first column equal to
( −βi
αi
)
, i = 1, . . . , n, and
γǫ(κ) = exp

3π√−1
h∨

(1− aǫ) sign(E) + n∑
j=1
Φ(Nj)

 |ρ|2


× exp

π√−1
κ

3(aǫ − 1) sign(E) + b− n∑
j=1
Φ(Nj)

 |ρ|2

 .
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The coprime case In this section we will derive a particularly nice expression
for the quantum g–invariants of the Seifert manifolds M = (ǫ; g | b; (α1, β1), . . . ,
(αn, βn)) with the integers α1, . . . , αn mutually coprime. The subclass of these
Seifert manifolds additionally satisfying that g = 0 contains the Seifert fibered
integral homology spheres, cf. [24, Corollary 6.2 and pp. 36–37]. The results in
this subsection generalize the results obtained in [33, Sect. 4.1], where the case
g = sl2(C) is considered. Let us first observe that by (33) and Lemma 2.8 we
have
τgr (M) =
γǫ(κ)
|W |
∑
λ∈P˜κ∩X
b
(ǫ)
λ ε
aǫg
λ exp
(
−π
√−1
κ
b|λ|2
)
×
(
Ξ˜λρ
)2−n−aǫg( n∏
i=1
(N˜i)λρ
)
,
where P˜κ = Pκ \Hκ . To establish this identity we also extended the function
g : I → C, g(λ) = b(ǫ)λ εaǫgλ , to all of X by letting it be constantly 1 if ǫ = o
and by forcing it to satisfy the following symmetry properties if ǫ = n:
g(w(λ)) = det(w)aǫgg(λ), w ∈W, λ ∈ X, (34)
g(λ+ x) = g(λ), x ∈ κY ∨, λ ∈ X,
g(λ) = 0, λ ∈ X ∩ ∪α∈∆+,b∈ZHκα,b.
Remark 4.4 If ǫ = n we have
D−2
∑
i∈I
dim(i)F (Liλ) = b
(n)
λ ελ,
by [17, Lemma 4.2], where Liλ is a certain 2–component link, one component
colored by Vi and the other by Vλ . Recall that b
(n)
λ = δλλ∗ . In [34] it was
observed that one in a natural way can extend the invariant F (Liλ) to be
defined for all λ ∈ X in such a way that F (Liw(λ)) = det(w)F (Liλ), w ∈ W .
The thus extended function λ → F (Liλ) is automatically invariant under a
change λ → λ + x, x ∈ κY ∨ . (One has to be a little carefull here. In [34],
F (Liλ) is denoted JL(i, λ). It is shown in [34] that this function is component-
wise invariant under the action by the affine Weyl group W affκ up to a sign
comming from the sign of the Weyl group element, see the refined first symmetry
principle [34, Theorem 2.11]. The lattice denoted Y ′ in [34] is equal to 1mY
∨
here (m is denoted d in [34]). Since r in [34] is the same as r here, i.e. r = mκ,
we have that W⋉rY ′ in [34] is equal to W affκ here.) We see, that the symmetries
(34) actually are consequences of the symmetry results in [34].
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By Theorem 4.3 and (34) (use also E = −b−∑nj=1 βj/αj ) we have
Zgǫ (M ; r) = α(κ)
∑
λ∈P˜κ∩X
b
(ǫ)
λ ε
aǫg
λ

 ∏
α∈∆+
sin2−n−aǫg
(
π〈λ, α〉
κ
)
× exp
(
−π
√−1
κ
b|λ|2
) ∑
w1,...,wn∈W
×
∑
ν1∈Y ∨/α1Y ∨
. . .
∑
νn∈Y ∨/αnY ∨

 n∏
j=1
Fj(λ, νj , wj)

 ,
where
α(κ) =
1
|W | exp

−π√−1
κ

 n∑
j=1
β∗j
αj

 |ρ|2


and
Fj(λ, ν, w) = det(w)
× exp
(
−π
√−1
καj
[
βj |λ|2 + 2〈λ, κν + w(ρ)〉 + β∗j |κν + w(ρ)|2
])
.
By using (1) and (2) one finds the following symmetry result:
Lemma 4.5 Let j ∈ {1, 2, . . . , n}. The map Fj : X×Y ∨×W → C is invariant
under the transformations
(a) (λ, ν, w)→ (λ± κx, ν ∓ βjx,w),
(b) (λ, ν, w)→ (λ, ν ± αjx,w),
(c) (λ, ν, w)→ (λ± καjx, ν, w),
for any x ∈ Y ∨ .
By (1) we get that
∏
α∈∆+ sin
2−n−aǫg
(
π〈λ,α〉
κ
)
is invariant under a change λ→
λ+ κx, x ∈ Y ∨ .
Corollary 4.6 For an arbitrary but fixed j0 ∈ {1, 2, . . . , n} and an arbitrary
x ∈ Y ∨ , the expression
H(λ, ν1, . . . , νn) := b
(ǫ)
λ ε
aǫg
λ

 ∏
α∈∆+
sin2−n−aǫg
(
π〈λ, α〉
κ
)
× exp
(
−π
√−1
κ
b|λ|2
) ∑
w1,...,wn∈W

 n∏
j=1
Fj(λ, νj , wj)


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is invariant under the transformation
λ → λ± κ A
αj0
x,
νj → νj ∓ βj0
A
αj0
δjj0x, j = 1, 2, . . . , n,
where A =∏nj=1 αj .
Choose integers k1, . . . , kn , l1, . . . , ln , a1, . . . , an , and b1, . . . , bn , such that
kjβj + ljαj = 1,
ajαj + bj
A
αj
= 1
for j = 1, 2, . . . , n. Let (ν1, . . . , νn) ∈ Y ∨/αjY ∨ × . . . Y ∨/αnY ∨ . Let us show,
that for any λ ∈ P˜κ ∩ X there exists a λ′ ∈ X such that H(λ, ν1, . . . , νn) =
H(λ′, 0, . . . , 0). To see this, let x ∈ Y ∨ and j ∈ {1, 2, . . . , n} be arbitrary but
fixed. First observe that by Lemma 4.5, H is invariant under the transformation
νj → νj ± βjαjx, λ and νk , k 6= j , unchanged. By Corollary 4.6, H is
invariant under the transformation νj → νj ± (βjA/αj)x, λ→ λ∓ (κA/αj)x,
νk , k 6= j , unchanged. If we use the first transformation aj times and the second
transformation bj times we see that H is invariant under the transformation
λ → λ∓ (κbjA/αj)x,
νk → νk ± βjδjkx, k = 1, 2, . . . , n.
By using this transformation kj times and by using the transformation νk →
νk ± αjδjkx, k = 1, 2, . . . , n, λ unchanged, lj times we see that H is invariant
under the transformation
λ → λ∓ (κkjbjA/αj)x,
νk → νk ± δjkx, k = 1, 2, . . . , n.
In particular we can change νj to 0 and keep H unchanged if we at the same
time change λ to λ+(κkjbjA/αj)νj , so H is invariant under the transformation
λ → λ+ κ
n∑
j=1
kjbj
A
αj
νj ,
νk → 0, k = 1, 2, . . . , n.
By using the above result, and the fact that H is invariant under the transfor-
mation λ→ λ+ κAx, x ∈ Y ∨ , the νk unchanged, we can always arrange it so
that λ is an element of
J := P˜κ ∩X + κ
{
l∑
i=1
miα
∨
i | m1, . . . ,ml ∈ {0, 1, . . . ,A− 1}
}
.
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We have a bijection (Pκ ∩X)× Y ∨/AY ∨ → PκA ∩X , (λ, µ) 7→ λ+ κµ, and J
is equal to the the image of (P˜κ ∩X) × Y ∨/AY ∨ which can also be identified
with (PκA \Hκ) ∩X = X/κAY ∨ \Hκ .
Lemma 4.7 Let bj and kj be as above. The map
(P˜κ ∩X)× Y ∨/αjY ∨ × . . .× Y ∨/αnY ∨ −→ J
(λ, ν1, . . . , νn) 7→ λ+ κ
n∑
j=1
kjbj
A
αj
νj + κA
l∑
i=1
niα
∨
i
is a bijection, where the ni are the unique integers such that the right-hand
side is an element of J .
Proof Assume that
λ+ κ
n∑
j=1
kjbj
A
αj
νj + κA
l∑
i=1
niα
∨
i = 0,
where νj ∈ Y ∨/αjY ∨ , j = 1, 2, . . . , n, and λ is the difference of two elements
in P˜κ ∩X . Then we immediately get that λ = 0 and
n∑
j=1
kjbj
A
αj
νj +A
l∑
i=1
niα
∨
i = 0.
Write νj =
∑l
i=1m
(j)
i α
∨
i , m
(j)
i ∈ {0, 1, . . . , αj − 1}, and get
n∑
j=1
kjbj
A
αj
m
(j)
i +Ani = 0, i = 1, 2, . . . , l,
since α∨1 , . . . , α
∨
l is a basis for h
∗
R
. Now let j0 be arbitrary but fixed. Then we
have
kj0bj0
A
αj0
m
(j0)
i = −
n∑
j=1,j 6=j0
kjbj
A
αj
m
(j)
i −Ani
for all i ∈ {1, 2, . . . , l}. But αj0 is a divisor of the right-hand side so is also a
divisor of m
(j0)
i , since αj0 and kj0bj0A/αj0 are coprime. Therefore m(j0)i = 0,
i = 1, 2, . . . , l , so νj0 = 0. It follows that νj = 0 for all j ∈ {1, 2, . . . , n} (and∑l
i=1 niα
∨
i = 0, so n1 = . . . = nl = 0). The surjectivity follows now by the fact
that J and (P˜κ ∩X) × Y ∨/αjY ∨ × . . . × Y ∨/αnY ∨ contain the same number
of elements, namely Al|P˜κ ∩X| elements.
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By the above results we get that Zgǫ (M ; r) is given by an expression obtained
in the following way: Take the original expression for Zgǫ (M ; r) as stated in
Theorem 4.3, divide it by |W |, replace the summation index set I by J , remove
the sum
∑
ν1∈Y ∨/α1Y ∨ . . .
∑
νn∈Y ∨/αnY ∨ and put all ν1, . . . , νn equal to zero, i.e.
Zgǫ (M ; r) =
1
|W |
∑
λ∈J
b
(ǫ)
λ ε
aǫg
λ

 ∏
α∈∆+
sin2−n−aǫg
(
π〈λ, α〉
κ
)
× exp
(
π
√−1
κ
E|λ|2
) ∑
w1,...,wn∈W
×

 n∏
j=1
det(wj) exp
(
−2π
√−1
καj
〈λ,wj(ρ)〉
) .
Here
∑
w1,...,wn∈W

 n∏
j=1
det(wj) exp
(
−2π
√−1
καj
〈λ,wj(ρ)〉
)
=
n∏
j=1

 ∑
wj∈W
det(wj) exp
(
−2π
√−1
καj
〈λ,wj(ρ)〉
)
=
n∏
j=1
∏
α∈∆+
2
√−1 sin
(
− π
καj
〈λ, α〉
)
,
so we have shown
Theorem 4.8 Let M = (ǫ; g | b; (α1, β1), . . . , (αn, βn)), ǫ ∈ {o,n}, and assume
that the αj are mutually coprime. Then
τgr (M) = exp

π√−1
κ

3(aǫ − 1) sign(E)− E − n∑
j=1
S
(
βj
αj
) |ρ|2


× κ
l(aǫg/2−1)
2|∆+|(aǫg−2) vol(Y ∨)2−aǫg|W |
1
Al/2
× exp
(
3π
√−1
h∨
(1− aǫ) sign(E)|ρ|2
)
W gǫ (M ; r),
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where A =∏nj=1 αj and
W gǫ (M ; r) =
∑
λ∈J
b
(ǫ)
λ ε
aǫg
λ

 ∏
α∈∆+
sin2−n−aǫg
(
π〈λ, α〉
κ
)
× exp
(
π
√−1
κ
E|λ|2
) n∏
j=1
∏
α∈∆+
sin
(
π
καj
〈λ, α〉
)
.
The RT–invariant τgr (M) of the Seifert manifold M with non-normalized Seifert
invariants {ǫ; g; (α1, β1), . . . , (αn, βn)} is given by the same expression.
5 The case of lens spaces
In this section we present different expressions for the invariant τgr (L(p, q)), p, q
being an arbitrary but fixed pair of coprime integers. Let b, d be any integers
such that U =
(
q b
p d
)
∈ SL(2,Z). Assume q 6= 0, let
V = −ΞU =
(
p d
−q −b
)
,
and let C ′ = (a1, a2, . . . , an−1) ∈ Zn−1 such that BC′ = V . Then C′ is
a continued fraction expansion of −p/q and U = ΞV = BC where C =
(a1, a2, . . . , an−1, 0). By Corollary 4.2, (27) and (30) we therefore get
τgr (L(p, q)) = ω
Φ(U)U˜ρρ, (35)
where ω is given by (28). If q = 0 we have p = 1 and L(p, q) = S3 . In this case
we have τgr (L(p, q)) = D−1 . We also have U = ΞΘd so by using (12), (26) and
(28) we find that the right-hand side of (35) is also equal to D−1 . The identity
(35) coincides with [26, Formula (3.7)] for g = sl2(C), see also [17, Formula
(49)].
By elaborating on the expression (35) along the same lines as in [26, Sect. 3]
we can now easily derive an explicit expression for τgr (L(p, q)). If q 6= 0 we get
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by Theorem 2.6 that
R(U)ρρ =
(√−1 sign(p))|∆+|
(κ|p|)l/2 vol(Y ∨) exp
(
−π
√−1
h∨
Φ(U)|ρ|2
)
× exp
(
π
√−1
κ
b
q
|ρ|2
) ∑
w∈W
det(w)
×
∑
ν∈Y ∨/pY ∨
exp
(
π
√−1
pqκ
|qρ+ κqν − w(ρ)|2
)
=
(√−1 sign(p))|∆+|
(κ|p|)l/2 vol(Y ∨) exp
(
−π
√−1
h∨
Φ(U)|ρ|2
)
× exp
(
π
√−1
κ
b
q
|ρ|2
)
×
∑
w∈W
det(w) exp
(
π
√−1
pqκ
|qρ− w(ρ)|2
)
×
∑
ν∈Y ∨/pY ∨
exp
(
π
√−1qκ
p
|ν|2
)
× exp
(
2π
√−1
p
〈ν, qρ− w(ρ)〉
)
.
By (28) and (35) we then get
τgr (L(p, q)) =
(√−1 sign(p))|∆+|
(κ|p|)l/2 vol(Y ∨) exp
(
−π
√−1
κ
Φ(U)|ρ|2
)
× exp
(
π
√−1
κ
b
q
|ρ|2
)
×
∑
w∈W
det(w) exp
(
π
√−1
pqκ
|qρ− w(ρ)|2
)
×
∑
ν∈Y ∨/pY ∨
exp
(
π
√−1qκ
p
|ν|2
)
× exp
(
2π
√−1
p
〈ν, qρ− w(ρ)〉
)
.
Here
exp
(
π
√−1
κ
b
q
|ρ|2
)
exp
(
π
√−1
pqκ
|qρ−w(ρ)|2
)
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= exp
(
π
√−1
pqκ
(
pb|ρ|2 + q2|ρ|2 + |ρ|2 − 2q〈ρ,w(ρ)〉))
= exp
(
π
√−1
pκ
(
d|ρ|2 + q|ρ|2 − 2〈ρ,w(ρ)〉)) ,
where we use that pb+ 1 = qd. Moreover,
exp
(
π
√−1
pκ
(
d|ρ|2 + q|ρ|2 − 2〈ρ,w(ρ)〉)) exp(−π√−1
κ
Φ(U)|ρ|2
)
= exp
(
−2π
√−1
pκ
〈ρ,w(ρ)〉
)
exp
(
π
√−1
κ
(
d+ q
p
− Φ(U)
)
|ρ|2
)
.
Here
Φ(U) =
d+ q
p
− 12 sign(p)s(d, p),
qd ≡ 1 (mod p)
so
exp
(
π
√−1
κ
(
d+ q
p
− Φ(U)
)
|ρ|2
)
= exp
(
π
√−1
κ
12 sign(p)s(q, p)|ρ|2
)
.
By putting all the pieces together and using (32) we get
Theorem 5.1 The RT–invariants associated to g of the lens space L(p, q),
p 6= 0, are given by
τgr (L(p, q)) =
(√−1 sign(p))|∆+|
(κ|p|)l/2 vol(Y ∨) exp
(
π
√−1
κ
S
(
q
p
)
|ρ|2
)
×
∑
w∈W
det(w) exp
(
−2π
√−1
pκ
〈ρ,w(ρ)〉
)
×
∑
ν∈Y ∨/pY ∨
exp
(
π
√−1q
p
κ|ν|2
)
exp
(
2π
√−11
p
〈ν, qρ− w(ρ)〉
)
.
We also have
τgr (L(p, q)) =
(2 sign(p))|∆+|
(κ|p|)l/2 vol(Y ∨) exp
(
π
√−1
κ
S
(
q
p
)
|ρ|2
)
×
∑
ν∈Y ∨/pY ∨
exp
(
π
√−1q
p
κ|ν|2
)
exp
(
2π
√−1q
p
〈ν, ρ〉
)
×
∏
α∈∆+
sin
(
π
pκ
〈ρ+ κν, α〉
)
.
39
The second formula simply follows by using the Weyl denominator formula on
the first formula. (A direct check shows, that the above theorem is also true
for q = 0, in which case p = ±1 and L(p, q) = S3 . If p = 0, then q = ±1 and
L(p, q) = S1 × S2 , and τgr (S1 × S2) = 1 in the normalization used here.)
The coprime case In this subsection we consider the coprime case, i.e. the
case (r, p) = 1, r = mκ. In particular p 6= 0. From Theorem 5.1 we have
τgr (L(p, q)) =
(√−1 sign(p))|∆+|
(κ|p|)l/2 vol(Y ∨) exp
(
π
√−1
κ
S
(
q
p
)
|ρ|2
)
Σ,
where
Σ =
∑
w∈W
det(w) exp
(
−2π
√−1
pκ
〈ρ,w(ρ)〉
)
exp
(
−π√−1q
p
κ
∣∣∣∣qρ− w(ρ)qκ
∣∣∣∣
2
)
×
∑
ν∈Y ∨/pY ∨
exp
(
π
√−1q
p
κ
∣∣∣∣ν + qρ−w(ρ)qκ
∣∣∣∣
2
)
.
First assume that p is odd. Let ρw = qρ−w(ρ). Since p and 4qr are coprime,
there exist integers c and a such that pc + 4qra = 1. By definition of ρ, we
have ρ ∈ 12Y . Moreover, mY ⊆ Y ∨ , so 2mρw ∈ Y ∨ . Therefore
Σ =
∑
w∈W
det(w) exp
(
−2π
√−1
pκ
〈ρ,w(ρ)〉
)
exp
(
−π
√−1
pqκ
|ρw|2
)
×
∑
ν∈Y ∨/pY ∨
exp
(
π
√−1q
p
κ
∣∣∣∣ν + ρw
(
4am+
pc
qκ
)∣∣∣∣
2
)
=
∑
w∈W
det(w) exp
(
−2π
√−1
pκ
〈ρ,w(ρ)〉
)
exp
(
−π
√−1
pqκ
|ρw|2
)
×
∑
ν∈Y ∨/pY ∨
exp
(
π
√−1q
p
κ
∣∣∣∣ν + ρw pcqκ
∣∣∣∣
2
)
= Σ′
∑
ν∈Y ∨/pY ∨
exp
(
π
√−1q
p
κ|ν|2
)
,
where
Σ′ =
∑
w∈W
det(w) exp
(
−2π
√−1
pκ
〈ρ,w(ρ)〉
)
exp
(
π
√−1
pqκ
|ρw|2(p2c2 − 1)
)
.
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We used here (1) and the fact that ρw ∈ X . Since p2c2 − 1 = 4qra(4qra − 2)
we get
Σ′ =
∑
w∈W
det(w) exp
(
−2π
√−1
pκ
〈ρ,w(ρ)〉
)
× exp
(
π
√−1
p
4am(−2 + 4qra)[(q2 + 1)|ρ|2 − 2q〈ρ,w(ρ)〉]
)
=
∑
w∈W
det(w)eβew,
where
eβ = exp
(
−4π
√−1
p
am(1 + pc)(q2 + 1)|ρ|2
)
,
ew = exp
(
−2π
√−1
pκ
[1 + 4qra(4qra− 2)] 〈ρ,w(ρ)〉
)
.
Since ρ ∈ X and 2mρ ∈ Y ∨ we have 2m|ρ|2 ∈ Z so
eβ = exp
(
−4π
√−1
p
am(q2 + 1)|ρ|2
)
= exp
(
−2π
√−1
p
4∗(q + q∗)r∗2m|ρ|2
)
,
where n∗ is the inverse of n (mod p) for any integer n coprime to p. Moreover,
ew = exp
(
−2π
√−1
κ
pc2〈ρ,w(ρ)〉
)
= exp
(
−2π
√−1
κ
c〈ρ,w(ρ)〉
)
,
where we used pc2 = c − 4qrac and the fact that 2m〈ρ,w(ρ)〉 ∈ Z. We thus
obtain
τgr (L(p, q)) =
(√−1 sign(p))|∆+|
(κ|p|)l/2 vol(Y ∨) exp
(
π
√−1
κ
S
(
q
p
)
|ρ|2
)
× exp
(
−2π
√−1
p
4∗(q + q∗)r∗2m|ρ|2
)
×
∑
w∈W
det(w) exp
(
−2π
√−1
κ
c〈ρ,w(ρ)〉
)
×
∑
ν∈Y ∨/pY ∨
exp
(
π
√−1q
p
κ|ν|2
)
.
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Here∑
w∈W
det(w) exp
(
−2π
√−1
κ
c〈ρ,w(ρ)〉
)
=
∏
α∈∆+
2
√−1 sin
(
−πc
κ
〈ρ, α〉
)
by the Weyl denominator formula. Note that c is the inverse of p (mod 4r).
Next we assume that p is even. Then q is odd and there exist two integers c and
a such that 4pc+ qra = 1. We put ρw =
1
2(qρ− w(ρ)) ∈ 12Y , so 2mρw ∈ Y ∨ .
Moreover, 2ρw ∈ Y ⊆ X . We therefore find
Σ = Σ′′
∑
ν∈Y ∨/pY ∨
exp
(
π
√−1q
p
κ|ν|2
)
,
where
Σ′′ =
∑
w∈W
det(w) exp
(
−2π
√−1
pκ
〈ρ,w(ρ)〉
)
× exp
(
π
√−1
pqκ
(16p2c2 − 1)|2ρw|2
)
=
∑
w∈W
det(w) exp
(
−2π
√−1
pκ
〈ρ,w(ρ)〉
)
× exp
(
amπ
√−1
p
(qra− 2) [(q2 + 1)|ρ|2 − 2q〈ρ,w(ρ)〉])
=
∑
w∈W
det(w)eβew,
where
eβ = exp
(
amπ
√−1
p
(qra− 2)(q2 + 1)|ρ|2
)
,
ew = exp
(
2amqπ
√−1
p
(2− qra)〈ρ,w(ρ)〉 − 2π
√−1
pκ
〈ρ,w(ρ)〉
)
.
Here qra− 2 = −1− 4pc so
eβ = exp
(
−2π
√−1
4p
a(q2 + 1)2m|ρ|2
)
= exp
(
−2π
√−1
4p
(q + q∗)r∗2m|ρ|2
)
,
where n∗ is the inverse of n (mod 4p) for any integer n coprime to p. Moreover,
ew = exp
(
2π
√−1
pκ
(aqr − 1)〈ρ,w(ρ)〉
)
= exp
(
−2π
√−1
κ
4c〈ρ,w(ρ)〉
)
.
We have thus shown
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Proposition 5.2 Let r = mκ be coprime to p. If p is odd we have
τgr (L(p, q)) =
(√−1 sign(p))|∆+|
(κ|p|)l/2 vol(Y ∨) exp
(
π
√−1
κ
S
(
q
p
)
|ρ|2
)
× exp
(
−2π
√−1
p
4∗(q + q∗)r∗2m|ρ|2
)
×
∑
w∈W
det(w) exp
(
−2π
√−1
κ
c〈ρ,w(ρ)〉
)
×
∑
ν∈Y ∨/pY ∨
exp
(
π
√−1q
p
κ|ν|2
)
.
Alternatively we have
τgr (L(p, q)) =
(2 sign(p))|∆+|
(κ|p|)l/2 vol(Y ∨) exp
(
π
√−1
κ
S
(
q
p
)
|ρ|2
)
× exp
(
−2π
√−1
p
4∗(q + q∗)r∗2m|ρ|2
)
×

 ∏
α∈∆+
sin
(πc
κ
〈ρ, α〉
) ∑
ν∈Y ∨/pY ∨
exp
(
π
√−1q
p
κ|ν|2
)
.
Here n∗ is the inverse of n (mod p) for any integer n coprime to p, and c is
the inverse of p (mod 4r).
If p is even we have
τgr (L(p, q)) =
(√−1 sign(p))|∆+|
(κ|p|)l/2 vol(Y ∨) exp
(
π
√−1
κ
S
(
q
p
)
|ρ|2
)
× exp
(
−2π
√−1
4p
(q + q∗)r∗2m|ρ|2
)
×
∑
w∈W
det(w) exp
(
−2π
√−1
κ
4c〈ρ,w(ρ)〉
)
×
∑
ν∈Y ∨/pY ∨
exp
(
π
√−1q
p
κ|ν|2
)
.
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Alternatively we have
τgr (L(p, q)) =
(2 sign(p))|∆+|
(κ|p|)l/2 vol(Y ∨) exp
(
π
√−1
κ
S
(
q
p
)
|ρ|2
)
× exp
(
−2π
√−1
4p
(q + q∗)r∗2m|ρ|2
)
×

 ∏
α∈∆+
sin
(
4πc
κ
〈ρ, α〉
) ∑
ν∈Y ∨/pY ∨
exp
(
π
√−1q
p
κ|ν|2
)
.
Here n∗ is the inverse of n (mod 4p) for any integer n coprime to p, and 4c is
the inverse of p (mod r).
Remark 5.3 a) By a direct check using Theorem 5.1 one finds that L(64, 9)
and L(64, 25) are distinguished by the sl4(C)–invariant, in fact by τ
sl4(C)
6 . On
the other hand these lens spaces can not be distinguished by the LMO invariant.
This follows by [10, Proposition 5.1] and the fact that S(9/64) = S(25/64)(=
−63/32), cf. [30, Remark (4.14)]. Since the perturbative invariant τPsln(C)
[36] can be recovered from the LMO invariant, cf. [41], we see that τPsln(C)
does not separate L(64, 9) and L(64, 25). The perturbative invariant τPsln(C)
is determined by the family of quantum P sln(C)–invariants τ
Psln(C)
r , see [36].
Oppositely it is expected that the perturbative invariant τPsln(C) dominates
the invariants τ
Psln(C)
r , cf. [36, Conjecture 1.8]. From the explicit formulas
for the P sl4–invariants τ
Psl4(C)
r of the lens spaces in [51], it follows that these
invariants can not distinguish between L(64, 9) and L(64, 25) for r a prime. It
would be interesting to examine if this is also the case for the non-prime r for
which τ
Psl4(C)
r is defined.
b) In a forthcoming paper [20] we make detailed calculations of the Gaussian
sums
∑
ν∈Y ∨/pY ∨ exp
(
π
√−1 qpκ|ν|2
)
, thereby obtaining more detailed separa-
tion results.
The asymptotic expansion conjecture and lens spaces In this section
we calculate the large r asymptotics of r 7→ τgr (L(p, q)), r = mκ. Let us
begin by some introductory remarks. Therefore, let X be an arbitrary closed
oriented 3–manifold and let G be a simply connected compact simple Lie group
with complexified Lie algebra g. We are interested in the behaviour of the
complex function κ 7→ τgr (X) in the limit of large κ, i.e. κ→∞. It is believed
that Witten’s TQFT associated with G and k coincides with the TQFT of
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Reshetikhin and Turaev associated with g and k + h∨ . In particular it is
conjectured that Witten’s semiclassical approximation for ZGk (X) should be
valid for the function κ 7→ τgr (X), and furthermore that this function should
have a full asymptotic expansion in the limit κ→∞. The precise formulation
of this is stated in the following conjecture, called the asymptotic expansion
conjecture (AEC).
Conjecture 5.4 (J. E. Andersen [1], [2]) Let {α1, . . . , αM} be the set of
values of the Chern–Simons functional of flat G connections on a closed oriented
3–manifold X . Then there exist dj ∈ Q, I˜j ∈ Q/Z, bj ∈ R+ and c(j)n ∈ C for
j = 1, . . . ,M and n = 1, 2, 3, . . . such that we for all N = 0, 1, 2, . . . have
τgmκ(X) =
M∑
j=1
bje
2π
√−1καjκdjeπ
√−1I˜j/4
(
1 +
N∑
n=1
c(j)n κ
−n
)
+ o(κd−N ) (36)
in the limit κ→∞, where d = max{d1, . . . , dM}.
Here f(κ) = o(κd−N ) means as usual that f(κ)/κd−N → 0 as κ → ∞. The
AEC was proposed by Andersen in [1], where he proved it for the mapping tori
of finite order diffeomorphisms of orientable surfaces of genus at least 2 and for
general g using the gauge theoretic approach to the quantum invariants. These
manifolds are Seifert manifolds with orientable base and Seifert Euler number
equal to zero, see [1, Sect. 4]. Note that the semiclassical approximation is
given by putting N = 0 in the sum
∑M
j=1 ... in (36). This part of the AEC and
some of the conjectures concerning the topological interpretation of the different
parts of the asymptotic formula, see [2] for details, are in fact inspired by the
works of Witten, Freed and Gompf, Jeffrey and Rozansky on the semiclassical
approximation of Witten’s invariants.
As already stated, Jeffrey [25], [26] and Garoufalidis [14] made completely rig-
orous calculations of the semiclassical approximation of the SU(2)–invariants
of lens spaces. Actually these calculations contain a complete verification of
the AEC for the lens spaces and g = sl2(C). Jeffrey’s calculations also contain
a proof of the AEC for a certain class of mapping tori over the torus for an
arbitrary complex finite dimensional simple Lie algebra.
In [46], [47] L. Rozansky calculated the Witten SU(2)–invariants of all Seifert
manifolds with orientable base and carried through a rather technical analy-
sis leading to a candidate for the full asymptotic expansion of these invariants
(for the Seifert manifolds with Seifert Euler number different from zero). As
shown in [17, Sect. 8] the invariants calculated by Rozansky are equal to the
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RT–invariants associated to sl2(C). However, to actually prove that his for-
mula gives the asymptotic expansion of the invariants one has to incorporate
estimations of error terms in the calculations. This was left out in Rozansky’s
calculations. In [16], [18] the first author has supplemented the calculations
of Rozansky by making the necessary error estimates thereby proving, that
Rozansky’s formula is really the asymptotic expansion of these invariants. In
[18] the calculations are carried through for a big class of functions including the
sl2(C)–invariants of all oriented Seifert manifolds with orientable base or non-
orientable base with even genus (also the ones with Seifert Euler number equal
to zero). Based on results of D. Auckly [5] the Chern–Simons invariants can be
identified in the asymptotic formula thereby proving the AEC, Conjecture 5.4,
for these Seifert manifolds and g = sl2(C). It should be mentioned that Rozan-
sky and Lawrence have calculated the asymptotics of the sl2(C)–invariants of
a subclass of the Seifert manifolds with base S2 by a method which avoids the
rather technical analysis of error terms, cf. [33]. However, it seems that their
method does not work for arbitrary oriented Seifert manifolds.
From Theorem 5.1 it is obvious, that the large κ asymptotics of τgr (L(p, q)) is
on a form as predicted by the asymptotic expansion conjecture, Conjecture 5.4.
We note that L(p, q) and L(p′, q′) are homeomorphic if and only if p = p′ and
q ≡ ±q′ (mod p) or qq′ ≡ ±1 (mod p).
A homeomorphism preserves orientation if and only if the relevant sign is +.
If q∗ denotes the inverse of q in the group of units of Z/pZ we therefore have
that there is an orientation preserving homeomorphism between L(p, q) and
L(p, q∗). In particular, we can exchange q and q∗ in any of the formulas for
τgr (L(p, q)). For the following discussion this seems to be an advantage. We
have
sin
(
π
pκ
〈ρ+ κν, α〉
)
= sin
(
π
pκ
〈ρ, α〉
)
cos
(
π
p
〈ν, α〉
)
+cos
(
π
pκ
〈ρ, α〉
)
sin
(
π
p
〈ν, α〉
)
.
If we let
Mj = { ν ∈ Y ∨/pY ∨ | 〈ν, α〉 ∈ pZ for exactly j elements α in ∆+ }
for j = 0, 1, . . . , |∆+|, then we get
Corollary 5.5 There exists a family of complex numbers c
(ν)
n , n = 1, 2, . . . ,
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ν ∈ Y ∨/pY ∨ , depending directly on p but only on q through S(q/p), such that
τgr (L(p, q)) =
(2 sign(p))|∆+|
(κ|p|)l/2 vol(Y ∨)
|∆+|∑
j=0
(
π
pκ
)j ∑
ν∈Mj
bν exp
(
2π
√−1κq
∗
2p
|ν|2
)
× exp
(
2π
√−1q
∗
p
〈ν, ρ〉
)(
1 +
∞∑
n=1
c(ν)n κ
−n
)
,
for all κ ∈ Z≥h∨ , where
bν =
∏
α∈∆+ : 〈ν,α〉∈pZ
(−1)〈ν,α〉/p〈ρ, α〉
∏
α∈∆+ : 〈ν,α〉/∈pZ
sin
(
π
p
〈ν, α〉
)
.
Note here that S(q/p) = S(q∗/p). The infinite power series in 1/κ present in
the above corollary are convergent for all κ ∈ Z≥h∨ . Note also that 0 ∈ M|∆+| ,
so this set is non-empty. Let us in some greater detail look at a few examples.
First assume that g = sl2(C). In this case we have that ∆+ contains one
element α of length
√
2 and Y ∨ = Y = SpanZ{α} so vol(Y ∨) =
√
2. For
n ∈ {0, 1, . . . , |p| − 1} we have
〈nα,α〉 = 2n
so if we identify nα by n we have
M1 =
{ {0} , if p is odd
{0, |p|/2} , if p is even
and M0 = {0, 1, . . . , |p| − 1} \M1 . For p odd we therefore have
τsl2(C)r (L(p, q)) =
π
|p|κ
√
2
|p|κ
(
1 +
∞∑
l=1
c
(0)
l κ
−l
)
+sign(p)
√
2
|p|κ
|p|−1∑
n=1
exp
(
2π
√−1κq
∗
p
n2
)
exp
(
2π
√−1q
∗
p
n
)
× sin
(
2πn
p
)(
1 +
∞∑
l=1
c
(n)
l κ
−l
)
.
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For p even we find that
τsl2(C)r (L(p, q)) =
π
|p|κ
√
2
|p|κ
(
1− (−1)q∗p/2 +
∞∑
l=1
(
c
(0)
l + c
|p|/2)
l
)
κ−l
)
+sign(p)
√
2
|p|κ
∑
n∈{1,2,...,|p|−1} : n 6= |p|
2
exp
(
2π
√−1κq
∗
p
n2
)
× exp
(
2π
√−1q
∗
p
n
)
sin
(
2πn
p
)(
1 +
∞∑
l=1
c
(n)
l κ
−l
)
.
For all p we find that the leading large κ asymptotics of τ
sl2(C)
r (L(p, q)) is
√−1 sign(p)
√
2
|p|κ
|p|−1∑
n=1
exp
(
2π
√−1κq
∗
p
n2
)
sin
(
2πq∗n
p
)
sin
(
2πn
p
)
,
where we use that
|p|−1∑
n=1
exp
(
2π
√−1κq
∗
p
n2
)
cos
(
2πq∗n
p
)
sin
(
2πn
p
)
= 0.
This result coincides with [26, Formula (5.7)]. It is well-known, see e.g. [26,
Formula (5.3)], that the set of values of the Chern–Simons functional of flat
SU(2) connections on L(p, q) is 1
S =
{
q∗
p
n2 (mod 1) | n = 0, 1, . . . , |p| − 1
}
,
so here we see the reason for replacing q by q∗ . (Note that q∗(p−n)2/p ≡ q∗n2/p
(mod 1).) If we e.g. have p = k2 , where k is a positive integer, then
q∗
p
n2 ≡ 0 (mod 1)
for n = k , so we see that two elements belonging to different sets Mj can have
the same Chern–Simons value.
Let us also examine the type A2 . Here Y
∨ = Y = SpanZ{α1, α2}, where αi
have length
√
2, i = 1, 2. We have ∆+ = {α1, α2, α1 + α2}, and in particular
1There seems to be a problem with signs here. The set S of Chern–Simons invariants
has been calculated by Kirk and Klassen, cf. [31, Theorem 5.1]. According to their
result all the above stated Chern–Simons values have to be multiplied by −1. Note
that L(p, q) in [31] is equal to L(p,−q) here.
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|∆+| = 3. If we identify ν = kα1+nα2 ∈ Y ∨/pY ∨ with (k, n) ∈ {0, 1, . . . , |p|−
1}2 one finds by an elementary analysis that
M3 =
{ {(0, 0), (l, 2l), (2l, l)} , if |p| = 3l, l ∈ Z \ {0},
{(0, 0)} , otherwise,
M2 = ∅
and M0 = {0, 1, . . . , |p| − 1}2 \ (M1 ∪M3), where M1 = ∅ for |p| = 3 and
M1 =


(k, n) ∈ {0, 1, . . . , |p| − 1}2
∣∣∣∣∣∣∣∣∣∣
exactly one of the identities
k = 2n, n = 2k,
k = 2n− |p|, n = 2k − |p|
k + n = |p|
is satisfied


otherwise. For |p| = 1 we have M3 = {(0, 0)} and Mj = ∅, j = 0, 1, 2, and for
|p| = 2 we have M3 = {(0, 0)}, M1 = {(0, 1), (1, 0), (1, 1)} and M0 =M2 = ∅.
Corollary 5.5 leads together with Conjecture 5.4 immediately to the following
conjecture (use the uniqueness property of asymptotic expansions of the form
(36), i.e. the fact that an arbitrary function f : Z>0 → C has at most one
asymptotic expansion of the form (36) if the αj ’s are mutually different and
rational).
Conjecture 5.6 The set of values of the Chern–Simons functional of flat G
connections on L(p, q) is given by2{
q∗
2p
|ν|2 (mod Z)
∣∣∣∣ ν ∈ Y ∨/pY ∨
}
,
for any simply connected, compact simple Lie group G.
Proving this conjecture will together with Corollary 5.5 give a proof of the
AEC for the invariants τgr (L(p, q)). In fact, by the uniqueness property of
asymptotic expansions of the form (36), Conjecture 5.6 should for G = SU(n)
be a corollary of Corollary 5.5 and the recent result of Andersen, mentioned
in the introduction. For G = SU(n) Conjecture 5.6 should also follow from
results in [40].
6 A rational surgery formula for the invariant τ gr
In this final section we derive a rational surgery formula for the invariant τgr .
The result follows easily from the surgery formula derived in [17] in the setting
2perhaps with the opposite signs dependend on the choice of conventions
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of a general modular tensor category. By rational surgery we mean rational
surgery on an arbitrary closed oriented 3–manifold M along a framed link
inside M . Let us briefly recall the situation from [17]. Let (V, {Vi}i∈I) be a
fixed modular category with a fixed rank D , and let τ be the RT–invariant
associated to these data. For a link L we let col(L) be the set of mappings
from the set of components of L to the index set I . Before giving the result
in the general case, let us first consider rational surgery along links in S3 . If
L ⊆ S3 is framed and oriented and λ ∈ col(L) we let Γ(L, λ) be the colored
ribbon graph induced by L with the i’th component Li of L colored by Vλ(Li) .
Theorem 6.1 ([17]) Let L be a link in S3 with n components and let M
be the 3–manifold given by surgery on S3 along L with surgery coefficient
pi/qi ∈ Q attached to the i’th component, i = 1, 2, . . . , n (so we assume qi 6= 0,
i = 1, 2, . . . , n, see the comments to (37)). Moreover, let Ω be a colored ribbon
graph in M (also identified with a colored ribbon graph in S3 \ L). Let L0
be L considered as a framed link with all components given the framing 0 and
with an arbitrary chosen but fixed orientation. Finally, let Ci = (a(i)1 , . . . , a(i)mi)
be a continued fraction expansion of pi/qi , i = 1, 2, . . . , n. Then
τ(M,Ω) = (∆D−1)σ+
∑n
i=1 ciD−
∑n
i=1mi
×
∑
λ∈col(L)
τ(S3,Γ(L0, λ) ∪ Ω)
(
n∏
i=1
GCiλ(Li)0
)
,
where ci =
1
3
(∑mi
j=1 a
(i)
j − Φ(BCi)
)
, i = 1, . . . , n, and σ is the signature of
the linking matrix of L (with the surgery coefficients p1/q1, . . . , pn/qn on the
diagonal ).
In the case of surgery on arbitrary closed oriented 3–manifolds along framed
links we do not have a preferred framing as in the case of surgery on S3 (or
on another integral homology sphere), i.e. we can not identify the framing of a
link component with an integer in a canonical way, see [17, Appendix B]. Here,
by a framed link in a closed oriented 3–manifold M , we mean a pair (L,Q),
where Q = ∐ni=1Qi : ∐ni=1 (B2 × S1)→M is an embedding (or more precisely
an isotopy class of such embeddings) and L is the image by Q of ∐ni=1(0×S1).
For other definitions of framed links in 3–manifolds and how these relate to
this definition we refer to [17, Appendix B]. The following result is sensitive to
a choice of orientations. We will use the following conventions.
Conventions 6.2 The space B2 × S1 is the standard solid torus in R3 with
the orientation induced by the standard right-handed orientation of R3 . Here
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S1 is the standard unit circle in the xz–plane with centre 0 and oriented coun-
terclockwise, i.e., e3 is a positively oriented tangent vector in the tangent space
Te1S
1 ⊆ R3 , ei being the i’th standard unit vector in R3 , see Fig. 3. For a
framed link (L,Q) as above we will always assume that each copy of B2 × S1
is this oriented standard solid torus, and that Q is orientation preserving after
giving the image of Q the orientation induced by that of M (we can always
obtain this by composing some of the Qi by g × idS1 if necessarily, where
g : B2 → B2 is an orientation reversing homeomorphism). Moreover, we orient
L so that Qi restricted to S
1 × {0} is orientation preserving for each i. The
oriented meridian α and longitude β , see Fig. 3, represent a basis (over Λ) of
H1(Σ(1;); Λ) = Λ⊕ Λ, Λ = Z,R, Σ(1;) = S1 × S1 . (For the notation Σ(1;) , see
[52, Chap. IV].)
β
α
x
z
Figure 3
Let us recall the notion of rational surgery on M along (L,Q). Therefore,
let Ui = Qi(B
2 × S1) and let li = Qi(e1 × S1) oriented so that [li] = [Li] in
H1(Ui;Z), where Li = Qi(0 × S1). Moreover, let µi = Qi(∂B2 × 1) oriented
so that (∂Qi)∗([α]) = [µi] in H1(∂Ui;Z), where ∂Qi is the restriction of Qi to
∂B2 × S1 = Σ(1;) . Let (pi, qi) be pairs of coprime integers, let hi : ∂Ui → ∂Ui
be homeomorphisms such that
(hi)∗([µi]) = ±(pi[µi] + qi[li]) (37)
in H1(∂Ui;Z), let h be the union of the hi , and let U = ∐ni=1Ui be the image
of Q. Then the 3–manifold M ′ = (M \ int(U)) ∪h U is said to be the result
of doing surgery on M along the framed link (L,Q) with surgery coefficients
{pi/qi}ni=1 . If qi = 0 so pi = ±1 we just write ∞ for pi/qi . Such surgeries do
not change the manifold (up to an orientation preserving homeomorphism). If,
in (37), pi = 0 and qi = ±1 for all i, i.e. all surgery coefficients are 0, then
we call M ′ the result of doing surgery on M along the framed link (L,Q). We
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equip M ′ with the unique orientation extending the orientation in M \ int(U).
The above generalizes ordinary rational surgery along links in S3 . We call
a homeomorphism h satisfying (37) an attaching map for the surgery. We
can and will always choose an orientation preserving attaching map. Up to
an orientation preserving homeomorphism the result of doing surgery on M
along the framed link (L,Q) with surgery coefficients {pi/qi}ni=1 is well defined,
independent of the choices of representative Q and attaching map h.
For λ ∈ col(L) we let Γ(L, λ) = ∪ni=1Γ(Li, λ(Li)), where Γ(Li, j) is the colored
ribbon graph equal to the directed annulus Qi(([−1/2, 1/2] × 0) × S1) with
oriented core Li and color Vj , j ∈ I .
Theorem 6.3 ([17]) Let Ci = (a(i)1 , . . . , a(i)mi) ∈ Zmi be a continued fraction
expansion of pi/qi , i = 1, . . . , n. Moreover, let Ω be a colored ribbon graph in
M ′ (also identified with a colored ribbon graph in M \ L). Then
τ(M ′,Ω) = (∆D−1)µ+
∑n
i=1 ciD−
∑n
i=1mi
×
∑
λ∈col(L)
τ(M,Γ(L, λ) ∪ Ω)
(
n∏
i=1
GCiλ(Li)0
)
,
where µ is a sum of signs given by (38) and ci =
1
3
(∑mi
j=1 a
(i)
j − Φ(BCi)
)
,
i = 1, . . . , n.
The theorem is proved by using the machinery of the 2+1–dimensional TQFT
of Reshetikhin and Turaev induced by (V, {Vi}i∈I ,D), see [17, Sect. 5]. The
integer µ, present in the above theorem, is given by the following sum of Maslov
indices
µ =
n∑
i=1
µ((∂Qi)∗(λ0), (∂Qi)∗(λi), Ni). (38)
We refer to [52, Sect. IV.3] or [17, Sect. 5.2] for the definitions of Maslov index
and Lagrangian subspace. The spaces λ0 , λi , and Ni are Lagrangian subspaces
of H1(Σ(1;);R) given by λ0 = SpanR{[α]}, λi = SpanR{pi[α] + qi[β]}, and Ni
equal to the kernel of the inclusion homomorphism H1(∂Ui;R) → H1(Mi−1 \
int(Ui);R), where Mi is the manifold obtained by doing surgery on M along(
∐ij=1Lj ,∐ij=1Qj
)
with surgery coefficients {pj/qj}ij=1 , i = 1, 2, . . . , n, and
M0 =M .
We have the following corollary to Theorem 6.1 and 6.3:
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Corollary 6.4 Let the situation be as in Theorem 6.3 and let Bi ∈ SL(2,Z)
with first column equal to ±
(
pi
qi
)
, i = 1, 2, . . . , n. Then
τgr (M
′,Ω) =
(
exp
(
π
√−1
h∨
|ρ|2
)
exp
(
−π
√−1
κ
|ρ|2
))∑n
i=1 Φ(Bi)−3µ
×
∑
λ∈col(L)
τgr (M,Γ(L, λ) ∪ Ω)
(
n∏
i=1
(B˜i)λ(Li)ρ
)
,
where µ is given by (38). If all the qi are different from 0, a similar formula
holds with M ′ , M , L and µ replaced by M , S3 , L0 , and σ respectively, where
M , L0 and σ are as in Theorem 6.1.
To see this simply choose tuples of integers Ci such that Bi = BCi and use (27),
(28), and (30) and the fact that Ci is a continued fraction expansion of pi/qi ,
i = 1, 2, . . . , n.
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Appendix
In the proof of the main Lemma 2.4, the reciprocity formula, Proposition 2.2, played a
crucial role. The idea of using the reciprocity formula stems from Jeffrey’s calculations
in [25], [26] as already stated in the introduction. Jeffrey’s proof of the reciprocity
formula, which is a verbatim generalization of the argument presented in the proof of
[12, Chap. IX Theorem 1] can be found in her thesis [25].
In this appendix we will first sketch Jeffrey’s proof, which builds on a limiting case of
the Poisson summation formula applied to Gaussian functions. A main ingredient is the
Fourier transformation of a Gaussian function, which rely on an analytic continuation
argument for complex functions of several variables. Next we will present a slightly
different argument which avoids the direct use of this Fourier transform result.
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Jeffrey’s proof of Proposition 2.2 According to the Poisson summation formula
we have ∑
n∈Zl
φˆ(an) = (2π/a)l
∑
n∈Zl
φ(2πn/a), a > 0
for φ ∈ S(Rl), see [21, p. 178]. Here S(Rl), is the Schwartz space of smooth (C∞ )
functions that are rapidly decreasing at infinity, and φˆ is the Fourier transformation
of φ. Recall that
φˆ(ξ) =
∫
Rl
e−i〈x,ξ〉φ(x)dx, φ ∈ L1(Rl)
for ξ ∈ Rl , where 〈·, ·〉 is the standard inner product in Rl . (Below 〈·, ·〉 will also be
used to denote the inner product in V , but the meaning of 〈·, ·〉 will always be clear
from the context.) We recall that S(Rl) ⊆ L1(Rl).
Let VC = V ⊗R C and extend 〈·, ·〉 to a hermitian product in VC in the usual way. Let
τ ∈ EndC(VC)) such that the imaginary part of τ is positive definite. By assumption
the sum ∑
λ∈Λ
exp(π
√−1〈τ(λ), λ〉) exp(2π√−1〈λ, ψ〉)
is absolutely convergent. In general, if Ω is a symmetric complex l × l–matrix with
positive definite imaginary part and z ∈ Cl and if φ : Rl → C is given by
φ(x) = exp(π
√−1xtΩx+ 2π√−1xtz)
then
φˆ(2πξ) =
(
det
(
Ω√−1
))−1/2
exp
(−π√−1(ξ − z)tΩ−1(ξ − z)) .
Here the square root is positive on the positive real axis with a cut along the negative
real axis. To see this, first assume that Ω−1z ∈ Rl and complete the square and use
[21, Theorem 7.6.1]. The general case then follows by analytic continuation.
By using this result together with the Poisson summation formula we get
Σλ∈Λ exp(π
√−1〈τ(λ), λ〉) exp(2π√−1〈λ, ψ〉) (39)
= vol(Λ)−1
(
det
(
τ√−1
))−1/2 ∑
µ∈Λ∗
exp
(−π√−1〈τ−1(µ+ ψ), µ+ ψ〉)
if we futhermore e.g. assume that τ can be represented by a symmetric matrix w.r.t.
a basis of VC of the form {w1⊗ 1, . . . , wl⊗ 1} , where {w1, . . . , wl} is some basis of V .
This is always the case in the situations where we will use (39) below, since f : V → V
is self-adjoint. Let us use the identity (39) with τ = 1r fC +
√−1εidVC , ε > 0, where
fC = f ⊗ idC . For λ, α ∈ Λ we have F (λ+ rα) = F (λ) by (5), where
F (λ) = exp
(
π
√−1
r
〈f(λ), λ〉
)
exp(2π
√−1〈λ, ψ〉), (40)
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so the left-hand side of (39) becomes
LHS(ε) =
∑
Λ/rΛ
F (λ)
∑
α∈Λ
exp(−πε|λ+ rα|2).
Here
∑
α∈Λ
exp(−πε|λ+ rα|2) = vol(Λ∗)
(
1
εr2
)l/2
×
∑
β∈Λ∗
exp
(
−π〈β, 1
εr2
β〉
)
exp
(
2π
√−1〈β, λ
r
〉
)
by using (39) with the roles of Λ and Λ∗ reversed and with τ−1 = −√−1εr2idVC (so
τ =
√−1 1εr2 idVC has positive definite imaginary part). We first observe that
lim
ε→0+
εl/2LHS(ε) = r−l vol(Λ∗)
∑
Λ/rΛ
F (λ).
This follows by the fact that
lim
ε→0+
∑
β∈Λ∗
exp
(
−π〈β, 1
εr2
β〉
)
exp
(
2π
√−1〈β, λ
r
〉
)
= 1,
which follows by the fact that∣∣∣∣∣∣
∑
β∈Λ∗\{0}
exp
(
−π〈β, 1
εr2
β〉
)
exp
(
2π
√−1〈β, λ
r
〉
)∣∣∣∣∣∣
≤
∑
β∈Λ∗\{0}
exp
(
− π
εr2
|β|2
)
≤ exp
(
− π
2εr2
c2
) ∑
β∈Λ∗
exp
(
− π
2r2
|β|2
)
for ε ∈]0, 1], c = min{ |β| : β ∈ Λ∗ \ {0} } > 0.
Hereafter we calculate limε→0+ ε
l/2RHS(ε), where RHS(ε) is the right-hand side of
(39) with τ = 1r fC +
√−1εidVC . Note that
τ−1 = rf−1
C
−√−1ε(rf−1
C
)2
(
idVC +
√−1εrf−1
C
)−1
.
By using this we find that RHS(ε) is equal to
vol(Λ)−1
(
det
(
τ√−1
))−1/2 ∑
µ∈Λ∗/f(Λ∗)
exp(−π√−1〈µ+ ψ, rf−1(µ+ ψ)〉)
×
∑
β∈Λ∗
exp
(−πεr2〈(id +√−1εrf−1
C
)−1
(
f−1(µ+ ψ) + β
)
, f−1(µ+ ψ) + β〉) ,
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where we use that G(µ+ f(β)) = G(µ) for µ, β ∈ Λ∗ , where G(µ) = exp(−π√−1〈µ+
ψ, rf−1(µ + ψ)〉). The sum ∑β∈Λ∗ can now be calculated by using (39) once more
with ψ replaced by f−1(µ+ ψ) and τ =
√−1
εr2 (idVC +
√−1εrfC). By doing this we get
RHS(ε) =
(
det
(
1
r
√−1fC + εidVC
))−1/2(
1
εr2
)l/2 (
det(id +
√−1εrfC)
)1/2
×
∑
µ∈Λ∗/f(Λ∗)
exp
(−π√−1〈µ+ ψ, rf−1(µ+ ψ)〉)
×
∑
λ∈Λ
exp
(
− π
εr2
|λ|2
)
exp
(
−π
√−1
r
〈f(λ), λ〉
)
× exp (2π√−1〈f−1(µ+ ψ), λ〉) .
As before we find that the sum over Λ converges to 1 as ε→ 0+ . Therefore
lim
ε→0+
εl/2RHS(ε) =
(
det
(
f√−1
))−1/2
r−l/2
×
∑
µ∈Λ∗/f(Λ∗)
exp
(−π√−1〈µ+ ψ, rf−1(µ+ ψ)〉) .
Since limε→0+ ε
l/2RHS(ε) = limε→0+ ε
l/2LHS(ε) the result follows.
A second proof of Proposition 2.2 This proof builds on the following periodicity
result:
Lemma 6.5 Let Λ be a lattice in V and let h : V → V be a linear map such that
h(Λ) ⊆ Λ . Moreover, let gε : V → V , ε ∈]0, a] , be a curve of self-adjoint positive
definite maps such that gε → g0 in EndR(V ) as ε → 0 , where g0 is positive definite,
a being a fixed positive number. Finally, let v0 ∈ V be fixed but arbitrary and let
F : V → C be a map such that
F (λ+ h(α)) = F (λ)
for all λ, α ∈ Λ . Then∑
λ∈Λ/h(Λ)
F (λ) = vol(Λ)| det(h)|
√
det(g0)
× lim
ε→0+
εl/2
∑
λ∈Λ
e−piε〈λ+v0,gε(λ+v0)〉F (λ).
Proof By assumption we have∑
λ∈Λ
e−piε〈λ+v0,gε(λ+v0)〉F (λ)
=
∑
λ∈Λ/h(Λ)
F (λ)
∑
α∈Λ
e−piε〈λ+v0+h(α),gε(λ+v0+h(α))〉.
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The lemma will therefore follow if we can show that
vol(Λ)| det(h)|
√
det(g0) lim
ε→0+
εl/2
∑
α∈Λ
e−piε〈v+h(α),gε(v+h(α))〉 = 1
for any v ∈ V . This is done by changing the sum ∑α∈Λ to a sum over Zl (using
coordinates) and then use the Poisson summation formula to this sum. Note that if
V = {v1, . . . , vl} is a basis for V such that Λ is generated by this set over the integers
and if W = {w1, . . . , wl} is an orthonormal basis for V then vol(Λ) = det(k), where
k : V → V is the linear isomorphism given by k(wj) = vj , j = 1, 2, . . . , l .
Now let F : Λ→ C be given by (40), and let h = ridV : V → V . Then F (λ+ h(α)) =
F (λ) for α, λ ∈ Λ by (5), so by the above lemma we get∑
λ∈Λ/rΛ
F (λ) = vol(Λ)rl lim
ε→0+
εl/2
∑
λ∈Λ
e−piε|λ|
2
F (λ).
To continue we use coordinates. Let V and W be bases for V as in the proof of
Lemma 6.5, and let C be the matrix of f w.r.t. W . Moreover, let D = (dij)li,j=1 such
that vj =
∑l
i=1 dijwi . Then∑
λ∈Λ
e−piε|λ|
2
F (λ)
=
∑
n∈Zl
e−piε〈Dn,Dn〉 exp
(
π
√−1
r
〈Dn,CDn〉
)
exp
(
2π
√−1〈Dn, y〉) ,
where y are the coordinates of ψ w.r.t. the basis W . By the Poisson summation
formula we get∑
λ∈Λ
e−piε|λ|
2
F (λ) = | det(D)|−1
∑
m∈Zl
∫
Rl
e2pi
√−1〈m,D−1x〉
×e−piε〈x,x〉 exp
(
π
√−1
r
〈x,Cx〉
)
exp
(
2π
√−1〈x, y〉) dx.
The summands are all Gaussian integrals and can be calculated by diagonalizing C . In
fact, if we choose an orthogonal matrix Q such that Q−1CQ = Diag(λ1, . . . , λl) and
let η = εr2 , then we arrive at the following identity
∑
λ∈Λ/rΛ
F (λ) = rl/2
(
det
(
f√−1
))−1/2
lim
η→0+
ηl/2
×
∑
m∈Zl
exp
(−πη〈m+Dty,D−1C−1QH(η)Q−1C−1(D−1)t(m+Dty)〉)
× exp (−π√−1r〈D−1QH(η)Q−1C−1(D−1)t(m+Dty),m+Dty〉) ,
where H(η) = Diag(f1(η), . . . , fl(η)), where fj(η) =
(
1 +
(
η
rλj
)2)−1
→ 1 as η → 0+ .
Next we use the following technical but straightforward
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Lemma 6.6 Let a > 0 and let A : ]0, a] → GL(l,R) be a curve of positive definite
symmetric matrices such that A(ε)→ A0 as ε→ 0+ , where A0 is a symmetric positive
definite matrix. Moreover, let B : ]0, a]→ GL(l,R) be a curve and B0 a fixed matrix
such that
lim
ε→0+
1
ε
(B(ε)−B0) = 0.
Then we have
lim
ε→0+
εl/2
∑
n∈Zl
e−ε〈n+x1,A(ε)(n+x1)〉 exp
(√−1〈n+ x2, B(ε)(n+ x2)〉)
= lim
ε→0+
εl/2
∑
n∈Zl
e−ε〈n+x1,A(ε)(n+x1)〉 exp
(√−1〈n+ x2, B0(n+ x2)〉)
for any x1, x2 ∈ Rl in the sense that if one of the two limits exists then does the other
and they are equal.
By this lemma (and Lemma 6.5) we get that
∑
λ∈Λ/rΛ
F (λ) = rl/2
(
det
(
f√−1
))−1/2
lim
η→0+
ηl/2
×
∑
m∈Zl
exp
(−πη〈m+Dty,D−1C−2(D−1)t(m+Dty)〉)
× exp (−π√−1r〈D−1C−1(D−1)t(m+Dty),m+Dty〉)
= rl/2
(
det
(
f√−1
))−1/2
lim
η→0+
ηl/2
×
∑
µ∈Λ∗
exp
(−πη〈µ+ ψ, f−2(µ+ ψ)〉)
× exp (−π√−1r〈µ+ ψ, f−1(µ+ ψ)〉) .
Now f(Λ∗) ⊆ Λ∗ by assumption and G(µ + f(β)) = G(µ) for µ, β ∈ Λ∗ , where
G(µ) = exp
(−π√−1r〈µ+ ψ, f−1(µ+ ψ)〉) , so by Lemma 6.5 we get Proposition 2.2.
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