Every word has a shape determined by its image under the Robinson-Schensted-Knuth correspondence. We show that when a word w contains a separable (i.e., 3142-and 2413-avoiding) permutation σ as a pattern, the shape of w contains the shape of σ. As an application, we exhibit lower bounds for the lengths of supersequences of sets containing separable permutations.
The Robinson-Schensted-Knuth (RSK) correspondence associates to any word w a pair of Young tableaux, each of equal partition shape λ = (λ 1 , λ 2 , . . .). We say that w has shape sh(w) = λ. It is natual to expect that if σ is a subsequence of w, then sh(σ) ⊆ sh(w). However, this is not necessarily the case: If σ = 2413 and w = 24213, then 
We see that sh(w) = (3, 1, 1) ⊇ (2, 2) = sh(σ). The main theorem of this paper is that the inclusion does hold when σ is a separable permutation. Furthermore, σ need only be contained as a pattern rather than as an actual subsequence.
Theorem 1. If a word w contains a separable permutation σ as a pattern, then sh(w) ⊇ sh(σ).
Our discovery of Theorem 1 was motivated by an application involving lower bounds for shortest containing supersequences. Such supersequences arise in bioinformatics [13, 14] through the design of DNA microarrays, in planning [5] and in data compression [15] . This application to supersequences is described in Section 3. Section 1 introduces the requisite notation required for the proof of Theorem 1 appearing in Section 2. Section 2.1 discusses the relationship between Greene's Theorem, separable permutations, and the contents of this paper.
Background and setup

Let [n]
* denote the set of finite-length words on the alphabet [n] := {1, 2, . . . , n} and let [n] a denote the subset of length-a words. The set of permutations of length n is denoted by S n (here a subset of [n] n ). Permutations will be denoted by Greek letters and written in one-line notation. For example, the permutation τ ∈ S 3 defined by τ (1) = 3, τ (2) = 1 and τ (3) = 2 is written 312. When referring to a subsequence of a permutation τ we make no distinction between the actual subsequence and the corresponding subset of elements; the subsequence can be reconstructed by the positions in τ . The length of a word u is denoted |u|.
Given a word w ∈ [n] a and a permutation π ∈ S m , m ≤ a, we say that w contains the pattern π if there exist indices 1 ≤ i 1 < i 2 < · · · < i m ≤ a such that, for all 1 ≤ j, k ≤ m, w(i j ) < w(i k ) if and only if π(j) < π(k) and w(i j ) > w(i k ) if and only if π(j) > π(k). If w does not contain the pattern π, then we say w avoids π.
We have defined pattern containment for words w as that is the generality in which we state Theorem 1. For pattern avoidance, however, we will only need the case in which w is itself a permutation. In particular, central to this paper will be permutations that simultaneously avoid the patterns 3142 and 2413. Being 3142, 2413-avoiding is one characterization of the class of separable permutations (see [4] ). Throughout this paper σ will denote a separable permutation with sh(σ) = λ = (λ 1 , λ 2 , . . .).
Given a permutation π ∈ S n , let P (π) denote its inversion poset. P (π) has elements (i, π(i)) for 1 ≤ i ≤ n under the partial order ≺, in which (a, b) ≺ (c, d) if and only if a < c and b < d. Note that increasing subsequences in π correspond to chains in P (π). A longest increasing subsequence of π corresponds to a maximal chain in P (π). and that of 3142 is
Example 2 above immediately gives the following fact.
Fact 3.
A permutation π is separable if and only if its inversion poset P (π) has no (induced) subposet isomorphic to * * * ~ * .
We write our partitions with parts in decreasing order and make no distinction between the positive and zero parts. Given a partition µ = (µ 1 , µ 2 , . . .) of n (denoted µ ⊢ n), the associated Ferrers diagram consists of µ i left-justified cells in the i-th row from the top. A semistandard Young tableau of shape µ is a filling of the cells in this diagram with positive integers such that the rows weakly increase from left to right and the columns strictly increase from top to bottom. The set of such tableaux is denoted by ssyt(µ). A tableau T ∈ ssyt(µ), µ ⊢ n, is standard if each number from 1 to n appears in its filling. The set of all such tableaux is denoted by syt(µ). Given a semistandard tableau T , the reading word of T , rw(T ), is the word obtained by reading off the rows from left to right starting with the bottom row. For µ ⊢ n, define the superstandard tableau T ∈ syt(µ) by filling in the rows from top to bottom. That is, by placing 1, 2, . . . , µ 1 in the first row, µ 1 + 1, µ 1 + 2, . . . , µ 1 + µ 2 in the second row, etc.
The RSK correspondence yields a bijection between [n] a and ∪ µ⊢a ssyt(µ) × syt(µ) [9] . We give a brief description of how to compute the pair (P (w), Q(w)) to which a word w ∈ [n] a corresponds. Write w = w ′ x with w ′ ∈ [n] a−1 . By induction, we know that w ′ maps to some pair (P (w ′ ), Q(w ′ )). We row insert x in the first row of P (w ′ ) as follows: If x = x 1 is greater than or equal to all elements in this row, place x 1 at the end of the row. Otherwise, find the leftmost entry, x 2 , in the row that is strictly greater than x 1 . Place x 1 in this position and "bump" x 2 to be inserted into the next row. This process generates some finite sequence x 1 , . . . , x k of bumped elements and ends by adding x k at the end of the k-th row, creating a new semistandard tableaux P (w). Set Q(w) to have an a in the new box (end of row k) created by the bumping process. The shape of w, sh(w), is the shape of P (w) (or, equivalently, of Q(w)). 
Proof of Theorem 1
Many properties of a word w translate to natural properties of the associated tableaux. For example, the length of the longest weakly increasing subsequence of w equals λ 1 . In fact, Greene's Theorem [7] gives a much more precise correspondence.
Theorem 5 (Greene's Theorem). Let w be a word of shape λ. For any d ≥ 0 the sum λ 1 + · · · + λ d equals the maximum number of elements in a disjoint union of d weakly increasing subsequences of w.
In order to prove Theorem 1, we will combine the insight afforded by Greene's Theorem with the ability to exchange collections of disjoint increasing subsequences with other collections for which the number of intersections has, in a certain sense, been reduced. Lemma 6, which is the only place separability explicitly appears in our proof, allows us to perform these exchanges.
Lemma 6. Let u, w, and w ′ be increasing subsequences of a separable permutation σ. Assume further that w and w ′ are disjoint. Then there exist two disjoint increasing subsequences α and β, such that α∪β = w∪w ′ and α ∩ u = ∅.
Since α ⊂ w ∪ w ′ , the requirement that α and u 1 be disjoint ensures that α and u are disjoint as well. Hence, without loss of generality, we may restrict our attention in the proof to the case in which u ⊂ w ∪ w ′ . Let x = w ∪ w ′ be the subsequence of σ containing both w and w ′ . We give first a short proof by contradiction. Consider the inversion poset P (σ) of the separable permutation σ. Increasing subsequences are in correspondence with chains and we will regard them as such. Assume there is no chain β ⊂ (w ∪ w ′ ), such that u ⊂ β and (w ∪ w ′ ) \ β is also a chain. Let γ ⊂ (w ∪ w ′ ) be some maximal chain, such that u ⊂ γ. Then there exist two incomparable points x, y ∈ (w ∪ w ′ ) \ γ, i.e. x ≷ y and thus belonging to the two different chains, e.g. x ∈ w, y ∈ w ′ . By maximality, x ∪ γ, y ∪ γ are not chains. Hence there exist a, b ∈ γ for which x ≷ a, y ≷ b, so we must have a ∈ w ′ and b ∈ w. Assume a ≻ b, then we must have x ≻ b and y ≺ a. We have x a b y with x ≷ a, x ≷ y, y ≷ b. This is a subposet of P (σ) isomorphic to * * * ~ * , contradicting Fact 3.
We now give a constructive proof, which allows us to find α and β. Let z = w ∪ w ′ be the subsequence of σ containing both w and w ′ . We can assume that u is a subsequence of z. First note that, since z is a shuffle of two increasing disjoint words, z also avoids the pattern 321. Also, since u is a subsequence of z, there exist indices i 1 < i 1 < · · · < i ℓ such that u j = z ij for each 1 ≤ j ≤ ℓ. It will be convenient to augment our sequences by prepending a u 0 = z 0 < min{z i } 1≤i≤n and appending a u ℓ+1 = z n+1 > max{z i } 1≤i≤n .
For each 1 ≤ j ≤ ℓ, let β j be the sequence of left-to-right maxima from z ij · · · z ij+1−1 whose values are greater than or equal to u j and less than u j+1 . Define β 0 analogously except with values greater than u 0 and less than u 1 . Then, β = β 0 · · · β ℓ is, by construction, an increasing subsequence of z. (Note that β does not include u 0 or u ℓ+1 .)
We now need to show that α = z \ β is increasing. Suppose not. Then there exists some j such that α j = z a > α j+1 . Let m be the unique value such that i m < a < i m+1 . We now split into cases in order to argue that z must contain one of the three patterns 321, 3142 or 2413.
1. Suppose α j > u m+1 . This implies m < ℓ (and hence that u m+1 is an element of z). We argue according to the region in which the point α j+1 lies (see Figure 1) .
A) Then α j α j+1 u m+1 forms a 321 pattern.
B) Since α j+1 is not a left-to-right maximum, there must be some element β k lying to the northwest of α j+1 yet below u m+1 . If β k lies to the left of α j , then β k α j α j+1 u m+1 forms a 2413 pattern. Otherwise, α j β k α j+1 forms a 321 pattern.
The cases in the proof of Lemma 6 when α j > u m+1 . Points are labeled by their y-values.
C) As above, there must be some element β k lying to the northwest of α j+1 yet to the right of u m+1 . If β k lies above α j , then α j u m+1 β k α j+1 forms a 3142 pattern. Otherwise, α j β k α j+1 forms a 321 pattern.
D) Then α j u m+1 α j+1 forms a 321 pattern.
2. Suppose α j < u m+1 . Since α j is not a left-to-right maximum, there must be some element β k (possibly u m ) lying to the northwest of α j . Hence β k α j α j+1 forms a 321 pattern. Proof. Let V = {v 1 , . . . , v k+1 } be any collection of k + 1 disjoint, increasing subsequences of σ of maximum total length. Let m = m(V ) be the maximum index such that v j is disjoint from s i for all 1 ≤ i < m ≤ j. We prove by induction that m can be taken to be k + 1.
So, assume 1 ≤ m < k + 1. At least one v j with j > m must intersect s m , otherwise m would be larger than it is. But repeated application of Lemma 6 to the elements of {v m , . . . , v k+1 } produces a new set V ′ = {v 1 , . . . , v m−1 ,ṽ m , . . . ,ṽ k+1 } in which j = m is the only value for whichṽ j intersects s m . Hence m(V ′ ) ≥ m(V ) + 1, completing the induction step. By the preceding paragraph, we may assume that v k+1 is disjoint from all of the s i . Since the elements of V are of maximum total length, |v
If |v k+1 | were less than λ k+1 , then v 1 , . . . , v k would have total length greater than λ 1 + · · · + λ k . This is impossible. Hence |v k+1 | ≥ λ k+1 as desired.
Example 9. Consider x = 10652438ba97 (where we use a for 10 and b for 11). The shape of x is (5, 3, 2, 2). Suppose we have u 1 = 0248b, u 2 = 167 and u 3 = 5a and wish to find a disjoint increasing subsequence u 4 of length 2. We could, of course, simply use the remaining two elements, 3 and 9. However, in order to illustrate the proofs of Proposition 8 and Theorem 11, we show how to generate this sequence from an arbitrarily chosen 4-tuple of disjoint increasing subsequences of maximum total length: V = {68b, 049, 237, 15a}.
So, set k = 3 and s j = u j for j ∈ {1, 2, 3}. Consider the argument of Proposition 8. m = m(V ) = 1. Let u = u 1 , w = 68b and w ′ = 049. Lemma 6 yields α = 69 and β = 048b. Applying the lemma again with w = 048b and w ′ = 237 yields α = 37 and β = 0248b. This produces the new 4-tuple V ′ = {0248b, 69, 37, 15a} with m(V ′ ) = 2. Now set u = u 2 . Once again, an application of the lemma with w = 69 and w ′ = 15a yields α = 59 and β = 16a, while a following application to w = 16a and w ′ = 37 yields α = 3a and β = 167. This produces the new 4-tuple V ′′ = {0248b, 167, 59, 3a} with m(V ′′ ) = 3. A final application of the lemma with u = u 3 = 5a, w = 59 and w ′ = 3a yields the sought for u 4 = 39.
Proof of Theorem 1. Let sh(w) = µ = (µ 1 , µ 2 , . . .). Let σ ′ be any subsequence of w in the same relative order as the elements of σ; i.e., w contains σ at the positions of σ ′ . By Greene's Theorem applied to w, for any k ≥ 1 there exist k disjoint increasing subsequences w 1 , . . . , w k with |w
induces a subsequence of σ we denote by s i . These s i are then k disjoint increasing subsequences of σ. By Proposition 8, there is an increasing subsequence u of σ, disjoint from the s i s, with length at least λ k+1 . The mapping σ → σ ′ induces a corresponding map of u to a subsequence u ′ of w. It follows then that u ′ is disjoint from each w i as well. Then w 1 , . . . , w k , u ′ are k + 1 disjoint increasing subsequences in w. By Greene's Theorem,
Hence |u ′ | ≤ µ k+1 . We also know by construction that λ k+1 ≤ |u| = |u ′ |. Combining these equalities and running over all k yields λ ⊆ µ as desired.
Relationship to Greene's Theorem
Greene's Theorem only tells us about the maximum sum of lengths of disjoint increasing sequences. It is not generally true that one can find d disjoint increasing subsequences u 1 , u 2 , . . . , u d of w with u i of length λ i for each i. In other words, the shape of a word does not tell you the lengths of the subsequences in a set of d disjoint increasing subsequences of maximum total length; it just tells you the maximum total length. Example 10. Consider the permutation w = 236145 of shape (4, 2). The only increasing subsequence of length four is 2345. However, the remaining two entries appear in decreasing order. Greene's Theorem tells us that we should be able to find two disjoint increasing subsequences of total length 6. Indeed, 236 and 145 work.
Nonetheless, such a collection of subsequences {u i } does exist when σ is a separable permutation. Proof of Proposition 11. We can construct such a sequence via d applications of Proposition 8. In particular, given the u 1 , . . . , u i for some 0 ≤ i < d, produce u i+1 by applying the proposition with k = i and s j = u j for 1 ≤ j ≤ k.
As pointed out to us by a referee to an earlier version of this paper, Proposition 11 has a very simple proof relying on the recursive definition of a separable permutation as one that can be built up by direct and skew sums (see [4] ). However, we have been unable to follow a correspondingly direct proof of Theorem 1.
Supersequences
Let B ⊆ S n be a set of permutations. A word w is a supersequence of B if, for all σ ∈ B, σ is a subsequence of w. Note that for w to be a supersequence of {σ}, the actual entries of σ must occur (in the same order) in w; this is in contrast to pattern containment in which we need only find elements of w in the same relative order.
Example 12. The word w = 2214312 is a supersequence of 132 but not of 321. In fact, w is a supersequence of the set B = {132, 312, 213}.
Let scs n (B) denote the minimum length of a supersequence of the set B. An upper bound of scs n (S n ) ≤ n 2 − 2n + 4 has been proven by a number of different researchers in various contexts and generalities. See in particular [1, 6, 10, 11, 12, 16] . Recently, an upper bound of n 2 − 2n + 3 was proven constructively for n ≥ 10 by Zȃlinescu [17] . Kleitman and Kwiatkowski [8] have shown that scs n (S n ) ≥ n 2 − Cn 7/4+ε where ε > 0 and C depends on ε.
For certain sets B, we can construct a lower bound for scs n (B) by considering the union of sh(σ) as σ runs over the elements of B.
Lemma 13. If T is the superstandard tableau of shape λ, then rw(T ) is a 2413,3142-avoiding permutation (i.e., is separable).
Proof. In fact, rw(T ) avoids the pattern 213: For i < j, the entries in row j are greater than, and precede, the entries in row i. Hence rw(T ) avoids both 2413 and 3142.
Fix k > 0 and B = {σ 1 , . . . , σ k } with each σ i separable. It follows then from Theorem 11 that for any supersequence w of B, sh(w) ⊇ ∪ i sh(σ i ). Hence, if we choose the σ i so that the Ferrers diagrams of shapes sh(σ i ) overlap as little as possible, we force any supersequence w to be relatively long. 1, 1, 1, 1, 1, 1, 1, 1 ).
The union of the corresponding Ferrers diagrams is
; we see that | ∪ We now prove that the number of corners of |µ(n)| is given by ⌊ √ 4n + 1⌋ − 1. Let k be the largest integer for which a k × k square is contained in the diagram of µ(n), that is, k is the number of cells on the main diagonal in µ(n). We have that k 2 ≤ n. The cell (k, k) is a corner of µ(n) if and only if k(k + 1) > n, i.e. (k, . . . , k k+1 ) is not contained in any diagram of size n. We claim that the rows 1, . . . , k of µ(n) will each contain a corner of µ(n). This is trivially true for the first row. For 1 < i ≤ k, row i ends at (i, ⌊n/i⌋) while the row above ends at (i − 1, ⌊n/(i − 1)⌋). Since k ≤ √ n, ⌊n/i⌋ < ⌊n/(i − 1)⌋ and we have a corner in the i-th row as claimed. The same argument holds for the first k columns, so the total number of corners is 2k − 1 if (k, k) is a corner and 2k otherwise. We have that (2k + 1) 2 ≥ 4n + 1 ≥ 4k 2 + 1, with the first inequality strict if and only if (k, k) is a corner. Hence the number of corners is indeed ⌊ √ 4n + 1⌋ − 1.
It is a standard fact that n i=1 τ (i) ∼ n(ln n + 2γ + · · · ) (see, e.g., [3, Theorem 3.3] ). Hence, for any n we can find ⌊ √ 4n + 1⌋ − 1 permutations whose supersequence is of length at least n(ln n + 2γ + · · · ). Compare this with n! permutations having a supersequence of length O(n 2 ).
