Abstract-A new method for time-frequency analysis of a signal, which combines the time-order representation and the Wigner-Ville distribution (WVD) has been presented in this paper. The time-order representation based on short-term FourierBessel (FB) expansion, decomposes a multicomponent signal into a number of monocomponent signals, and then the WVD technique is applied on each component of the composite signal to analyze its time-frequency distribution (TFD). Simulation results with real bat signal are included to illustrate the effectiveness of the proposed method.
I. INTRODUCTION
Time-frequency distributions (TFDs) are two dimensional functions which designate the energy content of signals in the time-frequency plane [1, 2] . Composite signals whose components have compact time-frequency supports form an important application area for time-frequency signal analysis. Examples cover a wide range of applications including biological [3] , acoustic [4] , seismic [5] , speech [6] , and radar [7] signals. Much of the research in time-frequency signal processing has been devoted to design of new TFDs. The performance of a TFD is regarded as good if it can offer an accurate description of the energy content of signals in the time-frequency plane with negligible spurious terms.
The classical time-frequency distribution (TFD) is the Wigner-Ville distribution (WVD) [1, 8, 9] . Theoretically, the WVD has an infinite resolution in time due to absence of averaging over any finite time interval. Moreover for infinite lag length, it has an infinite frequency resolution. The WVD being quadratic in nature introduces cross terms for a multicomponent signal. The cross terms can have significant amplitudes and they can corrupt the transform space. The analysis of cross-terms has revealed that the cross terms may have a peak value as high as twice that of the autocomponents, they lie at mid-time and mid-frequency of the auto-components, they are highly oscillatory and the frequency of oscillations increases with the increasing distance in time and frequency [10, 11] .
In the last two decades, the research has been aimed at effective suppression of the cross terms and improvement of the frequency resolution, preserving the desired properties of the quadratic TFDs [1] . It has been shown that the design of an appropriate kernel can suppress the cross terms of a quadratic TFD [12] . A denoising approach based on the shift-invariant wavelet packet decomposition has been proposed for adaptive suppression of cross terms [13] . The WVD approach based on signal decomposition realized by a perfect reconstruction filter bank (PRFB) has been proposed in [14] . The PRFB decomposes the multicomponent signal into its components. The summation of the WVDs of the individual components results in the WVD of the composite signal, where cross terms and noise are significantly reduced. However, the signal decomposition and WVD computation are computationally intensive.
Recently, a new technique based on the Fourier-Bessel (FB) expansion has been proposed for reduction of cross terms [15] . The technique combines the FB expansion and the WVD for obtaining the time-frequency representation (TFR) of a multicomponent signal. The method based on the FB expansion works fine when the components are well separated in the frequency domain. The main purpose of this paper is to develop a technique that can separate the components when they are well separated in the time-frequency domain. The new technique combines the time-order representation based on short-term FB expansion, and the WVD.
II. THE WIGNER-VILLE DISTRIBUTION
The WVD of a signal x(t) is defined in the time domain as
where x * (t) is the complex conjugate of x(t). In the frequency domain, the WVD is defined as follows:
where X(ω) is the Fourier transform of x(t). The various desirable properties of the WVD such as preservation of time and frequency support, infinite time and frequency resolutions, and more, make the WVD a useful tool for signal analysis [8, 9] . The main drawback of this distribution is that it is quadratic and the method based on the WVD introduces the cross terms in the time-frequency domain making the transform space difficult to interpret [11] . The WVD of the sum of M signals
is given by
crosscomponent (4) which shows that the WVD of the composite signal x(t) has M autocomponents and M 2 crosscomponents, i.e., a cross term for every pair of autocomponents. The geometry of these cross terms on the time-frequency plane has been well defined in [16] .
Let the base signal x 0 (t) be a linear chirp, x 0 (t) = e j(ω0t+ 2 ) and let x 1 (t) = x 0 (t − t 1 )e jω1t and x 2 (t) = x 0 (t − t 2 )e jω2t be the time and frequency shifted versions of the base signal. Forming the composite signal x(t) = x 1 (t) + x 2 (t), the WVD of x(t) is given by
where δ(ω) is the Dirac delta function that is zero everywhere except at the origin,
. It is observed from the above equation that the cross term (i) occurs mid-time, midfrequency, (ii) oscillates at a frequency proportional to the difference in frequency-and time-shifts of the signals, (iii) oscillates in the direction orthogonal to the line that connects the autocomponents, and (iv) can have an amplitude twice as large as the amplitude of the WVD of each signal under consideration.
III. FOURIER-BESSEL SERIES EXPANSION
The zero order Fourier-Bessel series expansion of a signal x(t) considered over some arbitrary interval (0, a) is expressed as [17] 
where {λ m ; m = 1, 2, ..., Q} are the ascending order positive roots of J 0 (λ)=0, and J 0 λm a t are the zero-order Bessel functions. The sequence of Bessel functions {J 0 λm a t } forms an orthogonal set on the interval 0 ≤ t ≤ a with respect to the weight t, that is,
Using the orthogonality of the set {J 0 λm a t }, the FB coefficients C m are computed by using the following relation,
with 1 ≤ m ≤ Q, where Q is the order of the FB expansion and, J 1 (λ m ) are the first-order Bessel functions. The FB expansion order Q must be known a priori. The interval between successive zero-crossings of the Bessel function J 0 (λ) increases slowly with time and approaches π in the limit. If order Q is unknown, then in order to cover full signal bandwidth, i.e., the half of the sampling frequency, Q, must be equal to the length of the signal sequence. It has been demonstrated in [18] that the order and range of non-zero coefficients of the FB series expansion of a test signal are changed as the center frequency and bandwidth of the signal are varied. In particular, it is shown that the range widens with larger bandwidth and the order increases with higher center frequency.
It has been shown that there is a one-to-one correspondence between the frequency content of a signal and the order (m) of the FB expansion where the coefficient attains the peak magnitude [19] . The FB coefficient C m for the signal x(t) = cos(ωt) is given by
where
It can be verified from (9) that the peak value of C m is attained for the order m where the root λ m ≈ ωa, and the peak value is given by
The magnitude of C m decreases rapidly away from the order where the peak value is occurring, and the value becomes insignificant at far-away orders. It should be noted that the FB series coefficients C m are unique for a given signal, similarly as, the Fourier series coefficients are unique for a given signal. However, unlike the sinusoidal basis functions in the Fourier series, the Bessel functions decay over time. This feature of the Bessel functions make the FB series expansion suitable for nonstationary signals [15, [17] [18] [19] [20] [21] [22] [23] .
The selection of the optimum window size a is required for good resolution. A larger window provides a finer resolution in frequency, which also means that a greater number of FB coefficients will be needed to cover the same signal bandwidth. The bandwidth of the signal is a measure of the spread in frequencies for the duration of the signal. The bandwidth does not provide information whether the spread of frequencies is due to deviation from the average frequency or due to change in amplitude or a combination of both. In [24] , the authors have developed a method for measurement of these two different bandwidth quantities. Since the Bessel functions have timevarying amplitude, the analysis of the nonstationary signals using these functions provide the contribution of amplitude modulation (AM) in the total bandwidth of the signal. For the same reason FB expansion has been used to represent the nonstationary signal.
IV. METHOD BASED ON SIGNAL SEPARATION BY TIME-ORDER REPRESENTATION
Since the FB series coefficients represent the signal during the analysis frame, they form a feature vector in the timeorder-coefficient space, where the time axis takes on the midpoints of the chosen analysis frames, and the order index has integer values. These coefficient-feature vectors may be displayed on a gray level plot or a contour plot with the time t and the order m on the horizontal and vertical axes respectively. Since the coefficients C m have real values, the plot having gray level or contour representation may be used. The plot t − m − C m represents the multicomponent signal during each analysis frame in terms of J 0 λm a t . The representation is analogous to the spectrogram decomposing the signal into its frequency components and displaying the energy in each frequency.
One main difference between the t − m − C m plot and the spectrogram arises from their respective forms. Since the spectrogram represents the energy distribution of the nonstationary signal as a function of frequency and time, the original signal can not be recovered uniquely without the phase information. In contrast, the t − m − C m plot represents the nonstationary signal itself rather than its spectrum, and all attributes of the signal are preserved in the representation. Hence, the original signal can be recovered directly from the information displayed in the t − m − C m plot, and we call this plot the time-order representation of the signal.
If the component signals are well separated in the timeorder domain we can separate the components using the timeorder representation. The steps in the proposed technique are as follows:
1) We will segment the input data into overlapping blocks. The overlap will be 50% and each block will be windowed by a smooth raised-cosine function. The window will be chosen so that the original signal can be reconstructed perfectly after signal modification is done (see Fig. 1 ). 2) For each windowed block, the FB coefficients will be calculated. This gives a set of FB coefficients of the chosen block of the input signal. The WVD approach based on signal decomposition realized by a PRFB has been proposed in [14] . The PRFB decomposes the multicomponent signal into its components.
The impulse responses of the subfilters of a uniform filter bank are obtained by complex modulation of a low pass filter and is given by
is the impulse response of a prototype low pass filter and P is the number of subfilters. Thus, the transfer functions of the subfilters are
The output from the i th subfilter is given as,
where x[n] is the input signal, and ⊗ stands for the convolution operation. For a perfect reconstruction, h[n] should satisfy the following condition
which, in the frequency domain, corresponds to
The complex signal z i [n] becomes analytic, provided the Fourier transform of z i [n], Z i (ω) = 0 for ω < 0. This will occur for all subfilters if H(ω) = 0 for |ω| > π/P . To achieve this, the real input x[n] to the filter bank is band limited to the frequency interval {π/P, π − π/P }. Thus the spectrum of x[n] is covered by the subfilters indexed i = 2, ..., P/2, each having same bandwidth and form a uniform PRFB. The summation of the WVDs of the individual analytic components separated by the PRFB results in the WVD of the multicomponent signal, where cross terms are significantly reduced [14] .
VI. ANALYSIS OF BAT ECHOLOCATION SIGNAL BY TIME-ORDER REPRESENTATION AND WIGNER DISTRIBUTION
In this section, a recorded bat sound is analyzed. This example will illustrate the performance of the proposed technique for natural signals. The recorded signal is the digitized echolocation pulse emitted by a large brown bat (Eptesicus fuscus), which is plotted in Fig. 2 and can be downloaded at [25] . The duration of the bat signal under analysis is 2.5 ms, and the sampling period is 7 µsec. The spectrogram of the bat signal is shown in Fig. 3 . It is clear that the bat signal consists of four chirp signals as components. In the WVD plot given in Fig. 4 , the analyzed signal is shown to be composed of several components with non-convex time-frequency supports. Therefore, the WVD contains both inner and outer interference terms. In the PRFB approach, we have used 32 sub-bands for the computation of the WVD. The WVD of the bat signal using the PRFB approach is shown in Fig. 5 . The time-order representation of the bat signal is shown in Fig. 6 . The WVD of the bat signal using time-order representation is shown in Fig. 12 . Note that, the cross terms can be removed from the WVD when the components of the signal are separated by using the FB expansion based time-order representation and the WVDs of the individual components are computed.
The separated chirp-component signals are shown in Figs. 7-10. The reconstructed bat signal using the superposition of the separated chirp signals is shown in Fig. 11 . The time-frequency distribution of the bat signal computed by the proposed technique provides well localized supports for the analyzed signal components as shown in Fig. 12 . Since the proposed technique first separates the components and then computes the timefrequency distributions of the separated signal components, the time-frequency distribution for the weakest signal component is found to be as good as the time-frequency distribution of the strongest signal component. Moreover, the PRFB approach works fine with the synthetic signals [15] , but does not give good results for the bat signal. It should be pointed out that for separation of components by the PRFB approach, the frequency-bands of the components must be known a priori. Furthermore, when the frequency-band of two components are close, for separation of the components we may require large number of sub-bands resulting in intensive computation. It should be emphasized that the FB decomposition provides a straightforward approach for separation of components. The resolution of the FB decomposition is determined by the window size.
VII. CONCLUSION
In this work, we have demonstrated that undesirable cross terms in the WVD of a multicomponent bat signal can be effectively removed by the method based on the time-order representation. The proposed method decomposes the signal into its constituent components, and the components can be processed individually.
The method for decomposition of the signal as presented here is less computationally intensive than the signal decom- A new representation for signals called the time-order representation is presented, which can be useful for analysis of multicomponent nonstationary signals.
