Denote by s(
The main result of this paper is that for any fixed d and p → ∞ we have an asymptotic formula s(F d p ) ∼ w(F d p )p. Together with the upper bound on w(F d p ) this result in particular implies that s(F d p ) 4 d p for all sufficiently large p. In order to prove the main result, we develop a framework of convex flags which generalize usual polytopes in many ways. Many classical results of Convex Geometry translate naturally to this new setting. In particular, we obtain analogues of Helly Theorem and of Central Point Theorem. Also we prove a generalization of Integer Helly Theorem of Doignon. One of the main tools in our argument is the Flag Decomposition Lemma which asserts that for any subset X ⊂ F d p one can find a convex flag which approximates X in a certain way. Then, Integer Central Point Theorem and other tools allow us to solve the problem for this approximation. Finally, in order to lift the solution back to the original set X we apply the Set Expansion method of Alon-Dubiner.
Introduction
In 1961 Erdős, Ginzburg and Ziv [9] showed that among any 2n − 1 integer numbers one can always select exactly n numbers whose sum is divisible by n. Harborth [12] considered a higher-dimensional generalization of this problem: for a given natural numbers n, d, what is the minimal number s such that among any s points in the integer lattice Z d there are n points whose centroid is also a lattice point? In modern notation this number s is usually denoted by s(Z d n ) and called the Erdős-Ginzburg-Ziv constant of the group Z d n . The reason for such notation is that s(Z d n ) equals to the minimal number s such that among any s elements of Z d n there are n elements whose sum is zero in Z d n . Note that elements are allowed to coincide in this definition. The problem of determining s(Z d n ) for various n and d has received a considerable attention but the precise value of s(Z d n ) is still unknown for the majority of parameters (n, d). One can also define the Erdős-Ginzburg-Ziv constant of an arbitrary finite abelian group G but we will not consider this more general problem in the present paper (see [11] for an overview of the general theory).
Confirming a conjecture of Kemnitz [13] , Reiher [16] showed that s(Z 2 n ) = 4n − 3 for any n 2. In [1] Alon-Dubiner showed that for any n and d we have
for some absolute constant C > 0. That is, if we fix d and let n → ∞ then s(Z d n ) grows linearly with n. On the other hand, it is not hard to see that s(Z d n ) 2 d (n − 1) + 1. Indeed, consider the vertices of the boolean cube {0, 1} d where each vertex taken with multiplicity (n − 1). The best known lower bound on s(Z d n ) is due to Edel [4] :
which holds for all odd n. This construction is based on an explicit set of 96 points in Z 6 . There are some further bounds of this type for small values of d and odd n. The case when n = p is a prime number is of particular interest because (as it was already observed in [9] ) a good bound on s(F d p ) for all prime divisors of n can be transformed into a good upper bound on s(Z d n ) itself. In this paper we study the Erdős-Ginzburg-Ziv constant s(F d p ) in the regime when d is fixed and p is a sufficiently large prime number. Let us note that the opposite case when p is fixed and d is large is also of great interest. The current best bounds are s(F d 3 ) 2.756 d proved by Ellenberg-Gijswijt in their breakthrough paper [6] and s(F d p ) C p (2 √ p) d for p 5 due to Sauermann [17] . See [17] and references therein for an exposition of the existing results. Let us remark that the case p = 3 is also related to the famous cap set problem: 1 2 s(F d 3 ) equals to the maximal cardinality of a set A ⊂ F d 3 such that A does not contain any affine lines.
The main result of the present paper is an improvement of the Alon-Dubiner bound (1) for sufficiently large primes p. Theorem 1.1. Let d 1 and p > p 0 (d) be a sufficiently large prime number. Then we have
Unfortunately, the condition that p is large is necessary for our arguments and cannot be removed. By a classical argument from [9] , one also has the bound s(Z d n ) 4 d n for all natural numbers n which are not divisible by small primes.
In fact, we will prove a stronger assertion. To formulate our results more precisely we need to define the weak Erdős-Ginzburg-Ziv constant w(F d p ). Namely, w(F d p ) is the maximal number of vectors v 1 , . . . , v s ∈ F d p such that for any non-negative integers α 1 , . . . , α s whose sum is p we have α 1 v 1 + . . . + α s v s = 0 if and only if all but one α i are zero. It follows from the definition that for any p and d we have s(F d p ) w(F d p )(p − 1) + 1 (4) since one can take each vector v i with multiplicity (p − 1) so that the corresponding multiset does not contain p vectors whose sum is zero. In [11] Gao-Geroldinger conjectured that equality is attained in (4) . We confirm their conjecture asymptotically as p → ∞. To establish Theorem 1.1 it remains to show that w(F d p ) < 4 d and to choose p 0 (d) so that o(p) from Theorem 1.2 is less than p. Using the slice rank method of Tao, Naslund [15] showed that w(F d p ) 4 d . A variation of the slice rank argument yields the following slight improvement: Note that w(F 1 p ) = 2 = 1 1 + 1 and w(F 2 p ) = 4 = 3 2 + 1 so Theorem 1.3 is tight for d = 1, 2. But for d = 3 we have the following: 
where the lower bound is due to Elsholtz [7] . Next, we indicate a connection of the weak Erdős-Ginzburg-Ziv constant to a certain problem in Convex Geometry. A polytope P ⊂ Q d is, by definition, a convex hull of a finite set of points in Q d . A lattice Λ ⊂ Q d is a discrete subset of Q d which is an affine image of the lattice Z r ⊂ Q r for some r d. That is, we allow lattices in Q d which have rank less than d. Now we introduce a notion of an integer point of a polytope P . Definition 1.1 (Integer point). Let P ⊂ Q d be a polytope and let q ∈ P . Let Γ ⊂ P be the minimal face of P which contains q and let Λ be the minimal lattice which contains all vertices of Γ. We say that q is an integer point of P if q ∈ Λ.
For example, vertices of P are always integer points of P . We are interested in polytopes P which do not have any integer points except for vertices. In this case, we say that P is a hollow polytope. Let L(d) be the maximal number of vertices in a hollow polytope P ⊂ Q d . It turns out that the constant L(d) is directly related to the weak Erdős-Ginzburg-Ziv constant w(F d p ): Proposition 1.1. For any d and sufficiently large primes p we have w(F d p ) L(d). Note that the requirement that p is sufficiently large is necessary: for example, Proposition 1.1 does not hold for p = 2 and d 3. Also it is evident that w(F d 3 ) 3 d (actually it is at most 2.756 d [6] ) but it seems to be a challenging problem to obtain the same upper bound on L(d). However, it is not clear whether there exists a pair (p, d) such that w(F d p ) > L(d). Although the constant does not seem to appear explicitly is previous literature, all known lower bounds on s(F d p ) are obtained by constructing a lower-dimensional example of a hollow polytope. In particular, Elsholtz [7] showed that L(3) 9, in [4] and [8] it is shown that L(4) 20, in [5] Edel shows that L(5) 42, L(6) 96, L(7) 196. It is not difficult to see that L(m + n) L(n)L(m) (6) for all n, m 1 which brings us to the bound (2) . Note that (2) holds for all odd n, not just all large primes p as in Proposition 1.1. This is because an explicit example of a hollow polytope provides an explicit list of forbidden primes in the statement of Proposition 1.1.
We believe that the converse to Proposition 1.1 should also be true:
Conjecture 1. For all sufficiently large primes p we have w(F d p ) = L(d). The rest of the paper is organized as follows. In Sections 3.1 and 3.2 we give (simple) proofs of Proposition 1.1 and Theorem 1.3. In Section 2 we demonstrate some of the key ideas used in the proof of Theorem 1.2.
In Sections 4, 5, 6 we develop some machinery needed in the proof of Theorem 1.2 and in Section 7 we prove the main result. A more detailed overview of the last part of the paper will be given in the end of Section 2.
Examples and special cases
This section is aimed to demonstrate some of the key ideas behind the proof of Theorem 1.2 in more simple situations. Also this section contains some variants of Theorem 1.2 which may be of independent interest.
Let X ⊂ F d p be a multiset in which we want to find p elements with zero sum. It turns out that the following notion of pseudorandomness is crucial for understanding structure of X. For a non-constant linear function ξ : F d p → F p and a number K > 0 we define a K-slab H(ξ, K) to be the set
Definition 2.1. Let K 1 be an integer and ε > 0. We say that a multiset X ⊂ F d p is (K, ε)-thick if for any K-slab H = H(ξ, K) we have |X ∩ H| (1 − ε)|X|. We also say that X is (K, ε)-thick along ξ if |X ∩ H| (1 − ε)|X| holds. Otherwise we say that X is (K, ε)-thin along ξ.
Roughly speaking, a multiset X is (K, ε)-thick if it does not have any additional "geometric structure" in a sense that X does not come from a hollow polytope. In this case one can find p elements in X with zero sum by purely additive combinatorial means. More precisely, we have the following. Proposition 2.1 ("Thick case"). Suppose that X ⊂ F d p is a multiset such that the size of intersection of X with any K-slab is at most (1 − ε)|X| for some K and ε. If K ε 2 | log ε| ≫ d log d and |X| > (1 + ε)p then X contains p elements with zero sum.
Proof. The proof relies on Lemmas 4.1 and 4.2 from Section 4. By induction, for any l εp/8 we find a sequence of pairs
Indeed, suppose there is such an arrangement of pairs for l, let us find it for (l + 1).
Then the thickness condition implies that one can find an affine basis Z ⊂ X. Denote Z = {x 0 , x 1 , . . . , x d } and apply Lemma 4.2 to the basis E =
x i } then we obtain the claim for (l + 1). In a similar manner, we iteratively apply Lemma 4.1 to the resulting Minkowski sum. Using the restriction on K we conclude that after at most εp/8 additional iterations we will obtain a set of at most l εp/4 pairs {a 1 , b 1 }, . . . , {a l , b l } consisting of distinct elements of X such that
Apply the same argument again to the multiset X \ {a 1 , b 1 , . . . , a l , b l }. We get another sequence of pairs ({a ′ i , b ′ i ) of elements of X which satisfy (7) . We conclude that any element of F d p is representable as a sum of exactly 2l εp/2 elements of these pairs. Take p − 2l elements
is representable as a sum of 2l vectors from {a 1 , . . . , b ′ l } which means that we found p elements in X whose sum is zero.
In light of Proposition 2.1 we see that it is enough to deal with sets X ⊂ F d p which are not (K, ε)-thick (for various choices of K and ε). So we may always assume that there is a linear function ξ such that X ∩ H(ξ, K) is very large. Replacing X by X ∩ H(ξ, K) and changing coordinate system we may assume that X ⊂ [−K, K] × F d−1 p . So it seems plausible that the worst case scenario is when X ⊂ [−K, K] d ⊂ F d p . This is the case when techniques from the proof of Proposition 2.1 do not apply and a different approach is required. The next proposition shows that if we consider subsets of a cube with bounded side then the best one can do is it to take X to be the set of vertices of a hollow polytope P ⊂ [−K, K] d each taken with multiplicity (p − 1).
If |X| (1 + ε)L(d)p and p is sufficiently large then X contains p elements whose sum is zero.
Proof. The argument is based on Integer Central Point Theorem (Corollary 5.2) from Section 5. Let X ⊂ [−K, K] d be a multiset of size at least (1 + ε)L(d)p and p is sufficiently large. Let µ = 0.5ε(2K) −d . By removing from X all elements whose multiplicity is less than µp we may assume that multiplicity of each point q in X is either 0 or at least µp and size of X is at least (1 + ε/2)L(d)p.
Let P ⊂ [−K, K] d be the convex hull of X and let P be the convex flag corresponding to P (that is, elements of P are faces of P and the partial order is defined by inclusion). For an element x ∈ P and corresponding face P x ⊂ P let Λ x ⊂ Z d be the minimal lattice containing the set X ∩ P x . This defines a lattice Λ on the convex flag P. Let w : P ∩ Λ → N be the function which maps a point q ∈ Λ to its multiplicity in X. It is not difficult to see that the integer Helly constant of the pair (P, Λ) is at most L(d). So by Corollary 5.2 there is a point q ∈ Λ which is 1 L(d) -central with respect to measure w. Let Γ ⊂ P be the minimal face of P which contains q.
Let A be the affine hull of Γ. Since q is 1 L(d) -central, any half-space in A which contains q has weight at least w(P ) L(d) . So the point q is θ-central with respect to the restricted measure w| Γ where θ = w(P ) L(d)w(Γ) . Apply Lemma 4.4 to the set X ∩ Γ and the point q with θ = w(P ) L(d)w(Γ) , n = p and ε = ε/2. Denoting elements of the set X ∩ Γ by v 1 , . . . , v m we obtain a sequence of coefficients α 1 , . . . , α m 0 such that
and such that for any i we have
which simplifies to
so each coefficient α i does not exceed the multiplicity of the corresponding vector v i in X and so (8) provides us with p elements from X summing up to zero. In Lemma 4.4 it is required that p n 0 for some n 0 depending on the set {v 1 , . . . , v m } and the weight function w which is entirely independent of p. So an additional argument is needed to complete the proof properly. In Section 7.1 we show how to get around this minor issue. Now we can verify few instances on Theorem 1.2 for small values of d. First, we recover the original Erdős-Ginzburg-Ziv theorem in a weak form. Proof. Let X ⊂ F p be a multiset of size (2 + ε)p. If X is (K, ε/10)-thick for some K ∼ ε −3 then by Proposition 2.1 X contains a zero-sum sequence. So we may assume that X ⊂ [−K, K] for some K ≪ ε −3 and |X| (2 + ε/2)p. Therefore, by Proposition 2.2 the set X contains a zero-sum subsequence provided that p is sufficiently large.
Unfortunately, the situation is worse in higher dimensions. Indeed, there may be sets which are neither thick nor contained in a bounded box. The simplest example of this is as follows. Let X 1 ⊂ F 2 p be a set of vectors (0, a 1 ), . . . , (0, a m ),
for arbitrary residues a i , b i ∈ F p . If numbers a i , b i are chosen at random then X 1 is thick along any linear function except for ξ 1 : (x 1 , x 2 ) → x 1 . So none of Propositions 2.1 and 2.2 is applicable to X 1 . In the next example will show a basic principle of flag decomposition which shows that every set X ⊂ F 2 p is either thin, thick or looks like the set X 1 described above. Note that this is a weak version of the theorem of Reiher [16] .
Proof. Let K ∼ ε −3 and let K 2 ≫ K. Let X ⊂ F 2 p be a multiset of size (4 + ε)p. If X is (K, ε/10)-thick then X contains a zero-sum sequence by Proposition 2.1. So we may assume that X ⊂ [−K, K] × F p (after a change of coordinates and cutting X a bit). If there is a linear function ξ : F 2 p → F p which is not collinear to ξ 1 and such that |X ∩ H(K 2 , ξ)| (1 − ε/10)|X| then, after a change of coordinates and replacing X by X ∩ H(K 2 , ξ), we have X ⊂ [−K, K] × [K 2 , K 2 ] and so Proposition 2.2 applies (note that by Theorem 1.3 we have L(2) = 4). So we may assume that X ⊂ [−K, K] × F p and that X is (K 2 , ε/10)-thick along any linear function which is not collinear to ξ 1 . Let X 0 ⊂ [−K, K] be the projection of X on the first coordinate. After removing a small number of elements from X we may assume that for any v ∈ X 0 we have |ξ −1
Apply Integer Central Point Theorem to the measure w. We get a point q ∈ [a, b] such that the weight of both intervals [a, q] and [q, b] is at least w([a, b])/2. Note that if q = a then we have |ξ −1 1 (a) ∩ X| |X|/2 (2 + ε/2)p. So in this case the assertion follows from Claim 2.3. The case q = b is analogous and so we may assume that q ∈ (a, b).
Apply Lemma 4.4 to the set X 0 with measure w and the (1/2)-central point q with n = p and ε = ε/10. Denote X 0 = {v 1 , . . . , v m }, we obtain a sequence of coefficients α i which satisfy an equation of the form (8) . A computation similar to (10) shows that α i (1 − ε/10)w(v i ) for any i. Now we show how one can "lift" the identity
The idea is to consider the multiset of all sums of the form (1, q) . It follows that each sum (11) has the form (0, y) for some y ∈ F p . Using the thickness property of X and ideas similar to the proof of Proposition 2.1 one can show that each vector (0, y) can be represented in the form (11) . In particular, the zero vector is representable as a sum of p elements of X.
Finally, we sketch the d = 3 case. Sketch of proof. It is not difficult to show by hand that L(3) = 9 1 . Let X ⊂ F d p be a multiset of size (9+ε)p. In what follows we do not specify parameters K and ε of (K, ε)-thickness in order to avoid technical issues. Let l be the maximal number of linearly independent linear functions ξ 1 , . . . , ξ l : F 3 p → F p such that X is thin along each of them. It is clear that l ∈ {0, 1, 2, 3} and that we may assume X ⊂ [−K, K] l × F 3−l p (for some sufficiently large number K). We split into cases.
If l = 0 then we are done by Proposition 2.1. If l = 3 then X ⊂ [−K, K] 3 and we are done by Proposition 2.2 and the fact that L(3) = 9. If l = 1 then X ⊂ [−K, K] × F 2 p . In this case the proof is almost identical to the proof of Claim 2.4. If l = 2 then X ⊂ [−K, K] 2 × F p . Let X 0 be the projection of X on [−K, K] 2 and let P be the convex hull of X 0 . In this case P is a convex polygon. Let π : F 3 p → F 2 p be the projection on the first two coordinates. Define the weight w : X 0 → N as usual and consider an integer central point q ∈ P of w. If q is an interior point of P then one can apply Lemma 4.4 and construct a zero-sum using lifting method. So we may assume that q belongs to the boundary of P .
In the case when q lies on an edge E of P one should be more careful. Note that Lemma 4.4 is not applicable in this case. Also note that the fact that q is 1 L(2) -central only implies that w(E) w(P ) 4 9p 4 = 2.25p. This means that there are not enough elements on E to apply Claim 2.4. Another problem is that if we consider the preimage X E = π −1 (E) ∩ X then this set may lose the thickness property. Namely there may be a linear function ξ which is linearly independent from ξ 1 and ξ 2 and such that X E is concentrated on a slab H(K ′ , ξ) for some finite number K ′ . In this case the "Set expansion argument" does not apply and one cannot recover a zero-sum in the original set X. We may assume that ξ = ξ 3 and that the set X E is contained in the set E × [−K ′ , K ′ ].
In the latter case, one can try to replace the initial polytope P with a convex flag (P ← P E ) where P E is the convex hull of X E . But now the central point q may not correspond to an integer point of (P ← P E ) because the E-component of q is not defined. So one should apply Integer Central Point Theorem to the new convex flag (P ← P E ) again. We obtain a new integer point q 2 . If q 2 belongs to the interior of P or P E then we are done by Integer Central Point Theorem, Lemma 4.4 and a set expansion argument. Otherwise q 2 belongs to another edge E 2 of P (or P E , but this case is simpler). We again construct a new convex flag (P E 2 → P ← P E ) and repeat the procedure. It is not difficult to see that this process of adding new edges to the convex flag can continue only for a bounded number of iterations (see Lemma 6.4), therefore, at a certain step the integer central point q i will belong to the interior of some face of the convex flag. So the argument can now be completed analogously to the previously discussed cases.
In the examples above we mentioned almost all essential steps of the proof of Theorem 1.2. Let now give an outline and describe the structure of the remaining part of the paper. 1. Take an arbitrary multiset X ⊂ F d p of an appropriate size. Apply the iterative procedure analogous to the one sketched in Claim 2.5 to the set X. We obtain a certain convex flag which satisfies a number of properties, such as, boundedness, thickness and sharpness. The precise statement is the Flag Decomposition Lemma (Theorem 6.1) which is presented in Section 6. In Section 6.1 we provide all necessary definitions and formulate Theorem 6.1. In Section 6.2 we describe two refinement operations on convex flags. In Section 6.3 we repeatedly apply these operations to obtain a "complete flag decomposition" ϕ : V → (P, Λ) of the multiset X. 2. We apply Integer Central Point Theorem (Corollary 5.2) to the weight function on the convex flag (P, Λ) corresponding to the multiset X. In order to do this, we show that the integer Helly constant of the pair (P, Λ) is at most w(F d p ), see Proposition 7.1. Then we apply Lemma 4.4 to the resulting integer central point and obtain a zero-sum sequence in X on the level of the convex flag P. Results of this step are spread over Sections 4.2, 5 and 7.1. 3. In order to pass from a zero-sum modulo the convex flag to an actual zero-sum we apply a Set Expansion argument based on the work of Alon-Dubiner [1] . The thickness condition guaranteed by Step 1 is crucial here. The details are in Section 7.2 and the key lemmas are given in Section 4.1.
3 Proofs of Proposition 1.1 and Theorem 1.3
Proof of Proposition 1.1
We begin with a different characterization of integer points of polytopes. Claim 3.1. Let P ⊂ Q d be a polytope whose vertices have integer coordinates and let q ∈ P ∩ Z d be a point. Let q 1 , . . . , q s be the vertices of P . The following conditions are equivalent: 1. q is an integer point of P . 2. For all sufficiently large natural numbers n there are nonnegative integer coefficients α 1 , . . . , α n such that:
2'. Condition 2 holds for a prime p > p 0 (P ) where p 0 (P ) is a constant depending on P only.
Proof. If q is a vertex of P then there is nothing to prove so we assume that q is not a vertex of P .
1 ⇒ 2. We may clearly assume that q is an interior point of P because otherwise we can replace P by the minimal face containing q. This implies that there exists a convex combination
where all β i > 0 are rational numbers. Let m 0 be the least common multiple of denominators of β i , that is β i = b i /m 0 for some positive integers b i . Next, since q belongs to the minimal lattice containing q 1 , . . . , q n , there is an integer affine combination
where c i ∈ Z. Let K = max |c i | and consider an arbitrary n > 2Km 2 0 . Write n = n 0 k + r for some 0 r < n 0 and let α i = kb i + rc i . Then we have
and moreover, for any i we have
Here we may also assume that q is an interior point of P . Let Λ 0 be the minimal lattice containing the set {q 1 , . . . , q n } and let Λ be the minimal lattice containing {q 1 , . . . , q n , q}. We wish to show that Λ 0 = Λ provided that p > p 0 (P ).
Note that Λ 0 ⊂ Λ and that the index [Λ : Λ 0 ] is finite. Moreover, this index may attain only a finite number of values. So there is a threshold p 0 (P ) such that no prime p > p 0 (P ) is a divisor of [Λ : Λ 0 ]. Let [q] be the class of the point q in the quotient group Λ/Λ 0 . Then the assumption on α i implies that
since [q i ] = 0 in Λ/Λ 0 . But p is coprime to the order of this abelian group so the operation of multiplication by p is an automorphism of Λ/Λ 0 which implies [q] = 0. We conclude that q ∈ Λ 0 and the claim is proved. Now we are ready to prove Proposition 1.1. Let P ⊂ Q d be a hollow polytope such that |P | = L(d). By a change of scale we may assume that P ⊂ Z d and that Z d is the minimal lattice containing vertices P . Denote vertices of P by q 1 , . . . , q s . For a prime p we can view vertices of P as a subset in F d p . If P modulo p has a zero-sum α i q i ≡ 0 (mod p) for some nonnegative integers α i whose sum is p (and at least two of them are nonzero) when the point v p = 1 p α i q i belongs to Z d . So if p > p 0 (P ) then by Claim 3.1 v p is an integer point of P which contradicts the assumption that P is hollow.
We conclude that w(F d p ) L(d) for all p > p 0 (d).
Proof of Theorem 1.3
Suppose that there are vectors v 1 , . . . , v n ∈ F d p , n 2d−1 d + 2 such that for nonnegative integers α 1 , . . . , α n whose sum is p we have α i v i = 0 if and only if all but one α i are zero.
There is a nonzero function h : {1, . . . , n} → F p such that h(n) = 0 and for any polynomial
Proof. Recall that the dimension of the space of polynomials with F p -coefficients of degree at most (d − 1) is equal to Let y i,j for i = 1, . . . , p and j = 1, . . . , d be a set of variables. Let y i be the d-dimensional vector (y i,1 , . . . , y i,d ) T . Consider the following polynomial in p × d variables:
The defining property of this polynomial is that if we substitute in it vectors from the set S := {v 1 , . . . , v n } then F (y 1 , . . . , y n ) equals 1 modulo p if all y i are equal to the same element of S and F (y 1 , . . . , y p ) equals 0 otherwise. Indeed, if we let α i to be equal to the number of y j such that y j = q i and let w = α i q i then (18) gives us
which is the characteristic function of the event that w ≡ 0 (mod p). Now we define a function Φ : {1, . . . , n} → F p by:
Let us compute Φ(t) in two different ways and arrive at a contradiction. On the one hand, F (y 1 , . . . , y p−1 , q t ) is zero unless
On the other hand, F can be expressed as a linear combination of monomials of the form
Restricting the sum (20) on a fixed monomial we obtain:
So by Claim 3.2, if deg m j d − 1 for some j p − 1 then the corresponding multiple in (22) must be zero. Otherwise, deg m j d for all j p − 1. But this implies that deg m p = 0, that is m p is a constant function. Thus, in any case the expression (22) does not depend on t. However, by the construction of h and (21) we have Φ(n) ≡ 0 (mod p) but Φ(t) is not zero for all t ∈ {1, . . . , n} because h is not zero function by Claim 3.2.
Auxiliary results

Expansion of sets
The next two propositions are similar to the main tools Alon and Dubiner used in their proof of the bound (1). Lemma 4.1. Suppose K 1 and ε > 0, let A be a sequence of elements of F d p and suppose that no K-slab contains more than (1 − ε)|A| members of A. Then, for every subset
Proof. The proof is almost identical to the one given in [1] so we omit it.
The next lemma is similar to Proposition 2.1 from [1] .
The proof is based on a discrete version of Loomis-Whitney inequality [14] :
But the number of the latter lines is at most |A|/p since each such a line must intersect the
It is easy to verify that for any x 1 the following inequality holds:
Balanced convex combinations
Let S ⊂ R d be a finite set and let ω : S → R + be a weight function. We say that a point c ∈ R d is θcentral point of S with respect to weight ω if for any half-space H + which contains c we have ω(S ∩ H + ) θω(S).
Then for any ε > 0 and all n > n 0 (ε) there are non-negative integer coefficients α q for q ∈ S and µ = µ(ε, ω, S) such that:
Proof. We may clearly assume that c = 0. First, we prove that there are non-trivial real coefficients β q such that:
Indeed, let H ⊂ R S be the set of vectors (β q ) q∈S such that q∈S β= 0. Let Ω ⊂ R S be the set of all vectors (β q ) q∈S such that 0 β q θ −1 w′ ∈S β q ′ for any q ∈ S. It is enough to show that H ∩ Ω = ∅. Let us assume the contrary and arrive at a contradiction. Since H is a linear space and Ω is convex, there is a linear functional ξ such that ξ · β = 0 for any β ∈ H and ξ · β 0 for any β ∈ Ω. Let η i ∈ R S , i = 1, . . . , d, be the vector (q i ) q∈S . It follows from definition of H that there are real coefficients γ 1 , . . . , γ d such that ξ = d i=1 γ i η i . Let e q , q ∈ S be the standard basis of R A , let w = (w q ) q∈S be the weight vector. From the assumption that ξ(Ω) 0 we see that ξ is a non-negative linear combination of vectors e q and w − θe q . So there are nonnegative real coefficients λ q , µ q 0 such that
From the first formula for ξ we see that ξ q = d i=1 γ i q i = γ · q and so for any q ∈ S we have
Let I ⊂ S be the set of q ∈ S such that γ · q 0. Since c = 0 is θ-central, the weight of all point from I is at least θω. On the other hand, for any q ∈ I we have an inequality θµ q w′ ∈S µ q ′ . Summing over I we obtain
If there is q ∈ S such that γ · q < 0 then this inequality is strict and we arrive at a contradiction. Otherwise γ · q 0 for any q ∈ S, i.e. c = 0 is a boundary point of conv S which contradicts our assumptions. We conclude that H ∩ int Ω = 0 and there is the required vector β ∈ R S . It is easy to see that we may also assume that β ∈ Q S . So, for some natural m > 0 we have mβ ∈ Z S .
Since c = 0 lies in the minimal lattice of S there is a vector δ ∈ Z S such that q∈S δ= c and q∈S δ q = 1. Let C = max q∈S |δ q |. Let n 0 (ε) = 2Cm 2 + ε −1 Cmθ max q∈S w −1 q and consider an arbitrary n > n 0 (note that w q > 0 for any q ∈ S by assumption). Write n = am + r where 0 r < m and let α q = amβ q + rδ q . Let us check that all required conditions are satisfied:
by a similar computation we obtain α q > µn for some small number µ > 0. Lemma 4.4 is proved.
Convex flags and a Helly-type result
Recall that a polytope P in R d is a convex hull of a finite, non-empty set of points of R d , note that the dimension of P may be less than d. For a polytope P in R d let P(P ) be the set of all faces of P (including P itself but excluding the "empty" face) with the partial order induced by inclusion.
Note that for any set of faces S ⊂ P(P ) there is a minimal face Γ ∈ P(P ) which contains all faces from S. We call an arbitrary (finite) poset P convex if every subset S ⊂ P has a supremum, that is, the set of all upper bounds of S has a minimal element 2 . The superior element of S will be denoted by sup S.
Let P 1 ⊂ A 1 , P 2 ⊂ A 2 be polytopes in real affine spaces A 1 , A 2 . An affine map ψ : A 1 → A 2 is called a morphism of polytopes P 1 and P 2 if ψ(P 1 ) ⊂ P 2 . Clearly, a composition of morphisms of polytopes is again a morphism. Note that ψ is not assume to be neither injective nor surjective.
Note that if P 1 is a face of P 2 then the corresponding inclusion map ψ P 2 ,P 1 is a morphism of polytopes P 1 and P 2 . So we can equip the set P(P ) of faces of a polytope P with the following structure: for any pair x y ∈ P(P ) we consider the corresponding inclusion map ψ y,x . We thus encoded the structure of the original polytope P in terms of its faces and inclusion maps between them. If we now allow connecting maps ψ y,x not to be injective and replace P(P ) by an arbitrary convex poset P then we arrive at the notion of a convex flag.
Definition 5.1 (Convex flag). Let (P, ≺) be a convex partially ordered set. Suppose that for any x ∈ P there is a polytope P x ⊂ A x embedded in an affine space A x (over R or Q) and for any y
x there is a morphism ψ x,y : A y → A x of polytopes P x and P y with the property that for any chain z y x one has ψ x,z = ψ x,y ψ y,z , in particular, ψ x,x is the identity map of A x .
As mentioned above, any polytope P may be thought of as an instance of a convex flag. Let us provide some more typical examples of convex flags which will arise in our proof of Theorem 1.2. Here c is the maximal element of P while (i, 2) ≺ (i, 1) and (i, 2) ≺ (i + 1, 1) for every i ∈ Z/nZ. Let P c ⊂ R 2 be an arbitrary n-gon with edges E i labeled in a cyclic order by elements of Z/nZ. Let v i−1 , v i be the vertices of the edge E i .
Let P i,1 ⊂ R 2 be an arbitrary polygon with a pair of parallel edges F 0 i , F 1 i ⊂ P i,1 . Let P i,2 = [0, 1] and define the map ψ c,(i,1) to be the affine map which projects F 0
. It is not difficult to check that these maps define a convex flag structure on P (in fact, one only has to verify the identity ψ c,(i,1) ψ (i,1),(i,2) = ψ c,(i+1,1) ψ (i+1,1),(i,2) ).
This kind of convex flags appears in the sketch of the proof of Claim 2.5 from Section 2. In particular, in order to make the argument from Section 2 rigorous one has to show that the integer Helly constant of P is at most 9 (see Definition 5.6 below).
We will need to translate the usual definitions of points and linear functionals to this new setting. For a linear functional ξ and a point q the value ξ(q) is defined if D ξ ∩ D q = ∅ and equal to ξ x (q x ) for any x ∈ D ξ ∩ D q (it is easy to see that this is well-defined).
For a set of points q 1 , . . . , q n of a convex flag P we define a convex combination of these points with coefficients α 1 , . . . , α n 0, α i = 1, to be a point q such that D q = i:α i >0 D q i and for any y ∈ D q we have
Since P is a convex poset, the set D q has the form P x for some element x ∈ P. We say that q lies in the convex hull of points q 1 , . . . , q n . The set of such points q is denoted by conv {q 1 , . . . , q n }. Now suppose that all the affine spaces A x are defined over Q. We say that a subset Λ of an affine space A is a lattice if it is discrete and closed under integral affine combinations. Note that we do not require Λ to have full rank in A. Now we generalize this notion to convex flags.
The expression q ∈ Λ means that q belongs to the lattice Λ. If for any x ∈ D q we have q x ∈ P x then we write q ∈ P and say that the point q is an interior point of the convex flag P. An expression of the form q ∈ Λ ∩ P means the conjuction of the above conditions, other notation of this kind is defined analogously.
Definition 5.5 (Integer interior points). Let q 1 , . . . , q n be a set of points of a convex flag P. A point q is called integer interior point of the set {q 1 , . . . , q n } if q ∈ conv {q 1 , . . . , q n } and q belongs to the minimal lattice Λ which contains the set {q 1 , . . . , q n }.
Let us note that this definition applied to the flag P(P ) corresponding to a convex polytope P and the set of its vertices gives precisely the definition of integer interior points of polytopes.
Definition 5.6 (Integer Helly constant). Let (P, Λ) be a convex flag P with a fixed lattice Λ on it. The integer Helly constant L(P, Λ) of the pair (P, Λ) is the maximal number L such that there is a set of points {q 1 , . . . , q L } ⊂ Λ ∩ P which does not have integer interior points except for the points q i themselves.
Example 5.3. If P = P(P ) for some polytope P ⊂ Q d then it is not difficult to show that L(P, Λ) L(d).
If P is the binary tree from Example 5.1 then one can check that L(P, Λ) = 2 d . Note that this value is much smaller than L(d). So, heuristically, the most complicated examples of convex flags should come from higher dimensional polytopes. Making this heuristics precise is essentially equivalent to proving Conjecture 1.
If P is the sunflower from Example 5.2 then the computation of L(P, Λ) becomes a non-trivial task. In particular, a bound L(P, Λ) 9 and a verification of L(3) = 9 will yield a rigorous proof of Claim 2.5.
Convex flags (P, Λ) which will be constructed during the proof of Theorem 1.2 will have the crucial property that L(P, Λ) w(F d p ). This is the main reason why we see the constant w(F d p ) is the statement of Theorem 1.2.
The following theorem explains why the number L(P, Λ) is called a Helly constant.
Theorem 5.1 (Integer Helly theorem). Let (P, Λ) be a convex flag with a lattice and let S i ⊂ Λ ∩ P, i ∈ I be a family of sets of points of P lying on the lattice Λ.
Suppose that for any L(P, Λ)-element subfamily F ⊂ {S i } there is a point of Λ which belongs to the convex hull of each set from F . Then there is a point q ∈ Λ which belongs to the convex hull of every set S i .
Proof. By a standard argument, it is enough to show that every finite subfamily F of {S i } has an integer point with such property. We prove this assertion by induction on the size of the family F .
By the assumption of the theorem, we know that if |F | L(P, F ) then sets from F have a common integer interior point, so we may assume that |F | L(P, F ) + 1.
Without loss of generality, we may assume that F = {S 1 , . . . , S n }, where n L(P, F ) + 1. We may clearly assume that the minimal lattice containing all sets from F coincides with Λ. By the induction assumption, there are points q 1 , . . . , q n ∈ Λ such that q i belongs to the convex hull of S j unless i = j.
We may clearly assume that for any i we have q i ∈ conv ({q 1 , . . . , q n } \ {q i }), that is points q 1 , . . . , q n are in convex position. Thus, to finish the proof it is enough to establish the following assertion.
Claim 5.1. For any set of n L(P, Λ)+1 points in convex position {q 1 , . . . , q n } there is a point q ∈ Λ∩P such that q belongs to the convex hull of the set {q 1 , . . . , q n } \ {q i } for any i = 1, . . . , n and q belongs to minimal lattice of the set {q 1 , . . . , q n }.
Indeed, if {q 1 , . . . , q n } is not in convex position then q i ∈ conv ({q 1 , . . . , q n } \ {q i }) for some i and we are done. Otherwise there is a point q ∈ P ∩ Λ, so that q ∈ conv ({q 1 , . . . , q n } \ {q i }) ⊂ conv S i for any i = 1, . . . , n.
The following argument is basically a generalization of the proof of the standard lattice Helly theorem due to Doignon (see [3, Proposition 4.2] ).
Proof. For a pair of sets of points
is the minimal lattice containing S 2 . Let us assume that Claim 5.1 is false and consider a minimal (in the sense described above) counterexample {q 1 , . . . , q n }. Such a counterexample exists since there are only finitely many points q ∈ Λ ∩ P .
By definition of the constant L(P, Λ) there are integer interior points of the set S = {q 1 , . . . , q n } which do not belong to this set. Let r be an integer interior point of S such that the number of indices i for which r ∈ conv (S \ {q i }) is maximal. W.l.o.g. we may assume that r ∈ conv (S \ {q i }) for all i = 1, . . . , j − 1 for some j n and that r ∈ conv (S \ {q i }) for i j.
It follows that the set S ′ = S \ {q i } ∪ {r} is in convex position. Since S ′ is strictly preceding the set S, the conclusion of Claim 5.1 is valid for S ′ . We conclude that there exists an integer interior point r ′ of S ′ such that r ′ ∈ conv (S ′ \ {q}) for any q ∈ S. Thus, in particular we have r ′ ∈ conv (S \ {q j }) and
for any i < j. But recall that r ∈ conv (S \ {q i }) for i < j and so
We conclude that r ′ ∈ conv (S \ {q i }) for all i j which contradicts the minimality of r.
Remark. If we consider a one-element convex flag (P, Λ) with P = {x} and Λ x ∼ = Z d then we recover the original Doignon's result [3, Proposition 4.2] . Indeed, it is easy to see that L(P, Λ) 2 d (the equality may not hold in general, for instance, if the polytope P x is contained in a hyperplane in which case we have L(P, Λ) 2 d−1 ).
As usual, a Helly-type result always yields a central point theorem-type result. The following variant of this theorem is one of the key ingredients of the proof of Theorem 1.2.
Corollary 5.2 (Integer central point theorem). Let (P, Λ) be a convex flag with a lattice. Let {q 1 , . . . , q n } ∈ Λ ∩ P be a set of different points of P and let ω 1 , . . . , ω n be a non-negative weights with ω i = ω. Then there is an integer interior point q of the set {q 1 , . . . , q n } such that for any linear functional ξ with D ξ ∩ D q = ∅ we have
where the sum is taken over all i such that D ξ ∩ D q i = ∅ and ξ · q i ξ · q.
Proof. For a linear functional ξ such that D ξ ∩ D q = ∅ and a real number α let S ξ,α ⊂ {q 1 , . . . , q n } be the set of points q i such that ξ · q i α (if this expression is defined). Let F be a family of sets S ξ,α for which 
which implies the required inequality if we let α → ξ · q.
6 Flag Decomposition Lemma
The statement
In this section we formulate and prove the Flag Decomposition Lemma. Recall that a convex flag with a lattice (P, Λ) consists of affine spaces A x , convex polytopes P x ⊂ A x , lattices Λ x ⊂ A x (which are both do not necessarily have full dimension) and connecting homomorphisms ψ y,x : A x → A y . Unless otherwise specified, the prime number p is assumed to be sufficiently large with respect to all other parameters during this section.
Recall that a linear function on an affine space A is a function ξ of the form
Note that we allow ξ to have a constant term. We denote the vector space of all linear functions on an affine space A by A * . We emphasize that this space is different from the dual space of the vector space corresponding to A. Note that if we have a pair of affine spaces A 1 ⊂ A 2 then there is a restriction map A * 2 → A * 1 between the spaces of linear functions. For an arbitrary function f : V → R 0 and for a subset S ⊂ V we denote by ω f (S) the total weight of f on the set S, that is
Definition 6.1 (Slab, thinness and thickness). Let K 1 be an integer and ε ∈ (0, 1). Let V be an affine space over F p and let f : V → R 0 . Fix a linear function ξ ∈ V * . 1. A K-slab along ξ is the set
A function f is called (K, ε)-thick along ξ if it is not (K, ε)-thin along ξ.
Note that if ξ is a constant function then the definition of H(ξ, K) degenerates. Namely, for any K either H(ξ, K) = V or H(ξ, K) = ∅. Definition 6.2 (F p -Representation). Let (P, Λ) be a convex flag with a fixed lattice and let V be a vector space over F p . Then a representation ϕ of (P, Λ) in V is the following collection of data:
For any x ∈ P there is a surjective map ϕ x : V x → Λ x /pΛ x such that for any x ≺ y we have ϕ y = ψ y,x ϕ x .
Analogously, one can define a notion of F-representation for any field F replacing Λ x /pΛ x by Λ x ⊗ Z F in the above formula.
We denote the fact that ϕ is a representation of (P, Λ) in V by the following expression: ϕ : V → (P, Λ). In following definitions we consider functions f : V → N from a finite vector space V to naturals numbers. Note that 0 is considered to be a natural number and that essentially the same results hold if f takes nonnegative real values. But it is more convenient for us to consider functions taking natural values because such functions correspond to characteristic functions of multisets. 
Then the convex hull of the set of points q ∈ Λ x such that f (q) = 0 coincides with P x . In particular, P x is contained in the affine hull of Λ x . So a flag decomposition is a way to express an arbitrary function f : V → N as a sum F = x∈P f x and an "error" term (f − F ) with the property that f x is supported on V x and f x determines a polytope P x ⊂ A x . Of course, a flag decomposition may be useful only if the error term (f − F ) is small. Definition 6.4 (Sharp decomposition). We say that a flag decomposition is ε-sharp if
For x ∈ P we denote by F x the sum y x f y so that in particular F = F sup P . Another important property of a flag decomposition is that polytopes P x have bounded size. To be more precise we need a notion of a K-bounded convex flag. Definition 6.5 (K-bounded convex flag). Let K : P → N be a decreasing function (that is, x ≺ y implies K(x) K(y)). Assume that for any x ∈ P the polytope P x is contained in the affine hull of Λ x .
We say that the convex flag (P, Λ) is K-bounded if for all x ∈ P there is a set of linear functionsĒ x on A x such that: 1. For any x ≺ y ∈ P the polytope P x is contained in the strip H(ξ, K(y)) = {v ∈ A x | |ξ · ψ y,x v| K(y)} ⊂ A x for any ξ ∈Ē y . 2. The intersection of the lattice Λ x with the intersection of all strips H(ξ, K(y)) over ξ ∈Ē y and y x is finite. 3. Functions fromĒ y take integer values at points of Λ y .
The third condition allows us to pull-backĒ x to a set E x of linear functions on V x which will be convenient later.
In Section 5 be defined what points of a convex flag are. Now we define proper points which reflect structure of the support of f . Definition 6.6 (Proper points). For a point q ∈ Λ ∩ P define f (q) to be equal to f (q x ) where x = inf D q .
A point q ∈ Λ ∩ P of a convex flag (P, Λ) corresponding to a flag decomposition ϕ : V → (P, Λ) is said to be proper if q is a convex combination of some points q 1 , . . . , q N ∈ Λ ∩ P which satisfy f (q i ) > 0.
In our definition of a convex flag P, we do not require that faces of a polytope P x should also belong to P. Definition 6.7 (Good face). Let x ∈ P and Γ be a face of P x . Define x Γ ∈ P to be the minimal element of P x such that for any proper point q which is defined over x and q x ∈ Γ it follows that x Γ ∈ D q .
We say that the face Γ is good if ψ
Note that the definition of x Γ is correct. Indeed, one can define
where the supremum is taken over all proper points q which are defined over x and q x ∈ Γ. Also note that obviously x Γ x. Also note that the definition of a flag decomposition implies that, in fact, ψ x,x Γ (P x Γ ) = Γ but the map ψ x,x Γ may not be injective in general. For a subset S ⊂ Λ x we denote by ω f (S) the sum q∈S f (q). 
The motivation of this definition is that the minimal face containing a θ-central point of a convex flag (or just a polytope) is (θ, 1 − θ)-large. Definition 6.9 (Complete element). Let ϕ : V → (P, Λ) be a K-bounded flag decomposition, δ > 0 and g : N → N is an increasing function. Let x ∈ P be an element such that x Px = x. Then x is called (g, δ)-complete if for any linear function ξ ∈ V * x , which is not constant on fibers of ϕ x , the function F x is (g(K(x)), δ)-thick along ξ.
For an arbitrary x ∈ P we say that x is (g, δ)-complete if x Px is (g, δ)-complete.
The condition x = x Px means that there is no y ≺ x such that any proper point supported on x is supported on y. Definition 6.10 (Complete decomposition). Let g : N → N be an increasing function and let ε, δ > 0. A K-bounded flag decomposition ϕ : V → (P, Λ) is called (g, ε, δ)-complete if for all x ∈ P any ε-large face Γ ⊂ P x is good and the element x Γ is (g, δ)-complete. Let V be a d-dimensional vector space over F p . Let f : V → N be an arbitrary function. Then f has an ε-sharp flag decomposition ϕ : V → (P, Λ) and there is a function K : P → N such that: 1. (Boundedness) The convex flag (P, Λ) is K-bounded and for any x ∈ P we have K(x) ≪ g,d,ε 1.
(30)
In the next section we define two operations on a flag decomposition which will allow us to construct a complete flag decomposition. In Section 6.3 we prove Theorem 6.1.
Refinements
A flag decomposition whose existence is guaranteed by Theorem 6.1 has the property that all "large" faces are good and complete. A desired flag decomposition will be constructed inductively: we start from a trivial flag decomposition and at each step modify the decomposition in such a way that the number of good and complete faces increase. We will show that after a finite number of steps all large faces of the flag decomposition will become good and complete (in fact, one should be more careful in order to obtain ε-sharpness condition and other quantitative estimates).
Before we formulate refinement operations we need to introduce some further terminology. In what follows, we will work with more than one flag decomposition at once. Different convex flags will always be denoted by symbol P with a superscript (P ′ ,P, P i etc...) and corresponding objects of a flag decomposition will receive the same superscript. 
For any x ∈ P we have
For any x ∈ P we haveF x F x , that is for any w ∈ V x an inequality y xf y (w) y x f y (w) holds. The first operation allows us to make a particular face good while maintaining goodness and completeness of all other faces. All quantitative estimates on the flag decomposition will remain the same after this operation except that the number of elements in P will double. Proposition 6.1 (First Refinement). Let ϕ : V → (P, Λ) be a K-bounded ε-sharp flag decomposition of a function f : V → N. Let Γ be a face of P x for some x ∈ P. Then there exists an extensionP = P ∪ S of P such thatP y = P y for any y ∈ P, Γ ⊂ P x is a good face inP andŷ x Γ for anyŷ ∈ S. Moreover, P is ε-sharp, |P| 2|P| andP isK-bounded with the functionK defined aŝ
If a face Γ ′ of a polytope P y , y ∈ P, is good in P then Γ ′ is good inP. If an element y ∈ P is (g, δ)-complete for some g and δ then y is also (g, δ)-complete inP. For anyx ∈P we haveĜ(x) min x x, x∈P G(x).
Proof. W.l.o.g. we may assume that x = x Γ and Γ is a proper face in P x . Let Θ ⊂ Λ x be the intersection of Λ x with the affine hull of Γ. Let U ⊂ V x be the preimage of Θ/pΘ. Let S be the set of y x such that F y is non-zero on U. For y ∈ S letfŷ be the restriction of f y on U and letf y = f y −fŷ. LetP = P ⊔ S (where elements of S will be denoted byŷ). The partial order on S is induced from P and the partial order onP is obtained from orders on P and S and extra relationsŷ y for all y ∈ S. Forŷ ∈ S define Aŷ = A y , Vŷ = V y ∩ U, define Pŷ to be the polytope P y ∩ ψ −1 y,x Γ. Maps ψ y,ŷ : Aŷ → A y are the identity maps. The lattices Λŷ are obtained by intersection of Λ y with affine hulls of Pŷ. All these constructions allow us to define a convex flag (P,Λ), an F p -representationφ : V → (P,Λ) also can be defined in the natural way. A structure of a flag decomposition on ϕ is defined using functionsf y andfŷ defined above. It is easy to see that for y ∈ P we haveF y = F y , so that the polytopes P y are still convex hulls of supports ofF y . Similarly, Pŷ is the convex hull of the support ofFŷ. It is clear that (P,Λ) is an extension of (P, Λ) and |P| 2|P|. Since the total weight of functionsf is the same as of functions f the flag decompositionP is also ε-sharp. From definition of polytopes Pŷ it follows thatP isK-bounded withK defined as in (31).
It is easy to see that Γ is a good face inP, indeed, x Γ =x since all proper points supported on Γ are now also supported onx. In a similar manner one can verify assertions about good faces, complete elements and the bound on gaps of elements.
The second operation allows us to make a good face complete. In this case statistics of the flag decomposition such as sharpness, boundedness, thickness, etc... will change in a manner controllable by the choice of δ. 
Proof. We may clearly assume that x = x Px and that x is not (g, δ)-complete (otherwise we putP = P). So there is a linear function ξ on V x such that F x = y x f y is (g (K(x) ), δ)-thin along ξ and ξ is linearly independent from the space W ⊂ V * x of linear functions which are constant on fibers of ϕ x . Let ξ 1 , . . . , ξ l ∈ V * x be a maximal sequence of linear functions such that the space W, ξ 1 , . . . , ξ l has dimension equal to dim W + l and for any i = 1, . . . , l the function F x is (g i (K(x)), 3 i δ)-thin along ξ i . It follows that for any η which is linearly independent from W, ξ 1 , . . . , ξ l the function F x is (g l+1 (K(x)), 3 l+1 δ)-thick along η.
Let Ω ⊂ V x be the intersection of strips corresponding to ξ i -s:
For y x let f ′ y be the restriction of f y on the set Ω. Observe that
so the function F ′ x = F x | Ω = y x f ′ y is (g l+1 (K(x)), 1 2 3 l+1 δ)-thick along any η ∈ W, ξ 1 , . . . , ξ l . For y x defineφ y : V y → Λ y /pΛ y × F l p by the rulê ϕ y (w) = (ϕ y (w), ξ 1 (w), . . . , ξ l (w)), and for y x we letφ y = ϕ y . The next claim will guarantee us the "large gap" property. Claim 6.3. There is an arrangement of functionsf y : V y → N for y ∈ P such thatf y f y for all y ∈ P andf y f ′ y for all y x. DenoteF = y∈Pf y and F ′ = y∈P f ′ y , then we have
For any y ∈ P and every point q ∈ Λ y the weight of the functionF y on the fiberφ −1 y (q) is either 0 or is at least
Here the functionK is defined as follows: if y x then we let K(y) = max{K(y), g l (K(x))} and we letK(y) = K(y) otherwise.
Proof. We apply the following procedure to the arrangement (f ′ y ) y∈P (where we define f ′ y = f y for y x). LetΛ y = Λ y for y x andΛ y = Λ y × Z l for y x. If there is a point q ∈Λ y such that
then we replace each function f ′ z for z y with the restriction of f ′ z on the complement to the fiberφ −1 y q. Note that this operation decreases the total weight of F ′ by at most δ 2 (2K(y)) −d |P| −1 ω F ′ (V ). Repeat this operation until there are no points q ∈Λ y (for all y) satisfying (38).
Since (P, Λ) is K-bounded, for any y ∈ P all points q ∈ Λ y which satisfy f (q) > 0 lie in a box with side length at most 2K(y) and of dimension at most d = dim V . So there are at most (2K(y)) d such points in Λ y and thus in the case when y
x the described removing operation was applied at most (2K(y)) d times to points from Λ y . If y x then all points q for which the fiber is non-empty lie in the box of the form [−K(y), K(y)] a × [−g l (K(x)), g l (K(x))] b (because f ′ y is supported on the set Ω, see (35)). So there are at most (2K(y)) a (2g l (K(x))) b (2K(y)) d such points q in this case and so the removing operation was applied at most (2K(y)) d times in this case as well.
We conclude that the operations corresponding to y decreased the total weight of F ′ by at most (2K(y)) d · δ 2 (2K(y)) −d |P| −1 ω F ′ (V ) = δ 2 |P| −1 ω F ′ (V ) which immediately implies the bound (37). Definê f y to be the final value of f ′ y after the procedure described above.
Now we describe an extensionP = P ∪ S. Let S be a copy of the set P x = {y ∈ P : y x} (elements of S will be denoted asŷ where y x is the original element). A partial order on S will be the same as in the set P x , on the setP we impose additional relationsŷ ≺ y for all y ∈ P x . For an elementŷ ∈ S we defineΛŷ = Λ y × Z l , Aŷ = A y × Q l , Vŷ = V y , the mapφŷ : V y →Λŷ is defined as in Claim 6.3. The connecting maps ψ y 1 ,y 2 for various y 1 , y 2 ∈P are defined in the natural way. It remains to describe the polytopes Pŷ and the new flag decomposition (f y ). For y x we letf y to be function obtained from Claim 6.3, for y
x we letf y = 0 and we letfŷ to be the function obtained in Claim 6.3. The polytopeP y , y ∈P, is defined as the convex hull of the image of the support ofF y under the mapφŷ (assuming that p > 2K(y) for every y ∈P this image is well-defined). If necessary, replaceΛ y by the intersection ofΛ y with the affine hull ofP y and then modify the space V y accordingly.
From (36) and (37) we see that the obtained flag decomposition ϕ : V → (P,Λ) is (ε + 3 d+1 δ)-sharp. ClearlyP isK-bounded forK as in Claim 6.3 and (32) clearly holds. Claim 6.3 easily implies (33).
The assertion 4 about complete elements y ∈ P holds because the total weight removed is at most 3 d+1 δω F (V ) and so if F x is (K, α)-thick along some linear function η then the weight ofF x outside the strip H(η, K) is at least αω Fx (V x ) − 3 d+1 δω F (V ) which gives us the claim.
Finally, and most importantly, we need to check that x is (g, δ)-complete inP. First, it is clear that xP x x in the flag decompositionP becausef y = 0 for any y x. It is clear that a linear function η is not constant on fibers ofφx if and only if η ∈ W, ξ 1 , . . . , ξ l . It clearly enough to check the thickness condition for all η ∈ W, ξ 1 , . . . , ξ l (but note that xP x may be not equal tox. However, functionsF xP x andFx do coincide).
Recalling the statement below (36) and from the bound (37) we see that for any η ∈ W, ξ 1 , . . . , ξ l the functionF x has weight at least β = 1
it follows that the weight ofF x outside H(η, g l+1 (K(x))) is at least δωF x (V x ). But recall that by definitionK(x) = g l (K(x)) soF x is (g (K(x) ), δ)-thick along η. Proposition 6.2 is proved.
Proof of Flag Decomposition Lemma
The next simple lemma says that there cannot be too many faces of large weight in a polytope. Lemma 6.4. Let P ⊂ Q d be a polytope and µ is an arbitrary measure on Q d , fix ε > 0 and let N be the number of faces Γ ⊂ P such that µ(Γ) εµ(P ) but µ(Γ ′ ) (1 − ε)µ(Γ) for any proper face Γ ′ ⊂ Γ. Then N (1/ε) 2d+1 .
Proof. Let us show by induction that for any t = 0, 1, . . . , d there is a collection of at least ε 2t+1 N ε-large faces of P which contain a common t-dimensional subface. Since P has only one d-dimensional face this is clearly enough to establish the result.
For the base step observe that the sum of weights of all ε-large faces is at least εNµ(P ) so there is a point q ∈ P which is contained in at least εN faces. So there is a vertex of P which contains at least εN ε-large faces. Now suppose that there are l ε 2t+1 N faces Γ 1 , . . . , Γ l ⊂ P which are ε-large and contain a t-dimensional face F . Observe that for any i we have µ(Γ i \ H) εµ(Γ i ) ε 2 µ(P ) so there are at least ε 2 l sets Γ i \ H which contain a common point q. Then the minimal face containing H and q is contained in at least ε 2 l ε 2(t+1)+1 N ε-large faces. Now we turn to the proof of Theorem 6.1. Let f, ε, g, V be as in the statement. We are going to construct a sequence of flag decompositions which will eventually lead us to the desired flag decomposition. Before we do this, we need to introduce certain invariants of decompositions.
Let ϕ : V → (P, Λ) be a flag decomposition of f . For an element x ∈ P define the level l(x) of x to be the pair (codim V x , dim Λ x ). Note that this is an integer vector in the square [0, d] 2 . Also note that if y
x then l(y) lex l(x) that is either codim V y > codim V x or dim V y = dim V x and dim Λ y dim Λ x . Observe also that l(x) = l(y) if and only if V x = V y and polytopes P x and P y have equal dimensions (we assume that dimensions of Λ x and of P x coincide) and ψ x,y is an injection.
Let ϕ 0 : V → (P 0 , Λ 0 ) be the trivial flag decomposition of f , namely, P 0 consists of one element x, V x = V , the affine space A x is zero-dimensional, f x = f , etc.. We will apply a sequence of refinements to ϕ 0 in order to obtain a flag decomposition satisfying Theorem 6.1. Let δ 0 ≫ d,ε 0 be a sufficiently small number to be determined later, denote δ j = 3 −(d+1)j δ 0 . Let us describe the i-th step of an algorithm which will lead us to a complete flag decomposition. The Step i receives a flag decomposition ϕ i−1 : V → (P i−1 , Λ i−1 ) as an input and returns a new flag decomposition ϕ i : V → (P i , Λ i ).
Step i of algorithm. Case 1. Suppose that the flag decomposition ϕ i−1 contains an element x ∈ P i−1 and an ε-large face Γ ⊂ P i−1 x which is not good. Then consider a minimal element x (with respect to the partial order on P i−1 ) such that the level l(x) is minimal and P x contains an ε-large non-good face Γ and apply First Refinement to the pair (x, Γ). Denote the obtained flag decomposition by ϕ i : V → (P i , Λ i ) and proceed to Step i + 1. Case 2. If all ε-large faces are good then consider a minimal element x in P i−1 of minimal level such that P x is ε-large and x is not (g, δ i )-complete. Then apply Second Refinement to the element x with parameter δ = δ i , denote the resulting flag decomposition by ϕ i : V → (P i , Λ i ) and proceed to Step i + 1. Case 3. If all ε-large faces are good and all ε-large elements are complete then finish the algorithm and return the flag decomposition ϕ i−1 : V → (P i−1 , Λ i−1 ).
We claim that the algorithm described above works correctly if δ 0 is sufficiently small and finishes in a number of steps bounded in terms of d and ε. We also claim that the output of the algorithm is the desired flag decomposition.
It is clear that either the algorithm will return a flag decomposition after a certain amount of steps or will run forever: indeed, the only thing one has to check is that Proposition 6.2 is always applicable in Case 2. This is the case if we take δ 0 < 3 −d−1 ε.
First we check that the output of the algorithm is exactly what we need. Suppose that algorithm stopped at step N ≪ d,ε 1 and returned a flag decomposition (P, Λ). It is clear that |P| 2 N ≪ d,ε 1 and that δ := δ N δ 0 3 −N (d+1) ≫ d,ε 1. Since Case 1 is not applicable at step N all ε-large faces of P are good. Since Case 2 is not applicable at step N we conclude that all ε-large elements of P are (g, δ)-complete. So the flag decomposition (P, Λ) is (g, ε, δ)-complete and Property 2 of Theorem 6.1 is verified. It is also not difficult to see that for any x ∈ P we have K(x) ≪ g,d,ε 1 which follows from definitions ofK in Propositions 6.1 and 6.2. So Property 1 also holds. Property 3 of Theorem 6.1 follows from analogous estimates in Propositions 6.1 and 6.2 (note that δ < |P| −1 ). Finally, the flag decomposition (P, Λ) is clearly 2δ 0 -sharp because the total weight removed from f is at most
We conclude that if the algorithm stops in time bounded by d, ε then the resulting flag decomposition satisfies conditions of Theorem 6.1. Claim 6.5. Algorithm terminates after a bounded in terms of d and ε number of steps.
Proof. Suppose that the algorithm has made at least N steps and let us arrive at a contradiction provided that N is sufficiently large.
The first observation is that the algorithm cannot proceed through Case 1 too many times in a row. Proposition 6.6. There is an increasing function H : N → N such that for any i 1 for which H(i) < N there is an index j ∈ [i, H(i)] such that Case 2 was applied at Step j. The function H depends on d and ε only.
Proof. For l ∈ [0, 2d] let b j (l) be the number of pairs (x, Γ) such that Γ ⊂ P i x is an ε-large non-good face, x = x Γ in P j and l(x) = l. Let b j = (b j (0), b j (1), . . . , b j (2d)). We claim that if First Refinement was applied at step j then we have b j ≺ lex b j−1 . Indeed, suppose that (x, Γ) is the pair on which the refinement was applied at step j. So we have P j = P j−1 ∪ S where for anyŷ ∈ S we haveŷ x Γ (here x Γ is viewed as an element of P j ). In particular, l(ŷ) l(x Γ ) but Γ is a proper face in P x so l(x Γ ) ≻ l(x). Thus, elements of S do not affect the first l + 1 coordinates b j (0), . . . , b j (l) of the vector b j . From Proposition 6.1 we see that all pairs (y, Γ ′ ) in P j−1 which were good remain good in P j and the pair (x, Γ) is good in P j . We conclude that b j (l ′ ) b j−1 (l ′ ) for l ′ < l and b j (l) < b j−1 (l). Also note that for any l ′ > l we have a bound b j (l ′ ) 2 j (1/ε) 2d+1 since |P j | 2 j (which may be easily seen by induction) and Lemma 6.4 tells us that each y of level l ′ contributes to b j (l ′ ) at most (1/ε) 2d+1 pairs.
We conclude that if the algorithm goes only through Case 1 then the sequence of vectors b j is decreasing in the lexicographic order which is impossible. Furthermore, the bound b j (l ′ ) ≪ d,ε,j 1 implies that the maximal length of a descending chain b i ≻ b i+1 ≻ . . . is bounded in terms of i, d and ε. This means that Case 2 must have occurred at some point before a certain threshold H(i) = H d,ε (i).
Let ε i = ε − i j=0 δ j , note that the latter series converges as i → ∞ and that one clearly has ε i > ε/2 for all i. Now for each x ∈ P i we associate a number n i (x) which is equal to the number of ε i -large faces Γ ⊂ P i
x . We note that element x can be also considered as an element of flag decompositions P j for all j i and that we have a sequence of inclusions P i x ⊃ P i+1
x ⊃ . . . of corresponding polytopes. Due to the first estimate from Proposition 6.2 we see that if Γ ⊂ P i x is ε i -large in P i then Γ ′ = Γ ∩ P i+1
x is ε i+1 -large in P i+1 . This implies that for any x ∈ P i the sequence n i (x), n i+1 (x), . . . is non-decreasing. On the other hand, by Lemma 6.4 we have n j (x) (2/ε) d+1 for all j i and so we conclude that for any x ∈ P i the sequence (n j (x)) j i eventually stabilizes.
Let {j 1 , j 2 , ...} be the sequence of numbers of steps on which Case 2 was applied. It follows from Proposition 6.6 that the number of elements in this sequence is at least T where T is the minimal number such that H T (1) N. In particular, T → ∞ as N → ∞ and the magnitude of growth of T is bounded in terms of d and ε only. Thus, it suffices to show that T cannot be arbitrarily large.
Let us call an element x ∈ P i good at step i if there is no non-good pairs (x, Γ) in P i . Note that if x ∈ P i is (g, δ i )-complete and good at step i then neither of Cases 1 and 2 can be applied to x at step i. Note that if x is (g, δ i )-complete at some step i then x is (g, δ j )-complete in P j for all j i, indeed, this follows from estimates given in Propositions 6.1 and 6.2. Therefore, Second Refinement can be applied to x at most once. Now consider minimal l such that |P jt l | = |P j t−1 l |. It is clear that for l ′ ≺ l we have σ jt,l ′ σ j t−1 ,l ′ . As we showed before, a refinement at some step i ∈ (j t−1 , j t ] was applied to an element x ∈ P i−1 of level l ′ = l(x) strictly less than l. By Claim 6.7 we have n j t−1 (x) < n jt (x). This implies that σ jt,l ′ ≺ σ j t−1 ,l ′ which in turn implies Σ jt ≺ Σ j t−1 .
It is easy to see that any descending chain in Ω stabilizes. Thus, any descending chain in Ω [d] 2 stabilizes as well. Let A t be the total number of non-zero coefficients in sequences σ jt,l . It is clear that
that is, the size of A t is bounded by a certain function of t. By a standard argument, this implies that the maximal number of steps in which the sequence Σ jt stabilizes is bounded in terms of d and U only. But we assumed that at least T such steps were made. Thus, T ≪ d,ε 1 since U ≪ d,ε 1 and, therefore, N ≪ d,ε 1 as desired.
7 Proof of Theorem 1.2
Since s(F d p ) w(F d p )(p − 1) + 1 for any d and p, it is enough to prove that for any fixed d 1, any ǫ > 0 and all sufficiently large primes p > p 0 (d, ǫ) the inequality
The statement below is an intermediate step in the proof of Theorem 1.2. Roughly speaking, the proof of Theorem 7.1 below contains the geometric part of the argument while the deduction of Theorem 1.2 from Theorem 7.1 mainly consists of the Alon-Dubiner-type argument.
Theorem 7.1. Let ǫ > 0, p > p 0 (d, ǫ) and let V = F d p . Let X ⊂ V be a multiset of size at least ǫp. Let g : N → N be an increasing function.
If p > p 1 (d, ǫ, g) then there are: -an affine subspace W ⊂ V , -a set E ⊂ W * of linearly independent linear functions on W , -constants K ≪ d,ǫ,g 1, µ ≫ d,ǫ,K 1 and δ ≫ d,ǫ 1, -a set C ⊂ [−K, K] E of size at least 2 and positive integer coefficients α q , q ∈ C. -For any q ∈ C let S q be the set of points v ∈ W such that for any ξ ∈ E we have ξ(v) = q ξ . Then there is a multiset X q ⊂ X ∩ S q such that the following holds: 1. We have:
and for any q ∈ C we have:
2. Let f be the characteristic function of the union X ′ = ∪ q∈C X q ⊂ X. Let ξ ∈ W * be a linear function which does not lie in the linear hull of E. Then f is (g(K), δ)-thick along ξ.
Let us emphasize the dependence of parameters g, K, δ, µ. The most important thing of course is that these parameters do not depend on p. It is crucial that µ and δ do not depend on the choice of function g (however, µ depends on K, K depends on g, but it does not imply that µ depends on g). In particular, for any fixed function F (K, µ, δ) which is monotone in all parameters one can always find g such that g(K) > F (K, µ, δ) holds for g, K, µ, δ from Theorem 7.1.
We prove Theorem 7.1 in Section 7.1. In Section 7.2 we deduce Theorem 1.2 from Theorem 7.1.
Proof of Theorem 7.1
Let X ⊂ V, ǫ, g be as in the statement of Theorem 7.1 and let p be a sufficiently large prime. Let f : V → N be the characteristic function of X. Apply Theorem 6.1 to f with the same function g as in Theorem 7.1 and ε sufficiently small. We obtain a flag decomposition ϕ : V → (P, Λ) of the function f satisfying conclusions of Theorem 6.1.
Proposition 7.1. The Integer Helly constant of (P, Λ) is at most w(F d p ).
Proof. Take arbitrary points q 1 , . . . , q n ∈ Λ ∩ P of the convex flag P where n > w(F d p ). Let x i = inf D q i and let w i ∈ ϕ −1
x i (q i,x i ) be an arbitrary point of V x i ⊂ V lying in the preimage of the point q i,x i . We obtained a set of n > w(F d p ) points in V ∼ = F d p and so, by the definition of the weak Erdős-Ginzburg-Ziv constant, there are non-negative integer coefficients α 1 , . . . , α n such that
Let q be a convex combination of points q 1 , . . . , q n with coefficients α i /p. By definition, q is a point of the convex flag P such that
and for any x ∈ D q we have an identity
We claim that q x ∈ Λ x for any x ∈ D q . Indeed, if we consider points q i,x (where we consider indices i such that x ∈ D q i ) as elements of the quotient Λ x /pΛ x then we have q i,x ≡ ϕ x (w i ). Let us pick arbitrary origins in affine spaces Λ x /pΛ x and V x . Then we have the following:
Recall (43) and so (46) means that q x belongs to the lattice Λ x . We conclude that q is an integer point of the flag (P, Λ). By definition, at least two coefficients α i are nonzero, so q is different from points q 1 , . . . , q n . Let Θ be the minimal sublattice of Λ which contains all points q 1 , . . . , q n . To ensure that q is an integer interior point, we have to check that q ∈ Θ, that is q x ∈ Θ x for any x ∈ D q .
Recall that the flag (P, Λ) is K-bounded by the conclusion of Theorem 6.1. So lattices Λ x and Θ x are defined in terms of vectors whose coordinates are at most K(x) ≪ g,d,ε 1. This means that if we fix g, d and ε then there are only finitely many possible choices of Λ x and Θ x . In particular, if we let A to be the torsion subgroup in Λ x /Θ x then the cardinality |A| is bounded by a number which is independent from p. So if p is large enough, we may assume that A does not contain p-torsion.
Now let q ∈ Λ x /Θ x be the coset corresponding to q. Since q i,x = 0 in the group Λ x /Θ x , (45) implies that p · q = 0 in Λ x /Θ x . But we showed that A does not contain a p-torsion, so the map a → p · a is an injective endomorphism of Λ x /Θ x . It follows that q = 0 and q x ∈ Θ x .
We conclude that q is an integer interior point of the set {q 1 , . . . , q n } and so L(P, Λ) w(F d p ).
Let us define a set of points Q of the convex flag (P, Λ) in the following way. For x ∈ P we consider the set Q x consisting of points q ∈ P x ∩ Λ x such that ω fx (ϕ −1
x q) > 0. Note that every such point q ∈ P x ∩ Λ x determines a proper point of the flag (P, Λ) (in the sense of Definitions 5.3 and 6.6). Because of this, we denote elements of Q x by bold letters. Assign the weight w q = ω fx (ϕ −1
x q x ) to a point q ∈ Q x and define Q to be the (disjoint) union of all Q x .
Apply Integer Central Point Theorem (Corollary 5.2) to the set Q equipped with the weight w : Q → N. We obtain a point q ∈ P ∩ Λ which obeys (27) for any linear functional ξ. From Definition 6.6 we see that q is a proper point. Let x = inf D q and let Γ be the minimal face of P x which contains q x .
Let ξ be an arbitrary linear functional such that sup D ξ = x and ξ is zero on the face Γ and negative on the complement P x \ Γ, then (27) applied to ξ implies that the weight of points q ∈ Q such that x ∈ D q and q x ∈ Γ is at least w(Q)
It is also easy to see that for any proper subface Γ ′ ⊂ Γ the weight of points q ∈ Q which are supported on Γ ′ is at most (1 − 4 −d )-fraction of the total weight on Γ. Thus, Γ is a 4 −d -large face in P x . If we require ε from Theorem 6.1 to be less than 4 −d then it follows that Γ is a good face (cf. Definition 6.7). Recall that for any proper point q ′ such that x ∈ D q ′ and q ′ x ∈ Γ it follows that x Γ ∈ D q ′ . So x Γ ∈ D q , but on the other hand, we have x = inf D q , and thus x Γ = x. Since Γ is good, we conclude that Γ = P x . That is,
Recall that by Property 3 of Theorem 6.1 we have ν(q) ≫ d,ε K(x) −d |X| for any vertex q of the polytope P x . Now we can apply (27) to a usual linear functional ξ on P x to conclude that:
On the other hand, since the flag decomposition ϕ is ε-sharp, we have w(Q) = ω f ′ (V ) (1 − ε)|X|. Let ν 0 be the total weight of ν on the set C. We see that the point q x is a θ-central point of the set C with respect to the weight function ν, where one can take θ to be
Now we apply Lemma 4.4 to the set C and the θ-central point c = q x with the weight function ν. We let the ε from Lemma 4.4 to be equal to the current ε and require p to be larger than n 0 (ε). This gives us some nonnegative integer coefficients α q , q ∈ C, such that q∈C α q (q, 1) = p(c, 1),
where µ = µ(ε, ν, C). Unfortunately, ν and C are not quite independent from p so we cannot say that µ ≫ K(x),d,ε 1. However, if we coarsen the weight ν slightly, i.e. introduce a new weightν defined as
where T is a large constant depending on K(x), d and ε only, then, thanks to the inequality ν(q) ≫ d,ε K(x) −d |X| which holds for the vertices of P x , the functionν is still positive on all vertices of P x and so c still lies in the interior of the convex hull of the support ofν. Thus, Lemma 4.4 is still applicable. It is not difficult to see that if T is large enough, then (51) holds with the factor (1 + ε) replaced by (say) (1 + 2ε). But now one can take µ = µ(ε,ν, C) and the key observation is that there is only a bounded number of choices ofν and C. Indeed, by Definition 6.5 C is a set of points contained in a box with side length at most 2K(x). So there are at most 2 (2K(x)) d choices for C. Similarly,ν is a function from C to the set {0, . . . , T } and there are only finitely many such functions. Thus, we can always take µ min
Let us finish the proof of Theorem 7.1. Let W = V x , let E x be the pullback of the set y xĒ y . From Properties 1-3 from the definition of a K-bounded convex flag, we see that one can choose a maximal linearly independent subset E ⊂ E x such that ϕ −1
x (C) is contained in the K-box corresponding to E, i.e. C may be identified with a subset C ⊂ [−K, K] E . For q ∈ C let X q ⊂ X be a multiset whose characteristic function equals to
in particular, |X q | = ω 1 Xq (W ) = ν(q). Continuing (51) we have
which gives us (42) provided that 3ε < ǫ. Therefore, we verified the first conclusion of Theorem 7.1.
In fact, one should consider the set C ′ ⊂ C of whose q ∈ C for whichν(q) > 0. But the difference between these sets is negligible in all estimates above because the ν-weight of the complement C \ C ′ is at most K d · ν 0 T . In particular, one can make this weight less than δν 0 /10 by an appropriate choice of T . Let h be the characteristic function of the union q∈C ′ X q . Recall that we showed that x Γ = x where Γ = P x and that P x is 4 −d -large. So for any linear function ξ on V x = W , which is not constant on fibers of ϕ x , the function y x f y is (g(K(x)), δ)-thick along ξ. But the l 1 -distance between functions y x f y and h is at most δν 0 /10 so the weight of h outside H(ξ, g(K(x))) is at least 0.9δν 0 . Finally, the condition that ξ is not constant on fibers of ϕ is equivalent to the condition that ξ does not belong to the linear hull of E. This shows Property 2 of Theorem 7.1.
Set Expansion argument
In this Section we deduce Theorem 1.2 from Theorem 7.1. Fix ǫ > 0, let g : N → N be a sufficiently fast growing function which will be determined later. Let p ≫ d,ǫ,g 1 be a sufficiently large prime number. Denote V = F d p and let X ⊂ V be an arbitrary multiset of size at least (w(F d p ) + ǫ)p. We apply Theorem 7.1 with ǫ ′ = ǫ 4 d+1 and X, g as above. We obtain some collection of data: W ⊂ V , E ⊂ W * , C ⊂ [−K, K] E , α q , S q , X q , µ, δ as in the statement of Theorem 7.1. Note that Condition 2 of Theorem 7.1 implies that all constant functions on W belong to E . By (42) be obtain that for any q ∈ C we have
here we used inequalities w(F d p ) 4 d and |X| (w(F d p ) + ǫ)p. By (41), the point c = 1 p q∈C αbelongs to the lattice Z E , so after a change of coordinates, we may assume that c = 0 is the origin of Z E . Let Λ ⊂ Z C be the dependence lattice of the set of points C ⊂ Z E , namely
It is not difficult to see that dim Λ = |C| − |E|. We have the following rough estimate on the size of a basis of Λ:
There is a basis of the lattice Λ such that l 1 -norms of its elements are bounded by K (d+2) 2 .
Proof. This follows from the definition (57) and the fact that coordinates of every point q ∈ C are bounded by K.
Recall that X ′ = q∈C X q ⊂ X. Let R = K (d+2) 2 , T ≫ K R, and consider the set Λ 1 = {λ ∈ Λ | λ 1 T }. For λ ∈ Λ 1 define J λ to be the set of pairs (J 1 , J 2 ) where J 1 , J 2 ⊂ X ′ are such that for any q ∈ C we have:
where we denote by λ q the coordinate of λ corresponding to q ∈ C.
Recall that we changed the origin in Z E in such a way that c = 1 p q∈C α= 0. We can choose a pointĉ in W such that ξ(ĉ) = c ξ , so we may makeĉ the origin of W , which makes W a vector space. For an arbitrary set of vectors J denote by σ(J) = v∈J v the sum of all vectors from J. For a pair (J 1 ,
Define a weight function ν : W → R 0 as follows:
where the symbol # denotes the cardinality of the set. Condition 2 of Theorem 7.1 tells us that X ′ is (g(K), δ)-thick along any ξ which does not lie in linear span of E. The next lemma shows that ν has a similar property with slightly worse constants. This will allow us to use Alon-Dubiner-type lemmas from Section 4. Lemma 7.3. If ξ ∈ W * does not belong to the linear hull of E then the function ν is (B, δ/A)-thick along ξ. Here one can take B g(K)
5T and A = max{14δT, 6}. Proof. Suppose the converse and consider a function ξ ∈ W * \ E such that ν is (B, δ/A)-thin along it.
Let Λ 2 ⊂ Λ 1 be the set of λ ∈ Λ 1 such that ν λ is (B, 2δ/A)-thin along ξ. It follows that
. But for any λ ∈ Λ 1 we have ω ν λ (W ) = 1 and so
Next, we show that the values of ξ on sets X q should also be concentrated on short intervals.
Claim 7.4. Let q ∈ C. If there is λ ∈ Λ 2 such that λ q = 0 then there is a number r q ∈ Z such that |ξ · w − r q | 2B for all but 6δ A |X q | elements w ∈ X q . We denote the set of all such w by Z q ⊂ X q .
Proof. Let us assume that λ q > 0, the other case is obtained by interchanging the roles of J 1 and J 2 . By assumption, the number of pairs (J 1 , J 2 ) ∈ J λ such that |ξ · σ(J 1 , J 2 )| B is at most 2δ A |J λ |. Denote by I the set of such pairs (J 1 , J 2 ) ∈ J λ . For an element w ∈ X q let J λ w be the set of pairs (J 1 , J 2 ) ∈ J λ such that w ∈ J 1 . Let us connect a pair of elements w 1 , w 2 ∈ X q by an edge if |ξ · w 1 − ξ · w 2 | > 2B. Denote the resulting graph by G. Observe that if w 1 , w 2 ∈ X q are connected in G and (J 1 , J 2 ) ∈ J λ w 1 \ J λ w 2 then one has (J 1 \ {w 1 } ∪ {w 2 }, J 2 ) ∈ J λ w 2 \ J λ w 1 and |ξ · σ(J 1 , J 2 ) − ξ · σ(J 1 \ {w 1 } ∪ {w 2 }, J 2 )| = |ξ · w 1 − ξ · w 2 | > 2B, therefore, one of the vectors σ(J 1 , J 2 ) or σ(J 1 \ {w 1 } ∪ {w 2 }, J 2 ) does not belong to H. Thus, the number of pairs (J 1 , J 2 ) ∈ J λ w 1 ∆J λ w 2 such that |ξ · σ(J 1 , J 2 )| B is at most one half of the size of this set. Note that if the independence number of the graph G is at least (1 − 6δ A )|X q | then there is a subset Y ⊂ X q for which |ξ · w 1 − ξ · w 2 | 2B for all w 1 , w 2 ∈ Y which obviously implies the claim. So we may assume that the independence number of G is at most (1 − 6δ A )|X q |. This implies that G contains a matching (v 1 , u 1 ), . . . , (v l , u l ) of size l 3δ A |X q | (recall that a matching in a graph G is a set of pairwise disjoint edges).
From definition of J λ we see that |J λ w | = λq |Xq| |J λ | and |J λ w 1 ∩ J λ w 2 | λq |Xq| 2 |J λ | for any w, w 1 = w 2 ∈ X q . By Bonferroni inequality we thus have:
A we obtain a contradiction with the bound |I| 2δ A |J λ |. In fact, the assumption of Claim 7.4 is satisfied for all q ∈ C: Claim 7.5. For any q ∈ C there is λ ∈ Λ 2 such that λ q = 0.
Proof. By (41) the vector (α q ) belongs to Λ and α q > 0 for any q ∈ C. Therefore, for any q ∈ C there is a basis vector λ i ∈ Λ 1 such that λ i q = 0. Let S ⊂ Λ 1 be the set of λ ∈ Λ 1 such that λ q = 0. Dividing Λ 1 into the arithmetic progressions with difference λ i and using the fact that λ i R and T ≫ R we deduce that |S| is much smaller than |Λ 1 |. Thus, by (61) Λ 2 ⊂ S and we are done. The next step is to show that the vector (r q ) is determined by a linear function lying in the linear hull E . Note that if η ∈ E is a linear function on W then the value η · q is well-defined for any q ∈ C. Claim 7.6. There is η ∈ E such that for any q ∈ C we have |r q − η · q| 4BT .
Proof. Let U ⊂ R C be the linear hull of the lattice Λ (in other words, the set of all real vectors (u q ) q∈C such that u= 0). Let r ′ be the orthogonal projection of the vector (r q ) on the space U. First, we estimate the length of the vector r ′ .
It is very easy to see that the number of points λ ∈ Λ 1 which lie in the strip | λ, r ′ | r ′ 2 (which has width 2) is negligibly small compared to |Λ 1 |, so by (61) there is λ ∈ Λ 2 such that | λ, r ′ | r ′ 2 . On the other hand, by orthogonality we have λ, r = λ, r ′ .
Recall that for q ∈ C such that λ q = 0 the set Z q ⊂ X q is the set of vectors w ∈ X q such that |ξ · w − r q | 2B and by Claim 7.4 we have |Z q | (1 − 6δ/A)|X q |. Let J ′ ⊂ J λ be the set of pairs (J 1 , J 2 ) such that for any q we have (J 1 ∪ J 2 ) ∩ X q ⊂ Z q . Let us estimate the fraction |J ′ |/|J λ |, from the definition we have:
here we used |Z q | (1 − 6δ/A)|X q |, the standard inequality cn k c − k n−k k n k and the fact that |X q | µp (which makes the term k n−k negligible). Thus, as long as A > 14δT , we have |J ′ | 0.5|J λ |. But by definition of Λ 2 , the (multi-)set of sums σ(J 1 , J 2 ) for (J 1 , J 2 ) ∈ J λ is (B, 2δ/A)-thin along ξ. In particular, there exists (J 1 , J 2 ) ∈ J ′ such that |ξ · σ(J 1 , J 2 )| B. Expanding this inequality we have:
Since J 1 ∪ J 2 ⊂ Z q we have |ξ · w − r q | 2B for any w ∈ (J 1 ∪ J 2 ) ∩ X q , therefore, by triangle inequality we obtain:
which by (63) and λ 1 T implies | λ, r | 3BT . We conclude that r ′ 2 | λ, r | 3BT . For ζ ∈ E let us denote b ζ = (ζ · q) q∈C ∈ Z C . Since the vector r − r ′ is orthogonal to H, it can be expressed as a linear combination of vectors b ζ . Taking the integer parts of coefficients of this linear combination we conclude that there are integers γ ζ ∈ Z such that r − ζ∈E γ ζ b ζ 2 3BT + K|C| 4BT (because |C| (2K) d and T ≫ R K d 2 ). Define η = ζ∈E γ ζ ζ, it follows that for any q ∈ C we have
and the claim is proved (here we used the trivial inequality u ∞ u 2 ). Now we consider the linear function ξ ′ = ξ − η. Since η ∈ E , the function ξ ′ also does not lie in the linear span of E. On the other hand, for any w ∈ Z q we have |ξ ′ · w| = |ξ · w − η · w| |ξ · w − r q | + |r q − η · w| 2B + 4BT 5BT,
so in other words, q∈C Z q ⊂ H(ξ ′ , 5BT ). But by Claim 7.4 | q∈C Z q | (1 − 6δ/A)|X ′ |, that is, X ′ is (5BT, 6δ/A)-thin along ξ ′ . But we have chosen A and B in such a way that 5BT g(K) and 6δ/A δ, so X ′ is (g(K), δ)-thin along ξ ′ as well which contradicts Condition 2 of Theorem 7.1. This contradiction concludes the proof of Lemma 7.3.
The next part of the proof goes along the same lines as the Alon-Dubiner's argument [1] . Note that since the constant 1 function on W belongs to E , for any (J 1 , J 2 ) ∈ J we have |J 1 | = |J 2 |. Let U ⊂ W be the set of points w ∈ W such that ξ · w = 0 for any ξ ∈ E, in other words, U is the preimage of the central point c which we set to be an origin of W . The set of pairs J was defined in such a way that σ(J 1 , J 2 ) ∈ U for any (J 1 , J 2 ) ∈ J (see (59)). So the function ν is in fact supported on U. Lemma 7.3 implies that ν| U is g(K)
5T , min{ 1 14T , δ/6} -thick along any non-constant linear function on U.
Proposition 7.7. There is a constant c ≫ K,d,ǫ 1 and a sequence of pairs (J i 1 , J i 2 ) ∈ J for i = 1, . . . , cp such that: 1. For any i = j sets J i 1 ∪ J i 2 and J j 1 ∪ J j 2 are disjoint. 2. The sum of cardinalities of all these sets is at most µǫp/4 d+2 . 3. Let M i = {σ(J i 1 ), σ(J i 2 )} and denote the dimension of U by t. Then we have
Using exactly the same argument we can construct another sequence of at most 2cp pairs (J i 1 ,J i 2 ) which are disjoint from the previously constructed sets and satisfy Propositions 7.7 and 7.8. Considering the union of these sequences and applying Cauchy-Davenport we arrive at Corollary 7.9. There is a set of j 4cp pairs (J i 1 , J i 2 ) ∈ J such that: 1. For any 1 i = i ′ j sets J i 1 ∪ J i 2 and J i ′ 1 ∪ J i ′ 2 are disjoint. 2. The sum of cardinalities of all these sets is at most µǫp/4 d+1 . 3. For i = 1, . . . , j let M i = {σ(J i 1 ), σ(J i 2 )}, then the set M 1 + . . . + M j coincides with a coset U + u 0 of U.
Denote by A the union of all J i 1 ∪ J i 2 from Corollary 7.9. Observe that for any q ∈ C we have
thus, by (56) |X q \ A| α q . Let A ′ = j i=1 J i 1 and fix an arbitrary subset B q ⊂ X q \ A of size |B q | = α q − |A ′ ∩ X q |. Let u 1 ∈ W be the sum of elements of B = q∈C B q .
We claim that u 0 + u 1 ∈ U. Indeed, it follows from (41) and the fact that u 0 can be chosen to be u 0 = σ(A ′ ) = j i=1 σ(J i 1 ) (note that it does not matter which element of the pair (σ(J i 1 ), σ(J i 2 )) we include in the sum). Therefore, by Corollary 7.9, Property 3, there is a choice of indices n 1 , . . . , n j ∈ {1, 2} such that
which implies that for the set P = B ∪ j i=1 J i n i (note that this is a disjoint union) we have σ(P ) = 0 and
thus, we found a set P ⊂ X ′ ⊂ X of size p sum of elements of which is zero. Theorem 1.2 is proved.
