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Abstract
In this paper, we introduce a novel method that combines multiple neural network results to decide the class of the
input. In our model, each element is represented by multiple descriptive images. After the training process of the neural
network model, each element is classified by calculating its descriptive image results. We apply our idea to the web
page classification problem using Google Image Search results as descriptive images. We obtained a classification rate
of 94.90% on the WebScreenshots dataset that contains 20000 web sites in 4 classes. The method is easily applicable to
similar problems.
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1. Introduction
Web page classification has been a substantial problem
since the early days of the Internet. In addition to the
exponential growth of the Internet in size, new technolo-
gies and usage areas are developed day by day. With these
developments in the Internet, users, companies, and gov-
ernments need productive and efficient ways to analyze
and classify web pages and other Internet services. Ac-
cording to the needs of the classifier, web pages are classi-
fied mainly by their content topic, whether they are adult,
fraud, or offensive websites. There are three significant
difficulties in web page classification. The first is the con-
tinuous addition of new content to the Internet. Second,
web pages have many attributes that can be used for clas-
sification. This makes it difficult to get a standard when
classifying and requires the usage of complex techniques.
The third is to find adequate and descriptive datasets.
Web pages have many attributes, such as URL ad-
dress, text content, hyperlinks, image content, domain
and server information, HTML tags, semantic web tags.
There are many studies to classify web sites with one or
many of these features. A web page is basically a text
file where content and design are combined using HTML
codes. Therefore text classification methods are dominant
in the literature. But separating content from design, de-
tecting the language of the page, and cleaning unnecessary
words requires attention and complex analysis.
With this paper, we introduce a simple method to clas-
sify web pages with images. Since deep learning is success-
ful with image based classifications, we built our method
on deep learning algorithms.
Deep learning methods have become more popular and
applied to supervised, semi-supervised, unsupervised, and
reinforcement learning problems in the last decade. Es-
pecially convolutional neural networks (CNN) show the
enormous success in visual problems, such as object de-
tection, classification, face recognition. In 1989 LeCun et
al. used a neural network with 3 hidden layers to recognize
handwritten digits [1]. Over time, computers become more
powerful, and GPU usage improved. As a result, new ar-
chitectures of CNN developed for different problems with
having different input analysis styles. Transfer learning
was also started to be used to save time and operation
costs.
In our method, every web site is described by more than
one image, called “descriptive images” for the web site.
Our descriptive images are the Google Image Search re-
sults for web pages URL addresses. We trained well known
CNN models with these descriptive images. Our test web
sites have descriptive images also. We get CNN results for
each image and combine these results into one result with
specific metrics and define the test web site’s class.
To find an adequate dataset is an essential problem for
all Machine Learning researches. This is also true for In-
ternet related problems. Internet content can change very
quickly, and a web site can be closed, parked, or change
topic. Most of the web site datasets are small and cannot
represent the Internet to the desired extent. Some of them
can stay old and require renewal.
With this paper, we also introduce our WebScreenshots
dataset, that is suitable for content based or screenshot
based web site classifications. WebScreenshots contains
20000 web sites in 4 classes.
The outline of this paper is the following: In Section 2,
we provide a literature review for web page classification
with visual features. In Section 3, we introduce our Web-
Screenshots dataset. In Section 4, we declare our method
and metrics used in the method. In Section 5, we explain
our experiments, state the results, compare and discuss
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these results with other methods in the literature. Finally,
in Section 5, we end up with a summary.
2. Related work
Web pages have different kinds of features. Web site
classification can be divided into four main groups accord-
ing to what features are used as classifier: (1) Textual
classifications: URL address, text content, title, HTML
description, HTML code, etc. (2) Visual classifications:
images, design, videos, etc. (3) Graph based classifica-
tions: hyperlink structures, neighbor web sites. (4) And
others: user behaviors, web directories, semantic web, raw
data of domain (IP address, owner, hosting server, hosting
country). In image based classifications, especially screen-
shots of the web page or images on the web page are used.
We will look at these feature usages below.
2.1. Web page screenshots
In screenshot based classifications, the screenshot of the
web page is used as the descriptor of the web page. Mird-
ehghani and Monadjemi analyzed web page screenshots
to automatically evaluate the web page’s aesthetic quality
[2]. They extracted color space histogram and Gabor fea-
tures and fed them to Artificial Neural Networks (ANN).
They used university web sites as the dataset. De Boer et
al. used the same method and added Edge histogram and
Tamura features [3]. Along with aesthetic quality, they
also tried to classify recency and the topic of web pages.
Their dataset consisted of 120 web pages. Videira and
Goncalves improved the method by feature selection tech-
niques and applied Bag of Visual Words to SIFT descrip-
tors [4]. 82,50% accuracy was achieved for four classes,
and 63.75% for eight classes. Their dataset consisted of
90 web pages for each class. In 2019 Dou et al. rated
web pages for their aesthetics value with deep learning
methods [5], using a dataset that contained 398 web page
screenshots. They build a neural network model and used
transfer learning. They made a comparison with user’s
ratings for the web pages with their deep learning model
results.
2.2. Image content
Another method to classify web sites is categorizing a
web page with the class of its image content. In this
method, the images on the web page are analyzed with
image processing techniques, and the web page is classi-
fied with the class of the statically dominant images. This
method is mostly used for binary classification problems
such as detecting pornographic web pages. Arentz and Ol-
stad extracted image features from skin regions and used
a genetic algorithm to train their system [6]. Rowley et
al. used the same method and added clutter features and
face detection techniques [7]. Hammami et al. improved
previous works by combining textual and visual analyzing
results [8]. Their method was to use the ratio of skin-color
pixels to all pixels. Hu et al. made a similar approach
and added contour-based features to detect skin areas [9],
Ahmadi et al. added shape based characteristics [10] to
previous works. Dong et al. combined the bag of visual
words features of the images and textual information of
the image and the web site to detect pornographic web
sites [11].
Hashemi and Hall used image based classification to de-
termine dark propaganda of violent extremist organiza-
tions with the help of deep learning methods [12]. To
realize their project, they built a dataset that contained
120000, manually classified images. They spent four years
for building their dataset. To build the dataset, they used
images from social media besides web pages. The downside
of the dataset was that it was only related to one extreme
group. For another threat, the dataset must be renewed
with related images. They used AlexNet [13] architec-
ture for CNN, and their overall generalization accuracy
for eight classes was 86.08%.
3. Dataset
3.1. WebScreenshots dataset
As can be seen in Section 2, researchers using images in
web page classification have created their datasets. Since
existing databases are small and do not contain descriptive
images for the web pages, we also needed to create a new
dataset, and build our WebScreenshots1 dataset, which is
a subset of Parsed DMOZ data [14].
To build WebScreenshots dataset, we chose our classes
as “machinery”, “music”, “sport”, “tourism” for the first
step. Then we filtered Parsed DMOZ sites for each class.
The Parsed DMOZ dataset has a directory structure. For
example, a music site may be found under Japanese or
Turkish directory. After filtering all web pages for a class,
we took their screenshots. Following the removal of un-
reachable, parked, or closed web sites from the list, for the
last step, we manually checked if the screenshot visually
matches its class through the human eye. The web sites
which could not visually identify their classes are elimi-
nated. Considering 5000 web sites to be a good represen-
tative, we chose 5000 web sites from the list, and we did
the same processes with the next class. For building a
dataset with 20000 images, more than 50000 screenshots
were needed to be processed manually.
Every web site in the dataset has the features: URL
address, class, screenshot image, and text content. Web-
Screenshots dataset does not contain Google Image Search
results due to copyright restrictions.
WebScreenshots is a multilingual dataset. A Python
language detecting package found 44 languages in the
dataset. These languages and the number of web pages
in that language are shown in Table 1.
1https://www.kaggle.com/aydosphd/webscreenshots
2
Table 1: WebScreenshots dataset distribution by web site language
English 9373 Turkish 312 Estonian 34 Tagalog 8
German 3086 Catalan 184 Ukrainian 29 Somali 8
French 1165 Swedish 184 Welsh 27 Bengali 6
Russian 1125 Vietnamese 118 Croatian 24 Thai 6
Italian 1085 Czech 98 Chinese 21 Albanian 4
Dutch 679 Norwegian 79 Korean 18 Latvian 4
Danish 471 Romanian 56 Lithuanian 17 Persian 3
Polish 455 Finnish 55 Indonesian 16 Swahili 3
Portuguese 392 Hungarian 39 Slovak 14 Afrikaans 3
Japanese 385 Bulgarian 37 Arabic 10 Slovenian 2
Spanish 320 Greek 35 Hebrew 9 Macedonian 1
In our work, the dataset is divided into train, validation,
and test sets by randomly chosen 4000, 500, and 500 web
pages, respectively. To facilitate some process, a subset of
the dataset (called Subset in the paper) was also randomly
chosen with 500 web pages in each class (400 train, 50
validation, 50 test) with a total of 2000 web pages.
Table 2: Number of images in image sets for WebScreenshots dataset
Image set # of Sites Train+Validation Test
Google10 20,000 175,988 37,960
Google20 20,000 342,358 37,960
Subset10 2,000 17,550 3,851
Subset20 2,000 34,038 3,851
3.2. Descriptive images: Google Image Search results
In our method, every element in the set is described by
more than one image. We called these images as descrip-
tive images. For the web site classification problem, there
are some possibilities to define a web site with images:
Screenshots or image content of the page, screenshots of
neighbor web sites, search engine results, etc., could be
used. To define a web site, we chose Google Image Search2
results. We searched the URL address of the web page on
Google Image Search and saved the first 20 images into
a directory named after the web page. We filtered only
photo-like images; vector graphics and social media icons
are ignored. We also preserved the order of results and
saved images consecutively with names as 01.jpg, 02.jpg,
..., 20.jpg. Some searches returned less than 20 images. We
used the Google thumbnail images, stored on the Google
Inc. servers since to get the original images from web sites
needs more network bandwidth and time in addition to
the difficulties such as could not be found, different for-
mat, etc.
A search result sample for a web site can be seen in
Figure 1. For this web site, there are five portraits of
employees. Even a human can not distinguish the class of
2https://www.google.com/imghp
the web site comparing only these images. A mechanical,
music, sports, or tourism site can have images like these.
But with the other fifteen images, one can easily classify
this web site as a sports site.
We created four different descriptive image sets to
visually describe web pages in the dataset: Google10,
Google20, Subset10, and Subset20. Google10 and
Google20 are for the full WebScreenshots dataset; Sub-
set10 and Subset20 are for the subset of the dataset.
Google10 and Subset10 were built with the first 10 im-
ages, and Google20 and Subset20 were built with all 20
images of the image search results.
The number of images in each image set can be seen
in Table 2. The reason for total numbers being less than
expected values is that some searches returned less than 20
images. For test sets, we used all 20 images since we were
able to control image numbers during the tests. When we
have a trained model, we can use any number of images
to test a web site, and we can feed the model with 5, 10,
15, or 20 images of the tested web site. More information
can be found in Section 4 about this method.
The histogram of the width-height ratio of Google Image
Search results are shown in Figure 2. The scale of the
histogram is 10%, and ratio labels show the base ratio (i.e.,
0% shows the value of 0%-9%). We discuss the effects of
the information in this chart on our results on Section 5.2.
4. Proposed method
Our method depends on obtaining all the results for de-
scriptive images of a web site, combining them into one
value, and getting the web site class. We used 3 kinds
of accuracy metrics to get one result for a web page from
its multiple descriptive images, and each metric has 4 lev-
els. These metrics are based on the descriptive image’s
prediction values for each class. Since we have 4 classes,
CNN models return 4 real numbers between 0 and 1. And
since a web site has a maximum of 20 descriptive images,
we have a result matrix with the dimensions of 4x20 for a
web site. Our metrics are described below.
Summation (S) metrics are calculated by summation
of columns and the acceptance of the maximum valued
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Figure 1: A sample site’s results on Google Image Search
column as the prediction of the web site. We made sum-
mations for the first 5, 10, 15, and all 20 rows. These
calculations are abbreviated as S05, S10, S15, and S20 in
the paper.
One-hot (H) metrics: In the result matrix, we replaced
the maximum valued class with 1, and the others with 0
for each descriptive image. The same summation processes
are repeated for the new one-hot matrix. One-hot calcu-
lations are abbreviated as H05, H10, H15, and H20 in the
paper.
Average reordered (A) metrics: We calculated the aver-
age of each column and reordered the result matrix via the
column, which has the maximum average, from high value
to lower. The same summation processes are repeated for
the new reordered matrix. Average reordered calculations
are abbreviated as A05, A10, A15, and A20 in the paper.
Note that, since the calculation of S20 and A20 are the
same, they have the same results.
A sample result matrix for one web site is presented in
Table 4. One-hot and averaged reordered transformations
of this matrix can be seen on Table 5 and Table 6 respec-
tively. Notice that after the average reordered transfor-
mation, the Google result order is changed. This shows us
that Google Image Search results are related to the search
query itself, rather than the class of web site on the search
query.
Let W = {w1, w2, ..., wt} be the all web sites in the
test set, Iwi,c be the CNN results matrix of descriptive im-
ages of a web page w with i ∈ {1, 2, .., 20}, c ∈ {1 =
machinery, 2 = music, 3 = sport, 4 = tourism}, I¯wi,c be
the one-hot matrix, and Iˆwi,c be the average reordered ma-
trix of the Iwi,c matrix. Summation, one-hot and average
reordered results for one web page w and for image count
k, can be formulate respectively as below:
Swk,c =
k∑
i=1
Ii,c (1)
Hwk,c =
k∑
i=1
I¯i,c (2)
4
Figure 2: Histogram of width-height ratio of Google Image Search results.
Awk,c =
k∑
i=1
Iˆi,c (3)
In our work, we study 5, 10, 15, and 20 as the
value of k. Maximum valued class (e.g.: CSwk =
max(Swk,1, S
w
k,2, S
w
k,3, S
w
k,4)) is defined as the predicted class
of the web site. Accuracies are calculated as the ratio of
correctly predicted web sites to the total number of web
sites in the test set. For example, for the summation met-
ric:
S05 =
# of correct prediction with k = 5
# of web sites in test set
(4)
We did the same calculations even if a web page has
less than 20 descriptive images. So for example, if a web
page has 8 images, S10, S15, and S20 have the same value.
We also calculated the per image accuracy, the accuracy
of every image individually in the test sets. There are 13
accuracy metrics in total.
5. Experiments and results
5.1. Experiments
In our experiments, we used 6 different CNN ar-
chitectures: VGG16 [15], DenseNet121, DenseNet169,
DenseNet201 [16], RestNet50, and InceptionRestNetV2
[17]. These are well known CNN architectures and used in
many problems. For example, VGG16 won the ImageNet
Large Scale Visual Recognition Challenge (ILSVRC) in
2014 and ResNet won in 2015 [18]. We also took advantage
of transfer learning from the ImageNet dataset. ImageNet
is a dataset containing 1000 classes and over 1.2 million
natural images [19].
Having built the CNN architecture, we replaced the
weights with pre-trained ImageNet weights. Each archi-
tecture had different pre-trained ImageNet weights. Since
we have 4 classes instead of 1000 classes, we replaced the
last dense layer with a layer for 4 classes. We trained
only the last two layers: last dense layer and the previous
average pooling layer. We used categorical cross-entropy
as the loss function, and we set up the learning rate to
0.00001. Since popular deep learning frameworks contain
all used CNN architectures and their ImageNet weights
for transfer learning, any researcher can easily build up
our experimental setup.
During the neural network training process, validation
accuracy gives only per image success. Our metrics must
be applied to the results of the test sets. So we saved the
network models on every five epochs and run our metrics
on these saved models with test sets. Figure 3 shows the all
metrics success for best model Google10 & DenseNet169.
We trained the neural networks up to 100 epochs.
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Table 3: Method accuracies and comparison with other methods
Train set Text C. BoVW VGG16 DenseNet121 DenseNet169 DenseNet201
Page Contents %92.65 - - - - -
Screenshots - 46.95% 59.60% 60.55% 68.10% 68.40%
Subset10 - 62.50% 81.00% 95.00% 97.00% 96.50%
Subset20 - 61.50% 83.50% 94.00% 96.50% 97.50%
Google10 - - 89.55% 93.30% 94.90% 94.35%
Google20 - - 90.35% 93.00% 94.75% 94.45%
5.2. Results
The chosen CNN architectures gave different accuracies
since they had different characteristics in analyzing the
input images. With VGG16, we get reasonable results,
but DenseNets are better than VGG16. DenseNet169 and
DenseNet201 have maximum success rates. Validation
accuracy and loss of RestNet50 and InceptionRestNetV2
were not stable even with a small learning rate, so we ex-
cluded them from our results. We used these architectures
with their trained models with ImageNet dataset. We can
say that trained model of VGG16 is not good enough for
our dataset. Both ResNets and DenseNets are success-
ful on extracting features from ImageNet dataset. But
we used Google Image Search thumbnails images on our
models and there were two major differences between our
dataset and ImageNet. Firstly our dataset consisted of
relatively small images, most of them have less width or
height than the expected input of the CNN models default
value, which is 224 pixels. Secondly ImageNet focused on
objects, and in our dataset there were pictures of people,
landscapes, events and designs. Densenets had been shown
to be successful in this regard.
The chosen CNN architectures gave different accuracies
since they had different characteristics in analyzing the
input images. With VGG16, we get reasonable results,
but DenseNets are better than VGG16. DenseNet169 and
DenseNet201 have maximum success rates. RestNet50 and
InceptionRestNetV2 have high success rates, but valida-
tion accuracy and loss are not stable even with a small
learning rate. This may be observed because of the inputs
that we had used. Google Image Search thumbnail im-
ages are small, and most of them have less width or height
than the expected input of the CNN models default value,
which is 224 pixels. RestNet50 and InceptionRestNetV2
may work for other problems and/or inputs. We excluded
them from our results.
This may be observed because of the inputs that we had
used. Google Image Search thumbnail images are small,
and most of them have less width or height than the ex-
pected input of the CNN models default value, which is
224 pixels. RestNet50 and InceptionRestNetV2 may work
for other problems and/or inputs. We excluded them from
our results.
Our method’s accuracies and comparison with other
methods in the literature are shown in Table 3. Our
method values are on the last four rows and the last four
columns. Page Content, Screenshots, and Bag of Visual
Words (BoVW) values are accuracies of other methods.
All experiments run on the WebScreenshots dataset.
Experiments with Subset10 and Subset20, which con-
tain 2000 web sites, have a success rate of 97.50%. But we
prefer the success rate of the full dataset (Google10 and
Google20) since a dataset with 20000 web sites is a bet-
ter representation for the Internet. The maximum success
rate of 94.90% is obtained with DenseNet169 and Google10
descriptive images. But we observed close values with
all Google10, Google20, and DenseNet169, DenseNet201
models.
We mentioned that our method had 12 metrics (S05,
S10, S15, S20, H05, H10, H15, H20, A05, A10, A15, A20).
We captured the maximum accuracy with A15 metric. Af-
ter the result matrix was reordered for the greater aver-
aged column, this metric used the results of the first 15
images and discarded the least related 5 images. Even the
A05 metric, which used the results of the first 5 images,
had good accuracies. We have already stated that Google
Image Search results are related to the search query itself,
not related to the class of the web site on the search query.
So with reordering, we determined the most useful images
over 20 images. On Figure 3 all metrics can be seen for
best experiment: Google10 set with DenseNet169 model.
All metrics run in every five epochs for the web pages in
the test set. The important metrics are shown by ticker
lines. Accuracy and loss graphs for the best experiment
are shown in Figure 4.
The used CNN models require square inputs with the
size of 244x244 pixels. If there is an image in the dataset
which has a different size, it is automatically resized to
244x244 pixels. There are 380318 images in Google Image
Search results, and the histogram of the width-height ratio
of these images (Figure 2) shows that most of these images
are far from being square. Besides this, since they are
thumbnails, they are small, only 30932 of these images
have width and height larger than 224 pixels. These facts
show that Google Image Search results are not the best
input for our CNN models. But as mentioned, Google is a
reliable source to obtain descriptive images for web pages
and to find better inputs could be very difficult from other
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Figure 3: Success values of 13 accuracy metrics for the best experiment (Google10 & DenseNet169) calculated on every 5 epochs.
Figure 4: Accuracy and loss graphs of the best experiment (Google10 & DenseNet169).
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sources.
5.3. Comparisons with other methods
To compare our method with the other methods in
the literature, we applied the other methods to the Web-
Screenshots dataset and discussed their successes on the
same dataset that we used. WebScreenshots dataset con-
tains one screenshot for each web site and also text con-
tents of the web sites. We used these features for other
methods and Google Image Search results for our method.
Videira and Goncalves used Bag of Visual Words
(BoVW) to classify the topic of web pages [4]. They
achieved 82,50% accuracy for 4 classes, with 90 images
for each class, 360 images in total. When we applied this
method to 20000 images (screenshots of WebScreenshots
dataset), we only get 46.95% accuracy. Our second exper-
iment was to use BoVW in our method instead of CNN
models. We trained subsets of WebScreenshots dataset
(Subset10 and Subset20) using BoVW and Google Image
Search results. After applying our metrics, we could only
get 62.50% accuracy at most.
BoVW accuracy was calculated with these steps: (1)
RootSIFT descriptors [20] were extracted from the images.
(2) K-means clustering was performed to these descrip-
tions. (3) TF-IDF values of the clusters were calculated.
(4) The model was trained with linear SVM. After train-
ing, to find the class of a test web site, we performed the
same processes with its screenshot or descriptive images
and compared SVM results with trained SVM clusters.
RootSIFT descriptors have 128 dimensions, and cluster-
ing on multidimensional space has problems such as the
curse of dimensionality. BoVW requires too much mem-
ory and time since it processes all input images at the
same time. As a result, we concluded that BoVW is not
a suitable method for large datasets. We could not run
BoVW with Google10 and Google20 sets since it requires
extreme memory resources for 380000 images. We tried us-
ing both SIFT and RootSIFT descriptors, and RootSIFT
had slightly better results than SIFT.
Dou et al. classified web pages for their aesthetics
value (binary classification) with deep learning methods
[5]. Their dataset contained 398 web page screenshots,
and they calculated the correlation of their deep learning
with transfer learning model and actual user ratings as
more than 90%. For WebScreenshots dataset, all classes
were predefined, and there were no user predictions. With
this condition, when we applied similar methods to Web-
Screenshots dataset (20000 web sites and screenshots), we
could get 68.40% accuracy at most. On the other hand,
our method achieved 97.50% accuracy for 2000 and 94.90%
accuracy for 20000 web pages and 4 classes.
For the web classification problem, there are numerous
researches which use text classification, since web sites
have more textual features than visual features. To com-
pare our method with textual classification methods, we
contented with a quite common text classification method:
Term Frequency - Inverse Document Frequency (TF-IDF).
TF-IDF applied to web classification problem by Salamat
and Omatu [21]. They used a neural network with 25
hidden layers. Their dataset contains 1166 sports docu-
ments on 11 sports categories (baseball, boxing, tennis,
etc.). They stated their success rate as 83.94% for the
TF-IDF method.
We applied TF-IDF on the WebScreenshots dataset. We
used the text contents of web sites that came with the
dataset. In our experiments, we tokenized the text con-
tents and constructed TF-IDF matrices for training and
test sets. We fed these matrices into a sequential deep
learning network with 5 hidden layers. After trying dif-
ferent values for the vocabulary size parameter, we expe-
rienced a maximum 92.65% success rate for TF-IDF on
the WebScreenshots dataset. Adding more layers did not
impact the result. Our descriptive images method had a
higher success rate, 94.90%, than text classification with
TF-IDF and gave a better result for a multilingual dataset.
6. Conclusion
In this paper, we have presented a web site classification
system based on combining multiple neural network results
into one. In the model, each web site represented by its
descriptive images, which are the Google Image Search re-
sults for the web site URL address. A classification rate of
94.90% was obtained when the model applied on a dataset
of 20000 web sites. The main advantages of the proposed
model are its mobility and its ease of application. The
proposed model can be used for other problems where an
element can be described with more than one feature. We
used well known CNN architectures, 3 kinds of metrics,
and Google Image Search results for our problem. But
different or more CNN architectures, metrics, or descrip-
tive images could be used according to the problem.
We also represent a new dataset, WebScreenshots, that
contains 20000 web sites in 4 classes. The dataset contains
screenshots and text contents of the web sites, and it is a
multilingual dataset with 44 languages.
Since our model is a novel method, there are still some
improvements to be considered for future works. Current
input images could be filtered w.r.t. their weight-height
ratio. In addition, the dataset can be expanded and ex-
periments can be repeated for more classes. In this paper,
we worked on a multi-class classification problem. There
is a high probability that our method will perform better
in binary classification problems, such as detecting adult
web sites. We are also planning to improve the used CNN
architectures and try new ones to get better results. At
this point, we would like to mention the importance of the
contributions of other researchers. As our method can be
applied to different problems, we believe it will improve
with each study.
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Table 4: Sample result matrix for descriptive images of a web site
Image Machinery Music Sport Tourism
01.jpg 0.97641605 0.00005760 0.00185017 0.02167617
02.jpg 0.99977142 0.00001599 0.00017324 0.00003941
03.jpg 0.12737411 0.15132521 0.01362997 0.70767075
04.jpg 0.39753565 0.16894254 0.06661761 0.36690423
... ... ... ... ...
20.jpg 0.99998045 0.00000056 0.00001787 0.00000108
Table 5: One-hot transformation of the sample results on Table 4
Image Machinery Music Sport Tourism
01.jpg 1 0 0 0
02.jpg 1 0 0 0
03.jpg 0 0 0 1
04.jpg 1 0 0 0
... ... ... ... ...
20.jpg 1 0 0 0
Table 6: Average reordered transformation of the sample results on
Table 4
Image Machinery Music Sport Tourism
17.jpg 0.99999964 0.00000003 0.00000033 0.00000001
16.jpg 0.99999952 0.00000000 0.00000042 0.00000002
13.jpg 0.99999654 0.00000323 0.00000011 0.00000008
14.jpg 0.99999309 0.00000058 0.00000620 0.00000010
... ... ... ... ...
03.jpg 0.12737411 0.15132521 0.01362997 0.70767075
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