Gene selection from high-dimensional microarray gene-expression data is statistically a challenging problem. Filter approaches to gene selection have been popular because of their simplicity, efficiency, and accuracy. Due to small sample size, all samples are generally used to compute relevant ranking statistics and selection of samples in filter-based gene selection methods has not been addressed. In this paper, we extend previously-proposed simultaneous sample and gene selection approach. In a backward elimination method, a modified logistic regression loss function is used to select relevant samples at each iteration, and these samples are used to compute the T-score to rank genes. This method provides a compromise solution between T-score and other support vector machine (SVM) based algorithms. The performance is demonstrated on both simulated and real datasets with criteria such as classification performance, stability and redundancy. Results indicate that computational complexity and stability of the method are improved compared to SVM based methods without compromising the classification performance.
Introduction
Over the past decade, microarray gene-expression data have been gathered to understand underlying biological mechanisms of a number of diseases. In almost all studies, the number of samples has been small compared to thousands of genes whose expressions were measured. It is important to narrow down from thousands of genes to a few disease related genes and hence, gene selection/ ranking has became an important step in microarray data analysis. Particularly, for classification analysis, several approaches have been proposed earlier for gene selection [1] [2] [3] [4] [5] [6] [7] . These approaches can be classified into three categories: filter, wrapper, or embedded methods. Each of these classes has its own advantages and disadvantages. For example, filter methods are simple and computationally efficient, but have lower performance than the other methods. On the other hand, popular wrapper and embedded methods are relatively more complex and computationally expensive but generally give better classification performance as they predominantly utilize classifier characteristics in ranking genes.
Popular filter methods include T-score, which is based on t-statistics measuring correlation between input features and output class labels [1] , Relief [8] , correlation based feature selection [9] , minimum redundancy maximum relevancy [10] , etc. For more details on filter methods, readers are referred to [2] . On the other hand, popular wrapper and embedded methods include Support Vector Machine Recursive Feature Elimination [4] and its variants [11] [12] [13] [14] 3, 15] , random forest-RFE [16] , elastic net [17] , guided regularized random forest [18] , balanced iterative random forest [19] , ellipsoidFN [20] etc.
One of the major differences between classical filter approaches and popular wrapper/embedded methods is how they treat samples while ranking genes. For example, in filter methods, all the training samples are generally used for gene ranking but relevance and quality of data samples are ignored. In wrapper/embedded approaches, classifiers such as support vector machines (SVM), boosting algorithms, logistic regression, etc., are used to rank genes. Such classifiers inherently have capabilities to distinguish between relevant and non-relevant samples for classification [21, 22] . Sample points are generally distinguished based on their proximity to decision boundary. For example, using the classical theory of margin of classifier [21] , sample points could be classified into three types, within the margin, on the margin, and away from the margin. Giving more importance to samples on or within the margin boundary may reduce the error variance in feature selection [23] and hence removal of samples (or data points) that do not provide useful information for classification is likely to improve the performance.
From a biological point of view, due to heterogeneity of tissues and cell assays, microarray gene-expression datasets are inherently multi-modal [24] and therefore qualities of samples may vary significantly. The success of sample selection has been demonstrated in several recent studies: a wrapper approach involving genetic algorithm and k-nearest neighbor was proposed for simultaneous selection of samples and metabolomic features [5] . Similarly, a modified particle swarm algorithm was combined with SVM for simultaneous sample selection and gene ranking [25] . Very recently, a sample weighting based gene selection algorithm was proposed where sample weights were determined according to their influence to estimation of feature relevance [26] . In a recent study, neighborhood based rough set theory was used to identify the relevant samples for classification [27] . As discussed earlier, most of these approaches falls under wrapper or embedded methods. In this paper, we target to improve filter approach by considering the relevance of the samples for classification.
In recent years, along with better classification, the focus of gene selection approach has also shifted to the stability (or reproducibility) of the method. A method should not only be accurate but also reproducible under variations of the samples [15, 28] . Instability of gene ranking casts doubts over computational results and hence does not give confidence for further biological validation. Stability of a gene selection method depends on many factors that includes sample size, treatment to correlation structure, underlying data distribution, etc. Also it is important to note that selection of non-redundant genes may have an impact on the stability of the method. Recently, predictive performance, stability, and functional interpretability of 32 gene selection methods were analyzed on 4 breast cancer datasets and results indicate that a simple Student's t-test (similar to T-score) performs the best [29] . However, the issue of relevant samples still persists. In our previous work, we decomposed T-score into two parts corresponding to relevant samples and non-relevant samples to illustrate the importance of sample selection in T-score. And thereby a support vector based T-score recursive feature elimination (SVt-RFE) algorithm was proposed for feature selection [30] . However, this algorithm uses SVM to select the samples and hence is computationally expensive. It also suffers from poor stability.
In this paper, we propose a gene selection method to improve stability and computational complexity of SVt-RFE and SVM-RFE methods without compromising on performance of classification. This is achieved by using modified logistic regression based efficient sample selection criterion to identify relevant samples. Gene selection was achieved by using T-score and sample selection was performed in a backward elimination approach. We demonstrate our method on simulated datasets and real datasets, and provide comparisons with other popular techniques and insights on the proposed approach.
Methods
denotes a microarray gene-expression dataset containing m samples obtained on n genes. Here x ij is the expression of ith gene in jth sample. The vector x j ¼ ðx ij Þ n i¼1 denotes gene expressions gathered on sample j, and x i ¼ ðx ij Þ m j¼1 denotes the expressions of gene i across all the samples. Let y j denotes class label of jth sample, taking values +1 or À1 (for cancerous or benign tumor, respectively).
T-score
T-score is one of the most popular and efficient ranking measure based on t-statistic between gene expressions and class labels.
Assuming independence among genes and Gaussianity of data, T-score (r i ) for ith gene is given by
where m þ and m À denote the number of samples in positive and negative classes, respectively, and l þ i is the mean of the expressions of gene i in the positive class samples and l À i is the mean of those in the negative class. Similarly, sigmas are computed for positive and negative classes, respectively.
A higher absolute T-score signifies higher importance of the gene for classification task [1] . Though this criterion is efficient and selects a stable gene subset, the performance in classification may be inferior compared to more complex wrapper and embedded methods because it does not take into account the characteristics of the samples and/or classifier. Further, the presence of outliers and redundant genes degrades the performance of T-score. One way to improve the performance of this criterion is to select relevant samples when computing the T-score. In [30] , we have shown that T-score could be decomposed in two parts by considering the relevancy of samples for classification, and the performance of T-score in classification was improved by using only support vectors. We develop a new sample selection approach in the following section.
Sample selection criterion
In this study, relevant samples refer to samples that are on and within the margin of separation. In theory of SVM, the margin of separation is defined by the support vectors, that is, the samples on the margin. These samples (support vectors) in fact define the discriminant function. Use of only the support vectors for gene selection was earlier demonstrated in support vector machine recursive feature elimination (SVM-RFE) method [4, 30] . Use of the standard 0-1 loss function gives the following SVM weight vector [21, 4] 
where a Ã j is Lagrange multiplier obtained by solving the SVM optimization function and w i is the weight corresponding to the gene (feature input) i in the discriminant function. In (2), a Ã is used to determine relevancy of sample in SVM-RFE and SVt-RFE methods.
In SVM, the optimization function needs to be solved to determine the importance of samples and determination of margin of separation in two-class sample classification, resulting in a computational complexity of Oðmaxðn; mÞm 2 Þ. This becomes more costlier for SVM-RFE as each iteration needs retraining the SVM. Therefore, there is a need for a simpler model selecting samples on and within the margins, which is computationally inexpensive and gives a good biological interpretability.
Zhang et al. [31] proposed an approximate loss function for SVM, using concepts of logistic regression. This function uses a sequence of smooth functions for iterations to uniformly converge to SVM objective function. The approximate loss function L is given by Lðx; y : wÞ ¼ 1
where c is a tuning parameter and w ¼ ½w 1 ; w 2 ; . . . ; w n denotes the vector of weights corresponding to the genes in the discriminant function. Instead of using a standard 0-1 loss function in SVM, use of (3) leads to the following penalized objective function:
where g denotes the sensitivity parameter.
Setting the partial derivative of (4) with respect to each gene i to zero,
Eq. (6) is a multiplicative factor, we propose following sample selection criterion:
T-score with sample selection (T-SS)
A sample selection criterion has been derived in (7) . However, the question still remains about how to efficiently estimate the margin of sample, which is defined as the distance from the data point to the discriminant boundary. The margin of jth data sample is given by the term y j w T x i . Zhang et al. proposed a gradient descent algorithm to determine the margin of separation [31] . In order to simplify the computations, we propose to use T-score (without taking absolute value) of each gene as the selection criteria and thereby remove the optimization step in (4) . With this idea, we propose an algorithm for simultaneous sample and gene selection, which is described in Algorithm 1.
Algorithm 1. Gene ranking using T-score with sample selection (T-SS).
begin
, data D, and ranked list R ¼ ½ ;
f g until all genes are ranked end: output R Sample points are selected using (7) with a small threshold .
Let M ' denote the set of selected sample points in class '. With a given c value, the samples are selected using the margin information based on T-score. Using only the selected samples, genes are ranked with T-score. A gene with the least absolute score is then removed from the gene set and the whole process is iterated again until all genes are ranked. In other words, the proposed method selects genes in backward elimination manner while selecting the relevant samples. The T-score with sample selection method fails whenever there is less than two relevant data points. In such cases, we revert to all the sample points and compute the ranking scores in that iteration, using all training samples.
The margin is determined by using the T-score of individual gene. It has a direct relation to log-odds ratio if the data is normally distributed, which is given by [32] log
Here, w 0 is a bias term and was computed using
where p þ and p À represent the prior probabilities of respective classes; the R represents the covariance matrix. As we assume independence among genes and covariance matrix as spherical, in (8) and (9), the covariance matrix becomes R ¼ r 2 I, where I is the identity matrix. In computing a sample margin yw T x, the bias term is included in w. The weights w are normalized before computing the margin of a sample: 
Relation between T-SS and T-score
As described in Algorithm 1, T-score with sample selection (T-SS) is a backward elimination approach. The important step in the algorithm is selection of relevant samples using (7) where c is an important parameter. When this parameter is set to zero, a j for all samples becomes 0.5, resulting in selection of all the samples in any iteration of the T-SS algorithm. As the genes are ranked with T-score in any given iteration with selected samples, and as all the samples are selected in every iteration when c is set to zero, the gene ranking of T-SS algorithm becomes the same as the ranking of T-score.
Effect of sample selection on redundancy
Gene ranking with T-SS and SVt-RFE is determined by the T-score with only the selected samples. The standard T-score criterion treats each gene independently from others, resulting in zero penalty for redundant genes. However, unlike the standard T-score, the SVM-RFE, SVt-RFE, and T-SS depend on selection of samples. The rank statistics does not remain constant and changes according to the selected samples in recursive ranking. The sample selection itself may induce some penalty for redundancy among genes. Following analysis is inspired by [33] .
Let's assume that the standard T-score is given by
Assuming an equal number of samples in both classes
In (12), all the sample points are used to compute gene ranking criterion, independent of other genes. However, as proposed earlier, we use a sample selection criterion that first selects samples and uses only those selected samples to compute the T-score. With sample selection, the standard T-score can be written as
Though we use the a j as either zero or one, corresponding to sample being relevant or irrelevant, the a j can be given by (7) . In [30] , we have shown that SVM weight vector is proportional to T-score (computed using the relevant samples only) if the same numbers of samples are selected from both the classes and each selected sample has a j ¼ g. Substituting w ¼ r under the same assumption, it can be re-written as
To demonstrate the effect of such sample selection criteria on r i , we follow the work of [33] in which (14) was first simplified to a nonlinear equation using sigmoid function sigðeÞ ¼ 1=½1 þ expðÀeÞ. The new equation is given by,
However, (15) 
is written as a j cy j P i r i x ji À a j c þ f j . As a j is function of y j P i r i x ji , it is given by
As the margin of a sample varies from negative to positive and when c ¼ 1, the value of a j changes from 0 to 0.25 and then back to 0, while f j value moves from 0 to 1. With sigmoid approximation with tangent lines, (15) is rewritten as
Substituting (17) into (13),
After rearranging, we obtain
Even though (19) is derived using standard T-score with gene independence assumption, it clearly suggests that the T-SS method indeed penalizes for redundancy. Considering that 1 À f j P 0 and assuming that c is sufficiently large, (19) has some interesting properties that are discussed as follows:
Case 1
For samples with margin less than one, both a j c and f j are close to zero. Substituting these values in (17) , we obtain that a ffi 1, which suggests that all the samples with less than one margin are selected and such points does not affect the redundancy. It also means that (12) and (19) are equivalent and such samples will not have any effect on gene redundancy.
Case 2
If the samples have a margin close to one, a j c reaches maximum value of 0:25c while f j nears 0.5. The (19) suggests that samples with close to one margin will maximally penalize the redundancy among genes.
Case 3
The third case is with samples having greater than one margin value. For such cases, the a j c becomes close to zero. On the other hand, f j becomes close to one. Eq. (17) denotes that for such cases, a ffi 0. Obviously, these points do not take part in computation of T-score, and hence have no effect on redundancy. Though we do not distinguish between points on the margin and points within the margin in this paper, the relevant sample set still penalizes partially for the redundancy among top-ranked genes. This analysis also suggests how ranking score of ith gene changes with respect to the selected samples during backward elimination, resulting in different gene ranking than standard T-score.
Experiments and results

Datasets and preprocessing
To evaluate the performance of the proposed method, we performed extensive experiments on both synthetic and real datasets. The synthetic datasets used to evaluate the SVt-RFE algorithm were again applied to assess the proposed method. Briefly, we generated two types of synthetic datasets, one with single modal distribution in each class and another with bimodal distribution in each class (i.e. with assumed irrelevant points). In each case, 50 training sets with 30 samples in each class and a test set with 1000 samples were generated. The details of data construction process is given in [30] .
In this study, we used five benchmark microarray gene expression datasets, namely, colon [34] , leukemia [35] , Hepato [36] , central nervous system (CNS) [37] and breast cancer [38] to evaluate the proposed approach. The details of these widely used datasets for evaluating gene ranking methods are given in Table 1 .
All the training datasets were normalized to zero mean and unit variance based on gene expressions of a particular gene to implement T-score, SVM-RFE, SVt-RFE, and T-SS. The datasets were normalized using the parameters from the corresponding training dataset.
Parameter estimation
The parameter c was determined from a set of 1; 3; 5; 7; 10 f g and selected for the best classification accuracy with the selected genes from Algorithm 1. For algorithms like SVt-RFE and SVM-RFE, the selection of training data points depends on the sensitivity g of the linear SVM, which was determined from the finite set In recursive elimination, we gradually removed genes in each of the iteration. To increase the speed of the numerical simulations with SVt-RFE, SVM-RFE, and T-SS, the following step-wise strategy was employed:
No: of genes removed ¼ 100 if ðn 0 P 10; 000 10 if 1000 6 n 0 < 10; 000
where n 0 is the number of genes in the gene set. The performances of RFE methods depend on the number of genes removed in each of the iterations [11] . Removing a few genes in each iteration significantly increases the running time and so we heuristically set this value to maximize the performance. This value was varied between 1% and 10% for the number of genes between 100 and 10,000. For more than 10,000 genes, we removed 100 least important genes in each of the iteration. Once there are less than 100 genes in the subset, we only remove 1 gene at a time. We found that this works reasonably well as we are only interested in the top 100 genes.
Performance evaluation
Gene rankings were obtained using T-score, SVM-RFE, SVt-RFE, and T-SS on both synthetic and real datasets. For synthetic datasets, gene rankings were obtained on each of the training set and tested on both synthetic test sets. We employed stringent fivefold external cross-validation for 20 times on each real dataset, which resulted in B ¼ 100 sets of gene ranking lists for each dataset. The test validation was performed using the corresponding test set of a gene ranking list. We tested gene subsets starting from the top ranked genes and then successively adding one gene at a time in test subset till the total number of genes in subset equals 100. The performance measures such as accuracy, sensitivity, and specificity were averaged over those 100 trials. The cardinality of the gene subset giving the minimum average test error was reported as the number of genes corresponding to the best classification performance. We also performed pair-wise one-sided t-test to determine if the performance of the T-SS is significantly better over the other methods.
Stability analysis
Stability (or reproducibility) of gene rankings under variation of samples is an important aspect for evaluating gene selection algorithms. As demonstrated in effect of sample selection on redundancy, the T-SS method penalizes for redundant genes, and at each iteration, the T-score varies with selection of samples that may affect the stability of gene ranking compared to standard T-score. To evaluate the stability of T-score, T-SS, and SVM based approach, a similarity based approach is taken to compute the reproducibility of gene rankings. The stability is measured by the average over all pair-wise similarity comparisons among all the ranked gene lists obtained by a given method over different subsets of training samples [39] . for top n Ã genes in both lists. One of the popular measure to find similarities between two gene lists is the Kuncheva index [39] given by where n denotes the total number of genes in a dataset and n Ã is the set of the top genes.
Kuncheva index has a range between ½À1:0; 1:0 with a large value indicating a large number of common genes between the subsets. A negative Kuncheva index denotes an overlap between two subsets by chance. The term ðn Ã Þ 2 =n corrects for a bias due to chance of selecting common features between two randomly chosen subsets.
Evaluating redundancy
As demonstrated in earlier section, T-SS algorithm penalizes for redundant genes in each iteration of backward elimination compared to zero penalty in standard T-score. To compute the redundancy among top ranked genes in a given dataset, we use the absolute value of Pearson's correlation coefficient. In a gene rank list R b , we first measure a pair-wise correlation coefficient of top n Ã genes, resulting in a n Ã Â n Ã correlation matrix with each element representing pair-wise similarity. Using the upper triangular matrix, we obtained the average of absolute pair-wise correlations, which represents redundancy among those n Ã top-ranked genes in rank list R b . This value is averaged over the total number of gene rankings, i.e., the number of trials (B). Mathematically, the average redundancy among top n Ã genes over B trials is given by
where q x i ; x i 0 ð Þ j jis the absolute value of Pearson's correlation coefficient between expression values of gene i and i 0 . In a given dataset, the redundancy analysis is performed over top 100 genes, obtained from various ranking methods.
Visualization of selected samples
In the proposed algorithm, not only genes are ranked, but sample points are also selected. Visualization of the selected samples help interpret why some sample points are often selected and, more importantly, why some are not selected. However, visualization of selected sample points for high dimensional dataset is a challenging task. Bold values indicate the highest accuracy and lowest number of genes. To alleviate the problem of high dimensionality, we first computed principal components of a typical synthetic dataset with top 50 (i.e. informative) genes. We used only informative genes so that the samples from both classes can be effectively visualized without overlapping data points. We then plotted the first two principal components of the dataset with two different markers for both classes. Differential shade of color was then applied to indicate the selection frequency of a sample point. The intensity of darkness indicates how frequently a sample point is selected. 
Comparisons with other methods
We compared the performance of T-SS method with other popular techniques like MRMR [10] , least square-bound [40] , elastic net based logistic regression [17] , Bayes criterion for gene selection [41] , Multiple SVM-RFE [15] and guided regularized random forest [18] .
The MRMR criterion selects genes that are maximally relevant for the prediction of tissue classes while keeping the redundancy among the genes at a minimum level [10] . Similarly, Zhang and Deng proposed a two stage method to select relevant genes by defining a criterion function, like Wilcoxon test, and then followed by controlling the upper bound of Bayes error to remove redundant genes [41] .
Zhou and Mao proposed a LS bound measure [40] , which is derived by using leave-one-out procedure of least square SVM (LS-SVM). This criterion was then used in a sequential forward search and sequential floating forward search to rank genes. Elastic net based logistic regression approach select genes using both L1 and L2 penalty [17] . In our experiments, The glmnet package in R TM was used to rank genes using elastic net based logistic regression.
Random forest based gene selection approach has recently gained popularity. We compare our method with guided regularized random forest (GRRF) approach that uses feature importance scores from an ordinary random forest ensemble to guide the feature selection process in regularized random forest (RRF) [18] . Unlike random forest, GRRF provides a sparse solution.
Duan et al. presented a bootstrapped version of SVM-RFE, referred to as multiple SVM-RFE algorithm for gene selection [13] . A similar method was recently used for biomarker selection of cancer [15] . Multiple linear SVM were trained on different sub-samples of the training data at each iteration and a gene importance was obtained by aggregating on multiple SVM weights. Using these weights with a backward elimination strategy, ranking of genes is performed.
Results
A comparison of classification performances of T-score, SVM-RFE, SVt-RFE, and T-SS on synthetic datasets and real datasets are shown in Table 2 and 3 respectively. The stability and redundancy among top-ranked genes in each dataset are shown in Figs. 2 and 3 . Table 2 shows that the classification performance of T-SS method with c ¼ 1 is comparable with SVt-RFE and better than T-score and SVM-RFE in both test cases. It also denotes the average number of selected irrelevant features and relevant sample points.
As the value of c increases, the numbers of selected samples and irrelevant features increase. To show how the value of c affects the selection frequency of sample points, one of the synthetic dataset was visualized in Fig. 4 . For low c value, all the points have influence on computing the T-score. As the c value increases, less number of samples are used to compute the T-score. The proposed method is a backward elimination method. Hence the removal of genes also influence sample selection frequency as removal of genes has a direct effect on computation of a.
On real datasets, the performance of the proposed method is significantly better than the gene ranking by T-score, SVt-RFE, and SVM-RFE methods in at least two datasets, while SVM-RFE outperforms T-SS in CNS cancer dataset. The p-values shown in Table 3 gives the statistical significance of superior performance of T-SS over the other methods. For breast cancer dataset, the proposed algorithm outperforms all the other methods. The number of genes selected by T-SS were higher in most cases. In comparison with other popular techniques, Table 4 shows that T-SS performs consistently better in most of the datasets. However, there are other methods, such as GRRF, that produce smaller gene sets.
Importantly, the stability plots shows that the proposed method is more stable than SVM-RFE and SVt-RFE methods for top-ranked genes. This may be due to treating genes independently in selection of samples as well as in computing T-score. Also, the improvement in stability comes at the expense of increase in redundancy between top-ranked genes. The redundancy analysis shows that T-score generally gave highly redundant top-ranked genes while SVM-RFE returned the least redundant genes. Genes selected from T-SS and SVt-RFE methods have intermediate redundancy. These results validate the analysis of effect of sample selection on redundancy.
The running time of the gene selection algorithms depend on number of genes and number of training data points. We generated five synthetic datasets by using different combinations of training sample points and dimensionality and the running times of various gene selection methods were estimated on such synthetic datasets and average results are shown in Table 5 . The running times were Table 4 Comparison of genes selected, and accuracies of T-SS with other methods.
recorded using MATLAB codes on single core, Intel Core(TM)2 CPU with 2.40 GHz processor and 1 GB RAM. As shown in Table 5 , the running time of the SVM-RFE, and SVt-RFE increased much faster than the standard T-score method with increase in dimensionality and training data points. The significant increase in the running time is due to the SVM algorithm, which is used for selection of the data points. Our experiments show that the EN-LR and GRRF methods have better running times compared to the T-SS method.
Discussion and conclusion
Using modified logistic regression loss function and assuming feature independence, this paper first proposed an efficient sample selection criterion that is then used with T-score in a backward elimination based iterative approach to rank genes. The performance was evaluated on a number of simulated and real datasets and results showed comparative classification performance but with the superior stability of the method compared to SVM based approaches.
In the proposed method, when the c value is set close to zero, a j value becomes close to 0.5. It then results in selection of all the training samples. In a sense, setting c close to zero results in performance similar to T-score. The main difference between the standard T-score and proposed method is selection of samples while ranking genes. When the data contains several heterogeneous samples, a ranking with standard T-score is susceptible to such heterogeneity and in this case ranking methods taking sample relevancy into account (such as T-SS or SVM-RFE) may perform better. In T-SS, a higher c removes the effect of samples that are highly heterogeneous and are away from the classification boundary.
The standard T-score is a filter approach and does not use any classifier characteristics for ranking genes, which results in extremely efficient feature rankings. A standard T-score have computational complexity of order of OðnmÞ [42] . On the other hand, SVM based approaches to select samples, such as SVt-RFE or SVM-RFE, are computationally expensive. A training of single SVM model involves computing Kernel matrix which costs in the order of Oðnm 2 Þ and matrix inversion that costs Oðm 3 Þ [42] . If a single or a few genes are removed in each iteration, we need to train SVM for a number of times, which results in substantial increase in computational cost. In each iteration, we have not considered the cost of cross-validation for parameter estimation. In the proposed approach, sample selection does not involve any optimization criterion as the sample weights are estimated using T-score, resulting in complexity of order of OðmÞ for m samples. Once samples are selected, the genes are ranked simply with T-score but using only the selected samples. Hence, in each iteration, the computational cost is linear in terms of samples, resulting in a faster algorithm than SVM-RFE and SVt-RFE. With the recent and continuous advances in omics and imaging technologies, a large amount of data (both in terms of numbers of samples and number of features) is being generated in the health domain. Though the simulations are only provided on the microarray gene-expression datasets, the T-SS approach will be useful in many large dataset with hundreds/thousands of samples, such as imaging or metabolomics/ lipidomics data, where computational cost of SVM-RFE is prohibitive.
In [31] , a from the SVM training is approximated with a gradient descent optimization using the modified logistic regression loss function. However, using this criteria for sample selection would have violated the gene independence assumption (and hence simplicity) of the approach. Referring to [29] , a simple T-score has an excellent stability among many states of art feature techniques; this could mainly due to the gene independence assumption. Though we have not performed the experiments with the approach presented in [31] , it is likely to have resulted in low stability compared to the proposed approach. The SVM-RFE method does not treat genes independently and penalizes for redundant genes [33] potentially leading to inferior stability. The proposed method borrows concepts from the linear discriminant analysis and retains independence among genes while ranking, leading to better stability compared to SVM based approaches. Following [33] , the proposed sample selection criterion may induce some penalization for the redundant genes, but if the aim is to identify a small set of non-redundant genes, SVM-RFE is preferred over T-SS.
The major limitation of the proposed method is relatively large numbers of genes needed to achieve optimal classification performance. Further, the selection of samples is performed several times with different values of c parameter to understand how sample selection affects the performance. Though a typical c value could be set based on cross-validation, c value has been chosen a priori to keep the method as a filter approach. The results on synthetic datasets show that c 2 ½1; 10 is a reasonable choice.
In conclusion, the proposed method is a simple yet an efficient criterion for sample selection. The proposed T-SS algorithm significantly outperform T-score on Breast and CNS datasets while it outperforms SVM-RFE on Colon, Breast, and Hepato cancer datasets. The proposed method has a favorable classification performances and presents a compromise solution (in terms of computationally complexity, stability, and redundancy) between the standard T-score and SVM-RFE. This suggests that sample selection indeed plays an important role in gene selection. As future of this work, one may want to penalize for redundancy among genes in the cost function as it would improve the stability and performance of tissue classification. 
