PENGARUH PROFITABILITAS, LEVERAGE, ASSETS GROWTH, FREE CASH FLOW, DAN INVESTMENT OPPORTUNITY SET TERHADAP DIVIDEND PAYOUT RATIO





3.1. Populasi dan Sampel 
Populasi dalam penelitian ini yaitu perusahaan bank konvensional yang 
terdaftar di Bursa Efek Indonesia (BEI) selama periode 2012-2016. Pengambilan 
sampel dalam penelitian ini adalah menggunakan metode pusposive sampling 
yaitu metode dimana pemilihan sampel pada karakteristik populasi akan dipilih 
sesuai dengan kriteria sebagai berikut:  
1. Perusahaan sektor perbankan yang sudah go public atau terdaftar di BEI 
pada tahun 2012-2016. 
2. Perusahaan yang telah mempublikasikan laporan keuangan pada periode 
2012-2016 secara berturut-turut.  
3. Perusahaan yang menyajikan informasi mengenai return on asset, debt 
equity ratio, assets growth,  free cash flow, market to book of equity, dan 
dividend payout ratio. 
4. Perusahaan yang membagikan dividen selama 2012-2016. 
Tabel  III.1. 
Kriteria Pemilihan Sampel 
No. Kriteria Total 
1. 
Perusahaan Sektor Perbankan yang  terdaftar di Bursa 
Efek Indonesia pada periode tahun 2012–2016. 
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2. 
Perusahaan Sektor Perbankan yang tidak secara 
periodik melaporkan laporan keuangan tahunan selama 
periode tahun 2012-2016 
(12) 
3. 
Perusahaan yang tidak menyajikan laporan keuangan 
dan data yang memadai yang dibutuhkan oleh 
penelitian ini. 
(22) 
Jumlah Sampel 9 
      Sumber : data diolah  
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Berdasarkan kriteria pemilihan sampel yang digunakan dalam penelitian, 
maka diperoleh sebanyak 9 perusahaan yang menjadi sampel penelitian. Adapun 
perusahaan penelitian yang menjadi sampel dalam penelitian ini dapat dilihat pada 
tabel 3.2 berikut ini: 
Tabel III.2 





1. BBCA Bank Central Indonesia Tbk 
2. BBKP Bank Bukopin Tbk 
3. BBNI Bank Negara Indonesia Tbk 
4. BBRI Bank Rakyat Indonesia (Persero) Tbk 
5. BBTN Bank Tabungan Negara (Persero) Tbk 
6. BDMN Bank Danamon Indonesia Tbk 
7. BMRI Bank Mandiri (Persero) Tbk 
8. BNBA Bank Bumi Arta Tbk 
9. SDRA Bank Woori Saudara Indonesia 1906 Tbk 
     sumber : www.idx.com (data diolah) 
3.2. Jenis dan Sumber Data  
 Jenis data yang dipakai dalam penelitian ini adalah data sekunder yang 
bersumber dari dokumentasi perusahaan. Data sekunder merupakan data yang 
diperoleh dari sumber yang sudah ada dan tidak perlu dicari sendiri oleh peneliti 
(Sekaran, 2006). Data yang digunakan dalam penelitian ini adalah laporan 
keuangan perusahaan perbankan tahun 2012-2016 yang diperoleh dari situs resmi 
BEI (www.idx.co.id). 
3.3. Variabel Penelitian dan Definisi Operasional 
Variabel penelitian adalah segala sesuatu yang berbentuk apa saja yang 
ditetapkan oleh peneliti untuk dipelajari sehingga diperoleh informasi tentang hal 
tersebut, kemudian ditarik kesimpulan (Sugiyono, 2013: 38).  
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3.3.1. Variabel Dependen 
Variabel dependen sering disebut sebagai variabel output, kriteria, dan 
konsekuen. Dalam bahasa Indonesia sering disebut sebagai variabel terikat. 
Variabel terikat merupakan variabel yang dipengaruhi atau yang menjadi akibat, 
karena adanya variabel bebas (Sugiyono, 2013: 39). Variabel dependen dalam 
penelitian ini adalah profitabilitas, leverage, assets growth, free cash flow, dan 
investment opportunity set. 
3.3.1.1. Dividen Payout Ratio 
Menurut Sutoyo, dkk (2011) dividend payout ratio adalah persentase 
pendapatan yang akan dibayarkan kepada pemegang saham sebagai cash 
dividend. Karjono dan Matondang (2010) menyatakan bahwa dividend payout 
ratio merupakan sesuatu yang ditentukan oleh perusahan untuk membayar dividen 
kepada para pemegang saham setiap tahun yang dilakukan berdasarkan kecilnya 
earning after tax. Jumlah dividen yang akan dibayarkan akan mempengaruhi 
harga saham atau kesejahteraan pemegang saham. Rumus dividend payout ratio 
sebagai berikut (Hanafi dan Halim, 2009):  
Dividend payout ratio = 
                 
                      
      
3.3.2. Variabel Independen  
Variabel Independen adalah variabel yang sering disebut sebagai variabel 
stimulus, prediktor, dan antesenden. Dalam bahasa Indonesia sering disebut 
sebagai variabel bebas. Variabel ini memengaruhi atau yang menjadi sebab 






Menurut Kasmir (2014) profitabilitas mengukur kemampuan perusahaan 
dalam mencari keuntungan atau laba dala periode tertentu. ROA merupakan salah 
satu ukuran profitabilitas perusahaan. Return on Assets (ROA) adalah tingkat 
keuntungan bersih yang berhasil diperoleh perusahaan dalam menjalankan 
operasionalnya. Return on Assets diukur dari laba bersih setelah pajak (earnings 
after tax) terhadap total assetnya. ROA dapat dirumuskan sebagai berikut:  
Return on Asset (ROA)  = 
                 
            
         
3.3.2.2. Leverage 
Menurut Kasmir (2014) leverage menunjukkan bagaimana utang 
perusahaan mendanai aset yang dimiliki. Leverage dapat diukur dengan 
menggunakan Debt Equity Ratio (DER). Rumus menghitung leverage adalah 
sebagai berikut  
Leverage = 
           
            
 
3.3.2.3. Assets Growth 
Assets Growth (pertumbuhan aset) dapat didefinisikan sebagai perubahan 
atau tingkat pertumbuhan tahunan dari aset total (Hartono, 2008:372). 
Pertumbuhan aset ini dapat diukur dengan membagi aset tahun sekarang dikurang 
aset tahun sebelumnya terhadap total aset tahun sebelumnya (Harahap, 2006:310). 
Assets Growth secara sistematis dapat dirumuskan sebagai berikut:  
Assets Growth = 
                          







3.3.2.4. Free Cash Flow 
Menurut Ross et al (2000) dalam Rosdini (2009) free cash fllow adalah 
dana yang diberikan kepada kreditor atau pemegang saham dalam bentuk dividen 
yang merupakan dana yang tidak digunakan untuk modal kerja atau pertumbuhan 
perusahaan. Menurut Pradana dan Sanjaya (2013) FCF dapat dirumuskan sebagai 
berikut : 
FCF = 
                                                        
          
 
3.3.2.5. Investment Opportunity Set 
Investment opportunity set akan diproksikan sebagai market to book value 
of equity (MVE/BVE). Rasio ini dihitung dengan cara membagi kapitalisasi pasar 
(harga saham dikalikan dengan jumlah lembar saham beredar) dengan total 
ekuitas (Hartono,1997). 
MVE/BVE =  
                 
             
 
3.3.3. Variabel Kontrol 
Variabel kontrol adalah variabel yang mempengaruhi hubungan antara 
variabel dependen dan independen sehingga pada akhirnya akan mempengaruhi 
variabel dependen (Sekaran, 2006). Variabel kontrol dalam penelitian ini adalah 
ukuran perusahaan. Menurut (Pradana dan Sanjaya, 2004) Ukuran perusahaan 
mengukur seberapa besar suatu perusahaan berdasarkan jumlah aset yang dimiliki. 
Ukuran perusahaan tidak menggunakan nilai aset secara langsung karena nilai 
tersebut terlalu besar dan sangat berbeda jauh dengan variabel lainnya. Oleh 





3.4. Metode Analisis 
Agar mendapatkan hasil penelitian yang sesuai dengan tujuan penelitian, 
maka diperlukan metode analisis data yang benar. Pengujian hipotesis 
menggunakan regresi data panel dengan menggunakan eviews 10.0. Data dengan 
karakteristik panel merupakan data yang berstruktur urut waktu (time series) 
sekaligus antar individu (cross section), dengan kata lain data panel berisi 
serangkaian observasi cross section pada suatu periode tertentu (time series) 
(Ajija, dkk. 2011). Metode analisis data pada penelitian ini dijelaskan sebagai 
berikut: 
3.4.1. Analisis Statistik Deskriptif  
Analisis statistik deskriptif digunakan untuk menyajikan dan menganalisis 
data disertai dengan perhitungan agar dapat memperjelas keadaan atau 
karakteristik data yang bersangkutan. Pengukuran yang digunakan dalam 
penelitian ini adalah rata-rata, standar deviasi, nilai maksimum, dan nilai 
minimum. 
3.4.2. Analisis Regresi Model Panel Data  
Analisis regresi bertujuan mengukur kekuatan hubungan antara dua 
variabel atau lebih serta menunjukkan arah hubungan antara variabel dependen 
dengan variabel independen yang digunakan . Hasil analisis regresi adalah berupa 
koefisien regresi untuk masing-masing variabel independen. Koefisien ini 
diperoleh dengan cara memprediksi nilai variabel dependen dengan suatu 
persamaaan. Persamaan regresi dalam penelitian ini adalah sebagai berikut: 





DPRit  = dividend payout ratio perusahaan.  
 = konstanta. 
ROA = return on assets. 
DER  = debt equity ratio. 
AG  = assets growth. 
FCF  = free cash flow.  
IOS  = investment opportunity set perusahaan. 
SIZE = ukuran perusahaan. 
β1- β5 = koefisien regresi. 
  = error term. 
 Dalam penelitian ini peneliti menggunakan alat analisis software Eviews 
10.0. Untuk membantu pengolahan data penelitian yang berbentuk data panel, 
Eviews merupakan alat analisis yang sangat tepat. Penggunaan alat analisis yang 
tepat akan membantu peneliti untuk menyelesaikan permasalahan dalam 
penelitian yang dilakukan. Model regresi dengan data panel, secara umum 
mengakibatkan kesulitan dalam menentukan spesifikasi modelnya. 
 Residualnya akan mempunyai dua kemungkinan yaitu residual time series, 
cross section maupun keduanya. Beberapa metode yang bisa digunakan untuk 
mengestimasi model regresi dengan data panel. Pembahasan secara detail yaitu 
pendekatan Fixed Effect dan pendekatan Random Effect. Teknik yang paling 
sederhana untuk mengestimasi data panel adalah dengan mengkombinasikan data 
time series dan cross section dengan menggunakan metode OLS (estimasi 
common effect). Pendekatan ini tidak memperhatikan dimensi individu maupun 
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waktu. Menggunakkan asumsi bahwa perilaku antar individu dan kurun waktu 
yang sama. Meskipun koefisien regresor dapat dikatakan sama, model ini tetap 
menunjukkan perbedaan konstanta antar objek. Model ini yang kemudian kita 
kenal dengan regresi fixed effect (efek tetap).  
 Mengestimasikan data panel dengan fixed effects melalui teknik variabel 
dummy menunjukan ketidakpastian model. Asumsi intersep dan slope dari 
persamaan regresi yang dianggap konstan baik antar daerah maupun waktu 
menjadi kesulitan dalam pendekatan ini. Mengatasi masalah ini kita bisa 
menggunakan variabel residual yang dikenal sebagai metode Random Effects. 
Model ini kita akan memilih estimasi data panel dimana residual mungkin saling 
berhubungan antar waktu dan antar individu. Menurut Ajija, dkk. (2011) 
menyatakan untuk menentukan model estimasi data panel ada beberapa alternatif 
pendekatan yang dapat digunakan untuk mengestimasi data panel disesuaikan 
dengan asumsi yang digunakan:  
1. Pendekatan Kuadrat Terkecil (Pooled Least Square) Dalam pengolahan 
panel data pendekatan yang paling sederhana adalah dengan menggunakan 
metode kuadrat terkecil biasa yang diterapkan dalam data yang berbentuk 
pool. Memasukkan variabel boneka (dummy variable) merupakan cara 
yang sering dilakukan untuk mengizinkan terjadinya perbedaan nilai 
parameter yang berbeda-beda baik lintas unit cross section maupun antar 
waktu. Pendekatan dengan memasukkan variabel boneka ini dikenal 
dengan sebutan model efek tetap (fixed effect) atau Least Square Dummy 
Variable (LSDV) atau disebut juga Covariance Model. Rumus estimasi 
dengan menggunakan pooled least square sebagai berikut:  
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𝑌𝑖𝑡 = 𝛽1 + 𝛽2 + 𝛽3𝑋3𝑖𝑡 + … + 𝛽𝑛𝑋𝑛𝑖𝑡 + 𝜇𝑖𝑡  
2. Pendekatan Efek Tetap (Fixed Effect) Setiap objek mempunyai perbedaan, 
pada suatu waktu memiliki kemungkinan berbeda di setiap waktu dan 
kondisi. Diperlukan suatu model yang dapat menunjukkan perbedaan 
konstan antar objek, meskipun dengan koefisien regresor yang sama. 
Untuk membedakan satu objek dengan objek lain, digunakan variabel 
semu (dummy). Pendekatan dengan memasukkan variabel boneka dikenal 
dengan sebutan model efek tetap (fixed effect) atau Least Squares Dummy 
Variables (LSDV). Keputusan untuk memasukkan variabel boneka dalam 
model efek tetap tak dapat dipungkiri akan dapat menimbulkan 
konsekuensi (trade off). Penambahan variabel boneka ini akan dapat 
mengurangi banyaknya derajat kebebasan (degree of freedom) yang pada 
akhirnya akan mengurangi efisiensi dari parameter yang diestimasi. 
Persamaan model ini adalah sebagai berikut:  
𝑌𝑖𝑡 = 𝛼1 + 𝛼2𝐷2 + … + 𝛼𝑛𝐷𝑛 + 𝛽2𝑋2𝑖𝑡 + … + 𝛽𝑛𝑋𝑛𝑖𝑡 + 𝜇𝑖𝑡  
3. Pendekatan Efek Acak (Random Effect) Model ini lebih dikenal sebagai 
model generalized least squares (GLS). Tanpa menggunakan semua 
variabel, metode efek acak menggunakan residual, yang diduga memiliki 
hubungan antar waktu dan antar objek. Parameter-parameter yang berbeda 
antar daerah dan antar waktu dimasukkan ke dalam error. Oleh karena itu, 
model efek acak (random effect) sering juga disebut model komponen 
error (error component model). Namun untuk 64 menganalisis dengan 
metode efek random ini ada satu syarat, yaitu objek data silang harus lebih 
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besar daripada banyaknya koefisien. Rumus estimasi dengan 
menggunakan random effect sebagai berikut:  
𝑌𝑖𝑡 = 𝛽1 + 𝛽2𝑋2𝑖𝑡 + … + 𝛽𝑛𝑋𝑛𝑖𝑡 + 𝜀𝑖𝑡 + 𝜇𝑖𝑡  
 Menurut Hsiao (1986) ada dua keuntungan menggunakan data panel. 
Pertama, data panel memberikan jumlah data yang lebih besar untuk peneliti 
meningkatkan derajat kebebasan/ kepercayaan (degree of freedom) dan 
mengurangi hubungan diantara variabel bebas dan oleh karena itu dapat 
meningkatkan efisiensi estimasi ekonometrik. Kedua, yang lebih penting, data 
panel memperkenankan peneliti untuk menganalisis sejumlah pertanyaan ekonomi 
yang penting yang tidak bisa ditemukan bila menggunakan daya cross-setion atau 
time-series. Sedangkan menurut Gujarati (2003) keuntungan dari penggunaan data 
panel adalah sebagai berikut:  
1. Teknik estimasi data panel dapat mendapatkan keanekaragaman secara tegas 
dalam perhitungan dengan melibatkan variabel-variabel individual yang lebih 
spesifik.  
2. Mengkombinasikan pengamatan time-series dan cross-sectional atau panel 
data memberikan informasi data yang lebih, variabilitas yang lebih baik 
mengurangi hubungan antara variabel bebas dan memberikan lebih derajat 
kebebasan dan lebih efisien.  
3. Data panel lebih digunakan untuk studi perubahan yang dinamik. 
4. Data panel dapat mendeteksi yang mengukur pengaruh yang tidak bisa 
dilakukan oleh data time-series maupun cross-sectional.  
5. Data panel memungkinkan mempelajari model perilaku yang lebih kompleks.  
6. Data panel dapat meminimalisir bias. 
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3.4.3. Pengujian Model 
 Untuk memilih model yang tepat, ada beberapa uji yang harus dilakukan. 
Pertama, menggunakan uji signifikansi fixed effect uji F atau Chow-test. Kedua, 
dengan uji Hausman. Chow test atau likelihood ratio test adalah pengujian F 
Statistics untuk memilih apakah model yang digunakan Pooled Least Square 
(PLS) atau fixed effect. Sedangkan uji Hausman adalah uji untuk memilih model 
fixed effect atau random effect (Winarno, 2011). 
 
1. Uji Chow-test (pool vs fixed effect)  
Uji signifikansi fixed effect (uji F) atau Chow-test adalah untuk 
mengetahui apakah teknik regresi data panel dengan fixed effect lebih baik 
dari model regresi data panel tanpa variabel dummy atau OLS. Adapun uji 
F statistiknya sebagai berikut:  
 𝐶𝐻𝑂𝑊 =  
                  
              
 
 Keterangan:  
 RRSS = Restricted Residual Sum Square (Merupakan Sum of Square 
Residual yang diperoleh dari estimasi data panel dengan metode 
pooled least square/common intercept)  
URSS = Unrestricted Residual Sum Square (Merupakan Sum of Square 
Residual yang diperoleh dari estimasi data panel dengan metode 
fixed effect)  
  N = Jumlah data cross section  
 T = Jumlah data time series  
 K = Jumlah variabel penjelas  
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Dasar pengambilan keputusan menggunakan chow-test atau likelihood 
ratio test, yaitu:  
a) H0 diterima : Jika F hitung < F statistik atau nilai Probibality > α, 
maka model pool (common).  
b) H0 ditolak : Jika F hitung > F statistik atau nilai Probibality < α Jika, 
maka  dilanjutkan uji Hausman.  
Jika hasil uji Chow menyatakan H0 diterima, maka teknik regresi data 
panel menggunakan model pool (common effect) dan pengujian berhenti 
sampai di sini. Apabila hasil uji Chow menyatakan H0 ditolak, maka 
langkah selanjutnya adalah melakukan uji Hausman untuk menentukan 
model fixed atau model random yang akan digunakan. 
2. Uji Hausman  
 Uji Hausman digunakan untuk memilih antara fixed effect atau random 
effect. Uji Hausman didapatkan melalui command eviews yang terdapat 
pada direktori panel (Winarno, 2009). Statistik uji Hausman ini mengikuti 
distribusi statistik Chi Square dengan degree of freedom sebanyak k, 
dimana k adalah jumlah variabel independen. Jika nilai statistik Hausman 
lebih besar dari nilai kritisnya maka model yang tepat adalah model fixed 
effect. Sedangkan sebaliknya bila nilai statistik Hausman lebih kecil dari 
nilai kritisnya maka model yang tepat adalah model random effect. Dasar 
pengambilan keputusan menggunakan uji Hausman (Random Effect vs 
Fixed Effect), yaitu:  
a). Jika H0 diterima, maka model random effect.  
b). Jika H0 ditolak, maka model fixed effect. 
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3.5. Uji Asumsi Klasik 
Uji asumsi klasik digunakan untuk untuk memastikan bahwa data 
penelitian valid, tidak bias, konsisten, dan penaksiran koefisien regresinya efisien. 
Penelitian ini menggunakan uji multikolinieritas, uji autokorelasi, uji 
heteroskedastisitas, dan uji normalitas 
3.5.1. Uji Normalitas   
Uji normalitas digunakan untuk menguji apakah dalam model regresi 
dalam penelitian saling terikat dan terdistribusi secara normal atau tidak.  Untuk 
menghindari terjadinya bias, data yang digunakan harus terdistribusi dengan 
normal. Model regresi yang baik adalah memiliki data normal atau mendekati 
normal. Untuk menguji normalitas dapat menggunakan uji Jarque Bera. Uji 
Jarque Bera dilakukan dengan membuat hipotesis :   
Ho : Data residual berdistribusi normal  
Ha : Data residual tidak berdistribusi normal      
Kriteria yang digunakan dalam uji Jarque Bera adalah sebagai berikut :  
1. Jika nilai probability < 0,05, maka data residual terdistribusi secara tidak 
normal (Ho ditolak, Ha diterima).   
2. Jika nilai probability > 0,05, maka data residual terdistribusi secara normal 
(Ho diterima, Ha ditolak).  
3.5.2. Uji Heteroskedastisitas 
Uji heteroskedastisitas digunakan untuk menguji apakah dalam model 
regresi terjadi ketidaksamaan varians dari residual satu pengamatan ke 
pengamatan yang lain. Jika varians dari residual satu pengamatan ke pengamatan 
yang lain sama, maka telah terjadi homoskedastisitas; jika berbeda, maka telah 
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terjadi heteroskedastisitas. Model regresi yang baik adalah model yang 
homoskedastisitas (tidak terjadi heteroskedastisitas). Masalah heteroskedastisitas 
dapat dideteksi dengan menggunakan uji Breusch Pagan Godfrey (BPG). 
Kriteria yang digunakan dalam uji Breusch Pagan Godfrey (BPG) adalah sebagai 
berikut :  
1. Jika nilai Prob. Chi Square < 0,05, maka disimpulkan bahwa terdapat indikasi 
masalah heteroskedastisitas.  
2. Jika nilai Prob. Chi Square > 0,05, maka disimpulkan bahwa tidak terdapat 
indikasi masalah heteroskedastisitas.  
3.5.3. Uji Autokolerasi 
Uji autokorelasi digunakan untuk menguji apakah dalam suatu model 
regresi linear ada korelasi antara kesalahan pengganggu pada kesalahan 
pengganggu pada periode saat ini dengan kesalahan pengganggu pada periode 
sebelumnya. Jika terjadi korelasi maka disebut terdapat indikasi permasalahan 
autokorelasi. Model regresi yang baik adalah yang bebas dari permasalahan 
autokorelasi. Salah satu cara yang digunakan untuk mendeteksi ada atau tidaknya 
autokorelasi adalah dengan Uji Durbin Watson (DW Test). DW Test digunakan 
untuk autokorelasi tingkat satu (first order autocorrelation) dan mensyaratkan 
adanya intercept (konstanta) dalam model regresi serta tidak terdapat variabel lain 
[diantara variabel independen. Dasar pengambilan keputusan ada tidaknya 
permasalahan autokorelasi adalah sebagai berikut :  
1. Bila nilai DW terletak diantara batas atas atau upper bound (du) dan (4-du) 
maka koefisien autokorelasi = 0, berarti tidak ada autokorelasi. Bila nilai 
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DW lebih rendah daripada batas bawah atau lower bound (dl) maka 
autokorelasi > 0, berarti ada autokorelasi positif.  
2. Bila DW lebih besar dari (4-dl) maka koefisien autokorelasi < 0, berarti 
ada autokorelasi negatif. Bila DW terletak antara (du) dan (dl) atau DW 
terletak antara (4-du) dan (4dl), maka hasilnya tidak dapat disimpulkan.  
3.5.4. Uji Multikolinieritas  
Uji multikolinieritas digunakan untuk menguji apakah dalam model 
regresi ditemukan adanya korelasi antar variabel independen. Model regresi yang 
baik seharusnya bebas dari permasalahan multikolinieritas. Kriteria yang 
digunakan dalam uji multikolinieritas adalah sebagai berikut :  
1. Jika nilai Variance Inflation Factor (VIF) < 10, maka tidak terjadi 
permasalahan multikolinieritas (model regresi tersebut baik).  
2. Jika nilai Variance Inflation Factor (VIF) > 10, maka  terjadi 
permasalahan multikolinieritas. 
3.6. Pengujian Hipotesis 
Pengujian ini dilakukan untuk mengetahui pengaruh variabel independen, 
yaitu profitabilitas, leverage, assets growth, free cash flow, investment 
opportunity set terhadap variabel dependen yaitu dividend payout ratio. Untuk 
menguji signifikasi pengaruh variabel independen (X) terhadap variabel dependen 
(Y) baik secara parsial maupun secara bersama-sama dilakukan dengan Koefisien 
Determinasi (R2 ), uji parsial (uji t), dan uji simultan (uji F). 
3.6.1. Koefisien Determinasi  
Koefisien determinasi (R2 ) adalah hubungan keterkaitan antara dua 
variabel atau lebih. Hasil korelasi positif mengartikan bahwa semakin besar nilai 
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variabel 1 menyebabkan makin besar pula nilai variabel 2. Korelasi negatif 
mengartikan bahwa makin besar nilai variabel 1 makin kecil nilai variabel 2. 
Sedangkan korelasi nol mengartikan bahwa tidak ada atau tidak menentunya 
hubungan dua variabel. 68 Besarnya koefisien determinasi adalah 0 sampai 1. 
Semakin mendekati nol, maka semakin kecil pula pengaruh semua variabel 
independen terhadap nilai variabel dependen. Sedangkan jika koefisien 
determinasi mendekati satu maka dapat dikatakan semakin kuat model tersebut 
dalam menerangkan variasi variabel independen terhadap variabel dependen. 
Koefesien determinasi dapat dirumuskan sebagai berikut:  
𝑅 2 = 𝛽1 ∑ 𝑋1𝑌+𝛽2 ∑ 𝑋2𝑌+𝛽3 ∑ 𝑋3𝑌+𝛽4 ∑ 𝑋4𝑌+𝛽5 ∑ 𝑋5𝑌+ 𝛽6 ∑ 𝑋6 𝑌2 
Keterangan:  
𝛽1−6 = Koefisien Regresi Berganda Variabel X1-X6  
X1 = Profitabilitas   
X2 = Leverage 
X3 = Assets Growth 
X4 = Free Cash Flow 
X5 = Investment Oppotunity on Set 
X6 = Ukuran Perusahaan 
Y = Dividen Payout Ratio 
3.7.2. Uji Simultan (Uji F)  
Uji statistik F pada dasarnya menunjukkan apakah semua variabel 
independen yang digunakan berpengaruh secara bersama-sama terhadap satu 
variabel dependen. Tujuan pengujian ini adalah untuk mengetahui apakah variabel 
independen secara bersama-sama memengaruhi variabel dependen secara 
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signifikasi. Uji F dilakukan pada tingkat keyakinan 95% dan tingkat kesalahan 
analisis (α) = 5% derajat bebas pembilang df1=(k-1) dan derajat bebas penyebut 
df2=(n-k), k merupakan banyaknya parameter (koefisien) model regresi linier dan 
n merupakan jumlah pengamatan. Nilai F dapat dirumuskan sebagai berikut:  
𝐹 = 𝑅 2𝑘 1−𝑅2⁄𝑛−𝑘−1  
Keterangan:  
n = Jumlah sampel  
k = Jumlah variabel bebas  
R2 = Koefisien determinasi  
Formula hipotesis:  
1. H0 : Profitailitas, leverage, assets growth, free cash flow, invetment 
oppotunity on set secara simultan berpengaruh tidak signifikan 
terhadap dividend payout ratio.  
2. Ha : Profitailitas, leverage, assets growth, free cash flow, invetment 
oppotunity on set secara simultan berpengaruh signifikan terhadap 
dividend payout ratio.  
Dasar pengambilan keputusan sebagai berikut:  
a. Jika F hitung < F tabel, maka variabel independen secara simultan 
berpengaruh tidak signifikan terhadap variabel dependen (H0 diterima).  
Jika F hitung > F tabel, maka variabel independen secara simultan 





b. Berdasarkan nilai probabilitas (signifikan) dasar pengambilan keputusan 
adalah:  
Jika probabilitas > 0.05 maka H0 diterima. 
Jika probabilitas < 0.05 maka H0 ditolak.  
3.7.3. Uji Parsial (Uji-t)  
Uji t adalah jenis pengujian statistik yang digunakan untuk mengetahui 
seberapa jauh pengaruh variabel independen dapat menerangkan variabel 
dependen secara individual. Uji t dilakukan dengan tingkat keyakinan 95% dan 
tingkat kesalahan analisis (α) 5%, derajat kebebasan (degree of freedom) yang 
digunakan adalah df1= n-k. Taraf nyata inilah yang akan digunakan untuk 
mengetahui kebenaran hipotesis. Nilai t dapat dirumuskan sebagai berikut:  
t = 𝑋−µ 𝑆/√𝑛   
Keterangan :  
X = Rata-rata Hitung Sampel  
µ = Rata-rata Hitung Populasi  
S = Standar Deviasi Sampel  
n  = Jumlah Sampel  
Formula hipotesis:  
1. H0 : Profitabilitas, leverage, assets growth, free cash flow, invetment 
oppotunity on set secara parsial tidak berpengaruh signifikan terhadap 
dividend payout ratio. 
2. Ha  : Profitailitas, leverage, assets growth, free cash flow, invetment 
oppotunity on set secara parsial berpengaruh signifikan terhadap 
dividend payout ratio., 
