Abstract. Every tame, prime and alternating knot is equivalent to a tame, prime and alternating knot in regular position, with a common projection. In this work, we show that the Dehn presentation of the knot group of a tame, prime, alternating knot, with a regular and common projection has a finite and complete rewriting system. Although there are rules in the rewriting system with lefthand side a generator and which increase the length of the words we show that the system is terminating.
Introduction
In [2] , we showed that the augmented Dehn presentation of the knot group of a tame, prime, alternating knot in regular position, with a common (elementary) projection [7, p.267 ] has a finite and complete rewriting system (with no need of completion) and this result holds also for alternating links satisfying our assumptions. We showed there that there are exactly two such rewriting systems and we gave an algorithm which finds them. This was carried out using graph theory, applied to the projection of the knot and to the projection's dual graph. In this paper, we use one of the complete rewriting systems for the augmented Dehn presentation of the knot group to find a finite and complete rewriting system for the Dehn presentation. The same process can be applied on the second rewriting system. 1 The main idea is that we can divide the generators in the Dehn presentation of the knot group and their inverses in two disjoint sets, called the sources and the sinks. This division of the generators is derived from the algorithm which finds the complete rewriting system for the augmented Dehn presentation of the knot group and it permits us to compare the words in the free group generated by these generators in an efficient way.
We will describe in some words the way we do this and we refer the reader to section 2 for more details. If K is a knot and ℘(K) its projection on R 2 ,then ℘(K) is said to be common if the boundaries of any two distinct domains have at most one edge in common and each crossing is on the boundary of exactly four distinct domains [3] [9] [7, p267] . In the Dehn presentation of the knot group (the fundamental group of R 3 \ K) the generators are the domains of R 2 \ ℘(K), labelled by x 0 , x 1 , ..., x n , starting with the unbounded domain (see Fig.1 ). The relations arise from the crossings: at each crossing, four distinct regions x a ,x b ,x c ,x d meet and the relation arising from this crossing is r:
x a x b x c x d = 1, where x denotes the inverse of x.
The Dehn presentation of the fundamental group of R 3 \ K is < x 0 , x 1 , ..., x n | r 1 , ..., r n−1 , x 0 > where each r m has the form x i x j x k x l = 1 with x i , x j , x k , x l generators and the augmented Dehn presentation is the Dehn presentation with the relation {x 0 = 1} deleted, i.e < x 0 , x 1 , ..., x n | r 1 , ..., r n−1 >.
Weinbaum in [9] showed that the augmented Dehn presentation given by K presents the free product of the knot group π(R 3 \ K) and an infinite cyclic group.
The way to divide the generators in the two disjoint sets of sources 2 and sinks can be described easily as follows: choose x 0 to be a source, then all its neighbours will be sinks and so on iteratively. Next, if
x 0 is a source, then x 0 is also chosen to be a source and the same holds for all the generators. This process is consistent, since when the knot projection is regular a chess-boarding colouring of the domains is possible (a regular knot projection is a planar graph in which every vertex has even degree 4). The generators are then renamed according to their being a source or a sink: if x * is a source then it is renamed s *
and if x * is a sink then it is renamed t * and the relations and the rules are "rewritten" accordingly. For the eight knot group, if x 0 and x 0 are sources, then x 1 , x 2 , x 3 , x 1 , x 2 , x 3 are sinks and x 4 , x 5 , x 4 , x 5 are also sources (see Fig.1 ). So,the main result of this paper can be stated as follows:
Theorem. Let K be a tame, prime and alternating knot with a regular and common projection. Then the Dehn presentation of the knot group of K has a complete and finite rewriting system.
We shall denote this rewriting system of K by ℜ ′′ .
Example: The augmented Dehn presentation of the eight knot group (see Fig.1 )
In Section 2, we give some definitions concerning rewriting systems.
Then,we give a brief survey of the results obtained in [2] and refer the reader for more details. In Section 3, we find a rewriting system ℜ ′ for the Dehn presentation of the knot group and show some of its properties and then we find a rewriting system ℜ ′′ which is equivalent to ℜ ′ . In Section 4, we show that the rewriting system ℜ ′′ is complete. The main difficulty is to show that it is terminating, since there are rules in ℜ ′′ which increase the length of the words. In this paper, we shall assume that knots are : tame, prime and alternating with a regular and common projection.
Acknowledgment. I am very grateful to my supervisor Professor
Arye Juhasz, for his patience his encouragement and his very useful and judicious remarks on this paper.
Preliminaries

2.1.
On rewriting systems. The terminology in this section is from [1] and [4] . Let be a non-empty set. We denote by * the free monoid generated by ; elements of * are finite sequences called words and the empty word will be denoted by 1. The length of the sequence is called the length of the word w and is denoted by ℓ(w).
Definition.
A rewriting system ℜ on is a set of ordered pairs in
where X is a set of free generators {x 0 , x 1 , ..., x n } and R the set of relations. In order to define a rewriting system for G, we have to
where X denote the set {x 0 , ..., x n } and R 0 = {x i x i = 1, x i x i = 1, with i ∈ {0, 1, ..., n}}. The symmetrization process on a relator r is the following process: we consider all the relations which can be obtained as consequences of r, r and all their cyclic permutations in a group and we define S(r) to be the minimal set of relations from which all the other relations can be derived in the monoid. Example: if r : ab = 1 where a, b ∈ X ∪ X then we obtain from the symmetrization process the set of relations {ab = 1, ba = 1, b a = 1, a b = 1, b = a, a = b} and
We refer the reader to [2] where this process is done in detail for the relations in the knot group and also to [6] . In what follows, we will state results from [2] without proofs.
Remark 2.1. For each relator r m : x i x j x k x l = 1, the set S(r m ) is the following set of relations:
The set of relations R', which is the union of the sets {S(r m )} for 1 ≤ m ≤ n − 1 is equivalent to the set of relations
for a knot group G, satisfying our assumptions and the problem is then how to orientate the relations in R' in order to define a rewriting system.
Example: the set of relations R' for the figure-eight knot group
Using the fact that all sides of relations in R' have length 2, we defined a graph ∆, called the derived graph, in the following way:
• The vertex-set is the set X ∪ X.
• For a, b in X ∪ X, there is an oriented edge a → b n ∆, if there is a relation in R ′ such that the word ab is one of its sides.
Example: The derived graph ∆ for the figure-eight knot (see half the number of edges in ∆, which define a finite and complete rewriting system (with no need of completion). We will describe the algorithm to find one of the two antipathsÂ, the one we will work with in this paper: choose x 0 and x 0 to be sources inÂ, which means that all the edges going out of x 0 and x 0 will belong toÂ and this will determinê A completely (in an iterative way). In fact, by having a glance at the knot projection , one can see immediately for each pair (x i ,x i ) if these are sources or sinks inÂ : in the example of the figure-eight knot if x 0 and x 0 are sources inÂ then x 1 , x 1 ,x 2 , x 2 , x 3 and x 3 are sinks inÂ and x 4 , x 4 , x 5 , x 5 are also sources inÂ (by a chess-boarding effect). We rename the generators according to their being a sink or a source in the antipathÂ: if the generator x * is a source it is denoted by s * and if the generator x . is a sink it is denoted by t . . We will denote by ℜ the rewriting system defined by the antipathÂ, with the rules "rewritten" accordingly.
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Example: The rewriting system ℜ for the figure-eight knot group:(see Fig.3 )
Remark 2.2. Each set S(r m ), with r m :
in the antipathÂ which defines ℜ: 3. definition of a rewriting system ℜ ′ for the dehn presentation 3.1. Definition of ℜ ′ . We will use in what follows some tools developped in [9] . Let K be a tame, prime and alternating knot whose projection is regular and common. Let us denote the knot group π(R 3 \ K) by G and assume its Dehn presentation is < x 0 , x 1 , ..., x n | 9 r 1 , ..., r n−1 , x 0 >. So H , the group presented by the augmented Dehn
.., r n−1 >. Let ℜ be the complete and finite rewriting system for H obtained in the previous section. Let F be the free group on n+1 generators x 0 , x 1 , ..., x n .
Let Φ be the endomorphism of F determined by: Φ(x 0 ) = 1 and
In order to define a rewriting system ℜ ′ for G, we need to apply the symmetrization process on Φ(r m ) , for 1 ≤ m ≤ n − 1 and to add of course the relations
We recall that each relator has the form: r m : 
We denote the relations
and these relations will belong to all the sets of relations we will consider, even if we don't mention this explicitly. We will work all along with the assumption that i = 0, where i is the index of the first letter in Φ(r m ). Clearly, there is no loss of generality in doing this.
Now, let reverse the order of the operations on a relation r m , i.e. first making the symmetrization process to obtain S(r m )and then applying Φ on both sides of the relations in S(r m ).The set of relations obtained will be denoted by Φ(S(r m )). If none of the indices i, j, k, l in r m is 0 then Φ(S(r m )) = S(Φ(r m )) = S(r m ) and if i = 0 then Φ(S((r m ))) is the following set of relations:
which correspond respectively to the relations (a), (b), (d), (e) in S(Φ(r m )).
So, by reversing the order of the operations we lost the two relations (c) :
Yet, we will show that the equivalence relation generated by Φ(S(r m )) is the same as that generated by S(Φ(r m )) and that in fact it is sufficient to consider an even smaller set of relations.
Claim 3.1. The equivalence relation generated by the following set of relations, denoted by Φ m :
is the same as that generated by Φ(S(r m )) and S(Φ(r m )).
Proof. First, the relations (d), (e) and (f ) can be derived from the relations (1), (2), (3), (0) in the following way:
by using (1)and then (0) (e) : x l x k = (x j x k )x k = x j by using (2) and then (0) (f ) :
So, the equivalence relation generated by S(Φ(r m )) is the same as that generated by Φ m .
It remains to show that the relation (3)can be derived from the relations in Φ(S(r m )): (3) is obtained from (d) or (e) in one of the following ways:
So, the equivalence relation generated by Φ(S(r m )) is the same as that generated by Φ m .
In order to define a rewriting system ℜ ′ for G, we have to orientate the relations in Φ m , for 1 ≤ m ≤ n − 1. Here, the complete rewriting system ℜ found for H plays an important role: we will orientate the relations in Φ m in the same way as the corresponding relations in S(r m ). Since x 0 , x 0 are sources in the antipathÂ which defines ℜ, we have that x k , x k are also sources and x j , x j , x l , x l are sinks inÂ. So, in ℜ these relations are orientated s 0 t l → t j s k and s k t l → t j s 0 respectively (see remark 2.2). Since we want to orientate the relations in Φ m in the same way as the corresponding relations in S(r m ), we orientate the relations (1) and (2) in the following way:
The following orientation is chosen for the relation (3) in Φ m :
We will denote this set of 3 rules by Φ m .
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The rewriting system ℜ ′ for G is the union of the following sets of rules:
none of the indices 0 one of the indices 0 
Note that ℜ ′ is not complete. As an example, the word t 3 t 2 t 1 reduces to two different irreducible words s 5 t 1 and t 3 s 4 . 
Properties of ℜ
such that there is also the relator r m ′ :
Proof. Since the knot is alternating and we have r m :
we have necessarily in the knot projection the situation described in Fig.4 . This means that there is also the relation r m ′ :
Claim 3.4. If the set Φ m :
Proof. It follows from claim 3.3 , where Φ m and Φ m ′ are the sets of rules in ℜ ′ corresponding to r m and r m ′ respectively.
Definition of an ordering on the words in (X ∪ X)
* . By abuse of notation, we denote also by X ∪ X the union of the set of sinks and the set of sources, i.e the set of generators and their inverses after their renaming. We write a non-empty word w in (X ∪ X) * , w = S 1 t 1 S 2 t 2 ..S k t k S k+1 , with S i a sequence of sources s 1 s 2 ..s n i such that the length of S i (i.e the number of occurrences of s), denoted by
We will define an ordering on the words in (X ∪ X) * in the following way. Let > denote the usual ordering on the nonnegative integers and let > lex denote the lexicographic ordering from the left on 4−tuples of nonnegative integers, induced by >. Define V 1 (w) to be the number of occurrences of sinks with positive and negative exponent (the number of t) in w. It holds that V 1 (w) ≤ ℓ(w).
14 V 2 (w) to be the number of occurrences of sinks with positive exponent in w, but only those sinks which are connected by an edge to x 0 in the antipathÂ which defines ℜ. These generators correspond in fact to neighbouring regions of the unbounded region (x 0 ) in the knot projection. It holds that V 2 (w) ≤ ℓ(w).
V 4 (w) to be ℓ(w), the length of w.
Observe that V (w) ≥ (0, 0, 0, 0) for every non-empty word w. Define
Example: Computation of V (t 2 ) and V (t 1 s 4 ) It holds that V 1 (t 2 ) =
4. Definition of an equivalent rewriting system ℜ ′′ Lemma 4.1. Assume Φ m :
obtained from the equivalence relation generated by rules of kind (3).
Proof. We have s k t l ′ = t l t j t l ′ = t l s k ′ , using first the equivalence relation generated by (3 l,j,k ) and then by (3 j,l ′ ,k ′ ). In order to orientate this relation, we use the ordering defined above:
and
Remark 4.2. Adding the rule (4)s k t l ′ → t l s k ′ to ℜ ′ will resolve the critical pairs resulting from the overlapping of the rules (3 l,j,k ) and
Example: In the rewriting system ℜ ′ for the figure-eight knot group we have the following two rules of kind (3):
The rule of kind (4) obtained from the equivalence relation generated by these two rules is then:
alence relation generated by (3 l,j,k ) and (β). Further, rule (γ) can be derived using the rule (5).
Proof. We have t p s m ′ s k = t p s m ′ t l t j = t p t p s m t j = s m t j , using first the equivalence relation generated by (3 l,j,k ) and then by (β) and (0).
In order to orientate this relation, we use the ordering defined above:
using rules (1 l,j,k ), (5) and (0). Example: In the rewriting system ℜ ′ for the figure-eight knot group we have the two following rules of kind (3) and (β) respectively: x 2 x 1 → x 4 and x 5 x 2 → x 1 x 4 . The rule of kind (5) obtained from the equivalence relation generated by these two rules is then:
Proposition 4.5. Assume that ℜ ′ is the union of the following sets of rules:
′′ be the rewriting system obtained by adding to ℜ ′ the rules
removing (γ). That means that ℜ
′′ is the union of the following sets of rules:
Then the rewriting system ℜ ′′ is equivalent to ℜ ′ and is reduced.
Proof. From lemmas 4.1 and 4.3, the rules (4) and (5) are obtained from the equivalence relation generated by the rules in ℜ ′ . (α ′ ) and (2 ′ j,l,k ) are obtained by reducing the right-hand side of (α) and (2 j,l,k ) using the rule (1 l,j,k ) and (γ) can be derived using (5 
Note that s 5 t 1 → t 2 s 4 and s 4 t 2 → t 1 s 5 (in the fourth set of rules) have been replaced by the rules of kind (5) respectively. The rewriting system ℜ ′′ for the trefoil knot group is:
4} (see [2] for notation) Note that for the trefoil knot there are no rules of kind α, β, γ, δ and (5) since all the regions have an edge in common with the unbounded region x 0 .
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The rewriting system ℜ ′′ is complete and this is what we will show in a more general context in the following.
5. completeness of the rewriting system ℜ ′′ 5.1. Termination of the rewriting system ℜ ′′ . As before, we will use the following notation: t denotes a sink in the antipathÂ with positive or negative exponent, t + denotes a sink with positive exponent which is connected by an edge to x 0 in the antipathÂ. s denotes a source inÂ with positive or negative exponent and S i a sequence
We will show that we can divide schematically all the rules in ℜ
′′
(except rules of kind (0)) in the following four classes: Proof. The rules of kind (5), α ′ and β ′ belong to the class (A). The rules of kind (2 ′ ), (4) and α, β, γ, δ belong to class (B). The rules of kind (1) belong to class (C)and the rules of kind (3) belong to class (D). (1), γ, δ and (0), i.e in rules from class (C) or (B) respectively. Now, if there is a t with positive exponent sign, denoted by t l for 1 ≤ l ≤ n, which occurs both in a rule of kind (1) and in a rule of kind (γ), then in the construction of ℜ ′′ the rule of kind (γ) has been replaced by a rule of kind (5) in which there is no t with positive exponent sign.
The same argument holds if if there is a t with positive exponent sign which occurs both in a rule of kind (1) and in a rule of kind (δ), since (γ) and (δ) have the same form (see proposition 4.5).
with S i a sequence of sources such that the length of Proof. Let w = S 1 t 1 S 2 t 2 ..S k t k S k+1 be a word in (X ∪ X) * , with 0 ≤ n i ≤ ℓ(w) for 1 ≤ i ≤ k + 1. We will show that after the application of any rule from ℜ ′′ on w, we obtain a word w ′ such that V (w ′ ) < lex V (w).
We denote w
If a rule from class (D) is applied on w, then V 1 (w ′ ) = V 1 (w) − 2 since each single application of a rule from class (D) on a word w reduces the number of "t" by 2. This implies that V (w ′ ) < lex V (w). The same holds for all the rules of kind (0): tt → 1 and tt → 1.
If a rule from class (C) is applied on w, then V 1 (w) = V 1 (w ′ ) since the number of occurrences of t does not change but
This is due to the fact that the t + on which the rule is applied is counted
From lemma 5.3, each application of a rule from class (A), (B) on w keeps the number of "t" the same, so V 1 (w) = V 1 (w ′ ). Moreover, the "t + " which are counted in V 2 (w) cannot appear in the left-hand side, nor in the right-hand side of any rule from class (A), (B), so
First, assume a rule from class (A) is applied on w and let denote by t p
(1 ≤ p ≤ k) the t on which the rule is applied. So, it holds that n ′ i = n i for i = p, p + 1, n ′ p = n p − 1 and n ′ p+1 = n p+1 + 2. The computation of V 3 (w ′ ) gives the following: So, V 3 (w ′ ) < V 3 (w), which implies that V (w ′ ) < lex V (w).
Next, assume a rule from class (B) is applied on w and let denote by t p
(1 ≤ p ≤ k) the t on which the rule is applied. So, it holds that n ′ i = n i for i = p, p + 1, n ′ p = n p − 1 and n ′ p+1 = n p+1 + 1. The computation of V 3 (w ′ ) gives the following:
So, V 3 (w ′ ) < V 3 (w), which implies that V (w ′ ) < lex V (w).
At last, if a rule of kind ss → 1 or ss → 1 is applied on w, then V 1 (w ′ ) = V 1 (w), V 2 (w ′ ) = V 2 (w), since the number of occurrences of t of any kind does not change. In order to compare V 3 (w) and V 3 (w ′ ), we have to check several cases.
Assume there is at least one occurrence of t in w. If there is no occurrence of t at the right of the subword on which a rule of kind ss → 1 or ss → 1 is applied, i.e ss or ss is a subword of S k+1 , then V 3 (w ′ ) = V 3 (w), since the computation of V 3 (w) does not take into account n k+1 , the length of S k+1 . At last, V 4 (w ′ ) = V 4 (w) − 2, which implies V (w ′ ) < lex V (w).
Otherwise, if there is an occurrence of t, denoted by t p , at the right of the subword on which a rule of kind ss → 1 or ss → 1 is applied, then
is not the same as V 3 (w), since n ′ p = n p − 2 and p = k + 1. The computation of V 3 (w ′ ) gives the following:
Assume there is no occurrence of t in w, then w = S 1 . Since the application of a rule of kind ss → 1 or ss → 1 reduces the length of S 1 by 2, we have that n ′ 1 = n 1 − 2. The computation of V 3 (w ′ ) gives the following:
So, we have that after the application of any rule from ℜ ′′ on w, we obtain a word w ′ which satisfies V (w ′ ) < lex V (w) and this implies that ℜ ′′ is terminating .
The main result:
Completeness of the rewriting system ℜ ′′ .
