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Abstract
The purpose of this paper is twofold: On the one hand, after a thorough review of the matter
free case, we supplement the derivations in our companion paper on “loop quantum gravity
without the Hamiltonian constraint” with calculational details and extend the results to standard
model matter, a cosmological constant, and non-compact spatial slices. On the other hand, we
provide a discussion on the role of observables, focussed on the situation of a symmetry exchange,
which is key to our derivation. Furthermore, we comment on the relation of our model to reduced
phase space quantisations based on deparametrisation.
∗norbert.bodendorfer@gravity.fau.de
†alexander.stottmeister@gravity.fau.de
‡andreas.thurn@gravity.fau.de
1
Contents
1 Introduction 3
2 Partial and complete gauge (un)fixing 4
2.1 Geometry of the constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 Complete gauge (un)fixing . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 Partial gauge (un)fixing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Observable projectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.1 Complete observable projectors . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.2 Partial observable projectors . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Quantisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3 Matterfree case 18
3.1 Reminder: ADM formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Gauge fixing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2.1 Invertibility of the Dirac matrix . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2.2 Global aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Gauge unfixing: shape dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3.1 Local considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3.2 Global aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.4 Remarks on a connection formulation and quantisation . . . . . . . . . . . . . . . 26
4 Conformally coupled scalar field 26
4.1 Canonical analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 Gauge fixing and unfixing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.3 Non-compact spatial slices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.4 Connection formulation and solution to kinematical constraints . . . . . . . . . . 33
4.4.1 Conformally covariant variables . . . . . . . . . . . . . . . . . . . . . . . . 33
4.4.2 Dilaton - type field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.4.3 Conformally invariant metric and connection variables . . . . . . . . . . . 34
4.5 Remarks on quantisation and observables . . . . . . . . . . . . . . . . . . . . . . 36
5 Extension to standard model matter fields 38
5.1 Conformally invariant matter field actions . . . . . . . . . . . . . . . . . . . . . . 38
5.2 Scalar field potentials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.3 Cosmological constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
6 Concluding remarks 41
A Conformally invariant Klein Gordon equation 43
B Constraint algebra of general relativity conformally coupled to a scalar field 43
C Inclusion of Dirac fermions 46
2
1 Introduction
As was outlined in our companion paper [1], general relativity conformally coupled to a scalar
field can be quantised on a phase space which is reduced with respect to the Hamiltonian con-
straint H and the generator of local conformal1 transformations D, acting on both the metric
and the scalar field. Certain technical assumptions, such as compact spatial slices, a strictly
positive scalar field, and the existence of a constant mean curvature (CMC) Cauchy slice were
necessary in order to proof this claim.
Apart from detailing the calculations, we elaborate on certain conceptual points in this paper.
The first question that one generally asks when confronted with this type of reformulation of
general relativity is related to Dirac observables. When trading invariance under the flow gen-
erated by the Hamiltonian constraint for local conformal invariance, what is essentially what
we will be doing, it is at first sight unclear how the same Dirac observables should be selected
in both theories. The key to understand their relation is to gauge unfix the reduced theory
with respect to D, resulting in a first class formulation with local conformal invariance. We
will show that, despite a rather complicated mapping, the two observable algebras are in fact
isomorphic, which is a general, already known, result from gauge unfixing. The proof rests on
the observation that the gauge unfixing projector used to construct gauge invariant extensions
from arbitrary phase space functions is a Poisson homomorphism, i.e. it preserves the Poisson
structure of the observable algebra2. A word of caution is in order at this point: Although
the observable algebras are isomorphic, the mapping between them is very complicated and we
observe that, although the constraint algebra is in this case significantly simplified by trading
invariances, the complexity of general relativity is conserved for generic problems, e.g. time
evolution, where this mapping is needed in order to recover a spacetime picture. Nevertheless,
our framework still has its merits in special situations like black hole entropy state counting or
in the definition of geometric operators whose classical counterparts serve as good initial data3.
It is important to stress the conceptual difference between this reduced phase space quantisation
and others available in the literature [2, 3, 4], which are based on using additional scalar fields
or dust as clocks and rods in relation to which a physical Hamiltonian can be defined. While one
could try to promote D, the generator of local conformal transformations, to a time variable and
compute a physical Hamiltonian which governs the evolution with respect to this clock, this is
not our aim. Instead, we want to restrict ourselves to the spatial hypersurface on which D = 0
and use the Dirac bracket derived from this gauge fixing. When good initial data, i.e. satisfying
H = 0, is given on such a hypersurface, the initial value problem for general relativity is well
posed modulo technical assumptions (cf. e.g. [5] for an exposition). Accordingly, the complete
spacetime can be recovered from this initial data. When quantising this phase space of initial
values, neglecting the spatial diffeomorphism constraint for a moment, there are no additional
quantum Einstein equations to be satisfied as long as our representation is constructed according
to the Dirac bracket. Thus, the spectral analysis of the operator representation of the reduced
phase space functions yields the spectrum of the initial values allowed by the quantum theory.
At this point, one might object that nothing has been gained with respect to the deparametrised
treatments, [2, 3, 4], where explicit access to the physical Hilbert space is also available. How-
ever, our gauge choice is conceptually very different in that we are fixing the momenta instead
of the fields themselves and that our gauge fixing (clock) is purely geometric. This allows the
1By a local conformal transformation, we mean a local rescaling of the phase space variables by a scalar
function. With the conformal group in mind, one could also call this a dilatation, however, we will use the former
expression in order to be consistent with the remaining literature on the subject.
2It is even a (weak) Poisson isomorphism w.r.t. the algebra of weak Dirac observables.
3The basic idea of the argument in [1] was that having initial data invariant under local conformal transfor-
mations generated by D is as good as having it satisfy H = 0.
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gauge to be accessible on the whole spatial slice in interesting applications like black hole en-
tropy computations, where the access to the physical Hilbert space at a given “time” is necessary.
This paper is organised as follows:
We start in section 2 with a general discussion on observables and the observable projectors
used later in this paper. In section 3, we review results from shape dynamics, on which parts of
the ideas of this work are based. Next, in section 4, we introduce the conformally coupled scalar
field, perform a detailed canonical analysis and construct a new metric which is invariant un-
der local conformal transformations. In section 5, we extend our framework to standard model
matter and a cosmological constant. We conclude with a discussion on the implications and
applicability of the proposed reduced phase space quantisation. In the appendices, we provide
some further calculational details and helpful identities.
2 Partial and complete gauge (un)fixing
In this section, we discuss some general facts involved in the mechanism of gauge fixing and
unfixing (see [6, 7, 8, 9, 10, 11, 12, 13] for original literature) of (totally constrained, first class,
irreducible)4 Hamiltonian systems.
To fix the terminology, we recall that gauge fixing for such a systems refers to determining a
surface that cuts the constraint surface transversally (w.r.t. the gauge flow). Gauge unfixing
refers to the observation that the equations governing the (local) admissibility of a gauge fixing
exactly reflect the structure of a second class constraint system, i.e. the transversal surface can
be given in terms of another constraint systems which is second class with the first. Therefore,
given a second class constraint system, it is possible (under favourable conditions) to select a
subsystem of first class, and drop the remaining constraints, which are viewed as gauge fixing
conditions of the former. An important point of this is that the choice of the first class subsystem
is generally far from unique, which will be exploited in the following.
The aim of this section is to provide the general setup for the following chapters, in which we
review, and extend, a certain gauge fixing for general relativity (in its ADM formulation), and
show that it can further be supplemented by a gauge unfixing leading to an equivalent of general
relativity with different constraint algebra, which, if coupled to a conformally coupled scalar field,
admits a quantisation by Loop Quantum Gravity methods. Differences in interpretation arise
in this approach when it comes to the question of observables, and how their dynamics are to
be formulated. The methods involved should be viewed as complementary to the construction
of a linking theory, as was done in [14, 15], and on which the ideas for our approach are based.
After giving the general structure of the constraints, where we closely follow the notation in [16]
(Chapter 2, p. 82 et seq.), necessary for the steps outlined above, we focus on the (classical)
observables, and how their Poisson algebra is characterised in the different pictures. Concerning
technical details of symplectic geometry, especially on infinite dimensional manifolds, we refer
the reader to the literature [17, 18]. In all that follows, we will assume that the geometrical
structures can be modelled as suitable Banach manifolds.
Let Γ be the phase space equipped with a symplectic structure ωΓ, and F (Γ) a convenient space
of functions on it. Let {Hj}j∈J ⊂ F (Γ) be a first class system of constraints. Now we define
the Hamiltonian vector fields {χHj}j∈J associated with the constraint system as
χHj := {Hj, . }Γ , j ∈ J . (2.1)
4An extension to more general situations is conceivable, but technically more involved.
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Note that, due to the first class property of the constraints, these vector fields have well-defined
restrictions to SJ(H), thus giving rise to canonical transformations αβjχHj
, {βj} ∈ RJ via
x˙(t) = βjχHj |x(t), (2.2)
which leave the constraint surface invariant. A formal solution is given in terms of the (dual)
action on F (Γ):
α∗tβjχHj
(f) = e
tβjχHj (f) :=
∞∑
n=0
tn
n!
{
βjHj, f
}
Γ,(n)
, f ∈ F (Γ) . (2.3)
The orbits of these transformations, the gauge orbits, are given as
[x]J(H) :=
{
αβj1χHj1
◦ · · · ◦ αβjN χHjN (x), N <∞,
{
βjk
} ∈ RJ×N} . (2.4)
N 6= 1 accounts for the possibility of structure functions, i.e. {Hj}j∈J will in general only be a
generating set of the Poisson algebra of constraints, which means that general gauge transfor-
mations, even those connected to the identity, cannot be written in the form αβjχHj
,
{
βj
}
j∈J
.
Ignoring the subtleties arising from the fact that we allow for infinite dimensional phase spaces,
one obtains the intuitive picture that the reduced phase space ΓR of the system is given in terms
of the gauge orbits, and the constraint surface is a principal bundle over the latter with gauge
group given by the canonical transformations defined above (cf. [9]).
2.1 Geometry of the constraints
Given a system as above, we explain in the following how, under certain conditions, systems or
subsystems of constraints can be traded for one another.
2.1.1 Complete gauge (un)fixing
Additionally to the data given before, we consider in this subsection a second system of first
class phase space functions {Dj}j∈J ⊂ F (Γ), which is assumed to give (at least locally) rise to
a canonical gauge of the first system {Hj}j∈J5, i.e.
{Di,Hj}Γ =Mij , M = (Mij)i,j∈J invertible on SJ(D,H), (2.5)
where SJ(D,H) denotes the submanifold defined by the common zeros of both constraint systems.
The invertibility of M ensures the (local) accessibility and uniqueness of the gauge6. If one is
dealing with a finite number of degrees of freedom (|J | < ∞), M will be given by a square
matrix with non-vanishing determinant, which follows directly from a dimensionality argument.
In case there is an infinite number of degrees of freedom (|J | = ∞), the situation will be more
subtle. Besides the uniqueness of the gauge (injectivity of M), one has to ensure that the gauge
is (infinitesimally) accessible, which is tied to the range of M (surjectivity being sufficient). The
first class property for the family {Dj}j∈J only becomes important when we come to the process
of gauge unfixing. The gauge fixing itself does not require this assumption.
Now, an important observation is the (weak) Abelianisation Theorem (s. [10] and [16], p. 84,
Theorem 2.2.1.) for the Hamiltonian vector fields:
5Note that the index sets of the constraints systems are intentionally chosen to coincide. This is indicates that
one needs the “same number” of gauge conditions as there are gauge symmetry generators.
6In the sense that the system of linear equations Mijβ
j = 0, i ∈ J , admits a unique solution, and is not
over-constrained.
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Theorem 2.1:
Given constraint systems {Hj}j∈J and {Dj}j∈J as stated, if the operator M is invertible on
some open subset USJ(D,H) intersecting the (second class) surface SJ(D,H), one obtains (weakly)
commuting Hamiltonian vector fields {χH′j}j∈J , where H′j :=
∑
i∈J
(
M−1
)
ij
Hi:[
χH′i , χH′j
]
≈SJ(H)∩USJ(D,H) 0, i, j ∈ J, (2.6)
i.e. the structure functions
{
fH
′ k
ij
}
i,j,k∈J
vanish weakly, since[
χH′i , χH′j
]
= χ{H′i,H′j}Γ ≈SJ(H)∩USJ(D,H) f
H′ k
ij χH′k , i, j, k ∈ J. (2.7)
Moreover, due to the first class property, the primed system of constraints is equivalent to the
original one on USJ(D,H), and induces an equivalent Hamiltonian flow on (part of) the constraint
surface SJ(H). We will drop the dependence on USJ(D,H) in the following, since we want keep
the notation compact and the possible dependence is not essential to the stated formulae.
Taking advantage of the theorem, the condition for the constraint surface SJ(D) to define a
(local) canonical gauge cut w.r.t. the Hamiltonian flow on SJ(H) can be stated as the existence
and uniqueness of a solution to
Di(αβjχH′
j
(x)) = 0, ∀i ∈ J, x ∈ SJ(H), (2.8)
thus defining a function
βH
′
D : SJ(H) → RJ . (2.9)
A (formal) differentiation of this condition w.r.t. the labels βj , j ∈ J , leads to an equivalent of
(2.5) in terms of Di, H′j, i, j ∈ J ,{Di,H′j}Γ ≈SJ(D,H) δij . (2.10)
It is noteworthy that, although (2.8) can be formulated using only unprimed constraints, the
resulting family of equations will not be appropriate for the definition of a canonical gauge,
unless one is in the case of structure constants (N = 1), due to the nature of the gauge orbits7.
The important point, regarding gauge unfixing, is that the role of the two constraint systems is
completely interchangeable, and we may define a second set of (weakly) commuting, this time
w.r.t. the intersection SJ(D), Hamiltonian vector fields {χD′j}j∈J , D′j :=
∑
i∈J
(
M−1
)
ji
Di8.
Furthermore, treating {Hj}j∈J as a set of gauge conditions for the constraint system {Dj}j∈J ,
we may drop the former completely and work exclusively with the latter. However, a word of
caution is needed at this point: Although equation (2.5) and the invertibility of M represent
the appropriate conditions to either view {Dj}j∈J as a canonical gauge fixing for {Hj}j∈J , or
vice versa, there may be differences when it comes to finite gauge transformations, and global
questions concerning the gauge (cf. [9]), e.g. the appearance of Gribov copies ([19]), and the
problem of “large gauge transformations”. The necessary equations to generalise to these cases
are (2.8) and:
Hj(α−γiχD′
i
(x)) = 0, ∀j ∈ J, x ∈ SJ(H), (2.11)
where we have to replace the αβjχH′
j
, α−γiχD′
i
by arbitrary gauge transformations.
7(2.8) can also be stated with the right hand side being any family of constants {ti}i∈J . (2.5) then involves
the constraint surface defined by Di − ti = 0, i ∈ J
8Note the different index structures in the definition of the primed constraints for the two families. This is
due to the antisymmetry of the Poisson bracket.
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2.1.2 Partial gauge (un)fixing
Motivated by the structure of the constraint algebra of general relativity and the idea of par-
tially gauge fixing the Hamiltonian constraints, leaving the spatial diffeomorphism constraints
untouched, we introduce a general structure reflecting the important properties of that case.
Consider therefore a third (first class) system {Dj2}j2∈J2 ⊂ F (Γ), which we assume to (locally)
canonically gauge fix part of the first constraint system {Hj2}j2∈J2 , J2 ⊂ J :
{Di2 ,Hj2}Γ =Mi2j2 , M = (Mi2j2)i2,j2∈J2 invertible on SJ2(D,H). (2.12)
Additionally, we assume the split J = J1∪J2, J1 := J \J2 to be such that the family {Hj1}j1∈J1
is again first class among itself, and that
{Hj1 ,Hj2}Γ = fH i2j1j2 Hi2 , (2.13)
{Hj1 ,Dj2}Γ = fD i2j1j2 Di2 (2.14)
i.e. the Hamiltonian flow generated by the J1(H)-subsystem leaves SJ2(H) and SJ2(D) invariant9.
Concerning the J2(H)-subsystem, we distinguish between two important (non-exhaustive) cases:
Case I
The J2(H)-subsystem is even, i.e. {Hi2 ,Hj2}Γ = fH k2i2j2 Hk2 (first class).
Case II
The J2(H)-subsystem is odd, i.e. {Hi2 ,Hj2}Γ = fH k1i2j2 Hk1 .
Again, one observes that it is possible to choose between two sets of constraints, namely
{Hj1 ,Hj2}j1∈J1,j2∈J2 and {Hj1 ,Dj2}j1∈J1,j2∈J2 , which are both first class. Furthermore, this
is independent of the fact whether we deal with case I or II, therefore opening the possibility to
change between the two since the family {Dj2}j2∈J2 is assumed to be first class (as in case I).
An important difference between case I and II is that only in case I it is possible to generalise
the Abelianisation theorem to the J2(H)-subsystem, since its proof requires the constraints to
be first class among themselves. The proof in case I is completely analogous to the one given in
[10, 16], the only difference being that one has to make use of (2.13). Although the theorem fails
to hold in case II, which is the one relevant for general relativity and will be considered in the fol-
lowing sections of the paper, we want to stress that it is still possible to change between the two
systems. This stems from the fact that both admit the same (local) partial gauge fixing surface.
Furthermore, the theorem is still applicable to the dual constraint system {Hj1 ,Dj2}j1∈J1,j2∈J2
which is always assumed to be case I (and will be so in the application to general relativity).
Theorem 2.2:
Given constraint system {Hj1}j1∈J1, {Hj2}j2∈J2 and {Dj2}j2∈J2 as stated, and assuming that case
I holds, if the operator M is invertible on some open subset USJ2(D,H) intersecting the (second
class) surface SJ2(D,H), one obtains (weakly) commuting Hamiltonian vector fields {χH′j2}j2∈J2 ,
where H′j2 :=
∑
i2∈J2
(
M−1
)
i2k2
Hi2 :[
χH′i2
, χH′j2
]
≈SJ2(H)∩USJ2(D,H) 0, i2, j2 ∈ J, (2.15)
9In principle, relation (2.12) can be weakened to equality on SJ1(H),J2(D,H). But since the stated (stronger)
condition holds in the case we study in subsequent sections, we will not pursue this possibility here.
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i.e. the structure functions
{
fH
′ k2
i2j2
}
i2,j2,k2∈J
vanish weakly, since
[
χH′i2
, χH′j2
]
= χ{
H′i2 ,H
′
j2
}
Γ
≈SJ2(H)∩USJ2(D,H) f
H′ k2
i2j2
χH′
k2
, i2, j2, k2 ∈ J. (2.16)
Another important difference between case I and II is that of finite gauge transformations, and
how to state the (canonical) gauge fixing condition w.r.t. those.
Case I is again identical to a situation involving a complete gauge fixing, since the J2(H)-
subsystem forms an ideal of the J(H)-system, and equations (2.8), (2.11) are well-defined by
replacing (i, j, J) with (i2, j2, J2).
Case II, relevant for general relativity, is more involved, as the J2(H)-subsystem has no well-
defined action on its constraint surface SJ2(H). Similarly, a restriction to SJ1(H) is impossible
due to equation (2.13). Only the joint action on SJ(H) is sensible. The gauge flow transversal to
the partial gauge fixing surface SJ2(D) is generated in first order by {Hj2}j2∈J2 , since SJ2(D) is
preserved by {Hj1}j1∈J1 , but higher orders involve the latter as well. Therefore, a generalisation
of equation (2.8) might involve a different parametrisation of the gauge flow along SJ(H), or,
if this is not possible, a different choice of J2(H)-subsystem, which agrees with the one before
in first order at the partial gauge fixing surface. Nevertheless, the equivalent of (2.11) remains
valid, since the J2(D)-system obeys case I.
2.2 Observable projectors
Let us now turn to the role of observables in the outlined setting. To this end, we stick to the
general definition of observable in a classical theory, namely that of (smooth) functions F (ΓR)
on the reduced phase space ΓR (the space of orbits, cf. (2.4)), which is equivalent to considering
gauge invariant functions Ow
J(H), w.r.t. {Hj}j∈J , on the constraint surface SJ(H) (weak Dirac
observables).
2.2.1 Complete observable projectors
In case we are dealing with a complete gauge fixing, the observables Ow
J(H) can be constructed
(formally) with the help of a Taylor’s series (cf. [16], p.85), which makes explicit use of the
Abelianisation Theorem:
P
D
H(f) =
∑
{kj}j∈J∈N
J
0

∏
j∈J
(Dj)kj
kj !

 ◦j∈J (χH′j)◦kj (f)
≈SJ(H) α∗βjχH′
j
(f)
|β=βH′D
, f ∈ F (Γ) , (2.17)
where βH
′
D refers to (2.9) and ◦ denotes the composition of vector fields..
A map PDH : F (Γ)→ OwJ(H) associated with two constraint systems {Hj}j∈J , {Dj}j∈J , satisfying
the complete gauge fixing properties, will be called a complete observable projector.
8
Such a map enjoys the following properties (cf. [16], p.85, see also [8] for an earlier statement
of part of the properties):
Proposition 2.3:
A map PDH as above
1. is a (weak, local) Poisson homomorphism, i.e.
{
P
D
H(f),P
D
H(g)
}
Γ
≈SJ(H) PDH
(
{f, g}DB(D,H)
)
, (2.18)
P
D
H(f)P
D
H(g) ≈SJ(H) PDH(fg),
P
D
H(f) + P
D
H(g) = P
D
H(f + g), f, g ∈ F (Γ) .
Here, { . , . }DB(D,H) denotes the Dirac bracket associated with the constraint systems. It
is important to recall that the Dirac bracket (weakly) coincides with { . , . }Γ on (weak)
Dirac observables.
2. is (weakly, locally) onto, i.e. PDH(f) ≈SJ(H) f, f ∈ OwJ(H),
3. defines a (weak, local) Poisson isomorphism PDH : OwJ(D) → OwJ(H) with (weak) inverse PHD ,
i.e.
P
D
H ◦ PHD ≈SJ(H) idOwJ(H) , PHD ◦ PDH ≈SJ(D) idOwJ(D) , (2.19)
4. (weakly, locally) annihilates NJ(D,H) :=
{
f ∈ F (Γ) | ∀x ∈ SJ(D,H) : f(x) = 0
}
10, i.e.
f ∈ NJ(D,H) ⇒ PDH(f) ≈SJ(H) 0. (2.20)
We only include a short proof of 3., as this was, to our knowledge, not stated in the literature so
far, at least not in this explicit form, although it is mentioned in [20] and implicit in the account
on gauge invariant extensions of phase space functions in [9].
Additionally, we want to point out the importance of the first equation in (2.18) which tells us
that we should look for a set of phase space functions, such that PDH
(
{f, g}DB(D,H)
)
becomes
simple, in view of a reduced phase space quantisation of the system.
10An element f ∈ NJ(D,H) is (globally) of the form f = φiDi + ψjHj with arbitrary φi, ψj ∈ F (Γ) , i, j ∈ J
(cf. [9]).
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Proof (of 3.):
Given f ∈ Ow
J(H), this follows immediately from the first class property of the constraint systems:(
P
D
H ◦ PHD
)
(f)
=
∑
{kj}j∈J∈N
J
0

∏
j∈J
(Dj)kj
kj !

 ◦j∈J (χH′j)◦kj (PHD(f))
=
∑
{kj}j∈J∈N
J
0

∏
j∈J
(Dj)kj
kj !

 ◦j∈J (χH′j)◦kj

 ∑
{ki}i∈J∈N
J
0
(∏
i∈J
(−Hi)ki
ki!
)
◦i∈J
(
χD′i
)◦ki
(f)


=
∑
{kj}j∈J∈N
J
0

∏
j∈J
(Dj)kj
kj !

 ∑
{ki}i∈J∈N
J
0
◦j∈J
(
χH′j
)◦kj ((∏
i∈J
(−Hi)ki
ki!
)
◦i∈J
(
χD′i
)◦ki
(f)
)
≈
∑
{kj}j∈J∈N
J
0

∏
j∈J
(Dj)kj
kj !

 ∑
{ki}i∈J∈N
J
0
(∏
i∈J
(−Hi)ki
ki!
)
◦j∈J
(
χH′j
)◦kj (◦i∈J (χD′i)◦ki (f)
)
≈
∑
{kj}j∈J∈N
J
0

∏
j∈J
(Dj)kj
kj !

 ◦j∈J (χH′j)◦kj (f)
= PDH(f) ≈ f, (2.21)
where in line 4 and 5 ≈ denotes weak equality, i.e. equality on SJ(H), and we made use of the
first class property of {Hj}j∈J . The different (−1)kj -factor for the two observable projectors is
due to the antisymmetry of the Poisson bracket.
The corresponding calculation for f ∈ Ow
J(D) is analogous, and will be omitted. The morphism
properties directly follow by 1. of which a proof can be found in [16] (p.85 et seq.). 
This allows us to conclude that if we change between the two constraint systems, there will be
maps between the observable algebras, which we may construct (locally) in the above manner
(at least formally). In general, the existence of a (local) Poisson isomorphism between the two
systems follows from the fact that both constraint systems admit the same (local) gauge fixing
surface SJ(D,H) and the observables are given by the functions on this surface together with
the induced Poisson bracket, which is well-defined and non-degenerate due to the second class
property of {Hj,Dj}j∈J .
Let us, at this point, shortly comment on the description of the reduced phase space in terms
of gauge invariant functions on the constraint surface (cf. [9]):
The space of weak Dirac observables Ow
J(H) contains the Poisson ideal NJ(H) of functions that
vanish on SJ(H), i.e. OwJ(H) · NJ(H) ⊂ NJ(H) and
{
Ow
J(H),NJ(H)
}
⊂ NJ(H) (the same holds for
the J(D)-system). Therefore, the quotients[
OwJ(H)
]
:= OwJ(H)/NJ(H),
[
OwJ(D)
]
:= OwJ(D)/NJ(D) (2.22)
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inherit well-defined Poisson structures, and proposition 2.3 tells us that the complete observable
projectors descend to isomorphisms of these spaces.
Corollary 2.4:
The maps [
P
H
D
]
:
[
OwJ(H)
]
−→
[
OwJ(D)
]
, [f ]H 7→
[
P
H
D(f)
]
D
, (2.23)
[
P
D
H
]
:
[
OwJ(D)
]
−→
[
OwJ(H)
]
, [f ]D 7→
[
P
D
H(f)
]
H
(2.24)
are well-defined and inverse to one another.
The proof is straightforward and therefore omitted. The relations between the different struc-
tures are summarised in figure 1.
(
F (Γ) , { , }DB(D,H)
)
PDH

PHD

(
F (ΓR) , { , }ΓR
)
(
Ow
J(H), { , }Γ
) PHD --
πJ(H)
77
ι∗SJ(D,H)
''
(
Ow
J(D), { , }Γ
)
P
D
H
mm
πJ(D)
gg
ι∗SJ(D,H)
ww(
F (SJ(D,H)) , { , }|SJ(D,H))
Figure 1: πJ(H), πJ(D) and ι
∗
SJ(D,H) are the canonical projections and the restriction to the gauge
fixing surface.
Another important question concerning gauge fixing and gauge unfixing is that of dynamics
of the system. For totally constrained system, this can be achieved by identifying appropriate
parametrisations of the gauge flow along the constraint surface, which then allows for the con-
struction of (weak) Dirac observables relative to it. The link between such parametrisations and
gauge fixing/unfixing will be outlined in the following.
For any family of constants {tj}j∈J , we consider the constraint system
{
Dtj := Dj − tj
}
j∈J
. If
we assume that the analogue of equation (2.5), i.e.{Dti ,Hj}Γ =M tij , M t = (M tij)i,j∈J invertible on SJ(Dt,H), (2.25)
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is valid, we may again apply the Abelianisation Theorem (provided suitable invertibility condi-
tions hold for M t), which leads to a parametrisation of the gauge flow of the constraint system
{Hj}J in terms of gauge cuts SJ(Dt). Moreover, this parametrisation is weakly (on SJ(H))
Abelian, and the dynamics of the system relative to it can (in principle) be extracted from
α∗βjχH′
j
(f)|{βj}j∈J={Dj}j∈J
≈SJ(H) f, f ∈ OwJ(H). (2.26)
This equation may as well be used as the definition of the elements f ∈ Ow
J(H). If we are able
to deparametrise the constraints
Hj = PDj −Hj, j ∈ J (2.27)
w.r.t. to a canonically conjugate (to {Dj}j∈J) family
{
PDj
}
j∈J
of first class functions, such that
the Hj, j ∈ J , no longer depend on the PDj ,Dj , j ∈ J , we may cast (2.26) into the typical form
of Hamilton’s equations (with multi-fingered time generated by the (strong) Dirac observables
Hj, j ∈ J , cf. [21, 22, 3, 16]).
Additionally, we obtain a function βH
′
Dt : SJ(H) → RJ , and associated complete observable
projectors PD
t
H , P
H
Dt for all {tj}j∈J .
If we take the viewpoint that each of the gauge fixing surfaces SJ(Dt), t ∈ RJ provides us
with good, i.e. freely specifiable and independent, initial data for the “dynamical system”(
{Hj}j∈J ,Γ, { . , . }Γ
)
, we will call the system {Dj}j∈J “clocks”.
Equivalent conclusions can be drawn if we treat {Hj}j∈J as part of a family of gauge fixings{
Hsj := Hj − sj
}
j∈J
, {sj}j∈J ⊂ RJ , for {Dj}j∈J . But it should be pointed out that, although
the equivalent of (2.26)
α∗−γjχD′
j
(f)|{γj}j∈J={Hj}j∈J
≈SJ(D) f, f ∈ OwJ(D) (2.28)
defines the same (isomorphic by proposition 2.3) algebra of (weak) Dirac observables, the relative
dynamics are different since the two gauge transformations have (weakly) conjugate generators
by the assumption that the constraint systems gauge fix one another.
2.2.2 Partial observable projectors
If we are dealing with a partial gauge fixing, the situation will possibly be more involved de-
pending on the fact whether the J2(H)-subsystem is even (case I) or odd (case II).
Let us first analyse case I:
Since both of the possible sets of constraints, {Hj1 ,Hj2}j1∈J1,j2∈J2 and {Hj1 ,Dj2}j1∈J1,j2∈J2 , have
the property that the respective J2-subsystem generates an ideal within the constraint algebra,
the construction of partial observable projectors 2P
D
H : F (Γ) → OwJ2(H), 2PHD : F (Γ) → OwJ2(D)
can be achieved with the help of theorem 2.2. Due to the ideal structure of the J2-subsystems,
the notion of partial observables and the partially reduced phase space 2ΓR (the space of orbits
for the resp. J2-subsystem, cf. (2.4)) are well-defined. The formulas are identical to those for
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the complete observable projectors, but with (i, j, J) replaced by (i2, j2, J2):
2P
D
H(f) =
∑
{kj2}j2∈J2∈N
J2
0

 ∏
j2∈J2
(Dj2)kj2
kj2 !

 ◦j2∈J2 (χH′j2
)◦kj2
(f)
≈SJ2(H) α
∗
βj2χH′
j2
(f)|2β=2βH
′
D
, f ∈ F (Γ) , (2.29)
2P
H
D(f) =
∑
{kj2}j2∈J2∈N
J2
0

 ∏
j2∈J2
(−Hj2)kj2
kj2 !

 ◦j2∈J2 (χD′j2
)◦kj2
(f)
≈SJ2(D) α
∗
−γj2χD′
j2
(f)
|2γ=2γD
′
H
, f ∈ F (Γ) . (2.30)
Furthermore, proposition 2.3 and the analysis concerning dynamics generalise as well (with the
appropriate replacements), as one easily infers from the fact that the J2-subsystems are ideals,
e.g. the relative (partial) dynamics are contained in:
α∗
βj2χH′
j2
(f)|{βj2}
j2∈J2
={Dj2}j2∈J2
≈SJ2(H) f, f ∈ O
w
J2(H)
. (2.31)
The only difference to the complete gauge fixing is the remaining gauge freedom due to the
J1(H)-subsystem. The description of the partially reduced phase space 2ΓR carries directly over
from the complete gauge fixing case. We summarise the structural relations in figure 2.
(
F (Γ) , { , }DB(D,H)
)
2P
D
H

2P
H
D

(
F (2ΓR) , { , }2ΓR
)
(
Ow
J2(H)
, { , }Γ
) 2PHD --
πJ2(H)
66
ι∗SJ2(D,H)
((
(
Ow
J2(D)
, { , }Γ
)
2P
D
H
mm
πJ2(D)
hh
ι∗SJ2(D,H)
vv(
F (SJ2(D,H)) , { , }|SJ2(D,H)
)
Figure 2: πJ2(H), πJ2(D) and ι
∗
SJ2(D,H)
are the canonical projections and the restriction to the
gauge fixing surface.
The situation in case II is quite different:
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Although the construction of the partial observable projector 2P
H
D for the constraint family
{Hj1 ,Dj2}j1∈J1,j2∈J2 can be achieved along the same lines, this is no longer possible for the
(dual) family {Hj1 ,Hj2}j1∈J1,j2∈J2 . The main obstruction for the latter is the ill-defined gauge
flow of the J2(H)-subsystem on its constraint surface SJ2(H), which is a necessary ingredient for
the given formulae for 2P
D
H (cf. (2.29)).
Therefore, an explicit correspondence between the two families on the level of observables in
terms of partial observable projectors seems impossible, unless we choose a different set of
generators {Hj}j∈J , or extend the family {Dj2}j2∈J2 to a complete gauge fixing.
Nevertheless, an implicit map is achieved by gauge invariant extension, w.r.t to the resp. (J1, J2)-
system, of J1-invariant functions on SJ1(H),J2(D,H) (denoted by OwJ1(H)
(
SJ1(H),J2(D,H)
)
), which
also enjoys the properties stated in proposition 2.3 as discussed in [9].
What is still true is that the remaining gauge freedom is given by the J1 (H)-subsystem. Again,
a summary of the structures is given in figure 3.
(
F (ΓR) , { , }ΓR
)
(
F (2ΓR) , { , }2ΓR
)
(
Ow
J1(H),J2(H)
, { , }Γ
)
πJ1(H),J2(H)
88
ι∗
J2(D,H)
))
(
Ow
J1(H),J2(D)
, { , }Γ
)
πJ1(H),J2(D)
ff
ι∗
J2(D,H)
uu
πJ2(D)
ii
(
Ow
J1(H)
(
SJ2(D,H)
)
, { , }|SJ2(D,H)
)
ext
J1(H),J2(H)
J2(D,H)
ii
ext
J1(H),J2(D)
J2(D,H)
55
Figure 3: πJ1(H),J2(H), πJ1(H),J2(D), ext
J1(H),J2(H)
J2(D,H)
, ext
J1(H),J2(D)
J2(D,H)
and ι∗SJ2(D,H)
are the canonical
projections, the gauge invariant extension maps and the restriction to the gauge fixing surface.
The non-existence of πJ2(H) is due to the fact that we are dealing with case II.
2.3 Quantisation
After the discussion of some of the classical aspects of gauge (un)fixing, we briefly comment on
the implications for quantisation. The two principal ways to achieve the latter in the presence
of constraints are the reduced phase space quantisation and the Dirac quantisation, i.e. one
either solves the constraints before or after associating a quantum-*-algebra of observables to a
suitable Poisson subalgebra of F (ΓR) resp. F (Γ).
Since quantisation is in general mathematically far from unique, it is necessary to understand the
involved choices to restrict these by further physically and mathematically motivated assump-
tions. One of the possible choices, which we want to comment on from the perspective of gauge
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fixing/unfixing, is the one related to canonical transformations and Poisson isomorphisms, i.e.
the choice of (generalised) position and momentum variables as starting point for quantisation,
and how the latter depends on this.
A unique quantisation w.r.t. this freedom would ask for the following diagram to commute:
(Γ, (p, q))
α //
A

(Γ, (P,Q))
A

A((Γ) , (pˆ, qˆ)) A(α) // A((Γ) , (Pˆ , Qˆ)),
(2.32)
i.e. there would be, associated with every canonical transformation α, an isomorphism A(α) of
the quantum-*-algebras. If this fails to be true, one typically speaks of a type of “quantisation
ambiguity” which can only be removed by further structural restrictions, or finally be decided
upon by experiments. A prominent example of such an ambiguity in the context of loop quantum
gravity is given by the Immirzi parameter (cf. [23, 24, 25]).
This aspect of the quantisation of (totally constrained) Hamiltonian system manifests itself in
the mechanism of (complete11) gauge fixing/unfixing in the choice of constraint system, either
{Hj}j∈J or {Dj}j∈J , and therefore in the concrete realisation of (weak) Dirac observables OwJ(H)
resp. Ow
J(D).
(
Γ, { , }Γ , {Hj}j∈J , OwJ(H)
) PHD ..
A

(
Γ, { , }Γ , {Dj}j∈J , OwJ(D)
)
P
D
H
nn
A
(
AH, i~ [ , ] ,
{
Hˆj
}
j∈J
, Oˆw
J(H)
) “PˆHD” .. (
AD, i~ [ , ] ,
{
Dˆj
}
j∈J
, Oˆw
J(D)
)
“PˆDH”
nn
(2.33)
We put the quantum observable projectors PˆHD , Pˆ
D
H in quotation marks since their existence
in a Dirac quantisation is not ensured, neither at the level of algebra automorphisms nor at
the level of unitary transformations (w.r.t. a certain representation). Although we have, at
least locally, explicit formulae for the observable projectors in terms of the constraint families,
a quantisation cannot be directly conceived from those as this would involve the quantisation
of the inverse of the Dirac matrix {Di,Hj}Γ = Mij , i, j ∈ J . If we are dealing with a field
theory at the classical level, we expect even further complications of this issue due to Haag’s
theorem (cf. [26, 27]). Nevertheless, we may take any quantisation of a representation of the
classical theory as a viable quantum theory, letting convenience w.r.t. calculations and finally
experiments discriminate between the possibilities. Moreover, it is possible that a quantisation
of the classical system can only be achieved in one of its representations, which renders the
question whether the quantum observable projectors exist meaningless. The latter compares to
the use of Ashtekar-Babero variables in loop quantum gravity as opposed to ADM-variables,
since up to now only the first allows for a rigorous definition of a quantum theory, at least at
11In case we are dealing with a partial gauge fixing, the appropriate index replacements are understood.
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the kinematical level.
If we utilise the observable projectors only in an intermediate step to achieve a reduced phase
space quantisation, we will be in no need to implement them by explicit formulae since we would
quantise the algebra of Dirac observables (cf. proposition 2.3) directly. In this case we will aim
for an algebra of phase space functions with a simple expression on the right hand side of{
P
D
H(f),P
D
H(g)
}
Γ
≈SJ(H) PDH
(
{f, g}DB(D,H)
)
, f, g ∈ F (Γ) , (2.34)
or its dual in terms of PHD , to make it possible to find representations of the quantum algebra.
Concerning the implementation of dynamics at the quantum level, one faces the usual prob-
lems of extracting it from the (weak) Dirac observables (cf. [9, 16]) when dealing with totally
constrained systems. One method to accomplish this is deparametrisation, which was already
mentioned above (cf. equations (2.26), (2.27)). If we try to combine deparametrisation with
gauge fixing/unfixing in the sense of first changing the constraint system and then employing
a suitable parametrisation of the gauge flow, we face complications regarding the interpreta-
tion as the gauge flows of the two constraint systems are inequivalent. For example, a “time
evolution”-picture might be tied to the geometrical action of the first, especially if we think of
the hypersurface deformation algebra, arising e.g. in general relativity (see also section 4.5).
2.4 Example
We conclude this section by giving an instructive example of the mechanisms described above.
To keep things simple, we consider a quantum mechanical model with n degrees of freedom de-
fined on (R2n, {(pi, qi)}i=1,...,n) together with its standard symplectic structure and a, possibly
time-dependent, Hamiltonian H = H(t, {(pi, qi)}i=1,...,n).
This system can be cast into the form of a totally constrained, first class system by con-
sidering the extended phase space (R2(n+1), (pt, t), {(pi, qi)}i=1,...,n), again with its standard
symplectic structure, and a constraint of the form H = pt − H(t, {(pi, qi)}i=1,...,n). The con-
straint surface SJ(H) =
{(
(pt, t), {(pi, qi)}i=1,...,n
)
∈ R2(n+1) | pt = H(t, {(pi, qi)}i=1,...,n)
}
ad-
mits a gauge flow defined by the elementary Poisson brackets of H with the coordinate functions
(pt, t), {(pi, qi)}i=1,...,n:
{H, pi} = −∂H
∂qi
, {H, qi} = ∂H
∂pi
,
{H, pt} = −∂H
∂t
, {H, t} = −1. (2.35)
For arbitrary phase space functions f ∈ F (R2(n+1)) we have to integrate the equation
∂f
∂s
= {H, f} , (2.36)
leading, as before, to the (formal) solution
α∗sχH(f) =
∞∑
n=0
sn
n!
{H, f}n . (2.37)
It is important to point out that this gives the evolution of a general, non-observable phase space
function w.r.t. the gauge flow, which should not be confused with the evolution of an observable
w.r.t. the “time flow” of the original unconstrained system. Formulating the original system in
terms of gauge invariant functions on the constraint surface (reduced phase space formulation)
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amounts to a description in terms of first integrals of Hamilton’s equations (cf. [9]). The latter
are defined by
∂F
∂t
= {H,F} , F ∈ F (R2n+1) . (2.38)
Such an observable is commonly termed a “constant of motion”. We recall at this point that
a system with n degrees of freedom is integrable by quadratures if we know n independent
“constants of motions” that are in involution (cf. [28], p.271 et seq.). In general, a (time-
dependent) function on phase space evolves according to dF
dt
= {F,H} + ∂F
∂t
. We also observe
that SJ(H) is foliated by “surfaces of constant energy” (H = E = pt). These will be preserved
if H is time-independent. Furthermore, H will be a Dirac observable in such a case.
The passage between (2.36) and (2.38) can be achieved by deparametrisation of the equation
which defines (weak) Dirac observables, and the identification F = f|SJ(H) , f ∈ F(R2(n+1)):
f ∈ OwSJ(H) ⇔ {H, f} ≈SJ(H) 0
⇔ {pt, f} ≈SJ(H) {H, f}
⇔ ∂f
∂t
≈SJ(H) {H, f}
⇔
∂f|SJ(H)
∂t
=
{
H, f|SJ(H)
}
{(pi,qi)}i=1,...,n
⇔ ∂F
∂t
= {H,F} . (2.39)
We want stress here that a deparametrisation of the constraint H w.r.t. the auxiliary momentum
pt is in no way forced upon us. It is only natural because the system was originally in a form
suggesting this. If H is solvable for any other of the phase space coordinates in a similar way,
e.g. H = p1 − H1(q1, (pt, t), {(pi, qi)}i=2,...,n), this will give an equally valid description of the
behaviour of the system.
If the deparametrisation is only possible on subsets of the phase space or involves multi-valued
inversions of non-linear functions, e.g. taking square roots as in H = pt− 12
∑n
i=1(p
2
i +q
2
i ), which
could be solved for p1, one will encounter situations where the “time” variable associated with
the deparametrisation breaks down (“branch points”).
If we choose the “time” variable such that H is time-independent, the latter will be a (strong)
Dirac observable, that can be used to implement dynamics on Ow
J(H) (cf. [21, 22]).
Coming to the gauge fixing/unfixing procedure, we observe that, due to (2.35), a family of
canonical gauge fixings is given by the constraints Dτ := t − τ, τ ∈ R. The corresponding
constraint surfaces SJ(Dτ ) define initial data representations at “time” t = τ of the system. The
complete observable projectors associated with these gauge fixings are:
P
Dτ
H (f) =
∞∑
n=0
(Dτ )n
n!
{H, f}n
= α∗sχH(f)|s=sHDτ
, f ∈ F (Γ) , (2.40)
P
H
Dτ (f) =
∞∑
n=0
(−H)n
n!
{Dτ , f}n
= α∗−rχDτ (f)|r=rDτH
, f ∈ F (Γ) . (2.41)
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where sHDτ = D
τ and rD
τ
H = H. Since the gauge flows of the family {Dτ}τ∈R generate translations
in pt, we can write the P
H
Dτ , τ ∈ R, in closed form:
P
H
Dτ (f)(pt, t, {pi, qi}i=1,...,n) = f(pt −H(pt, t, {pi, qi}i=1,...,n), t, {pi, qi}i=1,...,n)
= f(H(t, {pi, qi}i=1,...,n), t, {pi, qi}i=1,...,n). (2.42)
Thus, we see that PHDτ , τ ∈ R indeed computes Dirac observables w.r.t. Dτ .
Moreover, the restriction of PHDτ (f) to the gauge fixing surface SJ(Dτ ,H) can be used as initial
values for equation (2.39, line 4) to compute a Dirac observable for H. This is what is accom-
plished by PD
τ
H .
The reduced phase space for Dτ is also easily computed, since this constraint just tells us to drop
the variables (pt, t) completely, and work solely with the {pi, qi}i=1,...,n and functions thereof.
At this point, one might wonder where the actual information about the dynamics of the system,
namely type of interactions and their coupling constants, has gone, since we are only left with
functions of the {pi, qi}i=1,...,n. The resolution of this apparent problem is that the observable
projectors, which are used to identify the different structures, keep track of it. Indeed, the gauge
fixing/unfixing by Dτ is not tied to any special form of the Hamiltonian H, thus defining a gen-
eral structure to build the quantum theory upon. The implementation of the dynamics is then
brought in as a second step corresponding to the problem of defining the observable projector
P
Dτ
H at the quantum level. If we try to implement the observable projector of an interacting
Hamiltonian Hint relative to that of the free Hamiltonian Hfree =
∑n
i=1
p2i
2 , we are led to a sort
of “interaction” picture.
If we want to return to the reduced phase space of H in the first place, we have to treat functions
f = f({pi, qi}i=1,...,n) on the reduced phase space, via their correspondence with the functions
on the gauge fixing surface SJ(D,H), as initial data for equation (2.39, line 5).
3 Matterfree case
After having worked out in detail what gauge fixing and unfixing imply for general Hamiltonian
systems, we will now turn to specific applications. In this section, we will discuss vacuum gen-
eral relativity in the constant mean curvature (CMC) gauge, which upon gauge unfixing turns
into a theory with local conformal symmetry, which has been coined shape dynamics [15]. We
want to stress that many of the results in this section are not new (cf. the literature cited),
but are included for a more coherent and comprehensive exposition. Moreover, our derivation
using gauge unfixing will be different from and, in a sense, dual to the usual derivation of shape
dynamics using a linking theory, see also [29, 30] for an earlier account of introducing confor-
mal symmetry into canonical quantum gravity. In contrast to the standard treatment of shape
dynamics in the spatially compact case, we will not restrict to volume preserving conformal
transformations and therefore not retain a global Hamiltonian12, which is more convenient for
quantisation. We furthermore give a brief discussion of the spatially compact case with bound-
aries and the asymptotically anti-de Sitter case, which has not been spelled out in the literature
so far, and the asymptotically flat case, which was discussed in [14] only incompletely. We will
conclude this section with remarks on a possible connection formulation of shape dynamics and
a quantisation thereof. A hurdle here will be the complicated transformation behaviour of the
connection under the new conformal symmetry13. We will turn to a specific, matter coupled
system in section 4, which bypasses this hurdle, allowing for a connection formulation with a
conformally invariant connection.
12This possibility has also been pointed out by Tim Koslowski.
13We thank Sean Gryb for pointing out this problem, which led to this paper.
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3.1 Reminder: ADM formulation
We start with the Einstein Hilbert action in D + 1 spacetime dimensions
SEH :=
1
κ
∫
M
dD+1X
√
|g|R(D+1). (3.1)
The notation is as follows: M denotes aD+1 dimensional, globally hyperbolic (connected) space-
time manifold14, gµν denotes the metric tensor field and g its determinant (µ, ν, ... = 0, 1, ...,D).
Our signature convention is mostly plus and κ = 16πG (c = 1). The Riemann tensor is defined
by [∇µ,∇ν ]λρ =: R(D+1)µνρ σλσ, where ∇ is torsion free and metric compatible. We furthermore
define R
(D+1)
µν := R
(D+1)
µρν
ρ, R(D+1) := R
(D+1)
µ
µ.
After a D + 1 split and application of the Dirac algorithm [34], we arrive at the well-known
ADM formulation [35]. The phase space is coordinatised by the canonical pair
{qab(x), P cd(y)} := δc(aδdb)δ(D)(x, y), (3.2)
where qab denotes theD metric field on the spatial manifold σ (a, b, ... = 1, ...,D) and P
ab its con-
jugate momentum. The constraints of the system, the Hamiltonian and spatial diffeomorphism
constraint, are given by
κH[N ] :=
∫
σ
dDx N
[
κ2√
q
P tfabP
ab
tf −
√
qR(D) − κ
2
(∆g)2D(D − 1)√qD
2
]
, (3.3)
Ha[Na] :=
∫
σ
dDx P ab(LNq)ab, (3.4)
where we, in contrast to the usual presentation of the Hamiltonian constraint, completely sepa-
rated the trace (P := P abqab) and trace free parts (P
ab
tf := P
ab − 1
D
qabP ) of P ab and defined
D := ∆gP . (3.5)
with ∆g denoting the conformal weight of the metric (see also below). The constraints satisfy
the hypersurface deformation algebra
{Ha[Na],Hb[M b]} = Ha[(LNM)a],
{Ha[Na],H[M ]} = H[LNM ],
{H[N ],H[M ]} = Ha[qab(NDbM −MDbN)]. (3.6)
3.2 Gauge fixing
The role of D is twofold. On the one hand, it is easy to verify that D generates conformal
transformations (dilatations) on the spatial metric qab and its momentum P
ab, with conformal
weights ∆g and −∆g respectively. Defining D[ρ] := ∫
σ
dDx ρ(x)D(x) for some smearing function
ρ of compact support, we find
{qab(x),D[ρ]} = ∆gρ(x)qab(x), {P ab(x),D[ρ]} = −∆gρ(x)P ab(x). (3.7)
On the other hand, up to constant factors, D ∝ P ∝ √qqabKab := √qK, where Kab denotes the
extrinsic curvature. We now want to introduce the gauge fixing condition
Dδ := D −√qδ (3.8)
14That is, (M, gµν) is isometric to (R×σ,−βdt2+gt), where (σ, gt) is a (smooth) family of Riemannian manifolds
and β a (smooth) function on M (cf. [31, 32, 33], especially theorem 1.1. of [31]).
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for some constant δ ∈ R, corresponding to the well-known constant mean curvature (CMC) gauge
K = − κ(D−1)∆g δ = const., which was already considered by Dirac [36]. While this constraint,
being a scalar density, obviously is covariant under spatial diffeomorphisms, it fixes the freedom
to choose a foliation, i.e. the (on-shell) transformations generated by the Hamiltonian constraint,
and therefore constitutes a partial gauge fixing. In view of the algebra of constraints (3.6), we
are in case II according to the terminology of section 2. The question if Dδ really constitutes a
good gauge fixing for H will be investigated in the following.
3.2.1 Invertibility of the Dirac matrix
As was discussed in section 2, locally, we need to check if the Dirac matrix corresponding to H
and Dδ is invertible on SJ(Dδ,H, ~H). Using∫
σ
dDx N
√
q{R(D),D[ρ]} =
∫
σ
dDx ρ
√
q∆g
[
−(D − 1)DaDa −R(D)
]
N , (3.9)∫
σ
dDx N{√q,D[ρ]} =
∫
σ
dDx
D
2
∆gNρ
√
q, (3.10)
{κH[N ],
∫
σ
dDx ρ
√
qδ} = δκ
2
∆g(D − 1)D[Nρ], (3.11)
we find
{κH[N ],Dδ [ρ]} =
∫
σ
dDx ρ
[
−Dκ
2
2
√
q
∆gP abtf P
tf
ab −
D − 2
2
∆g
√
qR(D)
+∆g
κ2
2(∆g)2(D − 1)√qD
2 − κ
2δ
∆g(D − 1)D
]
N
= κH
[
−1
2
∆gNρ
]
+Dδ
[
κ2Nρ
∆g
(
1
2D
√
q
Dδ − δ
D(D − 1)
)]
+
∫
σ
dDx (D − 1)√q∆gρ [DaDa − P(x)]N , (3.12)
where
P(x) := κ
2
2q
P abtf P
tf
ab +
1
2
R(D) + δ2
κ2(D + 1)
2(∆g)2D(D − 1)2 . (3.13)
In the matter free case, we can furthermore simplify P(x) by replacing R(D) using H = Dδ = 0
to obtain15
P(x) ≈ κ
2
q
P abtf P
tf
ab + δ
2 κ
2
(∆g)2D(D − 1)2
{
> 0, if δ 6= 0
≥ 0, if δ = 0. (3.14)
By (3.12) and the (formal) self-adjointness DaDa, we see that local invertibility of the Dirac
matrix on the constraint surface SJ(Dδ,H) is equivalent to the requirement that the elliptic PDE
[DaDa − P(x)]N(x) = 0 (3.15)
has the unique solution N(x) = 0 (cf. [18], Appendix II, Theorem 2.3, p.549). We will study this
equation both, in the spatially compact, as well as in the asymptotically flat case, and comment
on it in the asymptotically anti-de Sitter case.
15This further simplification will not be possible in the matter coupled case, cf. section 4. The definition of
P(x) in (3.13) is chosen such that it can be easily compared with the matter coupled case.
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Spatially compact case: We have to separately discuss the cases δ 6= 0 and δ = 0.
Case δ 6= 0: If the spatial manifold σ is compact without boundary, a sufficient condition
for (3.15) to have a unique solution is that P(x) > 0. If this holds, it is easy to show that the
obvious solution N(x) = 0 is unique, because suppose there would be a solution N˜(x) which
does not vanish everywhere. Then,
0 <
∫
σ
dDx
√
qN˜2P =
∫
σ
dDx
√
qN˜DaD
aN˜ = −
∫
σ
dDx
√
q(DaN˜)(D
aN˜) ≤ 0 (3.16)
is a contradiction. Note that if the spatial manifold has a boundary ∂σ 6= ∅ (e.g. an inner
horizon), we need to impose additional boundary conditions in order to deal with the surface
terms appearing when partially integrating in (3.16). For isolated horizons, it is known that
Dirichlet boundary conditions N |∂σ = 0 have to be imposed [37], which automatically leads to a
vanishing of the surface terms. Therefore, the above discussion extends to the case with isolated
horizons as boundaries.
Case δ = 0: In this case, for a non-trivial solution N˜(x), we have
0 ≤
∫
σ
dDx
√
qN˜2P =
∫
σ
dDx
√
qN˜DaD
aN˜ = −
∫
σ
dDx
√
q(DaN˜)(D
aN˜) ≤ 0. (3.17)
If ∂σ = ∅, we will make a further restriction by demanding that a certain conformal invariant,
the Yamabe constant16, of the spatial Riemannian manifold (σ, q) is positive. Note that to this
end, σ has to be of positive Yamabe type, which implies a restriction on the topology of σ [39].
This restriction excludes constant vanishing scalar curvature R(D)(x) = 0 on σ.
The only way that (3.17) is not a contradiction is if each expression vanishes identically. By the
right hand side of (3.17), we see that N˜ needs to be constant, say, N˜(x) = N˜0 6= 0. Then, the
leftmost integral in (3.17) is only vanishing if P vanishes identically. Using H = Dδ=0 = D = 0,
we conclude that κ
2
q
P abtf P
tf
ab − R(D) = 0 and therefore R(D) ≥ 0. By (3.13), this implies every-
where vanishing scalar curvature R(D), which we excluded by restricting to positive Yamabe
constant. Note that if the spatial manifold has a boundary and we impose Dirichlet boundary
conditions as before, we do not need the restriction to positive Yamabe constant, since a constant
value of N˜ is incompatible with the boundary conditions unless N˜ is the trivial solution.
Asymptotically flat case: Although the focus of this paper is on the spatially compact case,
we add some remarks on asymptotically flat spacetimes17 (for simplicity, we consider the 3+1
case only). Since the latter are generically non-compact, everything we worked out so far only
applies to smearing functions of compact support. This is mainly because we completely ig-
nored the appearance of (possible) boundary terms as well as questions of convergence of all
16The Yamabe constant [38] of a compact smooth manifold m of dimension n is defined by
Y (g) = inf
ρ
E(e∆gρg),
where g is a Riemannian metric on m,
E(g) :=
∫
m
dnx
√
gR
(n)
g
(
∫
m
dnx
√
g)
n−2
n
,
and the infimum is taken over smooth functions ρ on m.
17In the context of D + 1 splits, one often speaks of asymptotically Euclidean initial data (cf. [18]).
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our integrals. If we want to allow for more general Lagrange multipliers in the definition of
the constraints, we will have to specify their behaviour and that of our phase space variables at
infinity in such a way that the expressions for the constraints and their Hamiltonian vector fields
remain well-defined18. Moreover, this will lead to the problem of determining whether some of
the allowed multipliers still represent gauge transformations or correspond to actual symmetries
of the theory (cf. [9, 16]). For asymptotically flat spacetimes this rather generic issue in the
presence of boundary conditions leads to the existence of asymptotic symmetries and their as-
sociated conserved charges, prominently the ADM (3+1)-momentum, as well as the so-called
supertranslation ambiguity (the latter only appear in the 2+1 and 3+1 case, see e.g. [40, 41]).
More precisely, one may define functionals extending the Hamiltonian and the spatial diffeo-
morphism constraint ([16], p.62 et seq.) to multipliers incorporating supertranslations (NS , N
a
S)
(additional gauge symmetries) and asymptotic symmetries (NP , N
a
P ) (Poincare´ transformations
at infinity):
J [N ] := H [N ] + κE [N ]
Ja [Na] := Va [Na] + κPa [Na] , (3.18)
where E [N ], Pa [Na] are boundary terms leading to the ADM energy and the ADM 3-momentum
when (N,Na) represent an asymptotic translation
κE [N ] :=
∫
∂σ
d3x
√
qqcdqef ((DcN)(dSd(qef − δef ))− (DeN)(dSc(qdf − δdf )))
+
∫
∂σ
d3x
√
qqcdN (−dScΓeed + dSeΓecd) ,
Pa [Na] := 2
κ
∫
∂σ
dSbN
aP ba , (3.19)
and Va [Na] denotes the spatial diffeomorphism constraint in the form19
Va [Na] := −2
∫
σ
NaqacDbP
bc. (3.20)
The boundary terms (3.19) have the effect that the functionals J [N ], Ja [Na] and their varia-
tions δJ [N ], δJa [Na] are well defined for the extended set of multipliers. Furthermore, since
the J [N ], Ja [Na] extend H [N ], Va [Na], one finds that
J [N ] = H [N ] , Ja [Na] = Va [Na] (3.21)
for compactly supported (N,Na). Additionally, we have
J [NS ] = H [NS ] , Ja [NaS ] = Va [NaS ] (3.22)
for supertranslations (NS , N
a
S) which justifies treating them as constraints rather than symmetry
generators. The algebra of the extended functionals J
[
N, ~N
]
:= J [N ] + Ja [Na] has been
worked out e.g. in [16]:{
J
[
N1, ~N1
]
,J
[
N2, ~N2
]}
= J
[
L ~N2N1 − L ~N1N2,L ~N2 ~N1 − ~N12(q)
]
, (3.23)
18A mathematically accurate treatment of these issues makes it necessary to delve into functional analysis on
suitable Sobolev spaces (cf. [18]).
19The diffeomorphism constraint Ha [Na] defined above agrees with the extended functional Ja [Na].
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where ~Na12(q) := q
ab(N1∂bN2 − N2∂bN1). This algebra has the property that the compactly
supported together with the supertranslations form an ideal w.r.t. all allowed multipliers, which
renders the split into constraints and asymptotic symmetry generators consistent.
Coming to the idea of partially gauge fixing the constraints with the functionals Dδ[ρ], we
face similar problems. Namely, we have to prescribe appropriate boundary conditions for the
multipliers ρ to make the functionals and their Hamiltonian vector fields well-defined. Moreover,
as we require the phase space variables to describe asymptotically flat spacetimes, the only
sensible gauge fixing functionals appear to be Dδ=0[ρ] (cf. [42]). For compactly supported
smearing functions, everything works as in the spatially compact case, i.e. the operatorDaDa−P
is (formally) self-adjoint and injective20. For supertranslations the arguments we presented above
do not work anymore, which leaves us with the possibility of a remaining gauge freedom. Still,
we can conclude from equation (3.23) that it is consistent to gauge fix only the generators
with compactly supported multipliers, since they generate an ideal within the whole constraint
algebra21. The Hamiltonian constraints corresponding to multipliers in the kernel of DaDa −P
have to be kept.
Asymptotically anti-de Sitter case: The Hamiltonian treatment of asymptotically anti-de
Sitter spacetimes has been performed in [43, 44, 45], see also [46]. As opposed to the asymp-
totically flat case, no supertranslations appear and the asymptotic symmetry transformations
generated by the constraints corresponds to the isometry group O(3, 2) of anti-de Sitter space.
In order to generate this asymptotic symmetry, the lapse and shift functions have to approach
the asymptotic anti-de Sitter killing vectors sufficiently fast. A derivation of the necessary fall-
off behaviour of possible deviations has been given in [44] for 3+ 1 dimensions. Since we do not
want to fix any asymptotic transformations using Dδ = 0, we can restrict the fall-off behaviour
of the lapse functions in all calculations accordingly. It follows that all boundary terms which
were dropped before, e.g. in (3.16), are still vanishing, and our results are thus still valid. We
leave the case of higher dimensions to the interested reader, as the 3 + 1 dimensional case suf-
fices for the application to the 3+1 dimensional, locally asymptotically anti-de Sitter black hole
proposed in [1]. As in the asymptotically flat case, it might be that not all values of δ are in
agreement with the asymptotic behaviour and have to be restricted accordingly.
3.2.2 Global aspects
So far, we only have been discussing the quality of the gauge fixing Dδ = 0 locally. In this
section, we want to comment on global aspects of the chosen gauge. To assure a globally good
gauge fixing, we ideally would like to calculate the finite Hamiltonian flow α∗NH(Dδ) of H on Dδ
on the surface SJ(H) and solve α
∗
NH(Dδ) = 0 uniquely for the gauge parameter N . This would
guarantee both, uniqueness (up to large gauge transformations) of the gauge cut and accessi-
bility of the chosen gauge fixing. However, due to the form of the algebra (3.6), in particular
{H,H} ∝ Ha, αNH does not leave SJ(H) invariant, and even if it would, the complicated form
of H would probably preclude the calculation of finite H transformations. What, instead, can
be calculated are the finite Dδ transformations, since we know how conformal transformations
act on the individual fields in the phase space. But even if α∗ρDδ(κH) = 0 could be uniquely
solved for ρ on SJ(Dδ) (we will study this question in section 3.3.2), this would not necessarily
20If we can complete the compactly supported (smooth) multipliers in a suitable (weigthed) Sobolev p-norm,
we will even get a surjective operator DaDa − P :W ps,δ → Lp (cf. [18], especially Appendix II, Theorem 3.7).
21If we complete the compactly supported (smooth) multipliers to a Sobolev space, we will have to ensure
that the ideal property remains valid. Otherwise a partial gauge fixing without the supertranslations might be
inconsistent.
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assure accessibility (there may still be H gauge orbits which do not intersect SJ(Dδ) at all) nor
uniqueness of the gauge cut (even if each Dδ orbit intersects the surface SJ(H) only once, we
have no argument which excludes the possibility that one H orbit on SJ(H) intersects SJ(Dδ)
more than once). Therefore, we leave this question for further research.
In conclusion, we found that in the spatially compact case (with or without boundaries), Dδ
locally is a good gauge fixing condition for the Hamiltonian constraint.
In the asymptotically flat case, we are left with the possibility of a remaining gauge freedom
coming from Hamiltonian constraints with non-trivial multipliers that are solutions to equation
(3.15).
To assure accessibility, we have to restrict to solutions of Einstein’s equations which allow for a
CMC Cauchy slice. Although this requirement is weak, there are solutions known admitting no
CMC Cauchy surfaces at all, already pointed out in [47]. Global uniqueness of the gauge cut is
unsettled.
3.3 Gauge unfixing: shape dynamics
The algebra of constraints now reads, apart from the relations given in (3.6, 3.12), as follows:
{Ha[Na],Hb[M b]} = Ha[(LNM)a],
{Ha[Na],Dδ [ρ]} = Dδ[LNρ],
{Dδ[ρ],Dδ [ρ′]} = 0, (3.24)
where we repeated the first equation for convenience. Of course, we can gauge unfix this system
in the trivial way, by dropping the gauge fixing condition we introduced. However, because in
this case {Ha,Dδ} form a subalgebra, we can as well trivially gauge unfix the system by dropping
H, which now is interpreted as unnecessary gauge fixing condition for Dδ. The resulting algebra
of constraints is given in (3.24). Compared to (3.6), it is far more convenient for quantisation,
since it actually is a Lie algebra, whereas in (3.6) structure functions appear. This property is
shared by deparametrised models [2, 3, 4]. As already mentioned, the above theory of gravity
has been derived in [15]22 and is called shape dynamics.
However, in order that the gauge unfixed theory and the original one (when restricted to solu-
tions admitting at least one CMC slice) are identical, we have to check if the original constraint
H is a good gauge fixing condition for the gauge unfixed theory. To the best of the authors’
knowledge, it has not been shown that this requirement is related to Dδ being a good gauge
fixing condition for H and has to be discussed separately. E.g. even if Dδ would globally be a
good gauge fixing for H, there might be finite Dδ transformations connecting different points on
the gauge cut SJ(Dδ,H). In this case, these configurations, which were distinct in the original H
theory, would be erroneously interpreted as physically equivalent in the Dδ theory.
3.3.1 Local considerations
Locally, the question if H is a good gauge fixing condition for Dδ leads to (3.12) as before. The
differential operator appearing is (formally) self-adjoint on C∞(σ) (or some suitable Sobolev
space W ps (σ)) and since, at least in the spatially compact case, the function spaces for N and
22Actually, shape dynamics in the spatially compact case is recovered for the choice δ = 〈P 〉, where 〈.〉 denotes
the spatial mean. Since 〈P 〉 is not constant on the phase space, the resulting gauge fixing is different from the ones
considered here and our calculations do not apply to that case. In particular, D〈P 〉 does not fix the Hamiltonian
constraint completely and one retains a global Hamiltonian.
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ρ can be taken the same, we find that H locally is a good gauge fixing condition (cf. [18],
Appendix II, Theorem 2.3, p.549).
In the asymptotically flat case the situation is less clear due to the unresolved issue concerning
the supertranslations (see section 3.2.1 above), which might even lead to a modification of
the algebra (3.24), i.e. one would have to add the gauge unfixed versions of the Hamiltonian
constraint with multipliers that solve equation (3.15). The latter can be achieved, at least
formally, by applying the observable projector 2P
H
D (see section 2.2.2) for compactly supported
smearing functions to the remaining constraints, although this seems not explicitly tractable, as
it involves the inverse to the operator DaDa − P.
3.3.2 Global aspects
In order to study the global properties of the gauge fixingH = 0, we have to investigate existence
and uniqueness of the solution to the equation α∗ρDδ(H) = 0 on SJ(Dδ). Using the formulas in
appendix A, it is straightforward to show that
α∗ρDδ(κH) = Ω−
2D
D−2
κ2√
q
P abtf P
tf
ab − Ω2
√
q
[
R(D) − 4(D − 1)
(D − 2) Ω
−1DaD
aΩ
]
− κ
2
(∆g)2D(D − 1)
[
Ω−
2D
D−2
1√
q
D2δ + 2Dδδ +Ω
2D
D−2
√
qδ2
]
≈SJ(Dδ) Ω
− 2D
D−2
κ2√
q
P abtf P
tf
ab − Ω2
√
q
[
R(D) − 4(D − 1)
(D − 2) Ω
−1DaD
aΩ
]
, (3.25)
where qab → e∆gρqab and Ω := e
(D−2)
4
∆gρ. For the sake of a simpler exposition, restrict to D = 3,
multiply the above equation by (
√
qΩ)−1 and use P ab = 1
κ
√
q(Kab − qabK). We obtain
8DaD
aΩ−R(3) Ω+Kabtf Ktfab Ω−7 −
2
3
K2 Ω5 = 0, (3.26)
which is the well-known Lichnerowicz-York equation. The existence and uniqueness of solutions
have been studied extensively, both in the spatially compact case with and without boundary
in any dimension D ≥ 3 and including various matter coupling: A solution almost always exists
(up to a measure zero set in the function space of all initial data sets) and then is generically
unique. Under simple assumptions, the results continue to hold in the asymptotically flat case.
For details, we refer the interested reader to the recent book [18] and the original literature cited
therein.
As will be shown in the next subsection, a quantisation of Dδ for pure gravity is possible,
however, the kernel of the constraint operator is very difficult to analyse due to the volume
operator which would appear in a proper regularisation. In the next section, we will show how
to circumvent this problem by introducing an additional matter degree of freedom and con-
structing an invariant connection at the classical level. In the light of this invariant connection,
it does not really matter if we are using the gauge unfixed version of this theory or the if we are
calculating the Dirac bracket, since on the one hand, the Dirac bracket will coincide with the
Poisson bracket for the invariant connection, and on the other hand, the invariant connection
is a Dirac observable with respect to Dδ for the gauge unfixed system. In order to understand
better the relation to shape dynamics, it is however useful to employ the gauge unfixing point
of view and we have included it for completeness. Also, the relation between the observable
algebras becomes more clear this way.
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3.4 Remarks on a connection formulation and quantisation
Finally, we want to give some comments on a connection formulation of shape dynamics and its
quantisation. Since the phase space is coordinatised, like in the ADM case, by a spatial met-
ric qab and its conjugate momentum P
ab, we can derive a connection formulation in complete
analogy to the usual Ashtekar-Barbero treatment [48, 23] or, in dimensions D ≥ 2, following
the construction in [49], and quantise it using the standard LQG methods [50, 16]. However,
since the connection variable does not transform nicely under conformal transformations, solving
the constraint Dδ in the quantum theory is a problem of the same complexity as solving H in
standard LQG.
Exemplarily, we will discuss the case D = 3 using Ashtekar-Barbero variables. We introduce an
extended ADM phase space coordinatised by a densitised triad Eai and conjugate momentum
Kai subject to an su(2) Gauß constraint Gij := K [iaEa|j], followed by a canonical transformation
to Ashtekar-Barbero connection variables
{Kai, Ebj} −→ {(γ)Aai := −1
2
ǫijkΓ
jk(e) + γKai,
(γ)Ebj :=
1
γ
Ebj}, (3.27)
where Γaij(e) denotes the spin connection annihilating the tetrad. It is easy to see that E
ai
and Kai have conformal weight ∆
g and −∆g, respectively. While Γaij(e), being a homogeneous
rational function of degree zero of e and its derivatives, is invariant under constant rescalings,
under local ones it transforms as
αDρ (Γaij(e)) = Γaij(e) + ∆
geb[iea|j]Dbρ. (3.28)
Therefore, also the connection (γ)Aai has a rather complicated transformation behaviour un-
der transformations generated by Dδ = ∆gK −
√
Eδ (here, K := KaiE
ai and E denotes the
determinant of Eai),
αDδρ (
(γ)Aai) = −1
2
ǫijk α
D
ρ (Γ
jk
a (e)) + γ α
Dδ
ρ (K
tf
ai +
1
D
√
E
eaiK)
= −1
2
ǫijk α
D
ρ (Γ
jk
a (e)) + γ α
Dδ
ρ (K
tf
ai +
1
∆gD
√
E
eai(Dδ +
√
Eδ))
= −1
2
ǫijk (Γ
jk
a (e) + ∆
geb[iea|j]Dbρ)
+γ
[
e−∆
gρKai +
δ
∆gD
e−
1
2
∆gρ(1− e− 12∆gρ)eai
]
, (3.29)
which even in the simplest case, δ = 0, makes it questionable if the corresponding constraint
can be solved after loop quantisation. However, using Thiemann’s methods [16], one can rewrite
Kai according to
Kai(x) ∝ {(γ)Aai(x), {HE(1), V (σ)}}, (3.30)
where HE denotes the Euclidean Hamiltonian constraint and V the volume, and represent the
conformal constraint Dδ as an operator on the kinematical Hilbert space, which unfortunately
will be of the same complexity as the Hamiltonian constraint in standard LQG.
4 Conformally coupled scalar field
As we have seen at the end of the previous section 3, while a canonical transformation to a
connection formulation exists, the resulting canonical variables will not transform nicely under
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conformal transformations and it is unclear how to solve the constraint both classically and
quantum mechanically. Of course, one might try to find a different connection formulation clas-
sically or modify the existing ones such that the connection in the end has a nice transformation
behaviour, but there is at least no obvious way to do so in the matter free case. In this section,
we will show how this problem can be solved for the case of a matter coupled system, namely
general relativity conformally coupled to a scalar field. While it has been argued that matter
fields in shape dynamics are most naturally coupled with conformal weight zero [51], in the case
at hand the scalar field with non-trivial conformal weight will be central for the construction of
the connection formulation with nice conformal transformation properties. The model will be
extended to other standard model matter fields in section 5.
The action for the conformally coupled scalar field is given by
SΦ :=
1
2λ
∫
M
dD+1X
√
|g|
(
gµν(∇µΦ)(∇νΦ)− 1
D
∆Φ
∆g
R(D+1)Φ2
)
, (4.1)
Using the formulas in appendix A, it can be easily checked that (4.1) is invariant under the
conformal transformation
gµν → Ω∆ggµν , Φ→ Ω∆ΦΦ, (4.2)
for a smooth, strictly positive function Ω, provided that the conformal weights ∆Φ and ∆g for
the scalar field and the space time metric satisfy
∆Φ =
1−D
4
∆g. (4.3)
In the following, we will restrict to that case.
The conformal invariance of the above action will be of central importance in what follows. It
implies that the matter contribution of the Hamiltonian constraint HΦ transforms with weight
−12∆g, which is the negative conformal weight of the lapse function. This is what one would
expect, since the invariance of the action suggests that NHΦ is conformally invariant. This
intuitive result will be confirmed in this section by direct calculation and will allow for a direct
generalisation to coupling of standard model matter fields in D = 3 in section 5.
4.1 Canonical analysis
The action of the scalar field conformally coupled to general relativity is given by
S = SGR + SΦ =
1
κ
∫
M
dD+1X
√
|g|R(D+1)a(Φ) + 1
2λ
∫
M
dD+1X
√
|g|gµν(∇µΦ)(∇νΦ), (4.4)
where we defined
a(Φ) := 1− αΦ2, (4.5)
α :=
κ
2λ
1
D
∆Φ
∆g
= −κ(D − 1)
8λD
, (4.6)
for convenience. The corresponding equations of motion are given by
0 = ∇µ∇µΦ+ 1
D
∆Φ
∆g
R(D+1)Φ, (4.7)
Tµν =
κ
16πλ
[
1
D
∆Φ
∆g
(Gµν −∇µ∇ν + gµν∇ρ∇ρ) Φ2 + (∇µΦ)(∇νΦ)− 1
2
gµν(∇ρΦ)(∇ρΦ)
]
,
Gµν = 8πTµν . (4.8)
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In particular, the trace of the energy momentum tensor is vanishing, a necessary consequence of
the conformal invariance of the action (cf. e.g. [5]). The corresponding Hamiltonian formulation
has been derived in [52] for 3 + 1 dimensions. We include the analysis in arbitrary dimension
for completeness. The split of this action is rather different from the ADM case. The surface
terms, which are usually dropped when performing the D+1 decomposition, here lead to extra
terms because of the presence of a(Φ). After a tedious calculation, one finds
S =
1
κ
∫
R
dt
∫
σ
dDx
{
N
[
a(Φ)
√
qR(D) +
κ
2λ
√
q
(
1
D
qµνΦ,µΦ,ν − (D − 1)
D
Φ∆Φ
)]
+
1
2
Mµν,ρσ(Lnq)µν(Lnq)ρσ +Mµν(Lnq)µν(LnΦ) + 1
2
M(LnΦ)2
− 4∂µ
[
a(Φ)
√
|g|n[ν∇νnµ] + α
√
|g|ΦqµνΦ,ν
]}
, (4.9)
where the terms in the last line constitute surface terms which will be dropped in the following,
nµ denotes the future pointing timelike unit normal to the spatial slices of the foliation and
Mµν,ρσ :=
1
2
a(Φ)N
√
q
[
q(µ|ρqν)σ − qµνqρσ
]
, (4.10)
Mµν := 2αN
√
qΦqµν , (4.11)
M := −κ
λ
N
√
q. (4.12)
Using δ
δX˙
= 1
N
δ
δ(LnX)
, we find for the canonical momenta
πΦ :=
δL
δΦ˙
=
1
Nκ
(
M(LnΦ) +Mab(Lnq)ab
)
= − 1
λ
√
q(LnΦ) + 4α
κ
√
qΦK, (4.13)
P ab :=
δL
δq˙ab
=
1
Nκ
(
Mab,cd(Lnq)cd +Mab(LnΦ)
)
=
1
κ
a(Φ)
√
q
(
Kab − qabK
)
+
2α
κ
√
qqabΦ(LnΦ). (4.14)
Solving these equations for the velocities is simplified if we introduce the short hand notation
for trace part X := Xabqab and trace free part X
ab
tf := X
ab − 1
D
qabX of tensor fields Xab and
decompose the gravitational momenta accordingly. We obtain
(LnΦ) = − λ√
q
[
a(Φ)πΦ +
4α
D − 1ΦP
]
, (4.15)
(Lnq)ab = 2κ√
q a(Φ)
P tfab +
2κ√
qD(1−D)qcd
[
P +
1−D
4
πΦΦ
]
, (4.16)
Φ˙ = N(LnΦ)− (LNΦ), (4.17)
q˙ab = N(Lnq)ab − (LNq)ab. (4.18)
To complete the split of the action, it is useful to note that
P ab(Lnq)ab + πΦ(LnΦ) = 2κ√
qa(Φ)
P tfabP
ab
tf −
κ
2
√
qD(D − 1)
[
∆gP +∆ΦπΦΦ
]2 − λ√
q
π2Φ. (4.19)
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Substituting back into the action, we obtain
S =
1
κ
∫
R
dt
∫
σ
dDx
{
N
[
a(Φ)
√
qR(D) +
κ
2λ
√
q
(
1
D
qabΦ,aΦ,b − (D − 1)
D
Φ∆Φ
)]
+
1
2
[
Mab,cd(Lnq)cd +Mab(Ln)Φ
]
(Lnq)ab
+
1
2
[
M(LnΦ) +Mab(Lnq)ab
]
(LnΦ)
}
=
∫
R
dt
∫
σ
dDx
{
N
κ
[
a(Φ)
√
qR(D) +
κ
2λ
√
q
(
1
D
qabΦ,aΦ,b − (D − 1)
D
Φ∆Φ
)]
+
N
2
P ab(Lnq)ab + N
2
πΦ(LnΦ)
}
=
∫
R
dt
∫
σ
dDx
{
N
[
1
κ
a(Φ)
√
qR(D) +
1
2λ
√
q
(
1
D
qabΦ,aΦ,b − (D − 1)
D
Φ∆Φ
)
− 1
2
P ab(Lnq)ab − 1
2
πΦ(LnΦ)
]
+ P abq˙ab + πΦΦ˙− P ab(LNq)ab − πΦ(LNΦ)
}
=
∫
R
dt
∫
σ
dDx
[
P abq˙ab + πΦΦ˙−NaHa −NH
]
, (4.20)
where
Ha[Na] :=
∫
σ
dDxNaHa =
∫
σ
dDx
[
P ab(LNq)ab + πΦ(LNΦ)
]
, (4.21)
H[N ] :=
∫
σ
dDxNH =
∫
σ
dDxN
[
HGrav +HΦ − κ
(∆g)2D(D − 1)√qD
2
]
, (4.22)
κHGrav := κ
2
√
qa(Φ)
P tfabP
ab
tf −
√
qR(D), (4.23)
κHΦ := κ
2λ
√
q
[
−λ
2
q
π2Φ −
1
D
qab(DaΦ)(DbΦ) +
D − 1
D
ΦDaD
aΦ+
1
D
∆Φ
∆g
R(D)Φ2
]
, (4.24)
D := ∆gP +∆ΦπΦΦ. (4.25)
Note that the matter part HΦ of the Hamiltonian constraint is, when partially integrating the
second to last term and dropping the last term, the same as the matter part of a minimally
coupled scalar field up to a term ∝ ∂N . The gravitational contribution HGrav is very similar
to the standard ADM terms, up to a(Φ) in the denominator of the first term and up to the
terms containing the trace part P := P abqab of the ADM momentum. The trace terms now are
defined to contribute to D, which obviously is the generator of conformal transformations with
correct conformal weights and will again play a central role when gauge fixing H[N ] in the next
section. The constraints satisfy the standard hypersurface deformation algebra (3.6), which can
be verified by direct calculation (cf. appendix B). Interestingly, a short calculation shows that
the generator of conformal transformations D again corresponds to the trace of the extrinsic
curvature,
D = ∆gP +∆ΦπΦΦ
= ∆g
(
−D − 1
κ
a(φ)
√
qK +
2Dα
κ
√
qΦ(LnΦ)
)
+∆Φ
(
− 1
λ
√
q(LnΦ)Φ + 4α
κ
√
qΦ2K
)
= −(D − 1)∆
g
κ
√
qK, (4.26)
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where in the second line, we used (4.14, 4.13).
4.2 Gauge fixing and unfixing
The content of this section strongly resembles the exposure in sections 3.2 and 3.3. We will first
introduce a suitable gauge fixing condition for the Hamiltonian constraint, discuss its quality
and in the end gauge unfix the theory by dropping H.
In analogy to the ADM case, the partial gauge fixing condition we want to introduce is the
CMC condition
Dδ = D −√qδ (4.27)
for some constant δ ∈ R. It is convenient to split the calculation of {H[N ],Dδ [ρ]} into several
parts. First, we calculate how the individual parts of H displayed in (4.22) transform under
conformal transformations generated by D. We find that the matter part of H transforms with
the negative conformal weight of the lapse function as
{HΦ[N ],D[ρ]} = HΦ[−1
2
∆gρN ], (4.28)
which, as we already argued, is due to the conformal invariance of SΦ. For the gravitational
part HGrav, we find
{κHGrav[N ],D[ρ]} =
∫
σ
dDx ρ
{
κ2√
qa(Φ)
P tfabP
ab
tf
[
−D
2
∆g +
1
a(Φ)
κ
Dλ
(∆Φ)2
∆g
Φ2
]
−√q∆g
[
D − 2
2
R(D) − (D − 1)DaDa
]}
N
=
∫
σ
dDx ρ
{
κ2√
qa(Φ)
P tfabP
ab
tf
[
−D − 1
2
∆g +
1
a(Φ)
κ
Dλ
(∆Φ)2
∆g
Φ2
]
−√q∆g
[
D − 1
2
R(D) − (D − 1)DaDa
]}
N
+ κHGrav[−1
2
∆gρN ]
=
∫
σ
dDx (D − 1)√qρ∆g
[
DaD
a − κ
2
2qa(Φ)2
P tfabP
ab
tf −
1
2
R(D)
]
N
+ κHGrav[−1
2
∆gρN ], (4.29)
and for the total Hamiltonian constraint
{κH[N ],D[ρ]} = κH[−1
2
∆gρN ] +D[ κ
2Nρ
2∆gD
√
q
D] (4.30)
+
∫
σ
dDx (D − 1)√qρ∆g
[
DaD
a − κ
2
2qa(Φ)2
P tfabP
ab
tf −
1
2
R(D)
]
N .
This result already strongly resembles (3.12, 3.13) for the case δ = 0. Now let us include δ 6= 0
also in the matter coupled case. To this end, note that both, {HGrav[N ],√q} = {HΦ[N ],√q} =
0. Therefore, like in the standard ADM case we find
{κH[N ],
∫
σ
dDx ρ
√
qδ} = δκ
2
∆g(D − 1)D[Nρ]. (4.31)
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Combining the above results, we obtain
{κH[N ],Dδ [ρ]} = κH
[
−1
2
∆gNρ
]
+Dδ
[
κ2Nρ
∆g
(
1
2D
√
q
Dδ − δ
D(D − 1)
)]
+
∫
σ
dDx (D − 1)√q∆gρ [DaDa − P(x)]N , (4.32)
with
P(x) := κ
2
2qa(Φ)2
P abtf P
tf
ab +
1
2
R(D) + δ2
κ2(D + 1)
2(∆g)2D(D − 1)2 , (4.33)
which coincides with the vacuum result (3.13) up to the factor of a(Φ)2 appearing in the de-
nominator of the first term in P(x).
Again, the constraint Dδ locally is a good gauge fixing condition if and only if the above elliptic
PDE for N ,
[DaD
a − P(x)]N(x) = 0, (4.34)
has the unique solution N(x) = 0, because of the (formal) self-adjointness of DaDa (cf. [18],
Appendix II, Theorem 2.3, p.549). A sufficient condition for this to hold is that P(x) > 0, at
least in physically interesting regions of the phase space. In the matter free case, it was possible,
using H and Dδ, to free P(x) completely from the dependence on R(D). In the matter coupled
case, we have to proceed differently, since otherwise we would end up with indefinite scalar
field terms appearing in P(x). The first and the last summand in P(x), being squares of real
functions, obviously are non-negative and in the case δ 6= 0, their sum is even strictly positive.
Therefore, if δ 6= 0, we need to show that R(D) ≥ 0, and R(D) > 0 if δ = 0. A lower bound for
the second summand can be obtained using Einstein’s equation,
R(D) + [K2 −KµνKµν ] = qµνqρσR(D+1)µρνσ = R(D+1) + 2R(D+1)µν nµnν
= 2Gµνn
µnν = 16πTµνn
µnν . (4.35)
Demanding a usual energy condition, namely either the weak energy condition (Tµνζ
µζν ≥ 0 for
all future timelike vectors ζ) in the case δ 6= 0 or the dominant energy condition (−T νµ ζµ is a
future causal vector for all future timelike vectors ζ) in the case δ = 0, the right hand side of
the above equation is either non-negative (δ 6= 0) or strictly greater than 0 (δ = 0).
The conformally coupled scalar field is known to possibly violate all common variants of energy
conditions, even the weak energy condition (and therefore necessarily the dominant condition).
Nevertheless, it is also known that all experimentally observed forms of classical23 matter fields
satisfy at least the weak energy condition (see, e.g. [54] and references therein). Therefore, as
there seem to be no results indicating that violations of the weak respectively dominant energy
condition are generic, at least to the authors’ knowledge, and as the physical status, apart from
mathematical existence, of scalar field solutions violating all typical energy conditions is unset-
tled, we will restrict the solutions to those that satisfy the required assumptions. Additionally,
we want to point out that it could be possible to extend our results to more general situations
since the energy conditions are only utilised to give sufficient, not necessary, prerequisites to
23A violation of the energy conditions can also be observed in the context of quantum fields on classical, possibly
curved backgrounds (see [53]), but we refrain from a discussion of this aspect since we are only concerned with
classical objects at this stage.
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achieve the invertibility of the Dirac matrix. We conclude that
1
2
R(D)
{
≥ 12 [KabKab −K2] = κ
2
2qa(Φ)2
P tfabP
ab
tf − κ
2
2(∆g)2D(D−1)q
D2, if δ 6= 0
> 12 [KabK
ab −K2] = κ22qa(Φ)2P tfabP abtf − κ
2
2(∆g)2D(D−1)qD2, if δ = 0,
(4.36)
which implies
P(x) = κ
2
2q a(Φ)2
P tfabP
ab
tf +
1
2
R(D) + δ2
κ2(D + 1)
2(∆g)2D(D − 1)2
≥ κ
2
q a(Φ)2
P tfabP
ab
tf −
κ2
2(∆g)2D(D − 1)qD
2 + δ2
κ2(D + 1)
2(∆g)2D(D − 1)2
=
κ2
q a(Φ)2
P tfabP
ab
tf −
κ2
2(∆g)2D(D − 1)qDδ (Dδ + 2
√
qδ) + δ2
κ2
(∆g)2D(D − 1)2
≈ κ
2
q a(Φ)2
P tfabP
ab
tf + δ
2 κ
2
(∆g)2D(D − 1)2 > 0 (4.37)
in the case δ 6= 0 and
P(x) = κ
2
2q a(Φ)2
P tfabP
ab
tf +
1
2
R(D)
>
κ2
q a(Φ)2
P tfabP
ab
tf −
κ2
2(∆g)2D(D − 1)qD
2
≈ κ
2
q a(Φ)2
P tfabP
ab
tf ≥ 0 (4.38)
for δ = 0. Therefore, under the above mentioned energy conditions, Dδ locally is a good gauge
fixing condition, at least in the spatially compact case (for the asymptotically flat case, cf. the
discussion in section 3.2.1). As in the vacuum case, global aspects of the chosen gauge are left
for further studies.
The algebra of constraints in this case is the same as in (3.24), and gauge unfixing is straightfor-
ward and implies dropping of H. Locally, H is again a good gauge fixing condition for Dδ, since
the differential operator is self-adjoint. Globally, the situation is less clear than in the vacuum
case. It is again possible to calculate the finite conformal transformations generated by Dδ on
H. Using the fact that HΦ transforms with weight −12∆g, the result can be read off from (3.25).
With Ω := e
D−2
4
∆gρ and therefore e−
1
2
∆gρ = Ω−
2
D−2 and e∆
Φρ = Ω−
D−1
D−2 , we find
αDδρ (κH) = Ω−
2D
D−2
κ2
√
q a(Ω−
D−1
D−2Φ)
P abtf P
tf
ab − Ω2
√
q
[
R(D) − 4(D − 1)
(D − 2) Ω
−1DaD
aΩ
]
+Ω−
2
D−2HΦ
− κ
2
(∆g)2D(D − 1)
[
Ω−
2D
D−2
1√
q
D2δ + 2Dδδ +Ω
2D
D−2
√
qδ2
]
. (4.39)
For accessibility, we have to study existence of solutions to this equation on SJ(Dδ), while for
uniqueness (up to large gauge transformations), it is sufficient to start directly from a point on
the gauge cut SS(Dδ,H) and check if the unique positive solution to this equation is Ω = 1. For
simplicity, restrict again to D = 3 and multiply the above equation by (Ω
√
q)−1 to obtain
0 ≈SJ(Dδ) 8DaD
aΩ−R(3)Ω+ a(Φ)
2
a(Ω−2Φ)
KtfabK
ab
tf Ω
−7 +
κ√
q
HΦΩ−3 − κ
2δ2
(∆g)26
Ω5
≈SJ(Dδ,H) 8DaD
aΩ+P(Ω), (4.40)
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where
P(Ω) :=
Ω−7(1− Ω4)
a(Ω−2Φ)
[
Ω4a(Ω−2Φ)
(
R(3) +
κ2δ2
(∆g)26
(1 + Ω4)
)
+ a(Φ)KtfabK
ab
tf
]
. (4.41)
Note that, unlike in the usual Lichnerowicz-York equation (3.26), P in this case is non-polynomial
and has a pole for positive Ω if a(Ω−2Φ) = 0 (unless the last term in the square brackets van-
ishes), which corresponds to the conformal transformation which, at that point (x), leads to a
complete vanishing of the curvature terms in the action. Moreover, apart from the trivial root
Ω = 1, it possibly has more real positive roots stemming from the term in square brackets.
Due to the complicated form of P, the standard methods for elliptic PDEs of second order [55]
cannot be applied in a straightforward way. We leave the question on accessibility and existence
of Gribov copies for further research.
In the following, we will construct a connection formulation for the gauge unfixed system. As
said above, we could equally well use the Dirac bracket associated with H = Dδ = 0, since we
are going to construct a connection which Poisson commutes with Dδ.
4.3 Non-compact spatial slices
The generalisation to non-compact spatial slices works in the same way as in the matter-free
case, i.e. as long as the spatial metric and its conjugate momentum satisfy the necessary fall-off
behaviour at spatial infinity, which one has to check for the spacetime under consideration. In
case of a different fall-off behaviour, e.g. induced by matter coupling [56], it might still be possible
to define asymptotic Poincare´ or anti-de Sitter charges and derive a, maybe less restrictive, fall-
off behaviour for the lapse function which still leads to a vanishing of the respective boundary
terms.
4.4 Connection formulation and solution to kinematical constraints
The idea of how to obtain a connection formulation with nice transformation properties now is
the following: First, we perform a canonical transformation to a new metric which is invariant
under conformal transformations24. Because of the non-trivial conformal weight of the scalar
field, this can be done easily in the case at hand. Then, we can introduce a vielbein Eai related to
the new metric and its conjugate variable Kai in the standard way, which, by construction, will
also be invariant. Now we can straightforwardly either follow the Ashtekar-Barbero construction
[48, 23] or the one introduced in [49, 20] for D ≥ 2 to obtain a connection formulation with
nice transformation properties, namely, the connection and its conjugate momentum will be
invariant under conformal transformations.
4.4.1 Conformally covariant variables
The first step consists in performing a canonical transformation to variables on which Dδ acts as
the generator of conformal transformations. This already holds true for all phase space variables
except P ab. It is easy to verify that
{qab, P cd} → {qδab := qab, P cdδ := P cd +
δ
∆gD
√
qqcd} (4.42)
24In slight abuse of terminology, we will call a transformation generated by Dδ also conformal. “Conformally
covariant” or “conformally invariant” here is also meant w.r.t. Dδ
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is a canonical transformation and P cdδ transforms as desired under the action of Dδ, which, in
terms of the new variables, reads
Dδ := ∆gPδ +∆ΦπΦΦ. (4.43)
Slightly abusing the notation, we will drop the index δ on P abδ , q
δ
ab and Dδ in what follows.
4.4.2 Dilaton - type field
The obvious procedure to render the metric and its conjugate momentum conformally invariant
is to multiply the metric by Φ
4
D−1 and divide the momentum conjugate to qab by the same power
of Φ. This, of course, is not well-defined unless Φ is strictly positive (negative). Therefore, we
will restrict to Φ > 0 in all what follows. On the resulting open region in the phase space, we
can perform the following canonical transformation
{Φ, πΦ} → {φ := lnΦ, πφ := ΦπΦ}, (4.44)
to the convenient scalar field variable φ ∈ R which now is unrestricted. To interpret this
restriction on the original field Φ, note that if we had started by coupling general relativity
conformally to a dilaton field, i.e. replacing Φ in the action (4.4) by eφ (and thereby restricting
to Φ > 0 from the beginning), the canonical analysis of the system would have yielded exactly
the same result that we obtained by performing the above canonical transformation (4.44).
Therefore, the interpretation of φ will be that of a dilaton field in what follows. In terms of the
new scalar field variable φ, the constraints read
Ha[Na] =
∫
σ
dDx N
(
P ab(LNq)ab + πφ(LNφ)
)
, (4.45)
D[ρ] =
∫
σ
dDx ρ
(
∆gP +∆Φπφ
)
. (4.46)
Of course, another interesting, possible interpretation of the scalar field Φ would be that of
the Higgs field. However, Φ should not transform under some internal group to allow for the
construction of invariant metric variables q˜ab, P˜
ab. Therefore, a component of the su(2) Higgs
fields cannot be used for that purpose, but an interpretation of Φ as the weak isospin singlet
constructed from the Higgs field is possible. However, before jumping to conclusions, the exper-
imental consequences of an identification of Φ with the Higgs field have to be investigated, e.g.
is the proposed quantisation compatible with standard model calculations in which the Higgs
appears in loop corrections to scattering amplitudes? A possible caveat is that the Higgs field
would not be quantised as a usual scalar field, but as a part of the 3-metric qab, which makes
it very non-trivial to check for consistency with the standard model, see also the discussion in
[13].
4.4.3 Conformally invariant metric and connection variables
The above described transformation of rescaling the metric and its momentum by some power
of the scalar field Φ is, of course, not canonical since the new metric and momentum will not
Poisson commute with πΦ. But if we additionally change πΦ, we can render the transformation
canonical. In terms of the dilaton variables,
{qab, P ab, φ, πφ} → {q˜ab := e
4
D−1φqab, P˜
ab := e−
4
D−1φP ab, φ˜ := φ, π˜
φ˜
:=
1
∆Φ
D} (4.47)
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can be easily verified to be a canonical transformation. Moreover, D now appears as one of the
canonical variables, i.e. it generates translations on its conjugate field φ while all other fields
are invariant, and can be easily solved classically by dropping the scalar field variables.25
The freely specifiable and independent initial data now is a Riemannian metric q˜ab, a transver-
sal, symmetric, not necessarily trace free tensor field P˜ ab and an unphysical scalar field φ. This
should be compared to the case of (vacuum) general relativity, where we had a conformal equiv-
alence class of Riemannian metrics and a transversal trace free symmetric second rank tensor
field as freely specifiable initial data. Due to the canonical transformations applied, the confor-
mal mode of the metric is combined with the scalar field in such a way that any metric becomes
good initial data.
To obtain a connection formulation, one now can either follow the original route of Ashtekar
and Barbero [48, 23] for D = 3 or the higher dimensional (D ≥ 2) variant introduced in [49, 20].
All of them can be straightforwardly applied to the theory at hand and result in a connection
invariant under conformal transformations. Since, in view of the results of section 5, the focus of
this paper is on 3+1 dimensions, like in the vacuum case we will stick to the original Ashtekar-
Barbero approach. The resulting phase space is coordinatised by a real SU(2) connection (γ)Aai
and a densitised triad Eai conjugated to the connection,
{(γ)Aia(x), Ebj(y)} = γδbaδijδ3(x, y), (4.48)
where γ denotes the Barbero-Immirzi parameter, subject to a su(2) Gauß law constraint
Gi := Da(
(γ)A)Eai (4.49)
in order that its symplectic reduction leads back to the ADM type phase space we considered
above. In terms of the connection variables, the remaining spatial diffeomorphism constraint
reads
Ha[Na] =
∫
σ
d3xEai(LN (γ)A)ai. (4.50)
One more remark is in order: Note that the variables {q˜ab, P˜ ab, φ˜, π˜φ˜} would also be good
coordinates in the original theory, i.e. before gauge unfixing, since up to this point we only
performed canonical transformations. Using the observable projector, we could have constructed
the H observables PDδH (q˜ab),PDδH (P˜ cd) with Poisson brackets
{PDδH (q˜ab),PDδH (P˜ cd)} ≈ PDδH ({q˜ab, P˜ cd}DB(Dδ,H))
= PDδH ({q˜ab, P˜ cd})
= PDδH (δ
c
(aδ
d
b))
= δc(aδ
d
b), (4.51)
where in the first step, we used that PDδH defines a weak Poisson homomorphism (w.r.t. the
Dirac bracket), and in the second that the Dirac bracket and the Poisson bracket weakly co-
incide for observables w.r.t. Dδ , which holds even strongly in our case. Similarly, we find
{PDδH (q˜ab),PDδH (q˜cd)} ≈ 0 ≈ {PDδH (P˜ ab),PDδH (P˜ cd)}, i.e. simple brackets. The projections of φ˜, π˜φ˜
25Note that we could as well quantise the system including the scalar field along the lines of [57, 58] and solve
the constraint D after quantisation. In this simple case, it is easy to show that, like for the Gauß constraint in
usual LQG, quantisation and solving the constraint actually do commute.
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can be ignored since q˜ab. P˜
ab already constitute a set of phase space functions that is projected
onto Ow
J(D) (cf. proposition 2.3).
This treatment would be more alike the one in deparametrised models, but the algebra obtained
coincides with the one we found via gauge unfixing. This opens the possibility of interpreting
the quantum theory which we describe in the following section also from this point of view.
However, in contrast to the deparametrised models, the expressions for PDδH (q˜ab),P
Dδ
H (P˜
cd) are
problematic, since H is not first class with itself. Therefore, the observable projectors PDδH can
only be constructed explicitly using the methods described in section 2, if we additionally fix
the diffeomorphism constraints (complete gauge fixing as e.g. in [2]). Still, if we are interested
in a reduced phase space quantisation, we will not need explicit knowledge of the observable
projector, but only of the algebra of Dirac observables given by (4.51).
4.5 Remarks on quantisation and observables
The above system can straightforwardly be quantised using loop quantum gravity methods (cf.
e.g. [50, 16]). In particular, one can represent and solve the Gauß and spatial diffeomorphism
constraints. This means that, like in the deparametrised models, we have direct access to the
physical Hilbert space of the model. However, we have to be careful in how we interpret the ele-
ments of this Hilbert space as well as operators acting on it. Classically, the gauge fixing Dδ = 0
corresponds to fixing a certain CMC spatial slice, or, in other words, looking at the universe at
the “time” δ ∝ K. The missing of the Hamiltonian constraint can thus be attributed to the
fact that we are just not considering time evolution in our framework. Still, simply neglecting
the Hamiltonian constraint is not a valid option: Due to the gauge fixing Dδ = 0, we have to
employ a Dirac bracket which only equals the Poisson bracket for phase space functions which
Poisson commute with Dδ (or with H, however, these functions are not known explicitly). Since
the derivation of the Ashtekar-Barbero-type variables heavily relies on the exact form of the
ADM Poisson bracket, we have to restrict to phase space functions which have a similar Dirac
bracket. Counting degrees of freedom, one directly sees that considering the functions Poisson
commuting with either Dδ or H is already enough to coordinatise the reduced phase space. On
the other hand, gauge unfixing the second class system Dδ = H = 0 and considering Dirac
observables in those systems yields the same result.
The result of the above discussion may appear a bit puzzling at this point, since the quantisa-
tion problem seems to have been trivialized by choosing a certain gauge at the classical level.
From the discussion in section 2, we know that the observable algebras OwH and OwDδ are indeed
isomorphic, meaning that they both coordinatise the reduced (w.r.t. Dδ, H) phase space. On
the other hand, finding a representation of the reduced phase space functions according to their
Poisson structure (i.e. the Dirac bracket for the second class system Dδ = H = 0) is the very
definition of a (reduced phase space) quantisation. However, as also remarked in section 2, the
classical Poisson isomorphism between OwH and OwDδ ceases to have a quantum analogue for
general situations. Thus, both, the presented quantisation and a hypothetical reduced phase
space quantisation using phase space functions Poisson commuting with H, are genuine reduced
phase space quantisations, however, the Poisson isomorphism between OwH and OwDδ does not
have to be implementable as a unitary transformation, or even an algebra automorphism, at
the quantum level. Therefore, the results of the two quantum theories can be different and,
as always, an experiment has to decide which quantisation is the correct one. In this sense,
we cannot claim to have solved the problem of quantum dynamics, especially since it is even
more unclear26 if we can relate the proposed quantisation to a Dirac type quantisation which
implements the Hamiltonian constraint on the quantum level.
26E.g. in the view of Haag’s theorem ([26, 27]).
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In order to implement a time evolution in our framework and thus making contact with other
reduced phase space quantisations, one would have to use an undensitised version of D as a
time variable27 and calculate the physical Hamiltonian which evolves the spatial slice Dδ=t1 = 0
to some later time Dδ=t2 = 0. However, the explicit construction of this Hamiltonian is very
difficult already at the classical level, since one has to invert the partial differential operator in
(3.12). Also, an exact quantisation of this Hamiltonian seems hopeless. We are thus led to prefer
the other reduced phase space quantisations [2, 3, 4] in order to implement a time evolution and
continue to investigate the properties of our formulation as a quantisation of general relativity
conformally coupled to a scalar field on a fixed spatial slice. Since, up to the spatial diffeomor-
phism constraint28, there are no constraints left when restricting to Dδ = H = 0 and passing to
the Dirac bracket, the interpretation of the Dδ-invariant observables OwDδ is that of allowed data
on the spatial slice, or in a spacetime context, the allowed initial data which can be specified on
the spatial slice and then be evolved to a complete spacetime using the Hamiltonian constraint.
After quantisation, the spectral theory of the operator representation derived from OwDδ tells us
what the possible measurement outcomes for the phase space functions OwDδ are. Therefore, one
can directly extract a prediction from this theory: Measuring f ∈ OwDδ by an observer living
on the spatial slice Dδ = 0 (or Dδ=t), the possible measurement values are determined by the
spectrum of the operator fˆ corresponding to f .
One of the main differences to other (deparametrised) reduced phase space quantisations of gen-
eral relativity coupled to suitable matter is the form of our clock D. While in other approaches,
one uses configuration space variables as clocks and rods, we use a combination of momenta
as a clock. Especially for static spacetimes, which are of great interest in black hole physics,
accessibility of the gauge D = 0 immediately follows when using a t = const. foliation. The
CMC gauge and its global properties have been subject of intensive studies (cf. e.g. [59] and
references therein). An application of the present framework to black hole entropy calculations,
which exemplifies the accessibility properties of the gauge D = 0 for static situations, has been
sketched in our companion paper [1]. Also, when interpreting Dirac observables OwD, e.g. the
invariant metric and its conjugate momentum, we have to keep in mind that the invariant metric
is a product of the spatial metric and a suitable power of the scalar field. Thus, the invariant
geometric operators constructed in [1] do not predict a discrete spectrum for the area and vol-
ume, but a discrete spectrum for the products of area and volume with a suitable power of the
scalar field.
A last remark concerns gauge unfixing and how to recover the original ADM formulation from
the theory which has first been gauge fixed to the second class system Dδ = H = 0 and then
gauge unfixed to the first class system Dδ = 0. At first sight, it seems false to simply drop the
Hamilton constraint in the second class system (H,Dδ) and work with Dδ. Of course, from the
point of view of the first class Dδ system, all gauge choices are (up to technical details) equiv-
alent, and therefore we can forget about the special choice H = 0. However, we did not start
from the first class Dδ system, but from the ADM formulation and therefore there definitely is a
special role of the constraint H, dropping it feels like forgetting about information that is forced
upon us by the theory we are considering. The point is that the first class theory obviously re-
duces to the second class system in the gauge H = 0, and that any other gauge fixing condition
27Here, we would have to assume the existence of a CMC-time function generalised to the conformally coupled
scalar field, meaning that, at least the region of spacetime which we are interested in should foliate into Dδ=t = 0
hypersurfaces, where t is a monotonically increasing function along all future directed causal curves.
28The spatial diffeomorphism constraint has to be solved on the quantum level, see [16] for an exposition of
the current state of the art. While the construction of a Hilbert space of diffeomorphism invariant states (more
precisely, spatially diffeomorphism invariant distributions in the dual of the kinematical Hilbert space) is well
understood, the construction of spatially diffeomorphism invariant operators is more subtle. In principle, one
could solve the constraint by using matter fields as physical coordinate system as in [2].
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for Dδ is related to this gauge choice by a gauge transformation, and the observable algebras for
different gauge fixings, constructed via the corresponding observable projectors, are isomorphic,
as was discussed in section 2.
Moreover, in the case at hand, there actually is a guiding principle which leads us back to ADM,
and in this sense a preferred gauge choice for the constraint Dδ: Remember that the Hamilto-
nian constraint has a clear geometric interpretation in the spacetime picture: It generates time
translations. Furthermore, since we still have the spatial diffeomorphism constraint, we can ask
what properties we can demand from a gauge fixing condition for Dδ in order to interpret it as
generating time translations. The answer to this question, which is that the constraint algebra
should be identical to the hypersurface deformation algebra, has been investigated by Hojman,
Kucharˇ and Teitelboim [60], with the result, that, for the ADM phase space varibles qab and P
ab,
the only constraints satisfying the hypersurface deformation algebra are the ADM constraints H
and Ha. While this settles the question for gravity (and also standard matter [60]), analogous
results are, to the best of the authors knowledge, not available for derivative coupling of matter
to general relativity like in the case considered here. Still, it transpires that the demand for a
spacetime interpretation should restrict the allowed gauge choices also for that case.
5 Extension to standard model matter fields
Finally, we will show that we can include (D = 3) the complete matter content of the Standard
Model into the framework presented in this work. The key observation is that the actions for
Dirac fermions (in arbitrary dimension) and Yang-Mills fields (only for D = 3) are conformally
invariant for certain choices of conformal weights for the fields, and therefore can be treated on
equal footing. The considerations in this section will be purely classical. A quantisation thereof
can be done when using the methods developed in [57, 58]. We will also comment on inclusion
of a cosmological constant.
5.1 Conformally invariant matter field actions
Consider an action S[g, ∂g, φI , ∂φI ] with I running in some index range, which is conformally
invariant if we specify the conformal weight of the fields φI relative to the conformal weight of
the metric g, ∆φI = βI∆g. After the D + 1 split, the action takes the form
S =
∫
R
dt
∫
σ
dDx
(
P abq˙ab + π
I
φφ˙I −NHφ −NaHa − λiCi
)
, (5.1)
where Ci are gauge constraints for the fields φI and λi corresponding Lagrange multipliers.
The conformal weights of the fields on the spatial slice σ are inherited from the corresponding
spacetime fields. qab for example transforms with the same weight as gµν and it follows that N
has weight 12∆
g. Note that under a conformal transformation, the kinetic terms and the three
different constraint terms cannot mix, therefore each of them has to be invariant by itself. An
immediate consequence is that the Hamiltonian constraint Hφ has to transform with weight
−12∆g, which already has been confirmed for the conformally coupled scalar field (4.28) and will
be furthermore explicitly shown for Dirac fermions in appendix C. Therefore, coupling the fields
φI to (4.4) has the following effects:
1. The generator of conformal transformations becomes
Dnew = Dold + βI∆gπIφφI (5.2)
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2. The form of the commutator of the gauge fixing condition Dnewδ with the new Hamiltonian
constraint is unchanged
{Hnew[N ],Dnewδ [ρ]} = Hnew[−
1
2
∆gρN ] +Dnewδ [...] +
∫
σ
dDx
√
q
(D − 1)ρ
κ
∆g[DaDa − Pnew]N(5.3)
3. The form of the Pnew(x) is similar
Pnew(x) = κ
2
2q
f(Φ)2P tfabP
ab
tf +
1
2
R(D) + δ2
κ2(D + 1)
2(∆g)2D(D − 1)2 (5.4)
4. The positivity of Pnew(x) can be shown in exactly the same way.
It is a standard result that the free Dirac action (weight ∆Ψ = −D4∆g)
SΨ[e,Ψ,Ψ
∗] :=
i
2
∫
M
dD+1X
√
g
(
Ψ /eµ∇µΨ−∇µΨ /eµΨ
)
, (5.5)
(see appendix C for notation) as well as the free Yang-Mills action in D = 3 (weight ∆A = 0)
SA[g,A] := − 1
4g2YM
∫
M
dD+1X
√
ggµρgνσTr(FµνFρσ), (5.6)
where gYM denotes the Yang-Mills coupling and Fµν is the field strength of Aµ, are confor-
mally invariant (cf., e.g., [5]). Moreover, for loop quantisation it is necessary to work with
fermionic spatial half densities at the Hamiltonian level [57], which then transform with weight
zero. Therefore, D is unchanged for these fields. As an example, the Dirac field is discussed in
appendix C. We leave the easier case of the Yang-Mills field to the interested reader.
Finally, we also want to discuss minimal coupling of matter fields to the Yang-Mills gauge
field. The corresponding coupling terms for Dirac fields ( i2
√
gΨ/eµAIJµ ΣIJΨ + c.c.) can easily
be shown to be conformally invariant. For additional, conformally coupled scalar fields trans-
forming in the adjoint of the Yang-Mills gauge group29, the conformal invariance of the coupling
term
√
ggµν(Tr{(∂µΦ)gYM[Aν ,Φ] + g2YM[Aµ,Φ][Aν ,Φ]}) follows from trace properties.
5.2 Scalar field potentials
As just mentioned, we can, in addition to the already present dilaton field, also couple more
scalar fields. In order to preserve the form of P(x) they have to be coupled conformally. For
the standard model, we furthermore need to include potential terms for these scalar fields into
the action. In this section, we will discuss restrictions on this potential needed in order that the
estimation P(x) > 0 still holds (weakly). In particular, we will see that Higgs potentials are
allowed in dimensions D ≥ 3.
Adding to the action (4.4) the term
+
1
2λ
∫
M
dD+1X
√
gV (Φ), (5.7)
for some potential V (Φ), the Hamiltonian constraint is modified to
κH → κH − κ
2λ
√
qV (Φ). (5.8)
29These scalar fields could e.g. correspond to the Higgs sector of the standard model.
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Calculating the Poisson brackets with the conformal transformation generator D, we conclude
that P(x) obtains an extra contribution
P → P + κ
4λ
[
D + 1
D − 1V (Φ)−
1
2
ΦV ′(Φ)
]
. (5.9)
If the term in square brackets is negative, we still have P(x) > 0 (remember that κ
λ
< 0 in our
conventions). In particular, for the Higgs potential
V (Φ) = λ˜[(Φ2 − v2)2 − v4] = λ˜(Φ4 − 2v2Φ2) (5.10)
with λ˜ ≥ 0 and v the classical expectation value of the field30, this bracket is given by[
D + 1
D − 1V (Φ)−
1
2
ΦV ′(Φ)
]
=
λ˜
D − 1Φ
2
[
(3−D)Φ4 − 2v2] ≤ 0 for D ≥ 3. (5.11)
5.3 Cosmological constant
The cosmological constant term31
SΛ := −2
κ
∫
M
dD+1X
√
gΛ (5.12)
leads to an additional term
HΛ := 2
κ
√
qΛ (5.13)
in the Hamilton constraint and changes P(x) to
P → P − D + 1
D − 1Λ
=
κ2
2qa(Φ)2
P abtf P
tf
ab +
1
2
R(D) + δ2
κ2(D + 1)
2(∆g)2D(D − 1)2 −
D + 1
D − 1Λ. (5.14)
Demanding the weak energy condition, we find
R(D) − κ
2
qa(Φ)2
P abtf P
tf
ab +
κ2
(∆g)2D(D − 1)qD
2 − 2Λ ≥ 0, (5.15)
and therefore
P ≥ κ
2
qa(Φ)2
P abtf P
tf
ab + δ
2 κ
2
(∆g)2D(D − 1)2 −
κ2
2(∆g)2D(D − 1)q (D
2
δ + 2Dδ
√
qδ)− 2
D − 1Λ
≈ κ
2
qa(Φ)2
P abtf P
tf
ab + δ
2 κ
2
(∆g)2D(D − 1)2 −
2
D − 1Λ
≥ δ2 κ
2
(∆g)2D(D − 1)2 −
2
D − 1Λ. (5.16)
A sufficient condition that (3.16) still holds is therefore
δ2 >
2(∆g)2D(D − 1)
κ2
Λ, (5.17)
which is always satisfied for Λ < 0, and imposes a restriction on the allowed values of δ if Λ > 0.
30Note that the constant term λ˜v4 sometimes included into the Higgs potential is subtracted here since it can
be absorbed into the cosmological constant, which will be discussed in the next section.
31The constants in front of SΛ are chosen such that the equations of motion will read Gµν +Λgµν = 8piTµν .
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6 Concluding remarks
Let us finish this paper with some remarks. In the following, we will neglect the spatial diffeo-
morphism constraint, since it is treated at the quantum level and for the sake of readability,
we will use the words observable and physical state with respect to the Hamiltonian constraint
only.
The presented formalism exemplifies the canonical structure of general relativity and to what
extend it can be modified. In the canonical treatment, it is important to distinguish between
equations which determine good initial data and time evolution: H = 0 selects good initial data
which can then be evolved, using the Hamiltonian flow of H, to a complete spacetime. On the
reduced phase space however, we do not see time evolution, since we have restricted ourselves
to a CMC spatial slice, given by D = 0. On the other hand, the complete time evolution is
already determined by a set of good initial data, and it is therefore classically equivalent just to
work, i.e. to specify initial data, on a single slice. Regarding quantisation, we have to find an
operator representation of the phase space functions, where the Dirac bracket is reproduced by
commutators. The spectral analysis of these operators will then yield the allowed values, which
these phase space functions can take in the quantum theory. Thus, the operator representation
derived in this paper corresponds to good initial data and the theory predicts a certain spectrum
for the initial values, exemplified by the invariant geometric operators [1]. In order to define a
time evolution in our picture, one could try to define a physical Hamiltonian, whose associated
time function corresponds to CMC time. However, already at the classical level, this operator
is very difficult to define, because it involves inverting the differential operator DaD
a − P(x).
Nevertheless, by restricting to a spatial slice where D = 0 is a good gauge fixing, we can access
the physical Hilbert space by trading the equation H = 0 for D-invariance, which is easily solv-
able, and attack problems for which this “Hilbert space of initial values” suffices. Of course, a
similar treatment of general relativity coupled to other types of matter, e.g. a minimally coupled
scalar field as a clock as in [3], is also possible, but the upsides of our treatment are that the
gauge fixing D = 0 is locally generically valid, at least if we assume suitable energy conditions
for the matter fields, and accessible for the proposed application to black holes [1]. The (global)
properties of the CMC-gauge have been extensively studied in general relativity, see e.g. [59]
and references therein, and strong results are available.
A count of the degrees of freedom exemplifies that no obvious error lies in this train of thought:
For pure gravity, the conformally invariant degrees of freedom are reduced by 1, as they would
have been when restricting to H = 0. In the case of interest for this paper, general relativity con-
formally coupled to a scalar field, the count of degrees of freedom also provides a good check for
the consistency of the framework. In the end, we have the phase space on which loop quantum
gravity is based, however without the Hamiltonian constraint. On the other hand, the scalar
field degree of freedom seems to have vanished, i.e. it has been explicitly rendered unphysical
by a suitable canonical transformation after which the scalar field does not appear anywhere
and has trivial Dirac brackets (or is killed at the quantum level when performing a Dirac type
quantisation of the gauge unfixed theory). Still, the corresponding degree of freedom is not lost,
but has been absorbed into the invariant metric q˜ab (cf. sections 4.4.2, 4.5). Morally speaking,
by specifying initial data via specifying the invariant metric q˜ab and its conjugate momentum
P˜ ab, we do not make any assertions about the unphysical scalar field, which then takes the role
of an auxiliary field which can thought of to be tunable to a specific value which enforces H = 0.
Technically however, this idea is implemented via the Dirac bracket, and a quantisation thereof
(or considering D-invariant functions in the gauge unfixed theory), which means that a quantum
equation like Hˆ |Ψ〉 = 0 is never even defined.
For future research, it will be very interesting to think about physical consequences of the pre-
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sented quantisation of general relativity conformally coupled to a scalar field. For this, it is
important to remember that the invariant geometric operators constructed in [1] exemplify that
the choice of a time function has great impact on what the observables of a theory are. While
the area operator in, e.g. [2], is physical only for surfaces which are embedded into a single con-
stant time hypersurface labeled by a certain value of a dust field, the invariant area operators
based on the present formalism are only valid for areas living on a CMC hypersurface labeled
by Dδ = 0. While the matter content of the two theories is different form the beginning and
it is thus hard to compare them, there is no indication that the above hypersurfaces should
agree if we would formulate a theory with both matter fields. Regarding an experiment, one
would therefore first have to ensure that the process measured is associated to a hypersurface
which is compatible with the chosen time function. While an intuitive understanding of such a
choice might be straight forward for measuring the area of a given surface, it is, at least to the
authors, unclear for the situation of scattering in quantum field theory. Since, however, it has
to be the goal of loop quantum gravity to reproduce quantum field theory in a certain regime,
more research in this direction is necessary. Focussing on the invariant geometric operators, one
can ask about the physical nature of the conformally coupled scalar field. In analogy to the
Higgs field, one might consider it as a (heavy) field with a certain non-zero vacuum expectation
value (cf. section 4.4.2). A naive insertion of the vacuum expectation value into the invariant
geometric operators would increase the fundamental geometric scale of the theory, basically the
lowest non-zero eigenvalues of the geometric operators, at least for vacuum expectations values
below the Planck scale. While it might be tempting to conclude that this presents a mecha-
nism to significantly raise the fundamental geometric scale of loop quantum gravity, much more
research in this direction is needed before jumping to conclusions. Especially the question of
the dynamics in the present formalism has to be taken into account when speculating about
possible signatures of a raised fundamental scale which might be seen in, e.g. collider exper-
iments. Also, applicability of the chosen time function has to be ensured for the experiment
under consideration. This also means that when increasing the energy scale of the experiment
far enough, one would expect that any time function would lose its applicability (as soon as
quantum effects become important for the time function) and one would necessarily have to
resort to a Dirac-type quantisation, as argued in [13].
To conclude, we have presented a new reduced phase space quantisation of general relativity
conformally coupled to a scalar field, which is in several aspects different from the other available
reduced phase space quantisations. While all of the so far proposed models seem to have their
merits, their range of applicability is different and has to be checked for the specific problem at
hand.
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A Conformally invariant Klein Gordon equation
In this appendix, we summarise some formulas helpful to fill in the gaps in various calculations
related with conformal transformations presented in the main text. These formulas can also
be found in [5], with slightly different notation and ∆g = 2. Throughout this paper, if Ω is a
striclty positive, smooth function, then we will call a transformation conformal if the metric is
changed by
g˜µν = Ω
∆ggµν , (A.1)
where ∆g is called conformal weight of gµν . The metric-compatible torsion-free covariant deriva-
tive is changed by
Γ˜ρµν = Γ
ρ
µν − Cρµν , (A.2)
Cρµν =
∆g
2
Ω−1
(
2δ(µ
ρ∇ν)Ω− gµν∇ρΩ
)
. (A.3)
For the transformed Riemann tensor, Ricci tensor and Ricci scalar we find
R˜(D+1)µνρ
σ = R(D+1)µνρ
σ +Ω−2∆g
(
∆g
2
+ 1
)
(∇[µΩ)
[
δσν](∇ρΩ)− gν]ρ∇σΩ
]
−Ω−2 (∆
g)2
2
gρ[µδ
σ
ν (∇αΩ)(∇αΩ)−∆gΩ−1
[
δσ[ν∇µ]∇ρΩ− gρ[ν∇µ]∇σΩ
]
, (A.4)
R˜(D+1)µν = R
(D+1)
µν +Ω
−2∆
g
2
(
∆g
2
+ 1
)
[(D − 1)(∇µΩ)(∇νΩ) + gµν(∇ρΩ)(∇ρΩ)]
−Ω−2 (∆
g)2
4
Dgµν(∇ρΩ)(∇ρΩ)− Ω−1∆
g
2
[(D − 1)∇µ∇νΩ+ gµν∇ρ∇ρΩ] ,(A.5)
R˜(D+1) = Ω−∆
g
[
R(D+1) +Ω−2D∆g
(
−(D + 1)∆
g
4
+
∆g
2
+ 1
)
(∇ρΩ)(∇ρΩ)
−Ω−1D∆g∇ρ∇ρΩ
]
. (A.6)
For the Laplacian of a scalar field Φ of conformal weight ∆Φ, we find that
g˜µν∇˜µ∇˜νΦ˜ = Ω−∆g
[
Ω∆
Φ∇µ∇µΦ+ Ω∆Φ−1
(
Φ∆Φ∇µ∇µΩ+
(
2∆Φ +
D − 1
2
∆g
)
(∇µΦ)(∇µΩ)
)
+Ω∆
Φ−2∆Φ
(
∆Φ − 1 + D − 1
2
∆g
)
Φ(∇µΩ)(∇µΩ)
]
. (A.7)
Choosing
∆Φ = −D − 1
4
∆g, (A.8)
we find that the terms ∝ (∇Φ)(∇Ω) vanish. Moreover, comparing with (A.6), we find that in
the equation ∇∇Φ+ αR(D+1)Φ both the terms ∝ ∇∇Ω and ∝ (∇Ω)(∇Ω) will cancel provided
α = ∆
Φ
D∆g .
B Constraint algebra of general relativity conformally coupled
to a scalar field
This appendix provides calculational details showing that the algebra of constraints for general
relativity conformally coupled to a scalar field is given by the standard hypersurface deformation
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algebra (3.6). Obviously, the Poisson brackets involving the spatial diffeomorphism constraint
are the same as in the matter free case, since it generates spatial diffeomorphisms on all field
variables. We therefore concentrate on the calculation of the Poisson bracket between two
Hamiltonian constraints. Using the notation of section 4, we split the calculation in the following
parts:
{H[N ],H[M ]} = {HGrav[N ],HGrav[M ]}︸ ︷︷ ︸
I
+ {HΦ[N ],HΦ[M ]}︸ ︷︷ ︸
II
+
{
κ
(∆g)2D(D − 1)√qD
2[N ],
κ
(∆g)2D(D − 1)√qD
2[M ]
}
︸ ︷︷ ︸
III
+ [{HGrav[N ],HΦ[M ]} − (N ↔M)]︸ ︷︷ ︸
IV
−
[{
HGrav[N ], κ
(∆g)2D(D − 1)√qD
2[M ]
}
− (N ↔M)
]
︸ ︷︷ ︸
V
−
[{
HΦ[N ], κ
(∆g)2D(D − 1)√qD
2[M ]
}
− (N ↔M)
]
︸ ︷︷ ︸
V I
. (B.1)
We will drop all surface terms, which is justified if the multipliers N,M are compactly supported.
If we allow for more general multipliers (like e.g. supertranslations and asymptotical Poincare´
transformations in the asymptotically flat case), we might have to pass to improved generators,
cf. sec. 3.2.1. The calculation is simplified noting that terms without derivatives acting on
the multipliers N,M vanish due to the antisymmetry in N,M , which we will use repeatedly.
First, we give some variational equations which will be useful for the calculation of the Poisson
brackets,
δR(D) = −Rab(D)δqab − qab(DcDcδqab) + (DaDbδqab), (B.2)
δ(DcD
cΦ) = −(DaDbΦ)δqab + (DcDcδΦ)− (DbΦ)(Daδqab) + 1
2
qab(DcΦ)(Dcδqab).(B.3)
Note that the first summands on the right hand sides of (B.2) and (B.3) do not contain derivates
acting on δqab and since H does not contain terms with derivatives acting on P ab, these sum-
mands cannot contribute due to the afore mentioned antisymmetry. The Poisson brackets for I
and IV can be further simplified by noting that the terms containing qab...Dδqab in (B.2) and
(B.3) can be neglected when Poisson commuting with P abtf due to its tracefreeness.
Since D does not contain derivatives, III vanishes. Since there are no derivates acting on
the multipliers in (4.28), we conclude that V I gives zero as well. Using (B.2), only the third
summand of which can contribute as described above, we find for I
I =
{
κ√
qa(Φ)
P abtf P
tf
ab[N ],−
1
κ
√
qR(D)[M ]
}
− (N ↔M)
=
∫
σ
dDx
2N
a(Φ)
P abtf (DaDbM)− (N ↔M). (B.4)
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A similar calculation using (B.2) and (B.3) (only the third summands in both of these equations
are relevant for the calculation, as was indicated above) yields for IV
IV =
{
κ√
qa(Φ)
P abtf P
tf
ab[N ],−
4α
κ
√
qΦDaD
aΦ+
α
κ
√
qR(D)Φ2
}
− (N ↔M)
=
∫
σ
dDx
8Nα
a(Φ)
P abtf Φ(DaΦ)(DbM)− (N ↔M)
−
∫
σ
dDx
2Nα
a(Φ)
P abtf (DaDbΦ
2M)− (N ↔M). (B.5)
Combining these two terms, we find
I + IV =
∫
σ
dDx
2N
a(Φ)
P abtf [(DaDba(Φ)M) + 4αΦ(DaΦ)(DbM)]− (N ↔M)
=
∫
σ
dDx
2N
a(Φ)
P abtf [a(Φ)(DaDbM) + 2(Daa(Φ))(DbM) + 4αΦ(DaΦ)(DbM)]− (N ↔M)
=
∫
σ
dDx 2NP abtf (DaDbM)− (N ↔M)
= −
∫
σ
dDx 2N(DaP
ab
tf )(DbM)− (N ↔M). (B.6)
The first three steps are straightforward. In the last one, we partially integrated and dropped
the term ∝ (DaN)P abtf (DbM) due to antisymmetry in N,M . For II, we find
II =
{
− λ
2
√
q
π2Φ[N ],
1
2λ
√
q
[
− 1
D
(DaΦ)(DaΦ) +
D − 1
D
Φ(DaD
aΦ)
]
[M ]
}
− (N ↔M)
=
∫
σ
dDx
N
2
πΦ
[
2
D
(DaΦ)(D
aM) +
D − 1
D
(DaD
aΦM)
]
− (N ↔M)
=
∫
σ
dDx
N
2
πΦ
[
2(DaΦ)(D
aM) +
D − 1
D
Φ(DaD
aM)
]
− (N ↔M)
=
∫
σ
dDx
[
NπΦ(DaΦ)(D
aM)− (D − 1)N
2D
(DaπΦΦ)(D
aM)
]
− (N ↔M). (B.7)
Due to the antisymmetry in N,M , the only contributing terms are those with derivatives acting
on Φ, which do not Poisson commute only with the π2Φ term of HΦ. For the second line, we
used (B.3) (only the second summand is relevant). In the third line, we computed the action
of the Laplacian on ΦM , in the fourth line we integrated by parts and dropped the terms
(DaN)(D
aM). Finally, we have to calculate V , which, however, can be read off from (4.29)
keeping only the terms containing derivatives acting on the multipliers,
V =
∫
σ
dDx
−2M
∆gD
D(DaDaN)− (N ↔M)
=
∫
σ
dDx
[
2M
D
(DaP )(D
aN)− (D − 1)M
2D
(DaπΦΦ)(D
aN)
]
− (N ↔M). (B.8)
The factor of 2 in the first line stems from the D2 term in V , and in the second line we performed
a partial integration. The second summands in the square brackets of II and V cancel each
other and we finally obtain
{H[N ],H[M ]} = I + ...+ V I
=
∫
σ
dDx
[
−2N(Da(P abtf +
1
D
qabP ))(DbM) +NπΦ(DaΦ)(D
aM)
]
− (N ↔M)
= Ha[qab(NDbM −MDbN)], (B.9)
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which coincides with the corresponding bracket in the matter free case (3.6). In the last step,
we used
∫
σ
dDx (−2NaqacDbP bc) =
∫
σ
dDx (LNq)abP ab in order to find the expression for Ha as
defined in (4.21).
C Inclusion of Dirac fermions
The (second order) action32 for Dirac fermions is given by
SΨ[e,Ψ,Ψ
∗] :=
i
2
∫
M
dD+1X
√
g
(
Ψ /eµ∇µΨ−∇µΨ /eµΨ
)
, (C.1)
where Ψ := Ψ∗γ0, ∇ denotes the vielbein compatible connection, ∇µΨ = ∂µΨ+ i2ΓµIJ(e)ΣIJΨ
and ΣIJ := − i4 [γI , γJ ]. This action is conformally invariant if we choose ∆Ψ = −D4∆g. Per-
forming the (D+1) - split and introducing half densitised (and therefore conformally invariant)
fermionic variables ψ := 4
√
qΨ, the action reads
SΨ =
∫
R
dt
∫
σ
dDx
{
N
i
2
ψ
[
/eaDhyba ψ +
2
N
/n eb[InJ ](∂bN)iΣ
IJψ + c.c.
]
− πψ(∂Tψ − ∂Nψ) +M bL(Lne)Lb
}
, (C.2)
where
πψ := −iψ /n, (C.3)
M bL :=
1
4
Nψ
[
2/e(aeb)[InJ ]eaL + /n e
b
[I
(
η¯J ]L − 2nJ ]nL
)]
ΣIJψ + c.c. (C.4)
and eIa denotes the pullback of the spacetime vielbein e
I
µ. Moreover, n
I is the unique unit
normal (up to sign) orthogonal to eIa, D
hyb
a denotes the hybrid spin connection introduced by
Peldan [61] which annihilates eIa and η¯IJ denotes the projector on the subspace orthogonal to
nI , η¯IJ := ηIJ + nInJ . Explicitly writing out the complex conjugate terms, one finds that the
terms ∝ (∂N) as well as the /e and the /nnL terms in M bL drop out,
SΨ =
∫
R
dt
∫
σ
dDx
{
N
i
2
ψ /eaDhyba ψ − πψ(∂Tψ − ∂Nψ) +M bL(Lne)Lb
}
, (C.5)
M bL =
1
4
Nψ(/nΣIJ +ΣIJ /n)ψeb[I η¯J ]L. (C.6)
Combining this action with (4.4), we obtain
S =
∫
R
dt
∫
σ
dDx
{
N [...]− πψ(∂Tψ − ∂Nψ) +M bL(Lne)Lb +
1
2κ
Mab,cd(Lnq)ab(Lnq)cd
+
1
κ
Mab(Lnq)ab(LnΦ) + 1
2κ
M(LnΦ)2
}
, (C.7)
where we dropped surface terms and Mab,cd, Mab and M were defined in section 4. For con-
venience, we will use the co-vielbein as canonical coordinate, not the usual densitised vielbein.
32Note that the standard first order action for Dirac fermions differs from the second order action by a term
quadratic in torsion (up to boundary terms). This torsion term is indefinite and therefore spoils the estimation
(3.16).
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Therefore, its conjugate variable kaI will be a R1,D-valued vector density33,
kaI :=
δL
δe˙aI
=
2
Nκ
[κ
2
MaI +Mab,cd(Lnq)cd eIb +Mab(LnΦ)eIb
]
=
1
N
MaI + 2P abeIb , (C.8)
where P ab is the function of q,LT q given in (4.14). Therefore, this equation can obviously not
be solved for all velocities (LT e)Ia but only for (LT q)ab. Contracting with eaJ and symmetrising
/ anti - symmetrising in the indices I ↔ J , we obtain
2P ab(q,LT q) = k(a|Ieb)I , (C.9)
0 =
(
ka[I − 1
N
Ma[I
)
ea
J ] = ka[Iea
J ] − 1
4
ψ{/n,ΣIJ}ψ =: GIJ . (C.10)
The second equation, i.e. the momenta which cannot be solved for the velocities, gives the
usual so(1,D) Gauß constraint. The first equation can be solved for (LT q)ab to obtain the
same result as in (4.16) if we replace P ab by 12k
(a|Ie
b)
I , and a minute’s thought reveals that the
same replacement gives the (gravitational and scalar field part of the) Hamiltonian and spatial
diffeomorphism constraint, i.e.
Ha[Na] :=
∫
σ
dDxNaHa =
∫
σ
dDx
[
kaI(LNe)aI + πΦ(LNΦ)− πψ(LNψ)
]
, (C.11)
H[N ] :=
∫
σ
dDxNH =
∫
σ
dDxN
[
HGrav +HΦ +Hψ − κ
4D(D − 1)√qD
2
]
, (C.12)
κHGrav := κ
2
4
√
qa(Φ)
(k(a|Ieb)I)
tf(k(a
Ieb)I)
tf −√qR(D), (C.13)
κHΦ := κ
2λ
√
q
[
−λ
2
q
π2Φ −
1
D
qab(DaΦ)(DbΦ) +
D − 1
D
ΦDaD
aΦ+
1
D
∆Φ
∆g
R(D)Φ2
]
,(C.14)
κHψ := κi
2
(
ψ/eaDhyba ψ
)
+ c.c., (C.15)
D := 1
2
∆gkaIeaI +∆
ΦπΦΦ. (C.16)
It is obvious that the half densitised fermionic variables do not transform under conformal
transformations generated by the chosen D and it is easy to verify that Hψ transforms with
conformal weight −12∆g, in agreement with the results we obtained by general arguments in
section 5.
33To obtain the standard variables, note that the transformation {eaI , kbJ} → {KaI := 1√q (ebIeaJ− 1D−1eaIebJ−
sqabnInJ )k
bJ , EaI :=
√
qqabeb
I} is canonical, as can be easily verified. Also, in order to match these variables
with those used in section 4.4.3, we need to impose time gauge, i.e. fix an internal timelike normal nI = δI0 .
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