This paper describes the recurrent neural network based model for translation quality estimation. Recurrent neural network based quality estimation model consists of two parts. The first part using two bidirectional recurrent neural networks generates the quality information about whether each word in translation is properly translated. The second part using another recurrent neural network predicts the final quality of translation. We apply this model to sentence, word and phrase level of WMT16 Quality Estimation Shared Task. Our results achieve the excellent performance especially in sentence and phraselevel QE.
Introduction
We introduce the recurrent neural network based quality estimation (QE) model for predicting the sentence, word and phrase-level translation qualities, without relying on manual efforts to find QE related features.
Existing QE researches have been usually focused on finding desirable QE related features to use machine learning algorithms. Recently, however, there have been efforts to apply neural networks to QE and these neural approaches have shown potential for QE. Shah et al. (2015) use continuous space language model features for sentence-level QE and word embedding features for word-level QE, in combination with other features produced by QuEst++ . Kreutzer et al. (2015) apply neural networks using pre-trained alignments and word lookup-table to word-level QE, which achieve the excellent performance by using the combination of baseline features at word level. However, these are not 'pure' neural approaches for QE. Kim and Lee (2016) apply neural machine translation (NMT) models, based on recurrent neural network, to sentence-level QE. This is the first try of using NMT models for the translation quality estimation. This recurrent neural network based quality estimation model is a pure neural approach for QE and achieves a competitive performance in sentence-level QE (English-Spanish).
In this paper, we extend the recurrent neural network based quality estimation model to word and phrase level. Also, we apply this model to sentence, word and phrase-level QE shared task (English-German) of WMT16.
Recurrent Neural Network based Quality Estimation Model
Recurrent neural network (RNN) based quality estimation model (Kim and Lee, 2016) consists of two parts: two bidirectional RNNs on the source and target sentences in the first part and another RNN for predicting the quality in the second part.
In the first part (Figure 1 ), modified RNN-based NMT model generates quality vectors, which indicate a sequence of vectors about target words' translation qualities. Each quality vector for each target word has, as not a number unit but a vector unit, the quality information about whether each target word is properly translated from source sentence. Each quality vector is generated by decomposing the probability of each target word from the modified NMT model. 1 Kim and Lee (2016) modify the NMT model to 1) use source and target A Recurrent Neural Networks Approach for Estimating the Quality of Machine Translation Output
Figure 1: First part of recurrent neural network based quality estimation model for generating quality vectors (Kim and Lee, 2016) sentences as inputs, 2 2) apply bidirectional RNNs both on source and target sentences, which enable to fully utilize the bidirectional quality information, and 3) generate quality vectors for target words as outputs.
In the second part ( Figure 2 , 3 and 4), the final quality of translation at various level (sentencelevel/word-level/phrase-level) is predicted by using the quality vectors as inputs. Kim and Lee (2016) apply RNN based model to sentence-level QE and we extend this model to word and phraselevel QE. In subsection 2.1, 2.2 and 2.3, we describe the RNN based 3 (second part) sentence, word and phrase-level QE models. 4 The cause of these separated parts of the QE model comes from the insufficiency of QE datasets to train the whole QE model. Thus, the QE model is divided into two parts, and then different training data are used to train each of the separated parts: large-scale parallel corpora such as Europarl for training the first part and QE datasets, provided in Quality Estimation Shared Task of WMT, for training the second part.
RNN based Sentence-level QE Model
In RNN based sentence-level QE model (Figure 2) , HTER (human-targeted translation edit rate) (Snover et al., 2006) in [0,1] for target sentence is predicted by using a logistic sigmoid func-A Recurrent Neural Networks Approach for Estimating the Quality of Machine Translation Output (Kim and Lee, 2016) tion such that
(1)
W s is the weight matrix of sigmoid function 5 at sentence-level QE. s is a summary unit of the sequential quality vectors and is fixed to the last hidden state 6 h T y of RNN. The hidden state h j is computed by
where f is the activation function of RNN (Kim and Lee, 2016) .
RNN based Word-level QE Model
In RNN based word-level QE model (Figure 3 ), we apply bidirectional RNN based binary classification (OK/BAD) using quality vectors as inputs. Through the bidirectional RNN, bidirectional hidden states { h j , h j } for each target word y j are 
The forward hidden state h j indicates summary information about the forward translation quality of target word y j , reflecting qualities of preceding target words {y 1 , ..., y j−1 }. And the backward hidden state h j indicates summary information about the backward translation quality of target word y j , reflecting qualities of following target words 8 {y j+1 , ..., y Ty }. We use the concatenated hidden state h w j (= [ h j ; h j ]) to predict the wordlevel quality for target word y j such that
W w is the weight matrix of sigmoid function at word-level QE.
7 f (g ) is the activation function of the forward(backward) RNN at word-level QE.
8 Ty is the length of target sentence.
RNN based Phrase-level QE Model
RNN based phrase-level QE model is the extended version of RNN based word-level QE model (in subsection 2.2). In RNN based phrase-level QE model (Figure 4) , we also apply bidirectional RNN based binary classification. We use the simply averaged quality vector q ph j to predict the phrase-level quality of the phrase 9 ph j , composed of the corresponding target words {y k , y k+1 , ...}, such that 
Results
RNN based QE models were evaluated on the WMT16 Quality Estimation Shared Task 11 at sentence, word and phrase level of English-German. Because whole QE models are separated into two parts, each part of the QE models is trained separately by using different training data. To train the first part of the QE models, English-German parallel corpus of Europarl v7 (Koehn, 2005) were used. To train the second part of the QE models, WMT16 QE datasets of English-German (Specia et al., 2016) is the number of iterations while the first part is trained by using large-scale parallel corpora to make quality vectors (QV).
Results of Sentence-level QE (Task 1)
Pearson's correlation (r), mean absolute error (MAE), and root mean squared error (RMSE) are used to evaluate the scoring variant of sentencelevel QE. And Spearman's rank correlation (ρ) and DeltaAvg are used to evaluate the ranking variant of sentence-level QE. Table 1 and 2 (Table B .1 and B.2) present the results of the QE models on test (development) set for the scoring and ranking variants of the WMT16 sentence-level QE shared task (Task 1). In all aspects of evaluation at sentencelevel QE, the RNN based QE model (SENT/RNN) showed the better performance than the FNN based QE model (SENT/FNN). Our two methods (SENT/RNN-QV2 and SENT/RNN-QV3), participated in WMT16 sentence-level QE shared task, achieved top rank: each 2nd and 4th at the scoring variant and each 1st and 3rd at the ranking variant.
Results of Word-level and Phrase-level QE (Task 2)
The multiplication of F1-scores for the 'OK' and 'BAD' classes and F1-score for the 'BAD' class are used to evaluate the word-level and phraselevel QE. Table 3 and 4 (Table B. 3 and B.4) respectively present the results on test (development) set of the WMT16 word-level and phrase-level QE shared task (Task 2). In all aspects of evaluation at wordlevel and phrase-level QE, the RNN based QE 
Conclusion
This paper described recurrent neural network based quality estimation models of sentence, word and phrase level. We extended the (existing sentence-level) recurrent neural network based quality estimation model to word and phrase level. And we applied these models to sentence, word and phrase-level QE shared task of WMT16. These recurrent neural network based quality estimation models are pure neural approaches for QE and achieved excellent performance especially in sentence and phrase-level QE.
A.3 FNN based Phrase-level QE Model
In FNN based phrase-level QE model (Figure A. 3), we also apply FNN based binary classification (OK/BAD). By only using the averaged quality vector q ph j for the phrase ph j , composed of the corresponding target words {y k , y k+1 , ...}, the hidden state h j (= h ph j ) is made. We predict the phrase-level QE by (5).
ity of Machine Translation Output Table B .4: Results on development set of WMT16 phrase-level QE (Task 2).
