Abstract -We proposed a tracking and location method for UAVs' Vision System. In our method, the target is extracted from the ROI (Region of Interested) automatically by an analysis of intensity value distribution; then the mean-shift tracker is used to get the target's position in the sequence images; The relative position of the target to the vision system in the real world is reconstructed just by monocular camera according to the parameter of fight system. The experimental results validate the practicability of our system.
I. INTRODUCTION
Autonomous operation of Unmanned Aerian Vehicles (UAVs) has been progressively developed in recent years. In particular, the vision-based navigation, guidance and control methods are the hottest topics in the study of the automation of UAVs [1] [2] [3] [4] [5] . It is reasonable because birds and insects use vision as the only sensor in object detecting and navigating. Furthermore, vision systems are efficient because the vision sensors are compact, light-weight and of low cost, so thevision system has an irreplaceable advantage in the autonomous navigation and environment perception Vision-based autonomous fight of UAVs is expected to be applied to practical missions in both military and commercial fields.
The UAVs' vision system is a kind of vision-based surveillance system. The main tasks of UAVs' vision system are motion segmentation and target tracking. The aim of motion segmentation is detecting the moving regions for the later processes such as tracking. There are several major approaches for motion segment, such as background subtraction,temporal differencing and optical flow [6] . But the background subtraction and temporal differencing are not applicable because the UAVs' vision system is an dynamic video surerillance system. Optical flow method is hard to apply to the video stream in real time and very sensitive to noise. None of these motion segmentation method is applied to our system. Target tracking is an important task of our vision system of UAVs. There are three kinds of tracking categories: point tracking, kernel tracking and silhouette tracking [7] . We chose the kernel tracking method because it is robust and effective. 3D reconstruction is not metioned in many surveillace systens and usually done by binocular cameras but the location of the target in 3D world is useful and could be accived by signal camera in UAVs system.
We proposed a method of target tracking and locating for UAVs' vision system. The rest of the paper is organized as follows. In the second section, the whole system is overviewed, and the details of our method which applies on the key unit of the system are described in section III. Section IV shows the experimental results of the proposed method. The last section is the conclusion this paper with some remarks on the issues that remain to be addressed in the future.
II. SYSTEM OVERVIEW
The whole vision system can be divided into the on-board module and the ground station. The on-board module is the kernel of the vision system, because most of the tasks are done by this part. Digital camera, PC104 processor, digital pan and tilt head and wireless module constitute the on-board module. The ground station includes a PC with a Man-Machine interface and wireless module. The framework of the system is shown in igure 1.
The sequence images which are captured by the digital camera of the on-board module are sent to the ground station by wireless modules. When the target shows up, we get the ROI(Region of Interested) which contain the target need to be tracked by dragging the mouse in the interface of ground station, and send the information to the on-board module. After getting the rough position of the target, the target extract, tracking and locating will be done by the PC104 processor automatically and the results are sent to the air fight and the ground station. Figure 2 are the interface of the onboard module and ground station. The on-board module is the kernel of the vision system, and the PC104 processor is the heart of the on-board, the igure 3 is the framework and data flow of PC104 processor. The details of each algorithm will be described in next section.
III. METHODS
As shown in Figure 3 , there are three parts in the processing of the PC104. The target extraction part extract the target from the ROI according to the intensity analysis of it's center area; the target tracking part track the target in the succeeding images; and the relative position of the target to the vision system is reconstructed by the target locating algorithm.
A. Target extraction
In our system, the target is first initialized artificial through the interface of the ground station. But only the rough information can be got artificial because the image is changing from time to time. If the initialized target region is too large, the tracking result may be shifted away from the target's region. On the contrary, if the initialized target region is too small or don't contain the whole target, will lead to wrong tracking result. It is very necessary to extract the target from image according to the rough information.
We get the rough target center [ , ] c c X Y from the interface and the rough size [ , ] w h is the size of the ROI , where w is the width and h is the height, then the real target is extract by the following steps: 1) Make center-Area: To get the ROI from the whole image according the center and the size of rough information.Because the center position is got by mouse click, we can deduce that the small area in the center of the ROI is belongs to the target, which named as "center-Area";
2) Segmentation: To calculate the peak value of gray value histogram of the center-Area; To pick up the value range 1 R which has max pixels number and the value range 2 R which has the second max number of pixels is also selected if the number of pixels in 2 R is large than a threshold, otherwise the 2 R = ∅ .The target value range is set as 1 2 R R R = ∪ . The target image T is gotten according to R and equation (1); as shown in Figure 4 and Figure 5 :
where , r c are the size of the ROI, and the , i j V is the intensity value of the pixel in position , i j .
3) Judgment:
It cannot be denied that when the target and the background are similar, we may get the wrong segmentation. So the judgment is need after the Segmentation.
A variable ratio is defined by equation (2). Supposing that the target locates in the center of the sub image, the value of ratio is high when the segmentation result is right, otherwise it is low. In our system, we take the value of ratio as the judgment. If the segmentation result is judged to be wrong, to go to Step 4, otherwise to Step5.
4) Target estimate:
Because our vision system is a real-time system, even when the segmentation is wrong, the system needs estimation of the target area. The area in the center of the sub image but smaller that it is taken as the target area to reduce the influence of background; 5) Target extraction: according to the segmentation result, the target image T , the smallest box which contents the most target pixels is found by maximize the equation 3;
, , The target is extracted from ROI by these steps; the results can be seen in Figure 4 and Figure 5 . Fig. 4 The extraction of target with one peak value. 
B. Target tracking
Generally, kernel based tracking methods are robust in complex environment. In 2003 Comaniciu and Meer used the Mean Shift procedure for the target location in the course of tracking [8, 9] . The Mean Shift tracker is a kernel based tracking method; it maximizes the appearance similarity iteratively by comparing the histograms of the target, and the window around the hypothesized object location P. This algorithm can get the target's translation fast. In recent years, many work based on Mean Shift has been done [10] [11] [12] , make the Mean Shift tracker can handle the target's translation, scale, rotation and in occlusion. For all the characteristics of Mean Shift tracker, we chose Mean Shift as the tracker for the UAV's vision system. In this paper the gray histogram is selected as the target feature, the target model which center is x0 is computed as 
q is initialized after the target is extract from ROI. Similarity, the target candidates centered at y in the current frame is given by:
Then, the tracking problem turn out to find out the best y make the ˆ( ) w . The mode of this density in the local neighborhood is the sought maximum which can be found employing the mean shift procedure. [9] . In this procedure the kernel is recursively moved from the current location to the new location according to the relation 
C. Target locating
In UAV vision system, the final task is to get the real position of the target in the 3D world. The most important step is to calculate the relative position to the air fight. Fig .6 The relationship of the camera coordinate and the world coordinate In UAV vision system, the final task is to get the real position of the target in the 3D world. The important step is calculating the relative position to the air fight.
On the course of fly, the parameters which we can get are the height of the fight H , the angle of pitch φ and the drift angle θ of camera, the target position in current image [ , ] u v .
Beside these parameters, the inner parameters of the camera 0 0
are calibrated off-line.
Supposing the plane on which the target move is smooth, we constitute a world coordinate, in which w Z is vertical to the plane, and w Y is the direction of fly. The relationship of camera coordinate and the world coordinate is shown in figure   6 . Point P is the intersection of the line of target center and origin point with a fictitious imaging plane. From the Figure 6 , we can tell that the target position [ , ,0] X . All the transform can be described by the homologous translation [13] . So the position of P in world coordinate is got by Equation (12); 
Then the target position will be gotten through the equation (13):
It should be pointed that this world coordinate is moving with the airplane fly, so the position we get here is the relative position to the fight. If the trace of the fight is known, the move way of target is also known by a simple transform.
IV. EXPERIMENTS
The vision system is tested both indoor environment and outdoor environment. In current, the digital camera and the pan are set on a moving shelf to simulate the airplane. This vision system is convenient and efficient. The image size of our camera is 1024 776 × , the processor can handle about 15 frames every second. Some typical results are shown in the following part A. target tracking Figure 7 shows a running car in the outdoor environment. The camera is moving when tracking this car. The trees and the building beside the road bring occlusion to the car. And in the experiment of indoor environment as shown in figure 8 , we set some occlusion and disturbing objects for the toy car. All these disturbing objects don't influence our tracking method. It can be seen that the tracking results are correct and stable both in indoors environment and outdoors environment even there are disturbance.
B. Target locating
In order to validate the locating method, experiments are done in several situations. In the experiment shown in figure, the height of the camera 1.45 The toy car moves along a circle which we draw on the floor with the diameter 0.70 m. Tracking results and the corresponding location are represented in the follow Figure 9 . In the Figure9 (h), it can be seen that the trace of the toy car which we reconstructed is nearly a circle in our world coordination whose maximum value and minimum value in X axis are 0.4 and -0.32, and those in Y axis are 1.71 and 1. In other words, the circle we reconstructed almost has the same diameter which we. The locating result is correct.
In the experiment shown in Figure 10 , we track a walking person in outdoor environment. In this experiment, the height of the camera 7. 
V. CONCLUSION
We proposed tracking and locating method for UAVs' vision system with monocular camera. This method is reasonable and effective, and can handle 25 frames per second. UAV vision system has widely application, so our future work is to apply the propose system in real UAV control system and make it more dependable. 
