We present an efficient and very flexible numerical Fourier-Laplace transform, that extends the logarithmic Fourier transform (LFT) introduced by Haines and Jones 1 to nonintegrable functions. In particular, these include functions of the asymptotic form f (ν → 0) ∼ ν a and f (|ν| → ∞) ∼ ν b with arbitrary real a > b. Furthermore, we prove that the numerical transform converges exponentially fast in the number of data points, provided that the function is analytic in a cone | ν| < θ| ν| with a finite opening angle θ around the real axis and satisfies |f (ν)f (1/ν)| < ν c as ν → 0 with a positive constant c, which is the case for the class of functions with power-law tails. Based on these properties we derive ideal transformation parameters and discuss how the LFT can be applied to convolutions. The ability of the LFT to transform and convolve (non-integrable) functions with power-law tails with exponentially small errors makes it the method of choice for many physical applications, which we demonstrate on typical examples.
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I. INTRODUCTION
In physics one is often confronted with the need to Fourier transform or convolve functions that are either only numerically accessible or whose exact transformation is not known. Since the reinvention of the fast Fourier transform (FFT) by Cooley and Tukey 2 , which reduces the numerical cost for both of these operations from O(N 2 ) to O(N log 2 N ), where N denotes the number of grid points, the FFT has been established as the standard method for most situations. However, it necessarily requires an equidistant grid, which is quite inconvenient for many applications in theoretical physics. There, one frequently has to deal with slowly (i.e. algebraically) decaying functions, while, the opposite limit of small arguments contains a lot of physical information. An example is provided by Green's functions in many-body problems with short-range interactions 3 . To implement an FFT under such circumstances, it is necessary to use a fine grid for small arguments that extends to very high frequencies, which is of course not very practicable due to the huge size of the resulting grid. Consequently, a number of alternative methods have been introduced in the literature: Sometimes, sufficient knowledge about the analytical behavior at large arguments can be gained, subtracted and treated separately, such that the remainder of the function under consideration decays fast enough to be viable for the application of an FFT [4] [5] [6] . More often, however, it is necessary to waive the advantages of the FFT in favor of a more flexible sampling specifically adapted to the problem, which, however, requires to apply a discrete Fourier transform (DFT) with O(N 2 ) numerical complexity 7 . A combination of the best of both worlds, i.e. an N log 2 N scaling on a logarithmic grid, which is able to cover all physically relevant orders of magnitude, was first proposed by Haines and Jones in form of the LFT, which they applied in a geophysical context 1 . However, in the original form the LFT is only applicable under very restrictive assumptions on the properties of the function f (ν) under consideration (e.g. f (0) = 0) and on the allowed range of the trade-off parameter, which is necessary to adjust the LFT according to the asymptotics of f (ν). The aim of this work is to present a generalized version of the logarithmic Fourier-Laplace transformation, that in particular applies to functions with nonintegrable power-law tails. We give the corresponding definition in section II and show how the original restrictions can be lifted to include generalized functions 8 . Moreover, in section III we give a proof that the LFT converges exponentially fast in the number of grid points used for the numerical evaluation, provided the function satisfies certain analyticity conditions. Furthermore, we discuss how the theorem can be applied for practical purposes and in particular show that functions with algebraic tails are perfectly amenable to the LFT. In section IV, we find an ideal set of the trade-off parameters, based on the asymptotic behavior of the input data and extend the excellent performance of the LFT to convolutions in section V. We close with a number of examples highlighting the advantages of LFTs over FFTs and discuss possible optimizations in section VI. Finally, we conclude in section VII.
II. DEFINITION A. Mathematical Formulation
Following the standard convention in the physics literature, we define the Fourier transform of a functionf (t) in the time domain as
while the inverse transform to frequency ν is given bŷ
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In the following we utilize the LFT to extend the set of argument functions to include certain distributions, the precise properties of which we state below. We introduce the logarithmic frequency and time coordinates ω and τ via ν = σνe ω and t = ηte τ ,
where σ = ±1 = η are necessary to distinguish between the positive and negative real axis, while the prefactors ν andt are required for dimensional purposes and will be set to unity in the remainder of this paper. Upon performing the transformation of the integral, the inverse Fourier transform (2) can be written as a convolution for every t ∈ R:
where k ∈ R denotes the trade-off parameter 1 . By the help of the convolution theorem of Fourier analysis (see also Eq. (39) below), the integral in (4) can be reformulated in terms of the product of two Fourier transformŝ
provided that k is chosen such that each of the three Fourier integrals converges, the conditions for which we will detail now. The LFT can in general only be applied if
such that the Fourier transformation
exists in the integral sense of Eq.
(1), since we ultimately aim for a numerical implementation. Regarding the original function f (ν) this statement is equivalent to
In the particular case of a power-law behavior, i.e. f (ν) → ν a for |ν| → 0 and f (ν) → ν b for |ν| → ∞, the trade-off parameter has to be chosen according to
For theses functions the LFT therefore even admits a pole of f located at the origin or a branch cut beginning just there, as well as a nonintegrable algebraically growing asymptotics, provided that they can be controlled by an appropriate value of k.
Applying the definition of the Γ function the findependent inverse Fourier transform in Eq. (5) can be formally rewritten as
for k ∈ R\Z − 0 , where the exclusion of nonpositive integers is due to the poles of the Gamma function Γ(k − is). We point out that this result has to be considered as the analytic continuation of the integral representation
that, indeed, only holds if 0 < k < 1, as emphasized by Haines and Jones 1 . Finally, we have to consider the transformation F s→τ (g σ (s)h ση (s)) from the auxiliary variable s to τ in Eq. (5) . Since in any practical implementation the factor g σ (s) will only be known in an approximate, discretized form, no analytic continuation can be applied and we have to demand that g σ · h ση ∈ L 1 . Given the asymptotics of the product
we conclude that g σ · h ση ∈ L 1 requires g σ to satisfy lim |s|→∞ |s| k+1/2 g σ (s) = 0. The latter condition is fulfilled, if F σ (ω) is at least
times differentiable with the derivatives F (l) σ (ω) ∈ L 1 , for 0 ≤ l ≤ n due to the corollary of the Riemann-Lebesgue for differentiable functions 10 . With respect to the original function f (ν) this implies that f (n) (ν) exists, while the integrability condition on F (n) (ω) reduces to Eq. (8), as can be shown by partial integration.
All in all, the logarithmic Fourier transform reads
which can be applied with a given value of the trade-off parameter k ∈ R \ Z − 0 to all functions f (ν), that satisfy the summability criterion (8) and are n times differentiable, with n set by Eq. (13) .
The computation of the Fourier transformation f (σ|ν|) = F(f (t)) via the LFT follows analogously, with the same conditions onf (t)). It yields the same result as in Eq. (14), yet, with the replacements f →f , σ ↔ η, τ ↔ ω and (iση)
is−k → (−iση) is−k and an additional factor of 2π on the right-hand side of Eq. (14) .
We remark that LFT can readily be generalized to Fourier-Laplace transforms of the form
with φ ∈ [0, 2π[. The result in (14) still holds, merely with the factor (iση) is−k substituted by (e iφ ση) is−k . Half-sided transforms, which correspond to the standard definition in case of the Laplace transformation, are simply obtained by restricting the outermost sum of Eq. (14) to σ = 1. Clearly, in most applications Laplace transforms, that is φ = π, involve quickly converging integrals, which is why we will focus on the most critical case of Fourier transforms (φ = π/2) and inverse Fourier transforms (φ = 3π/2), where the transformation kernel entails no exponential suppression of large arguments. Nonetheless, we stress, that even for exponentially decaying integrals the logarithmic transforms are orders of magnitude faster than equidistant grids as is highlighted by the trivial example f (ν) = e −|ν| in section VI.
After having discussed the mathematical framework of the LFT let us briefly comment on the role of k (see also Ref.
1 ). The term trade-off parameter refers to the fact that k > 0 (k < 0) suppresses both the integrand of the Fourier transformation F ω→s in the definition (14) (cf. also Eq. (8)) for large ω → ∞ (small ω → −∞) and the result in the τ → ∞ (τ → −∞) limit, which corresponds to t → ±∞ (t → 0), due to the overall prefactor. Simultaneously, the convergence in the opposite limits is diminished. This dependence on k can be utilized to tune the properties of the LFT to suit the asymptotics of f . A different perspective on the LFT is opened by the interpretation of the trade-off parameter as a shift of the final integration over s to a contour in the complex plane. The discussion of the LFT in terms of contour integrals, which are sensitive to the analytic structure of f , is crucial to understand the convergence properties of the LFT detailed in section III
B. Numerical implementation
So far, we have only utilized exact analytical reformulations of the problem. However, upon introducing exponential grids with index n ∈ {1, 2, ..., N } in both frequency and time ν n = e ωn and ν −n = −e ωn with ω n = ∆ω (n + ω s ) t n = e τn and t −n = −e τn with τ n = ∆τ (n + τ s ) (16) and discretizing the auxiliary space via s n = ∆s(n + s s ) the usefulness of the form (14) is immediately revealed:
The equidistant grids in τ and ν make it possible to take advantage of the efficient FFT algorithm -even for Laplace transforms, where fast algorithms otherwise require more elaborate methods from approximation theory 11,12 -while covering low frequencies and short times with a high density of points as opposed to a reduced sampling density at large arguments. Since in many physical applications problems the high-energy or frequency range shows an algebraic behavior, this covering of the frequency (momentum) and time (position) domain will be very favorable for many applications. Important physical examples include generic correlation functions in frequency and momentum space, while in a critical theory algebraic tails appear in the position and time argument. For instance the momentum distribution of ultracold Fermions in the vicinity of an openchannel dominated Feshbach resonance 13 , at momenta k that exceed any intrinsic inverse length scale, decays like n(k) C/k 4 according to the Tan energy theorem 14 , where C is the observable Tan contact density 15, 16 , while the phase transition to the superfluid is signaled by an instability of the pair propagator in the low-momentum limit. Furthermore, similar challenges arise in the efficient simulation of analogue low/high pass filters 17 , in the context of signal processing as well as in the numerical solution of differential equations 18 In addition to the convenient distribution of points, the grid (16) acquires a high degree of flexibility as the stepsizes ∆ω, ∆τ and ∆s and the linear shifts ω s and τ s , that play the role of the prefactorst andν, together with s s can be chosen freely. This allows to adjust the method appropriately to the asymptotics of various functions as is shown in section VI. The standard choice for all the shift parameters is −N/2 in order to cover positive and negative exponents equally. We will return to the question of how to select the transformation parameters in section IV.
Before we continue we remark, however, that functions with important features on intermediate scales which cannot be considered as part of the asymptotics of small or large arguments (not even by using the entire set of parameters available in Def. (16)), will yield no advantage over an ordinary FFT. Such cases appear for double-peak structures whose centers are too far apart to be scaled to the high grid-density at ω → 0 without including an impractically large N . Similarly, functions that oscillate with a given frequencyω uniformly on all scales will be inevitably undersampled by the given grid at frequencies ω ln(ω/∆ω).
III. CONVERGENCE PROPERTIES A. Theoretical perspective
Addressing the issue of how efficiently a function f (ν) that obeys the properties stated below Eq. (14) can be sampled and then Fourier transformed on the exponential grid, requires to answer the question of how quickly the sum
representing the numerical, discrete approximation on the grids defined in Eq. (16) converges towards the exact integral (14) as N → ∞. First of all, we note that Eq. (17) indeed approaches the LFT from Eq. (14) . To see this one has to consider the limits of the largest values |ω ±N |, |s ±N | → ∞ at vanishing stepsizes ∆ω, ∆s → 0. Taking the latter limit yields well-defined integrals on finite intervals, since all terms represent measurable functions. In particular, the sum in the second line can be interpreted as Fourier coefficient F l of the periodic function F σ (ω) with period 2ω max . The differentiability of F σ (ω) then implies the asymptotic behavior F l Cs (n+1) with a positive constant C 10 , such that the limit |ω ±N |, |s ±N | → ∞ exists and by its uniqueness we recover the definition of the LFT.
Beyond the mere existence, we now show, that for conditions satisfied in many relevant application, the LFT converges exponentially fast in the number of grid points.
Theorem: Let f (σe ω ) be a function that is analytic in a closed strip of width R
(1) > 0 aroundR, i.e. the affinely extended real axis of the logarithmic argument ω and whose asymptotic behavior can be controlled by a suitable choice of the trade-off parameter k, such that F σ (ω) ∈ S(R), where S denotes the space of Schwarz functions 8 . Then the deviation of the approximation Eq. (17) from the exact expression Eq. (14) vanishes exponentially in the number of grid points N .
Proof: The rate of this convergence will not depend on the exact values of the centers of the grids ω s , τ s and s s . To keep the notation simple, we will in the following assume them to be given by integers.
Obviously, S ⊂ L 1 and the Schwarz functions satisfy the differentiability condition (13) by definition. Furthermore, the integral
is finite and itself a Schwarz function since the integrand is an element of S(R). By virtue of the Paley-Wiener theorem 19 I σ 1 (s) is analytic in a strip around the real s-axis, whose width R (2) > 0 is determined by the asymptotic decrease of F σ (ω), which at least is exponential. Furthermore, the truncation error due to the finite summation interval, scales like |F σ (ω ±N )| and thus in any case merely gives rise to exponential corrections. Therefore, we consider directly the infinite sum. The latter can be replaced by a contour integral around the imaginary axis in the mathematically positive direction, which reads
Here n B (z) = 1/(exp(2πz/∆ω) − 1) is the Bose-Einstein distribution with "inverse temperature" β ω = 2π/∆ω, whose simple poles at βω n make sure that one recovers the original series with the help of the residue theorem. Subtracting the exact integral I σ 1 (s), which is also expressed along the imaginary axis, one obtains for the difference
where we have made use of Cauchy's theorem to deform the integration contour such that it remains within boundary of the analytic domain of f (σ exp(ω)) (cf. Fig. 1 ). Extracting the dominant exponential behavior we can write for the error
The function F 1 arises from the remaining integrals and is the Fourier transformation of an integrable function, which in particular implies that the exponential prefactor indeed yields the leading asymptotic behavior for |s| → ∞ due to the lemma of Riemann and Lebesgue. Moreover, by increasing β ω ∼ N the error becomes exponentially small in the number of grid points, provided |s| < β ω . From a theoretical perspective, we can take the limit N → ∞ and achieve exponential convergence uniformly in s.
Next, one has to investigate the convergence properties of the remaining sum in (17) over the auxiliary variable s. First, we focus on the properties of the exact integral
The asymptotics of the product (12) gives at most rise to an algebraic growth, while for |s| → ∞ the integral I σ 1 (s) decays exponentially fast, thus rendering I σ 2 (τ ) well-defined. To estimate the error arising from replacing the analytic expression in Eq. (14) by a discretized numerical approximation we consider the difference
We again regard the extended sum l ∈ Z because the truncation to |l| ≤ N neglects only terms that are exponentially suppressed due to the asymptotics of I σ 1 (s), provided that s ±N are large enough to resolve the exponential tails of S σ 1 (s), which is necessary for any reasonable implementation of the LFT. Since the difference E σ 1 (s) = S σ 1 (s) − I 1 (s) becomes exponentially small with decreasing ∆ω, we can replace the sum by the exact integral in the previous expression. Then, the error E 2 (τ ) can be treated analogously to Eq. (20) 2) within the width of the analytic domain of I σ 1 (z), but have to take into account the simple poles of the Γ function located at nonpositive integers. Altogether, we can estimate the error by
Once again F σ 2 (τ, R (2) ) is the Fourier transform of an integrable function and does not overcome the leading exponential such that the first term vanishes exponentially for all |s| in the limit β s ∼ 1/∆ s ∼ N → ∞. The second term summarizes the contributions from the residues Res(Γ, −m) = (−1) m /m! for m ∈ N 0 and reads
Note that the Bose functions control the exponential function exp((k +m)τ ) via β s in analogy to the first term in Eq. (24) . In total, we observe that both E σ 1 and E σ 2 decrease exponentially in the limit ∆ ω , ∆ s → 0 for all s, while all intermediate steps do not violate this scaling. Note that for φ ∈]π/2, 3π/2[ which includes the half-sided Laplace transform convergence is even faster. This, however, takes its toll, when considering the inverse transform, where the exponential growth of |Γ(k − is)| −1 ∼ e π|s|/2 in the case of the Laplace transform severely magnifies errors and limits the useful interval in s and thereby the attainable precision. For the special case of k = 1/2, this has been analyzed in detail by Epstein and Schotland 21 , who, given a noise on the input, also derive a bound on the maximum resolution ∆ω and precision η of the numeric inverse Laplace transform:
As we will see below, this bound can be significantly enhanced by the use of the theorem in Sec. III A in combination with the knowledge of R (1) .
B. Practical aspects
Regarding the implementation of the LFT for practical purposes, it is helpful to relate the analytic properties of the function f in the logarithmic argument ω to the original argument ν, since f (ν) corresponds to the form that is given in most applications. First of all, the analyticity of f (σe ω ) implies that f (ν) is also analytic for ν ∈ R. Moreover, the exponential decay of F σ (ω → ±∞) requires that a constant c σ > 0 exists, such that
To connect the analyticity properties of f with respect to the variables ν and ω, we first note that the analytic strip of width R (1) in ω is equivalent to the statement that for each ω 0 ∈R there is an R σ ω0 > 0, such that the Taylor series of f (σe ω )
converges for all |ω − ω 0 | ≤ R σ ω0 . The width of the strip is given by
To estimate the minimal size of the analytic domain of f (ν), we first determine the image of the line ω 0 +iλR (1) , with λ ∈ [−1, 1] centered around the real ω 0 under the mapping (3). This yields circular sectors of radius ν 0 = exp ω 0 that are symmetric around the real σν half-axis and centered at ν = 0. The half opening angle is given by min(π/2, R
(1) ). The restriction of the angle arises from the separation of the variable ν with respect to σ = sign( (ν)). Taking the union over all ω 0 ∈ R, which yields the domain of analyticity of f (ν) gives rise to an infinite cone | (ν)| < tan (θ)| (ν)| with opening angle
Note that for asymptotically large linear-frequency arguments the required width in ν space grows linearly, which admits nonanalyticities close to the origin. This is to be expected, since nonsmooth variations of f (ν) that are related to nonanalyticities are very well captured by the exponentially dense grid in the vicinity of the origin. On the other hand the same behavior at large frequencies will cause deteriorated numerical results due to severe undersampling of sharp features. In view of these arguments it becomes apparent that algebraic functions with the asymptotic behavior f (ν → 0) ∼ ν a and f (ν → ∞) ∼ ν b with a > b are ideal candidates for the application of the LFT, since they trivially satisfy condition (27) and the transformation ν → σ exp(ω) removes any nonanalyticity located at the origin, which arises from any a ∈ R \ N 0 . We recall that the above considerations do not make any reference to the integrability properties of f (ν), which in case of algebraic functions can be controlled by the trade-off parameter.
Another class of asymptotic behavior is given by exponential functions, which we discuss with the help of the simple example of a single, dominant exponent f (ν) ∼ exp(α(σν) c ) for σν → 0, ∞, with c ∈ R \ {0} and α ∈ C\{0} to include oscillating functions. The prefactor is allowed to contain an arbitrary algebraic function to which the problem would be reduced for α = 0 or c = 0. After the mapping to ω = ω + i ω we have For real ω the limit c ω → ∞ requires α < 0, since otherwise the inner Fourier transform F ω→s of the LFT in Eq. (14) is not defined. Note that the trade-off parameter cannot be used to remedy the super-exponential growth for α > 0, which is also beyond the scope of the notion of generalized Fourier transformations 8 . Furthermore, we observe that even if α < 0, the boundary of the analytic strip cannot overcome the constraint
because f (σe ω ) diverges exponentially for ω beyond that value if c ω → ∞. Considering an oscillatory example f (ν) ∼ e iν , we obtain R (1) = 0, irrespecitve of an integrable algebraic prefactor. Therefore, the convergence of the LFT is degraded to an algebraic one on a fundamental level. Modeling f (ν) in the vicinity of a nonanalyticity at ν = ν 0 ± iR σ ν0 , where ν 0 ∈ R \ {0}, σ = sgn(ν 0 ) and R σ ν0 > 0, in the form
with λ ∈ C and α ∈ R \ N 0 , we find for the k th derivative
This form can be used to extract R σ ν0 and is accessible even for numerical data via finite difference approximations. Regarding the application of the LFT in practice, we note that it can be implemented with any existing library of FFTs. However, one additionally has to evaluate the Gamma function for complex arguments. Fortunately, these do not depend on f and can be tabulated if several transformations have to be performed. In any case, all modern programming languages include fast algorithms (e.g. Spouge's approximation 22 ) to compute Γ and the LFT will, therefore, not be severely slowed down compared to an FFT with the same number of data points.
IV. OPTIMAL PARAMETER CHOICES
So far, we have shown that the LFT converges exponentially fast towards the exact Fourier transform if the analytic structure of f satisfies the conditions of the above theorem. However, we have not yet made any rigorous statements regarding how many points have to be used to reach a desired precision or how the trade-off parameters should be adjusted to obtain an optimal convergence. As we have seen in section III A, the differences between the exact Fourier transform and the LFT approximant are well known, such that generic statements about the ideal parameter choices, as well as significant improvements to the results can be made. In the following, we will focus mainly on algebraic functions, whose convergence properties can be influenced by the trade-off parameter in contrast to exponential functions. First, we recall that the only restriction on k is given by the convergence of the inner integral in the LFT (14) , thus the trade-off parameter has to be chosen according to 1 + b < k < 1 + a and / ∈ Z − 0 . From a numerical perspective one has to keep in mind to not only set k to nonpositive integers but choose k at finite difference from the closest nonpositive integer to bypass the poles of the Γ function. In practice a deviation of 0.01 turns out to be sufficient. Apart from this constraint it is desirable to choose k close to k opt = 1 + (a + b)/2 that symmetrizes the asymptotic behavior of the integrand in I σ 1 (s) on both ends of the ω-interval, such that the smallest truncation errors are achieved for the standard value for the centers of the grids. With this trade-off parameter, using N data points, a truncation error no larger than requires
As argued below equation (12) the decay of the integrand in (22) is dominated by S 1 (s), the asymptotic behavior of which can be estimated from the contour integral (19) , which gives rise to the asymptotic behavior S 1 (s) ∼ e −R
(1) |s| . However, approximately at s max = π/∆ω this function drops below the error E σ 1 (s) from Eq. (21) . To compute the remaining Fourier transform with truncation errors that are consistent with the previous steps one consequently demands, that S 1 (s max ) < from which one concludes ∆ω = − πR
Together with (35) this fixes the lower bound of points necessary for an absolute accuracy of roughly e −koptτ = e −(1+(a+b)/2)τ to
Remarkably this scales only logarithmically with the desired precision. We emphasize that this statement holds in general, even if the optimal choice of the trade-off parameter is prevented. In this case only the prefactor increases. However, one might suspect that N might be drastically increased by the requirement ∆s 1 in order to control the error E 2 (τ ), according to equation (24) . Since the closest non-analyticity of S σ 1 (z) to the real axis appears at a distance R (2) min{k − 1 − b, 1 + a − k}, we infer from the asymptotics I 2 (τ ) ∼ exp(−R (2) τ ) and E 2 (τ ) ∼ exp(−(β s + |τ |)R (2) that it makes only sense to include values |τ n | ≤ τ max = π/∆ s .Therefore, ∆s ≈ (b − a)π/ log is possible. In addition, the error E σ 2Γ (τ ) due to the proximity between the integration contour and poles of the Γ function does not influence ∆s and apart from a prefactor their shape is exactly known, as can be seen from Eq. (25) . Thus, if the numerical error in the time domain is dominated by these contributions one can fit the residues in E σ 2Γ to the limits τ → τ ±N , where only numerical noise remain, because by virtue of the lemma by Riemann and Lebesgue the exact function I σ 2 (τ ) has decreased below the desired precision threshold. This procedure works particularly well, since the exponential terms are known exactly (see also the examples in section VI). Moreover, depending on k, only a few dominant terms have to be subtracted, while the remaining terms are negligible due to their strictly monotonically decreasing exponents.
Note that this discussion does not include round-off errors, which will give rise to an additional limitation of the obtained precision, since the finite accuracy of the internal numerical operations sets a bound to the possible precision of the LFT and in particular determines how well the decay of I 2 (τ ) for |τ | → ∞ can be resolved. Furthermore, the final multiplication with e −kτ also affects the error estimate. For negative values of k exceptional precision can be achieved in the regime of small τ . For strongly negative values of k, however, these come at the price of enhanced errors at large arguments. As long as round-off errors are ignored, these are a minor problem, since the final Fourier transform in (3) will typically decay to zero at large arguments, which allows to remove systematic errors (cf. section VI). In practice, round-off errors unfortunately dominate I σ 2 (τ ) at large arguments, which sets a lower boundary to the useful interval of the trade-off parameter. Positive values of k on the other hand, which are necessary to treat non-integrable functions, that is those with b > −1, will result in undesirably enhanced errors near the origin in the image space (here t). Removal of these errors will typically involve fitting the asymptotic behavior to the numerical data within the range of t-values, wheref (t) > e −kτ can be satisfied and extrapolating it towards t → 0. The dynamical compression, that is the diminishing length of this t-interval as k increases, is the price to pay for numerically Fourier transforming non-integrable functions. If more than just the minimally number of data points necessary for a given precision are available, one can use them to compensate the enhanced truncation errors and perform several transformations with different trade-off parameters. Larger values of k increase precision for τ > 0, while smaller values enhance the accuracy at negative τ . If k can be varied over a wide interval without creating too large truncation errors this procedure can for example be used to mitigate the impact of dynamical compression (see section VI). To improve the results further one can use ω s to shift the list of ω n points to optimally sample the asymptotics of the function. For an arbitrary value of k that is compatible with the convergence requirements the condition that f (σ exp(ω ±N )) < translates to
which reduces to equation (37) and ω s = −N/2 if k = k opt . Similarly, s s can be used to find the best distribution of the auxiliary space points s n . Finally, if a precision close to the round-off limit is required, e −kτ cannot be orders of magnitude larger than f (ηe τ ) but instead should stay as close as possible to − ln(f (ηe τ ))/τ in the range of τ arguments of interest. In case of the inverse Laplace transformf (t) → f (ν) we can use the same procedure for the optimization of the transformation parameters on an input with multiplicative noise of amplitude . Given a good estimate of R
(1) , which equals the width of the analytic strip off (e τ ) minus π/2, this allows us to enhance the relative precision of the result near ν = 1 to
(1) ) , where, as opposed to Eq. (26), no constraint on ∆ω is required. Note that only for R
(1) 1 one is struck by the dreaded exponential enhancement of errors.
V. LFT CONVOLUTIONS
One of the most important applications of Fourier transforms in theoretical physics relies on the efficient calculation of convolutions. Due to the convolution theorem
the computational complexity ∝ N 2 of the direct discretized evaluation of the integral can be reduced to ∝ N log 2 (N ) when using the FFT algorithm. There are, however, many situations, where the convolution theorem may not be utilized. For example, if one of the factors f (ν) or g(ν) decays too slowly to be integrable (that is no faster than 1/ν), its Fourier transform can no longer be understood as an integral and the identity (39) cannot be used to improve performance, since the FFT will fail to correctly determine eitherf (t) orĝ(t). Despite these complications, the convolution may still be defined as an ordinary integral (at least as long as the product f (ν)g(ν) decays faster than 1/ν) and numerical evaluation is cumbersome but straightforward. Here the LFT really excels. On the one hand it can be evaluated much faster than any direct evaluation of the convolution (even if performed on an optimized grid) due to its superior scaling in the number of data points. On the other it is able to cope with non-integrable functions as long as a suitable trade-off parameter exists. In other words, the LFT is much less plagued by convergence problems than the FFT. Slowly decaying functions, as we have already pointed out in the last section, can be numerically transformed with the LFT at the price of dynamical compression that inevitably reduces the signal-to-noise contrast at small arguments in the image space. However, for convolutions this problem is slightly less pronounced: If possible, setting the trade-off parameter of the final τ → ω back-transform in (39) to k back = 1 − k 1 − k 2 , where k 1 and k 2 are the optimized parameters for the transforms of f (ηe ω ) and g(ηe ω ), respectively, renders the result unaffected by any dynamical compression in τ because the noise level in the time domain stays constant at O( ), as the problematic exponential prefactors cancel. In the exotic case of strongly divergent integrals, this value of k back may not be useful if e k back ωmax becomes much larger than the expected result in which case more data points and the less aggressive, symmetric choice k 1 = k 2 = k back are typically better suited (see last example in VI).
VI. EXAMPLES AND OPTIMIZATIONS
To benchmark the LFT and to illustrate the role of the transformation parameters, in particular of k, we compute the Fourier transforms for several examples and compare the results to the exact solutions. Without loss of generality we focus on functions that are centered around the origin and that vary on a characteristic scale of unity. Deviations from that behavior can be remedied by preprocessing the function with a variable transformation which combines a shift of the original argument followed by rescaling it with a properν. Initially, we simple with a benign example, a Lorentzian curve
which could also be transformed with an ordinary fast Fourier transform. However, the slow convergence of the integral implies that reaching a global precision of = 10 −12 with the FFT requires roughly 10 13 data points, which exceeds numerical feasibility by several orders of magnitude. In contrast, to achieve the same accuracy with the LFT only a little more than 300 points suffice, as can be deduced from Eq. (37) with R
(1) = π/2. Indeed, Fig. 2 has been obtained with 360 points and the (quasi-)optimal parameter k = −1/100, since k opt = 0 is prohibited by the Γ function. Setting up the LFT in this way, the precision is no longer limited by the finite resolution, but by double-precision floating point arithmetic and error-propagation therein. In addition, the interval in t can be chosen arbitrarily by adjusting ∆τ and τ s with no influence on the error level. As discussed in Sec. IV, due to the proximity to the pole of the Γ function the last pointf (t max ) has to be subtracted which corresponds to the constant that arises from the leading contribution to exp(−kτ )E 2Γ (τ ), see Eq. (25) . The same procedure, which amounts to nothing else than a trivial subtraction of a one-parameter fit has been used for all other plots (except Fig. 6 ) as well. with ∆ω = ∆τ = 1/6, ∆s = 1/10, k = −1/100 and symmetric intervals ωs = ss = τs = −N/2 on N = 360 data points. The red line represents the analytical result e −|t| /(2π), while the numerical data is shown in black and the difference between the two in blue.
A significantly more demanding example (on the branch where √ −1 = i) is given by the function
whose Fourier transform has to be understood in the sense of tempered distributions. For positive arguments t > 0 it readsf
According to section IV, the optimized trade-off parameter is close to k = 1, which removes the divergent behavior from the numerical integrals at the price of reduced precision at very small values of t. To demonstrate how the ideal choice of k might depend on the data range of interest in the image space, Fig. 3 depicts the result for the ideal trade-off parameter k = 1.01 and the suboptimal k = 0.71. In order to achieve errors of 10 −12 at τ = 0 in both cases, which requires roughly N = 600 in the optimized setting, the grid size has been increased to N = 1000. In agreement with the general discussion, values of k larger than 1 reduce errors at large arguments, while those smaller than unity increase precision close to t = 0. The next example shows f (ν) = ln(ν 2 + 1) ,
which transforms intof
and is again correctly described by the LFT on only 560 points (see Fig. 4 ). However, the divergence of f (ν) as ν → ∞ results in an even stronger dynamical suppression than before. The well-behaved f (ν) = e −|ν| , which in fact corresponds to the back transformation of the very first example (40) could also be treated by an FFT. However, the same accuracy as demonstrated in Fig. 5 with N = 480 on the logarithmic grid would require more than a million data points on a linear grid, illustrating, that even for the most benign functions the LFT can outperform the direct application of an FFT.
The convolution of
with itself, that appears frequently in the evaluation of Feynman diagrams with non-relativistic propagators 23, 24 , cannot be treated by FFTs, as the integral over f (ν) does not exist. Using the LFT remedies the issue by the help of the trade-off parameter. For instance, using the optimized value of k given in section IV, a constant error of roughly 10 −12 , which is limited only by the internal floating point precision, is obtained with only N = 560 points. In Fig. 6 two leading contribution to E σ 2Γ from Eq. (25) for the transformation from t to ν with m = 0, 1 were subtracted by fitting the two corresponding parameters I σ 1 (−i(k+m)) to the high-frequency range near ν = 10 28 .
Encouraged by these results, one can try to convolve some more exotic functions, for example f (ν) = ln(ν 2 + 1) with itself. In this case neither the convolution as an integral, nor the product of the distributions in the time domain is in general well-defined 8 . Nevertheless, employing a cutoff e −δ|ν| , with δ > 0, in the logarithmic frequency space and sending δ to zero at the end one finds analytically (f f )(ν) = 2 ln 1 + ν
which, as Fig. 7 demonstrates, is again very accurately recovered by means of an LFT with N = 560. Here, due to the large frequency interval used, round-off errors multiplied by e −k back ω are the limiting factor at large ν. This affects the choice of the set of trade-off parameters for the forward and backward LFTs, which is expected on general grounds, as remarked at the end of section V on convolutions. Furthermore, the first sub-leading divergence ∝ e 2ω due to the next pole of the Γ function beyond the constant has been fitted with a single parameter against the raw result at ω max and subtracted. 
VII. CONLCUSION
We have shown that the LFT can be used to numerically transform nonintegrable functions, as long as their asymptotics can be controlled by the trade-off parameter. Furthermore, we have show that one can achieve exponential convergence in the number of data points, if the function is analytic in a cone with finite opening angle around the real axis in the original argument. Finally, we have given several examples that benchmark the superior convergence of the LFT compared to the FFT including functions that have to be considered within the concept of generalized Fourier transformations. 
