Abstract: We present a method for estimating the propagation delay of a direct or reflected wave in a large concrete caisson. When striking a concrete structure with a small impulse hammer, reflection waves are generated from the concrete structure boundary and from a crack if a crack exists. Previously, we assumed that a direct or reflected wave can be represented approximately by a modeled vibration wave. We proposed a convolution between the hammer force and the impulse response expressed by an exponentially decaying sinusoidal wave. Then we used the finite-difference time domain (FDTD) method to investigate details of the vibration wave. The results show that the estimation error in detecting a small reflection wave is not negligible. Therefore, the sensor output should be modeled as the sum of a significant modeled vibration wave and two smaller modeled vibration waves. The propagation delay of the estimated significant modeled vibration wave is equal to the value calculated theoretically from the shape. As described herein, the propagation delays of a direct or reflection wave were estimated for two real caissons situated on land and in the sea. The results show that the estimated propagation delays coincide well with those expected from the concrete structure shape.
INTRODUCTION
Structural health monitoring techniques have been developed extensively to detect (1) the presence or absence of cracks, (2) crack positions, and (3) crack sizes in large structures such as tunnels, dams, and buildings. This paper presents the results of a preliminary investigation undertaken to estimate the propagation delay of a reflected wave generated in a caisson used as a breakwater in coastal engineering applications. Offshore breakwaters, which are constructed some distance from the coast, reduce the wave action intensity in inshore waters. Figure 1 presents an example of a caisson with dimensions of 15 m Â 15:3 m Â 13:5 m. In practice, 100 or more caissons are interconnected to construct a breakwater. Each caisson is weighted with sand to prevent its movement against waves. The caisson top is shielded with a 3-m-thick concrete plate. x, y, and z denote the three axes in Fig. 1 .
In coastal engineering applications, concrete structures such as tetrapods, which are four-legged concrete structures of size 3-4 m, are used as armor units on breakwaters. The armor unit shape is designed to dissipate the force of incoming waves by allowing water to flow around it rather than against it, and to reduce displacement by enabling the mutual interlocking of a random distribution of armor units. However, an armor unit sometimes strikes the caisson wall strongly during a strong storm, thereby generating a hole with a diameter of about 1 m. Thereafter, sand flows out of the caisson. In the worst case, the caisson might move easily or collapse. Such holes typically exist out of sight, under the water. Therefore, a method for detecting the presence or absence of holes and for locating holes without actually diving into the water is desirable.
Many methods of finding cracks in a concrete structure have been proposed [1] [2] [3] [4] [5] [6] [7] , but they are unsuitable for application to a caisson because of its very large size.
We previously proposed a method using a lowfrequency vibration signal [6] [7] [8] generated using a small impulse hammer. The reflection waves are then sensed by vibration accelerometers. The propagation delays of the reflection waves are estimated from the picked up signals. The method [8] can detect a sheetlike crack (a reflection point) in a small concrete structure of 1:2 m Â 1:2 m Â 0:3 m. Because such cracks are too small, however, a direct wave passing from the impact point to the vibration accelerometer is not clearly distinguishable from a reflection wave caused by a boundary. That is, the shape of the reflection wave remains unknown.
A caisson is a huge concrete structure with a simple shape. Some reflections are generated at its boundaries. The reflections represent interference in addition to the direct surface wave when used to estimate a defect position. The power of the reflections from boundaries is sometimes greater than that of the reflection from a defect. Therefore, the reflections should be removed first. Thus, a beamforming technique can be applied [8] .
On the basis of results of simulations conducted using the finite-difference time domain (FDTD) method, we first show that a direct wave or a reflection wave from a boundary can be represented as the sum of 3-4 vibration waves. Each vibration wave is represented by the convolution between the waveform of the hammer force and the impulse response, which is expressed by an exponentially decaying sinusoidal wave involving five parameters as described in a previous report [8] . The propagation delay is obtained as one of the five parameters using a previously reported technique [8] .
The propagation delays of a direct or reflection wave were estimated for two real caissons: one on land and the other in the sea. The results show that the estimated propagation delay of the significant vibration wave coincides well with those expected from the caisson shape.
VIBRATION SIMULATED USING FINITE-DIFFERENCE TIME DOMAIN (FDTD) METHOD
Results from some simulations and experiments show that the FDTD method is useful for analyzing vibrations caused by the impact of an impulse hammer [9] . The validity of the previously reported method [8] was verified by analysis of the vibration wave simulated using the FDTD method.
This section presents a description of the concrete (elastic) half-space shown in Fig. 2 , as investigated using the FDTD method. Table 1 presents the conditions used for the simulation by the FDTD method. The size of the analyzed area is 400Ád Â 400Ád Â 200Ád, which corresponds to 20 m Â 20 m Â 10 m, where the absorbing boundary signifies that no reflection is generated, meaning that the concrete space extends infinitely. The absorbing boundary is found using a PML (perfectly matched layer) by the Berenger technique [10] .
Both in the FDTD simulation and in the experiment, the sensor is set on the surface (x-y plane) of the concrete structure, and the acceleration in the z-axis direction is detected. The force in the z-axis direction is applied by an impulse hammer.
In the FDTD simulation, the hammer force is expressed by the particle velocity. The sensor detects the z-axial acceleration in the concrete structures investigated in this paper. The sensor is a point sensor set on the grid. The grid interval (cell size) Ád is 5 cm. Because the sensor output is band-passed using the filter shown later in Fig. 4 , the respective wavelengths for air and the concrete are about 14 cm and 1.4 m. The cell size of 5 cm might be insufficient for the simulation. We conducted three simulations in advance with cell sizes of 1 cm, 2.5 cm, and 5 cm. The results from the simulations were almost identical. Therefore, the subsequent simulations were conducted with a cell size of 5 cm. In the FDTD simulation, internal damping was not considered. 
where n denotes the time index. The time of impact is n ¼ 0. The real time is t ¼ nÁT, and ÁT ¼ 2:5 ms is the sampling period. Figure 3 shows that a long reverberation is observed in the simulated sensor output uðnÞ, although a much shorter reverberation is observed in the band-passed sensor output u B ðnÞ. Band-pass filtering is necessary to decrease the likelihood that two or more vibration waves overlap.
Furthermore, if the bandwidth of the band-pass filter is wide, then the band-passed sensor output u B ðnÞ does not look like a single exponentially decaying sinusoidal wave. Therefore, the bandwidth of the band-pass filter is expected to be narrow.
In the simulations, the sampling frequency is changed from 200 kHz to 400 kHz by oversampling filtering in the frequency domain using a digital signal processing technique. Oversampling is necessary to calculate the fitness in a genetic algorithm (GA) precisely. Both in the simulations and in the experiments, the band-pass filtering was also executed in the frequency domain using a digital signal processing technique. Therefore, the use of a band-pass filter sometimes presents a causality problem, as shown in Fig. 3 . That is, the band-passed sensor output starts at about t ¼ 0:3 ms when the frequency band of the filter is between 1 kHz and 4 kHz, although the hammer force starts at t ¼ 1:0 ms. In contrast, the simulated sensor output (without a band-pass filter) starts after the hammer force starts.
The hammer force is expressed by Eq. (1). The original sampling frequency is 200 kHz. Therefore, one might think that the hammer force is a narrow-band signal and that its center frequency is 4.0 kHz. However, the actual hammer force is a broad-band signal, as described in a previous work [8] . The simulated sensor output is also a broad-band signal. Figure 4 shows the frequency characteristics of the band-pass filter used in the simulation and in the experiment. A higher-frequency component decreases considerably more than a lower-frequency component. Therefore, a frequency component of less than 10 kHz should be used to locate a defect at a deep position. Figure 5 shows the sensor outputs for three filters: (1) a low-pass filter (0-10 kHz), (2) a band-pass filter (1-4 kHz), and (3) a bandpass filter (4) (5) (6) (7) (8) , where the sensor in Fig. 2 detects the z-axial acceleration. From Fig. 5 the simulated sensor output uðnÞ is found to be a wide-band signal. The resonance frequency of the band-passed sensor output v B ðnÞ depends on the center frequency of the band-pass filter. It is also apparent that the duration of the bandpassed sensor output v B ðnÞ is much shorter than that of the low-passed sensor output if the cutoff frequency of the lowpass filter is much higher. Therefore, a narrow band-pass filter is used hereinafter to achieve a short duration.
If the impulse response from the hammer force to the band-passed sensor output is expressed as a single pulse, then the propagation delay from the time of impact to the time at which the response reaches the sensor can be evaluated easily. The hammer force is nearly the same as a low-passed impulse, as shown in Fig. 3 . Therefore, the impulse response from the hammer force to the bandpassed sensor output is almost identical to the band-passed sensor output shown in Fig. 5 . That is, the impulse response is not expressed as a single pulse. The propagation delay cannot be evaluated from the impulse response at a glance. Therefore, a method to estimate the propagation delay has been proposed, assuming that the impulse response is modeled approximately as an exponentially decaying sinusoidal wave [8] .
PROPAGATION DELAY ESTIMATION WHEN THERE IS NO REFLECTION
When no reflection is sensed, the band-passed vibration wave u B ðnÞ is expressed as
Here, f B ðnÞ represents the band-passed impulse hammer output:
Therein, h B ðnÞ is the impulse response of the band-pass filter shown in Fig. 4 . In Eq. (2), hðnÞ denotes the impulse response from the impact force to the sensor output. Because the propagation delay cannot be evaluated directly from the sensor output, we inferred from a previous report [8] that the approximated impulse responseĥðnÞ is expressed as the following equation.
Therein, signifies the amplitude, stands for the decay factor, is the frequency, n denotes the discrete time, ( is the propagation delay of the surface wave, ÁT represents the sampling period, is the initial phase, and the time of impact is at n ¼ 0. The propagation delay ( was not considered explicitly in an earlier study [8] . Then, the modeled vibration wave u 0 ðnÞ is expressed as
The interference, i.e., the reflection wave from the boundary, was also not considered in the earlier study [8] . In Eqs. (2), (3), and (5), N stands for the length of the impulse responses hðnÞ, h B ðnÞ, andĥðnÞ. In addition, N is set to 1,024 points (2.56 ms) in the simulation. The five parameters , , , , and ( are determined using GA by minimizing the following mean-square error as
In Eq. (6), the duration of the summation P n is chosen so that only a single vibration wave appears in the duration. It is nevertheless difficult to ascertain a suitable duration for a case in which the structure to be investigated is small. In the GA that we used, the population number and the number of generations were set respectively as 1,000 and 50. Then we conducted analysis 10 times, after which the best result was selected. The population number cannot be increased further owing to the computational limitations of our Linux machine with 32 GB of memory (Intel (R) Core (TM) i7-3930K CPU@3.20 GHz). Figure 6 shows the band-passed sensor output u B ðnÞ, the modeled vibration wave u 0 ðnÞ, and their residual value eðnÞ when E reaches a minimum obtained by the GA when the distance between the striking point and the sensor is l ¼ 3:0 m, where
The error E (inverse of the fitness in the GA) was À22:9 dB when the duration of the summation in Eq. (6) was set as 1.28-4.5 ms as shown in Fig. 6 , where the time of impact is t ¼ 1:0 ms. The concrete structure is an elastic half-space. Therefore, no reflection is expected. However, it is readily apparent in Fig. 6 that the residual value is slightly larger at around 2 ms and around 3.5 ms if the band-passed vibration wave u B ðnÞ is analyzed, assuming that the impulse response is expressed as a single exponentially decaying sinusoidal wave. The residual value arises because (1) the bandpassed vibration wave u B ðnÞ is a broad-band signal, as described in Sect. 2, but it is analyzed by assuming that the impulse response is expressed as a single exponentially decaying sinusoidal wave, and (2) two or more vibration waves (e.g., the surface wave and the transverse wave) mutually overlap. The latter fact is proved by Fig. 7 , which shows the sum of two modeled vibration waves u 
As shown by the sum of the two modeled vibration waves in Fig. 7 , the amplitude around 3.25 ms is smaller than that around 4 ms. However, in the single modeled vibration wave u 0 1 ðnÞ, the amplitude attenuates with time. Therefore, the amplitude of the residual value is slightly larger around 1.25 ms and around 3-4 ms if the sum of two modeled vibration waves is analyzed under the assumption that the impulse response comprises a single exponentially decaying sinusoidal wave, where the duration of the summation given later in Eq. (10) was set between 1.0 ms and 4.5 ms, as shown in Fig. 7 . Figures 6 and 7 are similar: the residual value is slightly larger at the beginning and at the end of the band-passed vibration wave.
As described above, when the impulse response is modeled as a single exponentially decaying sinusoidal wave, a slightly larger residual value is observed at the beginning and at the end of the band-passed vibration wave because the vibration wave is a broad-band signal. If the residual value is neglected, then a real vibration wave, with amplitude almost the same as the residual value, will also be neglected. Therefore, the defect cannot be detected, as shown in Fig. 8 . In Fig. 8 , the upper panel shows the waveform of a single vibration wave and the sum of two vibration waves, where the single vibration wave is the band-passed vibration wave u B1 ðnÞ obtained using the FDTD method for the elastic half-space (l ¼ 3:0 m), and where the sum of the two vibration waves comprises two band-passed vibration waves u B1 ðnÞ and u B2 ðnÞ:
In this equation, (=ÁT ¼ 1:25 ms and the time of striking is t ¼ 0 ms. In Fig. 8 , the lower panel shows the residual value assuming that each waveform comprises a single modeled vibration wave. The two residual value are similar. If the residual value for the single vibration wave is neglected, then the real vibration wave u B2 ðnÞ cannot be detected. To detect such a smaller vibration wave, we treat the residual value as two phantom modeled vibration waves. That is, the impulse response is expressed as the sum of three exponentially decaying sinusoidal waves as shown below.
In all, 15 parameters m , m , m , m , and ( m for the mth impulse response, where m ¼ 1; 2; 3, were determined by minimizing the following mean-square error as is the modeled mth vibration wave. Figure 9 shows the three estimated vibration waves for the sensor output shown in Fig. 6 . In Fig. 9 , modeled vibration wave #1 is the significant vibration wave; modeled vibration waves #2 and #3 respectively represent the residual values shown in Fig. 6, i. e., the latter two are the phantom vibration waves. The error E was À31:1 dB when the duration of the summation in Eq. (10) was set between 1.18 ms and 4.50 ms, as shown in Fig. 9 , where the time of impact is t ¼ 1:0 ms. The estimated propagation delay of the significant modeled vibration wave is ( ¼ 0:458 ms, which is a plausible value, as described in the next section. The 15 parameters of the modeled vibration waves are estimated as described below.
(1) In the first step, the duration in which the sensor output appears to comprise a single modeled vibration wave is determined. (2) In the second step, the five parameters are estimated using our method assuming that the sensor output comprises a single modeled vibration wave in the duration. Then, the parameters of the significant vibration wave are determined uniquely. A residue is observed at the beginning and at the end of the significant vibration wave. (3) In the third step, the 15 parameters are estimated simultaneously, where the five parameters of significant vibration wave #1 fluctuate within AE10% from the values determined roughly in the second step. As presented above, the two phantom vibration waves behave as the interference. An actual vibration wave might not be detected if it is small and if it overlaps with the phantom vibration wave. However, a caisson is huge and has a simple shape. The direct vibration wave is separable from the reflection wave, as shown later in Fig. 16 . Therefore, at most two vibration waves (the reflection from the boundary and that from a defect) mutually overlap. The propagation delay differs if the distance l between the striking point and the sensor is changed. Therefore, the beamforming technique using multiple sensors can mitigate the effects of the phantom vibration waves [8] .
One might infer that various solutions exist for the expression of a band-passed vibration wave u B ðnÞ as the sum of three modeled vibration waves u 0 ðnÞ. Therefore, the band-passed vibration wave shown in Fig. 6 was analyzed after extending the ranges of the GA parameters so that they cover the range of the parameters for the significant modeled vibration wave and the phantom vibration waves. These waves were obtained to produce Fig. 9 , where the ranges of the parameters for the three modeled vibration waves were the same. The parameters were estimated 10 times using the GA. The error E was between À16:8 dB and À23:4 dB. The error is almost equal to that obtained when the band-passed vibration wave is assumed to be the single modeled vibration wave shown in Fig. 6 . However, using the procedure proposed above, the error E was between À29:8 dB and À31:1 dB, which means that the proposed procedure is suitable for estimation of the parameters of the band-passed vibration wave.
PROPAGATION DELAY ESTIMATION

Estimation of the Surface Wave Velocity
As described in Sect. 3, the results show that a sensor output synthesized by the FDTD method for the elastic half-space is expressed as the sum of a single significant vibration wave and two small phantom waves when such a sensor output is investigated using our method.
Actually, the 15 parameters are estimated simultaneously by changing the distance l between the striking point and the sensor. Figure 10 presents the least-mean-square lines, i.e., the relation between the propagation delay ( m and the distance l between the striking point and the sensor. The amplitude of the first wave is much greater than those of the other two phantom vibration waves, that is, the first wave is the surface wave or the transverse wave. The other two waves are the phantom vibration waves. The inclination of the least-mean-square line for the first wave was 2050 m/s, which is slightly larger than the theoretically calculated value for the surface wave. This slightly larger size might be the result of the two vibration waves, i.e., the surface wave and the transverse wave, overlapping each other. The sum of the two vibration waves is analyzed as a single vibration wave as described in Sect. 3. (Because the sensor detects the z-axial acceleration, it cannot detect the longitudinal wave.) As described above, the second and the third waves in Fig. 10 are the phantom waves. Analyses of many results show that the former phantom wave (second wave in Fig. 10 ) appears about 0.5 ms earlier than the first wave. The latter phantom wave (third wave in Fig. 10 ) appears about 0.7 ms later than the first wave. The time differences were almost identical regardless of the propagation distance.
Sensor Output Attributable to the Impact of an
Impulse Hammer Set on an Elastic Infinite-wall Figure 11 portrays the shape of the infinite wall (I-wall) to be investigated. The analyzed area is 400Ád Â 8Ád Â 200Ád, which corresponds to 20 m Â 0:4 m Â 10 m. Figure 12 shows the waveform of the band-passed sensor output when the distance between the striking point and the sensor is 1.0 m for two cases: an I-wall and a half-space, where the sensor in Fig. 11 detects the z-axial acceleration. The power of the band-passed sensor output for the I-wall is 4.63 times that for the half-space because the power of the excitation by the impulse hammer is concentrated on the I-wall. The parameters expressing the exponentially decaying sinusoidal waves are also estimated for the I-wall when the distance between the striking point and the sensor is 1.0 m.
For the I-wall, reflections from the side wall are expected. Therefore, the procedure for estimating the propagation delay is somewhat more complicated than that for the elastic half-space. Figures 13(a)-13(c) show the estimated vibration wave and the residual value assuming that the band-passed vibration wave is expressed as a single modeled vibration wave. Figure 13(d) presents the wave and the residual value assuming that the bandpassed vibration wave is expressed as the sum of two modeled vibration waves. Figure 13 (a) presents the result obtained when the duration for calculating the error in Eq. (6) is between À1:5 ms and 2.5 ms. Error E was À13:1 dB. A substantial residual value is observed between 0 ms and 2 ms. Figure 13(b) shows the result obtained when the duration is between À1:5 ms and 1.0 ms. The error E was À15:7 dB. A significant residual value can be observed between 0 ms and 2 ms. Figure 13 (c) presents the result obtained when the duration is between 0.125 ms and 0.625 ms. The error E was À16:1 dB. A significant residual value can be observed around 0 ms and around 0.8 ms. However, Fig. 13(c) shows that the residual around 0.8 ms resembles a sinusoidal wave, which might be a reflection from the side wall. Figure 13(d) presents the result obtained when the band-passed vibration wave is expressed as the sum of two modeled vibration waves and the duration is between 0.125 ms and 2.0 ms. The error E was À24:5 dB. A small residual value can be observed around 0 ms and around 1.8 ms. The residual value around 0 ms and that around 1.8 ms correspond to the phantom vibration waves, as described in Sect. 2. Finally, the effects of the residual values around 0 ms and around 1.8 ms are estimated as two phantom vibration waves, assuming that the band-passed vibration wave comprises four modeled vibration waves. Then, the error E was À25:8 dB when the duration of the summation in Eq. (10) was set between 0.0 ms and 2.0 ms, where the time of impact was t ¼ 0 ms. Figure 14 shows the estimated impulse P m ðnÞ obtained when the distance between the striking point and the sensor is 1.0 m for the I-wall and half-space. Here,
is the estimated impulse, which gives the propagation delay and the vibration wave amplitude. Figure 14 shows that the band-passed sensor output for the I-wall is represented by the sum of the two significant modeled vibration waves and two smaller ones. The two significant modeled vibration waves might result from direct waves and the reflections from the side wall. That is, the side walls are so near the striking point that the direct wave and the reflections mutually overlap. The sensor output is represented by the two significant modeled vibration waves. However, the mean propagation delay of the the two significant modeled vibration waves for the I-wall is almost equal to the propagation delay of the modeled significant wave for the half-space. The velocities of the surface wave and the transverse wave might change slightly if the width of the I-wall in the y direction or the distance between the striking point and the sensor in x direction changes. The two significant modeled vibration waves for the I-wall might result from the change in the velocity. However, the mean propagation delay for the I-wall and the propagation delay for the half-space might be almost identical for a real caisson because the size of the I-wall shown in Fig. 11 follows the size of a typical caisson.
However, the two smaller modeled vibration waves at t ¼ À0:08 ms and at t ¼ 0:85 ms result from the residual value, as described in Sect. 3.
The I-wall in the sea was investigated. The parameters of the water (sea) used in the simulation by the FDTD method are presented in Table 1 . The residual value, i.e., the difference between the sensor outputs for the I-wall and the I-wall in the sea, is calculated. The results show that the effect of the sea (water) is negligible.
Impulse Hammer Set on an Elastic Semi-Infinite Wall and L-Shaped Wall Figure 15 shows the shape of the semi-infinite wall (SIwall) to be investigated. The size of the analyzed area is 250Ád Â 8Ád Â 200Ád, which corresponds to 12:5 m Â 0:4 m Â 10 m. Figure 16 shows the waveform of the bandpassed sensor output for the I-wall and SI-wall, where the sensor in Fig. 15 reflection wave from the left-hand-side boundary J SI is observed around ( ¼ 3 ms. The power of the reflection wave from the boundary J SI is 0.12 times that of the direct wave.
In the same manner as in the previous subsection, the parameters expressing the exponentially decaying sinusoidal waves are also estimated for the SI-wall. The error E was À26:9 dB when the duration of the summation in Eq. (10) was set between 0.0 ms and 4.5 ms, where the time of impact was t ¼ 0 ms. Figure 17 shows the estimated impulse P m ðnÞ for the band-passed sensor output in the cases of the I-wall and SI-wall. Actually, Fig. 17 shows that the reflection wave from the left-hand-side boundary is expressed as the sum of four vibration waves. The propagation delay ( of the most significant reflection wave is 2.98 ms, which coincides well with the theoretically calculated value (2.94 ms) from the surface wave propagation distance (6:0 m ¼ 2:5 m Â 2 þ 1:0 m) and the surface wave velocity (2040 m/s), where 2.5 m is the distance between the sensor and the boundary J SI , and 1.0 m is the distance between the striking point and the sensor as shown in Fig. 15 . Therefore, the propagation delay is estimated correctly. However, the peaks at t ¼ 2:15 ms, t ¼ 3:41 ms, and t ¼ 3:95 ms represent the residual values, as described in Sect. 3.
The reflection from the L boundary of the L-shaped wall (L-wall) shown in Fig. 1 was also investigated. The results show that the waveform of the band-passed sensor output for the L-wall is almost identical to that for the SI-wall. The power of the reflection wave from the L boundary is 0.16 times that of the direct wave. The propagation delay of the reflection wave from the L boundary was t ¼ 2:98 ms, which is equal to that from the SI-shaped boundary.
ESTIMATION RESULTS FROM REAL CAISSONS
As described in this section, two actual emplaced caissons (one on land, one in the sea) were investigated in situ. A view of each caisson is presented in Fig. 1 , where the position marked ''Â'' was struck with an impulse hammer and the vibration wave was picked up by a sensor at the position marked '' .'' The impulse hammer used for the experiment (GK-3100; Ono Sokki Co. Ltd.) and the accelerometer (NP-3120; Ono Sokki Co. Ltd.) are both commercially available. The impulse hammer output and the sensor output were passed through low-pass filters with a cutoff frequency of 10 kHz. Then they were stored in a computer after A/D conversion with a sampling frequency of 25 kHz. Subsequently, the sampling frequency was increased to 400 kHz by the oversampling technique in the frequency domain. Band-pass filtering was also applied in the frequency domain. Figure 18 shows the waveform of the band-passed sensor output for the actual caisson emplaced on land. Figures 16 and 18 show that the waveform for the real caisson on land and that for the SI-wall synthesized by the FDTD method are similar. The parameters expressing the exponentially decaying sinusoidal waves were also estimated for the real caissons, as described in Sect. 3. Figure 19 shows the estimated impulse P m ðnÞ for the band-passed sensor output for the real caisson on land. Figure 19 shows that the band-passed sensor output shown in Fig. 18 is represented by the sum of 12 modeled vibration waves (4 or 5 real vibration waves and 7 or 8 phantom vibration waves). The residual value, i.e., the difference between the sum of the 12 waves and the bandpassed sensor output, is also shown in Fig. 18 . The residual value is sufficiently small that the estimation result is plausible. Comparing Fig. 19 with Fig. 14 for the I-wall, it might be inferred that the first three peaks result from the direct wave, where the peak at 0.42 ms is the direct (real) wave and the peaks at À0:02 ms and 1.30 ms are the residual values (phantom vibration waves). The peak at 0.42 ms is almost equal to the theoretically calculated propagation delay of 0.49 ms, where the distance between the sensor and the striking point is 1.0 m. We assume that the sound velocity of the surface wave is 2,050 m/s. Comparing Fig. 19 with Fig. 17 for the SI-wall, one might infer that the peak at 2.71 ms is the result of the reflection from the L boundary < È À! L boundary À! > shown in Fig. 1 , where È is the striking point and is the sensor position. The peak at 1.92 ms might result from reflection from the T boundary (shown in Fig. 1 ) or might be the residual value found when the reflection from the L boundary is analyzed. The peaks at 3.57 ms and 4.19 ms might be the residual values (phantom vibration waves). The peak at 4.73 ms might result from the reflection < È À! L boundary À! T boundary À! >.
The peak at 6.81 ms results from the reflection from the bottom boundary because the propagation distance is d ¼ 27:0 m ¼ ð13:5 m Â 2Þ. We assume that the sound velocity of the longitudinal wave is 4,000 m/s. The peaks at 5.74 ms and 6.13 ms might represent the residual values (phantom vibration waves) created when the reflection from the bottom boundary was analyzed. Table 2 presents the estimated propagation delays (, where the theoretical value is that calculated from the propagation distance and the sound velocity. The estimated propagation delays for the caissons on the land and in the sea are almost equal, as expected from the results described in Sect. 4.2. Furthermore, the estimated propagation delays are nearly equal to those calculated theoretically from the propagation distance and the sound velocity.
CONCLUSION
As described herein, a vibration wave is simulated using the FDTD method for several concrete structures. Then, the propagation delay, which represents the reflection point, is estimated from the simulated vibration wave using a previously reported technique [8] .
This paper first shows that a direct or reflection wave from a boundary is a broad-band signal. When a very narrow band-pass filter is used, the band-passed sensor output resembles a single modeled vibration wave, where the modeled vibration wave is expressed by the convolution of the hammer force and an exponentially decaying sinusoidal wave. The band-passed sensor output is analyzed using the previously proposed method with a genetic algorithm (GA), assuming that it comprises a single modeled vibration wave. Then, a small residual value is observed at the beginning and at the end of the single modeled vibration wave. If the residual value is neglected, then a real vibration wave caused by a defect, with an amplitude almost equal to that of the residual value, should be neglected. Then, the defect cannot be detected. Therefore, we newly proposed in this paper a method to express the residual value as two modeled vibration waves. That is, a band-passed vibration wave is expressed as the sum of a strong modeled vibration wave and two phantom vibration waves. The results of this study demonstrate that the propagation delay of the strong vibration wave coincides well with that expected from the concrete structure shape. The beamforming technique using multiple sensors [8] can decrease the effects of phantom vibration waves.
Finally, the propagation delays of the direct and reflection waves were estimated in situ for two actual caissons emplaced on land and in the sea. The results show that the estimated propagation delay coincides well with that expected from the shape of the real caisson and with the results of the simulation conducted using the FDTD method. 
