Introduction
T h e need for a systems perspective in biology has never been more apparent than it is today. The accumulation of data concerning the basic determinants of biological systems was greatly accelerated when genetics, biochemistry and microbiology were fused to form molecular biology in the 1950s. However, this information has remained largely incomplete and fragmented. The new technologies that have grown out of the Human Genome Project have introduced a radically different approach, based on global measurements of the organism's phenotype. These global expression systems are producing a flood of data that must be related to the underlying molecular determinants. Without a quantitative systems theory with which to relate the information at these different levels of organization, our understanding will remain descriptive and lack predictive value. Biochemical Systems Theory [ l ] is concerned with understanding integrated (systems level) behaviour in terms of the underlying (molecular level) determinants. This theory is based upon the power-law formalism [2] , which provides a flexible, accurate and tractable mathematical representation for characterizing system components and their interactions. Biochemical Systems Theory provides methods of analysis that are capable of extracting information that is latent within the mathematical representation of the integrated system. Most importantly, Biochemical Systems Theory gives us a strategy for making well controlled comparisons that are at the heart of biological understanding in an evolutionary context. The primary aim of Biochemical Systems Theory is to elucidate the design principles that characterize intact biological systems.
Biochemical Systems Theory has been applied to several generic classes of metabolic pathways and gene circuits. Ilere I will examine three elements of design for a generic class of inducible gene circuits: threshold generation, gene coupling and mode of control. The principles that have been discovered in each case will be discussed in the context of the lactose (lac-) system of Esc-het-ichicr coli. I will finish with a few general conclusions that can be drawn from these examples.
Threshold generation
A sharp threshold for induction of a catabolic system will prevent premature induction of the catabolic machinery when there is an inadequate (subthreshold) supply of substrate in the organism's environment. Conversely, a sharp threshold will produce a highly responsive induction when the substrate supply is suprathreshold and sufficient not only to recoup the cost of synthesizing the catabolic machinery but also to provide the organism with excess carbon and energy for cellular growth and function [3] . Two alternative means for the generation of a sharp threshold are static and dynamic switches.
An example of a static switch is provided by an inducible catabolic system in which the substrate is the inducer that interacts with the regulator protein to produce a sigmoidal influence on the rate of mRNA transcription; all other steps in the system are operating in a first-order fashion.
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If one increases the concentration of substrate (inducer) slowly from a low to a high value, gene expression will exhibit a low value that changes slowly, then accelerates through the mid-range values, and finally achieves a high value that again changes only slowly. If one decreases the concentration of substrate slowly from high to low values, the same values for gene expression will be retraced, but in the opposite order. Thus the process is completely reversible, with no memory for the past history of substrate concentration. The greater the degree of sigmoidicity (the larger the Hill number), the sharper the switch from low to high values for gene expression. (In the mathematical limit of an infinite Hill number, the sigmoidal characteristic approaches a step function with ony two values: a low value for expression when substrate concentrations are subthreshold, and a high value when they are suprathreshold.) This substrate induction model describes the lac system in a strain of E. coli that is freely permeable to the gratuitous inducer isopropyl /I-D-thiogalactoside [4] .
An example of a dynamic switch is provided by an inducible catabolic system that is similar to that described above, except that the product rather than the substrate of the induced enzymes is the inducer of gene expression. The properties of such a switch are quite different from those of the static switch. If one increases the concentration of substrate slowly from a low to a high value, the rate of mRNA synthesis will exhibit a low value that changes slowly, then jumps discontinuously to a higher value once a threshold concentration has been crossed, and finally remains at a high value that again changes only slowly. If one now decreases the concentration of substrate from high to low values, the rate of mRNA synthesis will exhibit a high value that changes slowly, then jumps discontinuously to a lower value once a second (lower) threshold concentration has been crossed, and finally remains at a low value that again changes only slowly. For substrate concentrations above the higher threshold and below the lower threshold, the system exhibits a single steady state. For substrate concentrations between these two threshold values, the system can be in one of two different stable steady states, depending upon which threshold was the last to be crossed. In this sense, the process is irreversible, with a memory of its past.
Induction of the lac system exhibits a dynamic switch when wild-type E. coli is exposed to lactose [5] . T h e conventional explanation suggests that transport of lactose into the cell is 'autocatalytic' in the following sense. The intracellular product of transport is the inducer, which causes further induction of the transport system, which in turn leads to a further increase in the concentration of inducer. Indeed, a dynamic switch can be realized by a product-inducible catabolic system, as described in the previous paragraph. However, the natural inducer of the lac operon is not a product of the system, but allolactose, an intermediate whose synthesis and degradation are both induced. When the position of the natural inducer is shifted from product to intermediate of the catabolic pathway, the same model that produced a dynamic switch now produces a static switch. Thus a dynamic switch is difficult to reconcile with the current model of the lac system, i.e. an unbranched pathway consisting of lactose transport (LacY) [6] and catabolism (LacZ) [7] that is subject to co-ordinate induction by an intermediate that has a sigmoidal influence on the control of transcription.
One way to rectify this inconsistency is to postulate a non-inducible alternative fate for the intermediate. The net effect of substrate concentration on mRNA levels is shown in Figures 1 (C) and 1 (F) .
The design principles for the generation of thresholds in these instances are revealed at the level of the integrated gene circuitry. Although an essential feature of both types of switches, i.e. the sigmoidal rate of mRNA synthesis, can be elucidated by studies of transcription initiation with isolated molecular components in vitro, this information alone is insufficient to distinguish between the two types. T h e effects of induction on the synthesis and degradation of inducer also play a critical role. This shows clearly the induction characteristics are a property of the intact system.
Coupling of elementary circuits
Genes interact to produce complex patterns of expression that define the phenotype of the organism. The best studied examples of gene interaction and the patterns of coupled expression that result are provided by elementary gene circuits in bacteria (Figure 24) . The expression of an effector gene and its cognate regulator gene Volume 27
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exhibits one of three distinct patterns of coupling. Induction of effector gene expression ( Figure 2C ) is accompanied by an increase, a decrease or no change in regulator gene expression ( Figure 2B ). Each of these three forms of coupling has been documented experimentally. However, until recently it was unclear whether the form of coupling follows some underlying rule or is the result of a frozen accident in the evolution of a given system. (For simplicity, in what follows, I shall ignore the inversely coupled patterns, since the decrease in regulator expression is small and in many cases difficult to distinguish from the case of uncoupled expression.) There is now evidence to suggest that the pattern of coupling in these elementary gene circuits is governed by a simple design principle, which was discovered as follows. Biochemical Systems Theory was used to model a genetic system of elementary gene circuits capable of representing each of the distinct forms of coupling. The equations describing the system were solved both analytically and numerically over a wide range of parameter values. The resulting behaviour of the system with different parameter settings could then be classified on the basis of several criteria for functional effectiveness, including sharp threshold for induction, large logarithmic gain in product formation, robustness of the system in the face of parameter variation, regulator selectivity, system stability and temporal responsiveness. Finally, a strategy for making well-controlled comparisons among the results was followed, and a simple rule emerged. For systems that were well designed according to these a priori criteria, we discovered that if the regulator protein exerts negative control over effector gene expression, then expression of the regulator and effector genes is uncoupled when the capacity for induction is large and strongly coupled when the capacity for induction is small. Conversely, if the regulator protein exerts positive control over effector gene expression, then expression of the regulator and effector genes is uncoupled when the capacity for induction is small and strongly coupled when the capacity for induction is large [8,9].
The lac system, with negative control and a high capacity for induction, presents a superb example of this rule. Specific control of the lac system involves a negative regulator, the classical lac repressor. The capacity for [j-galactosidase induction is large (approx. 1000-fold), whereas the capacity for lac repressor induction is essentially zero [lo] . Thus expression of the regulator and effector genes in the lac system is uncoupled, as expected for a system with a negative regulator and a large capacity for induction.
These predictions were tested against available experimental data for an additional 30 systems in which expression of both the regulator and effector genes had been measured, and agreement was found between the experimental measurements and the predicted pattern of coupling of gene expression [9] . This is an example of a design principle that is manifested at the level of integrated gene circuits. It could not have been discovered through the separate analysis of the individual circuits in isolation.
Molecular mode of control
T h e molecular mode of gene control exhibits a fundamental duality common to most, if not all, control systems. Control can be achieved either by removing a restraining element (the negative mode of control) or by providing a stimulatory element (the positive mode of control). Numerous examples of each mode have been documented in the literature. Although it was initially unclear whether rule or accident dictated the use of the positive or the negative mode in any particular system, Biochemical Systems Theory has led to the discovery of a surprisingly simple design principle that predicts the use of positive or negative control.
Biochemical Systems Theory was used to model systems exhibiting each of the alternative modes. An exhaustive analysis showed that, in most respects, the alternative systems behaved in an identical fashion. That is, systems with either the positive or the negative mode were functionally equivalent and could control gene expression equally well. However, their behaviour differed in diametrically opposed ways in response to genetic mutations that alter the components of the control system itself [3] . In response to damaging mutations, systems with the negative mode of control exhibited superfluous expression of the effector gene when it should be turned OFF, whereas systems with the positive mode of control failed to express the effector gene when it should be turned ON. A selectionist argument based on the population dynamics of mutant and wild-type organisms in different environments leads to the following principle: the positive mode of control will prevail when there is a high demand for effector gene expression in the organism's natural environment, whereas the negative mode will prevail when there is a low demand for expression [11, 12] . This demand theory of gene regulation has now been developed in a more quantitative fashion [13] , with key roles being played by two parameters. One is the average cycle time, C, taken for a gene to go from the OFF state to the ON state and back to the OFF state ( Figure 3B) . The other is the demand for expression, D, which is the fraction of the cycle time during which a gene is turned ON (Figure 3C ). T h e solution of the population dynamic equations for mutant and wild-type organisms in alternative environments reveals a threshold for selection in the C against D plot. Selection of the wild-type control system can be realized only when values of C and D lie below the threshold ( Figure 3D ).
The regions of the C against D plot within which selection is possible differ for the alternative modes of control. T h e realizable region occurs at low values of D for the negative mode and at high values of D for the positive mode, and these regions exhibit an inherent asymmetry, with the realizable region for the positive mode being larger. Application of this theory to the specific case of the lactose operon in E. coli cycling through the human intestinal tract ( Figure 3A ) yields several interesting predictions that relate to the host [14] . When the extremes of the realizable region intersect the inverse relationship between C and D, which is due to the fixed 3-h period of exposure to lactose during transit through the upper portion of the intestinal tract [15, 16] , one obtains predictions for the minimum and maximum cycle time ( Figure 3D ). The minimum value for the cycle time is approx. 26 h, which is roughly the time required for transit through the entire intestinal tract [17] [18] [19] . Under these conditions, E. coli passes through one intestinal tract after another as fast as possible without colonizing a single colon. T h e maximum value for the cycle time is approx. 580 000 h (-66 years), which is roughly equivalent to the life span of humans [20] . A longer cycle time would be impossible, because the colonizing bacteria would die with the host before recolonizing a new host.
This demand theory also makes predictions regarding the rate ( Figure 3E ) and extent ( Figure 3F ) of selection of the wild-type control system, and these exhibit optima that can be used to predict the nominal value for demand, which in turn leads to a prediction for the nominal cycle time ( Figure 3D ). T h e optimal extent and rate of selection determined for the lactose Demand theory provides an example of a biological design principle that only becomes manifest at the population level in the context of natural selection. Again, the demand principle could not have been discovered by examining molecular structures and interactions alone, nor could it have been discovered at the level of integrated gene circuits alone. The demand principle requires consideration of mutants and the environment external to the system.
Discussion
The details of Biochemical Systems Theory that are involved in the applications presented here are beyond the scope of this paper. However, a few general comments are in order.
Biochemical Systems Theory has several general goals, including answers to the questions What, How and Why. What are the relevant components of the system under study? How do these components interact so as to produce the behaviour that is observed in the real system? Why is the system designed in this particular way and not some other? These and other goals are not unrelated, since the pursuit of one goal will often provide information that is needed in the pursuit of another. However, the primary goal of this theory is to discover the biological design principles that emerge at each level of organization in various generic classes of systems.
What is common to these successful explanations of design, and can this success be extended to more complex gene circuitry [24] ? There are two aspects of these examples that seem most important. First, in each case one is able to identify a limited number of possible variations on a theme: static versus dynamic switches; coupled versus uncoupled circuits; positive versus negative modes of control. Even 
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though these variations were not understood initially, there was the prospect that a simple rule could be found, if indeed there was one, because of the limited number of variations in design that had to be analysed. Secondly, by an appropriate choice of organizational level and type of representation, one could obtain simple equations whose structure was amenable to qualitative analysis (and to exhaustive numerical analysis when necessary), and this leads to general results that are independent of specific values for the parameters. This is important, because many of the parameter values for any system will always be unknown. T h e success of Biochemical Systems Theory in elucidating general rules that are consistent with patterns found in nature is indicative of the power of this approach.
It is clear that the elucidation of design principles and the compilation of molecular detail lead to very different kinds of understanding. This is seen in the examples considered in the previous sections. Numerous experimental studies of gene circuitry over the past 30 years have produced an abundance of molecular descriptions and have documented the existence of each of the design features considered here. However, these experimental results provided no insight into the underlying principles that govern these designs. A focus on the kind of understanding that emerges from knowledge of the underlying design principles will become increasingly important in biochemistry, not only for advancing our research programmes, but also, and perhaps more importantly, for instructing the next generation of students. T h e current approach is overwhelming students with enormous amounts of information to memorize and providing less and less motivation for them to do so. A focus on design principles would provide deeper understanding, diminish the burden of memorization, and integrate their understanding into a broader and more meaningful context.
