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ABSTRACT
We present AREPO-MCRT, a novel Monte Carlo radiative transfer (MCRT) radiation hydrodynamics (RHD)
solver for the unstructured moving-mesh code AREPO. Our method is designed for general multiple scattering
problems in both optically-thin and -thick conditions. We incorporate numerous efficiency improvements and
noise reduction schemes to help overcome efficiency barriers that typically inhibit convergence. These include
continuous absorption and energy deposition, photon weighting and luminosity boosting, local packet merging
and splitting, path-based statistical estimators, conservative (face-centered) momentum coupling, adaptive con-
vergence between time-steps, Implicit Monte Carlo (IMC) for thermal emission, and discrete diffusion Monte
Carlo (DDMC) for unresolved scattering, including a novel advection scheme. We primarily focus on the unique
aspects of our implementation and discussions of the advantages and drawbacks of our methods in various as-
trophysical contexts. Finally, we consider several test applications including the levitation of an optically thick
layer of gas by trapped IR radiation. We find the initial acceleration phase and revitalized second wind are con-
nected via self-regulation of the RHD coupling, such that the RHD method accuracy and simulation resolution
each leave important imprints on the long-term behavior of the gas.
Keywords: radiative transfer — radiation: dynamics — methods:numerical
1. INTRODUCTION
Observations of light at all wavelengths of the electromag-
netic spectrum have been essential to our understanding of
the cosmos and the wide range of astrophysical phenom-
ena found therein. Intense radiation from stars and black
holes can also affect the dynamical evolution of small to
large scale systems as sources of thermal, mechanical, and
chemical feedback. A substantial effort has been made to
model the interplay between gas and radiation with robust
theoretical models and numerical techniques. In many cases,
the multiscale, multiphysics nature of such problems necessi-
tates fully-coupled radiation-hydrodynamics (RHD) simula-
tions to precisely capture the underlying physics (Pomraning
1973; Mihalas & Mihalas 1984; Castor 2004).
The large variety of environments requiring the study of
RHD and decoupled radiative transfer has led to the develop-
ment of different algorithms with advantages for specialized
applications. Part of the complexity is the high dimension-
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ality of the radiation field, which can vary as a function of
space, direction, frequency, and time. Most schemes em-
ployed by modern codes can broadly be classified as: (i)
directly integrating the transport equation along characteris-
tic paths, (ii) solving discrete-ordinate representations of the
transport equation, and (iii) solving reduced-dimensionality
angular-moment equations derived with an approximate clo-
sure relation. Each of these, or hybrid combinations, have
been highly successful in exploratory and precision studies
in astrophysics. A few contemporary methods for multi-
dimensional RHD include flux-limited diffusion (FLD; Lev-
ermore & Pomraning 1981; Turner & Stone 2001; Krumholz
et al. 2007; Commerc¸on et al. 2011), first moment closure
(M1; Levermore 1984; Gonza´lez et al. 2007; Rosdahl et al.
2013; Skinner & Ostriker 2013; Kannan et al. 2019), vari-
able Eddington tensor formulations (VET; Stone et al. 1992;
Davis et al. 2012; Jiang et al. 2012, 2014), optically-thin VET
(OTVET; Gnedin & Abel 2001), adaptive ray tracing (Abel
et al. 1999; Whalen & Norman 2006; Trac & Cen 2007; Wise
& Abel 2011; Rosen et al. 2017), transport in light cones
(Pawlik & Schaye 2008), and method of characteristics mo-
ment closure (MOCMC; Ryan & Dolence 2020). The com-
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2 SMITH ET AL.
munity continues to benefit from numerous contributions en-
abling further radiative transfer studies.
In this paper, we present a Monte Carlo radiative transfer
(MCRT) implementation for the moving mesh hydrodynam-
ics code AREPO (Springel 2010; Pakmor et al. 2011, 2016;
Weinberger et al. 2020). Our efforts are complementary to
other RHD methods already implemented in the code, includ-
ing direct discretization (Petkova & Springel 2011), SIM-
PLEX triangulation (Jaura et al. 2018), and M1 closure (Kan-
nan et al. 2019). The MCRT method provides an accurate ap-
proach to modelling radiation fields by sampling from phys-
ically motivated probability distribution functions (for a re-
cent review see Noebauer & Sim 2019). Complex phenom-
ena arising from microphysical processes, such as multiple
scattering and frequency redistribution, can be accounted for
from first principles and astrophysical observables can be as-
sembled one photon packet at a time. This often leads to con-
ceptually simple implementations and interpretations of the
method. One of the main drawbacks of MCRT is the noise
from photon packet discretization. However, with enough
computational resources and efficiency improving algorithms
convergence can always be obtained to arbitrarily high accu-
racy. Quantities derived from binned photon statistics typi-
cally suffer from a slow convergence rate with the number
of samples as 1/
√
N , although this is independent of the di-
mensionality of the physical setup.
Indeed, MCRT constitutes a valuable alternative approach
to RHD that can outperform other methods in terms of ac-
curacy and emergent statistics in many computationally de-
manding situations. It is also clear that the MCRT RHD
approach is maturing with an increasing number of codes
and applications (Nayakshin et al. 2009; Noebauer et al.
2012; Cleveland & Gentile 2015; Harries 2015; Noebauer &
Sim 2015; Roth & Kasen 2015; Ryan et al. 2015; Tsang &
Milosavljevic´ 2015; Harries et al. 2017; Smith et al. 2017b;
Tsang & Milosavljevic´ 2018; Vandenbroucke & Wood 2018).
Therefore, it is timely to incorporate on-the-fly and post-
processing MCRT into AREPO for accurate native model-
ing of radiation fields and emergent observables. Especially
given the demonstrated capabilities of AREPO for study-
ing astrophysical problems over the past decade (for a brief
but comprehensive list of applications see Weinberger et al.
2020). Additional access to accurate radiative transfer on a
moving mesh can help facilitate important insights in astron-
omy spanning a wide range of scales, large and small.
Although many of the algorithms discussed in this work
are new, we have adopted or adapted most of the concepts
from the mature MCRT literature. For example, Implicit
Monte Carlo (IMC; Fleck & Cummings 1971; Brooks &
Fleck 1986; Brooks 1989) algorithms provide an essential
framework for stable and efficient time-dependent coupling
of the radiative transfer and thermal energy equations by
treating a portion of absorption followed by re-emission as
effective scattering. However, there are tradeoffs with im-
plicit schemes, for example, spurious behavior has been
found in extreme cases which can only be mitigated with cor-
rective IMC or iterative variants (Long et al. 2014; Cleveland
& Wollaber 2018). More importantly, in astrophysical ap-
plications MCRT photon packets become diffusive and inef-
ficient to track without accelerated transport. One option is
to maintain continuous photon positions with movement in
optically-thick zones according to a Modified Random Walk
(Fleck & Canfield 1984). This technique is widely used and
has undergone several recent improvements (Min et al. 2009;
Robitaille 2010; Keady & Cleveland 2017).
In practice, random walks are not always optimal because
they become inactive near cell interfaces. Still, such diffusion
approximations are necessary to obtain accurate MCRT re-
sults at high optical depths (Camps & Baes 2018). Therefore,
discrete diffusion Monte Carlo (DDMC) techniques have
been developed to increase the efficiency of MCRT calcula-
tions in opaque media (Gentile 2001; Densmore et al. 2007).
The idea is to replace many unresolved scatterings with a sin-
gle jump to a neighbouring cell based on a discretized diffu-
sion equation. Under the Fick’s law closure relation of the ra-
diative transfer equation (RTE), the diffusive term operates as
spatial leakage across cell interfaces that is naturally incorpo-
rated into the Monte Carlo (MC) paradigm. A robust hybrid
scheme allows the conversion between DDMC and MC par-
ticles for accurate propagation through optically-thin cells as
well. The DDMC method has also been extended to incorpo-
rate frequency-dependent transfer (Abdikamalov et al. 2012;
Densmore et al. 2012; Wollaeger et al. 2013; Wollaeger &
van Rossum 2014).
The paper is organized as follows. In Section 2, we dis-
cuss the main numerical methodology, emphasizing aspects
that are unique to our implementation, hereafter known as
AREPO-MCRT. In Section 3, we test our implementation
against known analytic and numerical solutions from the lit-
erature. In Section 4, we apply the code to the problem of ra-
diative forcing of a dusty atmosphere. Finally, in Section 5,
we provide a summary of findings and discussion of future
applications.
2. NUMERICAL METHODOLOGY
In this section, we describe our Monte Carlo radiative
transfer radiation hydrodynamics implementation, which is
fully integrated into the moving-mesh code AREPO (Springel
2010). Specifically, AREPO employs a second-order finite-
volume method to solve the ideal magneto-hydrodynamical
equations on an unstructured Voronoi tessellation, which is
free to move with the local fluid velocity. Native ray tracing
through 3D Voronoi tessellations is well understood in com-
putational geometry and has been employed by several post-
processing MCRT codes with great success (Camps et al.
2013; Camps & Baes 2015; Hubber et al. 2016; Smith et al.
2017a). We therefore focus on physics rather than geometry
in this section.
2.1. Radiation transport
The specific intensity Iν(r,n, t) encodes all information
about the radiation field taking into account the frequency ν,
spatial position r, propagation direction unit vector n, and
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time t. The general RTE is given in the lab frame by
1
c
∂Iν
∂t
+ n · ∇Iν = jν − kνIν , (1)
where kν is the absorption coefficient and jν is the emission
coefficient. We define the mean intensity as Jν ≡ 14pi
∫
dΩIν ,
which is related to the energy density by uν = 4pic Jν . To
avoid confusion, in this paper we denote the gas internal en-
ergy density by ug.
In this paper we restrict the discussion to monochromatic
radiation, although this is not required in the code and will
be relaxed in future applications. In this context a conve-
nient parametrization for the absorption coefficient is through
a constant opacity κ ≡ k/ρ and scattering albedo A ≡
ks/(ks + ka), where ρ denotes the gas density and ks and ka
are the purely scattering and absorbing components. Further-
more, if we assume local thermodynamic equilibrium (LTE)
then the right-hand-side of equation (1) simplifies to include
(i) dust absorption and thermal emission as ka(B − I) based
on the Planck function B at temperature T , (ii) isotropic
elastic scattering as ks4pi
∫
[I(n′) − I(n)]dn′ = ks(J − I),
and (iii) external sources jext, e.g. geometrically assigned
sources. For completeness, the Planck (blackbody) distri-
bution is defined as Bν(T ) ≡ 2hν3c2 (ehν/kBT − 1)−1 with
a normalization such that the energy density that radiation
would have if it were in thermodynamic equilibrium with gas
is ur = 4pic
∫
Bν(T ) dν = aBT 4. Finally, the Planck mean
absorption coefficient is kP =
∫
kν,aBν(T ) dν/
∫
Bν(T ) dν,
which is trivially ka under the assumption of a frequency-
independent (grey) opacity. Thus, we summarize the simpli-
fied version of equation (1) as
1
c
∂I
∂t
+ n · ∇I = ka(B − I) + ks(J − I) + jext . (2)
The radiation flux and pressure are given by Fν =
∫
dΩIνn
andPν ≡ c−1
∫
dΩIνn⊗n, respectively. Therefore, the mo-
ment equations provide a general framework for radiation-
gas coupling:
∂u
∂t
+∇ · F = cka(ur − u) (3)
and
1
c2
∂F
∂t
+∇ · P = −kF
c
. (4)
For presentation purposes we do not show moments of jext.
2.2. Radiation hydrodynamics
The equations governing non-relativistic hydrodynamics
can be written in an Eulerian reference frame as a set of con-
servation laws for mass, momentum, and total energy (Castor
2004):
∂ρ
∂t
+∇ · (ρv) = 0 , (5)
∂ρv
∂t
+∇ · (ρv ⊗ v) +∇P = kF
c
, (6)
and
∂ρe
∂t
+∇ · [(ρe+ P )v] = cka(u− ur) + v · kF
c
. (7)
Here, ρ is the density, v the velocity, P the pressure, e ≡ +
1
2 |v|2 the total specific energy. We typically assume an ideal
gas equation of state so the pressure is isotropic and specified
by P = (γad − 1)ug, where ug = ρ and γad ≡ CP /CV
is the adiabatic index, or ratio of specific heat at constant
pressure to that at constant volume. These equations would
also be modified in the presence of additional physics, such
as magnetic fields or self-gravity, which is already present in
the AREPO code (Springel 2010; Weinberger et al. 2020).
In the current work we primarily focus on the MCRT and
RHD physics, noting that we expect to improve the imple-
mentation as needed for future applications. For now, the
radiation is coupled to the hydrodynamics with standard op-
erator splitting that is formally first order in time and space.
While second order schemes for spatial emission sampling
and path integration utilizing the gradient information in
AREPO are possible, we leave the exploration of potential
benefits to future work. At this point we also require global
time-stepping, but plan to allow compatibility with the in-
dividual time-stepping scheme of AREPO, i.e. the efficient
factor of two hierarchy of time-steps, which would then also
benefit from a second order time-integration scheme.
The energy and momentum exchanged between gas and
radiation is performed at the end of each time-step as fol-
lows. Firstly, emission processes can remove internal en-
ergy from the gas, which is converted to radiation as MC
photon packets. Secondly, the MCRT transport calculations
are performed, meanwhile tracking the cumulative interac-
tions with gas due to photon absorption and scattering pro-
cesses. Lastly, the conserved gas quantities are collectively
updated to reflect the net exchange. In the next section we
describe the IMC technique to treat the source and transport
steps (semi-)implicitly. The mesh configuration remains un-
changed during transport, however photon packets generally
persist across time-steps. This is achieved by saving the par-
ticle positions along with the host cell indices, which are vali-
dated before transport via a breadth-first face neighbor walk.
The photon packets are also efficiently exchanged between
tasks during a domain decomposition. Non-local transport is
handled by collecting photons at domain boundaries and then
sending batches via asynchronous point-to-point communi-
cation patterns (similar to Rosen et al. 2017). Additional de-
tails of the implementation are described in the remaining
subsections.
2.3. Implicit Monte Carlo
Under LTE conditions, radiation and gas are tightly cou-
pled through the strong temperature dependence of the ther-
mal emission. The IMC algorithm employs a semi-implicit
time discretization to transform the non-linear thermal RTE
into a system of linearized equations naturally incorporated
into the MC method. Effectively, the method replaces a por-
tion of absorption and re-emission with elastic scattering,
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thus reducing the amount of quasi-equilibrium energy ex-
change between gas and radiation. We refer the interested
reader to Fleck & Cummings (1971) and Wollaber (2016)
for detailed derivations and numerical discussions. For our
purposes, we introduce the material equation as (simplified
following equation 2)
1
c
∂ug
∂t
=
1
cβ
∂ur
∂t
= ka(u− ur) , (8)
where β ≡ ∂ur/∂ug quantifies the thermal coupling. We
then expand ur to first order in time for t ∈ [tn, tn+1]
ur(t) ' unr + α∆t(∂ur/∂t)n . (9)
The parameter α ∈ [0, 1] is a coefficient that interpolates be-
tween a fully explicit (α = 0) and implicit (α = 1) scheme
for updating ur over the time-step ∆t. Substituting ur(t)
from equation (9) into (8) and eliminating (∂ur/∂t)n gives
the following:
ur(t) = fu
n
r + (1− f)u , (10)
in which we have introduced the so-called Fleck factor
f ≡ 1
1 + αc∆tβkP
=
1
1 + 4αc∆t(1−A)κur/ , (11)
where in the second equality we assume a constant scatter-
ing albedo A, opacity κ, and an ideal gas equation of state
such that β = 4ur/ug. Finally, we substitute ur from equa-
tion (10) into equation (2) to obtain the implicit radiation
transport equation:
1
c
∂I
∂t
+ n · ∇I = kea(B − I) + kes(J − I) + jext , (12)
where the effective absorption and scattering coefficients are
kea ≡ fka (13)
and
kes ≡ ks + (1− f)ka . (14)
Thus, after calculating the Fleck factor the numerical radia-
tion transport coefficients are modified to reflect the replace-
ment of a portion of thermal absorption with scattering. For
notational simplicity, we drop the ‘effective’ subscript with
the understanding that the IMC scheme is implied through-
out.
2.4. Monte Carlo procedure
Under the MCRT paradigm we represent the specific in-
tensity with an ensemble of photon packets, which are each
characterized by an energy weight εk, position rk, normal-
ized direction nk, and time tk, where the index k refers to an
individual MC packet. We emphasize that in our implemen-
tation different MC photon packets can each have varying
energies, which can greatly improve the sampling and con-
vergence statistics. AREPO employs a finite-volume method
to solve the gas conservation equations so in the first order
scheme we assume constant gas properties within each cell.
We treat the thermal emission term kaB in equation (2) as
a continuous process for the gas but stochastically for radia-
tion. The total thermal radiation energy emitted by each cell
assuming grey opacity is
∆Eem,i = c∆tVikaaBT
4 , (15)
where ∆t denotes the time-step and Vi is the current volume
of cell i. We note that with IMC the emission term is cor-
rected by the Fleck factor as inherited from equation (13).
For numerical stability, we subtract this exact energy from
each gas cell, however the insertion of MC packets is neces-
sarily discretized. This is achieved by constructing the cu-
mulative distribution function from individual cells, drawing
a random number to find the emitting cell, and assigning the
photon packet position uniformly within the Voronoi cell vol-
ume. The emission direction is isotropic in the comoving
frame of the gas and the time is uniformly distributed over
the duration of the time-step, tk ∈ [tn, tn+1]. Furthermore,
we incorporate an emission weighting scheme to accelerate
the convergence of MC sampling. This allows simulations to
dynamically allocate photon packets to optimally sample the
radiation field, which we currently implement as a power law
luminosity boost ∝ Lγ properly normalized to conserve en-
ergy. Specifically, γ ∈ (0, 1) alleviates the 1/Nph sensitivity
limit inherent to uniform sampling, thereby reducing emis-
sivity disparities that often lead to statistical noise in dim re-
gions and unnecessary oversampling in bright regions. If the
total radiation energy at a given time is En then the photon
weight is wk ≡ εk/En, so by construction
∑
wk = 1.
The subsequent transport of photon packets follows the
usual MC procedure for scattering and escape (e.g. Smith
et al. 2015; Tsang & Milosavljevic´ 2015). We determine
the optical depth to scattering based on an exponential dis-
tribution, i.e. τscat = − ln ζ where ζ is a random number
uniformly distributed in [0, 1]. The location of the scatter-
ing interaction is calculated implicitly via piecewise constant
integration, i.e. by continually moving the photon through
each cell until τscat is exhausted. After each scattering event
the photon is assigned a new direction nk and the ray-
tracing procedure continues until the photon (i) reaches the
end of the time-step, (ii) arrives at a specified escape crite-
rion, or (iii) is removed by an absorption process (see Sec-
tion 2.6). Each time the photon moves a distance ∆`k there
is a corresponding change in position of ∆rk = ∆`knk,
elapsed time of ∆tk = ∆`k/c, and traversed optical depth of
∆τk = ks∆`k.
2.5. Photon splitting and merging
The instantaneous representation of the MCRT radiation
field is the result of non-trivial sourcing and transport. In ad-
dition, photons persist across time-steps, which can lead to
dense accumulations of packets in regions of (r,n, ν) phase
space. We therefore implement photon splitting and merg-
ing. Specifically, at the beginning of each time-step we split
MONTE CARLO RADIATION HYDRODYNAMICS IN AREPO 5
statistically overweight packets, e.g. down to a few standard
deviations above the mean, εk & 〈ε〉+ fsplit〈〈ε2〉− 〈ε〉2〉1/2.
This simple prescription efficiently regulates the distribution
of packet weights during transport calculations to reduce un-
necessary variance. We note that in scattering media redun-
dant photons quickly disperse to better sample alternative tra-
jectories. In the future, particular applications may require
additional splitting criteria to increase the signal-to-noise in
optically-thin regions or at large distances from the last scat-
tering or emission event (e.g. similar to Harries 2015).
We also implement optional photon merging schemes to
combine underweight photons, remove redundant informa-
tion, or reduce the total number of photons in the simulation.
As packets are already assigned to gas cells, at the end of
each time-step we perform a linear sort to count and identify
merger candidates as groups of packets sharing a common
host cell. This has the advantage of being computationally
efficient and ensuring that the merged packets remain within
the convex hull of the Voronoi cells. Once we have a list of
photons in each cell we can further bin them into directional
groups to preserve angular information after grouping. How-
ever, binning can lead to numerical artifacts by biasing paths
towards certain directions. Therefore, our preferred imple-
mentation iteratively merges the pair of photons with closest
angular separation, until all pairs exceed a threshold angle,
e.g. θ > 30◦. This has the advantage of being unique and not
favouring any particular directions. Although our algorithm
is technically O(N2), a matrix-like data structure means we
only recompute dot products for the row and column of the
new merged packet, retaining angles for unaffected pairs and
shrinking the effective matrix by filling in the removed row
and column with the last one. In practice the merging cal-
culations are a negligible fraction of the overall simulation
runtime.
While merging can result in information loss, it is straight-
forward to characterize. Specifically, the merger only pre-
serves the group momentum and center of energy posi-
tion. For a pair of photons the new energy is ε′ = (ε21 +
ε22 + 2ε1ε2 cos θ)
1/2, which for equal weight photons re-
sults in a fractional loss of floss = 1 − ε′/(ε1 + ε2) =
1− 12
√
2 + 2 cos θ ≈ 18θ2 +O(θ4), such that the maximum
is floss . 3.4% (θ/30◦)2.
2.6. Continuous absorption
We employ the continuous absorption method to minimize
MC sampling noise. Treating the −kaI term in equation (1)
deterministically is a variance-reduction technique that accel-
erates the convergence of the radiation field by adjusting the
weight of photon packets. Thus, after considering all other
event-based processes, such as scattering or grid traversal,
the photon energy weight is reduced by e−τa , where for no-
tational simplicity we use τa ≡ ka∆`k. Photon packets with
negligible weight can be eliminated by applying a threshold
condition, e.g. wk > wmin ∼ 10−10. Furthermore, the inter-
nal energy deposited to the gas is
∆Eabs,i =
∑
paths
εk(1− e−τa) , (16)
where the sum is over all photon paths within cell i. We
also employ a path-based estimator for the radiation en-
ergy density specifically accounting for the decreasing en-
ergy contribution due to continuous absorption (Smith et al.
2018). Otherwise the energy and momentum deposition can
be overestimated, especially in cases where the absorption
optical depth is greater than unity. The correction factor is∫ τa
0
e−τ
′
a dτ ′a/τa = (1− e−τa)/τa, or approximately 1− τa/2
in the optically-thin limit for absorption, which is important
for numerical stability although we use the exact expression
in the equations that follow. The corresponding corrected en-
ergy density based on the total residence time of propagating
photons is (Lucy 1999)
ui =
∑
paths
εk
Vi
(1− e−τa)
kac∆t
, (17)
with the sum again over all paths within cell i.
2.7. Momentum coupling
The momentum deposition is also path-based and includes
both absorption and scattering contributions as
∆pi =
∑
paths
τεk
c
(
1− e−τa
τa
)
nk . (18)
Furthermore, because scattering occurs in the comoving
frame the following kinetic energy is also transferred to the
gas:
∆Ekin,i = v ·∆pi . (19)
We note that momentum coupling in non-Cartesian coordi-
nates is complicated by the fact that the reference unit vectors
can change along traversed paths. In Appendix A, we pro-
vide additional discussion specific to calculations in spherical
geometry, which is commonly used in astrophysical simula-
tions.
We have implemented two methods for momentum cou-
pling that incorporate different meanings to the summations
in equation (18). The first assigns the momentum directly
to the host cell, i.e. the usual volume-integrated coupling.
However, this can underestimate the radiation pressure force
in the immediate vicinity around unresolved sources and
therefore the impact on gas properties (Hopkins & Grudic´
2019). It is often impractical to resolve photon mean-free-
paths in hydrodynamics simulations so we provide a general
Monte Carlo solution to conserve momentum in such cases.
Our approach is a neighbor-based method, which also ap-
plies momentum to the cell that the photon packet would en-
ter next. In the case of multiple scattering, momenta from
each segment of the overall trajectory are imparted indepen-
dently onto different neighbors according to individual path-
based estimators. The schemes we propose are also particu-
larly well suited for the unstructured meshes encountered in
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AREPO, and adhere to the MCRT philosophy of accurately
capturing sub-grid physical interactions1.
We emphasize that both volume- and face-integrated meth-
ods can lead to unphysical results for isotropic sources em-
bedded within optically thick cells. For example, a con-
stant luminosity point source with negligible absorption pro-
duces an inverse square law flux F = Lrˆ/(4pir2), such
that the energy density for a pure scattering medium is given
by F = −c∇u/3k and u = 3kL/(4picr). By employing
Gauss’s theorem the integrated momentum rate is
p˙tot =
∫
kF
c
dV =
∮
u
3
dA =
∮
kL
4picr
dA . (20)
If the source is located near a cell center then the net mo-
mentum is zero even though the correct radially-outward
value, corresponding to a sphere with differential surface area
dA = r2dΩrˆ, is
p˙r,tot = [p˙tot · rˆ]r=const =
τ(< r)L
c
. (21)
The neighbor method conserves the total momentum be-
cause the integration is always directed towards an interface
with positive vector orientation. However, as discussed by
Hopkins & Grudic´ (2019), by representing cell interfaces as
planes with finite area a fraction of momentum is lost due to
residual vector cancellation in the transverse directions. To
gain intuition, we approximate cells as having N faces sub-
tending equal solid angles of 4pi/N . We further approximate
each face as a disk at a distance z with relative differential
surface area dA/z2 = 2piϕdϕzˆ and maximum conic open-
ing angle ϕmax ≈ 2/
√
N . Thus, the total relative momentum
rate is
p˙N,tot
p˙r,tot
≈ N
2
∫ ϕmax
0
ϕ dϕ√
1 + ϕ2
≈ 1− 1
N
+O (N−2) , (22)
so a Voronoi tessellation with a larger number of neighbors
will have a smaller geometric loss than a regular Cartesian
grid.
On the other hand, if a similar source is located near a cell
interface then a purely neighbor-based method encounters a
scenario in which momentum is conserved but imparted to
the wrong cells. This is because the cells hosting the photons
are transparent to the momentum, even though this is where
the unresolved absorption and scattering actually takes place.
One solution is to construct a local tessellation around each
source as is done by Hopkins & Grudic´ (2019), but this is
not practical for MCRT. Instead we propose a scheme which
interpolates between the volume- and face-integrated meth-
ods, such that the total momentum is split between the host
1 We recognize that alternative approaches could give qualitatively similar
results. For example, the RTE might admit an exact or approximate solution
including only local sources, which would provide the initial conditions for
non-local MCRT with standard volume-integrated momentum coupling.
and neighbor cells. Specifically, the adjacent cell receives the
escaping portion of momentum,2 i.e.
∆pneib =
τεk
c
e−(τs,neib−τs)
∫ τ
0
e−τ
′
a e−(τs−τ
′
s ) dτ ′
=
τεk
c(τs − τa)e
−τs,neib (eτs−τa − 1) (23)
=

εk
c e
−τneib (eτ − 1) τs = τ , τa = 0
εk
c (1− e−τ ) τa = τ , τs = 0
τεk
c e
−τs,neib τs = τa = τ/2
.
Here, τεk/c is the uncorrected momentum, e−(τs,neib−τs) ac-
counts for deflection after the scattering event, and the path
integral provides a correction factor due to continuous ab-
sorption but no scattering over the remaining distance to ∆`k.
The host cell receives the remaining momentum, ∆phost =
∆p−∆pneib, calculated from equation (18). In optically thick
environments dominated by scattering the momentum flux is
double counted as there is no longer any vector cancellation
within a skin depth of cell interfaces (τ ∼ 1). This outward
momentum is never added to the host but is likely to be re-
turned by scattering back into the cell. Thus, we reduce both
the neighbor and host momenta (self-cancelling) afterwards
to account for the return likelihood
η =
k + ks,neibe
−ks∆rcell
k + ks,neib
, (24)
where ∆rcell is a cell size to estimate the local scattering op-
tical depth, e.g. half the minimum separation between neigh-
boring mesh generating points. The value is η = 1 for pure
transmission and η = 1/2 for pure isotropic scattering. Fi-
nally, we account for self-absorption by subtracting the por-
tion of momentum with positive orientation with respect to
its center of mass rhost, corresponding to a distance of
∆`host ≡ nk · (rhost − rk) . (25)
There are three cases: (i) if ∆`host ≥ ∆`k then all the mo-
mentum from equation (18) is imparted to the host, (ii) if
∆`host ≤ 0 then the momentum from equation (23) is im-
parted to the neighbor, and (iii) otherwise the neighbor mo-
mentum is reduced by the portion of momentum ∆pself cal-
culated by setting τ = τhost in equation (23) so the remaining
momentum is ∆phost = ∆p −∆pneib + ∆pself. In each case
both the neighbor and host momenta are afterwards reduced
by η from equation (24), with ks,neib replaced by ks for the
portions imparted to the host cell. For clarity, in Figure 1
we provide a diagram illustrating examples of each of these
cases.
2 The momentum formulations presented in equations (18) and (23) are each
required to satisfy the additive property that the total momentum can be
separated into disjoint parts: ∆pAC = ∆pAB + ∆pBC.
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 `host
Figure 1. Diagram illustrating the optional momentum scheme that
interpolates between volume- and face-integrated methods. First, if
∆`host ≥ ∆`k, then all the momentum from equation (18) is im-
parted to the host. Second, if ∆`host ≤ 0, then the momentum from
equation (23) is imparted to the neighbor. Otherwise, the total mo-
mentum is split between the host and neighbor cells as described in
the text following equations (23–25).
2.8. Adaptive convergence
Noise is an inherent feature of MCRT, which can compro-
mise the simulation accuracy when coupling to the hydrody-
namics if convergence is not reached. Fortunately, the error
is straightforward to quantify because the photon discretiza-
tion is essentially a Poisson process and the relative signal
to noise ratio increases with the number of photon packets as
SNR ∝ √N . For path-based Monte Carlo estimators the dis-
tribution for continuous energy deposition ∆E (from equa-
tions 16 and 17) can be highly unpredictable. However, if we
estimate the discretized path integration as a weighted Pois-
son process then the relative error in cell i is given by3
δi ≡
√∑
∆E2∑
∆E
. (26)
In practice, there are also a fixed number of pre-existing
packets carried over from previous time-steps. These
contribute to the overall path statistics but their vari-
ance contribution cannot be reduced. Our approach is to
reweight equation (26) by the appropriate relative energy, i.e.∑
∆E/(
∑
∆E +
∑
∆Epre). This is equivalent to ignoring
the pre-existing variance in on-the-fly estimates, but properly
accounts for adaptive convergence in time-dependent simula-
tions. We note that the property of diminishing returns can
necessitate a large number of photons for high resolution 3D
simulations. However, with enough computational resources
the noise can always be maintained below a specified toler-
3 In this subsection we abbreviate some notation to simplify the discussion
of statistical moments, i.e. we do not explicitly include repetitive cell and
path subscripts such as (
∑
paths ∆E)i.
ance level, e.g. δgoal = 0.1 for smaller than ten per cent local
error.
Additionally, the global number of photons required to
achieve convergence strongly depends on the overall con-
ditions of the gas and radiation. Therefore, we implement
an adaptive convergence scheme such that the emission and
propagation of new photons during each time-step is per-
formed iteratively in batches. We employ a threshold-based
metric to ensure the unconverged fraction remains low, e.g.
fgoal = 0.1 for over ninety per cent confidence of global con-
vergence. Specifically, the effective fraction is
f ≡
∑
δi>δgoal
wi , (27)
where the sum is over all unconverged cells, i.e. δi > δgoal,
and the cell weight is proportional to the new energy density
from the time-step wi ∝
∑
∆E/Vi normalized such that∑
wi = 1. The size of subsequent batches is based on the
current level of convergence. In our current implementation
we employ a rapid growth mode to find the order of magni-
tude for the number of photons needed for convergence and
a slower reduction mode until the threshold is attained, i.e.
f < fgoal. If this is not satisfied then to avoid overcompen-
sating during initial iterations we multiply the unconverged
fraction by a factor of 1 − ∆Nph/2Nph, where ∆Nph is the
number of photons in the most recent batch andNph is the cu-
mulative total from all batches. If f > 1/2 the growth mode
increases the number of photons in the next batch by a factor
of 22f−1, otherwise the reduction mode decreases the next
batch by a factor of 1.1− log(2f)/ log(2fgoal). For additional
control we also limit the batch sizes between minimum and
maximum values such that ∆Nph,min < ∆Nph < ∆Nph,max.
Finally, we note that the variance-to-mean ratio may lead
to artificial convergence if the contributions are from highly
skewed distributions. In this case it is possible to probe
higher moments, such as the variance of the variance (VOV),
which measures the relative statistical uncertainty in the es-
timated relative error and can be approximated as VOV =∑
(∆E − ∑∆E)4/∑(∆E − ∑∆E)2. Such statistics
may still not provide the full picture but can be easily cal-
culated on-the-fly and included in output files as a way to in-
telligently lower resolution to ensure sufficiently high signal
to noise for internal and observed quantities. Still, MCRT
convergence schemes may also benefit from tests that are
not based on extrapolation. For example, one might con-
sider the variance between chains of photon trajectories as
is done with the Gelman–Rubin diagnostic widely employed
in Bayesian inference (Gelman & Rubin 1992). We expect
such tests to be more robust but also difficult to implement in
practical applications so we leave this for future studies.
2.9. Discrete Diffusion Monte Carlo
When the mean free paths of photons are unresolved in
a simulation setup those cells are within the radiative diffu-
sion regime. In this case the transport term can be approx-
imated by an isotropic diffusion process. Specifically, we
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apply Fick’s law as a closure relation to the zeroth order mo-
ment equation, such that the radiative flux is proportional to
the energy density gradient F = −c∇u/3ks. The basic form
of the RTE without source terms is now4
1
c
∂u
∂t
=∇ ·
(∇u
3ks
)
≡ Lu . (28)
Since AREPO is a finite volume code based on a Voronoi tes-
sellation of mesh generating points, we recast the local linear
operator on the right hand side of equation (28) into the form
(for a similar discussion including anisotropic diffusion see
Kannan et al. 2016)
Lu = lim
V→0
1
V
∫
∇ ·
(∇u
3ks
)
dV , (29)
and apply Gauss’s divergence theorem to get
Lu = lim
V→0
1
V
∮ ∇u
3ks
· dA . (30)
Therefore, the discretized radiation energy density in a finite-
volume scheme on an unstructured mesh for each cell i over
all neighbor cells δi is
Lui =
∑
δi
Aδi
Vi
(uδi − ui)
3∆τs,δi
≡
∑
δi
kδileak(uδi − ui) , (31)
where Vi is the current cell volume, Aδi is the area of the
shared face, and ∆τs,δi ≡ (ks,i + ks,δi)∆rδi/2 is the op-
tical depth between the two mesh generating points, i.e.
∆rδi ≡ ‖rδi − ri‖ with the cell interface halfway between.
We note that the general form for the ‘leakage coefficients’
kδileak in equation (31) reduce to the expressions previously
found for non-uniform Cartesian and spherical geometries
(e.g. Densmore et al. 2007; Abdikamalov et al. 2012; Tsang
& Milosavljevic´ 2018). In the MCRT interpretation this dis-
cretization of the diffusion operator provides the mechanism
for spatial transport of photon packets, with the final form of
equation (31) arranged to highlight photon flux conservation
across cell interfaces.
2.9.1. Semi-deterministic DDMC momentum deposition
The MC procedure and RHD coupling is similar to that
of continuous MCRT. However, the optical depth to scat-
tering and distance to the neighboring cell are replaced by
an effective distance to leakage drawn from an exponential
distribution, i.e. ∆`k = − ln ζ/kδileak. The traversed opti-
cal depth is then τ = k∆`k, such that the energy deposi-
tion and residence energy density are still given by equa-
tions (16) and (17), respectively. However, the typical mo-
mentum imparted according to equation (18) is too large by
a factor of τs,δi, which can be seen via direct substitution of
4 Under the continuous absorption method only scattering is included as pho-
tons are reweighted according to the e−τa correction factor.
the leakage coefficient: 〈∆ptot〉 ≈ τεk/c = kεk/ckδileak =
3k∆τs,δiViεk/cAδi ≈ ∆τs,δiτiεk/c, with the final approx-
imation valid for a spherical cell with radius ri and optical
depth τi = kri. Following after equation (20) but including
both scattering and absorption gives
∆p˙ =
∫
kF
c
dV =
∮
u
3
dA ≈
∑
δi
Aδi
3
u¯ , (32)
where the bar denotes the average value at the cell interface,
which is approximately u¯ ≡ (ui + uδiki/kδi)/2 for an un-
structured mesh and also accounts for a changing absorption
coefficient across neighbors. To our best knowledge, this
semi-deterministic DDMC momentum scheme has not ap-
peared previously in the literature. It is variance reducing
and efficiently applied at the end of the MCRT calculations.
2.9.2. Hybrid IMC–DDMC
The DDMC method is accurate as long as the diffusion
approximation holds within the host cell, which can be vi-
olated when transitioning to optically-thin regions. There-
fore, following Densmore et al. (2007) we implemented a hy-
brid transport scheme in which DDMC packets can convert
to spatially continuous MC packets and vice versa, depend-
ing on whether the cell optical depth is sufficiently large, i.e.
how τi = ks,i min{∆rδi} compares to τDDMC. We briefly
summarize the main ideas of the hybrid scheme adopting the
‘asymptotic diffusion limit’ as the interfacing boundary con-
dition. If τi < τDDMC, then the leakage coefficient is rede-
fined to be
kδiDDMC→MC =
1
3∆rδi
2
ks,i∆rδi + 2λ
, (33)
where λ ≈ 0.7104 is the constant extrapolation distance (Ha-
betler & Matkowsky 1975). If this corresponds to the mini-
mum distance then the DDMC packet becomes an MC packet
with a random position on the cell interface and an isotropic
outward direction. On the other hand, if an MC packet moves
into a neighbouring cell that is optically thick then it is con-
verted into a DDMC packet in that cell with probability
P δiMC→DDMC =
2
ks,δi∆rδi + 2λ
(
2
3
+ µ
)
, (34)
where µ is the directional cosine for the MC packet with
respect to the cell interface. Otherwise, the packet scatters
back into the original cell with a random isotropic inward
direction. To have a valid probabilistic interpretation, we re-
quire P δiMC→DDMC ∈ [0, 1] for µ ∈ (0, 1], which imposes a
condition that τDDMC & 2, although we suggest a more con-
servative choice of τDDMC = 5. To further explore this hy-
brid scheme, in Appendix B we demonstrate the validity of
our new semi-deterministic DDMC momentum scheme from
equation (32) across extreme DDMC–MC transitions.
2.10. DDMC with advection
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We now present a new unsplit DDMC scheme to incorpo-
rate an advection term into the leakage coefficients, which
can be important in the dynamical diffusion regime where
τv/c & 1. Following Section 2.9, the basic form of the RTE
without source terms is now
1
c
∂u
∂t
=∇ ·
(∇u
3ks
− vu
c
)
≡ Lu . (35)
In the finite volume framework, we recast the local linear
operator on the right hand side of equation (35) into the form
Lu = lim
V→0
1
V
∫
∇ ·
(∇u
3ks
− vu
c
)
dV , (36)
and apply Gauss’s divergence theorem to get
Lu = lim
V→0
1
V
∮ (∇u
3ks
− vu
c
)
· dA . (37)
Therefore, the discretized radiation energy density in a finite-
volume scheme for each cell i over all neighbor cells δi is
Lui =
∑
δi
Aδi
Vi
[
uδi − ui
3∆τs,δi
− v¯u¯
c
]
(38)
=
∑
δi
Aδi
Vi
[(
1
3∆τs,δi
− v¯
2c
)
uδi −
(
1
3∆τs,δi
+
v¯
2c
)
ui
]
,
where Vi is the current cell volume, Aδi is the area of the
shared face, and ∆τs,δi ≡ (ks,i + ks,δi)∆rδi/2 is the op-
tical depth between the two mesh generating points, i.e.
∆rδi ≡ ‖rδi − ri‖ with the cell interface halfway be-
tween. The bar denotes the average at the cell interface,
which to first order is approximately u¯ ≡ (ui + uδi)/2 and
v¯ ≡ (vi+vδi)·(rδi−ri)/2∆rδi. In the MCRT interpretation
this discretization provides the mechanism for spatial trans-
port of photon packets, with the final form of equation (38)
arranged to highlight the asymmetric leakage due to the pre-
ferred direction of the gas motion. In fact, the inhibited- or
enhanced-leakage coefficients are modified to reflect advec-
tive transport, which can be succinctly implemented by notic-
ing that kδileak,adv = k
δi
leak(1 + 3∆τs,δiv¯/2c).
We note that negative leakage coefficients are possible
when the oncoming flow overwhelms the probability of up-
stream diffusion, and should be ignored. While this interpre-
tation is physically meaningful, such a logical inconsistency
is indicative of either insufficient spatial resolution or that a
fully relativistic treatment of radiative transfer is necessary.
Of course, even first order comoving-frame DDMC is not
needed for our present applications, but we hope this will
serve as a useful tool in the DDMC community. The Doppler
correction terms may also be treated in an analogous fashion.
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Figure 2. Radiation energy density u(r) for a pulse source dif-
fusing in a uniform medium over several doubling times, t =
{1, 2, 4, 8, 16} × 10−2 tdiff, where the diffusion time is tdiff =
3
2
τtlight = 3kR
2/2c. The analytic solution from equation (41) is
shown by the black curves. For convenience the axes have been
rescaled into dimensionless units.
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Figure 3. Radiation energy density u(r) for a constant source
diffusing in a uniform medium over several doubling times, t =
{1, 2, 4, 8, 16, 32, 64} × 10−2 tdiff, where the diffusion time is
tdiff =
3
2
τtlight = 3kR
2/2c. The analytic solution from equa-
tion (42) is shown by the black curves with the final thick black
curve showing the steady-state solution, u = 3kL/4picr.
Finally, the momentum should also be modified:
∆p˙adv =
∫
∇ ·
(
v ⊗ F
c2
)
dV
= −
∮ (
v ⊗ ∇u
3ck
)
· dA
≈ −
∑
δi
Aδiv¯
3c∆τδi
(uδi − ui) , (39)
such that the momentum correction over the time-step is
∆padv ≈ −
∑
δi
kδileakVi∆t(uδi − ui)
v¯
c
. (40)
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Figure 4. Volume-weighted L1 error of the radiation energy den-
sity,
∫ |u − uexact| dV/ ∫ dV , for the pulse and constant source
diffusion tests as a function of the number of radial bins Nbins.
We also show results with different numbers of photon packets
Nph ∈ {104, 105, 106} (per diffusion timescale for the constant
source case). The errors are normalized to the total radiation en-
ergy and time averaged. The MCRT noise follows the expected
∝√Nbins/Nph relation for the number of bins and photon packets.
3. TEST PROBLEMS
3.1. Grey diffusion
To test the spatial transport of the MC particles we con-
sider pure scattering in optically thick media. In the case of a
constant scattering coefficient this is equivalent to a random
walk with a mean free path of λmfp = k−1. For an arbitrary
reference length-scale R  λmfp, the light crossing and dif-
fusion times are tlight = R/c and tdiff = 32τtlight = 3kR
2/2c.
Therefore, the evolution of the radiation energy density is
governed by a diffusion equation ∂u/∂t = (c/3k)∇2u and
the solution given an initial point source impulse of energy
E0 is
u˜ =
e−r˜
2/2t˜
(2pit˜)3/2
, (41)
where we have rescaled into dimensionless units with radius
r˜ = r/R, time t˜ = t/tdiff, and energy density u˜ = uR3/E0.
Our spatial transport test consists of a low resolution 3D
Cartesian grid initialized with 106 photon packets at the cen-
ter at t = 0. The mesh configuration and resolution do
not matter for this test because we output the photon pack-
ets and bin their positions in spherical shells for statistics
that directly correspond to the analytic solution from equa-
tion (41). We have verified that the cell-based energy den-
sity and momentum estimators give the same results, al-
though path-based estimators represent averages over dis-
crete time-steps and cell volumes. Fig. 2 shows the radia-
tion energy density radial profile over several doubling times,
t = {1, 2, 4, 8, 16} × 10−2 tdiff. The simulation provides ex-
cellent agreement with the exact analytical solution of equa-
tion (41). To simulate an infinite domain, we employ peri-
odic boundary conditions but keep track of the domain tiling
to retain the absolute positions of each photon packet.
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Figure 5. Relative simulation runtime for the pulse and constant
source diffusion tests as a function of the cell optical depth resolu-
tion ∆τcell. Aside from code overheads, these tests demonstrate that
pure MCRT is approximately independent of the simulation resolu-
tion, while hybrid MCRT–DDMC exhibits the expected ∝ ∆τ−2cell
speedup from bypassing sub-grid scattering calculations. The sim-
ulations have the same characteristic optical depth of τ = 512 and
are run for a full diffusion timescale on a periodic domain.
We also test the spatial diffusion of photon packets under
a constant luminosity point source L. This is the same setup
as before but the evolution of the radiation energy density is
given by
u˜ =
3
4pir˜
erfc
(
r˜√
2t˜
)
, (42)
where we have again rescaled into dimensionless units with
radius r˜ = r/R, time t˜ = t/tdiff, energy density u˜ =
u cR2/τL, and the steady-state solution is u˜|t→∞ = 3/4pir˜.
For this test we emit photon packets from the center at
a constant rate of 5 × 106/tdiff. Fig. 3 shows the ra-
diation energy density over several doubling times, t =
{1, 2, 4, 8, 16, 32, 64} × 10−2 tdiff. The simulation provides
excellent agreement with the analytical solution of equa-
tion (42).
With exact solutions in hand we can directly quantify the
numerical error of scattering dominated transport. In Fig. 4
we present the volume-weighted L1 error of the radiation
energy density,
∫ |u − uexact| dV/ ∫ dV , for the pulse and
constant source diffusion tests as a function of the number
of radial bins Nbins and photon packets Nph. The errors are
normalized such that the total radiation energy is one, even
for the constant source that would otherwise grow in time.
We are also careful to integrate the analytic solutions from
equations (41) and (42) over the same volumes as the MCRT
radial bins. The time-averaged comparisons therefore rep-
resent the precise numerical error due to the random walk
process. In fact, we recover the expected ∝ √Nbins/Nph
noise relations for the number of bins and photon packets.
We note that path based estimators would allow photons to
contribute to multiple cells thereby significantly reducing the
error beyond what is shown. However, a fair comparison in
general 3D geometry would require a more complex treat-
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Figure 6. Radiation energy density u(z) for grey diffusion under-
going constant relative motion in a uniform medium over several
doubling times, t = {1, 2, 4, 8, 16, 32, 64} × 10−2 tdiff, where the
diffusion time is tdiff = 12τtlight = kR
2/2c. The numerical solution
(colored curves) employ the DDMC advection scheme and the an-
alytic solution (black curves) are from equation (41) but shifted in
time. For convenience the axes are in dimensionless units.
ment of cell volumes and integrating over the lagged path
time-steps. These simple tests stress the need for on-the-fly
convergence criteria in MCRT RHD simulations, where the
resolution is largely determined by the gas dynamics.
Finally, we demonstrate the speedup that the DDMC
scheme provides for scattering dominated transport. In Fig. 5
we present the relative runtime for the pulse and constant
source diffusion tests as a function of the cell optical depth
resolution ∆τcell. The simulations have a total characteris-
tic optical depth of τ = 512 and are run for a full diffusion
timescale on a periodic domain, so pure MCRT has & 105
scattering events per photon. The runtimes are scaled to the
fastest DDMC timings (≈ 1 second on a laptop computer),
which employ a large number of photon packets (≈ 107).
The MCRT timings are approximately constant while the
DDMC speedup follows the expected ∝ ∆τ−2cell scaling. De-
viations are due to various overheads and nuances related to
running this simple test while including redundant physics in
an unstructured mesh code.
3.2. Diffusion with advection
We now provide two basic tests to demonstrate the accu-
racy of our DDMC advection scheme. In Fig. 6 we validate
the ability to capture flows from an Eulerian reference frame
by considering the same setup as Section 3.1 but with a con-
stant velocity. By symmetry the solution is the same as the
1D version of equation (41) but with a coordinate boost of
z → z − v0t. We set the advection crossing time to be equal
to the diffusion time, i.e. v0 = R/tdiff = 2c/τ . We find that
this new unsplit approach is both highly efficient and accu-
rate.
For the second test, we consider the homologous stretching
of a 1D infinite plane-parallel slab. In this case the velocity
is given by v(z) = v0z/R, and the evolution of the radi-
ation energy density is governed by the partial differential
equation ∂u/∂t = (c/k)∂2u/∂z2 − (v0/R)(u + z∂u/∂z).
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Figure 7. Radiation energy density u(z) for grey diffusion in a uni-
form medium undergoing homologous expansion shown at times
of t = {1, 2, 4, 8, 16, 32, 48, 64} × 10−2 tdiff, where the diffusion
time is tdiff = 12τtlight = kR
2/2c. The numerical solution (colored
curves) employ the DDMC advection scheme and the analytic so-
lution (black curves) are from equation (43). The bump in the final
curve is due to an unphysical boundary condition. For convenience
the axes are in dimensionless units.
The solution can be derived with the ansatz that diffusive
stretching simply modifies the elapsed time on the global ra-
diation clock. Upon substitution of t˜ → s˜(t˜) we find the
ansatz reduces the problem to an ordinary differential equa-
tion s˜′(t˜) = 1+2v˜0s˜(t˜) subject to the condition that s˜(0) = 0
(see dimensionless definitions below equation 43). There-
fore, the full solution for an initial point source impulse of
energy E0 undergoing homologous expansion is
u˜ =
e−z˜
2/2s˜
√
2pis˜
where s˜ =
e2v˜0 t˜ − 1
2v˜0
. (43)
We have rescaled into dimensionless units with position
z˜ = z/R, velocity v˜0 = v0kR/2c, time t˜ = t/tdiff, with
tdiff = kR
2/2c, and energy density u˜ = uR/E0. In Fig. 7
we validate the DDMC advection scheme under this more
stringent test. Specifically, we set the characteristic expan-
sion timescale to be equal to the diffusion time, i.e. v0 =
R/tdiff = 2c/τ .
For completeness, we also provide the analytic solution for
diffusion under homologous expansion in spherical geome-
try. The derivation mirrors that of the 1D slab with the full
solution being
u˜ =
e−r˜
2/2s˜
(2pis˜)3/2
where s˜ =
e2v˜0 t˜ − 1
2v˜0
. (44)
We have rescaled into dimensionless units with radius r˜ =
r/R, velocity v˜0 = v03kR/2c, time t˜ = t/tdiff, with tdiff =
3kR2/2c, and energy density u˜ = uR3/E0. We can under-
stand this general stretching behavior by considering that a
test particle following the Lagrangian flow from homologous
expansion has a physical coordinate of r(t) = r0ev0t/R. This
can be derived by induction from a Riemann integration of
the velocity field with a starting radius r0 and equal time seg-
ments ∆t = t/N such that rN = r0(1 + v0t/RN)N , which
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Figure 8. Gas and radiation energy densities u(t) to demonstrate
the evolution to radiative equilibrium in a uniform medium. Here
the cooling time is defined as tcool ≡ 1/cka. The numerical solution
from equation (45) is shown by the black curves. For convenience
the axes have been rescaled into dimensionless units.
reduces to the exponential function in the limit as N → ∞.
However, the equation of motion is modified by the random
walk process in an invariant manner requiring that s˜ ≈ t˜ early
on. To the best of our knowledge these homologous diffusion
solutions are new and can serve as an additional benchmark
for codes wishing to accurately model radiation in the dy-
namical diffusion regime.
3.3. Radiative Equilibrium
To test the coupling of the gas internal energy and radiation
fields we consider pure absorption in LTE over a uniform
medium. Defining ur = aBT 4 as in Section 2.1, the stiff
system of equations governing the gas and radiation energy
density evolution is
du˜g
dt˜
= −du˜
dt˜
= u˜− ζu˜4g . (45)
Here we have rescaled the variables such that u˜g ≡ ug/u0,
u˜ ≡ u/u0, where the initial gas and radiation energy den-
sities are ug|t=0 = u0 and u|t=0 = 0. We have also
introduced a dimensionless coupling parameter that can be
given in terms of the initial temperature and density as ζ ≡
aBT
3
0 (γ − 1)µ/kBρ0. For this test we set ζ = 8 so that at
equilibrium we have u|t→∞ = u0/2.
Our radiative equilibrium test consists of a one-zone setup,
which converges quickly regardless of the number of photon
packets. Fig. 8 shows the time evolution of the mean energy
densities, with the MCRT result providing excellent agree-
ment with the exact solution. For this test we start with a
small time-step and force subsequent time-steps to be twice
the previous one. We also enabled IMC with an implicitness
parameter of α = 0.5, which provides higher-order accuracy
for this special test case.
3.4. Radiative shock
We now test the hydrodynamical coupling by considering
the formation of both sub- and super-critical radiative shocks
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Figure 9. Gas and radiation temperatures T (z) for the sub-critical
radiative shock test, shown respectively as solid and dashed curves.
The initial gas is colliding with a velocity of v0 = 6 km s−1. The
profiles are given at the times t = {1.9, 3.8, 5.7} × 104 s.
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Figure 10. Gas and radiation temperatures T (z) for the super-
critical radiative shock test, shown respectively as solid and
dashed curves. The initial gas is colliding with a velocity of
v0 = 20 km s−1. The profiles are given at the times t =
{3.75, 5.625, 7.5} × 104 s.
following the initial conditions proposed by Ensman (1994),
which have been reproduced in numerous RHD implemen-
tations (Hayes & Norman 2003; Whitehouse & Bate 2006;
Gonza´lez et al. 2007; Commerc¸on et al. 2011; Noebauer et al.
2012; Tsang & Milosavljevic´ 2015). We perform the test on a
moving mesh starting with a box of radius R = 7× 1010 cm
with uniform density ρ0 = 7.78 × 10−10 g cm−3, absorp-
tion coefficient ka = 3.115 × 10−10 cm−1, mean molecular
weight µ = 1, adiabatic index γ = 7/5, and a linear tem-
perature profile decreasing from T = 85 K at the center to
T = 10 K at the edges of the box. We employ IMC with
α = 1 and allow MC particles to escape at either boundary.
The gas on the left and right are colliding towards the center
at constant velocity of v0 = 6 and 20 km s−1 for the sub- and
super-critical shocks, which generates an outwardly propa-
gating shock wave. The thermal radiation diffuses upstream
to pre-heat the pre-shock gas to the post-shock temperature
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Figure 11. Evolution of the normalized gas density ρ/ρ∗ shown in intervals of 15 t∗. This view emphasizes the successful launch of the wind
despite the gas becoming Rayleigh–Taylor unstable early on. Even after some cold filaments fall back down the gas structure remains highly
elongated and turbulent in a quasi-steady state configuration.
(Zel’dovich & Raizer 1967). The temperature profiles for
each test are shown in Figs. 9 and 10 at several different
times to illustrate the outward propagation. In both cases,
our results are in agreement with previous simulations and
analytical studies for the jump conditions across the shock
(Mihalas & Mihalas 1984).
4. LEVITATION OF OPTICALLY THICK GAS
Radiative feedback can play an important role in galaxy
formation and evolution by driving supersonic turbulence,
reducing the star formation efficiency, and regulating galac-
tic winds (e.g. Thompson et al. 2005; Hopkins et al. 2011).
In particular, systems with extreme star formation rate den-
sities, including so-called ultraluminous infrared galaxies
(ULIRGs), can experience efficient photon trapping as di-
rect ultraviolet (UV) starlight is efficiently reprocessed by
dust grains to multiscattered infrared (IR) radiation. In
such environments the trapping effect boosts the momen-
tum injection rate by a factor of the optical depth τIR rel-
ative to the intrinsic force budget of L/c. However, in
reality the interstellar medium has hierarchical structure,
which facilitates the escape of radiation and the associated
momenta through low column density channels. Further-
more, the natural emergence of the Rayleigh–Taylor insta-
bility (RTI; Chandrasekhar 1961) in the presence of exter-
nal forces, such as gravity, may limit the coupling of gas
and radiation. Modelling these complexities requires mul-
tidimensional RHD simulations, which motivated Krumholz
& Thompson (2012) to design a two-dimensional setup to
investigate the efficiency of radiation pressure driving of
a dusty atmosphere in a vertical gravitational field. Sub-
sequently, several other groups have simulated this levita-
tion setup with different codes and RHD methods, includ-
ing FLD (Krumholz & Thompson 2012; Davis et al. 2014),
VET (Davis et al. 2014), M1 (Rosdahl & Teyssier 2015; Kan-
nan et al. 2019), and MCRT (Tsang & Milosavljevic´ 2015).
As the model and physics are described in detail by each of
these authors, we only provide a brief summary along with
the AREPO-MCRT results for comparison with the previous
studies.
4.1. Simulation setup
As discussed in Krumholz & Thompson (2012) and the
subsequent studies, the goal is to simulate the evolution
of molecular gas at temperatures where dust dominates the
opacity and radiation is strong enough to trigger the RTI. For
simplicity, we assume perfect thermal and dynamic coupling
between gas and dust grains. The Planck κP and Rosseland
κR mean opacities are given by
{κP, κR} = {0.1, 0.0316}
(
T
10 K
)2
cm2 g−1 , (46)
which approximately holds for dusty gas in LTE at T ≤
150 K (Semenov et al. 2003). At higher temperatures we
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Figure 12. Evolution of the normalized radiation temperature Tr/T∗, which also closely mirrors the behavior of the gas temperature. The
radiation energy is quite smooth due to photon trapping behind the wind front. By t = 30 t∗ the radiation efficiently heats and pushes the
gas. The rapid expansion, cooling, and escape channels lead to a noticeably reduced temperature by t = 100 t∗, but this is built up again by
t = 150 t∗.
simply limit both mean opacities to their values at 150 K. We
define a characteristic radiation temperature Tr = (u/aB)1/4,
which is nearly identical to the gas temperature T except in
thin layers of shock-heated gas, e.g. at the front of the wind.
For simplicity, the gravitational acceleration g is assumed to
be constant (downward) and the radiation field is sourced
by a constant flux F∗ at the lower boundary (upward). This
flux defines a characteristic temperature T∗ = (F∗/aBc)1/4,
which leads to the definition of a corresponding characteris-
tic sound speed c∗ =
√
kBT∗/µmH, scale height h∗ = c2∗/g,
and sound crossing time t∗ = h∗/c∗. As in previous studies
we assume µ = 2.33 and choose T∗ = 82 K, corresponding
to F∗ = 2.54 × 1013 L kpc−2 and κR,∗ = 2.13 cm2 g−1.
With these assumptions the levitation setup of radiation op-
posing gravity is characterized by two dimensionless num-
bers, the Eddington ratio
fE,∗ =
κR,∗F∗
gc
(47)
and the optical depth
τ∗ = κR,∗Σ∗ , (48)
where Σ∗ denotes the characteristic surface mass density. For
the simulation presented in this paper we use fE,∗ = 1/2 and
τ∗ = 3, which is sufficient to probe dynamically unstable
coupling between radiation and gas.
The initial setup corresponds to an isothermal atmosphere
in hydrostatic equilibrium in the absence of radiation. Specif-
ically, the temperature is T = T∗ and the vertical density
profile is the exponential ρ(y) = ρ∗ exp(−y/h∗), where
ρ∗ = Σ∗/h∗ is the characteristic density. We impose a den-
sity floor of 10−10 ρ∗ and further induce a perturbation of the
form
δρ
ρ
=
1 + χ
4
sin
(
4pix
Lx
)
, (49)
where Lx = 512h∗ is the simulation boxsize and χ is a ran-
dom number uniformly distributed in [−1/4, 1/4]. Further-
more, no radiation is initially present. The boundary con-
ditions are periodic in the x direction, reflective at bottom
(y = 0), and outflowing at the top (Ly = 16Lx), tall enough
that no gas is lost during the simulation. The initial mesh
consists of a high-resolution (0.5h∗)2 Cartesian mesh at the
bottom to resolve the high-density gas. The resolution is de-
graded slowly upwards until a minimum resolution of (8h∗)2
is reached. As the simulation progresses the mesh moves ac-
cording to the local fluid flow, is regularlized where needed,
and undergoes adaptive refinement and derefinement to ap-
proximately maintain cell volumes between 0.25–64h2∗ with
a target mass resolution of Σ∗Lx/10242. Finally, we run with
an adaptive convergence criteria of δgoal = fgoal = 0.05 and
a luminosity boosting exponent of 1/2.
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Figure 13. Evolution of the vertical Eddington ratio fE,y , i.e. the ratio of radiative to gravitational accelerations. The volume is largely
dominated by super-Eddington regions except for the dense filamentary clumps that descend until they are disrupted reminiscent of a recycling
process.
4.2. Results
Figures 11, 12, and 13 respectively show the evolution
of the normalized gas density ρ/ρ∗, radiation temperature
Tr/T∗, and the vertical Eddington ratio fE,y , i.e. the ratio of
radiative to gravitational accelerations for increasing times.
The radiation field remains fairly smooth throughout the sim-
ulation and mirrors the density propagation as photons es-
cape when they are able to reach the front of the wind. The
trapping is high at early times (t ≈ 25 t∗), leading to efficient
gas heating, which in turn increases the mean opacity to sus-
tain an initial super-Eddington phase that quickly lifts the gas
upwards. As Rayleigh–Taylor instabilities form, the vertical
radiation coupling weakens and gravity slowly removes iner-
tia (t ≈ 100 t∗). At later times, the photons regain sufficient
trapping for levitation to continue (t ≈ 200 t∗) throughout
the remainder of the simulation. Apparently, the radiation
force continues to counterbalance gravity even as many of
the dense filamentary structures stall out to what resembles a
highly turbulent quasi-steady state.
Figure 14 provides complementary one-dimensional de-
pictions of the evolving normalized gas density ρ/ρ∗, vertical
(mass-weighted) gas velocity vy/c∗, and radiation tempera-
ture Tr/T∗. These quantities are calculated in a conservative
fashion by binning the gas particles with a height resolution
of 40h∗. The density shows the gas propagation and remains
fairly uniform throughout time despite the significant elonga-
tion. The velocity is fastest near the front of the wind but de-
velops a clear wave-like pattern with a peak-to-peak distance
of approximately 2Lx. Finally, the radiation temperature de-
rived from the energy density allows us to better explore the
cause of the apparent dimming in Figure 12. These profiles
clearly show that the radiation pressure is significantly re-
lieved as newly emitted radiation escapes rather than contin-
uing to build up (t ≈ 100 t∗). While the development of the
RTI is critical for opening up low column density pathways,
this is also a result of self-regulation as the initial driving
phase was efficient enough to promote cooling via expansion
of both the gas and radiation fields. As the wind stalls the ra-
diation field is eventually reassembled to suppress substantial
fallback. Interestingly, a characteristic temperature gradient
develops to continue to support the gas at late times.
Figure 15 illustrates the evolution of the mass-weighted
height 〈y〉 (top), vertical velocity 〈vy〉 (middle), and veloc-
ity dispersion σ (bottom) normalized to the appropriate char-
acteristic scales. The initial gas acceleration resembles the
result from AREPO-RT, while at late times follows the be-
havior of the previous VET and MCRT studies. We find a
terminal velocity of > 20 c∗, which is higher than all other
results in the literature. The height reaches 〈y〉 ≈ 2500h∗ by
the end of the simulation. The mass-weighted vertical veloc-
ity never falls significantly below zero, and remains highly
turbulent for most of the run. To further explore the behavior
of the radiation properties in Figure 16 we show additional
globally-averaged quantities. The net Eddington ratio (top)
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Figure 14. Evolution of the normalized gas density ρ/ρ∗ (top),
vertical mass-weighted velocity vy/c∗ (middle), and radiation tem-
perature Tr/T∗ (bottom) as one-dimensional profiles binned with a
height resolution of 40h∗ given in time intervals of 5 t∗. These
quantities demonstrate the early propagation of the wind front and
the highly turbulent quasi-steady state at late times. The density
becomes fairly uniform, the velocity develops wave-like behavior,
and the temperature develops a characteristic gradient to support the
continued levitation of the gas.
is defined as
fE,V =
∑
fy,rad,i∑
gmi
, (50)
where the sums are over all gas cells i. During the initial
acceleration phase the Eddington ratio is high & 1.5 for a
prolonged period but is mostly . 1 thereafter. The mean
vertical optical depth (middle) is
τV =
∑
kR,iVi
Lx
, (51)
while the flux-weighted optical depth is
τF =
∑
Vi
∑
fy,rad,i
Lx
∑
fy,rad,i/kR,i
, (52)
given in terms of the radiation force and absorption coeffi-
cient kR. From Figure 16 it is clear that the mean trapping
optical depth remains high throughout the simulation around
τV ≈ 9. The bottom panel shows the ratio τV/τF, which
is close to unity at the beginning but drops to lower values
(≈ 0.6–0.8) for the remaining time as a reflection of the net
traversal through lower opacity channels between filaments.
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Figure 15. Evolution of the global mass-weighted height 〈y〉 (top),
vertical velocity 〈vy〉 (middle), and velocity dispersion σ (bottom).
We compare our MCRT method (blue curves) to the M1 scheme
of AREPO-RT (orange curves; Kannan et al. 2019) along with VET
and FLD results (purple and red curves; Davis et al. 2014), and find
a significant difference in the ability to lift the gas upwards. The
velocity reaches & 20 c∗ and despite the formation of instabilities
remains positive even at late times. We also show results from a
simulation with a target mass resolution that is four times lower
than the main run (green curves).
These results are quite interesting when compared to previ-
ous results. In particular in the figures we highlight the com-
parison to the results from AREPO-RT, as this uses the same
hydrodynamics code but with a second-order M1 closure
scheme (orange curves; Kannan et al. 2019). For additional
comparison we also show results from the FLD (red curves)
and VET (purple curves) methods (Davis et al. 2014). The
mass-weighted gas height and velocity are significantly dif-
ferent, with the MCRT method launching a successful wind
while M1 falls back down after an initial strong liftoff. This
emphasizes the known result that moment-based methods
and ray tracing short/long characteristic RT methods differ
in the long-term evolution. Specifically, the MCRT and VET
methods avoid the characteristic long-term fate of M1 and
FLD methods to end up with turbulent gas that is gravitation-
ally confined at the bottom of the domain. The gas dynam-
ics can be significantly different between different radiative
transfer methods, but the long-term results may also be sen-
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Figure 16. Evolution of the global volume-weighted Eddington ra-
tio fE,V (top), vertical optical depth τV (middle), and ratio of verti-
cal flux- to volume-weighted optical depths τF/τV (bottom). There
is strong upward driving at early times (t . 25 t∗), which is re-
duced but still relatively effective throughout the remainder of the
simulation. We again compare our MCRT results (blue and green
curves) to those obtained from the M1 (orange curves), VET (purple
curves), and FLD (red curves) methods.
sitive to what happens during the initial acceleration phase
as there are even differences between the previous MCRT
implementation by Tsang & Milosavljevic´ (2015), although
their results are similar to our lower resolution run. We also
note that we followed their choice to cap the opacities κR,P
at their values at T = 150 K, whereas all other authors al-
low the κ ∝ T 2 scaling to arbitrary temperatures. Despite
the opacity ceiling we still see the strongest overall RHD re-
sponse compared to all other studies.
Finally, we briefly comment on a few numerical consid-
erations. To determine how simulation resolution affects
our results we performed an identical run maintaining cell
volumes between 1–64h2∗ with a target mass resolution of
Σ∗Lx/5122, which is four times lower than the main run.
The results are shown as green curves in Figures 15 and 16,
which exhibit identical behavior until about 35 t∗ when the
instabilities are fully developed. Interestingly, at this point
the chaotic behavior results in qualitatively different velocity
histories with the lower resolution run being slightly slower
during the peak inertial phase but only falling to about 12 c∗
at 120 t∗ and rising with a second wind thereafter. This
is similar to the MCRT results by Tsang & Milosavljevic´
(2015), which had resolution comparable to our low reso-
lution run (1h2∗). It is clear that although resolution does
matter for this test setup, there is a larger difference between
the treatment of radiation and hydrodynamics. To explore
this further, we also ran a numerical experiment in which all
photon packets are merged in each cell at the end of each
time-step. This emulates a crude moment-based approxima-
tion with poor flux preservation designed to test the impor-
tance of accurately representing intersecting rays from non-
local radiation sources. In such simulations the wind fails
with similar long-term behavior as the FLD and M1 results.
5. SUMMARY AND DISCUSSION
In this paper, we have presented AREPO-MCRT, a novel
implementation of a highly accurate Monte Carlo radiative
transfer RHD method in the moving-mesh code AREPO. The
scheme uses a first principles approach to sample the radia-
tion field one photon trajectory at a time. The flow of a large
but finite number of independently simulated photon packets
provides a statistical representation of the collisionless radia-
tion transport problem. The basic ideas are conceptually sim-
ple but the
√
N rate of convergence requires variance reduc-
tion and importance sampling techniques to be competitive
with other RHD methods in terms of accuracy to computa-
tional cost. We have incorporated many of the strategies em-
ployed throughout the community to overcome the inherent
efficiency barriers inherent to MCRT. Beyond this, we have
invested significant effort to develop concepts, discussion,
and algorithms to meet the unique needs of AREPO-MCRT.
In the long term, we intend to target a variety of multiple
scattering problems relevant to astrophysical applications.
We tested our implementation on a variety of standard
problems, and accurately reproduced the time-dependent
transport and coupling effects in each instance. Specifically,
we demonstrated the accurate diffusion of pulse and constant
sources of radiation, simulating an infinite domain by track-
ing the tiling within periodic boxes. We also explore the L1
error and hybrid DDMC speedup for these tests. We then
derive a new analytic solution combining diffusion with ho-
mologous expansion to test our DDMC advection scheme.
We resolved the evolution of rapidly cooling gas via thermal
emission to a final state of radiative equilibrium. We also
tested the hydrodynamical coupling by considering the for-
mation of both sub- and super-critical radiative shocks.
Finally, we explored the ability of a trapped IR radia-
tion field to accelerate a layer of gas in the presence of
an opposing external gravitational field. We found persis-
tent radiation-driven levitation even after the formation of
Rayleigh–Taylor instabilities that create dense filaments and
chimneys promoting the escape of photons. Our results are
in agreement with previous VET and MCRT studies, as the
photon directions are well preserved in these methods. On
the other hand, the long-term behavior of the FLD and M1
closure moment-based methods is that of a highly turbulent
quasi-steady state concentrated at the bottom of the domain.
We note that due to efficient trapping at early times we ob-
tain higher initial ballistic velocities than all previous studies.
An important insight from our simulations is that the initial
acceleration phase and the revitalized second wind are con-
nected via self-regulation of the RHD coupling. As a conse-
quence, the RHD implementation and simulation resolution
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are both crucially important when going beyond qualitative
long-term effects.
We also emphasize that AREPO-MCRT can be used to post-
process existing simulations to obtain accurate representa-
tions of radiation fields and emergent observables. In fact,
MCRT is often the de facto method of choice for multi-
frequency three-dimensional radiative transfer calculations
when considering scattered and reprocessed light. While we
do not anticipate AREPO-MCRT will replace existing post-
processing pipelines, there is a natural place for built-in and
on-the-fly tools with a common codebase tightly coupled to
the original simulation. Specifically, the code inherits the ef-
ficient mesh construction, domain decomposition, and other
strategies that are increasingly necessary for state-of-the-art
hydrodynamics simulations, while at the same time intro-
ducing new algorithms and data structures that address the
unique challenges of the computationally demanding non-
local photon transport.
In the current state, it is not yet feasible to perform full
galaxy formation simulations. However, the RHD solver
will undergo continued development to address the per-
formance needs of various applications. Importantly, this
includes allowing compatibility with the individual time-
stepping scheme of AREPO and improving the strong scal-
ing with the number of computational domains. Depending
on the application, other strategies for MCRT physics algo-
rithms and parallelization efficiency would also likely benefit
our implementation (e.g. Harries et al. 2019; Michel-Dansac
et al. 2020; Vandenbroucke & Camps 2020). Still, even the
high-resolution levitation setup can be run on a single com-
pute node within a reasonable amount of time. This is par-
tially due to the rapid adaptive convergence of the trapped
radiation field and the ability to take longer time-steps with
the implicit Monte Carlo scheme, even when employing the
full speed of light in transport calculations.
In future work, we plan to use this implementation to study
timely problems in astrophysics. This includes the goal to
study Lyman-α (Lyα) radiation pressure with the first self-
consistent 3D Lyα RHD simulations. Previous studies have
shown that resonant scattering by trapped Lyα photons can
have a dynamical impact in dust-poor environments (Smith
et al. 2017b, 2019; Kimm et al. 2018). We plan to study
these phenomena with the Lyα radiative transfer functional-
ity that is already implemented within AREPO-MCRT. The
full RHD interface will also take advantage of the new reso-
nant DDMC scheme proposed by Smith et al. (2018) to break
the efficiency barrier of frequency redistribution in this phys-
ical regime. Overall, it will be a valuable endeavor to push
the limits of MCRT RHD schemes to provide an accurate and
robust understanding of the role of radiation fields through-
out the Universe.
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APPENDIX
A. SPHERICAL COORDINATES
Ray tracing in spherical coordinates can be reduced to find-
ing the intersection between a line and sphere. We take r
and n to be the photon position and direction before traver-
sal such that the radius is bounded by inner and outer radii,
i.e. r ≡ ‖r‖ ∈ [r−, r+]. Thus, the length is determined by
‖r + `n‖2 = r2±, which admits solutions of
`± = −µr ±
√
r2± − r2min , (A1)
where the unnormalized radial cosine is µr ≡ n · r, the im-
pact parameter is r2min ≡ (1−µ2)r2, and only positive lengths
are intersections. In practice, if µ ≥ 0 or the inner discrim-
inant r2− − r2min ≤ 0 (but µ < 0), then the photon packet
traverses towards the outer shell boundary. Otherwise, we
use the inner solution. To calculate a radial momentum sim-
ilar to equation (18) we integrate the outward contribution
along the path, which yields
∆pr =
kεk
c
∫ `
0
rˆ · (r + `′n) d`′
=
kεk
c
∫ `
0
`′ + µr
‖r + `′n‖d`
′
=
kεk
c
(‖r + `n‖ − r) ≡ τrεk
c
, (A2)
where τr ≡ k∆r is the net radial optical depth traversed.
Unfortunately, there is no simple analytic formula when con-
tinuous absorption is taken into account by adding a factor of
e−τa inside the integral. However, in this case we can either
(i) track the momentum flux through interfaces, (ii) switch to
a probabilistic absorption scheme, or (iii) create an approxi-
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mate numerical solution from
∆pr =
kεk
c
∫ µr+`
µr
`′eka(µr−`
′)√
`′2 + r2min
d`′ (A3)
≈ kεk
kac
eka(µr−rmin)
 eka(rmin−`′)(1+ka`′)−(1+karmin)karmin |`′| < rmin
sgn(`′)
(
1− eka(rmin−`′)
)
|`′| ≥ rmin
µr+`
µr
with the last line being an example of a simple but relatively
accurate option. We emphasize that this is only consequential
when there is significant absorption along the path segment.
In fact, the center of energy distance along the ray is
〈`〉 = `−1
∫ `
0
`′e−ka`
′
d`′ =
`
τ2a
(
1− (1 + τa)e−τa
)
, (A4)
corresponding to a center of energy position of 〈r〉 = r0 +
〈`〉n. If the cell optical depth is greater than unity this can be
highly skewed towards the origin of the ray as opposed to the
optically-thin midpoint of 〈`〉 ≈ `/2 − τa`/3 + O(τ2a ). For
completeness, we provide the first order correction to equa-
tion (A2) as
pr ≈ τrεk
c
+
kakεk
2c
[
µr∆r − `(r + ∆r)
+
1
2
r2min log
(
(1− µ)(r + ∆r + `+ µr)
(1 + µ)(r + ∆r − `− µr)
)]
. (A5)
B. DDMC–MC BOUNDARY CONDITIONS
We now demonstrate the validity of our new semi-
deterministic DDMC momentum coupling scheme across ex-
treme DDMC–MC transitions. Specifically, this refers to
equation (32) while also employing the hybrid IMC–DDMC
boundary conditions described in Section 2.9.2. This is par-
ticularly important because opacity gradients often induce
high radiative fluxes. Furthermore, transition regions are par-
ticular sensitive to changes, so it is essential to accurately
capture the local momentum coupling. We design a simple
test to capture the relevant features of this numerical prob-
lem.
The setup is that of a 1D uniform slab with a center-to-
edge optical depth of τ = kR = 100. Outside the cen-
tral tophat region the density drops by a factor of 100, rep-
resenting an extreme transition layer before the photons es-
cape freely at a radius of 3R. We choose to restrict the pho-
ton propagation to pure forward–backward scattering, which
promotes sufficiently rapid escape for a convenient cadence
of distinct curves in our demonstration. We have verified that
3D transport gives similar results. At t = 0 we initialize
107 photon packets as a pulse source uniformly distributed
throughout the central region, in an effort to enhance the flux
near the transition layer. Fig. 17 shows the radiation energy
and force density profiles over several representative times,
t = {0.1, 0.2, 0.4, 0.8, 1.2, 1.6} tdiff, where in this case the
diffusion time is tdiff = kR2/2c. The course-grained DDMC
results with central cell resolutions of ∆τ = 20 are in ex-
cellent agreement with the MC reference solutions with cen-
tral cell resolutions of ∆τ = 1. The slight discrepancy at
early times is due to time averaging effects related to the
lagged path-based estimators and the limitation of ignoring
the flux time-derivative term in the diffusion closure relation
(see equation 4). We partially mitigate this by employing
a slightly shorter time-step (∆t = 0.05 tdiff) than the near-
equilibrium times of interest (t & 0.1 tdiff). We conclude that
DDMC transport in this regime is highly accurate and signif-
icantly more efficient than traditional MCRT.
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Figure 17. Radiation energy density u(z) and force density dp˙/dV
for a tophat configuration with center-to-edge optical depth of τ =
100 but a 100× reduced density outside. This test demonstrates
the validity of the semi-deterministic DDMC momentum coupling
scheme across extreme DDMC–MC transitions. The curves illus-
trate the evolution at times of t = {0.1, 0.2, 0.4, 0.8, 1.2, 1.6} tdiff,
where the diffusion time is tdiff = kR2/2c. The histograms employ
the DDMC method a with resolution of ∆τ = 20, while the curves
are the reference solutions with ∆τ = 1.
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