Abstract-Wireless sensor networks deployment and operation are most likely to take place under hazardous conditions. One extreme scenario is the deployment of a wireless sensor network in a mountainous and forested region in which a fire has ignited, for the purpose of localizing and /or tracking, in real time, its spread. Some methods developed in this paper are expected to provide superior performances under these conditions. Existing fires in the deployment region will also affect the nodes' coverage because the nodes that will fall in the middle of the fire will likely cease to operate. In our future work, we show that these routing can be used in many applications.
INTRODUCTION
Wireless sensor networks research has gathered significant attention in the recent years due to the wide spectrum of possible applications that can be developed on top of this technology. But the challenges are numerous: balance the costs vs. capabilities of these devices, design complex distributed applications on a very computational and memory limited platform yet give strong guarantees over the expected performance. Powered by limited energy sources while contending for a shared wireless medium, the management of such a network must be both energy and bandwidth conscious.
One of the most intricate problems a developer, and researcher, must also account for is the unwarranted reliability of the sensor nodes and of the communication links established between neighboring nodes. Nodes can become inoperable temporarily or permanently at any time either due to battery depletion, hardware defects caused by the unfavorable environment, electromagnetic interference, etc. The applications, however, must be designed to be insensitive, robust under all these premises.
II. CURRENT SOLUTIONS ON HOLE DETECTION AND BYPASSING
As we have already mentioned, the problem of hole detection and bypassing has been extensively studied by the research community. The proposed methods can be generically classified in two categories: reactive [2, 5, 8, 9] and proactive [1, 4] approaches. The main difference consists in the timing in which these holes are detected: at the routing phase (reactive), when a packet "hits" the boundary of hole, moment in which a "recovery" mechanism is invoked to safely guide the packet around the hole, after which the normal routing methodology is resumed; The proactive approach detects holes during an initialization routing paths can be built upon a more correct knowledge of the current network topology. Both approaches have their own advantages and drawbacks: a reactive approach save more to guarantee. On the other hand, the proactive approach uses significantly more of the network's resources in order to detect and propagate network information, including to nodes that might never need to use this information during its useful lifetime, but can provide a basis for better guaranteed performances.
It is even more important, especially for proactive routing approaches, to know where these holes are located. While there is a plethora of work on location-less hole detection and bypassing [1, 3, 6] , it is easier and probably more efficient to design a scheme that relies on location information, if that would be available. There are three major methods for hole's boundary detection: geometrical, statistical and topological methods.
Geometrical methods requires precise location information and probably the most representative work under this approach is [2] , where, under a unit-disk symmetrical communication model, Fang relies on the local minimal effect exhibited on the boundary of a prospective hole and the relative geometric location of the nearby nodes to detect the boundary of a node. Arguably, accurate location information is, at least for the time being, an expensive requirement, since the sensor nodes need either to carry additional hardware equipment, such as a GPS device, which will add to its cost, size and energy consumption, or to implement location detection algorisms, which can affect boot-time, initial energy consumption and memory footprint.
In contrast, statistical methods do not require location information; rather they purely rely on the probability distribution of sensor deployment, measuring in-network densities variations or the number of shortest-path routs that are passing through a particular region in the network [7] or by computing the "restricted stress centrality". However, statistical methods demand rather high overall densities networks in order to provide low-error approximations of the boundaries of the holes, which make them unsuitable for most of the realistic sensor networks deployments where this constraint cannot be guaranteed.
Alternatively, topological methods, which also have no requirement on the location in formation of the sensor nodes, rely on the connectivity information between neighboring nodes. The drawback of these methods is that they tend to be centralized methods, and their distributed variants do not scale very well to large network sizes. For example, proposed a decentralized method of detecting holes by looking at the nodes densities in the 1-and 2-hop neighborhoods of the sensor nodes, but as Kun admits, the algorithm efficiency is O (n2) and it scales to only medium sized networks, while not being able to find all the boundaries. Describes a more efficient, scalable solution, but this method is not able to detect small holes and the ones that are detect are not connected in any meaningful way, say, for proactive routing purposes. It also imposes a requirement on the network density. From a more practical perspective, Funke relies on the hop-count from a fix set of reference nodes to build a set of is contours upon which they are able to detect the holes. While this method scales linearly with the network size, its performances require a minimum bound on the nodes densities in the continuous areas of the network.
III. PROPOSED RESEARCH
Wireless sensor networks deployment and operation is most likely to take place under hazardous conditions. One extreme scenario, albeit commonly referred to by the field researchers, is the deployment of a wireless sensor network in a mountainous and forested region in which a fire has ignited, for the purpose of localizing and /or tracking, in real-time, its spread. Under ideal conditions, nodes will uniformly cover the area to be monitored and will maintain coverage for their entire expected lifetime. Many algorithms developed for wireless sensor network are expected to provide superior performance under these conditions. However, ideal conditions are hard to guarantee in real-life, especially in scenarios similar with the one described. The location of the nodes in the target monitoring region, assuming an airplane deployment scenario, will be influenced by several uncontrollable factors, such as wind speed, direction, and geographical characteristics of the field in which nodes will land. Existing fires in the deployment region will also affect the node's coverage because the nodes that will fall in the middle of the fire will likely cease to operate. High-variation in densities of nodes over the covered region, ranging from overly-populated areas, where throughput may suffer due to increased probability of contention, to areas with absolutely no coverage, also known in the recent literature as coverage and routing holes. A sample of coverage holes is reproduced in Figure 1 . A useful wireless sensor network must prove itself robust to these adverse conditions. Extensive research has been dedicated to guaranteeing certain algorithmic performances under less-than-ideal conditions and yet there is certainly more ground to cover. The problem of holes in the network, being it sensing coverage (coverage holes) or topological coverage (routing holes) is still a partially unsolved problem. While there are a plethora of solutions dedicated for holes detection and bypassing, these solutions do not provide an efficient method for continuously monitoring the holes dynamics, such as expansion, merging for healing during run-time. Moreover, as suggested in [2] , maintaining detailed hole information, such as size and shape, can be used for more efficient routing in, say, time sensitive applications. Currently, minimum hole information is being kept at the nodes that are located at the boundary of a hole, and that information is in a binary form at best: a certain node is, or is not, on the boundary of a hole. This information is often sufficient for certain classes of routing algorithms for successfully bypass a certain hole, such as GPSR, which guarantees to be able to find a path around the hole if such path exists: the packet is simply forwarded along the boundary of a hole until the hole is completely bypassed. While this solution is robust, is also wasteful. For example, when a packet reaches a boundary node under the GPSR routing algorithm, it makes no assumption on the shape of the hole and blindly chooses, by convention, to route in a counter-clockwise manner. It is very likely that bypassing the hole on the right to lead to a much longer path than bypassing it on the left. Also, GPSR guarantees to find a path around the hole if such path exists, but if that path does not exist, GPSR will still waste resources trying to find that path, and then fail. For example, if the destination node (the sink node) is located in the middle of a hole and disconnected from the network, as depicted in the entire hole before deciding that there is no way to reach the sink node. GPSR is a stateless protocol by design, therefore all the subsequent packets, if any, such as in a continuous query, will peruse the boundary of such a hole, draining the constituent nodes' batteries and contributing, in a negative way, to the hole enlargement.
Another problem that is commonly encountered in a sensor network is finding a source node based on location information only. For example, a user may submit a query concerning the temperature variation at location (x, y) in the supposedly covered area, given some location tolerance. In a uniformly distributed, completely covered network, a simple geographybased shortest-path routing will find such a node. However, if there is a hole on the anticipated shortest-path, the query packet will reach the boundary node of the hole first. For the argument's sake, assume the worst case scenario in which the boundary node also represents a local minima on the boundary, relative to the (x, y) coordinates. Being a blocking node, none of its neighbors is closer to the sink that this node. At this point, a two-fold situation can exist:
1. Either the current node on the boundary is within tolerance from the (x, y), case in which it will assume to role of the query-respondent (sink node), although there might still exist a node closer to (x, y) able to provide more accurate information.
2. Or the current node is not within the distance from (x, y), case in which either the query is being dropped as unsatisfiable (although the network may contain a node able to satisfy the query) or the query is being propagated along the boundary of the node in a blind attempt to find a better node (although the network may not contain such a node), case in which time is wasted and the user gets no response, or in the best scenario a delayed response notifying that the query cannot be satisfied.
Ultimately, the user may not specify any tolerance value at all, while letting the network to search for the closest node to (x, y) to assume to role of query respondent, which can take a long time if no in-network information is known regarding the holes positions, shapes and dimensions. Other research peers have remarked the necessity of maintaining more accurate holes information, where W. Jia et.al. identifies the potential energy savings associated with bypassing the holes before a data-packet actually reaches a particular hole's boundary. However, this routing technique requires that hoes-information to be propagated to certain non-boundary nodes as well.
IV. CONCLUSIONS
In summary, there is clearly a need for developing a methodology for storing and maintaining holes-information in the network based on which a boundary node can answer the following question: Which way is more efficient to try to bypass a hole? Is there a path from the first boundary node to the sink node? Which node on the boundary is the best candidate (sink/source alternative), if a specific application tolerates, to be used as a new sink/source, if the indicated one is not or no longer reachable? Our intent is to allocate the necessary research resource to address these issues.
