Abstract. Let a ⊕ b = max(a, b), a ⊗ b = a + b for a, b ∈ R := R ∪ {−∞}. By max-algebra we understand the analogue of linear algebra developed for the pair of operations (⊕, ⊗) extended to matrices and vectors. Max-algebra, which has been studied for more than 40 years, is an attractive way of describing a class of nonlinear problems appearing for instance in machine-scheduling, information technology and discrete-event dynamic systems. This paper focuses on presenting a number of links between basic max-algebraic problems like systems of linear equations, eigenvalue-eigenvector problem, linear independence, regularity and characteristic polynomial on one hand and combinatorial or combinatorial optimization problems on the other hand. This indicates that max-algebra may be regarded as a linear-algebraic encoding of a class of combinatorial problems. The paper is intended for wider readership including researchers not familiar with max-algebra.
Introduction
Let a ⊕ b = max(a, b) and a ⊗ b = a + b for a, b ∈ R := R ∪ {−∞}. By max-algebra we understand in this paper the analogue of linear algebra developed for the pair of operations (⊕, ⊗) extended to matrices and vectors formally in the same way as in linear algebra, that is if A = (a ij ), B = (b ij ) and C = (c ij ) are matrices with elements from R of compatible sizes, we write C = A ⊕ B if c ij = a ij ⊕ b ij for all i, j, C = A ⊗ B if c ij = ⊕ k a ik ⊗ b kj = max k (a ik + b kj ) for all i, j and α ⊗ A = (α ⊗ a ij ) for α ∈ R. Max-algebra enables us to describe and study a class of nonlinear problems appearing for instance in machine-scheduling, information technology and discreteevent dynamic systems. Although first papers related to max-algebra appeared as soon as in the 1950's [22] or even before, the first comprehensive monograph seems to be [13] which was later extended and updated [15] . Algebraic aspects are comprehensively studied in [29] . Other recommended sources are: proceedings [21] , monographs [23] and [1] with many applications and various different approaches, papers [18] and [20] and thesis [16] . A summer school's proceedings [17] is a collection of a number of the state-of-the-art papers including a thorough historical overview of the field. A chapter on max-algebra can be found in [2] .
The structure (R ∪ {−∞}, ⊕, ⊗) is a commutative semiring and be considered as a result of "dequantization" similar to that by which classical physics is obtained from quantum theory [23] and [24] . Some problems in max-algebra are easier than their counterparts in classical linear algebra but as it is shown in this paper, some of them (like regularity of matrices, characteristic polynomial) are significantly harder.
The aim of this paper is to demonstrate that linear-algebraic concepts and problems in max-algebra correspond to those in combinatorics or combinatorial optimization. It is an abridged version of the paper [10] and was prepared in connection with the International Workshop on Idempotent Mathematics and Mathematical Physics in Vienna in February 2003. The author gratefully acknowledges support obtained from the Erwin Schrödinger Institute in Vienna for the preparation of this paper.
Throughout the paper we shall use the following standard notation: diag(a, b, c, ...) will denote the square matrix whose diagonal entries are a, b, c, ... and off-diagonal are −∞. The letter I will stand for diag(0, 0, ...). It follows that A ⊗ I = I ⊗ A = A for any matrices A and I of compatible sizes. The matrix diag(a, b, c, ...) will be called diagonal if all of a, b, c, ... are real numbers.
Any matrix which can be obtained from I [diagonal matrix] by permuting the rows and/or columns will be called a permutation matrix
If A is a square matrix then the iterated product A ⊗ A ⊗ ... ⊗ A in which the letter A stands k-times will be denoted as A (k) . The symbol a (k) applies similarly to scalars, thus a (k) is simply ka. The symbol 0 will denote both the number and the vector whose every component is zero. Throughout the paper the letters M and N will stand for the sets {1, ..., m} and {1, ..., n}, respectively. Most of the results will be formulated for matrices with real (finite) entries as these demonstrate the aim of the paper most clearly.
If A = (a ij ) ∈ R n×n then the symbol Z A will stand for the digraph with the node set N and arc set E = {(i, j) ; a ij = 0} . Z A will be called the zero digraph of the matrix A. D A will denote the arc-weighted digraph with the node set N and arcs with finite weights a ij .
Conversely, if D = (N, E) is an arc-weighted digraph with weight function w : E → R then A D will denote the matrix A = (a ij ) ∈ R n×n defined by
A D will be called the direct-distances matrix of the digraph D.
Solving a linear system is set covering
If A = (a ij ) ∈ R m×n and b = (b 1 , ..., b m ) T ∈ R m then the max-algebraic linear system ("max-algebraic" will usually be omitted in the rest of the paper) ( 
1)
A ⊗ x = b written in the conventional notation is the non-linear system max j=1,...,n
Let us denote
Theorem 2.1. [28] , [13] (
Consider the following two pairs of problems:
[MINIMAL] SET COVERING: Given a finite set M and subsets
Theorem 2.1 shows a transformation that assigns to every linear system a finite set and a collection of its subsets so that SOLVABILITY is equivalent to SET COVERING and UNIQUE SOLVABILITY is equivalent to MINIMAL SET COV-ERING.
Also conversely [10] , there is a transformation that assigns to every finite set and a collection of its subsets a system A⊗x = b such that SOLVABILITY is equivalent to SET COVERING and UNIQUE SOLVABILITY is equivalent to MINIMAL SET COVERING.
Permanent is the optimal assignment problem value
Let A = (a ij ) ∈ R n×n and denote by P n the set of all permutations of the set N . Then the max-algebraic permanent of A is defined as (6) maper(A) = π∈Pn i∈N
which in the conventional notation reads
For π ∈ P n the quantity
is called the weight of the permutation π. The problem of finding a permutation π ∈ P n of maximum weight (called optimal permutation or optimal solution) is the well known assignment problem for the matrix A (see for instance [25] or other textbooks on combinatorial optimization). There are a number of efficient methods for finding an optimal solution [6] and [3] . The set of all optimal permutations will be denoted by ap(A), that is
If A ∈ R n×n is a zero-one matrix then the maximum number of zeros in this matrix such that no two are from the same row or column is called the term rank of A [4] . It is easily seen that this value is equal to maper(Ā) whereĀ arises from A by replacing zeros by ones and vice versa.
A matrix A ∈ R n×n will be called diagonally dominant if id ∈ ap(A). A diagonally dominant matrix is called definite if all diagonal elements are zero. Thus there are no positive cycles in D A if A is definite (since any positive cycle could be extended using the complementary diagonal zeros to a permutation of N of positive weight).
A non-positive matrix with zero diagonal is called normal (thus every normal matrix is definite). A normal matrix whose all off-diagonal elements are negative is called strictly normal. If |ap(A)| = 1 then A is said to have strong permanent. Obviously, a strictly normal matrix has strong permanent.
The permanent plays a key role in many max-algebraic problems because of the absence of the determinant due to the lack of subtraction. It turns out later on that the structure of the optimal solution set ap(A) is related to various concepts of regularity of matrices.
If a constant c is added to a row or column of A then for any permutation π ∈ P n exactly one term in w(A, π) will change by c and therefore w(A, π) will change by this constant and thus ap(A) remains unchanged. This very simple but crucial idea is a basic principle of the Hungarian method which transforms any matrix A to a non-positive matrix B in which at least one permutation has zero weight and therefore ap(A) = {π ∈ P n ; w(B, π) = 0}. Since the term rank of B is n, by a suitable permutation of the rows (or columns) of B we obtain a normal matrix. Although this final step is usually not part of the Hungarian method we will assume here for simplicity that this is the case. This enables us to state the following theorem which plays a fundamental role in combinatorial matrix theory and which is a direct consequence of the Hungarian method. Here and in the rest of the paper we shall say that two matrices are similar if one can be obtained from the other by adding constants to the rows and columns and by permuting the rows and columns. Similarity is clearly an equivalence relation. 
Strong regularity and cycles; regularity and even cycles
In this section we denote
Regularity and linear independence are closely related to the number of solutions of linear systems. One good thing is that like in the conventional case the number of solutions to a linear system can only be 0, 1 or ∞ :
On the other hand even if a system A ⊗ x = b is uniquely solvable it is always possible to find vectors b so that the system has no solution and so that it has an infinite number of solutions (without changing A). However, the structure of T (A) is simpler than in the conventional case and every matrix belongs to one of two classes:
We say that the columns of A are strongly linearly independent if 1 ∈ T (A). A square matrix with strongly linearly independent columns is called strongly regular.
Unique column maximum in every column and in every row is a property which characterizes every uniquely solvable square system. To see this just realize that we require (see Theorem 2.1 (b)) the sets M 1 , ..., M n to form a minimal covering of the set N = {1, ..., n}. It is easily verified that this is only possible if all the sets are one-element and pairwise-disjoint.
If a square matrix has a unique column maximum in every column and in every row then the column maxima determine a permutation of the set N whose weight is strictly greater than the weight of any other permutation and thus this matrix has strong permanent. In other words, if A is a square matrix and A ⊗ x = 0 has a unique solution then by Theorem 2.1(b) A has strong permanent. It follows from the definition (3) of the sets M j that in the case of a general system A ⊗ x = b the same applies to the matrix A arising from A by subtracting the right hand side constants from the rows of A. However, it is easily seen that ap(A) = ap(A ) and hence we have: This result leads naturally to the idea of checking the strong regularity of a matrix by checking whether this matrix has strong permanent.
Theorem 4.4. [7]
A square matrix has strong permanent if and only if the zero digraph of any (and thus of all) of its normal forms is acyclic.
We note that also conversely, there is a transformation [10] assigning a matrix to any digraph so that strongly regular matrices correspond exactly to acyclic digraphs.
We conclude that strong regularity is an algebraic way of describing acyclic digraphs.
In contrast to the concepts defined earlier in this section we now define linear independence and regularity. Let A 1 , ..., A n be the columns of the matrix A = (a ij ) ∈ R m×n . We say that A 1 , ..., A n are linearly dependent if
holds for some real numbers λ j and two non-empty, disjoint subsets S and T of the set N. If such a representation is impossible, then the columns of A are called linearly independent. A square matrix with linearly independent columns is called regular. Note that the question of checking the existence of an even cycle in a digraph is a hard combinatorial question and its polynomial solvability was open for many years until 1999 when it was affirmatively answered [26] .
Again the conversion in the other direction is possible too [10] . We conclude that regularity is an algebraic representation of digraphs without even cycles.
Note that the concept of regularity is also strongly related to that of signnonsingularity [10] .
The eigenproblem and the longest distances problem
The eigenvalue-eigenvector problem (shortly: the eigenproblem) (9) A ⊗ x = λ ⊗ x for A = (a ij ) ∈ R n×n was one of the first problems studied in max-algebra. Here we only discuss the case when A is finite as this case most visibly exposes combinatorial features of the eigenproblem. In such a case the situation is transparent -every matrix has exactly one eigenvalue:
n×n there is a unique value of λ = λ(A) (called the eigenvalue of A) to which there is an x ∈ R n satisfying (9). The unique eigenvalue is the maximum cycle mean in D A that is
where σ = (i 1 , ..., i k ) denotes an elementary cycle (that is a cycle with no repeated node except the first and last one) in D A , ω(A, σ) = a i1i2 + ... + a i k i1 is the weight of σ and l(σ) = k is the length of σ. The maximization is taken over elementary cycles of all lengths in D A , including the loops.
is called the metric matrix associated with A. Note that I ⊕ Γ(A) describes the transitive closure of a digraph D = (N, E) if A is defined as follows:
Any vector x satisfying (9) is called an eigenvector, the set of all eigenvectors will be denoted sp(A) and called the eigenspace of A.
where N 0 = {j ∈ N ; g jj = 0} .
Since the vectors g j , j ∈ N 0 are the generators of the eigenspace they are called the fundamental eigenvectors [13] . Note that it is not necessary to include all fundamental eigenvectors in (11) and it would be sufficient to keep one representative for each of the critical cycles from the computation of the eigenvalue [13] .
There are several combinatorial interpretations of the eigenproblem. One has already appeared in Theorem 5.1: the eigenvalue has a very clear combinatorial meaning -it is the biggest of all cycle means. Another one is associated with graph balancing [10] .
One of the most classical combinatorial optimization problems is: Given an n × n matrix A of direct distances between n places, find the matrix A * of shortest distances (that is the matrix of the lengths of shortest paths between any pair of places). We may assume without loss of generality that all diagonal elements of A are 0. It is known that the shortest-distances matrix exists if and only if there are no negative cycles in D A in which case A * = A (n−1) . This is perhaps a min-algebraic property best known outside min-algebra.
To remain consistent with the rest of the paper we shall formulate this very basic but important result in max-algebraic terms. It follows from the definition of definite matrices (see Section 3) that all diagonal entries of a definite matrix A are 0 and all cycles in D A have non-positive weights. Hence, λ(A) = 0 and thus eigenvectors are exactly the fixed points of the mapping x → A ⊗ x. Since I ≤ A, we also have
and due to the absence of positive cycles 
The eigenproblem and matrix scaling
It follows from the definitions that every strictly normal matrix is normal and every normal matrix is definite. We have also previously seen that every square matrix is similar to a normal one (which can be found by the Hungarian method). Not every matrix is similar to a strictly normal matrix. Since a strictly normal matrix has strong permanent, it follows from Theorem 4.3 that strong regularity is a necessary condition for a matrix to be similar to a strictly normal one. This condition is also sufficient [10] : This result prompts us to investigate how to find a vector b for which the system A ⊗ x = b has a unique solution. Recall that we have defined matrices for which such a vector exists as strongly regular and note that Theorem 4.4 gives a practical criterion for checking that a matrix is strongly regular. We will now show how to find such a vector b. First of all notice that if A is a strongly regular and definite matrix and A ⊗ x = b has a unique solutionx thenx = b. Hence b ∈ sp(A). However, not every eigenvector of A is satisfying the requirements for b. To give a full answer to this question we introduce the following notation (here as before A = (a ij ) ∈ R n×n ):
S A = {b ∈ R n ; A ⊗ x = b has a unique solution} . (14) Im(A) and S A are called the image set and the simple image set of A, respectively. Since
) for every k natural. It follows then from (12) that for a definite matrix A
If A is definite and strongly regular then S A = int(sp(A)).
So, our task of describing the scaling vectors of a definite, strongly regular matrix A to a strictly normal form has now been reduced to that of finding internal points of the eigenspace of A.
Let A be the square matrix of the same order as A whose all diagonal elements are −∞ and off-diagonal ones are same as in A. The symbol V A (g) for g ∈ R will stand for the set
Theorem 6.3.
[9] If A is definite then
If A is also strongly regular then sp( A) ⊆ S A .
We summarise that for scaling a definite, strongly regular matrix A to a strictly normal form we may use any eigenvector of A.
Characteristic polynomial and the best principal submatrix problem
There are various non-equivalent definitions of the max-algebraic characteristic polynomial [5] . We will follow the concept introduced in [14] . Let A = (a ij ) ∈ R n×n . Its characteristic maxpolynomial is
for some δ 0 , ..., δ n−1 ∈ R or, written using conventional notation, (19) χ A (x) = max (δ 0 , δ 1 + x, · · · , δ n−1 + (n − 1)x, nx) .
Thus, viewed as a function in x, the characteristic maxpolynomial of a matrix A is a piecewise linear convex function whose slopes are from the set {0, 1, ..., n}.
Theorem 7.1.
[5] χ A (x) as a function can be found in O(n 4 ) steps.
The method in [5] is based on ideas from computational geometry combined with solving assignment problems.
If for some k ∈ {0, ..., n − 1} the inequality holds for every real x. Thus inessential terms are not needed for the description of χ A (x) as a function of x. Note also that they will not be found by the method described in [5] .
In what follows the symbol A(k) will stand for the set of all k × k principal submatrices of A.
The best principal submatrix problem (BPSM) is defined as follows: Given a matrix A = (a ij ) ∈ R n×n and an integer k, 1 ≤ k ≤ n, find So, in particular, δ 0 = maper(A) and δ n−1 = max(a 11 , a 22 , ..., a nn ). It follows from Theorem 7.1 that all coefficients δ k corresponding to essential terms of the characteristic maxpolynomial can be found in O(n 4 ) time. Therefore BPSM for A can be solved in polynomial time if all terms of χ A (x) are essential.
However, no polynomial method seems to be known for solving the best principal submatrix problem in general. Some partial results related to the exact cycle problem in graphs can be found in [10] .
