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Our objective is to develop generalized 
principles for grid operations centers that can be 
applied to specific domains.  We focus on the 
domain of wireless telecommunications NOCs 
(WNOCs) as a starting point in this process.  To 
address this problem, we focus specifically on the 
knowledge requirements for service-based 
decision support within wireless 
telecommunications.  We use a Mission-Policy-
Metrics-Sensor management control feedback 
model and associated influence diagrams to show 
how an integrated NOC can be developed from the 
constituent wireless NOCs (WNOCs).  We derive 
metrics for the various WNOCs, which, in turn, 
drive data, model, user interface, and agent 
requirements for a decision environment that can 
support integrated customer service.  By 
concentrating on a knowledge-based view of 
WNOCs, we provide a methodology for integrating 




Grids and grid management are becoming an 
increasingly popular paradigm for conceptualizing 
large, complex network-based infrastructures and 
their associated management activities. Grids are 
ubiquitous in our technologically oriented world:  
energy, transportation, telecommunications, 
information, supply chain and electronic 
commerce grids are just a few examples of some 
of the more conspicuous commercial network 
systems we deal with every day. 
The effective management of these grids is of 
utmost importance since they are so critical to the 1
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the individual firm level, to the competitive health 
of the organization.  However, the truth is that grid 
management cannot keep pace with advances in 
grid technology; the rate of change is simply too 
high.  Compounding this problem is the 
phenomenon of converging technologies, which 
require the integration of grid management across 
functional areas, each of which is already 
struggling to cope within its own boundaries.  A 
good example of this is the convergence of 
personal computers, cell phones and handheld 
PDA devices.  As mobile commerce evolves and 
the marketplace consolidates, there will be less and 
less differentiation amongst these products.  
However, the underlying network management 
infrastructure that supports these products will not 
evolve as fast as the markets themselves. 
The basic unit of grid management is the 
network operations center (NOC).  A NOC 
collects, integrates, and displays data 
measurements taken from the underlying network.   
Let’s consider, for example, a wireless customer 
with a combination cell phone / PDA that handles 
voice, e-mail, and GPS.  This individual will be 
accessing cellular, fixed wireless and satellite 
networks, each with its own flavor of NOC.  A 
basic question is how one manages customer 
service in this environment.  Although the NOCs 
for each of these wireless networks may have 
many similarities, they also have important 
differences that must be reconciled to integrate 
customer service functionality.  
Conceptual models need to be built for 
integrated service NOCs that must manage 
knowledge about customers using convergent 
technologies.  To address this problem, we focus  
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service-based decision support within wireless 
telecommunications.  We use a Mission-Policy-
Metrics-Sensor feedback model and associated 
influence diagrams to show how an integrated 
NOC can be developed from the constituent 
wireless NOCs (WNOCs).  We derive metrics for 
the various WNOCs, which, in turn, drive data, 
model, user interface, and agent requirements for a 
decision environment that can support integrated 
customer service.   
Although we focus on a very specific problem 
within the wireless domain, our objective is to 
develop generalized principles for grid operations 
centers that can be applied to specific domains.  
The contribution of our work is the introduction of 
a decision dimension into the WNOC landscape, a 
landscape that is typically dominated by lower 
level protocols and network element data 
collection.  By concentrating on a knowledge-
based view of WNOCs, we provide a methodology 
for integrating existing grid-based operations 
centers.  This is particularly useful and necessary 
in the case of convergent technologies which 
characterize the wireless environment. 
 
2. Role of NOCs In Grids 
 
2.1 Motivation for NOCs in Wireless 
Grids 
 
The NOC is the basic unit for network 
management in a grid.  NOCs are well-established 
components in telecommunications grids as 
indicated by the Network Management Layer in 
the telecommunications management network 
(TMN) hierarchy[1].  Typically, however, their 
focus tends to be towards the lower levels of 
operational support, specifically operations 
involving network elements and network element 
management.  While this level of functionality is 
necessary, it is not sufficient to meet the higher-
level requirements of service and business 
management encapsulated in the two top layers. 
The need for NOCs with broader scope and more 
robust knowledge management capabilities has 
become more pointed in recent years.  A 
confluence of factors has contributed to the 
emergence of business-oriented operations centers, 
particularly in the area of wireless communications 
(see also  [9] for an example from the 
transportation arena). 
Quality and customer-driven philosophy.  
Emphasis in the business world has shifted 
dramatically over the past decade from a profit  2
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one of quality and customer satisfaction.  In 
OR/MS terms, what previously had been 
constraints in an optimization model have become 
part of the (multi-) objective function.  Key 
components of the customer-driven quality focus 
are a clear, concise statement of strategic 
objectives, accompanied by specification of robust 
metrics for determining how well these objectives 
are being met.  In the wireless world, this is 
manifested clearly in the quality of service (QoS) 
movement, which is geared towards 
accommodating customers’ wide variance in 
bandwidth needs.   
 Complexity of wireless networks.  To even 
comment on the high speed of technological 
change in the telecommunications industry is to 
belabor the obvious.  Even in the wireless domain, 
we now have four distinct technologies to 
consider:  broadband fixed wireless, satellites, 
cellular telephony, and Bluetooth.  These range 
from global and extraterrestrial in scope as 
exemplified by satellites, down to the ultra-local 
distances (~10 meters, currently) supported by 
Bluetooth.  Managing the complexity of 
networks where the scope encompasses such a 
wide degree of granularity, and where the 
infrastructure changes so rapidly demands the very 
most we can squeeze out of decision technologies.   
One measure of the increasing complexity is the 
number of objects that are now used in network 
management systems; for example, a simple 
snapshot of a typical ATM switch Management 
Information Base (MIB) for a small business 
network shows about 7,500 active objects. In 
January 2001, Sprint PCS announced that it’s 
customer base for wireless only web users reached 
the one million mark [4].  With Palm Pilots rapidly 
merging wireless services, we can picture each 
emerging mobile user as a node with 2-5 terminal 
devices. Typically each mobile terminal appearing 
in the Mobile Switching Center Registries requires 
on the order of 20 objects, so an approximation of 
the complexity of a network comparable to Sprint 
PCS would range from 40 – 100 million objects.  
And this is only one of the four wireless 
technologies. 
Proliferation and granularity of sensors.  One of 
the interesting characteristics of human nature 
seems to be the desire for more and more sensory 
data from our environment.  This is most often 
motivated by the need for additional information, 
as in weather forecasting or intelligence 
operations, but sometimes just by the desire to be 
an intimate part of another’s experience, witness 
the trend in professional sports to insinuate smaller  
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(e.g., miniature cameras in race cars, and even 
Tiger Woods’ hat).  This trend is accelerated by 
wireless technology since mobile users themselves 
can be seen as sensors with the means to transmit 
information in very near real time to information 
processing agents, for example, a customer 
operations center.  The other major driver of 
contemporary sensor technology is the software 
agent.  Agents can go where “no man has gone 
before”, namely in the bowels of a grid itself.  An 
agent can monitor, filter, and even calibrate the 
network in which it’s placed.  The use of agents in 
the Internet is perhaps the most striking example 
of this capability.  It also underscores the 
refinement of granularity which accompanies 
advances in sensor technology.  Internet shopping, 
for example, allows collection of data at the 
individual keystroke level, so that every page 
which an individual has accessed and the 
operations (s)he performed while on that page can 
be accessed and analyzed.  Compare this with 
shopping at the grocery store where purchases can 
be tracked, but not such information as which 
other products a customer considered, but decided 
not to purchase.   In the wireless world, agents are 
essential mechanisms for monitoring and 
collecting data, but their functionality can be 
extended to providing a knowledge management 
and decision support layer as well, which is the 
focus of this work.  
Advances in database technology.  One of the 
major impacts of finer grained sensors is a 
commensurate increase in the amount of data 
which is collected.  This requires better tools for 
storing, filtering, and analyzing large amounts of 
data efficiently.  The emergence of database 
technology in the form of very large data 
warehouses, on line analytical processing (OLAP) 
and data mining, coupled with the ability to 
disseminate information and analysis from these 
tools rapidly and widely via the Internet, addresses 
this need in ways that have not been possible 
before.  Aligning the data warehouse structures 
with quality-driven performance metrics provides 
a solid foundation for decision support capabilities 
necessary to network operations centers [3]. 
 
2.2 A Conceptual Process Model for 
NOCs 
 
The confluence of factors mentioned above has 
conspired to make the development of NOCs not 
only feasible, but also necessary, for their 
successful management at many different levels.  
To extend the functionality of NOCs to  3
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management in wireless networks, we must first 
develop a generalized conceptual process model 
for NOCs and trace the implications of this model, 
with particular attention to the knowledge 
management domain.  We do this by combining a 
simplified military command and control decision-
making process with a standard management 
control system. 
 
Operations centers have been prevalent in the 
military, probably from the inception of warfare.  
Command and control centers are designed to 
manage the very complex activity of warfare, 
which involves coordinating usually vast numbers 
of humans and machines in such a way as to 
maximize the chances of a successful outcome.   
The military command and control center allows 
commanding officers to monitor the battlefield and 
deploy force structure changes in near real time.  
Sensors, both human and nonhuman, provide 
streams of information, which must be filtered, 
interpreted, and transformed into decision choices.  
The emergence of choices may, in turn, engender 
requests for more information from the sensors to 
elucidate the desirability of certain options.  Once 
a decision is made, the sensors provide feedback 
on the effects that the decision is having on the 
battlefield, and the process continues iteratively.   
The basic process model we adopt for WNOCs 
is a command and control model leavened with a 
standard management control feedback loop 
familiar to the accounting domain.  Figure 1 shows 
a Mission-Policy-Metrics-{Sense-Analyze-Adapt} 
feedback structure, which we claim is relevant to 
the wireless NOC environment as well.  The top-
level process of this process is to identify and 
articulate the mission, which is clearly a strategic 
activity.  The next level in this process is to 
identify and specify various policies by which the 
mission is to be realized.  One of the by products 
of articulating the mission and associated policies 
is the generation of a set of feasible performance 
metrics which allow decision makers to measure 
how well the organization is executing the stated 
mission.  Each metric must be associated with one 
or more sensors that collect relevant data, which 
can be used in the computation of that metric.  The 
computation of the metric, and the comparison of 
those metrics with the mission objectives 
satisfying policy constraints comprise the analysis 
stage of this process.  Analysis may require the use 
of models to calculate the metrics themselves and 
compare them to the objectives, as well as to 
identify alternative paths of action to adapt, or 
respond, to the current environment.  The Sense- 
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which occurs continuously at the operational level, 
however, the adaptation stage may also result in a 
more critical change to the overall mission, 
associated policies, and/or to the metrics that are 
deemed necessary and sufficient. 
Although developed from a military command 
and control perspective, we claim this process 
model is relevant to NOCs as well.  The  NOC 
serves as a critical interface between the 
organization, in our case any company for whom 
wireless technology constitutes a substantial part 
of its infrastructure, and its environment.  We note 
that the persistent, adaptive feedback loop is 
driven by the fusion of data from agents embedded 
within the grid, or network.  This describes the 
current state of the art in wireless NOCs, which we 
mentioned previously, focuses primarily on low-
level network elements.  With this conceptual 
model, we can now delve into more detail 
concerning the requirements for Service NOCs for 
each of the different wireless technologies.     
 
 
3. Knowledge Management Across 
Wireless NOCS  
 
3.1 Wireless Grid NOCs 
 
We approach the integrated management of 
emerging wireless infrastructure by introducing a 
new type of control center that we identify as a 
Virtual Private NOC (VPNOC). The VPNOC will 
function as an overlay to the emerging wireless 
grid (W-Grid). A typical NOC for the W-Grid 
supports the wireless platform that is defined by 
the type of wireless link, cell configuration, 
location of regeneration sites (base stations), 
interfaces with other services, etc. 
The VPNOC objective is to address the 
customer needs of managing applications across an 
integrated satellite-cellular-Bluetooth 
infrastructure. Its support architecture respectively 
is focused on service level management (SLM) 
solutions, providing decision support and 
information analysis with management crews of 
different traditional platform–oriented NOCs (i.e., 
satellite NOC, PCS NOC, etc.).  We consider the 
VPNOC position as an upper layer control node 
that adapts application management across 
different NOCs managing the W-Grid. 
The term “wireless grid” is used as a derivative 
of Global Information Grid (GIG) [6] that defines  
a combination of different networking platforms, 
applications, and distributed decision makers. We  4
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integrated environment of heterogeneous wireless 
platforms, applications, and customers. 
In order to differentiate among the categories of 
NOCs we use Platform NOC to define 
“traditional”  NOCs for cellular, satellite, LMDS 
links, networking elements, terminals and other 
building blocks, and Virtual Private NOC to define 
the integrated management of different 
applications on the top of several platforms, i.e. 
across the wireless grid.  
 
3.2 Integrated Service Level Management: 
Outsourcing Management Functions 
 
Outsourcing NOC services, making them a kind 
of service level management (SLM) e-business, is 
a recent phenomenon in wireless communications 
development and integration (e.g.,  Wireless 
Facilities, Inc., 
[http://www.wfinet.com/globalservices/NetworkO
perations.asp] provides a NOC service that 
illustrates typical functionality of an integrated 
SLM).   
NOC services embrace a wide range of 
functionality, however we can identify four 
meaningful high level categories of service for the 
purposes of our discussion:  fault management, 
configuration management, performance 
management, and accounting / security 
management.  Fault management is largely 
concerned with root cause analysis involving 
remote identification and correction of real time 
network problems.  Remote fault management 
monitors the health of the network infrastructure, 
components, subsystems, and interfaces.  
Configuration management facilitates the remote 
configuration of network software, interfaces and 
service capabilities as a network expands.  
Performance management involves analysis of 
performance trends and network problems so that 
preemptive action can be taken to assure network 
viability. Performance reporting is driven by 
decision-making requirements as set forth by 
senior management in concert with the technical 
team.  Accounting and security management 
involves customer billing and the maintenance of 
network security. 
One example of developing outsourced wireless 
network management functions is Virtual ISP’s 
model [11], in which  the main management 
resources convert to applications, ports, Service 
Level Agreements (SLA) and Quality-of-Service 
(QoS) requirements across different networking 
platforms. The Virtual ISP presumes seamless  
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application services.  
Another trend that has emerged in wired 
communications is Integrated Access Devices 
(IAD) [7], which constitutes an interesting 
paradigm shift towards outsourcing of platform 
NOC management devices to the customer 
premises.  The intelligent IAD not only provides 
customers with a flexible set of interfaces to meet 
their data, voice, and video application 
requirements, but it can also meet the carrier’s 
need for network management support at the local 
Point-of-Presence (POP). This new model 
provides node administration at the customer site, 
and traffic management at the POP and NOC sites.   
The described integrated services as they evolve 
will heavily rely on multiple decision support 
functions across different carrier (platform) NOCs.  
So far little is known about how to provide 
network management knowledge transfer between 
different W-Grid platform NOCs and how to 
organize knowledge management at the Virtual 
Private NOC site. 
 
3.3 Modeling Integration and Knowledge 
Management Across Platform NOCs 
 
The NOC management functions delineated in 
Table 1 clearly illustrate that integration is 
accomplished by adding remote monitoring 
options to the subset of actions within the Fault 
and Configuration Management functions. The 
remaining functionality is largely similar to the 
typical list of management tasks supported by 
commercial network management systems such as 
HP Open View, Aprisma Spectrum, and Tivoli. 
This “conventional wisdom” about NOC 
functionality is obviously not sufficient for the 
integrated seamless management of applications 
across different wireless NOCs. The “conventional 
wisdom” is based upon a static hierarchy of 
Simple Network Management Protocol (SNMP) 
descriptions of managed network elements, called 
Management Information Bases (MIBs) [8]. In 
spite of its universal character, the hierarchy of NE 
MIBs doesn’t provide for the dynamics of a 
seamless Quality-of-Service (QoS) management 
process across the NOCs to satisfy ad hoc 
application processing requirements.  The 
challenge is to combine knowledge about NE 
management within each platform NOC domain 
with the dynamics of applications management 
across different NOCs. In this case NOCs become 
managed elements of the NOC grid.   
From the system dynamics perspective the 
substance of each NOC process is contained in  5
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action selection. Network operation crews 
powered by network management systems 
currently conduct such activities. So far, however, 
little has been explored about how to represent the 
NOCs as knowledge management entities and how 
to build the control processes across different 
NOCs.  In order to address this problem, we 
suggest expanding the concept of the SNMP MIB 
to the level of the NOC. Specifically, in the center 
of our knowledge management model is a 
knowledge management gateway that enables 
translation of NE MIBs at the individual NOC 
level into a higher level MIB that represents 
management knowledge flow through the NOC.  
Such an extension makes  management across 
VPNOC NE layers transparent to the management 
agents that have SNMP MIB interfaces and 
therefore can be used for designing the knowledge 
management gateway.   
 
3.3.1 W-Grid NOCs as Management 
Knowledge Sources. 
 
We will consider platform NOCs as distributed 
sources of W-Grid management knowledge that 
differ in location, reach, and range capabilities.  
The five platforms that we consider in this work 
are the low earth orbiting satellite (LEOS), the 
cellular PCS, Bluetooth, the personal area network 
(PAN), and the high altitude, low orbit (HALO) 
system.  These systems are rather different in the 
configuration of NOC building blocks, but 
nevertheless similar in the state of functional 
knowledge space.    
These NOCs vary widely in complexity ranging 
from the complex (LEOS) to the simple (PAN and 
Bluetooth).  The Globalstar constellation 
technology provides one of the most 
comprehensive examples of W-Grid NOC 
configuration. It consists of gateways, integrated 
Ground Operations Control Centers (GOCCs), 
Satellite Operations Control Centers (SOCCs), and 
the Globalstar Data Network (GDN).  Each 
gateway, which is owned and managed by the 
service provider for the country in which the 
gateway is located, receives transmissions from 
orbiting satellites, processes calls, and switches 
them to the appropriate ground network.  A 
gateway may service more than one country. 
Gateways consist of three or four dish antennas, a 
switching station and remote  
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complex hardware are located on the ground, it is 
easier to maintain and upgrade its system than it is 
for systems which handle switching in orbit.  
Gateways offer seamless integration with local and 
regional telephony and wireless networks. They 
utilize a standard T1/E1 interface to the existing 
Public Switched Telephone Networks (PSTN) / 
Public Land Mobile Networks (PLMN).  
Encryption ensures voice and signaling security 
for individual transmissions. 
The Ground Operations Control Centers 
(GOCC) are responsible for planning and 
controlling the use of satellites by gateway 
terminals and for coordinating with the Satellite 
Operation Control Center (SOCC).  GOCCs plan 
the communications schedules for the gateways 
and control the allocation of satellite resources to 
each gateway.  The Satellite Operations Control 
Center (SOCC) manages the Globalstar satellite 
constellation. The SOCC tracks satellites, controls 
their orbits, and provides telemetry and command 
(T&C) services for the constellation. Globalstar 
satellites continuously transmit spacecraft 
telemetry data that provides on-board health and 
status reports for the satellites. The SOCC also 
oversees satellite launch and deployment activities. 
The SOCC and GOCC facilities remain in constant 
contact through the Globalstar Data Network 
(GDN).  Globalstar Data Network (GDN) is the 
connective network which provides wide-area 
intercommunications facilities for the Gateways, 
the Ground Operations Control Centers, and the 
Satellite Operations Control Centers. 
On the other end of the spectrum, the PAN 
provides an example of the smallest and simplest 
NOC. According to [12], PAN devices can take 
the shape of commonly worn objects such as 
watches, credit cards, eyeglasses, identification 
badges, belts, waist packs, and shoe inserts.  Head-
mounted PAN devices can include headphones, 
hearing aids, microphones, and head-mounted 
displays. Shirt pocket PAN devices may serve as 
identification badges. The wristwatch is a natural 
location for a display, microphone, camera, and 
speaker. A waist pouch can carry a PDA, cellular 
phone, keypad, or other devices that are large and 
heavy. PAN devices incorporating sensors can 
provide medical monitoring for such bodily 
functions as heartbeat, blood pressure, and 
respiratory rate. Pants pockets are a natural 
location for wallet-based PAN devices to store 
information and identify the possessor. Shoe 
inserts can be self-powered and provide a data link 
to remote PAN devices located in the environment,  6
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detect the location and identity of people. 
The Bluetooth NOC is extremely compact is 
well. It is represented by the small box of Control 
Unit responsible for polling and measuring the 
health of the Bluetooth links across piconet and 
scatternet Bluetooth configurations. 
 
3.3.2 Knowledge Management Models for 
Individual W-Grid  NOCs  
 
We now address the issue of what the 
knowledge management models for the individual 
platform NOCs look like.  We use the frame model 
to describe the examples of W-Grid NOCs as 
management knowledge sources.  Table 1 provides 
a summary of the five platforms with respect to 
mobility, location, access, interfaces, and 
knowledge sources.  We use this table as the basis 
for constructing conceptual models for knowledge 
management for each of the platforms. 
We use influence diagrams to structure the 
knowledge management models.  The influence 
diagram technique alone is good for structuring 
static Choice-Goal relationships, but lacks the 
means to represent the dynamics of knowledge 
transfer within the NOC. Thus, we integrate the 
influence diagrams with the conceptual model for 
control center adaptive DS functionality shown in 
Figure 1, which adds the necessary dynamic 
dimension into the Knowledge Management 
model for platform NOC.   
We differentiate two types of knowledge spaces: 
the space of individual NOC functional metrics 
and knowledge space of adaptive decision support 
loop that NOCs share along the timeline of ad hoc 
application processing How can we manage the 
knowledge flow across two spaces? One possible 
answer is to develop the VPNOC knowledge 
management gateway, which would be capable of 
associating the spatially distributed functional 
rules with the rules of decision-making dynamics. 
The idea of gateway intelligent agent-brokers dates 
back to the early work of [5].  
 




The VPNOC adaptive management process 
described in Figure 1 presents a natural foundation 
for structuring the knowledge management across 
the W-Grid NOCs.  The dynamic process of   
Mission-Policy-Metrics-{Sense-Analyze-Adapt} 
could be executed by the set of intelligent agents  
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knowledge management gateway.  
The SNMP variables comprising  NE MIBs 
define the individual NOC functional knowledge 
space. On the other hand the agents providing  
Mission-Policy-Metrics-{Sense-Analyze-Adapt} 
feedback loop should talk to the individual NOCs 
as  nodes of the knowledge sharing network.  In 
accordance with this model,  Mission Agent  or 
Performance Metrics Agent  would read the NOC 
MIB providing “big picture” information to the 
VPNOC level about each NOC domain network 
configuration, availability, etc.  This would 
automatically add to the huge tree of SNMP MIBs 
identifiers in which the lower level variables such 
as those  reflecting traffic at each NE, routing table 
entries, etc are already populated by the 
“traditional” network management system’s 
agents.  By sharing the same SNMP MIB tree for 
NOCs and NEs, the gateway agents  are capable of 
associating their results with network management 
agents and crews at the individual NOC level. This 
in turn enables both data mining operations 
between two levels and building associations for 
seamless QoS application processing across the 
grid In an ideal world, the solution proposed above 
would be complete, however, in reality we still 
need instantaneous access to the NOC crews and 
their expertise to remedy real time problems 
arising from configuration management, fault 
monitoring, and traffic management. In terms of 
the knowledge gateway model presented in Figure 
2, this would require collaborative transactions to 
provide values for the missing SNMP variable 
values in the NOC MIB. The combination of 
collaborative technology [1, 2], NOC SNMP 
MIBs, and adaptive multiple agent architecture 
creates a transparent knowledge management 
space supporting the Mission-Policy-Metrics-
{Sense-Analyze-Adapt} process. The agents’ 
navigation of the knowledge management space 
based on the SNMP MIB trees could be further 
automated by the implementation of emerging 
policy-based language technology [10]. By using 
the policy-based language, the agents could 
translate the NOC MIB requirements directly into  7
0-7695-1435-9/02 $1
Annual Hawaii International Conference on System Sciences (HICSS-3502) 




We believe that the combination of collaborative 
technology, application MIBs, and multiple agents 
that execute the relationships of the adaptation 
loop creates a desirable knowledge management 
architecture for W-Grid VPNOCs.  The described 
approach is currently under testing for developing 
a command and control wireless operations fusion 
testbed. A team of Naval Postgraduate School 
research faculty and students has recently 
completed the first round of GIG NOCs 
collaborative work-studies for Joint Forces 
Interactive Planning. The study provided 
encouraging evidence of current collaborative 
tools capability to address reach, range, and 
responsiveness requirements of knowledge transfer 
across the NOCs in a wireless setting. It also 
revealed that in such applications as peace keeping 
operations planning, global disaster information 
management, unmanned aerial vehicles operation, 
traffic monitoring and security management, NOC 
processes closely resemble a group collaborative 
work pattern, whereas in configuration and fault 
monitoring it gravitates to more of a committee 
structure.  One of our next immediate research 
tasks is to integrate the collaborative agent-based 
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