Abstract. Let U + be the plus part of the quantized enveloping algebra of a simple Lie algebra of type An and let B * be the dual canonical basis of U + .
Introduction
Let B * denote the dual of the canonical basis [8] , [14, §14.4 .6] of a quantized enveloping algebra of a simple Lie algebra g. Two elements of B * are said to be multiplicative if their product also lies in B * up to a power of q. They are said to q-commute if they commute up to a power of q. The Berenstein-Zelevinsky Lusztig has defined the canonical basis via the bases of Poincaré-Birkhoff-Witt type associated to such reduced decompositions, and such reparametrization functions arise from taking two of the Lusztig parametrizations of the canonical basis. We show that these functions share some of the properties known to be possessed by the reparametrization functions arising from string parametrizations for the canonical basis [1] . In particular we show that if two dual canonical basis elements q-commute, which the canonical basis has been computed explicitly [6] , [15] , [22] with respect to linearity domains. As a consequence, we obtain that the set of PBW i-linearity domains forms a fan in R N , where N is the length of w 0 .
This enables us to prove that the answer to Question 1.1 is yes in type A n when b is a q-commuting product of quantum flag minors. This generalizes a theorem of [5] .
In the paper, the Lie algebra g is supposed to be of type A n . Note that results
in Sections 1-4 can be easily generalized to all simply-laced types. Note also that Lemma 5.3 is only true in type A n . Hence, Theorem 5.5 needs this assumption.
Background and notation
We use the set-up of [4] . Let g = sl n+1 (C) denote the simple Lie algebra of type A n . Let h be a Cartan subalgebra and let g = n − ⊕ h ⊕ n + be a compatible triangular decomposition. Let α 1 , α 2 , . . . , α n be the corresponding simple roots, and ∆ + the corresponding set of positive roots. Let W be the Weyl group associated to the root system, with Coxeter generators s 1 , s 2 , . . . , s n . Let P be the weight lattice generated by the fundamental weights ̟ i , 1 ≤ i ≤ n, and let , be the W -invariant form on P . Let U = U q (g) be the simply connected Drinfel'd-Jimbo quantized enveloping algebra over Q(q) associated to g as defined in [7] . Let U − , U 0 and U + be the subalgebras associated to the sub-Lie algebras n − , h and n + respectively; we have the triangular decomposition U ∼ = U − ⊗ U 0 ⊗ U + . The subalgebra U + is generated over Q(q) by canonical generators E 1 , E 2 , . . . E n , subject to the quantized Serre relations; the subalgebra U − is isomorphic to U + , with corresponding generators F 1 , F 2 , . . . F n , and the subalgebra U 0 is isomorphic to Q(q)[P ], the element corresponding to λ ∈ P being denoted by
The algebra U is a Hopf algebra with comultiplication ∆, antipode S and augmentation ε given by:
The root lattice Q is defined to be Q = i Zα i , with
, then an element in the subspace of U generated by
, is said to have weight α (respectively, −α). For all α ∈ Q + , let U + α (respectively, U − −α ) denote the subspace of U + (respectively, U − ) consisting of elements of weight α (respectively, −α). We write the weight of an element X as wt(X) (if it exists), and tr(X) (or tr(wt(X))) for the sum i m i
There exists a unique bilinear form ( , ) [18] , [21] 
The form ( , ) is nondegenerate on U Fix a reduced decomposition i = (i 1 , i 2 , . . . , i N ) of w 0 (so that w 0 = s i1 s i2 · · · s iN is reduced), and for 1 ≤ t ≤ N , let β t = s i1 s i2 · · · s it−1 (α it ); we get an ordering β 1 <
The Poincaré-Birkhoff-Witt basis of U + is the basis q−q −1 . By [12] we have that
where We'll call the parametrization Z
(which can be regarded as a function from R N → R N via the same formula in terms of coordinates). Let B * = {b * : b ∈ B} denote the dual canonical basis of 
It will be denoted by ≺ if no confusion occurs.
Let q Z B * denote the set {q n b * : b ∈ B, n ∈ Z}. We therefore have: It follows that the eigenvalue f in part (i) must be the same as that appearing in (2.1), and it follows from Proposition 2.2 that u ∈ B * . The result for arbitrary
Remark 2.5. We note that, from the proof, we can see that u ∈ B * if and only if u satisfies (i) and (ii) with k = 0.
Two elements of the dual canonical basis B * are said to be multiplicative if their product also lies in the dual canonical basis up to a power of q. They are said to q-commute if they commute up to a power of q. The following Corollary of Proposition 2.2 is due to Reineke [17, 4.5] .
Corollary 2.6. If two elements of the dual canonical basis are multiplicative then they q-commute.
Definition 2.7. There is a natural action of U + on itself [1] , in which each generator E i of U + acts on U + as a q-differential operator δ i . This is the unique action of U + on itself satisfying the following properties:
We remark that formula (b) implies that for all i and for r ∈ Z ≥0 , we have
, which is easily checked by induction on r (E (0) i is interpreted as 1 and
, and for r ∈ Z ≥0 , let δ (r) i denote the divided power
; this coincides with the string of b arising from Kashiwara's approach to B (see [9] and the end of Section 2 in [16] ).
PBW-strings
In this section we will show how the Lusztig parametrization of a dual canonical basis element can also be regarded as a string (in a similar sense to the above).
We define new operators ∆ i , i = 1, 2, . . . , n, depending on a choice of a reduced decomposition of w 0 , which play the role of the operators δ
for the PBW parametrization. We first of all note that δ
is a well-defined operator on all of
We will use the following:
ing Lemma 3.2, the formula for γ m and the fact that
the result follows. 2
We can now prove a Lemma giving basic properties of the Lusztig parametrization with respect to the operators ∆ i .
Lemma 3.4. Let b ∈ B, and suppose i ∈ R(w 0 ) and ∆ 1 , ∆ 2 , . . . , ∆ N are as above.
preserves B * , we see that ∆ 1 (b * ) lies in B * , so (i) holds for k = 1, but we need more precise information. Since b * ∈ B * , we know by [5] (see also Proposition 2.3) that
where x 0 is a Z[q]-linear combination of dual PBW-basis elements E i (n) * with n < m (and in particular, satisfying n 1 ≤ m 1 ). Here < denotes the lexicographic ordering. By Lemma 3.3, we see that
where x 1 is a Z[q]-linear combination of elements of the form E i (n) * with n = (0, n 2 , n 3 , . . . , n N ) < m for all n occurring in the sum. By Corollary 2.4, we have
We thus see that (i), (ii) and (iii) all hold for k = 1.
From the above form for ∆ 1 (b * ), we have that
is the index of the simple root −w 0 (α i1 ) (the Chevalley automorphism applied to i 1 ), and differ on weight spaces by plus or minus a power of q, it follows that T
satisfies Corollary 2.4(i), and therefore (see the remark after Corollary 2.4(i)) lies in
preserves B * , we thus obtain that δ
as above, with i 2 playing the role of i 1 , we obtain that
where y 2 is a Z[q]-linear combination of dual PBW-basis elements of the form
where x 2 is a Z[q]-linear combination of dual PBW-basis elements of the form and applying Corollary 2.4, we obtain that ∆ 2 ∆ 1 (b * ) ∈ B * and that
We thus see that (i) and (iii) hold for k = 2. It is now clear that an inductive argument gives (i),(ii) and (iii) for
Given a reduced decomposition w = s i1 s i2 · · · s it of an element w ∈ W , we define the PBW-string L e w (b * ) of a dual canonical basis element b * in direction w as follows. 
for every i ′ ∈ R(w 0 ).
We can now prove the analogue of [1, 2.9]:
Theorem 3.7. Let b * , b ′ * be elements of the dual canonical basis that q-commute.
to a single i-linearity domain.
Proof:
We follow the proof of Berenstein and Zelevinsky [1] ; however there will be some differences, so we include the details. We know by Proposition 3.6 that it is enough to show that, for every i
Thus, it is enough to show that m and m ′ are not separated by any PBW i-wall.
Suppose that a i-wall corresponds to the move
By [1, 3.6] and the fact that the T i are algebra automorphisms, the elements
, we can assume that t = 0 (using Lemma Let
, and let b
0 for integers n, n 0 . Then we have
and γ is the degree of b
is defined as in [1, Proposition 3.1] and we are using [1, (3.6) ]. We also use the fact that for all α ∈ Q + , T
. Expanding and simplifying, we obtain
Similarly, we obtain that
and γ ′ is the weight of b ′ * . We thus have: 
Hence, a similar argument to that given above shows that
where
Suppose now that m 1 > m 3 and m 
It is easy to show that all of these regions are in fact subsets of N 6 . It is also easy, but tedious, to check that the PBW i-linearity domains are the regions
Let v 1 = (1, 0, 0, 0, 1, 0) and let v 2 = (0, 1, 0, 0, 0, 1). 
. . , L 13 , L 14 , while the Berenstein-Zelevinsky
(1, 2, 1, 3, 2, 1)-linearity regions are C 1 , C 2 , . . . , C 12 , C 13 ∪ C 14 . There appears to be a lot of similarity in the behaviour of the reparametrization functions arising from PBW and string parametrizations.
Properties of PBW i-linearity domains
In this section we show that the set of i-linearity domains forms a fan. We start with a key proposition (which we shall also need in section 5 when we discuss q-commuting properties of the dual canonical basis). We call the connected components of the set of PBW i-regular points PBW i-chambers, so that PBW i-linearity domains are the closures of PBW i-chambers (see [1, §8] ). 
are weakly on the same side of all PBW i ′ -walls, and:
are weakly on the same side of all PBW i ′ -walls. Let Recall that a strongly convex polyhedral cone is a convex polyhedral cone C for which v ∈ C implies −v ∈ C. A set of strongly convex polyhedral cones is said to form a fan if the face of every cone in the set lies in the set and if the intersection of any two cones in the set lies again in the set. Proof: We first of all note that each PBW i-linearity domain is a convex polyhedral cone (by Proposition 3.6) and thus is in fact a strongly convex polyhedral cone as it contains no point with negative coordinates. The same is therefore true for all of its faces. We now show that if C and C ′ are distinct PBW i-linearity domains, then C ∩ C ′ is a face of C and of C ′ . Suppose that C ∩ C ′ is not a face of C.
Then C ∩ C ′ F , where F is a face of C (since C and C ′ are convex polyhedral cones). Let (C ′ )
• denote the interior of C ′ ; we will use similar notation for the interiors of other cones. Fix p ∈ F \ C. Then, we can choose m ∈ C ∩ C ′ such that we see that C ∩ C ′ is a face of C (and similarly, we can see that it is a face of C ′ ).
We next consider the case where C, C ′ are faces of distinct PBW-linearity domains, P and P ′ . We show that C ∩ C ′ is a face of C and of C ′ . Suppose that
where F is a face of C.
As above, we can then choose q ∈ (P ′ )
• , p ∈ F \ C ′ and m ∈ C ∩ C ′ such that m + p ∈ C ∩ C ′ , since C ∩ C ′ and F are convex polyhedral cones. Note that the first two properties imply that p ∈ P ′ . This is because p lies in the linear span of C ′ ∩ C, so p lies in the linear span of C ′ . Since P ′ is convex, if p was in P ′ and in the linear span of its face C ′ , it would have to lie in C ′ , a contradiction to the assumption that p ∈ F \ C ′ . So q and m + p lie in a single PBW i-linearity domain P ′ , while m, p and m + p all lie in a single PBW i-linearity domain P .
Proposition 4.2 asserts that q and p both lie in a single PBW i-linearity domain, but as q ∈ (P ′ )
• , P ′ is the only PBW i-linearity domain containing q, while p ∈ P ′ , so we have a contradiction. Hence, C ∩ C ′ is a face of C, and similarly, we can see that it is a face of C ′ . Finally, suppose that C, C ′ are distinct faces of a single PBW i-linearity domain P . Then C ∩ C ′ is a face of C, and of C ′ , since P is a polyhedral cone. We have therefore shown that the set of PBW i-linearity domains, together with all their faces, forms a fan in R N as required. 2
q-commuting products of quantum flag minors
For any reduced decompositionw = s i1 . . . s i k of an element w in W , we define as in [5] , see also [2] , the quantum flag minors ∆ * w . Roughly speaking, ∆ * w is the element of the dual canonical basis corresponding to the extremal vector of weight w̟ i k in the Weyl module with highest weight ̟ i k . By [4] , we have:
Then, the algebra A i generated by the ∆ * k is a q-polynomial algebra, spanned (as a space) by a part of the dual canonical basis.
where the β k 's are the roots associated to i. We denote it by d if no confusion occurs. The form d i encodes the q-commutations in the graded algebra Gr i (U + ) (see [4] ) associated to i. To be more precise, set
Then:
Moreover, for all m, n in Z Remark that if i is associated to a quiver orientation, then ≺ i is the so-called degeneration ordering, [3] , and d i is Reineke's homological form, see [17] . As a consequence, we have:
Proof: (i) is [5, Proposition 4.2]. (ii) follows from (i) together with Proposition 5.2 and Proposition 2.3 (iii). 2
We can now prove our main theorem. Now, by Lemma 5.3, for each k we can fix a reduced decomposition i k in R(Q) (for some quiver Q of type A n ) associated to the quantum flag minor b * k . Let p k , resp. p, be such that b k = B i1 (p k ), resp. b = B i1 (p Suppose by induction on k that
Then,
In the previous sum, we have, by Proposition 5.2 (i) and (*):
i1 (p k ) + . . . R This implies that the answer to Question 1.1 is yes when the real element is in the adapted algebra associated to any reduced decomposition.
We see that quantum flag minors have nice multiplicative properties. This comes from their interpretation in terms of modules over the path algebra of a Dynkin quiver; see [5] . From the interpretation of quantum minors as modules over the preprojective algebra [20] , we can hope for a generalisation of Theorem 5.5 replacing "quantum flag minors" with "quantum minors".
Corollary 5.6. Let i in R(w 0 ) and suppose that b * in B * and c * in B * ∩ A i qcommute. Then, b * and c * are multiplicative.
