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Abstract We study the power spectrum which is es-
timated from a nonstationary signal. In particular we
examine the case when the signal is observed in a mea-
surement time window [tw, tw+tm], namely the observa-
tion started after a waiting time tw, and tm is the mea-
surement duration. We introduce a generalized aging
Wiener-Khinchin theorem which relates between the
spectrum and the time- and ensemble-averaged correla-
tion function for arbitrary tm and tw. Furthermore we
provide a general relation between the non-analytical
behavior of the scale-invariant correlation function and
the aging 1/fβ noise. We illustrate our general results
with two-state renewal models with sojourn times’ dis-
tributions having a broad tail.
1 Introduction
The power spectrum of many natural processes exhibits
1/fβ spectrum [1–10]. The spectrum is estimated from
a recorded observable I(t) which can be the light inten-
sity, a spatial displacement, current, etc. Assume that
such a signal I(t) if found in several states in such a way
that the sojourn times in some states are broadly dis-
tributed with fat tails [11–15]. The renewal assumption
is usually invoked and thus the process is a continuous
time random walk (CTRW) in the states space, where
the number of states is fixed. Such a system follows
a power-law intermittency route to 1/fβ noise. This
means that power-law waiting times in a sub-state of
the system are responsible for the observed 1/fβ spec-
trum. This approach was suggested as a fundamental
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mechanism for 1/fβ noise in the context of intermit-
tency of chaos and turbulence in the work of Man-
neville [16], following the pioneering work of Mandel-
brot [17–19]. For example consider blinking-quantum
dots, where under certain conditions, the emission of
the dot switches from “on” to “off” state and vise-versa.
The sojourn times in a state are broadly distributed in
such a way that the average sojourn time diverges [13–
15, 20]. This well-investigated model yields 1/fβ noise,
and as confirmed by recent experiments [21] the spec-
trum exhibits clear signs of nonstationarity: the power
spectrum depends on the total measurement time.
The nonstationarity of a given process implies that
we must consider carefully its initial conditions and the
measurement protocol. For blinking-quantum dots the
switching process from bright to dark starts when the
nano-system is bought into the spotlight of the exciting
laser field. Namely one can clearly identify when the
process starts, and this initiation is what we refer to as
the origin of time t = 0. Then the sample spectrum is
recorded between tw and tw+tm. Here tw is the waiting
time and tm is the time duration of the observation.
Another example is from the field of glassy dynamics
[22, 23]. There a quench of the system from say a high
temperature is made, and then one waits time tw before
recording some signal, say magnetization.
The nonstationary route to 1/fβ started with the
work of Mandelbrot [17–19]. Recently, the aged 1/fβ
spectrum was found experimentally in the growing in-
terface fluctuations in the (1 + 1)- dimensional KPZ
class, using liquid-crystal turbulence [24]. This together
with theoretical models, and the mentioned blinking
quantum dots, motivate us to investigate the subject in
further depth.
For a nonstationary process one finds that, at least
in principle, the measured observable depends both on
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2 N. Leibovich, E. Barkai
tw and tm. This means that whatever the observable is,
whether it is the time-averaged position of a random
walker [25, 26], the power spectrum, etc., we expect a
dependence on both the waiting and the measurement
times. This is especially true for time-scale-invariant
systems. By this we mean a class of processes where
the underlying ensemble-averaged correlation function
scales as 〈I(t)I(t + τ)〉 = tΥφEA(τ/t). Blinking quan-
tum dot models, renewal models, trap model, single-file
diffusion, and many other processes fall into this wide
category [11, 15, 27–31]. In our recent works [32, 33]
we have found a simple, yet general, relation between
this scale-invariant correlation function and the mea-
surement time-dependent spectrum. Our previous work
considered the case where the measurement starts at
t = 0, namely when tw = 0. Here we investigate the
fingerprints of the waiting time tw 6= 0 on the power
spectrum, generalizing the Wiener-Khinchin theorem
for this class of processes. At the second stage of the
article we demonstrate the theory for simple models of
on-off blinking.
2 The Waiting Time Dependent
Wiener-Khinchin theorem
Here we derive a general formula for an aging spectrum
where the measurement started at a certain time tw
after time zero. In the following we generalize the pre-
viously published aging Wiener-Khinchin theorem [32–
34]. Our goal is to introduce the relation between the
measured spectral density to the time and ensemble-
averaged correlation functions.
2.1 Aging Wiener-Khinchin theorem with the
time-averaged correlation function
For a nonstationary process, the autocorrelation func-
tion is 〈I(t)I(t+ τ)〉 = C(t, τ), i.e. it depends on t and
the lag time τ . 〈.〉 represents an ensemble average. We
assume that the signal I(t) starts evolving at time t = 0.
Then I(t) is recorded in the time interval (tw, tm + tw),
i.e. tw is a waiting time and tm is the measurement
period. The sample spectrum is estimated through the
periodogram
〈Stw,tm(ω)〉 =
1
tm
〈∣∣∣∣∫ tm+tw
tw
dtI(t)eıωt
∣∣∣∣2
〉
, (1)
where the measurement time tm is long. The spectrum
thus is given by
〈Stw,tm(ω)〉 = (2)
2
tm
∫ tm+tw
tw
dt1
∫ tm+tw−t1
0
dτ〈I(t1)I(t1 + τ)〉 cos(ωτ).
We assume a scale invariant correlation function;
〈I(t)I(t+ τ)〉 = tΥφEA(τ/t). (3)
Here the sub-fix (.)EA refers to the ensemble average. As
was mentioned, this scaling condition is valid in many
physical systems, e.g. see [11, 15, 27–31]. Here we as-
sume that this scale invariance is valid for all τ and
t. In reality this is an approximation which we discuss
elsewhere [33], and briefly below. The time-averaged
correlation function of the recorded signal is defined by
CTA(tw, tm) =
1
tm − τ
∫ tw+tm−τ
tw
dtI(t)I(t+ τ). (4)
Taking the ensemble average over the time- averaged
correlation function and using the scaled-invariant func-
tion Eq. (3) gives the relation
〈CTA(tm, tw; τ)〉 = 1
tm − τ
∫ tm+tw−τ
tw
dt1t
Υ
1 φEA
(
τ
t1
)
,
(5)
where the sub-fix (.)TA refers to the time average. We
thus find that the correlation function scales as
〈CTA(tm, tw; τ)〉 = tΥmϕTA
(
τ
tm
;
tw
tm
)
, (6)
where the relation between φEA(x) and ϕTA(x, T ) is
ϕTA (x; T ) = x
Υ+1
1− x
∫ x/T
x/(1−T −x)
dx
φEA(x)
x2+Υ
, (7)
where x = τ/tm and T = tw/tm. Changing the integra-
tion order in Eq. (2) using Eq. (6) gives
〈Stw,tm(ω)〉 = 2tΥ+1m
∫ 1
0
dx(1− x)ϕTA(x, T ) cos(ω˜x),
(8)
where ω˜ = ωtm. This gives the relation between the
time-averaged autocorrelation function and the spec-
trum. For a further detailed derivation see App. A.
2.2 Aging Wiener-Khinchin theorem with the
ensemble-averaged correlation function
In this subsection, we derive a relation between the
ensemble- averaged autocorrelation function C(t, τ) =
tΥφEA(τ/t) and the time-dependent power spectrum.
For simplicity we first assume that Υ = 0. We obtain
〈Stw,tm(ω)〉 = 2tm
∫ 1/T
0
dyφEA (y)cos
[
ω˜(1 + T ) y1+y
]
ω˜2y2
+
sin
[
ω˜(1 + T ) y1+y
]
(1 + T )
ω˜y(1 + y)
−cos [ω˜T y]
ω˜2y2
− sin [ω˜T y] T
ω˜y
}
, (9)
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see derivations in App. A. The relation between the
ensemble-averaged correlation function and the spec-
trum for Υ 6= 0 is given by
〈Stw,tm(ω)〉 = 2tΥ+1m
∫ 1/T
0
dyφEA (y)
<
 (−ı)
ΥΓ
[
2 + Υ,−ıω˜(1 + T ) y1+y
]
(ω˜y)2+Υ
− (−ı)
ΥΓ [2 + Υ, ıω˜T y]
(ω˜y)2+Υ
}
(10)
where Γ (a, x) =
∫∞
x
dttα−1e−t refers to the incomplete
Gamma function and <[.] represents the real part. In
the limit of T  1 (i.e. tw  tm) we recover our pre-
vious published results for both the time averaged for-
malism , Eq. (8), and the ensemble averaged formalism,
Eq. (10), see [32, 33]. We note that both aging Wiener-
Khinchin relations, Eqs. (8) and (10) are equivalent.
2.3 The aging 1/fβ noise
In the following we show that when φEA(x) is a non-
analytic function in the vicinity of zero the spectrum is
of 1/fβ type. Consider ensemble-averaged correlation
function with
C(t, τ) = tΥφEA
(τ
t
)
≈ tΥ
[
A−B
(τ
t
)V ]
(11)
in the limit of τ  t. Here A and B are constants
which determined by the specific process. We demand
0 < |V | < 1 and Υ − V > −1 for convergence. In the
limit of long time and ωtm  1 we find
〈Stw,tm(ω)〉 ≈ B˜V ΛΥ−V+1
(
tw
tm
)
tΥ−Vm ω
−1−V (12)
where the aging factor is
Λν(x) = [(x+ 1)
ν − xν ] (13)
with ν > 0, and B˜V = 2B sin(piV/2)Γ (1+V )/(1− V+ Υ ).
Here we conclude that the spectrum depends on both
measurement time tm and waiting time tw. The de-
pendence of tw and tm is a direct outcome of an aged
process. Considering our previously published results
for tw = 0 [32, 33] we further obtain from Eq. (12) the
relation
〈Stw,tm(ω)〉 = ΛΥ−V+1
(
tw
tm
)
〈Stw=0,tm(ω)〉. (14)
A non-analytic correlation function, Eq. (11), is found
in many processes (see for example the table given in
[33]). In that sense our general result Eqs. (12),(14) are
universal. The aging prefactor Λν(x) is also found for
other observables (beyond the power spectrum) in some
nonstationary processes, in particular the CTRW and
in models of deterministic intermittency [26, 35]. For
example the aged and non-aged time averaged mean-
square displacement (MSD) fulfills similar relation. See,
for example, the continuous time random walk (CTRW)
[26, 36], heterogeneous diffusion processes [37], and scaled
Brownian motion [38]. Therefore the function Λν(x) ap-
pears rather naturally for several observables and, as we
have shown here, it is the outcome of the scale invari-
ance of the correlation function and thus not limited
to CTRWs. We comment, though, that the exponent ν,
which is defined trough Λν(x), is bounded 0 < ν < 1 in
the CTRW [26, 36]. Here, such a constrain on the upper
bound is not necessary, where in principle the value of
ν may by equal or larger than 1.
When Υ = V we find 〈Stw,tm(ω)〉 ≈ B˜V ω−1−V ,
since Λ1 (x) = 1 for every x. It means that the 1/f
β
noise seems stationary, i.e. it neither depends on the
measurement time nor the waiting time. Nevertheless,
the appearance of the time-independent 1/fβ noise does
not mean that the underlining process is stationary.
See for example the displacement of a tracer particle
in a single-file diffusion model [33]. Further distinc-
tion must be made with respect to bounded and non-
bounded processes. For a bounded process whose vari-
ance is asymptotically non-zero, i.e. Υ = 0, e.g. the
blinking quantum dot model in Sec. 3.1 below, we get
when tw = 0, the behavior predicted by Mandelbrot,
i.e. St(ω) ∼ tα−1ωα−2, which as explained in [17, 39]
solves the famous low-frequency-cutoff paradox of the
1/fβ noise.
We examine the behavior of the 1/fβ spectrum for
two cases; a slightly aging spectrum; when tw  tm
and strong aging when tm  tw. In the limit tw  tm
the system “forgets” its initial states and we find
〈Stm(ω)〉 ≈ B˜V tΥ−Vm ω−1−V , (15)
which recovers previous results [32, 33]. In the opposite
limit tw  tm we obtain
〈Stw(ω)〉 ≈ B˜V (Υ − V + 1)tΥ−Vw ω−1−V , (16)
then the spectrum depends only on the waiting time.
We note that for positive value of V , i.e. 0 < V < 1,
the term (−B)tΥ−V τV in Eq. (11) is the second leading
order (e.g. blinking quantum dot with infinite mean so-
journ times in Sec. 3.1 ), while for negative V , i.e. when
−1 < V < 0, the leading term is (−B)tΥ−V τV where B
must be negative (e.g. blinking quantum dot with finite
mean “on” times, see Sec. 3.2). For both cases, negative
and positive V , Eqs. (12), (15) and (16) are valid.
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3 Renewal Models for Blinking Quantum Dots
We consider a simple renewal model with a two-state
system, where I(t) = 0 is the state “off” and I(t) = I0
is “on”. Without lost of generality we choose the sys-
tem to be initially at I(0) = I0. At random times tn the
system switches to the other state alternately (“on” →
“off” or “off” → “on”). The renewal times are tn =∑n
1 τi where the sojourn time in a substate are given
by the sequence {τi}ni=1. The integer n represents the
number of renewals until time t. The waiting times in
“off” state are independent identically distributed with
common probability density function (PDF) ψoff(τ) ∝
τ−1−α where 0 < α < 1. Hence, the mean waiting time
in a substate “off” diverges. In our models the distri-
bution of the “on” sojourn times ψon(τ) may have in-
finite or finite mean. Therefore we consider two cases;
in the first one the “on” and “off” times are fat-tailed
distributed with ψoff(τ) = ψon(τ). In the second case
we consider “on” times with a finite mean distribution
while “off” times are distributed with power law as in
the first case. We note that both cases were examined
experimentally before [21, 40]
As was mentioned in the introduction this stochastic
process is used to analyzed the blinking quantum dot
process [13–15], or turbulent flows [41] (though there
α > 1 so we do not consider this case in detail). Fur-
ther, the renewal model is closely related to the trap
model in glasses (where the exponent α is related to
the ratio between the temperature and the glass transi-
tion temperature) [22] and the Le´vy walk model, where
the walker’s velocity is renewed [42].
3.1 Infinite Mean “On” Sojourn Time Distribution
Here we consider that both “on” and “off” times are
power-law distributed
ψoff/on(τ) ∼ (τ0/τ)1+α τ > τ0 (17)
where τ0 is a microscopic time scale and 0 < α < 1
(see for example the experiment in [40]). We choose for
both substates, “on” and “off”, the same exponent α for
simplicity. Certain aspects of this model were studied
analytically before [12–15, 39, 43–45].
The analytic formula for the ensemble-averaged cor-
relation function is given in [15, 43], when t, τ  τ0,
〈I(t)I(t+τ)〉 = I20
[
1
2
− 1
4
sin(piα)
pi
B
(
τ
τ + t
, 1− α, α
)]
,
(18)
where B(x, a, b) is the incomplete Beta function. In the
limit of τ  t we find
C(t, τ) ≈ I20
[
1
2
− sin(piα)
4(1− α)pi
(τ
t
)1−α]
, (19)
so Υ = 0 and V = 1−α. Therefore using equation (12),
we obtain in the limit of ωtm  1 the aging 1/fβ noise,
where β = 2− α;
〈Stw,tm(ω)〉 ≈ I20
cos(piα/2)
2Γ (1 + α)
Λα
(
tw
tm
)
tα−1ωα−2. (20)
For this example we recover the result given in [36].
There the renewal model was used, while here we de-
rive the results trough general arguments using the au-
tocorrelation function properties. In the limit of short
waiting time, tw  tm, the system “forgets” its initial
state and we find
〈Stm(ω)〉 ≈ I20
cos(piα/2)
2Γ (1 + α)
tα−1m ω
α−2, (21)
while in the opposite limit, where tw  tm we find
〈Stw(ω)〉 ≈ I20
α cos(piα/2)
2Γ (1 + α)
tα−1w ω
α−2. (22)
In Fig. 1 we show the simulation results (symbols) with
α = 0.5, fixed waiting time tw = 10
6 (upper panel) and
tw = 10
2 (lower panel) and three measurement times;
tm = 10
3, tm = 10
4, and tm = 10
5. The analytic predic-
tions present a good agreement with the simulation. We
mention that the nonstationary spectrum, and in par-
ticular the dependence of the spectrum on the waiting
time tw, Eq. (20), has been found in glassy dynamics
[22].
3.2 Finite Mean “On” Sojourn Time Distribution
Now we consider that the PDFs for the “on” and “off”
sojourn time are given in Laplace space by
ψon(s) ≈ 1− 〈τ〉s+ ...
ψoff(s) ≈ 1− asα + ... (23)
for small s, a = τα0 Γ (1 − α) and 0 < α < 1. It refers
to the case where the “on” times have finite mean 〈τ〉,
for example they are drawn from an exponential distri-
bution, and the “off” times are fat-tailed distributed as
before. The correlation function is given by [13]
C(t, τ) ≈ t2α−2
[
I20
〈τ〉2
a2Γ 2(α)
(τ
t
)α−1]
, (24)
where both t and τ are assumed to be long. Here we
find that Υ = 2α − 2, V = α − 1, A = 0 and B =
−I20 〈τ〉2/[a2Γ 2(α)]. Using Eq. (12), we obtain
〈Stw,tm(ω)〉 ≈ I20
2〈τ〉2 cos(piα/2)
a2Γ (1 + α)
Λα
(
tw
tm
)
tα−1m ω
−α,
(25)
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10−4 10−3 10−2 10−1 100
10−4
10−2
100
102
〈S
t m
(ω
)〉
10−4 10−3 10−2 10−1 100
10−2
100
102
104
ω
〈S
t m
(ω
)〉
tw = 10
2
tw = 10
6
Fig. 1 Simulation results for the spectrum recorded in the
time interval [tw, tw + tm] from the quantum dot renewal
model with infinite mean “on” and “off” times. Here we use
I0 = 1, α = 0.5 and 104 realizations for the ensemble av-
erage. The measurement times are tm = 103 (blue crosses),
tm = 104 (pink circles), and tm = 105 (green dots). In the
upper panel we present the results for a fixed waiting time
tw = 106 which is greater than tm, and in the lower panel
tw = 102 which is shorter than tm. The solid lines represent
the analytic result Eq. (20). The spectrum is given at natural
frequencies; ω = 2pin/tm where n ∈ N. The lowest recorded
frequency is 2pi/tm hence the spectrum is shifted to the red.
in the limit of ωtm  1. Hence in the limit tm  tw we
obtain
〈Stm(ω)〉 ≈ I20
2〈τ〉2 cos(piα/2)
Γ (α)a2α
tα−1m ω
−α. (26)
When tw  tm we find
〈Stw(ω)〉 ≈ I20
2〈τ〉2 cos(piα/2)
Γ (α)a2
tα−1w ω
−α (27)
which depends on the waiting time and independent
of the measurement time tm. In Fig. 2 we present the
simulation results for the process where we use I0 = 1,
the “on” sojourn times are exponentially distributed
with 〈τ〉 = 1, α = 0.5, and τ0 = 1. The waiting time tw
are fixed; in the upper panel tw = 10
5 and in the lower
panel tw = 10
2. The simulations nicely agree with the
analytic prediction Eq. (25) when ωtm = 2pin  1 for
n ∈ N.
4 Continuous Frequencies Spectra
In Figs. 1 and 2 we presented the 1/fβ spectrum show-
ing its time dependence. On a log-log plot these curves
are, with a good approximation, a straight line. The
1/fβ spectrum was found in the limit ωtm  1. This
means that when ωtm = 2pi (for example) we can find
10−4 10−3 10−2 10−1 100
10−2
ω
〈S
t w
, t
m
(ω
)〉
10−4 10−3 10−2 10−1 100
10−3
10−2
10−1
〈S
t w
, t
m
(ω
)〉
 
 
tw = 10
2
tw = 10
5
Fig. 2 Simulation of the spectrum for the renewal model with
finite mean “on” sojourn time 〈τ〉 = 1, and heavy tailed dis-
tributed “off” time with α = 0.5. Here we use 104 realizations
for the ensemble average. The waiting time are fixed, tw = 105
(upper panel) and tw = 102 (lower panel). The measurement
times are tm = 103 (pink squares), tm = 3162 (green circles),
tm = 104 (blue stars), and tm = 31622 (red triangles). The
analytic prediction (solid lines) Eq. (25) presents a nice agree-
ment with the simulation when ωtm = 2pin  1, where n is
an integer.
small deviations from 1/fβ noise. These deviations are
difficult to detect (see figures 1, 2). It should be noted
that the aging Wiener Khinchin theorem provides full
information on the correlation function (and vice versa)
namely the 1/fβ spectrum contains only a partial in-
formation on the shape of the correlation function for
its small arguments, see Eqs. (11) and (12). Figs. 1,2
are plotted on a physically natural scale, namely ω =
2pin/tm where n ∈ N, as is the standard choice in the
analysis of noise [46]. Plotting the power spectrum us-
ing continuous frequencies (this is certainly easy to do
with a computer) reveals a richer structure, see figs. 3
and 4. These spectra reveal oscillations which are an
effect of the finite measurement time. For further dis-
cussion limited for tw = 0 see [33].
The aging Wiener-Khinchin theorem depends on the
correlation functions in their scaling form. In Eqs. (8),
(9), (10) we assume that such a scale invariance is valid
for all times, however Eqs. (18), (25) are valid for long
times. We find, though, that detailed information on
the waiting time PDFs ψ(τ) both in the “on” and “off”
states are not crucial, besides a few variables (like α).
When one samples very large frequencies and finite mea-
surement time the spectrum will depend on the fine de-
tails of the model (when tm and tw are fixed), since the
scaling form of the correlation functions breaks in the
short time limit. Therefore we obtain deviations from
asymptotic analytic predictions at very high frequen-
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100 102 104 106
10−12
10−10
10−8
10−6
10−4
10−2
100
ω˜ = ωtm
〈S
t w
,t
m
(ω
)〉/
t m
Fig. 3 Simulation results (symbols) for the spectrum
recorded in the time interval [tw, tw + tm] from a quantum
dot renewal model with infinite average “on” and “off” times.
Here we use I0 = 1, α = 0.5, and 104 realizations for ensem-
ble averaging. In addition we fixed T = 1 and present the
results for tm = tw = 103 (blue circles), tm = tw = 104 (green
squares), and tm = tw = 105 (cyan stars). A numerical esti-
mation based on the analytic relation Eq. (9) using the exact
correlation function Eq. (18) is presented by black line. The
analytic prediction Eq. (20) is presented with red dotted line.
On the natural frequencies ω˜ = 2pin the results fall on a nearly
straight line as shown in Fig. 1.
cies, see Figs. 3 and 4. The order of taking limits of
frequency and time is thus importance. We will discuss
this issue in details in a future publication.
In Figs. 3,4 we compare between simulations and the
numerical estimation of the analytic relations Eqs. (9),
(10) using the exact correlation function Eqs. (18), (24).
For the numerics we use the standard numerical inte-
gration of Mathematica, see details in App. B. We see
a good agreement with theory, and as we increase both
tm and tw (with fixed T ) the agreement becomes better.
5 Summary
We have shown that the sample spectrum, which is es-
timated from a nonstationary process, is affected by
both the waiting time and the measurement time. We
introduce new formulas relating the time and ensemble
average correlation functions to the sample spectrum.
Further we show that a non-analytic correlation func-
tion provides 1/fβ noise, with a universal aging pref-
actor Λν(tw/tm). These general predictions were tested
successfully for two-state processes. While the theory
relies on scale-invariant correlation functions, these are
valid only for long times. Simulations show that con-
vergence to asymptotic results are easily reached.
100 102 104
10−3
10−2
10−1
ωtm
〈S
t m
,t
w
(ω
)〉
Fig. 4 Simulation of the spectrum for the renewal model with
finite mean “on” sojourn time τ0 = 〈τ〉 = 1, and heavy tailed
distributed “off” time with α = 0.5. Here we use 104 re-
alizations for the ensemble average. The ratio between the
waiting time and the measurement time is fixed; T = 1. The
simulation are presented for tw = tm = 103 (blue circles),
tw = tm = 104 (green squares), and tw = tm = 105 (cyan
stars). A numerical integration of the exact results Eq. (10)
is presented by black line. The red dotted line represents the
analytic prediction Eq. (25).
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A Detailed derivations of the Results in Sec. 2
Here we provide the detailed derivation of the results given
in Sec. 2. Similar derivation for the specific case tw = 0 can
be found in [33]. Our starting point is the sample spectrum
given in Eq. (2);
〈Stw,tm(ω)〉 = (28)
2
tm
∫ tm+tw
tw
dt1
∫ tm+tw−t1
0
dτ〈I(t1)I(t1 + τ)〉 cos(ωτ).
Change the integration order
〈Stw,tm(ω)〉 = (29)
2
tm
∫ tm
0
dτ cos(ωτ)
∫ tm+tw−τ
tw
dt1〈I(t1)I(t1 + τ)〉,
and substitute Eq. (4) gives
〈Stw,tm(ω)〉 =
2
tm
∫ tm
0
dτ cos(ωτ)(tm − τ)〈CTA(tw, tm; τ)〉
= 2tm
∫ 1
0
dx cos(ωtmx)(1− x)〈CTA(tw, tm;x)〉. (30)
We use the scale-invariant correlation function; 〈I(t)I(t+ τ)〉 =
tΥφEA(τ/t) and find
〈CTA(tw, tm; τ)〉 = 1
tm − τ
∫ tm+tw−τ
tw
dt〈I(t)I(t+ τ)〉
=
1
tm − τ
∫ tm+tw−τ
tw
dttΥφEA(τ/t). (31)
1/fβ noise for scale-invariant processes: How long you wait matters 7
Scaling the variables x = τ/tm, T = tw/tm and t˜ = t/tm gives
〈CTA(tw, tm;x)〉 = t
Υ
m
1− x
∫ 1+T −x
T
dt˜t˜ΥφEA(x/t˜). (32)
Then we change the integration variable y = x/t˜ and find
〈CTA(tw, tm;x)〉 = tΥm
x1+Υ
1− x
∫ x/T
x/(1+T −x)
dy
φEA(y)
yΥ+2
= tΥmϕTA(x, T ), (33)
thus Eq. (7) is recovered. Substitute Eq. (33) into Eq. (30)
recovers Eq. (8) in the text.
For the derivation of Eqs. (9) and (10) we start with
Eq. (28) and substitute the scale invariant correlation func-
tion
〈Stw,tm(ω)〉 = (34)
2
tm
∫ tm+tw
tw
dt1t
Υ
1
∫ tm+tw−t1
0
dτφEA(τ/t1) cos(ωτ).
After scaling to dimensionless integration variables; t˜1 = t1/tm
and τ˜ = τ/tm, we obtain
〈Stw,tm(ω)〉 = (35)
2t1+Υm
∫ 1+T
T
dt˜1 t˜1
Υ
∫ 1+T −t˜1
0
dτ˜φEA(τ˜/t˜1) cos(ωtmτ˜).
We change the integration variable of the inner integral x =
τ˜/t˜1 and find
〈Stw,tm(ω)〉 = (36)
2t1+Υm
∫ 1+T
T
dt˜1
∫ (1+T −t˜1)/t˜1
0
dxt˜1
Υ+1
φEA(x) cos(ω˜xt˜1),
where ω˜ = ωtm. Then we swap the integration order, i.e.
〈Stw,tm(ω)〉 = (37)
2t1+Υm
∫ 1/T
0
dxφEA(x)
∫ (1+T )/(1+x)
T
dt˜1 t˜1
Υ+1
cos(ω˜xt˜1),
solve the inner integral and recover Eqs. (9) and (10). We note
that both φEA(x) and ϕTA(x) have units of [Intensity
2time−Υ ].
Therefore the power spectrum has units of [Intensity2time] as
it should be, since it presents the measured power for a given
frequency.
B Numerical estimation of Eqs. (9) and (10)
and Simulation Details
We choose α = 1/2 for both models. This specific value sim-
plifies the numerical estimation for the following reason. For
the infinite mean “on” time we find the correlation function
given in Eq. (18) is given by
C(t, τ) ≈ I
2
0
2
[
1− 1
pi
arcsin
(√
τ
τ + t
)]
. (38)
Substituting in Eq. (9) and using standard numerical integra-
tor in Mathematica gives the results which are presented in
Fig. 3.
For the finite “on” time case, we find Υ = −1 (since α =
1/2) therefore using Eq. (10) we obtain
〈Stm,tw (ω)〉 = (39)
2
∫ 1/T
0
dyφEA(y)
 sin
(
(1+T )ω˜y
1+y
)
ω˜y
− sin (T ω˜y)
ω˜y
 .
Therefore, using Eq. (24) for α = 1/2, we obtain
〈Stw,tm(ω)〉 = I20
2〈τ〉2
pi2τ0
(40)
∫ 1/T
0
dyy−1/2
 sin
(
(1+T )ω˜y
1+y
)
ω˜y
− sin (T ω˜y)
ω˜y
 .
Numerical integration using Mathematica provides the results
given in Fig. 4.
For simulation we use the periodogram Eq. (1). Without
lost of generality we use I(t = 0) = I0. We use the simulation
method given in the appendix of [33]. There only generating
the sojourn times sequence {τn} is needed. For generating
randomly heavy-tailed distributed sojourn times we use τ =
(1 − U)−1/α where U ∈ [0, 1] is uniformly distributed, and
α = 1/2. The distribution of τ is hence ψ(τ) = ατ−1−α for
τ ≥ 1 (here τ0 = 1). The exponential distributed times with
average 〈τ〉 are given with τ = − log(U)〈τ〉, where we use
〈τ〉 = 1.
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