A mathematical model is developed to help analyze the benefit in contact-center performance obtained from increasing employee (agent) retention, by increasing agent job satisfaction. The contact-center "performance" may be restricted to a traditional productivity measure such as the number of calls answered per hour or it may include a broader measure of the quality of service, e.g., revenue earned per hour or the number of problems successfully resolved per hour. The analysis is based on an idealized model of a contact center, in which the number of employed agents is constant over time, assuming that a new agent is immediately hired to replace each departing agent. The agent employment periods are assumed to be independent and identically distributed random variables with a general agent-retention probability distribution, which depends upon management policy and actions. The steady-state staff-experience distribution is obtained from the agent-retention distribution by applying renewal theory. An increasing real-valued function specifies the average performance as a function of agent experience. Convenient closed-form expressions for the overall performance as a function of model elements are derived when either the agent-retention distribution or the performance function has exponential structure. Management actions may cause the agent-retention distribution to change. The model describes the consequences of such changes upon the long-run average staff experience and the long-run average performance.
Introduction
It is widely recognized that contact-center performance is often hampered by low employee job satisfaction, as evidenced by high turnover, referred to as churn [11] . There is good reason to believe that churn can be reduced (retention can be increased) by increasing employee job satisfaction in various ways [6, 7, 13, 20, 21, 29, 30, 36] .
The purpose of this paper is to develop a mathematical model that can provide insight into the way increased employee retention, achieved via increased employee job satisfaction, can improve performance. The employees we are thinking of are customer service representatives in contact centers, herein referred to as agents, but the analysis applies more broadly. For an overview of contact centers and various mathematical models that have been applied to them, see Gans et al. [16] . For a different mathematical model studying turnover, see Gans and Zhou [17] . For stochastic analysis of various behavioral aspects of queues, see Mandelbaum and Shimkin [23] and Zohar et al. [38] .
We recognize that many of the issues surrounding agent job satisfaction and retention are not easily quantified. Nevertheless, we aim to quantify the performance benefits to be gained from increased agent retention. Moreover, we propose to take a relatively simple view, which allows us to focus carefully on a few critical issues. Our main thesis is that actions to increase agent job satisfaction (increasing autonomy or compensation, reducing stress, or by any other means) can benefit contact-center performance. Since agent job satisfaction is hard to measure, we view it through retention, which is directly observable (but subject to several possible definitions). We thus see increased agent job satisfaction improving performance in three steps: (i) increased agent job satisfaction increases agent retention; (ii) increased agent retention increases the staff experience, and (iii) increased staff experience increases performance.
We focus on productivity, and we focus on an easily measurable driver: experience, by which we mean simply time in service. (Clearly, there are other aspects of experience [26] , but we do not consider them.) Increasing retention means that agents stay in service longer.
When agents stay in service longer, the contact center tends to have a more experienced staff.
We contend that an agent's performance, on average, should be an increasing function of the agent's experience. Staff experience directly influences performance, because performance typically improves dramatically through the initial start-up learning period. After that initial start-up learning period is over, we regard greater staff experience as an indication of greater agent job satisfaction, which in turn should improve performance.
However, we recognize that, in general, the relation between turnover and performance is more complicated. There is evidence that performance can degrade when turnover is too low [2, 18] . There might be employee stagnation when the turnover is extremely low. Since the turnover is relatively high in many contact centers, we assume that the insufficient-turnover effect can be ignored. Hence, we assume that performance is simply an increasing function of experience (and thus a decreasing function of turnover).
We focus on the performance impact of increased retention. In doing so, we focus on only part of the story: When considering the many costs of employee turnover, it is natural to classify the costs, dividing them into two types: (i) transition costs, and (ii) productivity costs.
Transition costs account for the per-agent cost of terminating the departing agent, recruiting and training a new agent, and disruption costs associated with the change, such as the cost of hiring a temporary employee, and the cost of managers coping with the change, such as the cost of performing exit interviews, the administrative costs of stopping benefit deductions and performing benefit enrollments, and so forth [8] . It has been estimated that the transition costs alone can be as much as 100% − 200% of an agent's annual compensation [8] . And yet we primarily focus on the productivity costs. We develop a mathematical model to describe the transition costs in Section 8. Clearly, a full analysis should include all costs and benefits of alternative policies to improve retention.
Our mathematical model will quantify how increased retention does indeed increase performance. As with all mathematical models, the value of its detailed quantitative conclusions depends on the appropriateness of the model assumptions and the model inputs. However, the mere process of modelling and analyzing can provide valuable insight.
It is common to discuss retention and churn in terms of a single number. For example, it may be said that the churn is 40% per year. Even though we take a rather narrow view of retention, we introduce a much more detailed model of agent retention: We assume that an agent's length of service is a random variable with a general agent-retention probability distribution. A probability distribution is used to account for individual differences among agents. Thus we characterize retention by a probability distribution, which is a function instead of a single number. We will also consider intermediate representations, in which the probability distribution is characterized by only a few parameters. Our approach is in the spirit of the long tradition of manpower planning models [5, 10, 19] . However, compared to that literature, our model is relatively elementary. Nevertheless, there are some novels steps here, in particular, in the way we relate the agent retention (probability) distribution to the steady-state contactcenter staff-experience distribution. In a reasonable contact-center scenario, we show how the agent-retention distribution determines the distribution of staff experience in the long run.
In practice, annual turnover is measured by dividing the number of agent terminations per year by the average staff size during the year. In the mathematical model, the annual turnover is the long-run rate of new hires per year divided by the (assumed) fixed number of agents, which is the reciprocal of the average length of employment for the agents (the mean of the agent-retention distribution). It is of course important that these different approaches are consistent, as we show in Section 8. As noted above, the rate of new hires will play a major role in estimating the important transition costs. The mean of the agent-retention distribution is a vital statistic, but we will show that the entire agent-retention distribution plays an important role for productivity. It is important that it is possible to estimate the agent-retention distribution from employment records. (For more discussion, see Section 7.)
Our characterization of retention, even though somewhat elaborate, can be measured. We can measure what the agent-retention distribution has been and we can see how it changes.
We do less well in other aspects of the problem: First, here we do not consider specific management actions to increase agent sense of wellbeing or agent job satisfaction. (However, in a companion paper [31] we propose preference-based routing for that purpose.) Moreover, here we do not address how increased agent sense of wellbeing or increased agent job satisfaction increases agent retention, as measured by the agent-retention probability distribution. Those are important problems that remain to be investigated. We also do not determine how to measure agent performance. Instead, we simply assume that agent performance in fact can be measured and quantified. We could use a traditional productivity measure such as number of contacts handled per day, but we favor going beyond that to consider how well the agent helps the contact center meet its business objectives. Thus we think of performance depending on the revenue generated per day or the number of service requests successfully resolved per day. A good performance measure might be a weighted combination of several measures each focusing on a different aspect of performance. We are assuming that agent performance can be measured and quantified, but we do not address how to do it. That is a second problem that remains to be investigated.
Here is how the rest of the paper is organized: In Sections 2 and 3 we introduce our mathematical model. In Section 3 we introduce a probability model that allows us to relate the agent-retention probability distribution to the long-run distribution of staff experience.
We establish important properties of the long-run staff-experience distribution in Sections 4 and 6. We introduce tractable parametric models in Section 5. We discuss statistical fitting of the model elements in Section 7. We develop a mathematical model of the transition costs in Section 8. Finally, we draw conclusions in Section 9.
The Basic Mathematical Model
We assume that agent performance can be quantified and that quantification can be related to agent experience. In particular, we assume that there is a performance function r mapping experience (length of service) into average agent performance (appropriately specified), using r to suggest "revenue," "reward," "return," "rate of return" or "return on investment." We assume that the performance function is a nondecreasing function that approaches an asymptote (the maximum possible performance) as t → ∞. Thus we can write
where R(t) → 1 as t → ∞. (We use ≡ to denote equality by definition.) That makes R a probability cumulative distribution function (cdf); R(t) is the proportion of the maximum possible expected performance, ρ, expected from an agent of experience t. We call R the performance cdf associated with the performance function r.
An example of a possible performance function is the exponential performance function
which has the advantage of having only two parameters: ρ and λ; see p. 36 of [28] . The exponential performance function for ρ = 10 and λ = 0.2 is depicted in Figure 1 . Note that the "scale" parameter ρ can be set arbitrarily, even if it is monetary, because we have yet to specify the units. We have chosen ρ = 10, thinking of a monetary reward rate measured in thousands of dollars per agent per month. Similarly, the parameter λ only acquires meaning when we specify the units. We have chosen λ = 0.2, thinking of time being measured in months. With that parameter value, significant progress occurs in the time scale of 1/λ which is 5 months.
We are interested in the overall long-run performance achieved by the contact center. To characterize that, we use the performance function r just defined and a staff-experience cdf F .
For x ≥ 0, F (x) represents the long-run average proportion of agents with experience (term of employment) less than or equal to x months. We emphasize that F (x) is intended to be a long-run average. At any given time t, the experience of the staff at that time is characterized by the empirical staff-experience cdf, denoted by F t ; F t (x) is the proportion of agents, at time t, who have been employed for a length of time less than or equal to x. At any given time, we can measure the empirical cdf F t that describes the contact center at time t.
We can use the history of the empirical staff-experience cdf F t to define the desired staffexperience cdf F : The staff-experience cdf F is the long-run average proportion of agents that have been in service for time less than or equal to x. For any x, the (long-run) staff-experience cdf F (x) is the long-run average over time of the empirical staff-experience cdf F t (x); i.e., for all x > 0,
In the next section, we will show that the staff-experience cdf F is well defined by (2.
3) under our model assumptions. Moreover, unlike the empirical staff-experience cdf, the (long-run)
staff-experience cdf F will have a probability density function (pdf), i.e., there is a function f such that
We call f the staff-experience pdf. Unlike the empirical staff-experience cdf F t , the staff experience cdf F and the associated staff-experience pdf f are deterministic functions.
We characterize the overall staff performance, denoted by r, as the expected long-run average performance, i.e., the expected performance, r, weighted by the staff-experience pdf,
There is another equivalent way to characterize this overall performance. Let A be a random variable with cdf F and pdf f . We think of A as the random experience (age) of a typical agent in the long-run. (We look at the system at an arbitrary time after the system has been operating for a long time and we pick an agent at random; A is the length of time that agent has been employed.) As before, r(t) is the expected performance of an agent with experience (length of employment) t. Then (2.5) is equivalent to r = E[r(A)].
Paralleling the performance-function example above, an example of a staff-experience cdf F and associated staff-experience pdf f is the exponential distribution with mean m F = 1/µ, i.e., the exponential cdf and pdf Figure 2 : A possible staff-experience probability density function, mapping t, which measures agent experience in months (horizontal axis) into the probability density f (t) of agents with experience t. Specifically, the exponential staff-experience pdf in (2.6) is depicted with µ = 0.1 (mean = 10).
which has the single parameter µ. An exponential staff-experience pdf with mean 10 (µ = 0.1) is depicted in Figure 2 .
If we use both the exponential performance function r in (2.2) and the exponential staffexperience pdf f in (2.6), then we obtain a full model with three parameters: ρ, λ and µ. Then we can easily compute the overall performance. Then (2.5) becomes
From the simple formula in (2.7), we see how performance can be increased by increasing staff experience. Since the mean of the pdf f is m(f ) ≡ m F = 1/µ, we increase staff experience when we increase the mean m F . Formula (2.7) shows how the overall performance approaches the limit ρ as m F = 1/µ increases. It remains to relate the agent-retention pdf to the staff-experience pdf. That is the topic of the Section 3: In Section 3, we give an explicit formula for the staff-experience cdf F in terms of the agent-retention cdf G; see Theorems 3.1 and 3.2. It turns out that the staff-experience cdf is the renewal-process stationary-excess cdf associated with the agent-retention cdf. In Section 4 we show that relation enables us to deduce important properties of the staff-experience pdf f .
It turns out that, under our model assumptions, the two cdf 's coincide if and only if either of
them is exponential. Thus, for the exponential staff-experience pdf in (2.6), the agent-retention pdf must be exactly of the same form. So, if the agent-retention pdf is exponential, the analysis above applies. For example, Figure 3 is unchanged if the mean of the staff-experience pdf f on the horizontal axis is replaced by the mean of the agent-retention pdf.
On the other hand, if the agent-retention pdf is not exponential, then the staff-experience pdf is neither exponential nor the same as the agent-retention pdf. Nevertheless, as we just indicated, we derive an explicit formula for the staff-experience pdf in terms of the agentretention pdf, so that a corresponding analysis can be carried out.
In Section 5 we introduce tractable parametric models, in which both the performance function r and the agent-retention pdf g (and thus the staff-experience pdf f ) are more general than exponential, and yet the overall long-run average performance r can be represented as an explicit formula of the model parameters. We believe that a nice compromise between simplicity and flexibility is achieved when the two cdf's are each characterized by two parameters: the mean and the variance. We will show how the parametric models can be characterized in that way. Under regularity conditions, we show that the overall long-run average performance is an increasing function of the mean agent-retention time, when other parameters are appropriately held fixed.
In Section 6 we establish additional stochastic-comparison properties for the agent-retention cdf G and the staff-experience cdf F based on the relationship established in Section 3. We show that if the agent-retention cdf increases stochastically, in a sense to be made precise, then the staff-experience cdf increases stochastically as well, in a related way. However, we
caution that the precise relationship requires careful definitions. We are thus able to give sufficient conditions for the overall performance to increase when the agent-retention cdf increases stochastically in an appropriate way.
The Agent-Retention Probability Model
We now connect the behavior of individual agents to the staff-experience cdf of the entire contact center. For that purpose, we make further assumptions. We consider an idealized model of a contact center, assuming that it contains a fixed number, n, of agents. We assume that a new agent is immediately hired to replace a departing agent whenever an agent departs.
Let X i,k be the length of time that the k th agent in the i th position is employed. We assume that the agent employment periods X i,k for 1 ≤ i ≤ n and k ≥ 1, are independent and identically distributed (IID) random variables distributed as a random variable X having a general cumulative distribution function (cdf) G -the agent-retention cdf, with probability density function (pdf) g -the agent-retention pdf -and finite k th moment m k for k = 1, 2, 3;
i.e.,
A possible agent-retention pdf g is depicted in Figure 4 . It is a gamma pdf, i.e.,
where Γ is the Gamma function; see p. 37 of [28] . If ν is a positive integer, then Γ(ν) = (ν − 1)! A gamma distribution has two parameters: the scale parameter µ and the shape parameter ν.
A gamma distribution has mean ν/µ, variance ν/µ 2 and thus squared coefficient of variation (SCV, variance divided by the square of the mean) c 2 G = 1/ν. The SCV is useful to measure variability independent of the mean. We can increase the mean without changing the SCV by decreasing the scale parameter µ; we can increase the variability, as measured by the SCV c 2 G , without changing the mean, by decreasing both ν and µ by the same amount. The particular gamma density shown in Figure 4 has mean ν/µ = 10, variance ν/µ 2 = 50 and SCV c 2 G = 1/ν = 0.5. With these parameter values, this gamma distribution coincides with an Erlang E 2 distribution [3, 37] .
However, we caution that the gamma probability density function in Figure 4 may not have the correct shape. Studies have shown that the tendency to leave tends to decrease with time [14, 24] . Mathematically, that property can be expressed by saying that the agent-retention distribution should have decreasing failure rate (or hazard rate). If X is a random variable with cdf G and pdf g, the failure rate of X is
where
is the complementary cdf (ccdf) associated with the cdf G. Note that the hazard rate is the conditional intensity of a termination at t, given that the current length of service is t; see Chapter 4 of [4] , p. 406 of [28] and Section 6 here, especially Definition 6.2, for more on DFR distributions. The empirical conclusions above mean that the failure-rate function λ X (t) should be a decreasing function of time t. A decreasing-failure-rate (DFR) distribution necessarily has a strictly decreasing pdf. Hence, agent-retention pdf's may look more like the the exponential pdf in Figure 2 (which has constant failure rate) than the gamma pdf in Figure 4 . (Gamma distributions with 0 < ν < 1 are DFR, though.) t −− length of service in months g(t) −− agent−retention probability density Figure 4 : A possible agent-retention probability density function, mapping t, which measures time in months (horizontal axis) into the probability density g(t) of an agent remaining employed for a length of time t. Specifically, a gamma agent-retention density in (2.6) is depicted with mean 10 and variance 50.
At any time t, the current experience of the center can be described by an n-dimensional random vector A(t) ≡ (A 1 (t), . . . , A n (t)), where A i (t) specifies the length of time that the agent in the i th position has been employed, e.g., in months. We refer to A i (t) age or experience of the i th agent at time t. The limiting steady-state distribution of the stochastic process A ≡ {A(t) : t ≥ 0} describes the experience of the contact-center staff in the long run.
Suppose that we hire n new agents at time t = 0. Then the n age processes A i ≡ {A i (t) : t ≥ 0} evolve as n IID age processes, also known as backward recurrence-time processes, associated with the renewal process with inter-renewal times distributed according to the agent-retention cdf G; see Section V.1 of Asmussen [3] , Chapter 3 of Ross [27] and Chapter 7 of Ross [28] (especially Example 7.22 on p. 430). Thus, the stochastic process A is a Markov process and it has a proper limiting distribution as t → ∞. The same limit also holds with a large class of alternative initial conditions. If we condition on particular initial ages, by assuming that
. . , y n ), then the n age processes are again independent, but not identically distributed, age processes associated with delayed renewal processes, for which the same limit remains valid. See Asmussen [3] and Coffman et al. [12] for additional discussion and proofs. We formalize these established results in the following theorem. To state the result, let ⇒ denote convergence in distribution for random vectors, e.g., see Chapters 3 and 11 in [35] . 
where 
The cdf G e has k th moment
It follows from the limit (3.4), the regenerative structure and the strong law of large numbers that the the time-average of the empirical staff-experience cdf F t introduced in Section 1 converges with probability one, as desired in (2.3). Moreover, the limiting staff-experience cdf F is none other than the stationary-excess cdf G e . To make the connection, note that
where I B is the indicator function of the set B; i.e., I B (x) = 1 if x ∈ B, and I B (x) = 0 otherwise. We formalize this important result as well.
Theorem 3.2. Under the assumptions of this section, for all
for F t in (3.8) and G e in (3.5).
Thus, for our model, the staff-experience cdf F introduced in Section 1 is well defined and equals G e . Theorem 3.2 focuses on the limiting behavior of the time-average of the empirical staff-experience cdf F t for any fixed number of agents, n. We can also focus on the limiting behavior of the steady-state empirical staff-experience cdf, as the number of agents, n, increases. Since the number of agents in a contact center is often large, it is interesting to consider that limit. The steady-state empirical distribution is 
for D n in (3.10) and G e in (3.5), and
where We can also extend Theorem 3.3 to describe the limiting behavior uniformly in the argument
x. We can apply the classical Glivenko-Cantelli theorem for that purpose.
Theorem 3.4. Under the conditions above,
for D n in (3.10) and G e in (3.5).
There are corresponding stochastic generalizations paralleling the CLT in (3.12) related to the Kolmogorov-Smirnov statistic; e.g., see Section 2.2 of [35] .
In summary, this section has presented a model, and analysis of that model based on renewal theory, showing that the staff-experience cdf F associated with an agent-retention cdf G should be the stationary-excess cdf G e associated with the agent-retention cdf G, defined in (3.5).
The Staff-Experience PDF
In the previous section we saw that F = G e . That enables us to deduce several important properties of the staff-experience cdf F . In particular, it enables us to deduce that the cdf F has a monotone (nonincreasing) pdf f . 
Since the agent-retention cdf G has a pdf, the staff-experience pdf f is a continuous and nonincreasing function. Moreover, if G c (t) = 0 for some t, then also F c (t) = 0. On the other hand,
Corollary 4.1 implies that the staff-experience pdf f = g e will be monotone nonincreasing, even though the agent-retention pdf g may fail to be monotone, as in Figure 4 .
Since we have assumed that the agent-retention cdf G has a pdf g, we can describe the derivative of the staff-experience pdf f . 
Parametric Models
We have given a general expression for the overall long-run average performance r ≡ r(r, f )
as a function of the performance function r and the staff-experience pdf f in (2.5). Since we are using the model in Section 3, we can replace f by g e = (1/m 1 )G c . Hence, we can rewrite formula (2.5) as
Below we will use both the final expression and the last expression on the first line.
We have also given a closed-form expression for r in (2.7) for the case in which both r and f (and thus g) are both exponential functions in (2.7). In this section we give explicit formulas for more general parametric models. We especially want to characterize the two cdf's R and G by two parameters instead of one: the mean and SCV, instead of only the mean.
Hyperexponential Performance Functions
In this subsection we assume that the performance cdf R is a hyperexponential cdf. A hyperexponential (H k ) cdf is a mixture of k exponential cdf's. In particular, the H k performance function is defined to be
with p i > 0 and λ i > 0 for each i, and
For an H k performance function, there are 2k + 1 parameters, one of which is the scale factor ρ and one of which is determined by the sum of the probabilities being equal to 1. Of course, the case k = 1 yields the simple exponential performance function in (2.2). Since we have represented r in terms of the cdf R, we can use probabilistic methods. For example, a large class of cdf's (all completely monotone cdf's) can be represented as (not necessarily finite) mixtures of exponentials. Thus these cdf's can be approximated arbitrarily well by H k cdf's, and an algorithm for doing so has been given by Feldmann and Whitt [15] .
In applications, it may be of interest to consider H k performance functions with k = 2, because there are fewer parameters than for larger k, thus making it easier to fit. Indeed, there is a long history of using H 2 distributions to approximate probability distributions that are more variable than the exponential distribution. To reduce the number of remaining parameters from 3 to 2, it is common to let the H 2 distribution have balanced means by assuming that
Provided that the SCV satisfies c 2 R > 1, we can specify the parameters of the H 2 distribution in terms of the mean m R and SCV c 2 R ; see p. 137 of [33] : see p. 136 of [33] and p. 592 of [1] . To obtain the third parameter, we drop the balanced-means condition in (5.4).
We now give an explicit expression for the overall performance with an H k performance function. For that purpose, letĥ be the Laplace transform of the real-valued function h of a positive real variable, defined byĥ
where s is a complex variable with positive real part. We will consider Laplace transforms with real-variable arguments. 
where m G ≡ m G,1 is the mean of G and m R is the mean of R, i.e.,
Proof. We combine (5.1), (5.2) and (5.3) with well known relationship amongĝ e ,Ĝ andĝ:
(5.10)
Hyperexponential Agent-Retention Distributions
In this subsection we let the performance cdf R be general, but let the agent-retention cdf G be a hyperexponential cdf. As indicated in Section 3, this seems to be consistent with empirical research, because all hyperexponential distributions are DFR.
In particular, paralleling (5.3), we assume that
where q j > 0 and µ j > 0 for each j, and q 1 + · · · + q l = 1.
That implies that the associated stationary-excess cdf G e is also H k . in particular,
where m G ≡ m G,1 is the mean of G; here
Consequently, closely paralleling the previous subsection, we see that g e has exponential structure, so that we have the following result.
Theorem 5.2. For a hyperexponential agent-retention cdf G, as in (5.11), the overall performance is
r = ρ m G ∞ 0 R(t) l j=1 q j e −µ j t dt = ρ m G l j=1 q jR (µ j ) ,(5.
14)
whereR(s) is the Laplace transform of the cdf R.
The HHRP Model
In this section we combine the two hyperexponential assumptions made in the previous two subsections: We assume that both the performance cdf R and the agent-ratention cdf G are hyperexponential distributions; i.e., we assume that (5.2), (5.3) and (5.11) all hold. We call the resulting model the hyperexponential-hyperexponential retention-performance (HHRP) model.
From (5.8), we get
On the other hand, from (5.14), we get The H 2 distribution reduces to a single exponential distribution when c 2 = 1.
The GHRP Model
In this section and the next we develop alternative models in which one of the two hyperexponential distributions in the HHRP model is replaced by a gamma distribution. We are motivated to consider the gamma distribution, because it allows all possible positive SCV's; we can have 0 < c 2 < 1 in addition to c 2 ≥ 1. Hence with the three distributions -gamma, exponential and hyperexponential -we provide distributions that can be fit to all possible positive means and SCV's. We could do that with just the gamma distribution, but the hyperexponential distribution is easier to work with.
In this section we consider a gamma agent-retention distribution, and thus obtain the gamma-hyperexponential retention-performance (GHRP) model. In addition to the H k performance function introduced in Subsection 5.1, a gamma pdf is used for the agent-retention pdf g. The gamma pdf is given in (3.2) . The key additional fact is that the gamma pdf has a convenient explicit Laplace transform. In particular, if g has a gamma pdf with parameters µ and ν, as in (3.2), thenĝ
(5.17)
Hence, for the GHRP model, The concrete formulas we have derived let us study the impact of the different parameters on the overall long-run average performance. We illustrate by repeating the GHRP-model example above, considering three different SCV's for the gamma agent-retention cdf G: 0.25, 1.00 and 4.00. In Figure 6 , we see more rapid convergence to the maximum possible long-run average performance (ρ = 10) with greater variability (higher c 2 G ).
The HGRP Model
In this subsection and we consider the hyperexponential-gamma retention-performance (HGRP) model, obtained by using a hyperexponential agent-retention pdf g and a gamma performance cdf R; i.e., we now switch the roles of the two distributions used in the previous subsection.
Thus, let the hyperexponential agent-retention cdf G be as in (5.11) . Now that the performance function is gamma, let the performance cdf R have Laplace transform
(5.19) We thus can apply (5.14) to get the final form
(5.20)
Stochastic Comparisons
Our main goal in this section is to show that the overall long-run average performance r increases if the agent-retention cdf G increases stochastically in an appropriate way. For this purpose, we review basic stochastic-comparison concepts; see Chapter 9 of Ross [27] and
Müller and Stoyan [25] . As in previous sections, we are drawing on established results.
We write
real-valued random variable with cdf G i
for i = 1, 2 and the probability distribution of X 1 (characterized by G 1 ) is stochastically less than or equal to the probability distribution of X 2 (characterized by G 2 ) in a sense denoted by ≤ SO , which remains to be defined. We also write
To state the definitions we will use, for each i, let G i (t) ≡ P (X i ≤ t) be the cdf of X i ; let g i be the pdf of the cdf G i , assumed to be well defined and positive on the positive half line
be the associated ccdf; let G i,e be the associated stationary-excess cdf, defined as in (3.5); let X i,t be a random variable with (conditional) cdf G i,t (x) ≡ P (X i ≤ t + x|X i > t) for x > 0 and t > 0; and let λ i be the hazard-rate function (or failure-rate function), defined as in (3.3) by
for all t such that G c i (t) > 0. We summarize the definitions of several stochastic orderings in the following definition. For some of the definitions, we state two equivalent characterizations.
Definition 6.1. Five different notions of stochastic order are:
(ordinary) stochastic order:
increasing-convex (stochastic) order:
convex (stochastic) order (or variability order):
hazard-rate (stochastic) order:
likelihood-ratio (stochastic) order:
for all 0 ≤ s < t .
We now summarize established relations among these different notions of stochastic order.
The following represents all possible implications among these stochastic-order relations:
with the understanding that implications extend by transitivity.
We now define properties of individual probability distributions. 
(
a) G has increasing failure rate (is IFR) if λ(t) is a nondecreasing function of t; (a ) G has decreasing failure rate (is DFR) if λ(t) is a nonincreasing function of t;
for all t;
We now summarize established relations among these different properties. We write P rop 1 → P rop 2 if X (G) has property P rop 2 whenever it has property P rop 1 . The following represents all possible implications among these properties: for stochastic comparisons between the cdf's G 1,e and G 2,e :
so that we have the implications
For (6.7), see Problem 9.18 of [27] .
Finally, we have the following result about the way the overall performance depends upon the agent-retention cdf G. 
Proof. The conclusion (6.12) holds if and only if G 1,e ≤ ST G 2,e by Definition 6.1 (a ).
However, that is implied by each of the conditions in (6.11), by virtue of (6.8) and (6.10), using Theorem ??.
Since a scalar multiple cX is exponential (H k ) whenever X is exponential (H k ), it is natural to consider the the distribution of cX as a function of c. We now give sufficient conditions for the distribution of cX to be increasing in c in the ordering ≤ H , which implies that the overall long-run average performance will increase when we multiply X by a constant c > 1, by virtue of Theorem 6.1. 
which is implied by G being DFR, then the distribution of cX is increasing as a function of c
in the ordering ≤ H , i.e.,
Proof. To establish (6.14), it suffices to show that λ c 1 X (t) ≥ λ c 2 X (t) for all t, but that is
which we see is equivalent to (6.13) if we make the change of variables: x = t/c 1 and c = c 2 /c 1 .
For the gamma pdf in (3.2), it is important that the sufficient conditions in Theorem 6.1 are satisfied when we make direct changes to the parameters, in an appropriate way. In particular, if we increase the mean m G = ν/µ by either (1) decreasing µ, while holding ν fixed or (2) increasing ν, while holding µ fixed, then G increases in the ≤ LR ordering, which implies that G increases in the required ≤ H ordering; e.g., see Problem 9.21 of [27] . Thus, increasing the mean m 1 of G in that way for the gamma agent-retention cdf causes the overall long-run average performance r(m 1 ) to increase.
Statistical Issues: Fitting the Functions
In this section we briefly discuss statistical issues associated with fitting our proposed model to data, but we do not analyze any data here. For a recent extensive statistical study of contact-center data, see Brown et al. [9] .
Our model showing how agent retention affects contact-center performance has three elements: the performance function r ≡ r(t), the agent-retention cdf G ≡ G(t) and the staffexperience cdf F ≡ F (t). Under our model assumptions, we have F = G e by Theorems 3.1 and 3.2, where G e ≡ G e (t) is the stationary-excess cdf associated with G defined in (3.5).
Hence, under our model assumptions, there are only two model elements to be specified r and G. However, it may be easier to estimate F directly than estimate G. Our model and the steady-state conditions for that model (assumed in Section 3) allow us to represent F by G e .
We should recognize that those assumptions might not be justified, but we proceed assuming that they are.
In this section we discuss statistical procedures to estimate the model elements from contact-center data. Our goal is to obtain estimatorsr,Ĝ andF for the three model elements r, G and F . We should keep in mind that these quantities are all functions of the length of service t, not simple numbers.
We start by considering the performance function r. First, of course, we must specify how agent performance is to be measured. A simple measure readily available from the automatic call distributor (ACD) is the number of calls handled by the agent per (working) hour. With the aid of the customer relationship management (CRM) system and the ACD, we could instead use a measure such as revenue generated by the agent per hour. Thus, for each agent, and each time period (a day, say), we would obtain a data point (y, t), where y represents the observed performance and t representing the length of time that the agent has been employed. For any individual agent, say agent j, we can estimate agent j s performance function r j ≡ r j (t) by fitting the function r j to the set of (y, t) pairs for that agent. Similarly, for the entire contact center, we can estimate the performance function r ≡ r(t) by fitting that function to all the (y, t) pairs. Of course, this is a statistical problem. If there were a perfect fit, then we would have y = r(t) for all pairs (y, t) and some function r. But we cannot nearly expect that.
Instead, we statistically fit a function r to the data. That fitted function is our estimatorr.
In the process of doing the function fitting, we should also measure the statistical validity of the relation.
Next we turn to the agent-retention cdf G. The obvious direct approach is to go into the employment records and obtain the length of service for each agent that has worked for the contact center. However, there are difficulties. First, we do not know when to start measuring.
If we go back in time too far, then the data may not be representative of the current conditions of the contact center. But suppose that we select an appropriate measurement period. We would then consider the population of all agents that started work during that interval of time.
We should recognize that we would have statistical problems if we, instead, focus on the agents who worked any time during that interval (including those that started employment before the measurement interval), because there would then be a selection bias. So suppose we focus only on the agents that started work during the designated time period.
Then the natural estimatorĜ for the agent-retention cdf G is the empirical cdf G n ≡ G n (t), based on the sample of size n: G n (t) is the proportion of the n sampled agents that were employed for a total time less than or equal to time t. We might use a statistical smoothing technique to estimate the agent-retention pdf g from the histogram g n associated with the empirical cdf G n . (The histogram is essentially a probability mass function assigning mass 1/n to the retention time of each of the n agents. The histogram goes further by grouping the values into subintervals.)
Unfortunately, however, there are further difficulties with this direct and natural approach.
In particular, we also have the problem of censored data: We can only accurately measure the total length of service for those agents that already have terminated employment. There may well be a significant number of agents in our sample (who started employment during our measurement interval) who are still currently employed. All we know about these agents is their current length of employment. For them, that current length of employment underestimates their ultimate, yet-to-be-determined, total length of employment. On the other hand, if we take the agents still working out of the sample, then we look only at agents completing service in the observation window, causing us to bias the estimate the other way, not counting agents with longer service times. If the number of agents currently employed is a relatively small part of the whole sample, then this difficulty can be considered minimal.
However, we anticipate that the number of agents currently employed will be a relevant part of the overall sample, so it is likely that the censored-data problem will have to be addressed.
Fortunately, there are available statistical procedures to cope with censored data, via survival analysis, and in particular the Kaplan-Meier estimator [22, 32] . See Section 6 of Brown et al. [9] for applications of this analysis to analyze abandonment and waiting in contact centers.
Given that we can indeed obtain an estimatorĜ to estimate the agent-retention cdf G, e.g., by the empirical retention cdf G n , we can obtain an estimatorf for the staff-experience pdf f by lettingf
wherem G is an associated estimator for the mean of G (naturally taken to be the mean ofĜ) andĜ is the chosen estimator for G. We obtain (7.1) by simply using the chosen estimatorĜ and the established relation between f and G in (4.2).
We conclude this section by proposing an alternative approach that avoids two of the difficulties above: (i) going back in time and (ii) censored data because agents to be considered are still employed. To avoid these difficulties, we suggest focusing instead on the empirical staff-experience cdf F t ≡ F t (x) defined in Section 1: F t (x) is the proportion of the agents working at time (day, say) t that have been employed for a length of time less than or equal to x (months, say). The obvious advantage of using the empirical cdf F t is that it is directly observable. It is itself a directly measurable quantity. Moreover, it too can be obtained by carefully exploiting the employment records.
Our analysis in Section 3 is important because it shows how to interpret the empirical staffexperience cdf F t . In particular, we now understand how to relate F t to the overall long-run average staff-experience cdf F and the agent-retention cdf G. Of even greater importance, we clearly see that F t , F , G and the estimatorĜ n defined above are four different but related functions. We would suggest estimating the desired staff-experience cdf F by a finite time- We believe that it may be useful to look at the empirical cdf F t and see how it evolves over time. We can see the evidence of changes in turnover through the evolution of F t . Since F t is a random variable, it is natural to smooth it by taking time averages. Hence we might look at the time averageF It is natural to ask if the contact center can be regarded as being in steady-state at any given observation time. One indication of that would be that there is no systematic trend in the statisticF u,T,N (x) as the measurement starting time u changes. Assuming that the contact center can indeed be regarded as being in steady state, the estimatorsF T,N (x) in (7.2) andF u,T,N (x) are in fact direct estimators of the staff-experience cdf F . Given one of these estimators, sayF , we can apply statistical methods to obtain an associated estimatorf for the staff-experience pdf f . We can then apply formula (4.2) to obtain an estimatorĜ for the associated agent-retention G, namely,Ĝ
This procedure leads us to estimate the mean of G bym G = 1/f (0).
Transition Costs
In this section we supplement our probability model in Section 3 in order to describe the transition costs discussed in Section 1. As before, we assume that the number of agents working in the contact center is fixed at n for all time, with a new agent hired whenever a working agent departs. As before, we assume that the agent employment durations X i,k are IID random variables for 1 ≤ i ≤ n and k ≥ 1, with X i,k representing the length of time that the k th agent in the i th agent position is employed. As before, we assume that X i,k is distributed as the random variable X with cdf G having finite mean
Let N i ≡ {N i (t) : t ≥ 0} be the renewal counting process associated with the i th position, i.e.,
with S i,0 ≡ 0 for each i.
The total number of transitions in the time interval [0, t] is then Then the total transition cost at the i th agent position during the time interval [0, t] is 6) and the overall total transition cost during the time interval [0, t] is
Under all the IID assumptions made above, for each i, the stochastic process C i ≡ {C i (t) :
t ≥ 0} is a renewal-reward process, as in Section 3.6 of Ross [28] . In turn, the stochastic process, C ≡ {C(t) : t ≥ 0} is the sum of n IID renewal-reward processes. Thus, be Theorem 3.6.1 of [28] , we have the following result, describing the long-run average total transition cost. 
Conclusions
In this paper we have presented a mathematical framework to help think about the way management actions to increase agent job satisfaction (increasing compensation or autonomy, reducing stress, or by any other means) may increase agent retention and enhance contactcenter performance. We have developed mathematical models to describe both the transition costs of turnover (Section 8) and the performance benefits of retention (Sections 2, 3 and 5).
We believe that the models and analysis can be useful when combined with empirical analysis of contact-center data. The models and analysis can even help guide the empirical analysis.
Mathematical models have an automatic precision that requires careful definition. Thus the act of modelling can help us carefully define the quantities being studied. For example, the model identifies two quantities that might be confused: the length of time each agent works (modelled by the agent-retention cdf G) and the experience of the staff at any time (modelled by the staff-experience cdf F ). The model also determines a precise relation between these two quantities, under assumptions. Under the model assumptions, we have shown how changes in the agent-retention cdf G will produce corresponding changes in the staff-experience cdf F . It is natural to next investigate if these relationships are seen in practice.
Given that management actions may significantly affect agent job satisfaction, with some actions acting positively, but possibly others acting negatively (e.g., pervasive monitoring), it is desirable to investigate how these actions actually do affect retention, staff experience and performance. By measuring all these quantities over time, management can learn about the costs and benefits of those management actions.
The modelling and analysis raise important empirical issues. For example, we see that it is natural to ask how performance might best be quantified. Moreover, for an appropriate quantification, our model leads us to ask if performance can indeed be regarded as an increasing function of experience and, if so, what is the shape of the function? And how much performance benefits are gained by increasing staff experience? More fundamentally, we suggest considering that actions to increase agent job satisfaction might be cost-effective. It is possible that such measures can be win-win-win actions; all the parties -the agents, the company and the customers -might simultaneously benefit. If such win-win-win opportunities exist, it would be desirable to find them.
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