Abstract-Standard plume models can underestimate the gammaray dose when most of the radioactive material is above the heads of the receptors. Typically, a model is used to calculate the air concentration at the height of the receptor, and the dose is calculated by multiplying the air concentration by a concentration-to-dose conversion factor. Models indicate that if the plume is emitted from a stack during stable atmospheric conditions, the lower edges of the plume may not reach the ground, in which case both the ground-level concentration and the dose are usually reported as zero. However, in such cases, the dose from overhead gammaemitting radionuclides may be substantial. Such underestimates could impact decision making in emergency situations. The Monte Carlo N-Particle code, MCNP, was used to calculate the overhead shine dose and to compare with standard plume models. At long distances and during unstable atmospheric conditions, the MCNP results agree with the standard models. At short distances, where many models calculate zero, the true dose (as modeled by MCNP) can be estimated with simple equations. Health Phys. 112(5): 445-450; 2017 
INTRODUCTION
THIS PAPER considers airborne emissions from a point source as they disperse downwind in a plume. Generally, the concentrations in the plume are calculated by dispersion models such as Lagrangian puff models or Gaussian-plume models (NCRP 1984; UNSCEAR 2000; Till and Grogan 2008; Cember and Johnson 2009) .
Impacts from unplanned releases are typically based on inhalation and external dose estimates. The inhalation dose is proportional to the concentration at the receptor, so it is appropriately calculated from the concentration multiplied by an inhalation dose conversion factor (DCF). In most models, the external radiation dose is also calculated from the concentration and a "submersion" DCF. In this case, the method is questionable if it is based on the assumption that the concentration is uniform everywhere above the ground surface in the form of a "semi-infinite" cloud. If the highest concentration is near the receptor, this method is conservative and overestimates the dose. However, if the highest concentration is overhead, it often underestimates the dose. In some cases, the overhead concentration is many orders of magnitude greater than the concentration at the receptor, so the external-radiation dose may be underestimated by a large factor.
Accuracy
Important questions are: what accuracy is possible, and what accuracy is required? There are several details that introduce uncertainties of about a factor of 2, such as complex terrain and the choice of atmospheric stability class (A-F). During an emergency, even larger uncertainties are likely to be associated with the source term: how much was released, and what are the radionuclides, particle sizes, and solubility types (F, M, or S, as defined in Federal Guidance Report No. 13; USEPA 1999)? Generally, the calculations of the concentration are accepted as accurate to about a factor of 3 (NCRP 1984; Miller and Hively 1987; Eisenbud and Gesell 1997; Cember and Johnson 2009; Till and Grogan 2008) . The models have been validated, mostly in flat terrain (Erhardt 2016 ) and sometimes in complex terrain (Michelotti et al. 2013) .
Empirical validations of air dispersion models usually compare measured and predicted air concentrations rather than radiation or dose. During the 1980s, emissions from a Los Alamos accelerator facility provided an opportunity to measure the external gamma-radiation from a plume. Bowen (1994) used this opportunity to compare measured and predicted external radiation from a plume of short-lived activation products ( so increase the estimates of the ground-level concentration. It is now apparent that the measured data were high because of gamma rays from the overhead plume. Then as now, the external radiation dose in models was incorrectly assumed to be proportional to the ground-level concentration.
Models
Plume models such as HotSpot (Homann 2009 ) are convenient and widely used. However, it is important to understand the limitations, especially when they can underpredict the external dose in some situations by much more than the usually accepted factor of 3. For example, for F-stability and a 100-m-high plume, HotSpot predicts zero dose out to a distance of 1 km. This is the case both for the inhalation dose and the submersion dose and for all radionuclides because they are all calculated by multiplying the ground-level concentration by nuclide-specific factors.
For these conditions, standard Gaussian-plume models calculate a vertical standard deviation: s z = 12 m (Briggs 1975 (Briggs , 1984 Hanna et al. 1982) . At a height of 100 m, the plume height is more than eight times the standard deviation, so the Gaussian factor is e , and the calculated ground-level concentration is 10 −14 times that at the center of the plume. When the Gaussian factor and the calculated concentration are extremely small, the dose is often reported as zero. This is reasonable for the inhalation dose, but not for external radiation dose, from nuclides with a strong external dose component.
Instead of using a single concentration-to-doseconversion factor for external dose, an alternative method is to integrate over the cloud (UNSCEAR 2000; Wang et al. 2004; Overcamp 2007; Pecha and Pechova 2014; USNRC 2012) . This integral becomes increasingly difficult as more details are included, and few authors include details such as Compton scattering that change the photon energy and therefore change the attenuation coefficient. Pecha and Pechova (2014) remark that Monte Carlo methods can be used, but these calculations are time consuming.
METHODS
In the following sections, three methods of calculating the external radiation from an overhead plume are compared: a standard Gaussian plume model, a line-source model, and a Monte Carlo calculation. The authors show that the combination of a standard plume model and a line-source equation are adequate for initial estimates during an emergency.
Standard 3-dimensional plume
Standard plume models calculate both the concentration, χ (Bq m ) to get the time-integrated dose (Sv). The instantaneous concentration may be used to calculate the dose rate, whereas the time-integrated concentration is used to calculate the time-integrated dose.
It is useful to verify these calculations using a wellestablished model such as HotSpot (Homann 2009 . The time-integrated concentration may be examined by viewing the " Table Output ." The user may use the numbers in the table to verify that the total effective dose "TED" equals the respirable timeintegrated air concentration multiplied by the DCF.
Limitations of standard plume models
Most plume models assume a "semi-infinite" cloud of radioactive material that is uniform everywhere above the ground. If the plume dimensions are smaller than the photon mean-free path, this assumption results in a significant overestimate (Chabot and Skrable 1974) . Furthermore, complex terrain usually causes more dispersion than the flat terrain used to validate models. Based on these situations, it is often assumed that plume models overestimate the dose.
Line source
A line-source model is the simplest approximation for the external dose from an overhead plume. For a first-order line-source calculation, the transverse dimensions (y and z) are assumed to be small. These assumptions work well for distances close to the source and during stable atmospheric conditions, which are the same conditions for which the standard plume model fails.
Calculation of the dose from a line source
Whereas a 3-dimensional plume is quantified by the concentration, χ (Bq m . These differences are summarized in Table 1 .
As summarized in Table 1 , Q is the release rate (Bq s ). For a Gaussian plume, the transverse dimensions are proportional to the standard deviations: DyDz = 2ps y s z . For a line source, the transverse dimensions are assumed to be small. The section below, titled "Line source at long distances," introduces a "finite-width" correction factor for more distant plumes that have larger transverse dimensions. 
3-dimensional plume
Line source
Derivation of line-source equations Consider a small segment of the plume with length dx and at a height h above the receptor. This small segment is effectively a point. For a point source, the fluence rate F · = B/4pr 2 where B is in Bq and r is in meters. For isotropic radiation, the effective dose rate : D in pSv s −1 is described in eqn (1):
where E is the photon energy in MeV. The fluence-to-dose coefficients are listed as a function of energy, E, in ICRU 1998 (tables A1 and A17) and ICRP 2010 ( pSv m 2 MeV −1 decay −1 is accurate to ±10% for energies from E = 0.05 to 2 MeV and to ±30% outside this energy range. This factor is used in the equations below.
For a line-source with activity per unit length C (Bq m −1 ), replace the point source B (Bq) with a segment of the line-source with length dx and activity B = C dx. If the length dx is short, it is effectively a point source. Substituting B = C dx, the dose rate (pSv s 
For an infinite line source at height h, set r 2 = h 2 + x 2 and integrate with respect to x from − ∞ to ∞ (see eqn 3):
To calculate the dose in Sv as a function of the source term and the wind speed, convert pSv to Sv and use Table 1 to substitute for C as a function of Q and u:
The time-integrated version is
where ∫ Qdt is the source term in Bq. Notice that, as expected, the dose is proportional to the energy E and the source term ∫ Qdt and is inversely proportional to the wind speed u and the plume height h. , and h = 20 m, then the dose is 1.00 Sv.
The Monte Carlo calculation
The Monte Carlo calculation used the MCNP6 program (LANL 2014a and b). A Gaussian plume was modeled with y and z standard deviations as a function of downwind distance, x (Briggs 1975 (Briggs , 1984 Hanna et al. 1982) . The calculations included attenuation in air with density 1.2 kg m −3 (as used in Federal Guidance Report No. 12; USEPA 1993) and Compton scattering that changes the photon energy. The effective dose was calculated as a function of energy using tables A1 and A17 of ICRU Report No. 57 (ICRU 1998) .
The modeled plume consisted of millions of source points representing radioactive atoms with the same spatial distribution as defined by the standard Gaussian plume model. Millions of individual photons were tracked and tallied at the receptor locations using an "f5 tally," which calculated the photon fluence in units of photons per cm 2 and tabulated them as a function of the photon energy after multiple Compton scattering. These tables were converted to units of Sv EBq −1 using ICRU (1998) and ICRP (2010), and the results are shown in Figs. 1 through 4 . Details of the specific MCNP instructions are provided in McNaughton et al. (2016) .
Finite length line source
The plume from a stack extends only in one direction from the source. For improved accuracy at short distances, the simple line-source equation is adjusted for finite length. The dose from a finite line source depends on the angle subtended by the source (as shown in Figure 3 .1.4 of the third edition of Shleien et al. 1998 ).
An infinite line source subtends an angle of p, whereas the angle subtended by an actual plume is diminished by the angle tan −1 h x À Á , so for a finite line source, the simple linesource equation should be multiplied by a "finite-length" correction factor equal to the ratio of these two angles:
RESULTS
All the models predict that the dose is inversely proportional to the wind speed, so all results are reported for a nominal wind speed, u = 1.0 m s
. The dose is approximately proportional to the photon energy, and all results are calculated using an energy E = 0.25 MeV, which corresponds to 135 Xe.
Comparison of Gaussian-plume model to Monte Carlo calculations
The Monte Carlo results successfully reproduced the semi-infinite submersion dose conversion factors to within 1%, and at long distances the results agree with the standard straight-line Gaussian-plume models (Fig. 1) . At shorter distances and for a ground-level plume, the Gaussianplume models may overestimate because they use the DCF for a semi-infinite plume (Fig. 1) . On the other hand, for an overhead plume the Gaussian-plume models may underestimate and may even predict zero (Fig. 2) .
Verification of the line-source equation
To verify the line-source representation of an overhead plume, it is useful to compare with MCNP at short distances. For example, Fig. 2 shows the results for h = 20 m and stability class F. As shown in Fig. 2 , at short distances, the line-source equation agrees with MCNP, while at longer distances it overestimates because it does not include dispersion of the plume or photon attenuation.
Model comparisons at long distances
At very long distances, the simple line-source equation overestimates the dose. For example, in Fig. 2 , the simple Xe in a plume at a height of 20 m. At shorter distances, the line-source equation agrees with MCNP, whereas Gaussian-plume models predict zero; at longer distances, the Gaussian-plume models over-predict; and at very long distances (>80 km), the Gaussian-plume models and MCNP trend toward agreement. , whereas the actual dose decreases as the plume disperses.
In most cases, the standard Gaussian-plume models are adequate at long distances. However, emissions from a high stack (h ≈ 100 m) during stable atmospheric conditions (F stability class) remain overhead for long distances (x ≈ 10 km). In this case, the standard plume models significantly underestimate the dose, while the simple line-source equation significantly overestimates the dose. Fig. 3 shows the results for a plume height h = 100 m with F stability. For distances less than a few km, the simple line-source equation provides an approximation that is reasonably protective and not overly conservative. At longer distances (x > 10,000 m), the width of the plume becomes larger than its height, h. In this case, the distance to the receptor is much larger than h and can be approximated by
, where s y is the standard deviation of the Gaussian-plume width. The line-source equation should be multiplied by a "finite-width" correction factor, which is the ratio of h and ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi h 2 þ s 2 y q . When the finite-width factor is included, the adjusted line-source equation agrees well with the Monte Carlo result, as shown in Fig. 3 . At short distances, the line-source equation overestimates because it does not include photon attenuation in the air. The Gaussian-plume model predicts zero at short distances, while at long distances the trend is toward agreement with MCNP.
This finite-width factor is only needed for high plumes (h ≈ 100 m) and long distances (x ≈ 10 km) during stable atmospheric conditions. For most situations, reasonable upper limits may be obtained using the simple line-source model and a standard Gaussian-plume model. Fig. 4 shows the predicted dose as a function of plume height, h. At small heights, the Gaussian model overestimates because it assumes the concentration is uniform everywhere above the ground. This is commonly called a "semiinfinite" plume. The line-source equation includes h in the denominator, so it is not valid when h = 0. Also, it is not accurate when h is small compared with the vertical dimensions of the plume. For larger plume heights, the simple line-source equation provides useful predictions that are within a factor of two of the MCNP predictions.
Effects of plume height

CONCLUSION
In the case of an overhead plume of radioactive material, the standard plume models can greatly underestimate the gamma-ray dose at short distances. A Monte Carlo method is more accurate but requires considerable computer time, which is not practical during an emergency. When the plume is overhead, the dose calculated by a simple line-source equation provides an upper limit that is protective and not excessively conservative at shorter distances. Finite-length and finite-width correction factors improve the accuracy of estimates based on line source models, especially at long distances, during stable atmospheric conditions, and for emissions from tall stacks.
