Abstract. Outliers in a time series often cause problems in fitting a suitable model to the data. Hence predictions based on such models are liable to be erroneous. In this paper we consider a stable first-order autoregressive process and suggest two methods of substituting an outlier by imputed values and then predicting on the basis of it. The asymptotic properties of both the process parameter estimators and the predictors are also studied.
1. Introduction. In modelling time series data one very often comes across outliers or observations which are different from the rest. These can be caused by recording errors, or more often, by unusual events like changes in economic policies, wars, natural calamities, etc. Thus outliers can be both aberrant observations or precursors of things to come. In either case the outliers can often have a considerable effect on related inferences and can even lead to misspecification of the model itself. Hence the question arises as to how they should be dealt with. Donald and Maddala (1993) suggest one of the following three courses: (i) throw the outliers out, (ii) leave them in, but under control and (iii) change the model.
The problem is more complex for time series data because of the correlations that exist among the successive observations. Outliers in time series data, as Fox (1972) pointed out, can be classified as either an Additive Outlier (AO) or an Innovational Outlier (IO). An AO occurs if a particular observation is aberrant but the succeeding observations are normal, whereas IOs occur when the effect of a large innovation is perpetrated through the dynamics of the model. Since a single aberrant observation is either caused by recording errors or, more often, by some unusual events, it may often be appropriate to take recourse to the "throw them out" method for AOs. However, a persistent change in the observations is often the result of a change in the system or mechanism itself and hence the "change the model" method is generally more suited for the IOs.
Robust methods are routinely employed to estimate the parameters in the presence of outliers. Martin and Yohai (1985) give a detailed discussion of such methods in estimating the ARMA parameters in the presence of outliers. An improved recursive robust estimation method is suggested by McDougall (1994) . Chang, Tiao and Chen (1988) used the maximum likelihood method and an iterative procedure to estimate the outliers and the parameters of an ARMA(p, q) process in the presence of both types of outliers. Bruce and Martin (1989) discussed the deletion technique in identifying outliers in an ARIMA model and suggested a strategy for model fitting. Ljung (1993) showed that estimating additive outliers is directly related to the estimation of deleted observations. However, very little work has been done on predictions based on a time series having outliers. The predictors depend on the model parameters and hence the estimated predictors depend on the corresponding parameter estimators. These estimators are influenced by the presence of outliers which in turn leads to erroneous predictions. However, deletion of the outliers is not a solution since it breaks down the structure of the model or leads to unequally spaced observations which are difficult to model. Such observations thus need to be substituted by imputed values to restore the structure. This, therefore, has an impact on the estimated predictors and consequently on their performances. It is this that we seek to study in this paper.
We consider the prediction problems related to a stable, first order autoregressive model (AR(1)) in the presence of a single AO. We replace the outlier by an imputed value and then make the prediction. Two different imputation techniques are suggested and the consistency of both the estimators of the process parameters and the estimated predictors are shown. The corresponding mean square errors are also derived.
Consider the AR(1) model
where X t is the observation at time t, t = 1, . . . , n, and ε t 's are a sequence of white noises which are continuous with zero mean and variance σ 2 . Also assume that
and define
Given n observations and under the assumption of zero initial condition, for any integer s, the s-steps ahead predictor of X n+s is given by the conditional mean X n+s = E(X n+s | X n , X n−1 , . . .) = α s X n . However, since α is generally unknown, it needs to be estimated and the corresponding predictor obtained.
An estimator of the unknown parameter α is given by
Now under condition (1.2) and following Lai and Wei (1985) , we have
so that using (1.3) yields
i.e. α is a consistent estimator of α.
Let γ(0) = n −1 n t=2 X 2 t−1 . Then since ε t 's and hence x t 's are continuous, n γ(0) is non-zero with probability one for sufficiently large n. Thus from Basu and Sen Roy (1986) ,
Hence, under condition (1.3), which implies uniform integrability of γ(0) −1 , and using (1.9), we obtain
The estimated predictor of X n+s is given by X n+s = α s X n . Now by Lai and Wei (1985) ,
so that following Basu and Sen Roy (1986),
Next suppose the kth observation (1 < k ≤ n) is an outlier. This would obviously have an inordinate impact on α. In order to negate this, the best method would be to delete X k . However, this would disrupt the AR structure. Hence to restore the structure it would be necessary to substitute the missing kth observation by some imputed value. The impact of this is what we seek to discuss in this paper.
We consider two different methods of imputing for the deleted observation. The simplest method is to use the average of the remaining (n − 1) observations. A second method would be to predict the deleted observation by fitting an AR(1) model to the observations preceding it. The effects of these imputations on the estimation of the model parameters are then observed and compared through their respective mean square errors.
In Sections 2 and 3 we discuss the imputation based on the two methods, while in Section 4 we provide a numerical comparison. Some concluding remarks are made in Section 5.
The Average Replacement Method (ARM).
In this method we substitute X k by
With X k replacing X k , the estimator of α would be
Also under conditions (1.3) and (1.2) with δ ≥ 4,
where
Using (1.4), we obtain
and hence, under condition (1.2),
Again by (1.7) and (1.4) respectively, A is of order O((n log n) 1/2 ) while C tends to αγ(0), so that
Combining (2.6) and (2.7) yields (2.3).
Next observe that under condition (1.9) and finite fourth-order moments,
Also E(n −1 A 2 ) = σ 2 γ(0) and under finite fourth-order moments, E(C 2 ) = O(1) and E(n −1 AC) = O(1) so that
Hence under condition (1.3), using (2.8) and (2.9) we obtain (2.4).
12) (2.10) follows by using (2.12), (2.3) and (1.11) in
To prove (2.11), since ε j , j = n + 1, . . . , n + s, are independent of α ARM and X n ,
Using (2.12) and (2.5) gives (2.14)
Under condition (1.9) and finite moments of order 4s, for j, k = 1, . . . , s,
Next by Basu and Sen Roy (1986), E(|A| j+k ) = O(n (j+k)/2 ) and because of finite moments of order 4s, E(|C| j+k ) = O(1). Hence using Minkowski's inequality, for j, k = 1, . . . , s, we obtain
3) of uniform integrability, using (2.15) and (2.16) in (2.14), we get
Inserting (2.17) in (2.13) gives (2.11).
The Forecasting Replacement Method (FRM).
In this method we substitute X k by the predicted value of X k based on X 1 , . . . , X k−1 , i.e.
is the least squares estimator of α in (1.1) based on the first k − 1 observations.
With X k replacing X k , the estimator of α based on all the observations would be
Theorem 3.1, Under condition (1.2) and for k/n → 1,
Proof. Using (3.3), we obtain (3.6)
Now, by Basu and Sen Roy (1986) ,
Combining (3.7)-(3.9), under the condition k/n → 1, we obtain (3.4).
Again under finite fourth-order moments and condition (1.9),
Also E(n −1 A 2 ) = σ 2 γ(0). From Theorem 2.1 of Basu and Sen Roy (1986) ,
, so that under finite fourth-order moments and using the Cauchy-Schwarz inequality, we obtain
Using (3.10) and (3.11) gives (3.5).
Theorem 3.2. Under condition (1.2) and for k/n → 1,
Proof. The results follow by using arguments similar to those of Theorem 2.2.
4.
A simulation study. Here we illustrate our technique with an example. For this we generated the innovations ε t as a sample of size n = 100 from a standard normal distribution. Then the observations, X 1 , . . . , X 100 , were obtained by using the model X t = αX t−1 + ε t with X 0 = 0 and α = 0.6. The estimated value of α based on all the 100 observations came out as α = 0.6888. However, when one of the observations, in this case the 97th, is contaminated by adding or subtracting a constant to make it an outlier, the α value changes drastically from 0.6888. The parameter α is then estimated by deleting the 97th observation and using in turn the estimators α ARM and α FRM instead of α. Predictions for the next five periods, i.e. for X 101 , . . . , X 105 , are then made.
For prediction, the sample size can only be increased by bringing in more past observations. So we start with the last 10 of the 100 observations, i.e. X 91 , . . . , X 100 , then the last 20, i.e. X 81 , . . . , X 100 , and so on.
As can be seen from the table, both the estimators and the predictors converge to the original values for large n in both cases, although the convergence under ARM is much faster than under FRM.
5. Concluding remarks. Theorems 2.1 and 3.1 show that, like α, the estimators α ARM and α FRM converge to α. However, the convergence of their mean square errors is much slower than that of α. The estimators of the predictors and their mean square errors are the same for ARM and FRM as for the case of all observations. Of course, for the FRM all the above results are true only if k/n → 1. For k small and fixed, the rates would depend on k and FRM will not be as efficient as ARM.
Since the above methods do not depend on the actual outlying observation, which is deleted and the truncated set of observations used for both estimation and prediction, the methods are equally applicable while fitting an AR(1) model to a set of observations with a missing value. This paper can be extended to a general AR(p) process and further to a moving average process of order q (MA(q)), or even to an ARMA(p, q) model. However, for the MA(q) or ARMA(p, q) models the dependence of the estimators and the predictors on the unknown innovations causes considerable difficulty and the innovations themselves need to be estimated before predictions can be done. For an MA(q) process, the estimation problems have been studied, among others, by Chan and Tsay (1996) and the prediction problem by Sen Roy (2002) . But these problems are liable to be much more complex in the presence of outliers. The complexity would further increase if for an AR(p) or an MA(q) the outlier is one of the last p or q observations.
