Complex databases are challenging to explore and query by users unfamiliar with their schemas. Enterprise databases often have hundreds of inter-linked tables, so even when extensive documentation is available, new users must spend a considerable amount of time understanding the schema before they can retrieve any information from the database. The problem is aggravated if the documentation is missing or outdated, which may happen with legacy databases.
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Recent database work has recognized the importance of developing tools that can help users significantly reduce the time they spend understanding an unfamiliar system. A strong research direction considers so-called structure-free query models, that allow the user to pose queries without having to understand the schema structure. The simplest such model is keyword search [1] . Increasingly more sophisticated mechanisms, such as query relaxation [3] and meaningful summary query [12] , allow users to pose more complex queries, that include non-trivial structure requirements (e.g., joins). While the majority of the work in this area is for XML schemas, recent results have also specifically addressed relational databases [7] . An excellent overview of many other approaches can be found in [6] .
However, the ability to pose queries is not the only end-goal of users interacting with unfamiliar systems. While tools that improve the usability of a system have clear and immediate benefits, their very goal is to shield users from the complexity of the underlying structure. This is perfectly acceptable for casual users, but insufficient for users who wish to familiarize themselves with a complex schema. Such users may include new database administrators, analysts trying to extract useful information out of the database, or developers who want to create new tools and forms on top of that database. While they may eventually need to acquire detailed knowledge of the system, their ability to do so would be greatly improved if they could start with a simplified, easy-to-read schema. (We ourselves have benefited from such an approach while becoming acquainted with the TPCE benchmark we use in this paper: we started by understanding the schema in Figure 2 , before reading several dozen pages of documentation). Early work in this area has focused on ER model abstraction [2] . However, unlike ER models, XML and relational schemas do not have semantic information attached to the schema edges. Recognizing the importance of schema summarization, Yu and Jagadish [11] proposed the first algorithms for automatically creating database summaries. Further discussion of related work appears in Section 3.
The method of [11] was developed for XML schemas, but, as the authors state, it can also be applied to relational databases. However, relational schemas come with specific challenges that are not usually encountered in XML schemas. In fact, the two main assumptions on which the model of [11] is based can both fail, even on relatively simple relational schemas. The reasons for such failures are intrinsic to the design and functionality of database systems, so they cannot be avoided. We defer a detailed discussion of this issue to Section 3, as we need to introduce several notations and definitions in order to better explain it. In addition to these intrinsic differences between XML and relational schemas, there are additional challenges that arise from inconsistent or missing data in relational databases. In particular, the existence of schema-level join relationships does not necessarily imply that all instances in a table satisfy that join. As our experiments show in Section 7, the method of [11] does not work well on the benchmark relational schema over which we conduct our study. Therefore, we propose a novel approach for summarizing relational schemas, that addresses the specific challenges associated with them in a principled manner. Our contributions are as follows:
¡
We propose a new definition for the importance of tables in a relational schema. The definition is based on information theory and statistical models, and reflects the information content of a table, as well as how that content relates to the content of other tables.
has fanout 0 (this tuple does not instantiate the edge). Throughout this paper we use the TPCE benchmark schema [10], both to illustrate our ideas, and for experimental purposes. The schema graph is shown in Figure 2 . It consists of 33 tables, preclassified in four categories: Broker, Customer, Market and Dimension. The database models a transaction system in which customers trade stocks. Various additional information is stored about customers, securities, brokers, a.s.o. Join attributes are enumerated below each table name; tables also contain non-joining attributes (not depicted), which we will discuss whenever necessary. Edges are shown directed from foreign key to key. The directions are for ease of reading only: in our experiments, we consider the graph undirected.
The reason for using this schema is that it allows us to develop objective measures for the accuracy of summarization approaches, by comparing the generated summaries with the pre-defined table classification provided as part of the benchmark. Previous measures for summary accuracy were based on query logs, by relating the significance of a table to its frequency in the log. In the next section, we discuss scenarios in which this is not necessarily true for a relational database. By contrast, the human-designed pre-classification of TPCE is as close to the ground truth of summarization as we expect to find. Figure 2 illustrates the typical approach for summarizing a relational schema: By clustering the tables into a few labeled categories (and color-coding the graph), the result gives any casual reader a rough idea about what the database represents. This classification was done manually by the designer of the benchmark. More importantly, the category labeling was also decided by the designer. In this paper, we propose a statistical model that allows us to automatically classify and label tables in a schema. We evaluate the accuracy of our approach, as well as that of competing methods, by comparing the automatically generated summaries with the one in Figure 2 . Formally, we define a summary as follows. Clearly, not all tables in a database have the same importance. However, it is not always easy to decide between two tables which one is more important. Different users may have different opinions. To design an automatic process for schema summarization, we propose starting from a few basic principles in order to build a complex model. The first principle is that, at the most basic level, a database table is characterized by its attributes, its tuples, and its join relations. We therefore need a way of integrating information about all three into a single measure of table importance.
The second principle is that there exist a few database tables for which the majority of humans can agree that they either have a lot of importance, or very little importance. For example, in the TPCE schema, Any automatic model must distinguish between tables that humans easily classify as having high, resp. low, importance. Thus, we arrive at our third principle: compare pairs of clearly important and clearly unimportant tables, and include in the model those features that always differentiate between them. We illustrate this process on the TPCE schema. One postulate in [7, 11] is that the importance of a table is proportional to its number of tuples. However, A second postulate of previous work is that the importance of a table is proportional to its connectivity in the schema graph. However, table Status Type has 6 join edges -the second most in the schema -yet it is arguably the least significant of the entire database. But, just as with the first postulate, we do not wish to completely negate this principle, as we do need to quantify how join relations contribute to table importance. Ignoring their contribution altogether would lead to a situation in which table Trade History, due to its very large number of tuples and high attribute entropy, would rank in the top third. Since this table has only one join edge, it becomes clear that its connectivity must play a role in dampening its importance. By contrast, a table such as Company, which also ranks in the top third based on its tuples and attributes, should gain importance via its connectivity. How can we then automatically distinguish between the high connectivity of Company, which should allow it to increase its importance, and the high connectivity of Status Type, which should play only a minor role? Previous methods distinguished edges based on their average fanout. As we discuss in the following sections, and show via experiments, tables such as Status Type significantly increase their importance in this model: not the desired result. Instead, we propose that it is not the number, but the quality, of join instantiations that counts. Thus, we assign weights to join edges proportional to the entropies of the participating attributes.
Stable distribution in random walks
The discussion above illustrates the need to take into account both the information content of a table, and its (weighted) join edges, to come up with a single value for the importance of the table. Intuitively, join edges can be viewed as vehicles for information transfer between tables, since their weights depend on the entropies of their respective attributes. It is therefore natural to define a random walk process on the schema graph, whereby each table starts with its information content, and then repeatedly sends and receives information along its join edges, proportional to their weight. If the underlying schema graph is connected and non-bipartite, it is well known that this process converges to a stable distribution. We will define the importance of a table as the value of this stable distribution for that table. 
Previous Work
The most closely related work is the schema summarization proposed in [11] , in the context of XML schemas. Although the authors discuss how the approach extends to relational database schemas, their model makes the two crucial assumptions we mentioned above: that the importance of a table is proportional to its number of tuples, and to its number of join edges. These are reasonable assumptions for XML schemas, but they can both fail in relational databases: In data warehouse systems, the largest tables are often those containing historical, possibly stale, data (such as Table History) . Moreover, enterprise systems tend to have many so-called dimension tables (such as Status Type and Zip Code), i.e., tables with only a few attributes that contain companion information for other tables in the schema. Dimension tables are usually highly connected, but have little relevance for a summary. As a side note, the definition of table importance in this model is equivalent to the stable distribution of a random walk (different than the one we propose), though it is not recognized as such in [11] .
Another recent result [7] applies the same two assumptions specifically to relational schemas, in the context of computing the socalled querability of a table or attribute; i.e., how likely the table/attribute is to appear in a representative query log. This value is then used to automatically design forms for querying the database. We do not know how likely these assumptions are to succeed or fail in this context. However, we note that the querability of a table is not necessarily correlated to its relevance in a schema summary. For example, one might frequently compute statistics on the transactions of customers in a specific town, requiring all such queries to include a join with table Zip Code. However, we believe few people would consider this table important enough to include in a summary.
An important contribution of this paper is a definition of a metric space over database tables, so that the distance function is consistent with an intuitive notion of table similarity. Other graph-based notions of similarity have been proposed in the IR community. Koren et al. [9] define the similarity between two nodes n and u to be proportional to the probability that a random walk starting at n reaches u w ithout revisiting n . Such a definition of similarity works well when all edges represent the same kind of relation (e.g., number of phone calls between two customers). However, in the case of schema graphs, different join edges represent different conceptual relations, so the definition is less useful. We have implemented the method of [9] , and include it as part of our extensive comparison study.
TABLE IMPORTANCE
The entropy of an attribute
, where
are all the values of attribute % '# , and 7
is the fraction of tuples in that have value
For each table
we create a primary key % ' P V )
consisting of all the attributes in the table, and add a self-loop
in the schema graph (we do this even if already has a primary key, for consistency). Intuitively, this self-loop serves to keep a certain amount of information in the in the absence of any join information. As discussed in the previous section, we must also take into account the information transfer between tables in a connected schema graph. More precisely, we define an I probability matrix , where is the number of tables in the database (by probability matrix we mean a matrix of non-negative numbers so that each row sums up to 1). There is a non-zero value on position % © 9
if and only if there is at least one join edge between tables and 9 in the schema. The value % % © 9
reflects the "information transfer" along such an edge. If there are multiple join edges between and , the information transfer along all edges is summed up. The exact definition is as follows. 
. We define 
to account for the edge 6 ' P V ) 6 A % ' P V )
.
We now define the importance of a 
It is well known that, for any connected, non-bipartite graph ¢ , and for any probability matrix over ¢ , there exists a unique stationary distribution § ; see, e.g., [8] . Thus, the importance of a table is well-defined. Vector § can be computed using classical eigenvector methods, or by the following iterative approach: Start with an arbitrary non-zero vector Á v Â , and repeatedly compute Comparison with previous work The definition of table importance in [11] is equivalent to the stationary distribution of a random walk process. The crucial difference from our approach is that the probability matrix is defined by becomes a net gainer of importance from , and possibly from its other neighbors. The more tables 9 is connected to, the more likely it is to increase its final value.
We note that in [11] , but depends on the information content of , rather than on an arbitrary parameter. Moreover, for the example in Figure 1 (d) , the total information that gives to in the first step is slightly less than
. This is consistent with the intuitive perception of 'information transfer' along an edge: one cannot transfer more information via a join attribute than the total information content of that attribute, no matter what the information of the entire table is.
A second important distinction from previous models is that we explicitly take into account the information content of attributes that do not participate in any join edges, other than the self-loop % ' P V ) F A R 6 ' P V )
. Thus, two tables of equal size and connectivity in the schema graph may have very different information content, if one of the tables contains significantly more attributes than the other. By defining the primary key % ' P V )
, and the self loop 6 ' P V ) A X 6 ' P V )
, we insure that the information content of all non-joining attributes of remains in , and thus contributes to the final value § t ¥ f W .
Alternative Models
We discuss alternative models to those in Definition 4, obtained by changing the formula for
(the definitions for % © 9 a and % 6 © remain the same). The most intuitive formula would be
% '# may participate in many join edges, such a formula could result in h ¤ % 6 © 9 X
, violating the property of a probability matrix. Therefore, we inforce this property by using the values in the denominator. An alternative formula is
This, however, reflects to a lesser extent the information transfer that occurs via database joins. Intuitively, in Definition 4 we assume that each attribute % '# can transfer its entire information to any attribute it joins with, no matter how many such attributes there are. By contrast, in the above formula, we assume that % '# has a constant amount of information it can transfer, and it divides it among its incident edges. It is often the case that, when 6 '# is a primary key, it is connected via several fk-pk edges to attributes in other tables. The more edges incident to % '# 
, as follows:
We call the first variant variable joinable entropy transfer (VJE), and the second one constant joinable entropy transfer (CJE). The problems that occur for either of these variants are more subtle. We illustrate them via table Zip Code, which ends up with significant importance in the VJE and CJE models. The reason is that table Zip Code contains all zip codes in US, the majority of which do not instantiate the join edge to table Address (which contains the addresses of customers and companies in the database). Hence, for
. Therefore, the VJE matrix transfers much less information from Zip Code to Address than the VE matrix, and allows Zip Code to acquire higher importance (similarly for CJE versus CE). If the database required Zip Code to contain only zip codes associated with addresses, we conjecture that its importance would significantly decrease. We have tested this conjecture, and found it to be true; see Table 4 . However, adding tuples that instantiate no joins to a table should not significantly alter its importance. We have conducted experiments for all four definitions of the entropy transfer matrix, and verified that the VE matrix is indeed the best model.
TABLE SIMILARITY
As discussed in the Section 3, our schema summarization approach also requires a similarity measure between tables. Before defining it formally, we must clarify what properties we wish the measure to satisfy. Refer again to the examples in Figure 1 .
In the first case, the edge % '# ¦ A 9 '@ is a pk-pk join, and all values in % '# match with all values in 9 '@ . In the second case, the edge is a fk-pk join, such that all values in % '# have a non-empty join in
9
'@ and viceversa. In the third case, the join is another pk-pk, but only w w
of the values in % '# instantiate the join (and similarly for
'@
). Most people would agree that the strongest connection between tables and 9 occurs in the first case. This is particularly intuitive when comparing the first and third cases. Simply put, in Figure 1 However, just looking at the fraction of tuples in that instantiate the join does not explain our intuition that the first case illustrates a stronger connection than the second case. The difference is that in Figure 1 (b) , there are significantly more edges between tuples in the two tables. The more edges there are, the farther away the join is from a one-to-one connection. We now propose the following definition for the similarity measure between tables, which we call strength. 
Since edge
is in the schema graph, and by definition
. Below, we show that
, so our definition implies that
PROPOSITION 1. (i) For any two tables and
(ii) For any three tables
PROOF. The first claim follows from the fact that for any edge
, as discussed in Section 2. For the second claim, let Û $ be a path for which
, and Û · be a path for which
be the concatenation of the two paths. Then
For our clustering method, it is convenient to use a distance measure, rather than a similarity one. We define the distance between tables and 
, and using Proposition 1 (ii), we obtain that
For a fixed table , all the values . In our experiments, we also study two alternative similarity measures between tables, as proposed in previous work. The proximity measure defined in [9] requires é ¥ t o compute all the · proximity values simultaneously. We are not aware of any faster method to compute fewer proximity values. The coverage measure defined in [11] requires, as a first step, the computation of a so-called affinity measure along edges and paths, similar to
at first glance. However, the affinity along edge
may be negative, and Dijkstra's method does not apply. Moreover, the affinity along a path Û depends on the number of edges in Û , so there is no clear correspondence between affinity and shortest paths, even with negative weights. The authors compute affinity and coverage by exploring all cycle-free paths between each pair of tables. Since there are combinatorially many distinct paths, this step becomes very expensive for large schema graphs.
WEIGHTED -CENTER
Defining good clustering criteria for a specific problem is often an overlooked step. However, as we show in our experimental study, the quality of the results may vary greatly, depending on this step. For schema summarization, we propose a min-max optimization problem, i.e., we wish to minimize the maximum distance between a cluster center and a table in that cluster. (The other option is to minimize the sum of such distances, which sometimes results in a few significantly different tables being classified together). However, using a strictly distance-based approach may result in undesirable artifacts, such as grouping the top-2 most important tables in the same cluster d . Since only one table can serve as
, the other one is excluded from the summary. To achieve a tradeoff between importance and distance, we propose using Weighted -Center clustering [5] , where the weights are the table importance values. More precisely, we want to minimize the following measure for a set of clusters
Weighted -Center is NP-Hard, but admits fast approximation algorithms. The most popular one is the greedy approach described in Figure 3 . It starts by creating one cluster and assigns all tables to it. It then iteratively chooses the table 8 7 w hose weighted distance from its cluster center is largest, and creates a new cluster with 7
as its center. All tables that are closer to W 7
t han to their current cluster center are reassigned to cluster 
PROOF. The approximation factor for the greedy algorithm was proved in [5] . The running time follows from the observation that the double loop in steps 3-9 requires distance computations, where I £ § Q i s the total number of tables. More precisely, for each new cluster center 7
, we must compute
. By the observation in Section 5, for a fixed 8 7 , all distances can be computed in è é ¥ ¢ x
, and the result follows.
EXPERIMENTAL EVALUATION
We have conducted an extensive experimental study to compare our approach with the method of [11] , as well as with several hybrid methods that are described in this section. We first validate each of the three components of our method: the model for table importance we defined in Section 4, our novel distance function Å AE ã n & u 4 ae (Section 5), and our conjecture that Weighted -Center is an appropriate clustering for schema summarization. We study the properties of each component, and compare it with alternatives, as follows:
. We implemented the FastAllDAP algorithm (Table 4 in [9] ) for computing the proximity between all pairs of tables in the directed graph thus obtained.
¡
Alternative clustering algorithm: The method of [11] proposes a Balanced-Summary algorithm for schema clustering, which uses a min-sum criterion for clustering. We implemented this algorithm and compared it with WeightedCenter. Table 1 summarizes the three dimensions along which we conduct our evaluation. We first compare the choices for importance and distance independently, using the pre-defined categories of the TPCE benchmark to define objective accuracy measures. We then study various summarization methods obtained by choosing one entry in each column. Our novel algorithm, which we propose as the method of choice, is the one that uses the first entry in each column, i.e., Table Importance , and Clustering = Weighted -Center. The current state-of-the-art [11] corresponds to the second entry in each column, i.e., Table Importance = ³ , Clustering = Balanced-Summary, but uses
as a similarity measure, rather than distance
. Finally, we consider several hybrid methods, such as 
Experimental Setup
We conduct our study over the TPCE schema. This benchmark database is provided by TPC [10] to simulate the On-Line Transaction Processing (OLTP) workload of a brokerage firm. As mentioned before, it consists of 33 tables. However, since no active transactions are considered, table Trade Request is empty. Therefore our experiments are performed only on the remaining 32 tables. Recall that the tables are pre-classified in four categories: Broker, Customer, Market and Dimension. Category Dimension consists of dimension tables (hence the name) which share no join edges among themselves, except for one edge between Address and Zip Code. For the purpose of evaluating the quality of schema summaries, we consider these dimension tables to be outliers. Thus, we are interested in discovering only the other three categories. We use EGen 1 to generate two significantly different database instances for the schema, which we call TPCE-1 and TPCE-2. The different parameter settings for EGen are shown in Table 2 . The purpose of generating two instances is to study the sensitivity of various summarization methods to significant changes at the data level. Note that the schema graph remains the same, so ideally, the summaries for TPCE-1 and TPCE-2 should be consistent with each other, and with the pre-defined categories. The main differences between the two instances are as follows.
In TPCE-2, the size of table Customer increases by a factor of 5. The change of the scale factor, from 1,000 to 36,000, affects the size of the majority of other tables, and therefore the values
f or most pairs. In addition, the values change for 24 out of 86 edges. In the following sections, whenever not explicitly stated, the experimental results are for TPCE-1. All methods are implemented in Java, and evaluated on a PC with 2.33GHz Core2 Duo CPU and 3.25G RAM.
ô

Models
Before comparing the two table importance models, t ô and ³ , we first conduct a study of different definitions for ô . Recall that in Section 4 we discussed three alternative models, CE, VJE and CJE, for defining the entropy transfer matrix, in addition to the VE model of Definition 4. Based on the semantics of each model, we conjectured that each of them has shortcomings when compared to VE. We now validate this intuition by a comparison study. Table 3 shows the top-5 important tables according to each transition matrix. With the exception of VE, the other methods all rank at least one dimension table among the top 5. Thus, CE ranks Address as the 4th most important. In Section 5, we explained our intuition that constant entropy models lead to unbalanced transfers of importance on fk-pk edges, with the table containing the primary key being a disproportionate gainer from its neighbors. This is clearly the case for Address, which is the primary key table for three fk-pk edges (to Customer, Company, and Exchange).
As for the VJE and CJE models, they both rank Zip Code as the most important table. In Section 5, we gave an intuitive explanation for why this neighbors under these models. Our reasoning was that matrices based on joinable entropy transfer allow tuples that instantiate no joins to have an inordinate influence on the final result. In particular, by varying the number of non-joining tuples in Zip Code, we can greatly affect the value ¥ f # ¥ , and its rank changes from 1st to 12th. We conclude that VJE is highly unstable under local modifications in the data, but that VE is consistent. Furthermore, computing the matrix for VJE and CJE is very time-consuming, as it requires executing all data joins to calculate ¥ f # ¥
. Therefore, for the remainder of this section, the entropybased importance e ô is computed using the VE matrix.
Table Importance
We now compare the Table 7 , which shows the top-7 tables computed over TPCE-1 and TPCE-2. As discussed above, while the schema remains the same for both databases, the entries in the probability matrices change, since they depend on the data. We achieve similar results on both TPCE-1 and TPCE-2 for t ô
. Although TPCE-1 differs from TPCE-2 in both table sizes and join selectivity, our entropybased approach is quite stable in the way it ranks important tables. By contrast, ³ is more sensitive to data variations. Among its top tables, not only the ranks change, but also two out of seven tables are different.
These experiments demonstrate that our entropy-based model outperforms the previously proposed approach in both accuracy and consistency.
Distance Between Tables
In this section, we study the properties of the metric distance
, and compare it with the distances
. We first examine the accuracy with which each of the three distances reflects table similarity. To define an objective measure for this comparison, we make the following observation. Since TPCE is pre-classified into four categories, it is reasonable to assume that tables within one category are more similar to each other than tables in different categories (except for Dimension tables). Therefore, for each 
. Hence, while all these computations are fast, the running time for computing
is nevertheless four orders of magnitude higher, which indicates that it is unlikely to scale well for large schema graphs (many hundreds of tables) in real database systems.
Clustering Algorithms
In this section, we compare the two clustering methods, BalancedSummary and Weighted -Center, by fixing the other two dimensions. More precisely, we use ³ for Weighted -Center. To evaluate the quality of the summary, we propose a similar approach to the one we used for measuring the accuracy of distance functions. In this case, we consider that for a cluster . This allows a more detailed view of where the inaccuracies occur. 
Balanced-Summary:
We implemented the Balanced-Summary algorithm described in Figure 7 in [11] , which is shown to be better than several alternatives. It chooses cluster centers in decreasing order of is symmetric, so both directions are identical. are now more balanced, because they each split the biggest cluster of the previous 3-clustering into two smaller clusters. Moreover, their accuracy also goes up, as this split separates tables that belong to different categories. However, this improved overall quality comes at the cost of splitting one natural cateogry. More precisely, the pre-defined category Market is represented by two smaller clusters in the summary, one centered at Security and the other at Financial. We conclude that the clustering for Å AE ã n ( u P £ Ì Å AE ã n ( u 4 ae is the most consistent with the predefined classification of TPCE, and the only one capable of automatically discovering the correct number of categories, i.e., we do not show detailed results for TPCE-2: they follow a similar trend. However, in Figure 6 
CONCLUSIONS
In this paper, we proposed a novel approach for summarizing relational schemas, justified by limitations of previous methods. We have defined a new model for table importance using well-known principles from information theory and statistics. One of our main contributions is the definition of a metric distance over schema tables, which allows us to develop a summarization algorithm with provable guarantees, and may prove of independent interest. Finally, we have conducted an extensive study on an independent benchmark schema, showing that our approach is accurate and robust under changes in the data.
